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Abstract
In this thesis a geometric way to understand the relations of certain noncommuta-
tive quadratic algebras defined by Anatol N. Kirillov is developed. These algebras
are closely related to the Fomin-Kirillov algebra, which was introduced in the hopes
of unraveling the main outstanding problem of modern Schubert calculus, that of
finding a combinatorial interpretation for the structure constants of Schubert polyno-
mials. Using a geometric understanding of the relations of Kirillov's algebras in terms
of subdivisions of root polytopes, several conjectures of Kirillov about the reduced
forms of monomials in the algebras are proved and generalized. Other than a way
of understanding Kirillov's algebras, this polytope approach also yields new results
about root polytopes, such as explicit triangulations and formulas for their volumes
and Ehrhart polynomials. Using the polytope technique an explicit combinatorial
description of the reduced forms of monomials is also given. Inspired by Kirillov's
algebras, the relations of which can be interpreted as subdivisions of root polytopes,
commutative subdivision algebras are defined, whose relations encode a variety of
possible subdivisions, and which provide a systematic way of obtaining subdivisions
and triangulations.
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Title: Norman Levinson Professor of Applied Mathematics
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Chapter 1
Introduction
In this thesis we study the connections of certain quadratic algebras and subdivisions
of root polytopes. Three of these algebras are noncommutative quadratic algebras
of types A., C., and D, (the type B, and C, cases are isomorphic) which were
defined by Anatol N. Kirillov [K2]. A noncommutative quotient of Kirillov's type A,
quadratic algebra is the well-known Fomin-Kirillov algebra [FK] introduced in the
hopes of finding a Littlewood-Richardson rule for Schubert polynomials. Such a rule
is greatly anticipated; papers [BS, P2, PS, FS, RS1] contain results in special cases
and further background.
Kirillov made several conjectures stating that the reduced forms of certain special
monomials in his algebras are unique. We prove and generalize all of these conjectures
using a geometric interpretation of the relations of Kirillov's algebras as subdivisions
of certain root polytopes. Other than a way of understanding Kirillov's algebras,
this polytope approach also yields new results about root polytopes, such as explicit
triangulations and formulas for their volumes and Ehrhart polynomials. Moreover,
using the polytope technique we not only prove that the reduced forms are unique,
but also give an explicit combinatorial description of the reduced forms.
In the process, we introduce what we call subdivision algebras for the families
of root polytopes we study. These are commutative algebras, whose relations describe
subdivisions of root polytopes. The subdivision algebras provide a systematic way of
obtaining triangulations of root polytopes.
Root polytopes were defined by Postnikov in [P1]. The full root polytope P(A+) of
type An is the convex hull in Rn+1 of the origin and points ei -ej for 1 < i < j < n+1.
The polytope P(A+) already made an appearance in the work of Gelfand, Graev and
Postnikov [GGP], who gave a canonical triangulation of it in terms of noncrossing
alternating trees on [n+ 1] := {1, 2, ... , n+ 1}. I define coned root polytopes P(T)
(of type An) for a tree T on the vertex set [n + 1] as the intersection of P(A+) with
the cone generated by the vectors ei - ej, where (i, j) is an edge of T, i < j. Recall
that a graph G is noncrossing if there are no vertices i < j < k < 1 such that (i, k)
and (j, 1) are edges in G. A graph G is alternating if there are no vertices i < j < k
such that (i, j) and (j, k) are edges in G. Let
G = ([n+1], {(ij) I there exist edges (i, ii) .. . , (ik, j) in G such that i < ii < ... < ik < j}
be the (oriented) transitive closure of G.
The following theorem is a special case of my results on polytopes.
Theorem 1. If T is a noncrossing tree on the vertex set [n + 1] and T 1,..., Tk
are the noncrossing alternating spanning trees of T, then the coned root polytopes
P(T1,... , P(Tk) are n-dimensional simplices with disjoint interiors whose union is
P(T). Furthermore,
1
volP(T) = fT
where fT denotes the number of noncrossing alternating spanning trees of T.
In [M1] we also calculate the Ehrhart polynomial of the coned root polytopes from
Theorem 1.
There is a counterpart of Theorem 1 in terms of reduced forms of monomials in
Kirillov's type An algebra, which is Theorem 3 below. For reference, we include the
defintion of Kirillov's type An algebra B(An) here [K2].
B(An) is the associative algebra over the polynomial ring Q[3], where 3 is a
variable (and a central element), generated by {xij | 1 i < j < n + 1} subject to
the relations
(i) Xijxjk XikXij + XjkXik + #xik, if 1 < i <j < k < n+ 1,
(ii) XijXkl - XklXij if i, j, k, I are distinct.
Consider the first relation of Kirillov's type An algebra B(An) as a reduction
rule:
XijXjk -- + XikXi, + XjkXik + /Xik. (1.0.1)
A reduced form of the monomial m in the algebra B(As) is a polynomial ob-
tained by successive applications of reduction (1.0.1) until no further reduction is
possible, where we allow any two variables xij and xkI where i, j, k, 1 are distinct to
commute between reductions. The following is an example of how to reduce X12X23X34
in B(An).
X12X23-34 X 12 X 24x 2 3 + X12 X3 4x 24 + /3X 12 X24
X 14 X 1 2 X 2 3 + X 2 4 X 1 4 X2 3 + 3x 14 x23 + X 3 4 X 1 2 X 2 4 + /X 1 4 X 1 2
+3X 24X14 + #2X14
X14X13X12 + X14X23X13 + 3X14X13 + X24X14X23 + 13X 14X23
+x 34X14x 12 + X34x 24x 14 + #X34X 14 + 3x 14x12 + #X24x 14
+02X14 (1.0.2)
In the example above the pair of variables on which the reductions are performed
is in boldface, and the variables which we commute are underlined.
The "reason" for allowing xij and XkI to commute only when i, j, k, 1 are distinct
might not be apparent at first, but as we prove in Section ??, it insures that, unlike in
the commutative case, there are unique reduced forms for a natural set of monomials.
Kirillov [K2] observed that the monomial w = X12 X23 ... Xn,n+1 has a unique reduced
form in the quasi-classical Yang-Baxter algebra B(An), and asked for a bijective proof.
The uniqueness of the reduced form of w is a special case of our results, and the desired
bijection follows from our proof methods.
Kirillov [K2] conjectured that the reduced forms of certain elements in his type
An, Cn, D. algebras are unique, independent of the order of reductions performed.
All of his conjectures are special cases of more general results we prove in Chapters 2,
3 and 4 using combinatorial tools and the theory of noncommutative Gr6bner bases.
Theorem 2. The reduced form of any monomial m E B(An) is unique.
Not only are the reduced forms unique, they are also beautiful, as Theorem 3
depicts. Given a forest F with edges (ii,j 1),..., (i4, Jk) labeled in this order, let
xF be the noncommutative monomial [f_71 x . Then, the reduced form of the
monomial xT for a tree can be expressed in terms of certain monomials xF. For
detailed definitions of the terms used in Theorem 3 see Chapter 2.
Theorem 3. The reduced form of xT for a "good" tree T on the vertex set [n + 1] is
F in-JE(F)IxF, where the sum runs over all noncrossing alternating spanning forests
of T with lexicographic edge-labels containing the edge (1, n + 1) and satisfying certain
technical requirements.
This thesis is divided into four chapters, all of them based on the papers [M1, M2].
Each chapter includes an introduction of its own to outline the results contained. In
Chapter 2 we study Kirillov's type An algebra. We develop the connection between
its relations and subdivisions of type An root polytopes. We also use the theory of
noncommutative Gr6bner basis to establish generalizations of the theorems stated
above. In Chapter 3 we define Kirillov's type C algebra and establish its connection
with type C, root polytopes and their subdivisions. We use our geometric interpre-
tation to obtain results similar in flavor to the type An results, though with a more
complex nature. Finally, in Chapter 4 we define Kirillov's type Dn algebra and prove
a generalized version of Kirillov's conjecture for this algebra using noncommutative
Gr6bner bases.
Chapter 2
Root polytopes of type A,,
triangulations, and the subdivision
algebra
2.1 Introduction
In this chapter we develop the connection between triangulations of type A, root
polytopes and two closely related algebras: the subdivision algebra S(An) and the
algebra B(An), which we call the quasi-classical Yang-Baxter algebra following A.
N. Kirillov. The close connection of the root polytopes and the algebras S(An) and
B(An) is displayed by the variety of results this connection yields: both in the realm
of polytopes and in the realm of the algebras. Two closely related algebras with tight
connections to Schubert calculus have been studied by Fomin and Kirillov in [FK]
and by Kirillov in [K1]. Before stating definitions and reasons, we pause at Exercise
6.C6 of Stanley's Catalan Addendum [S2] to learn the following.
Consider the monomial w= X12X23 ... n,n+1 in commuting variables xij. Starting
with po = w, produce a sequence of polynomials po, pi,... ,pm as follows. To obtain
pr+1 from pr, choose a term of p, which is divisible by XijXjk, for some i, j, k, and
replace the factor XijXjk in this term with Xik(Xij + Xjk). Note that pr+ has one
more term than pr. Continue this process until a polynomial pm is obtained, in which
no term is divisible by XijXk, for any i, j, k. Such a polynomial pm is a reduced
form of w. Exercise 6.C6 in [S2] states that, remarkably, while the reduced form is
not unique, it turns out that the number of terms in a reduced form is always the
Catalan number C, = i (2").
The angle from which we look at this problem gives a perspective reaching far
beyond its setting in the world of polynomials. On one hand, the reductions can be
interpreted in terms of root polytopes and their subdivisions, yielding a geometric,
and subsequently a combinatorial, interpretation of reduced forms. On the other
hand, using the combinatorial results obtained about the reduced forms, we obtain
a method for calculating the volumes and Ehrhart polynomials of a family of root
polytopes.
Root polytopes were defined by Postnikov in [P1]. The full root polytope P(A+),
which is the convex hull in Rn+ 1 of the origin and points ej - ej for 1 < i < j < n +1,
already made an appearance in the work of Gelfand, Graev and Postnikov [GGP],
who gave a canonical triangulation of it in terms of noncrossing alternating trees on
[n + 1]. We obtain canonical triangulations for all acyclic root polytopes, of which
P(AZ) is a special case.
We define acyclic root polytopes P(T) for a tree T on the vertex set [n + 1]
as the intersection of P(A+) with a cone generated by the vectors ej - ej, where
(i,j) E E(T), i < j. Let
G = ([n + 1], {(i, j) I there exist edges (i, i 1). . . , (ik, j) in G such that
denote the (oriented) transitive closure of the graph G. Recall that a graph G on
the vertex set [n + 1] is said to be noncrossing if there are no vertices i < j < k < I
such that (i, k) and (j, 1) are edges in G. A graph G on the vertex set [n +1] is said to
be alternating if there are no vertices i < j < k such that (i, j) and (j, k) are edges
in G. Alternating trees were introduced in [GGP]. Gelfand, Graev and Postnikov
[GGP] showed that the number of noncrossing alternating trees on [n + 1] is counted
by the Catalan number Cn.
Theorem 4. If T is a noncrossing tree on the vertex set [n+ 1] and T1 , .. . , Tk are the
noncrossing alternating spanning trees of T, then the root polytopes P(T 1),..., P(Tk)
are n-dimensional simplices with disjoint interiors whose union is P(T). Further-
more,
1
volP(T) = fT,
n!'
where fT denotes the number of noncrossing alternating spanning trees of T.
Theorem 4 can be generalized in a few directions. We calculate the Ehrhart
polynomial of 'P(T); see Sections 2.5 and 2.8. We describe the intersections of the
top dimensional simplices P(T 1),...,P(Tk) in Theorem 4 in terms of noncrossing
alternating spanning forests of T in Section 2.8. Theorem 4 and its generalizations
can also be proved for any forest F, not necessarily noncrossing, as explained in
Section 2.9. In Section 2.9 we also prove that the triangulation in Theorem 4 is
shellable, and provide a second method for calculating the Ehrhart polynomial of
P(T).
The proof of Theorem 4 relies on relating the triangulations of a root polytope
P(T) to reduced forms of a monomial m[T] in variables xij, which we now define. Let
S(An) and 3(A,) be two associative algebras over the polynomial ring Q[0), where
3 is a variable (and a central element), generated by the set of elements {xig 1
i <j < n +1} modulo the relation XijXjk = XikXij + XjkXik + /Xik. The subdivision
algebra S(An) is commutative, i.e., it has additional relations XijXkl = XkIXij for
all i, j, k, 1, while B(An), which we call the quasi-classical Yang-Baxter algebra
following Kirillov [K2], is noncommutative and has additional relations Xij Xkl = XkXij
for i, j, k, I distinct only. The motivation for calling S(An) the subdivision algebra is
simple; the relations of S(An) yield certain subdivisions of root polytopes, which we
explicitly demonstrate by the Reduction Lemma (Lemma 8).
We treat the first relation as a reduction rule:
XijXjk * XikXij + XjkXik + 3Xik. (
A reduced form of the monomial m in the algebra S(As) (algebra L3(An)) is
a polynomial P (polynomial P) obtained by successive applications of reduction
(2.1.1) until no further reduction is possible, where we allow commuting any two
variables (commuting any two variables xij and Xkl where i, j, k, 1 are distinct) between
reductions. Note that the reduced forms are not necessarily unique.
A possible sequence of reductions in algebra S(An) yielding a reduced form of
X12X23X34 is given by
X 12 X2 3 X 3 4 - X 1 2 X 2 4 X 2 3 + X 1 2 X 3 4 X 2 4 + /3X 1 2 X 2 4
- X 2 4 X 1 3 X 1 2 + X 2 4 X 2 3 X 1 3 + 3X 24X1 3 + X34 x1 4x 12 + x 34x 24 x 14
+13X 3 4x 14 + /x 14 x 12 + 13x 24 x 14 + 132 14
-+ 13 X14 112 + m13 X24 X14 4 /X 13 X14 4 x 24 X23X13 ± 13X 24X13
+X 34X 14X 12 + X 3 4 X 2 4 X 1 4 + /3X34X14 + /X14X12 + Ox 24 x 1 4
+02X14 2.1.2)
where the pair of variables on which the reductions are performed is in boldface. The
reductions are performed on each monomial separately.
Some of the reductions performed above are not allowed in the noncommutative
algebra B(A,). The following is an example of how to reduce x 12X23x34 in the non-
commutative case.
2.1-1)
X12X23-34 X 1 2 x 2 4x 23 + X12 x 34X2 4 + 3X12 X 2 4
- X 1 4 X 1 2 X 2 3 + X2 4 X 1 4 X 2 3 + 3Xzi4X23 + X 3 4 X 1 2 X 2 4 + 3X 1 4 X 1 2
+#3x 24x1 4 + 12X14
X14X 13X12 + X 14 X 2 3 X 1 3 + /X14X13 + X 2 4 X 1 4 X2 3 + 
3 Xl4X23
+X34x 14x 12 + X34x 24x 14 + OX34xI4 + 3x 14x 12 + 3x 24x14
+02X 14 (2.1.3)
In the example above the pair of variables on which the reductions are performed
is in boldface, and the variables which we commute are underlined.
The "reason" for allowing xij and Xkl to commute only when i, j, k, 1 are distinct
might not be apparent at first, but as we prove in Section 2.8, it insures that, unlike in
the commutative case, there are unique reduced forms for a natural set of monomials.
Kirillov [K2] observed that the monomial w = x12 x23 ... Xn,n+1 has a unique reduced
form in the quasi-classical Yang-Baxter algebra B(An), and asked for a bijective proof.
The uniqueness of the reduced form of w is a special case of our results, and the desired
bijection follows from our proof methods.
Before we can state a simplified version of our main result on reduced forms, we
need one more piece of notation. Given a graph G on the vertex set [n+ 1] we associate
to it the monomial mS[G] = H(i,j)EE(G) Xij; if G is edge-labeled with labels 1,..., k,
we can also associate to it the noncommutative monomial mB[G] = ] za ,xa, where
E(G) = {(ia, ja)a I a c [k]} and (i, j)a denotes an edge (i, j) labeled a. In Section 2.2
we will also introduce the notations GS[m] and GB[m], which are graphs associated
to a monomial.
Theorem 5. Let T be a noncrossing tree on the vertex set [n + 1], and PS a reduced
form of ms[T]. Then,
P z= 1,4 = 0) = fT,
where fT denotes the number of noncrossing alternating spanning trees of T.
If we label the edges of T so that it becomes a good tree (to be defined in Section
2.6), then the reduced form P of the monomial m T] is
PS(xi, = 0) = E xTO,
To
where the sum runs over all noncrossing alternating spanning trees To of T with re-
verse lexicographic edge-labels (to be defined in Section 2.7) and xT is defined to be the
noncommutative monomial "xiH, if To contains the edges (i1 , j1)1, ... , (in, jn),.
We generalize Theorem 5 for any 13; see Sections 2.2 and 2.8. Theorem 5 can also
be generalized for any forest F; see Sections 2.5 and 2.9. Finally, we prove using
noncommutative Gr6bner bases techniques that:
Theorem 6. The reduced form Pn of any monomial m is unique, up to commuta-
tions.
This chapter is organized as follows. In Section 2.2 we reformulate the reduction
process in terms of graphs and elaborate further on Theorem 5 and its generalizations.
In Section 2.3 we discuss acyclic root polytopes and relate them to reductions via the
Reduction Lemma. We prove the Reduction Lemma, which translates reductions into
polytope-language, in Section 2.4. In Section 2.5 we use the Reduction Lemma to
prove general theorems about reduced forms of monomials, and prove formulas for the
volumes and Ehrhart polynomials of P(F), for any forest F. The lemmas of Section
2.6 indicate the significance of considering reduced forms in the noncommutative
algebra B(A). In Section 2.7 we prove Theorems 4 and 5 for a special tree T.
Theorems 4 and 5 as well as their generalizations are proved in Section 2.8. In
Section 2.9 we shell the canonical triangulation described in Theorem 4, and provide
an alternative way to obtain the Ehrhart polynomial of P(T) for a tree T. We
conclude in Section 2.10 by proving that the reduced form P6 of any monomial m is
unique using noncommutative Gr6bner bases techniques.
2.2 Reductions in terms of graphs
We can phrase the reduction process described in Section 2.1 in terms of graphs.
This view will be useful throughout the chapter. Think of a monomial m C A as a
directed graph G on the vertex set [n + 1] with an edge directed from i to j for each
appearance of xij in m. Let G8 [m] denote this graph. If, however, we are in the
noncommutative version of the problem, and m = f1 inj, then we can think of m
as a directed graph G on the vertex set [n+ 1] with p edges labeled 1, . . . , p, such that
the edge labeled 1 is directed from vertex il to ji. Let GB [m] denote the edge-labeled
graph just described. Let (i, j), denote an edge (i, j) labeled a. It is straighforward
to reformulate the reduction rule (2.1.1) in terms of reductions on graphs. If m C A,
then it reads as follows.
The reduction rule for graphs: Given a graph Go on the vertex set [n +1] and
(i, j), (j, k) E E(Go) for some i < j < k, let G 1, G2, G 3 be graphs on the vertex set
[n + 1] with edge sets
E(G1 ) = E(Go)\{(jk)}U{(ik)},
E(G2) = E(Go)\{(ij)} U {(i, k)},
E(G3) = E(Go)\{(ij)}\{(j, k)} U {(i, k)}. (2.2.1)
We say that Go reduces to G 1, G2 , G3 under the reduction rules defined by equa-
tions (2.2.1).
The reduction rule for graphs GB[m] with m E B is explained in Section 2.6.
An S-reduction tree TS for a monomial mo, or equivalently, for the graph
GS[mo], is constructed as follows. The root of T is labeled by G8 [mo]. Each node
G[m] in TS has three children, which depend on the choice of the edges of G8 [m]
on which we perform the reduction. Namely, if the reduction is performed on edges
(i, j), (j, k) E E(Gs[m]), i < j < k, then the three children of the node Go = G'[n]
are labeled by the graphs G1 , G2 , G3 as described by equation (2.2.1). For an example
of an S-reduction tree; see Figure 2.2.1 (disregard the edge-labels).
Summing the monomials to which the graphs labeling the leaves of the reduction
tree Ts correspond multiplied by suitable powers of /, we obtain a reduced form of
M0 .
1 2 3
1 2 3 4
2 3 2
1 2 3 4 1 2 3 4 1 2 3 4
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 42 3 2
31234 12
3 2 2
1 2 3 4 1 2 3 4 1 2 3 4
3232
11 1
1 2 3 41 2 3 41 2 3 4
Figure 2.2.1: This is an S-reduction tree with root labeled by GS[X12X 23X 34], when
the edge-labels are disregarded. The boldface edges indicate where the reduction is
performed. We can read off the following reduced form of x 12x23x34 from the set of
leaves: xi 4x13Xi 2 + Xi4x 23xi 3 +#x1 4xi 3 +X 24X14X23 +3X 14X23  X34X14X12 +X 34x 24X14 +
3X34X14 + /3X14X 12 + /X 24X14 + 0 2x 14. When the edge-labels are taken into account,
this is the B-reduction tree corresponding to equation (2.1.3). Note that in the second
child of the root we commuted edge-labels 1 and 2.
Let T be a noncrossing tree on the vertex set [n + 1]. In terms of reduction
trees, Theorem 5 states that the number of leaves labeled by graphs with exactly
n edges of an S-reduction tree with root labeled T is independent of the particular
S-reduction tree. The generalization of Theorem 5 for any 0 states that the number
leaves labeled by graphs with exactly k edges of an S-reduction tree with root labeled
T, is independent of the particular S-reduction tree for any k. In terms of reduced
forms we can write this as follows. If P5 is the reduced form of a monomial m' [T]
for a noncrossing tree T, then
n-1
( = 1) = frn-m3 m ,
m=0
where fT,k denotes the number of noncrossing alternating spanning forests of T with
k edges and additional technical requirements detailed in Section 2.8. Also, if PB
is the reduced form of a monomial m'B[T] for a noncrossing good tree T (defined in
Section 2.6), then
Pn,(xij) = ( F
F
where the sum runs over all noncrossing alternating spanning forests F of T with
reverse lexicographic edge-labels (defined in Section 2.7) and additional technical
requirements detailed in Section 2.8.
If we consider the reduced forms of the path monomial w = R= 1 xi,i+1, then
T = P = ([n + 1], {(i, i + 1) I i E [n]}), and fPk is simply the number of noncross-
ing alternating spanning forests on [n + 1] with k edges containing edge (1, n + 1).
Furthermore, P(xii) = EF XF, where the sum runs over all noncrossing alternating
spanning forests F on [n + 1] with reverse lexicographic edge-labels and containing
edge (1, n + 1). See Section 2.7 for the treatment of this special case.
2.3 Acyclic root polytopes
In the terminology of [P1], a root polytope of type A, is the convex hull of the origin
and some of the points ej - ej for 1 < i < j < n +1, where ej denotes the ith coordinate
vector in Rn+1. A very special root polytope is the full root polytope
P(A+) = ConvHull(O, e- 1 < i <j < n + 1),
where e- = ej - ej. We study a class of root polytopes including P(A+), which we
now discuss.
Let G be a graph on the vertex set [n + 1]. Define
VG = {en | (i,j) E E(G), i < j}, a set of vectors associated to G;
C(G) = (VG) cije: { cij > 0}, the cone associated to G; and
ei eVG
VG = (D+ n C(G), all the positive roots of type A, contained in C(G),
where <D+ = {e- | 1 < i <j < n + 1} is the set of positive roots of type An. The
idea to consider the positive roots of a root system inside a cone appeared earlier in
Reiner's work [RI], [R2] on signed posets.
The root polytope P(G) associated to graph G is
P(G) = ConvHull(0, e- en E VG) (2.3.1)
The root polytope P(G) associated to graph G can also be defined as
P(G) = P(A+) n C(G). (2.3.2)
The equivalence of these two definition is proved in Lemma 10 in Section 2.4.
Note that P(A+) = P(P) for the path graph P = ([n + 1], {(i, i + 1) | i C [n]}).
While the choice of G such that P(A+) = P(G) is not unique, it becomes unique if we
require that G is minimal, that is for no edge (i, j) c E(G) can the corresponding
vector e, be written as a nonnegative linear combination of the vectors corresponding
to the edges E(G)\{e}. Graph P is minimal.
We can describe the vertices in VG in terms of paths in G. An increasing path
of a graph G is an ordered sequence of edges (i1 , i), (i2 , j 2 ),. .(i 1 , ji) C E(G) such
that ii < ji = i2 < j2 =... < 3-1 = < 1 .
Lemma 7. Let G be a graph on the vertex set [n + 1]. Any v G VG is V = ei1 - ej1 for
some increasing path (i1 , ji), (i 2 , j2), -- , (il, ii) of G. If in addition G is acyclic, then
the correspondence between increasing paths of G and vertices in VG is a bijection.
The proof of Lemma 7 is straightforward, and is left to the reader.
Define
n = {G = ({n + 1], E(G)) | G is an acyclic graph},
and
C(A+) = {P(G) I G E }, the set of acyclic root polytopes.
Note that the condition that G is an acyclic graph is equivalent to VG being a set
of linearly independent vectors.
The full root polytope P(A+) E L(A+), since the path graph P is acyclic. We show
below how to obtain central triangulations for all polytopes P E L(A+). A central
triangulation of a d-dimensional root polytope P is a collection of d-dimensional
simplices with disjoint interiors whose union is P, the vertices of which are vertices
of P and the origin is a vertex of all of them. Depending on the context we at times
take the intersections of these maximal simplices to be part of the triangulation.
We now state the crucial lemma which relates root polytopes and algebras S(An)
and B(An) defined in Section 2.1.
Lemma 8. (Reduction Lemma) Given a graph Go E n with d edges let (i, j), (j, k) c
E(Go) for some i < j < k and G 1, G2, G3 as described by equations (2.2.1). Then
G1 , G2, G3 E En,
P(Go) = P(G1) U P(G2 )
where all polytopes P(Go), P(G 1 ), P(G 2) are d-dimensional and
P(G 3) = P(G 1 ) n P(G2) is (d - 1)-dimensional.
What the Reduction Lemma really says is that performing a reduction on graph
Go E n is the same as "cutting" the d-dimensional polytope P(Go) into two d-
dimensional polytopes P(G1 ) and P(G 2 ), whose vertex sets are subsets of the vertex
set of P(Go), whose interiors are disjoint, whose union is P(Go), and whose intersec-
tion is a facet of both. We prove the Reduction Lemma in Section 2.4.
2.4 The proof of the Reduction Lemma
This section is devoted to proving the Reduction Lemma (Lemma 8). As we shall see
in Section 2.5, the Reduction Lemma is the "secret force" that makes everything fall
into its place for acyclic root polytopes. We start by providing a simple lemma which
characterizes the root polytopes which are simplices, then in Lemma 10 we prove that
equations (2.3.1) and (2.3.2) are equivalent definitions for the root polytope P(G),
and finally we prove the Cone Reduction Lemma (Lemma 11), which, together with
Lemma 10 implies the Reduction Lemma.
Lemma 9 is implied by the results in [P1, Lemma 13.2], but for the sake of com-
pleteness we provide a proof of it. Note that the exact definitions and notations in
[P1] are different from ours. The idea for part of the proof of Lemma 10 appears in
[P1, F] with different purposes.
Lemma 9. (Cf. [P1, Lemma 13.2]) For a graph G on [n + 1] vertices and d edges,
the polytope P(G) is a simplex if and only if G is alternating and acyclic. If P(G) is
a simplex, then its d-dimensional normalized volume vold P(G) = -.
Proof. It follows from equation (2.3.1) that for a minimal graph G the polytope P(G)
is a simplex if and only if the vectors corresponding to the edges of G are linearly
independent and C(G) n + = VG.
The vectors corresponding to the edges of G are linearly independent if and only
if G is acyclic. By Lemma 7, C(G) n <D+ = VG if and only if G contains no edges
(i, j), (j, k) with i <j < k, i.e. G is alternating.
That vold P(G) = follows from the unimodality of <D+.
d
Lemma 10. For any graph G on the vertex set [n + 1],
ConvHull(0, e| en G VG) = P(A ) n C(G).
Proof. For a graph H on the vertex set [n + 1], let o(H) = ConvHull(O, e- I (i, j) E
H, i <j). Then, by Lemma 7, -(G) = ConvHull(O, e- I e- E VG). Let o-(G) be a
d-dimensional polytope for some d < n and consider any central triangulation of it:
o(G) = UFEFU(F), where {o(F)}FEF is a set of d-dimensional simplices with disjoint
interiors, E(F) C E(G), F E F. Since o-(G) = UFEFo-(F) is a central triangulation,
it follows that o-(F) = a(G) n C(F), for F E F, and C(G) = UFEFC(F).
Since o(F), F E F, is a d-dimensional simplex, it follows that F is a forest with
d edges. Furthermore, F E F is an alternating forest, as otherwise (i, j), (j, k) E
E(F) C E(G), for some i < j < k and while e- = e- + e- E o-(G) n C(F),
e- a o(F), contradicting that UFEFU(F) is a central triangulation of o-(G). Thus,
F = F, and o-(F) = o(F). It is clear that o(F) = ConvHull(O, e- I e- E VF) C
P(A+) n C(F), F E F. Since if x = (x 1 , . .. , xn+1 ) is in the facet of o(F) opposite
the origin, then x1 | + - +|xn+ 1 I = 2 and for any point x = (1.... , Xn+1) E P(A+)
x1|+ --.-+ Xn+ 1 I < 2 it follows that P(A+) n C(F) c o-(F). Thus, ou(F) = P(A+) n
C(F). Finally, ConvHull(O, e- | e E VG) = U(G) = UFEFo-(F) = UFEFJ(F)=
UFEF(P (A+) n C(F)) = P(A+) n (UFEFC(F)) = P (A+) n C(G) as desired.
Lemma 11. (Cone Reduction Lemma) Given a graph Go E In with d edges, let
G 1, G2, G3 be the graphs described as by equations (2.2.1). Then G1, G2, G3 C 4,
C(Go) = C(G1)U C(G2)
where all cones C(G0), C(G1 ), C(G2) are d-dimensional and
C(G3 ) = C(G1) n C(G2) is (d - 1)-dimensional.
Proof. Let the edges of Go be fi = (i, j), f2 = (j,k), f3 ,.. ., fd. Let v(fi), v(f 2 ),
v(fs),..., v(fd) denote the vectors the edges of Go correspond to under the correspon-
dence v : (i,j) - e-, where i < j. Since Go E L, the vectors v(f), v(f2 ), v(f 3 ), ... ,v(fd)
are linearly independent. By equations (2.2.1), C(Go) = (v(fi), v(f 2 ), v(f 3),... , v(fa),
C(G 1 ) = (v(fi), v(fl)+v(f2), v(f3),. .. , v(fd)), C(G 2 ) = (v(fl)+v(f2), v(f2), V(f3), .. . , v(fd)),
C(G3) = (v(fi) + v(f2), v(f3),. . ., v(fd)). Thus, G1, G2 , G3 c Ln, cones C(GO), C(G1 )
and C(G2) are d-dimensional, while cone C(G3 ) is (d - 1)-dimensional.
Clearly, C(G1 ) U C(G2) C C(Go). Any vector v E C(Go) expressed in the basis
v(fi), v(f2), v(f3), ... , v(fd) satisfies either [v(fi)]v > [v(f2)]v or [v(fi)]v < [v(f2)]v.
Thus, if v E C(Go), then v E C(G1 ) or v c C(G2). Therefore, C(GO) = C(G1 ) U C(G2 ).
Clearly, C(G3) C C(G1)nC(G2). Any v E C(G1 ) expressed in the basis v(fi), v(f 2 ), v(f 3 ), . . . , v(fd)
satisfies [v(fi)]v > [v(f 2)]v, while v E C(G2) expressed in the basis v(fi), v(f 2 ), v(f 3 ), . . . , v(fd)
satisfies [v(fi)]v < [v(f 2 )]v. Thus, v E C(G 1 )nC(G2) expressed in the basis v(fi), v(f 2 ), v(f 3 ), . .. v(f
satisfies [v(fi)]v = [v(f 2)]v. Therefore, C(G1 ) n C(G 2) c C(G3), leading to C(G1 ) n
C(G 2 ) = C(G3 ). F
Proof of the Reduction Lemma (Lemma 8). Straightforward corollary of Lemmas 10
and 11. L
In Section 2.5 we use Lemmas 8 and 9 to prove general theorems about acyclic
root polytopes, which can be specialized to yield proofs of parts of Theorems 4 and
5.
2.5 General theorems for acyclic root polytopes
In this section we prove general theorems about acyclic root polytopes and reduced
forms of monomials m8 [F], for a forest F.
Given a polytope P C Rn+1, the tth dilate of P is
tP = {(tXi, .. . , tX+ 1 )|(XI,. . . , zn+1) E P}.
The Ehrhart polynomial of an integer polytope P c Rn+1 is
Lp(t) = #(tP n Zn+1 )
The Ehrhart polynomial of the interior P0 of an integer polytope
P c Rn+1 is
LPo (t) = #(tP n Zn+1).
For background on the theory of Ehrhart polynomials see [BR].
Lemma 12. Let P(G)0  ao , where S is a collection of open simplices o-, such
that the origin is a vertex of each simplex in S and the other vertices are from <b+.
Then the number of i-dimensional open simplices in S, denoted by f , only depends
on P(G), not on S itself.
Proof. Since P(G)0 =Li o, we have that LP(G)O (t) = Leo (t). Since the vectors
ao S a0CS
in <D+ are unimodular, it follows that for a d-dimensional simplex o-' S, L,- (t) =
LAo (t), where A is the standard d-simplex. By [BR, Theorem 2.2] LAo (t) = (- 1).
Thus,
LP(G)o (t) ~ f~ (t
i=O
where Lp(G)o(t) E Z[t] and the set {(t1) I i = 0, 1,.. .} is a basis of Z[t]. Therefore,
fi are uniquely determined for i = 0,1,..., by P(G) and are independent of S. L
Theorem 13. Let F be any forest on the vertex set [n + 1] with 1 edges. If TF is
an S-reduction tree with root labeled F, then the number of leaves of TF labeled by
forests with k edges, denoted by fFk, is a function of F and k only.
In other words, if PS is a reduced form of ms [F], then
1-1
P1) Z fFl-m -
1=0
Proof. Let TF be a particular S-reduction tree with root labeled F. By definition,
the leaves of TF are labeled by alternating forests with k edges, where k E [1]. Let
the ck forests Ff,..., Fi label the leaves of TF with k edges, k E [1]. Repeated use
of the Reduction Lemma (Lemma 8) implies that
P( = [j P(Fk ), (2.5.1)
kE[lI,ikE[ck]
where the right hand side is a disjoint union of simplices by Lemma 9. By Lemma 12,
the number of k-dimensional simplices among UkE[,ike[Ck{P(F)} is independent of
the particular S-reduction tree TF. Thus, fT,k = Ck only depends on F and k.
The formula for the reduced form of ms[F] evaluated at xij = 1 follows from the
correspondence between the leaves of TF and reduced forms described in Section 2.2.
We easily obtain the Ehrhart polynomial, and thus also the volume of the polytope
P(F) with the techniques used above.
Theorem 14. The Ehrhart polynomial of the polytope P(F), where F is a forest on
the vertex set [n + 1] with I edges, is
LP(F)(t) ~ ~~i~~1 fFji
i=O
where fF,k is the number of leaves of TFj labeled by forests with k edges.
Proof. It follows from the proofs of Lemma 12 and Theorem 13 that
1 t - 1)LP(F)o (t) = Z f.i
i=0
Since by the Ehrhart-Macdonald reciprocity [BR, Theorem 4.1]
LP(F)(t) = (-1)dimP(F)LP(F)o-(t),
it follows that
(t-1 t +iL-p(F) --) fFi--Fi-
i=0 i=0
Corollary 15. If F is a forest on the vertex set [n + 1] with 1 edges, then
vol P(F) = .
Proof. By [BR, Lemma 3.19] the leading coefficient of LP(F)(t) is equal to vol P(F).
We also obtain vol P(F) = ! directly from the Reduction Lemma if we count the
i-dimensional simplices in the triangulation of P(F).
2.6 Reductions in the noncommutative case
In this section we prove two crucial lemmas about reduction (2.1.1) in the noncom-
mutative case necessary for proving Theorem 5. While in the commutative case
reductions on GS[m] could result in crossing graphs, we prove that in the noncom-
mutative case exactly those reductions from the commutative case are allowed which
result in no crossing graphs, provided that m = mL[T] for a noncrossing tree T with
suitable edge labels specified below. Furthermore, we also show that if there are two
edges (i, j) and (j, k) with i < j < k in a graph obtained from GB[m] by a series of
reductions, then after suitably many commutations it is possible to apply reduction
(2.1.1). Thus, once the reduction process terminates, the set of graphs obtained as
leaves of the reduction tree are alternating forests. Now, unlike in the commutative
case, they are also noncrossing. In fact, each noncrossing alternating spanning for-
est of T satisfying certain additional technical conditions occurs among the leaves of
the reduction tree exactly once, yielding a complete combinatorial description of the
reduced form of m[T].
In terms of graphs the partial commutativity means that if G contains two edges
(i, j)a and (k, i)a+1 with i, j, k, distinct, then we can replace these edges by (i, j)a+1
and (k, l)a, and vice versa. Reduction rule (2.1.1) on the other hand means that if
there are two edges (i, J)a and (j, k)a+1 in Go, i < j < k, then we replace Go with
three graphs G1 , G 2, G 3 on the vertex set [n + 1] and edge sets
E(Gi) = E(Go)\{(i, j)a}\{(j, k)a+1} u {(i, k)a} U {(i, j)a+1}
E(G2) = E(Go)\{(ij)a}\{(j, k)a+i} U {(j, k)a} U {(i, k)a+1}
E(G3) = (E(Go)\{(i, j)a}\{(j, k)a+1})a u {(i, k)a}, (2.6.1)
where (E(Go)\{(i, j)a}\{(j, k)a+1}) denotes the edges obtained from the edges
E(Go)\{(i, j)a}\{(j, k)a+1} by reducing the label of each edge which has label greater
than a by 1.
A B-reduction tree T is defined analogously to an S-reduction tree, except
we use equation (2.6.1) to describe the children. See Figure 2.2.1 for an example. A
graph H is called a B-successor of G if it is obtained by a series of reductions from
G. For convenience, we refer to commutativity of Xii and Xk for distinct i, j, k, I as
reduction (2), by which we mean the rule XijXkl +- XklXij, for i, j, k, 1 distinct, or, in
the language of graphs, exchanging edges (i, j)a and (k, I)a+1 with (i, j)a+1 and (k, l)a
for i, j, k, 1 distinct.
A forest H on the vertex set [n + 1] and m edges labeled 1,..., m is good if it
satisfies the following conditions for all 1 < i < j < k < n + 1:
(i) If edges (i, j)a and (j, k)b are in H, then a < b.
(ii) If edges (i, j)a and (i, k)b are in H, then a > b.
(iii) If edges (i, k)a and (j, k)b are in H, then a > b.
(iv) H is noncrossing.
No graph H with a cycle could satisfy all of (i), (ii), (iii), (iv) simultaneously,
which is why we only define good forests. Note, however, that any forest H has an
edge-labeling that makes it a good forest.
Lemma 16. If the root of a B-reduction tree is labeled by a good forest, then all nodes
of it are also labeled by good forests.
Proof. The root of the B-reduction tree is trivially labeled by a good forest. We show
that after each reduction (2.1.1) or (2) all properties (i), (ii), (iii), (iv) of good forests
are preserved.
In reduction (2) we take disjoint edges (i, j)a and (k, l)a+1 and replace them by
the edges (i, jA+ 1 and (k, l)a. It is easy to check that properties (i), (ii), (iii), (iv) are
preserved using the fact that all edge-labels are integers and are not repeated, so the
relative orders of edge-labels for edges incident to the same vertex are unchanged.
Performing reduction (2.1.1) results in three new graphs as described by equation
(2.6.1). It is easy to check that properties (i), (ii), (iii) are preserved using the fact
that all edge-labels are integers and are not repeated. To prove that property (iv) is
also preserved, note that by (i), (ii), (iii) if edge (i, j) is labeled a and (j, k) labeled
a+1, then there cannot be edges with endpoint j of the form (ii, j) with ii < i or (j, k1)
with k < k1, or else some of the conditions (i), (ii), (iii) would be violated. That there
is no edge of the form described in the previous sentence with endpoint j together
with the fact that the graph G we applied reduction (2.1.1) to was noncrossing implies
that edge (i, k) does not cross any edges of G, and therefore the resulting graph is
also noncrossing.
l
A reduction applied to a noncrossing graph G is noncrossing if the graphs re-
sulting from the reduction are also noncrossing.
The following is then an immediate corollary of Lemma 16.
Corollary 17. If G is a good forest, then all reductions that can be applied to G and
its B-successors are noncrossing.
Lemma 18. Let G be a good forest. Let (i, j)a and (j, k)b with i < j < k be edges
of G such that no edge of G crosses (i, k). Then after finitely many applications of
reduction (2) we can apply reduction (2.1.1) to edges (i, j) and (j, k).
Proof. By the definition of a good forest it follows that a < b. If b = a + 1, then we
are done. Otherwise, consider all edges (1, m)c such that a < c < b. Since G is a good
forest and (i, k) does not cross any edges of G, we find that for any such edge (1, m)c is
either disjoint from edges (i, j)a and (j, k)b, or else (1, m)c = (i, m)c or (1, m)c = (1, k)c.
Then reduction (2) can be applied to the edges (1, m)c with a < c < b until either the
edges labeled a and a+1 or the edges labeled b -1 and b are disjoint, in which case we
can perform reduction (2) on these edges. Once this is done, the difference between
the labels of the edges (i, j) and (j, k) decreased, and we can repeat this process until
this difference is 1, in which case reduction (2.1.1) can be applied to them. O
Corollary 19. If F labels a leaf of a B-reduction tree whose root is labeled by a good
forest, then F is a good noncrossing alternating forest.
Proof. By Lemma 16, F is a good forest. By definition of good, it is also noncrossing.
Lemma 18 implies that F is alternating, or else reduction (2.1.1) could be applied to
it, and thus it would not label a leaf of a B-reduction tree.
2.7 Proof of Theorems 4 and 5 in a special case
In this section we prove Theorems 4 and 5 for the special case where T = P =
([n + 1], { (i, i + 1) 1 i E [n]}). We prove the general versions of the theorems in Section
2.8.
Given a noncrossing alternating forest F on the vertex set [n +1] with k edges, the
reverse lexicographic order, or revlex order for short, on its edges is as follows.
Edge (i1,ji) is less than edge (i2, i 2 ) in the revlex order if ji > J2, or ji = j2 and
i1 > i2 . The forest F is said to have revlex edge-labels if its edges are labeled with
integers 1, . . . , k such that if edge (ii, ji) is less than edge (i 2, j*2) in revlex order, then
the label of (ii, j1) is less than the label of (i2, i2) in the usual order on the integers.
Clearly, given any graph G there is a unique edge-labeling of it which is revlex. For
an example of revlex edge-labels, see the graphs labeling the leaves of the B-reduction
tree in Figure 2.2.1.
Lemma 20. If a noncrossing alternating forest F is a B-successor of a good forest,
then upon some number of reductions (2) performed on F, it is possible to obtain a
noncrossing alternating forest F' with revlex edge-labels.
Proof. If edges ei and e2 of F share a vertex and if ei is less than e2 in the revlex
order, then the label of ei is less than the label of e2 in the usual order on integers by
Lemma 16. Since reduction (2) swaps the labels of two vertex disjoint edges labeled
by consecutive integers in a graph, these swaps do not affect the relative order of
the labels on edges sharing vertices. Continue these swaps until the revlex order is
obtained.
To avoid confusion about whether the commutative or the noncommutative ver-
sion of the problem is being considered, we denote x12X23 ... n,n+1 by ws in the
commutative and by wB in the noncommutative case.
Proposition 21. By choosing the series of reductions suitably, the set of leaves of a B-
reduction tree with root labeled by GB[wB] can be the set of all noncrossing alternating
forests F on the vertex set [n + 1] containing edge (1, n + 1) with revlex edge-labels.
Proof. By Corollary 19, all leaves of a B-reduction tree are noncrossing alternating
forests on the vertex set [n + 1]. It is easily seen that they all contain edge (1, n + 1).
By the correspondence between the leaves of a B-reduction tree and simplices in a
subdivision of P(GB[wB]) obtained from the Reduction Lemma (Lemma 8), it follows
that no forest appears more than once among the leaves. Thus, it suffices to prove
that any noncrossing alternating forest F on the vertex set [n + 1] containing edge
(1, n + 1) appears among the leaves of a B-reduction tree and that all these forests
have revlex edge-labels. One can construct such a B-reduction tree by induction on n.
We show that starting with the path (1, 2), .. ., (n, n + 1) and performing reductions
(1) and (2) we can obtain any noncrossing alternating forest F on the vertex set
[n + 1] containing edge (1, n + 1) with revlex edge-labels.
First perform the reductions on the path (1, 2),..., (n, n + 1) without involving
edge (n, n +1) in any of the reductions, until possible. Then we arrive to a set of trees
where we have a noncrossing alternating forest F on the vertex set [n] containing edge
(1, n) with revlex labeling and in addition edge (n, n + 1),. By inspection it follows
that any noncrossing alternating forest F on the vertex set [n + 1] containing edge
(1, n + 1) with revlex edge-labels can be obtained from them. l
Theorem 22. The set of leaves of any B-reduction tree with root labeled by GB[w1]
is, up to applications of reduction (2), the set of all noncrossing alternating forests
with revlex edge-labels on the vertex set [n + 1] containing edge (1, n + 1).
Proof. By Proposition 21 there exists a B-reduction tree which satisfies the conditions
above. By Theorem 13 the number of forests with a fixed number of edges among the
leaves of an S-reduction tree is independent of the particular S-reduction tree, and,
thus, the same is true for a B-reduction tree. It is clear that all forests labeling the
leaves of a B-reduction tree with root labeled by GB[wB] have to contains the edge
(1, n + 1). Also, no vertex-labeled forest, with edge-labels disregarded, can appear
twice among the leaves of a B-reduction tree. Together with Lemma 20 these imply
the statement of Theorem 22. D
As corollaries of Theorem 22 we obtain the characterziation of reduced forms of
the noncommutative monomial w3, as well as a way to calculate fpk, the number of
forests with k edges labeling the leaves of an S-reduction tree Tps with root labeled
P = ([n + 1], {(i, i + 1) | i [n}).
Theorem 23. If the polynomial P,'(xis) is a reduced form of wB, then
P !(x,) = Z n-|E(F)XF
F
where the sum runs over all noncrossing alternating forests F with revlex edge-labels
on the vertex set [n + 1] containing edge (1, n + 1), and xF is defined to be the
noncommutative monomial 1 xi, if F contains the edges (i1 ,j 1)1 ,..., (ikjk)k.
Proposition 24. The number of forests with k edges labeling the leaves of an S-
reduction tree T, fPk, is equal to the number of noncrossing alternating forests on
the vertex set [n + 1] and k + 1 edges such that edge (1, n + 1) is present.
Proof. Theorem 13 proves that number of leaves labeled by forests with k edges in
any S-reduction tree with root labeled P is independent of the particular S-reduction
tree. Since a B-reduction tree becomes an S-reduction tree when the edge-labels from
the graphs labeling its nodes are deleted, the number of leaves labeled by forests
with k edges in any S-reduction tree with root labeled P is equal to the number of
noncrossing alternating forests with revlex edge-labels on the vertex set [n + 1] with
k edges containing edge (1, n + 1) by Theorem 22.
The Schr6der numbers sn count the number of ways to draw any number of
diagonals of a convex (n+2)-gon that do not intersect in their interiors. Let sn,k denote
the number of ways to draw k diagonals of a convex (n + 2)-gon that do not intersect
in their interiors. Cayley [C] in 1890 showed that sn,k = (n + k + 1) (n 1)
Lemma 25. There is a bijection between the set of noncrossing alternating forests
on the vertex set [n + 1] and k + 1 edges such that edge (1, n + 1) is present and ways
to draw k diagonals of a convex (n + 2)-gon that do not intersect in their interiors.
Thus, fPk+1 = sn,k -
Proof. The bijection can be described as follows. Given a forest F with edges
(ii, i), .... , (ik, jk), (1, n +1), correspond to it an (n + 2)-gon on vertices 1,..., n + 2
in a clockwise order, with diagonals (i1,ji + 1), .. ., (ikjk + 1).
Using fP,k+1 = L(n+k+1) (n-1) we specialize Theorems 13 and 14 to Theorems
26 and 27.
Theorem 26. If the polynomial Ps(xij) is a reduced form of ws, then
n-I
Pn=(xij = 1) = sn,n-m- 3 1 T ,
m=O
1 (n+k+1i (n-1
where sn,k n + + = 1) ( 1) is the number of noncrossing alternating
n+1I n k
forests on the vertex set [n + 1] with k + 1 edges, containing edge (1, n + 1).
Theorem 27. (Cf. [S4, Exercise 6.31], [F]) The Ehrhart polynomial of the polytope
'P(A+) is
(-) (n + i(n - 1) (-t-1
LP (An+) W -n + 1 = n iZ
The generating function J(P(A+), x) = 1 + E' LP(A+)(t) t was previously cal-
culated by different methods; see [S4, Exercise 6.31], [F].
2.8 Proof of Theorems 4 and 5 in the general case
In this section we find an analogue of Theorem 23 for any noncrossing good tree T,
and using it calculate the numbers fT,k. Specializing Theorems 13 and 14 to T, we
then conclude the proofs of Theorems 4 and 5.
Theorems 23 and 26 imply Theorem 5 for the special case T = P = ([n+ 1], {(i, i+
1) | i E [n]}). We generalize Theorems 22, 23 and 26 to monomials m1[T], where T
is a good tree. For this we need some technical definitions.
Consider a noncrossing tree T on [n + 1]. We define the pseudo-components
of T inductively. The unique simple path P from 1 to n + 1 is a pseudo-component
of T. The graph T\P is an edge-disjoint union of trees T 1, ... , Tk, such that if v is a
vertex of P and v E T, 1 E [k], then v is either the minimal or maximal vertex of T
. Furthermore, there are no k - 1 trees whose edge-disjoint union is T\P and which
satisfy all the requirements stated above. The set of pseudo-components of T, denoted
by ps(T) is ps(T) = {P} U ps(T) U ... U ps(T). A pseudo-component P' is said to
be on [i, j], i < j if it is a path with endpoints i and j. A pseudo-component P' on
[i, j] is said to be a left pseudo-component of T if there are no edges (s, i) E E(T)
with s < i and a right pseudo-component if if there are no edges (j, s) E E(T)
with j < s. See Figure 2.8.1 for an example.
1 2 3 4 5 6 7 8
Figure 2.8.1: The edge sets of the pseudo-components in the graph depicted are
{(1, 5), (5,8)}, {(2, 5)}, {(3,4), (4, 5)}, {(5, 6), (6, 7)}. The pseudo-component with
edge set {(1, 5), (5, 8)} is both a left and right pseudo-component, while the pseudo-
components with edge sets {(2, 5)}, {(3, 4), (4, 5)} are left pseudo-components and the
pseudo-component with edge set {(5, 6), (6, 7)} is a right pseudo-component.
Proposition 28. Let T be a good tree. By choosing the series of reductions suitably,
the set of leaves of a B-reduction tree with root T can be the set of all noncrossing
alternating spanning forests F of T such that
" F is on the vertex set [n + 1] and contains edge (1, n + 1),
" F has revlex edge-labels,
" F contains at least one edge of the form (i1, j) with i1 i for each right pseudo-
component of T on [i, j],
e F contains at least one edge of the form (i, j1 ) with j < ji for each left pseudo-
component of T on [i, j].
See Figure 2.8.2 for an example.
Proof. It is easily seen that all graphs labeling the leaves of a B-reduction tree must
be noncrossing alternating spanning forests of T on the vertex set [n + 1] containing
edge (1, n + 1) and at least one edge of the form (ii, j) with il < i for each right
pseudo-component of T on [i, j] and at least one edge of the form (i, ji) with j < ji
for each left pseudo-component of T on [i, j]. The proof then follows the proof of
Proposition 21. To show that any noncrossing alternating spanning forests of T on
the vertex set [n + 1] containing edge (1, n + 1) and at least one edge of the form
(ii, j) with ii < i for each right pseudo-component of T on [i, j] and at least one edge
of the form (i, ji) with j < ji for each left pseudo-component of T on [i, j] appears
among the leaves of a B-reduction tree and that all these forests have revlex edge-
labels, we use induction on the number of pseudo-components of T. The base case is
proved in Proposition 21. Suppose now that T has p pseudo-components, and let P
be such a pseudo-component that T\P is a tree with p -I pseudo-components. Apply
the inductive hypothesis to T\P and Proposition 21 to P and combine the graphs
obtained as outcomes in all the ways possible to obtain a set S of graphs labeling
the nodes of the reduction tree from which any leaf can be obtained by successive
reductions. By inspection we see that any noncrossing alternating spanning forest of
T on the vertex set [n + 1] containing edge (1, n + 1) and at least one edge of the
form (ii, j) with il < i for each right pseudo-component of T on [i, j] and at least one
edge of the form (i, ji) with j < Ji for each left pseudo-component of T on [i, J] can
be obtained by reductions from the elements of S. Since no graph can be obtained
twice, and no other graph can label a leaf of a B-reduction, the proof is complete. D
Theorem 29. Let T be a good tree. The set of leaves of any B-reduction tree with root
labeled T is, up to applications of reduction (2), the set of all noncrossing alternating
spanning forests of T with revlex edge-labels on the vertex set [n + 1] containing edge
(1,n + 1) and at least one edge of the form (i1 , j) with i1 < i for each right pseudo-
component of T on [i, j] and at least one edge of the form (i, j1 ) with j < jI for each
left pseudo-component of T on [i, j.
Proof. The proof is analogous to that of Theorem 22 using Proposition 28 instead of
Proposition 21. L
As corollaries of Theorem 29 we obtain the characterization of reduced forms of
the noncommutative monomial mB[T] for a good tree T, as well as a combinatorial
description of fT,k, the number of forests with k edges labeling the leaves of an S-
reduction tree TI with root labeled T.
Theorem 5. (Noncommutative part.) If the polynomial P(xij) is a reduced
form of mB [T] for a good tree T, then
P (Xij) = Z3n-|E(F)XF,
F
where the sum runs over all noncrossing alternating spanning forests of T with revlex
edge-labels on the vertex set [n + 1] containing edge (1, n + 1) and at least one edge
of the form (i1 , j) with i1  i for each right pseudo-component of T on [i, j] and at
least one edge of the form (i, j1 ) with j J1 for each left pseudo-component of T on
[i, J], and xF is defined to be the noncommutative monomial f11 xi,,j, if F contains
the edges (ii,]j1)1, ... , (ik, jk)k.
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Figure 2.8.2: This figure depicts all the noncrossing
T on the vertex set [n + 1] containing edge (1, n +
form (ii, j) with i, < i for each right pseudo-compc
alternating spanning forests of
1) and at least one edge of the
nent of T on [i, j] and at least
one edge of the form (i, ji) with j < ji for each left pseudo-component of T on [i, j
By the Ehrhart polynomial form of Theorem 4, see end of Section 2.8, LP(T) (
(t2) - 6 (t+3) + 6 (1±4), since fT,2 = 1, fT,3= 6, fT,4 = 6 and f,i = 0, for i f 2,3,4.
Proposition 30. Let T be a good tree. The number of forests with k edges labeling the
leaves of an S-reduction tree T with root labeled by T, fT,k, is equal to the number of
noncrossing alternating spanning forests F of T containing edge (1, n+ 1) and at least
one edge of the form (i1 , j) with i1 < i for each right pseudo-component of T on [i, j]
and at least one edge of the form (i, j1) with j 11 for each left pseudo-component of
T on [i, j].
Proposition 30 provides a combinatorial description of the coefficients in Theorems
13, 14 and Corollary 15, completing the proofs of Theorems 4 and 5. We state them
in full generality here.
Theorem 5. (Commutative part.) If the polynomial P (xij) is a reduced form of
ms[T] for a good tree T, then
i-1
P = 1) = fT,1-m 3 ,
1=0
where fT,k is as in Proposition 30.
Theorem 4. (Ehrhart polynomial and volume.) The Ehrhart polynomial and
volume of the polytope P(T), for a good tree T on the vertex set [n + 1], are, respec-
tively,
n
LP(r)(t) = (--1)n (-1 )f +,i(t+i
i=0
volP(T) = fT,n
n!
where fT,k is as in Proposition 30. See Figure 2.8.2 for an example.
Theorem 4 can be generalized so that we not only describe the n-dimensional
simplices in the triangulation of P(T), but also describe their intersections in terms of
noncrossing alternating spanning forests in T. Using the Reduction Lemma (Lemma
8) and Theorem 29 we can deduce the following.
Theorem 4. (Canonical triangulation.) If T is a noncrossing tree on the ver-
tex set [n + 1] and T1 ,.., Tk are the noncrossing alternating spanning trees of T,
then the root polytopes P(T 1),... , P(Tk) are n-dimensional simplices forming a tri-
angulation of P(T). Furthermore, the intersections of the top dimensional simplices
P (T1,..., P(Tk) are the simplices P (F), where F run over all noncrossing alternat-
ing spanning forests of T with revlex edge-labels on the vertex set [n + 1] containing
edge (1,n + 1)and at least one edge of the form (i 1, j) with i1 < i for each right
pseudo-component of T on [i, j] and at least one edge of the form (i, ji) with j < j1
for each left pseudo-component of T on [i, j].
2.9 Properties of the canonical triangulation
In this section we show that the canonical triangulation of P(T) into simplices
P(T 1 ), . .. , P(Tk), and their faces, where T 1, . . . , Tk are the noncrossing alternating
spanning trees of T, as described in Theorem 4, is regular and flag. We construct
a shelling and using this shelling calculate the generating function J(P(T), x) =
1+ E Lr) (t)xt , yielding another way to compute the Ehrhart polynomials. This
generalizes the calculation of J(P(A+), x), [S4, Exercise 6.31], [F].
Recall that a triangulation of the polytope P is regular if there exists a concave
piecewise linear function f : P --+ R such that the regions of linearity of f are the
maximal simplices in the triangulation. It has been shown in [GGP, Theorem 6.3]
that the noncrossing triangulation of P(A+) is regular. This result can be naturally
extended to the canonical triangulation of any of the root polytopes P(T). An at-
tractive proof uses the following concave function constructed by Postnikov for an
alternative proof of [GGP, Theorem 6.3].
Let f : A -* R be a function on the set A such that polytope P = ConvHull(A).
Let P = ConvHull((a, f(a)) | a C A) and define then f(p) = max{x I r(a, x) =
p, (a, x) E P}, p E P. The function f : P - R is concave by definition. Consider the
root polytope P (T) with vertices 0 and ej - ej, where (ij) E I x J. Let f(0) = 0
and f(ei - ej) = (i - j)2 for (i, j) E I x J. Extend this to a concave piecewise linear
function as explained in the above paragraph. A check of the regions of linearity
proves the regularity of the canonical triangulation of P(T).
It can also be shown that the canonical triangulation of P(T) is flag, which we leave
as an exercise to the reader. For the definition and importance of flag triangulations
see [H, Section 2].
A triangulation of the d-polytope P(T) into the d-simplices P(T 1),... , P(Tk) is
shellable, if there is a shelling, a linear order F 1, . . . , Fk on P(T 1 ), . . . , P (Tk), such
that for all 2 < i < k, F is attached to F1 U ... U F_ 1 on a union of nonzero facets
of F. See [S3] for more details.
The lexicographic ordering on the simplices P(T 1),... , P(Tk) is as follows:
P(T) <lex 7P(T) if and only if for some I the first 1 edges of T and T in lexicographic
ordering coincide and the (1 + 1)" edge of T is less than the (1 + 1)" edge of T in
lexicographic ordering. In lexicographic ordering the edge (ii, ji) is less than the edge
(i 2 , j 2 ) if il < i 2 , or i 1 = i 2 and i < .2.
Theorem 31. Let T be a noncrossing tree on the vertex set [n + 1]. Let T1 , ... , Tk be
the noncrossing alternating spanning trees of T such that P(T 1) <ex - - - <1e P(Tk).
Then P(T 1 ), .. ., 7P(Tk) is a shelling order. See Figure 2.9.1 for an example.
Proof. It suffices to show that for all 2 < m < k, the intersection P(Tm) n (P(T 1 ) U
U P(Tm-1)) is a union of nonzero facets of P(Tm).
Let L(Tm) denote the set of left vertices of Tm, that is, the vertices of Tm which
are the smaller vertex of each edge incident to them. Let
S(Tm) = {(i,j) i E L(Tm) and j is the largest vertex adjacent to i in Tm}.
The set S(Tm) uniquely determines Tm, since Tm is a noncrossing alternating spanning
tree.
There are exactly two noncrossing alternating trees containing F = ([n+1], E(Tm)\{(i, j)}),
for (i, j) E S(Tm)\{(1, n+1)}, namely, Tm and Tm = ([nI1], E(F) U{(i', j')}), where
i' is the biggest vertex of Tm smaller than i such that (i', j) E E(Tm), and j' is the
biggest vertex of Tm smaller than j such that (i, ') E E(Tm), or if (i, j) is the only
edge incident to i, then j' = i. Let fTm : S(Tm)\{(1, n + 1)} -- E(Kn+1 ) be defined
by fTm (i, j) -- (i', j') according to the rule explained above. Define
MT(Tm) = {(i, j) G S(Tm) I fhm.((i,)) j T1.
The set ST(Tm) = S(Tm)\MT(Tm) uniquely determines Tm, since Tm is a non-
crossing alternating spanning tree of T. Furthermore, if for some m' E [k], m' # m,
ST(Tm) C E(Tm,), then P(Tm) <lex P(Tm,). Thus, if for a forest F on the vertex set
[n +1], ST(Tm) c E(F) C E(Tm), then P(F) is not a face of P(Ti) U .. U P(Tm-1).
If F C Tm does not contain ST(Tm) and IE(F)I = n - 1, then F c T = ([n +
1], E(Tm)\{(i, j)} U {fT.((i, j))}) for 1 < m. Thus, for all 2 <m < k,
P(Tm) n (P(T) U... U P(Tm-1))= U P(([n + 1], E(Tm)\{(i, j)})).
(i,j)EST(Tm)
See Figure 2.9.1 for an example. El
Theorem 32. Let T be a good tree on the vertex set [n + 1]. Let c(n, 1) be the number
of noncrossing alternating spanning trees Tm of T with IST(Tm)I = 1. Then,
n
(1 - x)n+1J(P(T), x) = c(n, 1 - 1)x-1.
l=1
Proof. It can be seen that for a forest F with r edges, J(P(F), x) = ( ,X)r [BR,
Theorem 2.2]. If we are adding the simplices P(T 1),... , P(Tk) in lexicographic order
one at a time, and calculating their contribution to J(P(T), x), then the contribution
of P(Tm) such that P(Tm) n (P(T) U ... U P(T,-)) is a union of (1 - 1) facets of
P(Tm) is
1 1 _ l - 1) 1 xI~ 1
(1-)n+1 (-)(1- )+ ( l -1) (1 - 1- (1- X)n+ 1
Hence,
(T c(n, 1 - 1)x1-1J('P(T), x) -= 1(1 - z)n+
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S ($T_2$ )={}
S (T )={(3, 4)}
S (T )={(3, 4)}
S (T )={(3, 4)}
S (T )={(3, 4)} S (T )={(3, 4)}
Figure 2.9.1: Trees T 1 , .. . , T6 are the noncrossing alternating spanning trees of T.
The root polytopes associated to them satisfy P(T) <ex - <lex P(T).
ST(T1) = 0, ST(T 2 ) = {(2,4)}, ST(T 3 ) = {3,4},
ST(T 4) {(2, 5)}, ST(T) = {(2, 5), (3, 4)}, ST(T6) = {(3, 5)}.
x2 +±4w + 1
By Theorem 32, J(P(T), x) = - . This is of course equivalent to L-pT(t) =
(t+2) - (t3) +6(t+4) as calculated in Figure 2.8.2. For a way to see this equivalence
directly, see [BR, Lemma 3.14].
T T2
T
Remark. All the theorems proved for trees (monomials corresponding to trees) in
this chapter can be formulated for forests (monomials corresponding to forests), and
the proofs proceed analogously. The acyclic condition for graphs in the theorems is
crucial for the proof techniques to work, but the noncrossing condition is not. Given
an acyclic graph G which is crossing, we can uncross it to obtain a new graph
G". The graph G is a noncrossing graph such that there is a graph isomorphism
: G -> Gu, where if (ij) E E(G), i < j, then 4(i) < #(j). The graph G is not
uniquely determined by these conditions. All the results apply to any Gu, and they
can be translated back for G in an obvious way. E.g. the volume of P(T) for any
tree T on the vertex set [n +1] is vol P(T) = fTu-, where fTu denotes the number of
noncrossing alternating spanning trees of Tu, the transitive closure of the uncrossed
T.
2.10 Unique reduced forms and Grdbner bases
The reduced form of a monomial m E B(An) was defined in the Introduction as a
polynomial Pn obtained by successive applications of the reduction rule (2.1.1) until
no further reduction is possible, where we allow commuting any two variables xij and
XkI where i, j, k, 1 are distinct, between the reductions. An alternative way of thinking
of the reduced form of a monomial m E B(An) is to view the reduction process in
Q(0, xij 1 ; i < j < n)/I0, where the generators of the (two-sided) ideal 1 in
Q(/3, xi 1 < i < j < n + 1) are the elements XijXkl - klXij for i < j, k < I distinct,
and f3xi - xijf, i < j. In this section we prove the following theorem.
Theorem 33. The reduced form of any monomial m C B(A,) is unique.
We use noncommutative Gr6bner bases techniques, which we now briefly review.
We use the terminology and notation of [G], but state the results only for our spe-
cial algebra. For the more general statements, see [G]. Throughout this section we
consider the noncommutative case only.
Let
R =Q(O, xij |11 i < j:5 n+1)/I,3
with additive basis B, the set of noncommutative monomials in variables # and xj,
where 1 < i < j < n, up to equivalence under the commutativity relations described
by I.
The tip of an element f E R is the largest basis element appearing in its expansion,
denoted by Tip(f). Let CTip(f) denote the coefficient of Tip(f) in this expansion.
A set of elements X is tip reduced if for distinct elements x, y E X, Tip(x) does
not divide Tip(y).
A well-order > on B is admissible if for p, q, r, s E B:
1. if p < q then pr < qr if both pr #0 and qr # 0;
2. if p < q then sp < sq if both sp #0 and sq # 0;
3. ifp=qr,thenp>qandp>r.
Let f, g E R and suppose that there are monomials b, c E B such that
1. Tip(f)c=bTip(g).
2. Tip(f) does not divide b and Tip(g) does not divide c.
Then the overlap relation of f and g by b and c is
o(f, b c) 
bg
g -CTip(f) CTip(g)
Proposition 34. ([G, Theorem 2.3]) A tip reduced generating set of elements 9 of the
ideal J of R is a Grdbner basis, where the ordering on the monomials is admissible,
if for every overlap relation
o(g 1, 92 , p, q) ->g 0,
where 91, g2 E g and the above notation means that dividing o(9 1, 92, p, q) by g yields
a remainder of 0.
See [G, Theorem 2.3] for the more general formulation of Proposition 34 and [G,
Section 2.3.2] for the formulation of the Division Algorithm.
Proposition 35. Let J be the ideal generated by the elements
XijXjk - XikXij - Xjkxik - /3 xik, for 1 i < j < k < n +1,
in R. Then there is a monomial order in which the above generators of J form a
Grdbner basis g of J in R, and the tips of the generators are, XijXjk.
Proof. Let xij > Xkl if (i, i) is less than (k, 1) lexicographically. The degree of a
monomial is determined by setting the degrees of xij to be 1 and the degrees of
3 and scalars to be 0. A monomial with higher degree is bigger in the order >,
and the lexicographically bigger monomial of the same degree is greater than the
lexicographically smaller one. Since in R two equal monomials can be written in two
different ways due to commutations, we can pick a representative to work with, say
the one which is the "largest" lexicographically among all possible ways of writing the
monomial, to resolve any ambiguities. The order > just defined is admissible, and in
it the tip of XijXjk - XikXij - XjkXik - OXik, for 1 < i < j < k < n + 1, is XijXjk. In
particular, the generators of J are tip reduced. A calculation of the overlap relations
shows that o(gi, g2,p, q) =g 0 in R, where gi, 92 E g. Proposition 34 then implies
Proposition 35.
Corollary 36. The reduced form of a noncommutative monomial m in variables 3
and xij, 1 < i < j < n + 1, is unique in R.
Proof. Since the tips of elements of the Gr6bner basis g of J are exactly the monomials
which we replace in the prescribed reduction rule (2.1.1), the reduced form of a
monomial m is the remainder r upon division by the elements of g with the order >
described in the proof of Proposition 35. Since we proved that in R the basis g is
a Gr6bner basis of J, it follows by [G, Proposition 2.7] that the remainder r of the
division of m by g is unique in R. That is, the reduced form of a good monomial m
is unique in R.
Note that Corollary 36 is equivalent to Theorem 33.
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Chapter 3
Root polytopes of type Cn,
triangulations, and the subdivision
algebra
3.1 Introduction
In this chapter we develop the connection between triangulations of type C, root
polytopes and a commutative algebra S(C,), the subdivision algebra of type C,
root polytopes. A type Cn root polytope is a convex hull of the origin and some
of the points ei - ej, ei + ej, 2 ek for 1 < i < j < n, k E [n], where ei denotes the
ith standard basis vector in R'. A polytope P(m) corresponds to each monomial
m E S(Cn), and each relation of the algebra equating a monomial with three others,
mo= m 1 + m 2 + M3, can be interpreted as cutting the polytope P(mo) into two
polytopes P(mi) and P(m 2) with interiors disjoint such that P(mi)nP(m2) = P(m3);
thus the name subdivision algebra for S(Cn).
A subdivision algebra S(An) for type An root polytopes studied in Chapter 2
yielded an interplay between polytopes and algebras. Using techniques for polytopes,
the algebra S(An) can be understood better, and using the properties of S(An) results
for root polytopes can be deduced. The subdivision algebra S(Cn) is a type Cn
generalization of S(An) and its intimate connection to type Cn root polytopes is
displayed by a variety of results obtained by using this connection.
Root polytopes were first defined by Postnikov in [P1], although the full root
polytope of type An already appeared in the work of Gelfand, Graev and Postnikov
[GGP], where they gave a canonical triangulation of it into simplices corresponding
to noncrossing alternating trees. Properties of this triangulation are studied in [S4,
Exercise 6.31]. Canonical triangulations for a family of type An root polytopes were
constructured in [Ml] (Chapter 2) extending the result of [GGP]. In this chapter
we define type Cn analogs for noncrossing and alternating graphs, and show that a
family of type C,, root polytopes, containing the full root polytope, has canonical
triangulations into simplices corresponding to noncrossing alternating graphs. Using
the canonical triangulations we compute the volumes for these root polytopes.
The subdivision algebra S(Cn) is closely related to the noncommutative bracket
algebra B(Cn) of type C, defined by A. N. Kirillov [K2]. Kirillov conjectured the
uniqueness of the reduced form of a Coxeter type element in B(Cn). As the algebras
S(Cn) and B(Cn) have over ten not-so-simple-looking relations, we postpone their
definitions and the precise statement of Kirillov's conjecture till Section 3.2. While
at the first sight the relations of B(Cn) might appear rather mysterious, we interpret
them similarly to the relations of S(Cn), as certain subdivisions of root polytopes.
This connection ultimately yields a proof of Kirillov's conjecture along with more gen-
eral theorems on reduced forms, of which there are two types. In the noncommutative
algebra B(Cn) we show that for a family of monomials M, including the Coxeter type
element defined by Kirillov, the reduced form is unique. In the commutative algebra
S(Cn) and the commutative counterpart Bc(Cn) = B(Cn)/[B(Cn), B(Cn)] of B(Cn),
the reduced forms are not unique; however, we show that the number of monomials
in a reduced form of m E M is independent of the order of reductions performed.
This chapter is organized as follows. In Section 3.2 we give the definition of B(C),
as well as two related commutative algebras BC(Cn) and S(Cn). We also state Kir-
illov's conjecture pertaining to B(Cn) in Section 3.2. In Section 3.3 we introduce
signed graphs, define the type C analogue of alternating graphs, and show how to
reformulate the relations of the algebras Bc(Cs), S(Cs) into reductions on graphs. In
Section 3.4 we introduce coned root polytopes of type C, and state the Reduction
Lemma which connects root polytopes and the algebras B(Cn), Bc(C,), S(C"). In Sec-
tion 3.5 we prove a characterization of the vertices of coned type C" root polytopes,
while in Section 3.6 we prove the Reduction Lemma. In Section 3.7 we establish the
relation between volumes of root polytopes and reduced forms of monomials in the
algebras Bc(Cs), S(Cn) using the Reduction Lemma. In Section 3.8 we reformulate
the noncommutative relations of B(C,-) in terms of egde-labeled graphs and define
well-structured and well-labeled graphs, key for our further considerations. In Section
3.9 we prove a simplified version of Kirillov's conjecture, construct a canonical trian-
gulation for the full type C, root polytope P(C ) and calculate its volume. In Section
3.10 we generalize Kirillov's conjecture to all monomials arising from well-structured
and well-labeled graphs and give the triangulations and volumes of the corresponding
root polytopes. Finally, in Section 3.11 we prove the general form of Kirillov's con-
jecture in a weighted bracket algebra B(Cs), and show a way to calculate Ehrhart
polynomials of certain type C, root polytopes.
3.2 The bracket and subdivision algebras of type
Cn
In this section the definition of the bracket algebra B(Cs) is given, along with a
conjecture of Kirillov pertaining to it. We introduce the subdivision algebra S(C"),
which, as its name suggests, will be shown to govern subdivisions of type C, root
polytopes.
Kirillov [K2] defined the algebra we are denoting B(Cs) as a type B, bracket
algebra B(Bs), but since we can interpret its generating variables as corresponding
to either the type Bn and type Cn roots, we refer to it as a type Cn bracket algebra
B(Cn). The reason for our desire to designate B(Cn) as a type C algebra is its
essential link to type Cn root polytopes, which we develop in this chapter. Here we
define a simplified form of the bracket algebra 3(Cs); for a more general definition,
see Section 3.11.
Let the bracket algebra B(Cs) of type C, be an associative algebra over Q
with a set of generators {Xj, yij, zX | 1 i < j < n} subject to the following relations:
(1) xij + xji = 0, yij = yji, for i #
(2) zizj = zj zi
(3) XijXkl = XklXiji, YijXkI = Xki, YijYkl = YklYij, for i < j, k < 1 distinct.
(4) ZiXkI = XklZi, ZiYkl = YkIZi, for all i # k, 1
(5) XijXjk = XikXi 3 + XjkXik, for 1 i < j < k < n,
(5') XjkXij = XijXik + XikXjk, for 1 i < j < k < n,
(6) XijYjk YikXij + YjkYik, for 1 i < j < k < n,
(6') YjkXi=j XijYik + YikYjk, for 1 i < J < k < n,
(7) XikYjk = YjkYij + YijXik, for 1 i < j < k < n,
(7') YjkXik = YijYjk + XikYij, for 1 i < j < k K n,
(8) YikXjk = XjkYij + YijYik, for 1 < i < j < k < n,
(8') xLkYik = YijXjk + YikYij, for 1 < < j < k < n,
(9) xijzj = zixij + yijzi + zjyij, for i < j
(9') zjxi= xi2 zi + ziyij + yijzj, for i <j
Let wan = 1H xi,i+izn be a Coxeter type element in B(Cn) and let P be the
polynomial in variables xiy, yij, zi, 1 < i $ j < n obtained from wcn by successively
applying the defining relations (1) - (9') in any order until unable to do so. We
call P a reduced form of wcn and consider the process of successively applying
the defining relations (5) - (9') as a reduction process, with possible commutations
(2)-(4) between reductions, as we show in the following example.
x 12X 23z 3 - x 13x 12z 3 + x23 X13z 3
x 13z 3X 12 + X23zi13 + x23y13zi + x 23z 3y13
-+ Z1X13X1 2 + Yi3Zizi2 + Z3 13X12 + X23 ZiX 13 + y 12 X23Z1 + y13 y12Zi
+Z2X23Y13 + Y2 3Z2Y13 + Z3 Y23 Y13
Z 1X 13X 12 + y 13 Z1X1 2 + Z3 Y13X 12 + X23Z 1X 13 + y12X23Z1
+Y1312Z1 + Z2 Y12 X23 + Z2Y13Y12 + Y23z2Y13 + Z3 Y23Y13
In the example above the pair of variables on which one of reductions (5) - (9')
is performed is in boldface, and the variables which we commute according to one of
(2)-(4) are underlined.
Conjecture 1. (Kirillov [K2]) Apart from applying the relations (1)-(4), the re-
duced form Pn of wc0 does not depend on the order in which the reductions are
performed.
Note that the above statement does not hold true for any monomial. We show
one simple example of how it fails.
x12X23Y13 - 13 12y 13 + x 23X13y 13  (3.2.1)
X12X23Y13 X12y 12X23 + X12Y13y 12  (3.2.2)
Note that we reduced the monomial X1 2x 23y 23 in two different ways yielding two
different polynomials. The reader can also check another example of this phenomenon
by reducing the monomial Y14X24Y34 in two different ways to obtain two different
reduced forms.
We prove Conjecture 1 in Section 3.9, as well as its generalizations in Sections
3.10 and 3.11. We first define and study a commutative algebra S(C") closely related
to B(Cn), though more complicated than its commutative counterpart, Bc(C,) =
B(Cn)/[B(Cn), B(Cn)], which is simply the commutative associative algebra over Q
with a set of generators {xij, yij, zi 1 1 < i $ j < n} subject to relations (1) and
(5) - (9') from above. Our motivation for defining S(Cs) is a natural correspondence
between the relations of S(Cn) and ways to subdivide type Cn root polytopes, which
correspondence is made precise in the Reduction Lemma (Lemma 39). In order to
emphasize this connection, we call S(Cn) the subdivision algebra of type Cn. The
subalgebra S(An_ 1) of S(Cn) generated by {xij 11 < i # j < n} has been studied in
[M1] (Chapter 2), and an analogous correspondence between the relations of S(An_ 1)
and ways to subdivide type An_1 root polytopes has been established. Moreover,
results in the spirit of Conjecture 1 for type An_ 1 can also be found in [M1] (Chapter
2).
Let the subdivision algebra S(Cn) be the commutative algebra over Q[3], where
/ is a variable (and a central element), with a set of generators {xijI Yij, z| 1 i <
j n} subject to the following relations:
(1) xij + xji = 0, yij = yji, for i j
(2) XijXjk = XikXij + XjkXik + #Xik, for 1 i <j < k <n,
(3) XijYjk = YikXij + YjkYik + 3Yik, for 1 < i < J < k < n,
(4) XikYjk = YjkYij + YijXik + iyj, for 1 < i < j < k < n,
(5) YikXjk = XjkYij + YijYik +i/yj, for 1 < i < j < k < n,
(6) yijxij = zixij + yijzi + zi, for i < j
(7) ijzj = yigjxij + zjyij + (yij, for i < j.
Notice that when we set # = 0 relations (2)-(5) of S(Cn) become relations (5)-(8)
of B(Cn), and if we combine relations (6) and (7) of S(Cn) we obtain relation (9) of
B(C,). In some cases we will in fact simply work with the commutative counterpart
of B(Cn), Bc(Cn).
We treat relations (2)-(7) of S(Cn) as reduction rules:
Xij Xjk -- * XikXij ± XjkXik + /3Xik, (3.2.3)
XijYjk --+ YikXij + YjkYik + f3yk,
XikYjk YjkYij + YijXik + OYij, (3.2.5)
Yikxjk - XjkYij + YijyYk + i-y. (3.2.6)
yijXij -+ zixij + yijzi + #zi (3.2.7)
xzjz - yjyzij + zjyyj + yYij (3.2.8)
A reduced form of the monomial m in variables Xij, Yij, Zk, 1 i < j < n, k E
[n], in the algebra S(Cs) is a polynomial P5 obtained by successive applications
of reductions (3.2.3)-(3.2.8) until no further reduction is possible, where we allow
commuting any two variables. Requiring that m is in variables Xij, Yij, Zk, 1 K i <
j < n, k E [n], is without loss of generality, since otherwise we can simply replace xij
with -xyp and yij with yji. Note that the reduced forms are not necessarily unique.
However we show in Section 3.7 that the number of monomials in a reduced form of
a suitable monomial m is independent of the order of the reductions performed.
3.3 Commutative reductions in terms of graphs
In this section we rephrase the reduction process described in Section 3.2 in terms
of graphs. This view will be useful throughout the chapter. We use the language of
signed graphs. Signed graphs have appeared in the literature before, for example in
Zaslavsky's and Reiner's work [Zi, Z2, RI, R2]. Their notation is not the same, and
we use a notation closer to Reiner's. In particular, positive and negative edges in
our notation mean something different than in Zaslavsky's language. We request the
reader to read the definitions with full attention for this reason.
A signed graph G on the vertex set [n] is a multigraph with each edge labeled
by + or -. All graphs in this chapter are signed and in each of them the loops
are labeled positive. We denote an edge with endpoints i, j and sign E E {+, -} by
(i, j, c). Note that (i, j, 6) = (j, i, c). As a result, we drop the signs from the loops
(.2.4
in figures. A positive edge, that is an edge labeled by +, is said to be positively
incident, or, incident with a positive sign, to both of its endpoints. A negative
edge is positively incident to its smaller vertex and negatively incident to its greater
endpoint. We say that a graph is alternating if for any vertex v E V(G) the edges
of G incident to v are incident to v with the same sign.
Think of a monomial m E S(C,) in variables Xi, yi, zk, 1 < i < j < n, k E [n],
as a signed graph G on the vertex set [n] with a negative edge (i, j, -) for each
appearance of xij in m and with a positive edge (i, j, +) for each appearance of yij
in m and with a loop (i, , +) for each appearance of zi in m. Let GS[m] denote this
graph. It is straighforward to reformulate the reduction rules (3.2.3)-(3.2.8) in terms
of reductions on graphs. If m E S(Cn), then we replace each monomial m in the
reductions by corresponding graphs GS[m].
Reduction rules for graphs:
Given a graph Go on the vertex set [n] and (i, j, -), (j, k, -) E E(Go) for some
i < j < k, let G1 , G 2, G 3 be graphs on the vertex set [n] with edge sets
E(G1 ) = E(Go)\{(j, k, -)} U {(i, k, -)},
E(G 2) = E(Go)\{(i, j, -)} U {(i, k, -)},
E(G3) = E(Go)\{(ij, -)}\{(j, k, -)} U {(i, k, -)}. (3.3.1)
Given a graph Go on the vertex set [n] and (i, j, -), (j, k, +) E E(Go) for some
i <j < k, let G1 , G2 , G3 be graphs on the vertex set [n] with edge sets
E(G 1 ) =E(Go)\{(jk,+)}U{(ik,+)}
E(G2) = E(Go)\{(i,j, -)} U {(i, k, +)},
E(G3) = E(Go)\{(i, j, -)}\{(j, k, +)} U {(i, k, +)}. (3.3.2)
Given a graph Go on the vertex set [n] and (i, k, -), (j, k, +) E E(Go) for some
i <j < k, let G1 , G2 , G 3 be graphs on the vertex set [n] with edge sets
E(G1 ) = E(Go)\{(j, k, +)} U {(ij, +)},
E(G2) = E(Go)\{(i, k, -)} U {(ij, +)},
E(G3) = E(Go)\{(i, k, -)}\{(j, k, +)} U {(ij, +)}. (3.3.3)
Given a graph Go on the vertex set [n] and (i, k, +), (j, k, -) c E(Go) for some
i < j < k, let G1 , G2 , G3 be graphs on the vertex set [n] with edge sets
E(G1 ) = E(Go)\{(j, k, -)} U {(i,j, +)},
E(G2) = E(Go)\{(i, k, +)} U {(i,j,+)},
E(G3) = E(Go)\{(i, k, +)}\{(j, k, -)} U {(i, j, +)}. (3.3.4)
Given a graph Go on the vertex set [n] and (i, j, -), (i, j, +) E E(Go) for some
i <j, let G1 , G2, G3 be graphs on the vertex set [n] with edge sets
E(G1 ) = E(Go)\{(i, j, +)} U {(i, i, +)},
E(G2) = E(Go)\{(i, j, -)} U {(i, +)
E(G3) = E(Go)\{(ij, +)}\{(ij, +)} U {(i, i, +)}. (3.3.5)
Given a graph Go on the vertex set [n] and (i, j, -), (j, j, +) E E(Go) for some
i < j, let G 1, G2 , G 3 be graphs on the vertex set [n + 1] with edge sets
E(G1 ) = E(Go)\{(j,+j, +)} U {(i, j, +)},
E(G2) = E(Go)\{(i, j, -)} U {(i,j, +)},
E(G3) = E(Go)\{(j,j, +)}\{(i,j, -)} U {(i,j, +)}. (3.3.6)
We say that Go reduces to G1, G2 , G 3 under the reduction rules defined by equa-
tions (3.3.1)-(3.3.6).
An S-reduction tree TS for a monomial mo, or equivalently, the graph Gs[mo],
is constructured as follows. The root of Ts is labeled by GS[mo]. Each node GS[m] in
TS has three children, which depend on the choice of the edges of GS[m] on which we
perform the reduction. E.g., if the reduction is performed on edges (i, J, -), (j, k, -) E
E(GS[m]), i < j < k, then the three children of the node Go = GS[m} are labeled
by the graphs G1, G2, G3 as described by equation (3.3.1). For an example of an
S-reduction tree, see Figure 3.3.1.
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Figure 3.3.1: An S-reduction tree with root corresponding to the monomial X12x13z 3.
Summing the monomials corresponding to the graphs labeling the leaves of the reduc-
tion tree multiplied by suitable powers of 13, we obtain a reduced form P Of X1 2x 13z 3,
P= z zi 12xi 3 + zi 1 i2yI 3 + Qzizi 2 + Xi2yi3z3 + 3X12Y13.
Of course, given a graph we can also easily recover the corresponding monomial.
Namely, given a graph G on the vertex set [n] we associate to it the monomial ms [G] =
mSc[G) = fJ(ij,E)EE(G) w(i, j, c), where w(i,j, -) = xz for i < j, w(i, j, -) xi for
i > j, w(i, j, +) = yij and w(i, i, +) = zi. Summing the monomials corresponding to
the graphs labeling the leaves of the reduction tree TS multiplied by suitable powers
of 3, we obtain a reduced form of mo.
I
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3.4 Coned type C root polytopes
Generalizing the terminology of [P1, Definition 12.1], a root polytope of type Cn
is the convex hull of the origin and some of the points ej - ej, ej + ej and 2 ek for
1 < i < j < n, k E [n], where ej denotes the ith coordinate vector in R". A very
special root polytope is the full type Cn root polytope
P(Cn) = ConvHull(O, e-, et, 2 ek 1 < i < j 5 n, k E [n])
= ConvHull(O, e-, 2 ek I I < i < j < n, k E [n]),
where e-.= ej - ej and et = ej + ej. We study a class of root polytopes including
P(Cl), which we now discuss.
Let G be a graph on the vertex set [n]. Let
v~ij,)= {el if i < i
v(Z, 3, i
e); if i > j,
Define
VG = {v(i, j, ) (i, E(G), a set of vectors associated to G;
C(G) = (VG) :i= { cijv(ij,c) j ;> 01 , the cone associated to G; and
v(i,j,E)EVG
VG= 4b+ n C(G), all the positive roots of type Cn contained in C(G),
where <D+ = {ej, e+, 2ek I 1 < i < j < n, k E [n]j} is the set of positive roots of type
Cn. The idea to consider the positive roots of a root system inside a cone appeared
earlier in Reiner's work [RI], [R2] on signed posets. Coned type An root polytopes
were studied in [M1].
Define the transitive closure of a graph G as
G= {(i, j, ) | v(i, j,) C VG}
The root polytope P(G) associated to graph G is
P(G) = ConvHull(, v(i, j, c) I (i, j, c) E Z) (3.4.1)
The root polytope P(G) associated to graph G can also be defined as
P(G) = P(Cn ) n C(G). (3.4.2)
The equivalence of these two definition is proved in Lemma 44 in Section 3.6.
Note that -P(C ) = P(P) for the graph P' = ([n], {(n, n, +), (i, i + 1, -) | i E
[n - 1]}). While the choice of G such that P(CZ) = P(G) is not unique, it becomes
unique if we require that G is minimal, that is for no edge (i, j, e) E E(G) can the
corresponding vector v(i, j, c) be written as a nonnegative linear combination of the
vectors corresponding to the edges E(G)\{(i, j, e)}. Graph P' is minimal.
We can describe the vertices in VG in terms of paths in G. A playable route P of
a graph G is an ordered sequence of edges (iji, e), .. ., (iZ1 1 , El) c E(G), jk = ik+1
for k c [I - 1], such that (ik, jk, 6k) and (ik+1, jk+1, ek+1), k E [1 - 1], are incident to
jk = ik+1 with opposite signs. For a playable route of G, v(iij, 6)+- +v(iZ, j1 , 61) E
<b+.
A playable pair (P1, P2) in a graph G is a pair of playable routes (i1, e1), ...
(i, ji, Eq) and (ij e ), ... , (', ',) such that i1 = j, and i'i = j,. It follows that
j(v(ii, Ji, ei) + + v(i, j,, er)) + (v(i,j', e') + + v(i',, 3, j,)) E b+.
Define a map <p from the playable routes and playable pairs to <D+ as follows.
#(P) = v(ii, ji, ei) + - - - + v(ii, j, E), where P is the playable route
above,
#(P 1 , P2) = 1 (ii, i, EI) + + v(il, ji, El)) + (vi' j' 1cE) + +
+v(i',,j, e,)), where (P1 , P2) is the playable pair above. (3.4.3)
Proposition 37. Let G be a graph on the vertex set [n]. Any v E VG is v = #(P) or
v = #(P 1 , P2) for some playable route P or playable pair (P1 , P2) of G. If the set of
vectors VG is linearly independent, then the correspondence between playable routes
and pairs of G and vertices in VG is a bijection.
The proof of Proposition 37 appears in Section 3.5.
Define
4 = {G = ([n], E(G)) I VG is a linearly independent set},
and
L(Cn) = {P(G) I G E 4n}, the set of type C, coned root polytopes
with linearly independent generators. Since all polytopes in this chapter are coned
root polytopes with linearly independent generators, we simply refer to them as coned
root polytopes.
The next lemma characterizes graphs G which belong to 4n; a version of it appears
in [F, p. 42).
Lemma 38. ( [F, p. 42]) A graph G on the vertex set [n] belongs to L if and only
if each connected component of G is a tree or a graph whose unique simple cycle has
an odd number of positively labeled edges.
The full root polytope ]P(C ) c L(Cn), since the graph ' E n by Lemma 38.
We show below how to obtain central triangulations for all polytopes P E f(Cl).
A central triangulation of a d-dimensional root polytope P is a collection of d-
dimensional simplices with disjoint interiors whose union is P, the vertices of which are
vertices of P and the origin is a vertex of all of them. Depending on the context we at
times take the intersections of these maximal simplices to be part of the triangulation.
We now state the crucial lemma which relates root polytopes and the algebras
B(Cs), B(C.) and S(Cs) defined in Section 3.2.
Lemma 39. (Reduction Lemma) Given a graph Go E 4n with d edges let G1 , G 2, G3
be as described by any one of the equations (3.3.1)-(3.3.6). Then G1, G2 , G3 E En,
P(Go) = P(G 1 ) U P(G 2)
where all polytopes P(Go), P(G 1 ), P(G 2) are d-dimensional and
P(G3) = P(G1) n P(G2) is (d - 1)-dimensional.
What the Reduction Lemma really says is that performing a reduction on graph
Go E 4n is the same as "cutting" the d-dimensional polytope P(Go) into two d-
dimensional polytopes P(G 1 ) and P(G 2), whose vertex sets are subsets of the vertex
set of P(Go), whose interiors are disjoint, whose union is P(Go), and whose intersec-
tion is a facet of both. We prove the Reduction Lemma in Section 3.6.
3.5 Characterizing the vertices of coned root poly-
topes
In this section we prove Proposition 37, which characterizes the vertices of any root
polytope P(G). We start by proving the statement for connected G c n.
Proposition 40. Let G E I2 , be a connected graph. The correspondence between
playable routes of G and vertices in VG given by
P = {(iijiei), (i2 ,j 2 , E2 ),. . . ,(ijhEl)} - v(i 1,j 1 , i) + + v(i,je),
is a bijection.
Denote by [ei]w the coefficient of ej when w E R"n is expressed in terms of the
standard basis e1, ... , en of R".
Proof of Proposition 40. Given a playable route P of G, #(P) E VG by definition. It
remains to show that for each vertex v E VG there exists a playable route P in G such
that v = #(P). The uniqueness of such a route follows from the linear independence
of the set of vectors VG for G En.
Consider v E VG. Then v = ej i ey, for some 1 < i < j < n, or v = 2 ek = ek + ek,
for k E [n], and
v = cev(e), for some real Ce > 0. (3.5.1)
eEE(G)
Let H = ([n], {e E E(G) ce # 0}). Observe that H has at most one connected
component containing edges. This follows since a connected G E En contains at most
one simple cycle, and if there were two connected components of H, one would be a
tree contributing at least two nonzero coordinates to the right hand side of (3.5.1)
and each connected component containing edges contributes at least one nonzero
coordinate to the right hand side of (3.5.1). But, the left hand side of (3.5.1) has one
or two nonzero coordinates.
If k is a leaf of H then [ek]v / 0. Therefore, H can have at most two leaves. We
consider three cases depending on the number of leaves H has: 0, 1, 2. In all cases we
show that there exists a playable route P of G with all its edges among the edges of
H, such that #(P) = v, yielding the desired conclusion.
Case 1. H has 0 leaves. Since H C G E 4, it follows that H is a simple cycle.
Relabel the vertices of the cycle so that H is now a graph on [m]. Then i = 1 since
1 only has edges positively incident to it. Regardless of which vertex of H is j > 1,
there is a playable route P starting at vertex i and ending at j such that #(P) = v.
Case 2. H has 1 leaf. Then H is a union of a simple cycle C and a simple path
Q. Relabel the vertices of H so that it is a graph on the vertex set [m]. Let 1 be the
leftmost vertex of the cycle C of H and let p be the vertex in common to C and Q.
Let k be the unique leaf.
If 1 $ p, then {i, j} = {1, k}. Thus, at least one of the edges of C incident to p are
incident with an opposite sign to p than the edge of Q incident to p. Therefore, the
edges on the path from I to p through the edge that is incident to p in C with the
opposite sign to that of the edge of Q, and then the edges of path Q form a playable
route P such that #(P) = v.
If I = p then we consider two possibilities, depending on whether 1 ' {i, i} or
1 E {i,j}. If 1 ' {i,j} then i = k = 1 and I # j. If j E C, then the edges of Q (from
1 to 1) and the edges on the path from 1 to j through the edge that is incident to j
in C with the sign of ej in v make up a playable route P with #(P) = v. If j E Q
however, then, either the edges on the path from i to j along Q make up a playable
route P with #(P) = v, or the the edges of Q (from 1 to 1) and the edges of C and
then the edges on the path from 1 to j make up a playable route P with #(P) = v.
If 1 = p and 1 E {i, j} then either i = 1 or j = 1. If i = 1 then the edges on the
path Q from 1 = 1 to j = k make up a playable route P with #(P) = v. On the
other hand if j = 1 then i = 1 and if the edge of Q is incident to 1 with the same sign
as that of the sign of ej in v, than the edges of Q make up a playable route P with
#(P) = v. If, however, that sign is different, then it must be that [ey]v = 1 in which
case all edges of H (suitably ordered) make up a playable route P with #(P) = v.
Case 3. H has 2 leaves. Then H could be a path, or a union of a simple cycle C
and two disjoint paths Qi, Q2 attached to C at vertices pi # P2, or a union of a cycle
C and a tree T with two leaves attached to C at t. As in cases 1 and 2, in each case
we can identify a playable route by inspection. We omit the details here. El
Proposition 40 yields a characterization of the vertices of P(G) for a connected
G E L,.
Proposition 41. Let G E L. The map # defined by (3.4.3) is a one-to-one corre-
spondence between playable routes and playable pairs of G and the vertices in VG-
Proof. The proof is almost identical to that of Proposition 40. The only difference
is that the graph H defined in the proof of Proposition 40 could have two connected
components containing edges. The case of H with one connected component contain-
ing edges is the same as in the proof of Proposition 40.
Let the two connected components of H containing edges be H1 and H2 . Then, H1
and H 2 each contributes exactly one coordinate with a nonzero coefficient, and thus
each of them is a union of a simple cycle (since G E 4,) and a possibly empty simple
path. The edges of H1 and H 2 , in a suitable order, constitute playable pairs. O
Proposition 42. For any graph G the set of vertices VG is the image of playable
routes and pairs of G under the map # defined by (3.4.3).
Proof. Let P(G) = ConvHull(0, v(i, j, E) I v(i, j, E) E VG), and let A be a central
triangulation of P(G). For each o- E A we define C(o) = C(G'), where the vertex set
of o is {0, v(i, j, E) I (i, j, c) E G'}, G' c G and G' E 4. Then,
VGC C(G)= U C(o).
Thus, any v E VG belongs to some C(G'). Therefore, V C VG', for G' E 4, G' c G.
By Proposition 41, there is a playable route P or pair (P1 , P2) in G', such that
v = #(P) or v = #(P 1, P2). But all playable routes and pairs of G' are also playable
routes and pairs of G. l
Propositions 40, 41 and 42 imply Proposition 37.
3.6 The proof of the Reduction Lemma
This section is devoted to proving the Reduction Lemma (Lemma 39). As we shall
see in Section 3.7, the Reduction Lemma is the "secret force" that makes everything
fall into its place for coned root polytopes. We start by characterizing the root
polytopes which are simplices, then in Lemma 44 we prove that equations (3.4.1) and
(3.4.2) are equivalent definitions for the root polytope P(G), and finally we prove the
Cone Reduction Lemma (Lemma 45), which, together with Lemma 44 implies the
Reduction Lemma.
Lemma 43. For a graph G on the vertex set [n] with d edges, the polytope P(G) as
defined by (3.4.1) is a simplex if and only if G is alternating and G E 4".
Proof. It follows from equation (3.4.1) that for a minimal graph G the polytope P(G)
is a simplex if and only if the vectors corresponding to the edges of G are linearly
independent and C(G) n D+ = VG.
The vectors corresponding to the edges of G are linearly independent if and only
if G E E,. By Proposition 37, C(G) n <D+ = VG if and only if G contains no edges
incident to a vertex v E V(G) with opposite signs, i.e. G is alternating. Ol
Lemma 44. For any graph G on the vertex set [n],
ConvHull(, v(i, j, E) I (i, j, c) E ?) = P(Cn) n C(G).
Proof. For a graph H on the vertex set [n], let o(H) = ConvHull(O, v(i, J, e) |
(i, j, e) E H). Then, u(0) = ConvHull(, v(i, j, e) I (i, j, e) E 0). Let u(G) be a
d-dimensional polytope for some d < n and consider any central triangulation of it:
o-(G) = UFEFo-(F), where {o(F)}FEF is a set of d-dimensional simplices with disjoint
interiors, E(F) C E(G), F E F. Since o(G) = UFEFU(F) is a central triangulation,
it follows that o-(F) = o-(G) n C(F), for F C F, and C(G) = UFEFC(F).
Since o-(F), F C F, is a d-dimensional simplex, it follows that F E 4, and
has d edges. Furthermore, F E F is alternating, as otherwise there are edges
(i, j, ei), (j, k, 62) E E(F) C E(G) incident to j with opposite signs, and while
v(i, j, ci) + v(j, k, E2) E o-(G) n C(F), v(i, j, ei) + v(j, k, E2) ' o-(F), contradicting that
UFEFo-(F) is a central triangulation of o(G). Thus, P = F, and -(F) = o-F).
It is clear that or(F) = ConvHull(O,v(i,j,e) (ij,e) E F) c P(C ) n C(F),
F E F. Since if x = (xi,... , xn+ 1 ) is in the facet of o(F) opposite the origin,
then Ixil + - -- + |xn+1 = 2 and for any point x = (X1 , ... ,xn+1 ) E P(CZ), Ixil +
±.. +IXn+1I < 2 it follows that P(Cl) n C(F) c -(F). Thus, o-(F) = P(Cn) n C(F).
Finally, ConvHull(O, v(i, j, c) I (i, j, e) E G) = o(G) = UFEJU(F) = UFEFU(F) =
UFEF(P(Cn ) n C (F)) = P(C ) n (UFEFC(F)) = P(C ) n C(G) as desired.
Lemma 45. (Cone Reduction Lemma) Given a graph Go E n with d edges, let
G1, G2, G 3 be the graphs described by any one of the equations (3.3.1)-(3.3.6). Then
G1, G2, G3 E E,
C(Go) = C(G1 ) U C(G2)
where all cones C(G0 ), C(G1), C(G 2) are d-dimensional and
C(G 3 ) = C(G 1 ) n C(G 2 ) is (d - 1)-dimensional.
The proof of Lemma 45 is the same as that of the Cone Reduction Lemma in the
type An case; see [M1, Lemma 7].
Proof of the Reduction Lemma (Lemma 39). Straightforward corollary of Lemmas 44
and 45. 0
3.7 Volumes of root polytopes and the number of
monomials in reduced forms
In this section we use the Reduction Lemma to establish the link between the volumes
of root polytopes and the number of monomials in reduced forms. In fact we shall
see that if we know either of these quantities, we also know the other.
Proposition 46. Let Go G Ln be a connected graph on the vertex set [n] with n edges,
and let T' be an S-reduction tree with root labeled Go. Then,
-2f (Go)
VOn(P(Go)) = ,
n!
where f (Go) denotes the number of leaves of 'T' labeled by graphs with n edges.
Proof. By the Reduction Lemma (Lemma 39) vol,(P(Go)) = E vol,,(P(G)), where
G runs over the leaves of T 8 labeled by graphs with n edges. We now prove that
for each G with n edges labeling a leaf of Ts with root labeled Go, voln(P(G)) = .
Since Go E n is a connected graph on the vertex set [n] with n edges, so are all its
successors with n edges. If G labels a leaf of TS, then G satisfies the conditions of
Lemma 43. Thus, P(G) is a simplex.
The volume of P(G) can be calculated by calculating the determinant det(M) of
the matrix M whose rows are the vectors v(e), e E E(G), written in the standard
basis. If v E [n] is a vertex of degree 1 in G, the vth column contains a single 1
or -1 in the row corresponding to the edge incident to v. Let this row be the v,th.
Delete the v'h column and v h row from M and delete the edge incident to v in G
obtaining a new graph. Successively identify the leaves in the new graphs and delete
the corresponding columns and rows from their matrices until we obtain a graph C
that is a simple cycle and the corresponding matrix M'. The rows of M' are the
vectors v(e), e E E(C). By Laplace expansion, I det(M)| = I det(M')|. Since G C E,
so is C C 4. Thus, det(M') # 0. Expand M' by any of its rows obtaining matrices
Mi and M2. Then we get I det(M')I = I det(MI)I + det(M 2)1 = 2, since both M and
M2 are such that their entries are all 0, 1 or -1, each row (column) except one has
exactly two nonzero entries, and the remaining one exactly one nonzero entry. Thus,
voln(P(G)) = det(M)/n! = 2/n!.
A general version of Proposition 46 can be proved for any connected Go C E4
using the following lemma.
Lemma 47. Let G E n be an alternating graph on the vertex set [n] with d edges,
with c connected components of which k < c contain simple cycles. Then,
vold(P(G)) d!
d!
Proof. Let Ma be the matrix whose rows are the vectors v(i, j, c), (i, j, e) E E(G),
written in the standard basis. Matrix Ma is a d x n matrix. The rows and columns of
M' can be rearraged so that it has a block form in which the blocks B 1, ... , Be on the
diagonal correspond to the connected components of G, while all other blocks are 0.
Since G E E4 satisfies the conditions of Lemma 43, P(G) is a simplex, vold(P(G)) # 0
and vold(P(G)) can be calculated by dropping some n - d columns of M' such that
the resulting matrix M has nonzero determinant. Then, vold(P(G)) = I det(M)|/d!.
Drop a column bi from the block matrix Bi if the block Bi corresponds to a tree on m
vertices, obtaining matrix B' with nonzero determinant. Then, Idet(B) I = 1. If Bi
corresponds to a connected component of Go with m vertices and m edges, then B' =
Bi and Idet(Bi) = 2. Since there are n - d connected components which are trees, if
we drop the columns bi from M' for all blocks Bi corresponding to a tree obtaining a
matrix M, then vold(P(G)) = I d Since M has a special block form with blocks
B along diagonal and zeros otherwise, we have that I det(M)I = fl 1 det(BI)I = 2 .
Proposition 48. Let Go E n be a graph on the vertex set [n] with d edges, with c
connected components of which k < c contain cycles. Let T5 be an S-reduction tree
with root labeled Go. Then,
2k f (Go)
vold(P(Go)) = d! '
where f(Go) denotes the number of leaves of TS labeled by graphs with d edges.
The proof of Proposition 48 proceeds analogously to Proposition 46, in view of
Lemma 47.
Corollary 49. Let Go G En and let ms[Go] be the monomial corresponding to it.
Then for any reduced form Pn of ms [GO], the value of P (xij = yij = zi = 1, = 0)
is independent of the order of reductions performed.
Proof. Note that Pn (xij = yij = 1, 13 = 0) = f(Go), as defined in Proposition 48.
Since vold(P(Go)) is only dependent on Go, the value of P 7 (xis = yij = zi = 1, # = 0)
is independent of the particular reductions performed.
With analogous methods the following proposition about reduced forms in BC(Cs)
can also be proved.
Proposition 50. Let Go E C2, and let mS[Go] = mc[Go] be the monomial corre-
sponding to it. Then for any reduced form Pn" of ms[GO] in Bc(Cn), the value of
P 3c(xij = yij = zi = 1) is independent of the order of reductions performed.
3.8 Reductions in the noncommutative case
In this section we turn our attention to the noncommutative algebra B(Cn). We
consider reduced forms of monomials in B(Cn) and the reduction rules correspond to
the relations (5) - (9') of B(Cn):
(5) XijXjk XikXij + XjkXik, for 1 i < j < k < n,
(5') XjkXij -- XijXik + XikXjk, for 1 < i < j < k < n,
(6) XijYjk - YikXij + YjkYik, for 1 < i < j < k < n,
(6') YjkXij -+ XijYik + YikYjk, for 1 < i < j < k < n,
(7) XikYjk YyjkYij + YijXik, for 1 i < j < k < n,
(7') YjkXik YijYjk + XikYij, for 1 < i < j < k < n,
(8) YikXjk - XjkYij + YijYik, for 1 < i < j < k < n,
(8') XjkYik -YijUxk + YikYij, for 1 < i <j < k < n,
(9) ijz -> zixij + yij zi + zj yij, for i <
(9') zjxij -+ xijz, + zjyjj + yijzj, for i <j
As observed in Proposition 50, in the commutative counterpart of B(C,), Bc(Cn),
the number of monomials in a reduced form of wcn is the same, regardless of the
order of the reductions performed. In this section we develop the tools necessary for
proving the uniqueness of the reduced form in B(Cn) for wo, and other monomials.
The key concept is that of a "good" graph, which property is preserved under the
reductions.
As in the commutative case before, we can to phrase the reduction process in
terms of graphs. Let m = [L w(ilj1, e) be a monomial in variables Xig, Yij, Zk, 1 <
i <j < n,k E [n], wherew(i,j,-) = xi for i < j, w(ij,-) = xji for i >j,
w(i, j, +) = yij and w(i, i, +) = zi. We can think of m as a graph G on the vertex set
[n] with p edges labeled 1,. . . , p, such that the edge labeled 1 is (ii, ji, Ei). Let GB[m]
denote the edge-labeled graph just described. Let (i, j, E), denote an edge (i, j, e)
labeled a. Recall that in our edge notation (i, j, e) = (j, i, e), i.e., vertex-label i might
be smaller or greater than j. We can reverse the process and obtain a monomial from
an edge labeled graph G. Namely, if G is edge-labeled with labels 1,... , p, we can
also associate to it the noncommutative monomial m"[G] = ]J 1 w(ia, ja, Ea), where
E(G) = {(ia, ja, Ca) a [p]}.
In terms of graphs the partial commutativity of B(Cs), as described by relations
(2)-(4), means that if G contains two edges (i, i, Ei)a and (k, 1, E2 )a+1 with i, j, k, 1
distinct, then we can replace these edges by (i, j, EI)a+1 and (k, 1, 62)a, and vice versa.
For illustrative purposes we write out the graph reduction for relation (5) of B(C.).
If there are two edges (i, j, -)a and (j, k, -)a+1 in Go, i < j < k, then we replace Go
with two graphs G1, G 2 on the vertex set [n] and edge sets
E(G1 ) = E(Go)\{(ij, -)a}\{(j, k, -)a+1} U {(i, k, -)} U {(ij, -)a+1)
E(G2) = E(Go)\{(i, j, -)a}\{(j, k, -)a+1} U {(j, k, -)a} U {(i, k, -)a+1}
Relations (5') - (9') of B(Cs) can be translated into graph language analogously.
We say that Go reduces to G1 and G2 under reductions (5) - (9').
While in the commutative case reductions on Gs[m] could result in crossing
graphs, we prove that in B(Cs) all reductions preserve the noncrossing nature of
graphs, provided that we started with a suitable noncrossing graph G. A graph G is
noncrossing if there are no vertices i < j < k < 1 such that (i, k, Ei) and (j, l, C2 )
are edges of G. We also show that under reasonable circumstances, if in Bc(Cs)
a reduction could be applied to edges ei and e2, then after suitably many allowed
commutations in 3(Cs) it is possible to perform a reduction on ei and e2 in L3(Cs).
We now define two central notions of the noncommutative case, that of a well-
structured graph and that of a well-labeled graph.
A graph H on the vertex set [n] is well-structured if it satisfies the following
conditions:
(i) H is noncrossing.
(ii) For any two edges (i, j,),(k, l, +) E H, i < j, k < 1, it must be that i < I
and k < j.
(iii) For any two edges (i, i +), (k, 1, +) E H, k < 1, it must be that k < i < .
(iv) There are no edges (i, i,+), (k, j, -) E H with k < i < j.
(v) There are no edges (i,j, +), (k, l,-) E H with k < i < j < 1.
(vi) Graph H is connected, contains exactly one loop, and contains no nonloop
cycles.
Condition (vi) implies that any well-structured graph on the vertex set [n] contains
n edges.
A graph H on the vertex set [n] and p edges labeled 1,... , p is well-labeled if it
satisfies the following conditions:
(i) If edges (i, j, ei), and (j, k, e2)b are in H, i < j < k, Ei, E2 {-,+}, then a < b.
(ii) If edges (i, j, Ci)a and (i, k, 62)b in H are such that i < j < k, Ei, E2 E {-, +},
then a > b.
(iii) If edges (i, j, ei)a and (k, j, e2)b in H are such that i < k < j, ei, e2 E {-, ±},
then a > b.
(iv) If edges (i, i +)a and (i, j, -)b in H are such that i < J, then a < b.
(v) If edges (j, j, +)a and (i, J, -)b in H are such that i < j, then a > b.
(vi) If edges (i, , +)a and (i, J, +)b in H are such that i < j, then a > b.
(vii) If edges (j, j, +), and (i, J, +)b in H are such that i < j, then a < b.
Note that no graph H with a nonloop cycle can be well-labeled. However, ev-
ery well-structured graph can be well-labeled. We call graphs that are both well-
structured and well-labeled good graphs.
A B-reduction tree T' is defined analogously to an S-reduction tree, except
we use the noncommutative reductions to describe the children. See Figure 3.8.1 for
an example. A graph H is called a B-successor of G if it is obtained by a series of
reductions from G.
1
- 3
1 2 3
2 +
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1 2 3 1 2 3 1 2 3
Figure 3.8.1: A B-reduction tree with root corresponding to the monomial X13X 2z3 -
Note that in order to perform a reduction on this monomial we commute variables X13
and X12. In the B-reduction tree we only record the reductions, not the commutations.
Summing the monomials corresponding to the graphs labeling the leaves of the reduc-
tion tree we obtain a reduced form Pn of X13X12z 3, Pn = z1X13 X12 +y13z1X12 +z3y13 X1 2-
Lemma 51. If the root of a B-reduction tree is labeled by a good graph, then all nodes
of it are also labeled by good graphs.
The proof of Lemma 51 is an analysis of the local changes that happen during
the noncommutative reduction process. An analogous lemma for type An is proved
in [M1, Lemma 12].
A reduction applied to a noncrossing graph G is noncrossing if the graphs re-
sulting from the reduction are also noncrossing.
The following is then an immediate corollary of Lemma 51.
Corollary 52. If G is a good graph, then all reductions that can be applied to G and
its B-successors are noncrossing.
Let ei = (i1 ,ji, ei)ai, e2 = (i 2 ,j 2, C2)a 2 , e3 = (i3 j 3 , 3)a 3 be edges of the graph
H such that in the commutative algebra Bc(Cn) a reduction could be performed on
ei and e2 as well as on ei and e3. Suppose that ai < a2 < a3 . Then we say, in
the noncommutative case B(Cn), that performing reduction on edges ei and e2 is
a priority over performing reduction on edges ei and e3. We give a few concrete
examples of this priority below.
Example. Performing reduction (6) on edges (i, j, -), (j, k, +) E H, i < j < k,
is a priority over performing reduction (9) on edges (i, j, -), (j, j, +) E H. Per-
forming reduction (9) on edges (i, j, -), (j, j, +) E H, is a priority over perform-
ing reduction (5) on edges (i, j, -), (j, k, -) E H, i < j < k. Performing reduc-
tion (9) on edges (i, j, -), (j, j +) E H, is a priority over performing reduction
(9) on edges (k,j, -), (j, j, +) E H, i < k < j. Performing reduction (9) on
edges (i, j - (j, j, +) C H is a priority over performing reduction (8) on edges
(i, j, -), (k, j,+) E H, k < i < j.
Lemma 53. Let G be a good graph. Let e1 and e2 be edges of G such that one of the
reductions (5) - (9') could be applied to them in the commutative case, and such that
the reduction would be noncrossing. Then after finitely many applications of allowed
commutations in B(Cn) we can perform a reduction on edges e1 and e2, provided there
is no edge e3 in the graph such that reducing e1 and e3 or e2 and e3 is a priority over
reducing e1 and e2 -
The proof of Lemma 53 proceeds by inspection. An analogous lemma for type An
is proved in [M1, Lemma 14].
3.9 The Proof of Kirillov's Conjecture
In this section we prove Conjecture 1, construct a triangulation of P(CZ) and compute
its volume. In order to do this we study alternating well-structured graphs. Recall
that an alternating well-structured graph T' is the union of a noncrossing alternating
tree T on the vertex set [n] and a loop, that is, T' = ([n], E(T) U {(k, k, +)}), for
some k E [n] for which T' is alternating. A well-labeling that will play a special role
in this section is the lexicographic labeling, defined below.
The lexicographic order on the edges of a graph G with m edges is as follows.
Edge (ii, j1 , E) is less than edge (i2 ,j 2 , E), E E {+, -}, in the lexicographic order if
i > 32, or ji = j2 and i1 > i2 . Furthermore, any positive edges is less than any
negative edges in the lexicographic ordering. Graph G is said to have lexicographic
edge-labels if its edges are labeled by integers 1,... , m such that if edge (ii, ji, Ci)
is less than edge (i2 , J2, 62) in lexicographic order, then the label of (ii, ji, ei) is less
than the label of (i2 , J2, 62) in the usual order on the integers. Given any graph G
there is a unique edge-labeling of it which is lexicographic. Note that our definition of
lexicographic is closely related to the conventional definition, but it is not the same.
For an example of lexicographic edge-labels, see the graphs labeling the leaves of the
B-reduction tree in Figure 3.8.1.
Lemma 54. If T' is an alternating good graph, then upon some number of commu-
tations performed on T', it is possible to obtain T1 with lexicographic edge-labels.
Proof. If edges ei and e2 of T' share a vertex and if ei is less than e2 in the lexico-
graphic order, then the label of ei is less than the label of e2 in the usual order on
integers by the definition of well-labeling on alternating well-structured graphs. Since
commutation swaps the labels of two vertex disjoint edges labeled by consecutive in-
tegers in a graph, these swaps do not affect the relative order of the labels on edges
sharing vertices. Continue these swaps until the lexicographic order is obtained. El
Proposition 55. By choosing the series of reductions suitably, the set of leaves of
a B-reduction tree with root labeled by GB[wc] can be all alternating well-structured
graphs T' on the vertex set [n] with lexicographic edge-labels. The number of such
graphs is (2n-1
Proof. By the correspondence between the leaves of a B-reduction tree and simplices
in a subdivision of P(GB[wcn]) obtained from the Reduction Lemma (Lemma 39), it
follows that no graph with edge labels disregarded appears more than once among
the leaves of a B-reduction tree. Thus, it suffices to prove that any alternating well-
structured graph T' on the vertex set [n] appears among the leaves of a B-reduction
tree and that all these graphs have lexicographic edge-labels.
First perform all possible reductions on the graph and its successors not involving
the loop (n, n, +). According to [M1, Theorem 18] the outcome is all noncrossing
alternating spanning trees with lexicographic ordering on the vertex set [n] and edge
(1, n, -) present. Let T1,... To, be the trees just described and T = ([n], E(Ti) U
{(n, n, +)}), i E [w]. It is clear from the definition of reductions that the only edges
involved in further reducing Til, i E [w] are the ones incident to vertex n. Thus,
in order to understand what the leaves of a reduction tree with root labeled TI/,
i E [w], are, it suffices to understand the leaves of a reduction tree with root labeled
G= ([k+1],{(k+1,k+1,+),(i,k-+1,-) lie [k]), kE {1,2, ... , n - 1}. It follows
by inspection that the leaves of a reduction tree with root labeled G are of the form
([k + 1], E(G1 ) U E(G2 )), where G1 is a connected well-structured graph with only
positive edges (having exactly one loop) on [1], 1 E [k + 1], of which there are 21-1
and G 2 = ([k + 1], {(i, k + 1) | i E {1, 1 + 1, . .. , k}). It follows that all alternating
well-structured graphs T' are among the leaves of the particular B-reduction tree
described. Since all these graphs are well-labeled, having started with a good graph,
by Lemma 54 we can assume they have lexicographic edge-labels.
From the description of the reductions above it is clear that the number of leaves
of this particular reduction tree is
n-1S T(n, k) . (2k+1 1)
k=1
where
T~n k) 2n - k - 3 k
T(n, k) = ( 21 ) n-1
is the number of noncrossing alternating trees on the vertex set [n] with exactly k
edges incident to n, and 2 k+1 - 1 is the number of leaves of the reduction tree with
root labeled G([k + 1], {(k + 1, k + 1, +), (i, k + 1, -) I i c [k]) as above. The formula
for T(n, k) follows by a simple bijection between noncrossing alternating trees on the
vertex set [n] with exactly k edges incident to n and ordered trees on the vertex set [n]
with the root having degree k. By equations (6.21), (6.22), (6.28) and the bijection
presented in Appendix E.1. in [D], ordered trees on the vertex set [n] with the root
having degree k are enumerated by T(n, k). Since E -ID T(n, k) - (2k+1 _ 1) = (2n-1)
the proof is complete.
EZ
Theorem 56. The set of leaves of a B-reduction tree with root labeled by GB[wc.] is,
up to commutations, the set of all alternating well-structured graphs on the vertex set
[n] with lexicographic edge-labels.
Proof. By Proposition 55 there exists a B-reduction tree which satisfies the conditions
above. By Proposition 48 the number of graphs with n of edges among the leaves of an
S-reduction tree is independent of the particular S-reduction tree, and, thus, the same
is true for a B-reduction tree. Since all graphs labeling the leaves of a B-reduction
tree with root labeled by GB[wc.] have to be good by Lemma 51, and no graph, with
edge-labels disregarded, can appear twice among the leaves of a B-reduction tree,
imply, together with Lemma 54, the statement of Theorem 56. I
As corollaries of Theorem 56 we obtain the characterziation of reduced forms of
the noncommutative monomial wc., a triangulation of P(C,+) and a way to compute
its volume.
Theorem 57. If the polynomial P(x Yij, z ) is a reduced form of wcn, then up to
commutations
P 13(xij, yig, zi) = m3[T'],
TI
where the sum runs over all alternating well-structured graphs T' on the vertex set [n]
with lexicographic edge-labels.
Theorem 58. If the polynomial P3"(x' , yjj, zi) is a reduced form of wcn in Bc(Cn),
then
P.c(x=. = yj = z = 1) = (2n - 1)
Proof. Proposition 50 and Theorem 57 imply P.c(xz ijy = = 1) = (2n
Theorem 59. Let TI,... , TL be all alternating well-structured graphs on the vertex
set [n]. Then P(T|),..., P(Tl) are n-dimensional simplices forming a triangulation
of P(C). Furthermore,
voln(P(CZ)) 2n -1)2
n )n!'
Proof. The Reduction Lemma implies the first claim, and Proposition 46 implies
voln(P(C )) = (2n-1)2
The value of the volume of P(Cn) has previously been observed by Fong [F, p.
55].
3.10 The general case
In this section we find analogues of Theorems 56, 57, 58 and 59 for any well-structured
graph T' on the vertex set [n] -
Proposition 60. Let T' be a well-structured graph on the vertex set [n]. By choosing
the series of reductions suitably, the set of leaves of a B-reduction tree with root labeled
by T' can be all alternating well-structured spanning graphs G of T1 on the vertex set
[n] with lexicographic edge-labels.
Proof. All graphs labeling the leaves of a B-reduction tree must be alternating well-
structured spanning graphs G of T1. Also, it is possible to obtain any well-structured
graph T' on the vertex set [n] as an B-successor of P1. Furthermore, if T' and T, are
two B-successor of P' in the same B-reduction tree, and neither is the B-successor
of the other, then the intersection of T1 and Tj does not contain a well-structured
graph G, as the existence of such a graph would imply that P(T) and P(T|) have
a common interior point, contrary to the Reduction Lemma. Since the set of leaves
of a B-reduction tree with root labeled by P1 is, up to commutations, the set of all
alternating well-structured graphs on the vertex set [n] with lexicographic edge-labels
according to Theorem 56, Proposition 60 follows. 0
Theorem 61. Let T' be a well-structured graph on the vertex set [n]. The set of leaves
of a B-reduction tree with root labeled T' is, up commutations, the set of all alternating
well-structured spanning graphs G of TI on the vertex set [n] with lexicographic edge-
labels.
Proof. The proof is analogous to that of Theorem 56 using Proposition 60 instead of
Proposition 55.
As corollaries of Theorem 61 we obtain the characterziation of reduced forms of the
noncommutative monomial m"[T], a triangulation of P(T') and a way to compute
its volume, for a well-structured graph T' on the vertex set [n].
Theorem 62. (Noncommutative part.) If the polynomial Pn(zij, Yij, z) is a
reduced form of mB6[Tl] for a well-structured graph T' on the vertex set [n], then up
to commutations
P 13n (ziI yij, zi) m [G],
G
where the sum runs over all alternating well-structured spanning graphs G of TI on
the vertex set [n] with lexicographic edge-labels.
Theorem 63. (Commutative part.) If the polynomial Pn" (zi, yij, zi) is a reduced
form of mBC [T1] for a well-structured graph T' on the vertex set [n], then
F"(Xi= = 1) = fTr,
where fTi is the number of alternating well-structured spanning graphs G of T1.
Theorem 64. (Triangulation and volume.) Let Tj,... , T be all alternating
well-structured spanning graphs of T1 for a well-structured graph T' on the vertex set
[n]. Then P(T|),..., P(Tl) are n-dimensional simplices forming a triangulation of
P(T'). Furthermore,
2
voln(P(T')) = fri -
n!'
where fT is the number of alternating well-structured spanning graphs G of T1.
3.11 A more general noncommutative algebra B(Cn)
In this section we define the noncommutative algebra B3(Cn), which specializes to
B(Cn) when we set 0 = 0. We prove analogs of the results presented so far for this
more general algebra. We also provide a way for calculating Ehrhart polynomials for
certain type Cn root polytopes.
Let the #-bracket algebra B(Cn) of type Cn be an associative algebra over
Q[#], where # is a variable (and a central element), with a set of generators {xij, yij, zi |
1 < i $ j < n} subject to the following relations:
(1) xi + xji = 0, Yij = Yji, for i j,
(2) zizj = zj zi
(3) XijXkI = XkIXij, YijXkI = Xkliy, YijYkI = Yklyij, for i < j, k < 1 distinct.
(4) ZiXkl = XkIZi, ZiYkl = YklZi, for all i f k, 1
(5) XijXjk = XikXij + XjkXik + 3xik, for 1 i <j < k < n,
(5') XjkXij = XijXik + XikXjk + #xik, for 1 < <j <k <n,
(6) XijYk YikXij + YjkYik + Yik, for 1 < i < j < k < n,
(6') YjkXij = XijYik + YikYjk + #Yik, for 1 < i < J < k < n,
(7) XikYjk - YjkYij + YijXik + #yj, for 1 < i < j < k < n,
(7') YjkXik = YijYjk ± XikYij + 3yij, for 1 < i < j < k < n,
(8) YikXjk = XjkYij + YijYik + #yj, for 1 < i < j < k < n,
(8') XjkYik = YjXjk + YikYij + 3ygj, for 1 < i < J < k < n,
(9) xijzj = zixij + yijzi + zjyij + 3zi + Oyij, for 1 < i <j < n,
(9') zx ij = xijzi + ziyij + yijzj + #zi + /yij, for 1 < i < j < n.
Kirillov [K2] made Conjecture 1 not just for 3(Cs), but for a more general 3-
bracket algebra of type C., which is almost identical to B3 (C,); it differs in a term
in relations (9) and (9'). We prove the analogue of Conjecture 1 for B3(C,).
Notice that the commutativization of B3(Cn) yields the relations of S(C,), except
for relations (9) and (9') of BO(Cs), which can be obtained by combining relations
(6) and (7) of S(C,). Since the Reduction Lemma (Lemma 39) hold for S(C"), so
does it for B3(Cn), keeping in mind that relations (9) and (9') of B3(Cs) are obtained
by combining relations (6) and (7) of S(Cs). As a result, we can think of relations
(5) - (9') of B3(Cs) as operations subdividing root polytopes into smaller polytopes
and keeping track of their lower dimensional intersections.
A BO-reduction tree is analogous to an S-reduction tree, just that the children of
the nodes are obtained by the relations (5) - (9') of B3(Cs), and now some nodes have
five, and some nodes have three children. See Figure 3.11.1 for an example. If T3
is a B13-reduction tree with root labeled G and leaves labeled by graphs G1,... , Gq,
then
P0 (G) = P0 (G1 ) U --- U T' (Gq), (3.11.1)
by an analogue of the Reduction Lemma.
In order to prove an analogue of Proposition 55 for the algebra BL(C,), we need
a definition more general than well-structured. Thus we now define weakly-well-
structured graphs.
A graph H on the vertex set [n] and p < n edges is weakly-well-structured if
it satisfies the following conditions:
(i) H is noncrossing.
(ii) For any two edges (i, j +), (k, 1, +) E H, i < j, k < 1, it must be that i < 1
and k <j.
(iii) For any two edges (i, i, +), (k, , +) E H, k < 1, it must be that k < i K .
(iv) There are no edges (i, i, +), (k,j, -) E H with k < i < j.
(v) There are no edges (i, j, +), (k, 1, -) E H with k < i <.j < 1.
(vi) Graph H contains at most one loop, and H contains no nonloop cycles.
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Figure 3.11.1: A Ba-reduction tree with root corresponding to the monomial x 23z3 y 13.
Summing the monomials corresponding to the graphs labeling the leaves of the re-
duction tree multiplied by suitable powers of 3, we obtain a reduced form P.0 of
XZ313, P = z 2y1 2x 23 + z 2y13 y12 + #z 2y1 2 + y23 z 2 yi 3 + z 3y 23yi 3 + Qz 2yi 3 + /3Y23Y13-
(vii) Graph H contains a positive edge incident to vertex 1.
Note that well-structured graphs are also weakly-well-structured.
Proposition 65. By choosing the set of reductions suitably, the set of leaves of a
B-reduction tree T"3 with root labeled by P' = ([n], {(n, n, +), (i, i + 1, -) I i E
[n - 1]}) can be the set of all alternating weakly-well-structured subgraphs G of Pi
with lexicographic edge-labels.
Proof. The proof of Proposition 65 proceeds analogously as that of Proposition 55,
using equation (3.11.1), instead of the original statement of the Reduction Lemma,
and using the full statement of [M1, Theorem 18] which says that the leaves of a
reduction tree with root labeled by ([n], {(i, i + 1, -) I i c [n - 1]}) are all noncrossing
alternating forests with negative edges on the vertex set [n] containing edge (1, n, -)
with lexicographic edge-labels.
Theorem 66. The set of leaves of a B&-reduction tree T3 with root labeled P1 is,
up commutations, the set of all alternating weakly-well-structured subgraphs G of Pi
with lexicographic edge-labels.
Proof. Proposition 65 proves the existence of one such B-reduction tree. An analogue
of Lemma 51 states that if the root of a BO-reduction tree is a weakly-well-structured
well-labeled graph, then so are all its nodes. Together with equation (3.11.1) these
imply Theorem 66.
As corollaries of Theorem 66 we obtain the characterziation of reduced forms of
the noncommutative monomial wc0 in B4(C,) as well as a canonical triangulation of
P(Pl) and an expression for its Ehrhart polynomial.
Theorem 67. If the polynomial P,"(xij, yij, zi) is a reduced form of wc, in B,3(Cn),
then
P (i yzi)= Z n~E(G)|mB[G),
G
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where the sum runs over all alternating weakly-well-structured graphs G on the vertex
set [n] with lexicographic edge-labels.
Theorem 68. (Canonical triangulation.) Let G1 , ... , Gk be all the alternating
well-structured graphs on the vertex set [n]. Then the root polytopes P(G 1), .. . , P(Gk)
are n-dimensional simplices forming a triangulation of P(P'). Furthermore, the in-
tersections of the top dimensional simplices P(G 1 ), ... , P(Gk) are simplices P(H),
where H runs over all alternating weakly-well-structured graphs on the vertex set [n].
Given a polytope P C R', the tth dilate of P is
tP = {(txi, ... ,tx)|(x1, .. . ,xn) E P}.
The Ehrhart polynomial of an integer polytope P C Rn is
Ly(t) = #(tW n Zn).
For background on the theory of Ehrhart polynomials see [BR].
Theorem 69. (Ehrhart polynomial.)
Lp(pi)(t) = (-1)" (fl(d)(-1)d -+tJ + d 1)d) (l1dd+
where f' (d) is the number of alternating weakly-well-structured graphs on the vertex
set [n] with d edges one of which is a loop and f(d) is the number of alternating
weakly-well-structured graphs on the vertex set [n] with d edges and no loops.
Proof. By Theorem 68, P(Pl)o = _FEW P(F) U LJFIEW1 P(F)O , where W is the set
of all alternating weakly-well-structured graphs on the vertex set [n] with no loops
and W1 is the set of all alternating weakly-well-structured graphs on the vertex set
[n] with a loop. Then
Lp(pi)o(t) = 3 Lyp(Ft) + Lp(F1)o(t).
FEW F'EW'
By [Si, Theorem 1.3] the Ehrhart series of P(F), F E W, #E(F) = d, and P(F),
F1 c W', #E(Fl) = d, respectively, are J(P(F), x) = 1 + E', LP(F)(t)X = (x)d+1
and J(P(F), x) = (1+xad1. Equivalently, LP(F)o (t) = LP(FI)o (t) = d
Thus,
Lp(pi)o(t) = fl(d) ((-1 + ()) + f(d) t -1
d=1 d=1
where f1(d) = #{F E W' I #E(F) = d}, f (d) = #{F c W I #E(F) = d}. Using
the Ehrhart-Macdonald reciprocity [BR, Theorem 4.1]
Lp(pt)(t) = (-1)"Lp(p)o(-t) =
= " fl(d)(-1)d (d+t) + (d+t1) ) + f(d)(-1) d +t)
(d=1 d=1
Theorems 66, 67, 68 and 69 can be generalized to any well-structured graph G by
adding further technical requirements on the weakly-well-structured graphs that can
appear among the leaves of a B3-reduction tree with root labeled by G. Due to the
technical nature of these results, we omit them here.
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Chapter 4
Reduced forms in Kirillov's type
D, bracket algebra
4.1 Introduction
In this chapter we study the noncommutative bracket algebra B(D") of type D"
defined by A. N. Kirillov [K2]. Using noncommutative Gr6bner bases techniques we
prove that a family of monomials has unique reduced forms in it. A special case of
our results proves a conjecture of A. N. Kirillov about the uniqueness of the reduced
form of a Coxeter type element in the bracket algebra of type D".
In Section 4.2 the definition of B(D.) is given along with Kirillov's conjecture
pertaining to it. In Section 4.3 combinatorial results regarding a family of monomials
are proved. Finally, in Section 4.4 we prove a general result on the reduced forms of
monomials implying Kirillov's type D, conjecture.
4.2 The type D, bracket algebra
In the rest of the chapter we study the reduced forms of elements in the type Dn
bracket algebra with combinatorial methods fused with noncommutative Gr6bner
basis theory. There is a connection with subdivisions of type C, root polytopes is
present in this case in a manner analogous to that shown in Chapter ??; we do not
study this aspect further.
Let the -bracket algebra B3(D,) of type D, be an associative algebra over
Q[O], where 3 is a variable (and a central element), with a set of generators {xi, Yij
1 < i # j < n} subject to the following relations:
(1) xij + xji = 0, Yij = Yjz, for i # j,
(2) zizj = zjzi
(3) XijXkI = XklXij, YijXkl = Xki, YijYkl = YklYij, for i < j, k < 1 distinct.
(4) ZiXkI = XklZi, ZiYkl = YklZi, for all i # k, 1
(5) XijXjk = XikXij + XjkXik +Oxik, for 1 < i < j < k < n,
(5') XjkXij = XijXik - XikXjk + Oxik, for 1 < i < j < k < n,
(6) XijYjk = YikXij + YjkYik + 3 Yik, for 1 < i < j < k < n,
(6') YjkXij XijYik + YikYjk + /Yik, for 1 < i < J < k K n,
(7) XikYjk = YjkYij + YijXik + /3yj, for 1 < i < j < k < n,
(7') YjkXik = YijYjk + XikYij + /yj, for 1 < i < j < k < n,
(8) YikXjk = XjkYig + YijYik + 3yij, for 1 < i < j < k < n,
(8') XjkYik YijXjk + YikYij + /yj, for 1 < i < j < k K n,
Note that B'(Cn) is the quotient of B3(Ds), since B'3 (Cn) has all the above relation
and in addition relations (9), (9'); see Section ??.
Let WD, = R= 1 Xi,i+lYn-l,n be a Coxeter type element in B'3 (Dn) and let Pn be
the polynomial in variables xij, yij, 1 < i # j < n obtained from WD, by successively
applying the defining relations (5) - (8') in any order until unable to do so, in the
algebra Q[](xij, yij f 1 < i < j < n)/I, where I is the (two-sided) ideal generated
by the relations (1) - (4). We call Pn a reduced form of WD, and consider the
process of successively applying the defining relations (5) - (8') as a reduction process
in Q[/](xig, yy I 1 i < j n)/I, with the reduction rules:
(5) XijXk -XikXij + XjkXik +OXik, for 1 < i < j < k < n,
(5') XjkXij -- xijxik + XikXjI + OXik, for 1 < i < j < k < n,
(6) XijYjk -Y-kXij + YjkYik + /yk, for 1 < i <j < k < n,
(6') YjkXij - XijYik + YikYjk + /Yik, for 1 < i <j < k < n,
(7) XikYjk --+ ykyyij + YijXik + ggi, for 1 < i < j < k < n,
(7') YjkXik -+ YijYjk + XikYij + f3yij, for 1 < i < J < k < n,
(8) YikXjk - XjkYij + YijYik + #yi, for 1 < i < j < k < n,
(8') XjkYik YijXjk + YikYij + !Yij, for 1 < i < j < k < n.
The reduced form of any other element of B3(Dn) is defined analogously. As in
the type C, case, the relations of B' 3(Dn) can be interpreted as subdividing type Cn
root polytopes and the reduced form of an element as a subdivision, though not a
triangulation, of a type Cn polytope. We pursue a different approach to studying
reduced forms here.
We can think of the reduction process in Q(3, xij, yij | 1 < i < j < n)/IO,
where the generators of the (two-sided) ideal I0 are those of I and in addition the
commutators of 3 with all the other variables xig, yij, 1 i < j < n.
Conjecture 2. (Kirillov [K2]) Apart from applying the relations (1)-(4), the re-
duced form Pn' of WD, does not depend on the order in which the reductions are
performed.
Note that the above statement does not hold true for any monomial; some exam-
ples illustrating this were already explained in the comments after Conjecture 1 in
Section 3.2.
4.3 Graphs for type Dn
It is straighforward to reformulate the reduction rules (5)-(8') in terms of reductions
on graphs. If m E B34(Dn), then we replace each monomial m in the reductions by
corresponding graphs Gt3[m]. The analogous procedure for type Cn is explained in
detail in Section 3.8.
We now define a central notion for those signed graphs whose corresponding mono-
mials turn out to have a unique reduced form in BO(Ds). We reuse the expression
"good graph" from the type Cn case, though the meaning in type Dn is different.
Previously we used good in the type C, sense; in the following we use good in the
type D, sense.
A graph H on the vertex set [n] and k edges labeled 1,-.. ., k is good if it satisfies
the following conditions:
(i) The negative edges of H form a noncrossing graph.
(ii) If edges (i, j, -). and (j, k, e2)b are in H, i < j < k, E2 6 {-,+}, then a < b.
(iii) If edges (i, j, -)a and (i, k, e2)b are in H, i < j < k, e2 E {-,+}, then a > b.
(iv) If edges (j, k, -)a and (i, k, e2)b are in H, i <j < k, E2 E {-, }, then a < b.
(v) If edges (j, k,+)a and (i, k, -)b are in H, i <j < k, then a> b.
(vi) If edges (i, k, -)a and (j, l, +)b are in H, i <j < k < l, then a> b.
Lemma 70. If H is a good graph, then reduction rules (5'), (6'), (7'), (8) cannot be
performed on it. If we perform any of the reduction rules (5), (6), (7), (8') on H, then
we obtain a graph H', which is also a good graph.
Proof. Note that there is no way of commuting the labels of good graphs as to obtain
an order on the edges which would allow rules (5'), (6'), (7'), (8) to be performed.
That the following properties carry over from H to Hr follows from [M1, Lemma
12], noting that only reduction rule (5) creates new negative edges:
" The negative edges of H form a noncrossing graph.
" If edges (i, j, -)a and (j, k, -)b are in H, i <j < k, then a <b.
" If edges (i, j, -)a and (i,k,-)b are in H, i <j < k, then a> b.
" If edges (j, k,-)a and (i, k,-)b are in H, i < j < k, then a < b.
Inspection shows that the following properties carry over from H to H", keeping
in mind that the above properties carry over for negative edges.
" If edges (i, j, -)a and (j,k,+)b are in H, i <j < k, then a < b.
" If edges (j, k,-)a and (i, k,+)b are in H, i < j < k, then a < b.
" If edges (j, k, +)a and (i, k, -)b are in H, i < j < k, then a > b.
e If edges (i, k, -), and (j, l, +)b are in H, i < j < k < 1, then a > b.
Finally, given that all the above properties carry over from H to H', it follows
that the property
e If edges (i, j, -)a and (i, k,+)b are in H, i < j < k, then a > b.
also carries over.
Why are good graphs so good? Well, if the relations (5), (6), (7), (8') were a non-
commutative Gr6bner basis for the ideal they generate in Q(3, xig, yij | 1 < i < j
n)/I3, with tips XijXjk, XijYjk, XikYjk, XjkYik, respectively, then it would follow imme-
diately that the reduced form of monomials corresponding to good graphs are unique
by results in noncommutative Gr6bner bases theory. As it turns out the previous is
not the case, however, we can still use Gr6bner bases to prove the uniqueness of the
reduced forms of the monomials corresponding to good graphs, which we call good
monomials, with a little bit more work. We show how to do this in the next section.
4.4 Gr6bner bases
In this section we briefly review some facts about noncommutative Gr6bner bases
and use them to show that the reduced forms of good monomials are unique.
We use the terminology and notation of [G], but state the results only for our
special algebra. For the more general statements, see [G). Throughout this section
we consider the noncommutative case only.
Let
R = (,xij, yij 11 < i < j < n)/I0
with multiplicative basis B, the set of noncommutative monomials up to equivalence
under the commutativity relations described by I.
The tip of an element f E R is the largest basis element appearing in its expansion,
denoted by Tip(f). Let CTip(f) denote the coefficient of Tip(f) in this expansion.
A set of elements X is tip reduced if for distinct elements x, y E X, Tip(x) does
not divide Tip(y).
A well-order > on B is admissible if for p, q, r, s E B:
1. if p < q then pr < qr if both pr 7 0 and qr# 0;
2. if p < q then sp < sq if both sp # 0 and sq 0;
3. ifp=qr,thenp>qandp>r.
Let f, g E R and suppose that there are monomials b, c E B such that
1. Tip(f)c=bTip(g).
2. Tip(f) does not divide b and Tip(g) does not divide c.
Then the overlap relation of f and g by b and c is
-fco(f, g, b c) - Cf
'CTip(f)
_ 
bg
CTip(g)
Proposition 71. ([G, Theorem 2.3]) A tip reduced generating set of elements 9 of the
ideal J of R is a Grobner basis, where the ordering on the monomials is admissible,
if for every overlap relation
o(gi,9 2 ,p, q) -g 0,
where g1 , g2 C g and the above notation means that dividing o(g1, g2, p, q) by g yields
a remainder of 0.
See [G, Theorem 2.3] for the more general formulation of Proposition 71 and [G,
Section 2.3.2] for the formulation of the Division Algorithm.
Proposition 72. Let J be the ideal generated by the elements
* XijXjk - XikXij - XjkXik - Oxik, for 1 <i < j < k < n,
e XijYjk - YtkXij - Yjkyik -- Byik, for 1 < i <j <k n,
e XikYjk - YjkYij - YijXik - 3Yij, for 1 < j < k < n,
e xjkyik - Yijxjk - yikyij - Byij, for 1 < i < j < k < n,
in R/Y, where Y is the ideal in R generated by the elements
* XikXijYik + XjkXikYik + XikYik - XijYijXjk - XijYikYij - Ox ijyij, for 1 < i < j <
k < n.
Then there is a monomial order in which the above generators of J form a Grobner
basis g of J in R/Y, and the tips of the generators are, respectively,
* XiJXjk,
e xijyjk,
e xikyjk,
e xjkyik.
Proof. Let xij > Ykl for any i < j, k < 1, and let xij > xki and yij > Ykl if (i, j) is less
than (k, 1) lexicographically. The degree of a monomial is determined by setting the
degrees of zij, yij to be 1 and the degrees of 3 and scalars to be 0. A monomial with
higher degree is bigger in the order >, and the lexicographically bigger monomial of
the same degree is greater than the lexicographically smaller one. Since in R two
equal monomials can be written in two different ways due to commutations, we can
pick a representative to work with, say the one which is the "largest" lexicographically
among all possible ways of writing the monomial, to resolve any ambiguities. The
order > just defined is admissible, in it the tips of
e XijXjk - XikXij - XjkXik - 3Xik, for 1 K i < j < k < n,
e XijYjk - yikxij - yjkyik -- /yik, for 1 < i < j < k < n,
" XikYjk - yjkyij - yijxik - /yij, for 1 < i < j < k < n,
* XjkYik - yijxjk - yikyij --- Yij, for 1 < i < j < k < n,
are
0 XijXjk,
0 xijYyyi
" XikYjk,
" XjkYik.
In particular the generators of J are tip reduced. A calculation of the overlap
relations shows that o(gi, 92,P, q) =>g 0 in R/Y, where g1 , g2 E g. Proposition 71
then implies Proposition 72. F-1
Corollary 73. The reduced form of a good monomial m is unique in R/Y.
Proof. Since the tips of elements of the Gr6bner basis g of J are exactly the monomials
which we replace in the prescribed reduction rules (5), (6), (7), (8'), the reduced form
of a good monomial m is the remainder r upon division by the elements of g with the
order > described in the proof of Proposition 72. Since we proved that in R/Y the
basis g is a Gr6bner basis f J, it follows by [G, Proposition 2.7] that the remainder
r of the division of m by g is unique in R/Y. That is, the reduced form of a good
monomial m is unique in R/Y.
We would, however, like to prove uniqueness of the reduced form of a good mono-
mial m in R. This is what the next series of statements accomplish.
Lemma 74. There is a monomial order in which the elements
e XikXijYik + XjkXikYik + OxikYik - XijYijXjk - XijYikYij - 3 XijYij, for 1 < i < j <
k < n,
are a Gr6bner basis of Y in R, and the tip of XikXijYik+XjkXikikI+0XikYik -XijYijXjk -
XijYikYij - OXijyij is XijYikYij-
Proof. Let xij < Ykl for any i < j, k < 1, and let xij > Xkl and yij > YkI if (i, j) is less
than (k, 1) lexicographically. The degree of a monomial is determined by setting the
degrees of xij, yij to be 1 and the degrees of 3 and scalars to be 0. A monomial with
higher degree is bigger in the order >, and the lexicographically bigger monomial
of the same degree, the variables being read from left to right, is greater than the
lexicographically smaller one. Since in R two equal monomials can be written in two
different ways due to commutations, we can pick a representative to work with, say
the one which is the "largest" lexicographically among all possible ways of writing
the monomial, to resolve any ambiguities. The order > just defined is admissible, the
tip of XikXijYik + XjkXikYik + OxikYik - XijYijXjk - XijYikYij - /3Xijyij is XijYikyij, and
thus the generators of Y are tip reduced. Since there are no overlap relations at all,
by Proposition 71 Lemma 74 follows.
Corollary 75. If f E Y then there is a term of f which can be written as m 1 -
XijYikYij -m 2 for some 1 <i < j < k < n, where M1 , M 2 are some monomials in R.
Proof. Lemma 74 implies that
(XijYikYij |1 < i < j < k < n) = (Tip(Y)).
From here the statement follows.
Theorem 76. The reduced form of a good monomial m is unique in R.
Proof. By Corollary 73 the reduced form of a good monomial m is unique in Q(3, xij, yij
1 < i < j n)/IO/Y. Since by Corollary 75 every f E Y contains a term divisible by
XijYikYij for some 1 < i < j < k < n, it follows that the reduced form of a good mono-
mial m is unique in Q(/3, xij, yij I1 i < j < n)/I0, since a good monomial cannot
contain any term divisible by XijYikyij because of property (iii), with e2 = +. El
A special case of Theorem 76 is the statement of Conjecture 2, since WD, is a good
monomial.
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