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Abstract
We adapt the theory of chordal Loewner chains to the operator-valued matricial
upper-half plane over a C∗-algebra A. We define an A-valued chordal Loewner
chain as a subordination chain of analytic self-maps of the A-valued upper half-
plane, such that each Ft is the reciprocal Cauchy transform of an A-valued law
µt, such that the mean and variance of µt are continuous functions of t.
We relate A-valued Loewner chains to processes with A-valued free or mono-
tone independent independent increments just as was done in the scalar case by
Bauer [1] and Scheißinger [2].
We show that the Loewner equation ∂tFt(z) = DFt(z)[Vt(z)], when inter-
preted in a certain distributional sense, defines a bijection between Lipschitz
mean-zero Loewner chains Ft and vector fields Vt(z) of the form Vt(z) = −Gνt(z)
where νt is a generalized A-valued law.
Based on the Loewner equation, we derive a combinatorial expression for
the moments of µt in terms of νt. We also construct non-commutative random
variables on an operator-valued monotone Fock space which realize the laws
µt. Finally, we prove a version of the monotone central limit theorem which
describes the behavior of Ft as t→ +∞ when νt has uniformly bounded support.
Keywords: chordal Loewner chain, chordal Loewner equation,
operator-valued non-commutative probability, Cauchy transform, monotone
independence, free independence,
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1. Introduction
1.1. Chordal Loewner Chains
Loewner chains were introduced by Karl Loewner in 1923 [3] and further
developed by Kufarev and Pommerenke [4]. One of the main applications of
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the theory was to use differential equations to prove estimates on the power se-
ries coefficients of univalent analytic functions on the unit disk (the Bieberbach
conjecture). Loewner used this technique to prove a special case of the Bieber-
bach conjecture, and it was a key ingredient in the full conjecture’s eventual
resolution [5].
We shall focus here on chordal Loewner chains, that is, Loewner chains
defined on the upper half-plane H = {Im z > 0}. Our terminology follows
Bauer’s general treatment of chordal Loewner chains [6]. A chordal Loewner
chain is a family of conformal maps f(·, t) : H → Ωt ⊆ H satisfying F (z, t) =
z− t/z+O(1/z2) and Ωs ⊇ Ωt for s ≤ t. Every chordal Loewner chain satisfies
the (generalized) Loewner equation
∂tF (z, t) = ∂zF (z, t) · V (z, t) for a.e. t, (1.1)
where V (·, t) : H → H is an analytic function satisfying V (z, t) = −1/z +
O(1/z2) [6, Theorem 5.3] (the function V (z, t) is known as a Herglotz vector
field). Conversely, given a Herglotz vector field V (z, t), there exists a unique
chordal Loewner chain satisfying the Loewner equation [6, Theorem 5.6].
Since we will be working exclusively with chordal Loewner chains, for the
sake of brevity, we will drop the adjective “chordal” when discussing Loewner
chains and the Loewner equation.
If Ft(z) = F (z, t) is a Loewner chain, then Ft is analytically subordinated
to Fs for s < t, that is, there exists Fs,t : H → H such that Ft = Fs ◦ Fs,t.
Conversely, if Ft satisfies Ft(z) = z − t/z +O(1/z2), then (Ft)t≥0 is a Loewner
chain if and only if Ft is subordinated to Fs for s < t. These subordination
functions satisfy Fs,t ◦ Ft,u = Fs,u for s ≤ t ≤ u. The standard way to solve
the Loewner equation is first to construct the subordination functions Fs,t by
solving the ODE ∂sFs,t = V (Fs,t, s) as s runs backwards from t to 0 [6, Theorem
5.5].
The theory of Loewner chains has been extended to domains in Cn and even
reflexive Banach spaces [7], motivated by similar complex-analytic applications.
Our adaptation of chordal Loewner chains to the operator-valued upper half-
space is motivated instead by its applications to non-commutative probability.
1.2. Operator-Valued Non-Commutative Probability
In non-commutative probability, one considers algebras of random variables
which do not commute under multiplication. These random variables are rep-
resented by an algebra B of operators on a Hilbert space, and the expectation
is a linear map E : B → C. Here we take B to be a C∗-algebra; for background,
see §3.1.
A non-commutative version of independence called free independence was
defined by Voiculescu [8]. One of the main tools for studying the distributions
of non-commutative random variables is an analytic function called the Cauchy
transform. If X is a self-adjoint random variable, then the Cauchy transform of
(the law of) X is given by GX(z) = E[(z −X)−1] and the F -transform FX(z)
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is given by FX(z) = GX(z)
−1. The F -transform is a self-map of the upper
half-plane.
In 2004, Bauer [1] connected Loewner chains to non-commutative proba-
bility by observing that if (Xt)t≥0 is a process with freely independent incre-
ments, then FXt(z) is a chordal Loewner chain. This follows from a fundamen-
tal theorem in free probability that if X and Y are freely independent, then
FX+Y = FX ◦ F for some analytic function F : H → H (see [9, Proposition
4.4], [10, Theorem 3.1]). Thus, if (Xt) is a process with freely independent in-
crements, then FXt = FXs ◦ Fs,t for some Fs,t : H → H. This implies that the
evolution of the laws associated to a process with free increments is described
by a Loewner chain. However, not all Loewner chains arise in this way (see §4.4
for an explicit counterexample).
Furthermore, in the case of a process with freely independent and stationary
increments, if Ft(z) = FXt(z), then we have
∂tFt(z) = −∂zFt(z)Φ(Ft(z)), (1.2)
where Φ is a function from the upper half-plane to the lower half-plane. Thus,
in this case, the vector field for the Loewner equation is given by V (z, t) =
−Φ(Ft(z)). For further discussion, see §5.4 as well as [8, Theorem 4.3] and [2,
§3.5].
Loewner chains are more directly connected to another type of non-commutative
independence calledmonotone independence, defined by Muraki [11], [12]. If two
random variables X and Y are monotone independent, then FX+Y = FX ◦ FY .
Thus, if (Xt)t≥0 is a process with monotone independent increments, then FXt
is subordinated to FXs for s < t, and hence 1/GXt is a Loewner chain in this
case as well. Conversely, every Loewner chain arises in this way from a process
with monotone independent increments, as shown by Schleißinger [2, Theorem
3.6].
In the case of a monotone convolution semigroup (a process with monotone
independent and stationary increments), the differential equation for the evolu-
tion of Ft = 1/GXt was studied much earlier by Muraki [11, §Theorem 4.5] and
Hasebe [13, §3.1], who showed that
∂tFt(z) = F
′
t (z)A(z) (1.3)
for a function A(z) which is a Herglotz vector field in the case where Xt has
mean zero. The function A(z) serves as a generating function for the monotone
cumulants [14, Concluding remark] [15, Concluding remark]. Schleißinger [2]
recognized (1.3) as a special case of the Loewner equation.
We refer to [2] for a summary of the connections between Loewner chains and
non-commutative probability in the scalar case. Our goal is to generalize these
results to the operator-valued setting, in which the scalar field C is replaced by
a C∗-algebra A and the expectation is A-valued; the setup is described in detail
in §3.1 - 3.3.
The development of operator-valued non-commutative probability, initiated
in [16], has several motivations. First, even scalar-valued non-commutative
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probability would motivate us to consider the case A =Mn(C) because the law
of a tuple of operators can be analyzed by putting them together into a single
matrix. Similarly, a polynomial p applied to an operator X can be expressed
as one entry of P (X ⊗ 1n) where P is a non-commutative polynomial with
coefficients inMn(C) and X⊗1n is the diagonal matrix of X ’s. For background
on these linearization tricks, see [17], [18, §2], [19, §2.6], [20, Lemma 3.2], [21].
Furthermore, operator-valued non-commutative independence is a natural non-
commutative analogue of conditional independence.
In the operator-valued setting, in order to get an analytic characteriza-
tion of operator-valued Cauchy transforms, one must work not only with func-
tions taking values in the algebra A, but with so-called fully matricial or non-
commutative functions (see §3.4 - §3.6). In other words, the Cauchy transform
Gµ(z) must be viewed as a function which is defined not only when z is in A,
but also when z is an n×n matrix over A. Voiculescu introduced the matricial
Cauchy transform into free probability [22] [23] [24], and this was later recog-
nized as a special case of non-commutative function theory (see [25]). An ana-
lytic characterization of operator-valued Cauchy transforms was recently given
by Williams [20, Theorem 3.1]; this will be a key ingredient in our analysis.
We refer to [16, 26, 17, 27, 28, 29] for background on operator-valued free
independence (a.k.a. free independence with amalgamation), and to [30, 31, 15,
32] for background on operator-valued monotone independence.
1.3. Main Results
Suppose that A is a C∗-algebra (see §3.1 for definition). An A-valued fully
matricial function is, roughly speaking, a collection of analytic functions F (n)(z)
from an open set U (n) of Mn(A) to another open set of Mn(A), such that the
domains U (n) and the functions F (n) behave consistently under direct sums of
matrices and conjugation by scalar matrices (see §3.4 for precise definitions).
The matricial upper half-plane H(A) consists of the matrices z ∈ Mn(A) such
that Im z := − 12 i(z − z∗) satisfies Im z ≥ ǫ for some ǫ > 0 depending on z (see
Definition 3.23).
We define a Loewner chain as a family (Ft)t∈[0,T ] of fully matricial functions
H(A)→ H(A) such that
(1) F0 = id.
(2) Ft(z) = Fµt(z) for some law µt with “bounded support”.
(3) For each s < t, we have Ft = Fs ◦ Fs,t for some matricial-analytic Fs,t :
H(A)→ H(A)
(4) The mean µt(X) and the variance µt(X
2) are continuous functions of t.
Furthermore, we say that a Loewner chain (Ft) is normalized if µt(X) = 0, and
it is Lipschitz if µt(X
2) is a Lipschitz function of t. (See Definitions 4.2, 5.1)
We have the following results concerning operator-valued Loewner chains:
Regularity of Loewner Chains: Proposition 4.6 shows that if (Ft)t∈[0,T ]
is a Loewner chain, then each Ft is a biholomorphic map with a fully matricial
inverse. We also show that the subordination map Fs,t is automatically a recip-
rocal Cauchy transform, and the laws µt automatically have “support radius”
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which is uniformly bounded for s, t ∈ [0, T ], in fact, less than or equal to a
constant times the support radius of µT .
Loewner Chains and Monotone Probability: Theorem 4.15 shows that
Ft(z) = GXt(z)
−1 provides a correspondence between Loewner chains Ft and
processesXt with A-valued monotone independent increments. This generalizes
[2, Theorem 3.5].
Loewner Chains and Free Probability: Theorem 4.23 shows that if Xt
is a process with A-valued free increments, then FXt(z) is an A-valued Loewner
chain. This result is motivated by [1] and [2, §3.5]. We give a simple example to
show that not every Loewner chain arises from a process with free increments.
Differentiation of Loewner Chains: Theorem 5.10 shows that every
Lipschitz normalized Loewner chain is a locally Lipschitz function of t, and it
satisfies
∂tF (z, t) = DF (z, t)[V (z, t)], (1.4)
whereDF (z, t) is the Fre´chet derivative with respect to z and V (z, t) = −Gνt(z)
for some generalized law νt. Here the differentiation with respect to t occurs in a
distributional sense defined in §2.3. The vector field V (z, t) and the generalized
law νt also depend on t in a distributional sense (see Definitions 5.3 and 5.4).
This is the operator-valued analogue of [6, Theorem 5.3].
Integration of the Loewner Equation: Theorem 5.13 shows that con-
versely, given a vector field V (z, t), there exists a unique Loewner chain F (z, t)
satisfying the Loewner equation, generalizing [6, Theorem 5.6].
Combinatorial Formula for F (z, t): Theorem 6.9 provides a combinato-
rial formula for the coefficients of the power series of F (z, t) at ∞ in terms of
the measures νt. This generalizes moment formulas from monotone probability
theory, e.g. [11, p. 33-34] [14, Corollary 5.2, Theorem 5.3, Remark 6.4], [15,
concluding paragraph], [31, Theorem 2.5], [32, Definition 4.4 and Proposition
4.8].
Fock-space Realization of the Laws µt: Theorem 6.25 describes how to
realize the laws µt corresponding to a Lipschitz Loewner chain Ft. We construct
operators Yt on a monotone Fock space (related to constructions in [33], [34],
[17, §4.7]) such that (Yt) is a process with monotone independent increments
and Yt has the law µt.
Central Limit Theory for Loewner Chains: Theorem 7.4 proves a
central limit theorem describing the behavior of F (z, t) for large t, assuming that
the measures νt maintain bounded support. Using the Fock space of Theorem
6.25, we explicitly construct a coupling between the process Yt and another
process Zt with monotone independent increments, such that Zt has the central-
limit arcsine distribution. Theorem 7.7 is another version of the central limit
theorem which estimates the difference between GYt and GZt using the Loewner
equation.
To complete our overview of the paper, let us also summarize the earlier
sections which lay the technical groundwork for the theory of operator-valued
Loewner chains.
§2 Locally Lipschitz Families: This section will discuss analytic functions
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over Banach spaces, and develop a theory of distributional differentiation (with
respect to t) of a family F (z, t) which is analytic in z and Lipschitz in t.
§3 C∗-valued Non-Commutative Probability: This section reviews
background on operator-valued probability spaces and laws in §3.1 - §3.3. Next,
in §3.4 - §3.5, we describe fully matricial functions and explain Williams and
Anshelevich’s analytic characterization of operator-valued Cauchy transforms
[20, Theorem 3.1] [32, Theorem A.1]. We also state some basic estimates for
Cauchy transforms which we will frequently use. In §3.6, we analyze the be-
havior of F -transforms (reciprocal Cauchy transforms) at ∞, showing that if
F3 = F1 ◦ F2 and two of the functions are F -transforms, then so is the third.
We also relate the support radii of the associated laws. We also observe that
for every law µ, there exists a generalized ν such that Fµ(z) = z − a−Gν(z).
This paper is restricted to the case of self-adjoint random variables for
brevity, but further research should investigate analogous questions for unitary
operators and Loewner chains on the operator-valued matricial unit ball (see [1]
for motivation). We have not tried to remove the assumption that our laws have
“bounded support” because a good theory of Cauchy transforms for unbounded
laws is not yet available. We have treated processes with free increments briefly,
but we plan to discuss them in greater detail in later work.
2. Locally Lipschitz Families of Analytic Maps
For a scalar-valued Loewner chain F (z, t), the dependence on z is analytic
and the dependence on t is locally Lipschitz. Loewner theory relies on the
regularity theory for such locally Lipschitz families of analytic functions. For
instance, a locally Lipschitz family can be differentiated a.e. with respect to t,
and we have ∂t∂
k
zF = ∂
k
z ∂tF . Moreover, for two such families F and G, the
chain rule holds for computation of ∂t[G(F (z, t), t)]. Our goal in this section
is to prove analogous results for locally Lipschitz familes of analytic functions
F : X × [0, T ]→ X , where X is a Banach space.
2.1. Analytic Functions between Banach Spaces
We recall some standard definitions and facts about analytic functions be-
tween Banach spaces. For background, see [35], [36], [37]. For the reader’s
convenience, we include only the level of generality that will be used in this
paper and give sketches of the proofs.
Notation 2.1. For a Banach space X , we denote by BX (0, R) the open ball in
X of radius R centered at x. We denote by L(X ,Y) the space of bounded linear
transformations from X to Y.
Definition 2.2. Let X and Y be Banach spaces and let U ⊆ X be open. We
say that F : U → Y is analytic if
(1) F is locally bounded, that is, for each x ∈ U , there exists R > 0 and M > 0
such that ‖x− x0‖ < R implies y ∈ U and ‖f(x)‖ ≤M .
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(2) F is Gaˆteaux-differentiable, that is, for each x0 ∈ U and h ∈ X ,
lim
ζ→0
F (x+ ζh)
ζ
exists.
Theorem 2.3. Let F : U → Y be analytic. For each x0 ∈ U and h ∈ X and
k ∈ N, the iterated complex Gaˆteaux derivative
δkF (x0;h) :=
dk
dζk
∣∣
ζ=0
F (x0 + ζh)
is defined. Moreover, δkF (x0;αh) = α
kδkF (x0, h) for α ∈ C. If F (x) is defined
and ‖F (x)‖ ≤M for x ∈ BX (x0, R), then we have the Cauchy estimate
1
k!
‖δkF (x0;h)‖ ≤ ‖h‖
k
M
Rk
. (2.1)
and the local power series expansion
F (x0 + h) =
∞∑
k=0
δkF (x0;h) for ‖h‖ < R. (2.2)
Proof. Assume that F (x) is defined and bounded by M on BX (x0, R) and let
h ∈ X . Suppose that y∗ ∈ Y∗ and ‖y∗‖ ≤ 1. Then y∗[F (x0 + ζh)] is a scalar-
valued complex-differentiable function on BC(0, R/‖h‖) which is bounded byM .
Thus, by Goursat’s theorem, y∗[F (x0 + ζh)] is analytic, and we have a power
series expansion
y∗[F (x0 + ζh)] =
∞∑
k=0
1
k!
αx,h,y∗kζ
k, (2.3)
where αx0,h,y∗ ∈ C. Using the Cauchy integral formula and the resulting Cauchy
estimates, we have
1
k!
|αx0,h,y∗ | ≤
M‖h‖k
Rk
. (2.4)
Next, one argues by induction on k that there exists fx,h,n ∈ Y such that
αx0,h,y∗,n = y
∗[fx,h,n] for all y∗ ∈ BY∗(0, 1). The base case n = 0 is trivial since
fx0,h,0 = F (x0). For the inductive step, note that by inductive hypothesis,
F (x+ ζh) =
n−1∑
k=0
y∗[fx0,h,k]ζ
k + αx0,h,y∗,nζ
n +OM,R,h(ζ
n+1),
where, because of (2.4), the error estimate is uniform for y∗ ∈ BY∗(0, 1). Thus,
αx0,h,y∗,n = lim
ζ→0
1
ζn
y∗
[
F (x+ ζh)−
n−1∑
k=0
fx0,h,kζ
k
]
with the rate of convergence independent of y∗. It follows that limζ→0(F (x +
ζh) − ∑n−1k=0 fx0,h,kζk) exists in Y, and we call this limit fx0,h,n. Then we
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have y∗[fx0,h,n] = αx0,h,y∗,n. Because the Cauchy estimate (2.4) holds for all
y∗ ∈ BY∗(0, 1), we obtain (1/k!)‖fx0,h,n‖ ≤M‖h‖n/Rn. From this, one checks
that for |ζ| < R/‖h‖,
F (x0 + ζh) =
∞∑
k=0
1
k!
fx,h,kζ
k.
It follows that (d/dζ)kF (x0+ζh)|ζ=0 exists and equals fx0,h,k, so that δkF (x0;h)
is defined and equals fx0,h,k. The theorem now follows from the claims we proved
about fx0,h,k.
As a consequence of Theorem 2.3 we have the following local continuity
estimates. If F : BX (x0, R)→ Y is analytic and bounded by M , then we have
‖F (x)− F (x0)‖ ≤ M‖x− x0‖
R− ‖x− x0‖ , (2.5)
which follows from estimating the power series (2.2) term by term. Moreover,
F is Lipschitz on BX (x0, r) for every r < R/2. Indeed, if x1, x2 ∈ BX (x0, r),
then we can apply the previous estimate with x1 in place of x0 and R − r in
place of R to obtain
‖F (x1)−F (x2)‖ ≤ M‖x1 − x2‖
R− r − ‖x1 − x2‖ ≤
M‖x1 − x2‖
R− 2r whenever r < R/2 and x, x
′ ∈ BX (x0, r).
(2.6)
In particular, F is continuous and locally Lipschitz.
Continuing with x0, x1, x2, r, R as above, we may apply the Cauchy estimate
to x 7→ F (x1 + x)− F (x2 + x) on BX (0, R− r) to obtain
1
k!
‖δkF (x1;h)−δkF (x2;h)‖ ≤ M‖x1 − x2‖‖h‖
k
(R − 2r)(R − r)k whenever r < R/2 and x, x
′ ∈ BX (x0, r).
(2.7)
In particular, δF (x;h) is continuous in x.
Lemma 2.4. A function F : U → Y is analytic on U if and only if it is complex
Fre´chet differentiable at each point x0 ∈ U , that is, there exists a bounded linear
transformation DF (x0) : X → Y such that
F (x) = F (x0) +DF (x0)[x− x0] + o(‖x− x0‖).
Moreover, in this case DF (x0)[h] = δF (x0;h).
Sketch of proof. We claim that δF (x0;h) is complex linear in h. We have al-
ready shown it is homogeneous. Fix x0 and suppose that F is defined and
bounded by M on BX (x0, R). Fix h1 and h2 in X . Then
F (x0 + ζh1 + ζh2) = F (x0) + δF (x0;h1 + h2)ζ +OM,R
(
|ζ|2‖h1 + h2‖2
)
,
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where the error estimate only depends on M and R. On the other hand, if
r < R/2, we also have
F (x0+ζh1+ζh2) = F (x0)+ζδF (x0;h1)+ζδF (x0+ζh1;h2)+OM,r
(
|ζ|2‖h1‖2 + |ζ|2‖h2‖2
)
.
provided that |ζ| < 2min(‖h1‖, ‖h2‖, ‖h1 + h2‖)/r. Because of (2.7), δF (x0 +
ζh1;h2) → δF (x0;h2) as ζ → 0. Thus, δF (x0;h1 + h2) = δF (x0;h1) +
δF (x0;h2). If we define DF (x0)[h] = δF (x0;h), then DF (x0) is a bounded lin-
ear transformation and given that F (x0+h) ≈ F (x0)+δF (x0;h)+OR(‖h‖2), it
follows that F is Fre´chet differentiable. Conversely, if F is Fre´chet differentiable,
then it is locally bounded and Gaˆteaux differentiable, and hence analytic.
As a consequence of the last lemma and the chain rule for Fre´chet differen-
tiation, we have the following.
Lemma 2.5. The composition of two analytic functions is analytic.
Lemma 2.6. Suppose that (Fn) is a sequence of analytic functions U → Y
where U ⊆ X is open. Assume that supn‖Fn‖ is locally bounded and suppose for
each x0, we have Fn(x) → F (x) uniformly on some neighborhood of x0. Then
F is analytic.
Sketch of proof. In the case of scalar analytic functions, this result is a standard
theorem of Weierstrass. We can apply the scalar result to ζ 7→ y∗[Fn(x + ζh)]
for each y∗ ∈ Y∗, x ∈ U , and h ∈ X .
Lemma 2.7. Let U be open and connected. If F and G : U → Y are equal on
an open subset of U , then F = G on U .
Sketch of proof. Consider the set
V = {x ∈ U : δkF (x;h) = δkG(x;h) for all k ∈ N and h ∈ X}.
This is closed relative to U by continuity of δkF and δkG and it is open because
of the local power series expansion (2.2). Hence, V = U by connectedness.
Lemma 2.8. Suppose that Fn is analytic U → Y, where U ⊆ X is open and
connected. Assume that supn‖Fn(x)‖ is locally bounded. If Fn → F with respect
to ‖·‖Y uniformly on BX (x0, R) for some x0 ∈ U and some R > 0, then F
extends to be analytic on U and Fn → F locally uniformly on U .
Sketch of proof. Consider the set
V = {x ∈ U : lim
n→∞
δkFn(x;h) exists for all k ∈ N and h ∈ X}.
Because supn‖Fn(x)‖ is locally bounded, (2.7) implies that δkFn(x;h) is equicon-
tinuous in x with respect to n for each fixed k, hence V is closed. On the other
hand, if x ∈ V , one can use the local boundedness of Fn, which is uniform in n,
together with (2.2) and (2.1), to show that for x′ in some open neighborhood of
x, the sequence δkFn(x
′;h) converges for each k and h. So V is both open and
closed, hence V = U . The limit function is analytic by Lemma 2.6.
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2.2. Banach-valued Measurability and Integration
We recall some terminology regarding Bochner integration of Banach-valued
functions on an interval [0, T ]. For background, see [38] [39] [40] [41].
Let X be a Banach space. A function γ : [0, T ] → X is said to be norm
measurable or strongly measurable if it is a measurable function with respect to
Borel σ-algebra on X in the norm topology. It is said to be weakly measurable
if (φ, γ(t)) is measurable for every φ ∈ X ∗, where (·, ·) denotes the dual pairing.
A map γ : [0, T ]→ X ∗ is weak-∗ measurable if (γ(t), x) is measurable for every
x ∈ X .
A simple function [0, T ] → X is a function of the form ∑∞j=1 xj · χEj(t),
where yj ∈ Y and the Ej ’s are disjoint and measurable, and its Lp norm is∥∥∥∥∥∥
∞∑
j=1
xj · χEj
∥∥∥∥∥∥
Lp
=
 ∞∑
j=1
|Ej |‖xj‖p
1/p for 1 ≤ p <∞ (2.8)
∥∥∥∥∥∥
∞∑
j=1
xj · χEj
∥∥∥∥∥∥
L∞
= sup
j,|Ej|>0
‖xj‖, (2.9)
where |Ej | denotes the Lebesgue measure. The Bochner Lp space LpBoch([0, T ],X )
is the completion with respect to this norm of the space of simple functions with
finite LpBoch norm modulo equality almost everywhere.
The space L1([0, T ],X ) can equivalently be characterized as the space of
norm-measurable functions γ : [0, T ]→ X such that ∫ ‖γ(t)‖ dt < +∞ and f is
almost separably valued, that is, there exists a separable subspace Y ⊆ X such
that f(t) ∈ Y for a.e. t.
A (norm-) continuous function γ : [0, T ] → X is in L1Boch([0, T ],X ). More-
over, continuous functions and step functions are both dense in L1Boch([0, T ],X ).
2.3. Distributional Derivatives
This section examines distributional derivatives of a Lipschitz functions γ :
[0, T ] → X , where X is some Banach space. In particular, we will describe
how to perform various “pointwise” operations with elements of L(L1[0, T ],X ),
including nonlinear operations involving composition.
As motivation, recall that if γ : [0, T ] → C is Lipschitz, then the distribu-
tional derivative γ˙ : C∞c (0, T )→ C is represented by a function in L∞(0, T ) =
L1(0, T )∗. In general, if γ : [0, T ] → X is Lipschitz, then the distributional
derivative γ˙ : C∞c (0, T ) → X is not necessarily represented by a function in
L∞Boch([0, T ],X ). However, we claim that γ˙ does extend to a bounded map
L1[0, T ] → X . In the following, we denote by L(L1[0, T ],X ) the space of
bounded linear maps L1[0, T ]→ X .
Observation 2.9. If γ : [0, T ] → X is Lipschitz, then there exists a unique
γ˙ ∈ L(L1[0, T ],X ) satisfying
γ˙[χ[a,b]] = γ(b)− γ(a). (2.10)
10
Conversely, if ρ ∈ L(L1[0, T ],X ), then the function
γ(t) = ρ[χ[0,t]] (2.11)
is Lipschitz and satisfies γ˙ = ρ. Also, ‖γ˙‖L(L1,X ) equals the Lipschitz seminorm
of γ.
Proof. Suppose γ : [0, T ]→ X is C-Lipschitz. The action of γ˙ on step functions
is defined by γ˙[χ[a,b]] = γ(b)− γ(a). For any step function φ, we have ‖γ˙[φ]‖ ≤
C‖φ‖L1[0,T ], hence the γ˙ extends to bounded linear map L1[0, T ] → X . The
other claims are left as exercises.
The following fact will be handy for proving identities and estimates involv-
ing distributional derivatives.
Lemma 2.10. If ρ ∈ L(L1[0, T ],X ), then
‖ρ‖L(L1,X ) = sup
0≤a<b≤T
‖ρ[χa,b]‖
b− a = limǫ→0 sup0<b−a≤ǫ
‖ρ[χa,b]‖
b− a . (2.12)
As a consequence, if ρ and ρ˜ are bounded maps L1[0, T ] → X and ρ[χ[a,b]] =
ρ˜[χ[a,b]] + o(|b − a|), then ρ = ρ˜.
Proof. The nontrivial part of the proof is to show that
‖ρ‖L(L1,X ) ≤ lim infǫ→0 sup0<b−a≤ǫ
‖ρ[χa,b]‖
b− a . (2.13)
If C is the right hand side, then it is sufficient to show that ‖ρ[φ]‖ ≤ C‖φ‖L1[0,T ]
when φ is continuous. This can be proved by approximating φ uniformly by a
sequence of step functions, such that mesh size of the partition also approaches
zero.
Remark 2.11. Note that by the previous lemma and some basic results on L∞Boch,
there is an isometric inclusion ι : L∞Boch([0, T ],X )→ L(L1[0, T ],X ) given by
ι(ρ) : φ 7→
∫ T
0
ρ(t)φ(t) dt,
for ρ ∈ L∞Boch([0, T ],X ), so in the sequel we will regard L∞Boch([0, T ],X ) as a
subspace of L(L1[0, T ],X ).
If we had a bounded function R : [0, T ]× [0, T ] → X denoted R(s, t), then
could define the diagonal restriction R(t, t). We claim that under appropri-
ate hypotheses, this operation still makes sense when R(s, ·) is an element of
L(L1[0, T ],X ) rather than a bounded function [0, T ]→ X . For this to be rigor-
ous, we must view R as a map [0, T ]→ L(L1[0, T ],X ).
Lemma 2.12 (Diagonal restriction). There exists a unique linear map
diag : L∞Boch([0, T ],L(L1[0, T ],X ))→ L(L1[0, T ],X )
such that
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(1) If R(s) =
∑∞
j=1 χEj (s) · ρj where the sets Ej are disjoint measurable sets
and supj‖ρj‖L(L1[0,T ],X ) < +∞, and if φ ∈ L1[0, T ], we have
(diagR)[φ] =
∞∑
j=1
ρj [χEjφ]. (2.14)
(2) We have
‖diagR‖L(L1[0,T ],X ) ≤ ‖R‖L∞Boch([0,T ],L(L1[0,T ],X )). (2.15)
Furthermore, this map diag satisfies the estimate
‖(diagR)[φ]‖ ≤
∫ T
0
|φ(t)|‖R(t, ·)‖L(L1[0,T ],X ) dt. (2.16)
Proof. For a simple function R, we can define diagR unambiguously by (2.14),
that is, it is independent of the decomposition of the simple function. We check
that (2.16) and hence (2.15) hold for simple functions. Then (2.15) implies that
diagR has a unique extension to L∞Boch([0, T ],L(L1[0, T ],X )). The inequality
(2.16) extends to L∞Boch([0, T ],L(L1[0, T ],X )) because both sides are continuous
in the Bochner L∞ norm.
In the rest of the paper, we will often use more suggestive notation which
treats the elements of L(L1[0, T ],X ) like pointwise defined functions. Although
using function notation for distributions has some drawbacks, the ultimate ben-
efit will be a more intuitive statement of identities such Lemma 2.22 below,
and more generally a compact notation for constructing and transforming such
distributions.
Notation 2.13. For a function ρ ∈ L(L1[0, T ],X ), we will use the notation ρ(t)
where t is formal or “dummy” variable. For φ ∈ L1[0, T ], we will denote∫ T
0
φ(t)ρ(t) dt := ρ[φ] (2.17)
as well as ∫ b
a
ρ(t) dt := ρ[χ[a,b]]. (2.18)
To obviate potential confusion, when we apply ρ as a linear map to a function
φ in L1[0, T ], we will use square brackets and not write the dummy variable t.
For instance, the application of ρ to the identity function t on [0, T ] would be
denoted by ρ[id[0,T ]] or
∫ T
0
ρ(t)t dt and not by ρ(t) or ρ[t]. Similarly, ρ(2t) would
denote the element of L(L1[0, T/2],X ) defined by∫ T/2
0
ρ(2t)φ(t) dt :=
1
2
∫ T
0
ρ(t)φ(2t) dt
but on the other hand
∫
ρ(t) · 2t dt would denote the application of ρ as a linear
map to the function 2t on [0, T ].
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Notation 2.14. If R is in L∞Boch([0, T ],L(L1[0, T ],X )), then we will write R
formally as a function of two variables (s, t), where the s corresponds to the first
“[0, T ]” and the t corresponds to the second “[0, T ]” in “L∞Boch([0, T ],L(L1[0, T ],X ))”;
in other words, the distributional dependence occurs in the second variable t.
We will denote (diagR)(t) as R(t, t).
Thus, for example, if R(s, t) =
∑∞
j=1 χEj (s)ρj(t), then (2.14) becomes∫ T
0
φ(t)R(t, t) dt =
∞∑
j=1
∫
Ej
φ(t)ρj(t) dt, (2.19)
and hence in a formal sense
R(t, t) =
∞∑
j=1
χEj (t)ρj(t). (2.20)
Also, (2.16) becomes∥∥∥∥∥
∫ T
0
φ(t)R(t, t) dt
∥∥∥∥∥ ≤
∫ T
0
|φ(t)|‖R(t, ·)‖L(L1[0,T ],X ) dt. (2.21)
We will mainly use two special cases of the diagonal restriction.
Definition 2.15. Suppose that ρ ∈ L(L1[0, T ],X ) andA ∈ L∞Boch([0, T ],L(X ,Y)).
Then we define (Aρ)(t) = A(t)ρ(t) in L(L1[0, T ],Y) as the diagonal restriction
R(t, t) of the function R(s, t) = A(s)ρ(t), which is in L∞Boch([0, T ],L(L1[0, T ],Y)).
Observation 2.16.
(1) The product A · ρ defined above is bilinear in A and ρ.
(2) If I is a subinterval of [0, T ], then we have A|I · ρ|I = (Aρ)|I .
(3) ‖A · ρ‖L(L1[0,T ],Y) ≤ ‖A‖L∞Boch([0,T ],L(X ,Y))‖ρ‖L(L1[0,T ],X ).
Definition 2.17. Suppose that W is a metric space, F (w, t) is a continuous
map W → L(L1[0, T ],X ), and w : [0, T ] → W is continuous. Then R(s, t) =
F (w(s), t) is a continuous map [0, T ]→ L(L1[0, T ],X ). We define F (w(t), t) to
be the diagonal restriction of R.
Observation 2.18. Suppose that F is uniformly continuous as a map W →
L(L1[0, T ],X ) with modulus of continuity ωF , and let d∞ be the supremum
metric on C([0, T ],W ). Then for w, w˜ ∈ C([0, T ],W ), we have
‖F (w(t), t) − F (w˜(t), t)‖L(L1[0,T ],X )dt ≤ ‖F ◦ w − F ◦ w˜‖L∞Boch([0,T ],L(L1[0,T ],X ))
≤ ωF (d∞(w, w˜)).
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2.4. Locally Lipschitz Families
Definition 2.19 (Locally Lipschitz Family). Let X and Y be Banach spaces.
Let U ⊆ X be open and T > 0. A map F : U × [0, T ]→ Y for t ∈ [0, T ] is called
a locally Lipschitz family of analytic maps if F (·, t) is analytic for each t, and
for each x0 ∈ U there exist r > 0 and L > 0 such that
‖f(x, s)− f(x, t)‖ ≤ L|s− t| for all s, t ∈ [0, T ] for all x ∈ BX (x0, r). (2.22)
Here the word “locally” refers to the variable x but “Lipschitz” refers to the
variable t, analytic functions being automatically locally Lipschitz in the space
variable by (2.6).
Lemma 2.20 (Differentiation and Integration).
(1) Let ∂tF (x, ·) ∈ L(L1[0, T ],Y) denote the distributional time derivative.
Then x 7→ ∂tF (x, ·) is an analytic map U → L(L1[0, T ],Y).
(2) Conversely, if f : U → L(L1[0, T ],Y) is analytic, then we can define a
locally Lipschitz family of analytic functions F (x, t) by
F (x, t) =
∫ t
0
f(x, s) ds.
Proof. For (1), to check that x 7→ ∂tF (x, ·) is locally bounded, suppose x0 ∈ X .
Then there exist L and R > 0 such that ‖F (x, s) − F (x, t)‖ ≤ L|s − t| for
‖x− x0‖ ≤ R. This implies that ‖∂tF (x, t)‖L(L1[0,T ],Y) ≤ L.
To prove analyticity of x 7→ ∂tF (x, )˙, it suffices to show that
∫ T
0
φ(t)∂tF (x, t) dt
is an analytic function X → Y for each φ ∈ L1[0, T ]. This clearly holds when φ
is a step function, and hence it holds for all φ ∈ L1[0, T ] by approximation.
The verification of (2) is left to the reader (see Observation 2.9).
Lemma 2.21 (Mixed Partials). Let F : U × [0, T ] → Y be a locally Lipschitz
family and let h ∈ X . Then δkF (x, t;h) is a locally Lipschitz family and we
have ∂tδ
kF (·, ·;h) = δk∂tF (·, ·;h) for every k > 0.
Proof. The fact that δkF (x, t;h) is a locally Lipschitz family follows from The-
orem 2.3. The equality ∫ T
0
φ∂tD
kF dt =
∫ T
0
φDk∂tF dt (2.23)
is immediate when φ is the indicator function of an interval, hence holds when
φ is a step function, and therefore it holds for every φ ∈ L1[0, T ] by density.
Lemma 2.22 (Chain Rule). Let X , Y, Z be Banach spaces and let U ⊆ X and
V ⊆ Y be open. Let F : U × [0, T ] → V ⊆ Y and G : V × [0, T ] → Z be locally
Lipschitz families. Then F (G(x, t), t) is a locally Lipschitz family. Moreover,
∂t[F (G(x, t), t))] = DF (G(x, t), t)[∂tG(x, t)] + ∂tF (G(x, t), t). (2.24)
Here DF (G(x, t), t)[∂tG(x, t)] is given by Definition 2.15 with A(t) = DF (G(x, t), t)
and ρ(t) = ∂tF (x, t). The other term ∂tF (G(x, t), t) is given by Definition 2.17
by taking W to be an appropriate open subset of V and setting w(t) = G(x, t).
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Proof. Using the a priori Lipschitz estimate for analytic functions (2.6) together
with equation (2.22), we see that for each x0 ∈ X , there exist R, L1, and L2 > 0
such that
‖F (x, t) − F (x′, t′)‖ ≤ L1‖x− x′‖+ L2|t− t′|
for x, x′ ∈ BX (x0, R) and t, t′ ∈ [0, T ]. (2.25)
From here, a straightforward argument using compactness of [0, T ] shows that
there exist constants such that
‖F (G(x, s), t) − F (G(x′, s′), t′)‖ ≤ L∗1‖x− x′‖+ L∗2|s− s′|+ L∗3|t− t′|
for x, x′ ∈ BX (x0, R∗). (2.26)
In particular, by taking s = t and s′ = t′, we see that F (G(x, t), t) is a locally
Lipschitz family.
Now let us prove the chain rule identity (2.24). Fix x0 and consider an
interval [a, b] ⊆ [0, T ]. Then
F (G(x0, b), b)− F (G(x0, a), a)
=[F (G(x0, b), b)− F (G(x0, a), b)] + [F (G(x0, a), b)− F (G(x0, a), a)]
=DF (G(x0, a), b)[G(x0, b)−G(x0, a)] + [F (G(x0, a), b)− F (G(x0, a), a)]
+O(|b − a|2) (2.27)
In other words,∫ b
a
∂t[F (G(x0, t), t))] dt
=
∫ b
a
DF (G(x0, a), b)∂tG(x0, t) dt+
∫ b
a
∂tF (G(x0, a), t) dt+O(|b − a|2).
(2.28)
Consider the first term on the right-hand side of (2.28). We showed earlier that
F (G(x, s), t) is Lipschitz with respect to (s, t) for x in an open neighborhood of
x0, and the same holds for DF (G(x, s), t) by (2.1). Therefore,
sup
t∈[a,b]
‖DF (G(x, a), b) −DF (G(x, t), t)‖ = O(|b − a|). (2.29)
By Observation 2.16, this implies∫ b
a
DF (G(x0, a), b)∂tG(x0, t) dt =
∫ b
a
DF (G(x0, t), t)∂tG(x0, t) dt+O(|b−a|2),
(2.30)
where the error bound comes from multiplying O(|b − a|) by ‖χ[a,b]‖L1 .
Now consider the second term on the right hand side of (2.28). Because ∂tG
is an analytic function V → L(L1[0, T ],Z), we have
‖∂tF (y, ·)− ∂tF (y′, ·)‖L(L1[0,T ],Z) ≤ C‖y − y′‖ (2.31)
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for y and y′ in an open neighborhood W of F (x0, a). Thus, by applying Obser-
vation 2.18 on the interval [a, b], we have that if b is sufficiently small, then for
all t ∈ [a, b],
‖∂tF (G(x0, t), t)− ∂tF (G(x0, a), t)‖L(L1[a,b],Z)dt ≤ C sup
t∈[a,b]
‖G(x0, t)−G(x0, a)‖
= O(|b − a|), (2.32)
where the error estimate is independent of t and only depends on x0, a, F , and
G. Hence,∫ b
a
∂tF (G(x0, a), t) dt =
∫ b
a
∂tF (G(x0, t), t) dt+O(|b − a|2). (2.33)
Overall, by substituting (2.30) and (2.33) into (2.28), we have∫ b
a
∂t[F (G(x0, t), t))] dt
=
∫ b
a
DF (G(x0, t), t)∂tG(x0, t) dt+
∫ b
a
∂tF (G(x0, t), t) dt+O(|b − a|2).
(2.34)
By Lemma 2.10, the chain rule identity holds.
Next, we will check that the two terms on the right hand side of the chain
rule equation (2.24) are analytic functions U → L(L1[0, T ],Z).
Lemma 2.23. Let g be an analytic function U → L(L1[0, T ],Y), and let A :
U × [0, T ]→ L(Y,Z) be a locally Lipschitz analytic family. Then A(x, t)g(x, t)
is an analytic function U → L(L1[0, T ],Z).
Proof. Fix x0 ∈ U . Then there exists R > 0 such that for x ∈ BX (x0, R) we
have
‖A(x, t)‖ ≤ C1 (2.35)
‖A(x, t) −A(x, t′)‖ ≤ L|t− t′| (2.36)
‖g(x, ·)‖L(L1[0,T ],Z) ≤ C2. (2.37)
Consider a partition P given by 0 = t0 < t1 < · · · < tm = T , and let
hP (x, t) =
m∑
j=1
A(x, tj−1)χ[tj−1,tj)(t)g(x, t) (2.38)
is a function BX (x0, R) → L(L1[0, T ],Z) which is bounded by C1C2. One
checks easily that
∫ T
0 hP (x, t)φ(t) dt is analytic for each φ ∈ L1[0, T ] and hence
x 7→ hP (x, ·) is analytic. On the other hand, we have
‖A(x, t)g(x, t) − hP (x, t)‖L(L1[0,T ],Z)dt ≤ LC2max |tj − tj−1|,
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which can be made arbitrarily small by choosing a fine enough partition. Thus,
A(x, t)g(x, t) is the uniform limit of a sequence of analytic functions onBX (x0, R)
and hence is analytic.
Lemma 2.24. Let G : U× [0, T ]→ V ⊆ Y be a locally Lipschitz analytic family,
and let θ : V → L(L1[0, T ],Z) be analytic. Then θ(G(x, t), t) defines an analytic
function U → L(L1[0, T ],Z).
Proof. The argument is similar to the previous lemma. We use the approxima-
tion
hP (x, t) =
m∑
j=1
χ[tj−1,tj)(t)f(G(x, tj−1), t), (2.39)
and each term in the sum is analytic because it is the composition of two analytic
functions.
Remark 2.25. We suspect that the results of this section may have other appli-
cations (e.g. to PDE), even the author did not find these results in the literature.
3. C∗-valued Non-Commutative Probability
3.1. Basics of C∗-algebras
For the readers who are not familiar with operator algebras, we review with-
out proof some standard results in the theory of C∗-algebras. We refer to
Blackadar [42, Chapter II] for an encyclopedic list of results, proof sketches,
and references.
Definition 3.1. A C∗-algebra A is a Banach space equipped with a multipli-
cation operation and a conjugate-linear involution a 7→ a∗ such that
‖xy‖ ≤ ‖x‖‖y‖
and
‖x∗x‖ = ‖x‖2 = ‖x∗‖2.
A C∗-algebra is called unital if it has a multiplicative identity 1 6= 0. In this
case, we have 1∗ = 1 automatically.
Definition 3.2. Given two C∗-algebras, A and B, a ∗-homomorphism π : A →
B is C-linear map which respects the multiplication and ∗-operations. If A and
B are unital, then we say π is unital if π(1) = 1.
Definition 3.3. We denote by B(H) the space of bounded operators on a
Hilbert space H, which is a unital C∗-algebra with respect to the operator
norm and the involution given by taking the adjoint.
Theorem 3.4. Let A and B be C∗-algebras.
1. If π : A → B is a ∗-homomorphism, then ‖π(x)‖ ≤ ‖x‖.
2. If π : A → B is an injective ∗-homomorphism, then π is an isometry.
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3. For every C∗-algebra A, there exists a Hilbert space H and an injective
∗-homomorphism A → B(H).
As a consequence of (1) and (2), if A is a C∗-algebra, then there is only one
norm on A satisfying Definition 3.1.
We claim that if A is a C∗-algebra, then Mn(A) is also a C∗-algebra. Note
that Mn(A) can naturally by identified with A⊗Mn(C) as a vector space. We
equip Mn(A) with the multiplication and ∗-operations given by tensoring those
of A with those of Mn(C).
We define the norm on Mn(A) by representing it as an algebra of operators
on a Hilbert space. By Theorem 3.4 (3), there is an injective ∗-homomorphism
π : A → B(H) for some Hilbert space H. Moreover, matrix multiplication
defines a ∗-isomorphism ρn : Mn(C) → B(Cn). Then π ⊗ ρn defines a ∗-
homomorphism A⊗Mn(C)→ B(H⊗Cn) or in other wordsMn(A)→ B(H⊕n).
If A = (ai,j) ∈Mn(A), then we define ‖A‖ to be the operator norm of π⊗ρn(A).
One can check that maxi,j‖ai,j‖ ≤ ‖A‖ ≤
∑
i,j‖ai,j‖ and hence Mn(A) is
already complete in this norm and hence is a C∗-algebra. Moreover, as remarked
earlier, the norm on Mn(A) is unique.
Definition 3.5. An element a in a C∗-algebra A is positive if a = b∗b for some
b ∈ A, and in this case we write a ≥ 0. A bounded linear functional φ : A → C
is called positive if φ(a∗a) ≥ 0 for every ⊣ ∈ A. A state is a positive linear
functional with ‖φ‖ = 1.
A state is viewed as a non-commutative analogue of a Borel probability
measure on a locally compact Hausdorff space. As motivation, note that if Ω
is a compact Hausdorff space, then C(Ω) is a C∗-algebra (using the supremum
norm and complex conjugation). Moreover, states on C(Ω) are equivalent to
Borel probability measures on Ω. Thus, a C∗-algebra A with a state φ can be
viewed as a non-commutative analogue of a probability space.
The following theorem shows that every state can be represented concretely
by taking the inner product with some vector ξ in some representation of A.
Concrete representations of C∗-algebras and states are an important tool in
non-commutative probability, and since we will use the operator-valued version
of this technique in §6.4 - 6.7, we include for motivation a brief sketch of the
scalar-valued case here and of the operator-valued case in the next subsection.
Theorem 3.6. Let A be a unital C∗-algebra. If π : A → B(H) is a ∗-
homomorphism and ξ is a vector in H, then φ(a) = 〈ξ, π(a)ξ〉 is a positive
linear functional. Conversely, every positive linear functional can be represented
in this form for some representation π and unit vector ξ.
The nontrivial direction is the converse. Suppose that φ is a state on A.
For a, a′ ∈ A, define 〈a, a′〉φ = φ(a∗a′). Then 〈·, ·〉 is a pre-inner product and
thus satisfies the Cauchy-Schwarz inequality. Thus, A/{a : φ(a∗a) = 0} can
be completed to a Hilbert space Hφ. We want to define πφ : A → B(Hφ)
by π(a)b = [ab]. To show that the left multiplication action of A on itself
produces a bounded action on the completed quotient Hφ, it suffices to show
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that 〈ab, ab〉φ ≤ ‖a‖2〈b, b〉φ. Now ‖a‖2−a∗a is positive and hence b∗(‖a‖−a∗a)b
is positive, so that φ(b∗(‖a‖2 − a∗a)b) ≥ 0 and thus φ(b∗a∗ab) ≤ ‖a‖2φ(b∗b) as
desired. Thus, πφ is well-defined. Letting ξ be the vector [1] ∈ Hφ, we have
〈ξ, πφ(a)ξ〉 = φ(a),
which is the desired representation of φ. This procedure is known as the Gelfand-
Naimark-Segal (GNS) construction. In the theorem above, note that φ is a state
if and only if ξ is a unit vector.
3.2. A-valued Probability Spaces
Let A be a given unital C∗-algebra. Then A-valued non-commutative prob-
ability is, roughly speaking, an analogue of non-commutative probability theory
in which the scalars C are replaced by the algebra A. Thus, we study A-
valued “positive functionals” and “states” on B and even “Hilbert spaces” with
A-valued inner products. The appropriate replacement for positivity in this
context is complete positivity.
Definition 3.7. We say a linear map Φ : B → A is positive if b ≥ 0 implies
Φ(b) ≥ 0. Given a map Φ : B → A, we denote by Φ(n) : Mn(B) → Mn(A) the
function given by applying Φ entrywise. We say that Φ is completely positive if
Φ(n) is positive for every n.
We next define the A-valued version of a Hilbert space, which is a right
Hilbert A-module with an A-valued inner product. For background, see [43]
and [42, §II.7.1 - II.7.2] and the references therein. Just as in the scalar case
a right Hilbert A-modules can be constructed from a space with a pre-inner
product by taking a completed quotient.
Definition 3.8. Let A be a unital C∗-algebra. If H is a right A-module, then
an A-valued pre-inner product is a map 〈·, ·〉 : H×H → A such that for h, h1,
h2 ∈ H.
1. h2 7→ 〈h1, h2〉 is a right A-module map.
2. 〈h2, h1〉 = 〈h1, h2〉∗.
3. 〈h, h〉 ≥ 0.
Note that H is a vector space over C since C ⊆ A for unital A. For such an
H and 〈·, ·〉, we say that H is a right Hilbert A-module if H is a Banach space
with respect to ‖h‖ := ‖〈h, h〉‖1/2A . In this case, we call 〈·, ·〉 an A-valued inner
product.
Lemma 3.9. Suppose that H is a right A-module with an A-valued pre-inner
product. Then
1. We have the CBS inequality 〈h1, h2〉∗〈h1, h2〉 ≤ ‖〈h1, h1〉‖〈h2, h2〉 in A,
and in particular, ‖〈h1, h2〉‖ ≤ ‖〈h1, h1〉‖1/2‖〈h2, h2〉‖1/2.
2. The function ‖h‖ = ‖〈h, h〉‖1/2 defines a semi-norm on H.
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3. We have ‖ha‖ ≤ ‖h‖‖a‖ for h ∈ H and a ∈ A.
4. The completion of H/{h : ‖h‖ = 0} is a right Hilbert A-module with the
right A-action and the A-valued inner product induced in the natural way
from those of H.
Next, we define B(H) for a right Hilbert A-module H. If H1 and H2 be
Hilbert A-modules, we say that a linear map T : H1 → H2 is right A-linear if
T (ha) = (Th)a for h ∈ H1 and a ∈ A. We say that T is adjointable if there
exists a map T ∗ : H2 → H1 such that
〈Th1, h2〉 = 〈h1, T ∗h2〉 for all h1 ∈ H1 and h2 ∈ H2.
We denote by B(H) the space of bounded, right A-linear, adjointable operators
on a right Hilbert A-module H. One can check that B(H) is a C∗-algebra [43,
p. 8]. We are now ready to give the A-valued version of the GNS construction.
Proposition 3.10. Let A and B be unital C∗-algebras and Φ : B → A a linear
map. The following are equivalent:
1. Φ is completely positive.
2. There exists a right Hilbert A-module H and a ∗-homomorphism π : B →
B(H) such that Φ(b) = 〈ξ, π(b)ξ〉.
Sketch of proof. (2) =⇒ (1). To see that Φ is positive, note that Φ(b∗b) =
〈π(b)ξ, π(b)ξ〉 ≥ 0. By considering π(n) : Mn(B)→ B(H⊕n) one can show that
for B ∈ Mn(B) and v = [a1, . . . , an]t, we have v∗Φ(B∗B)v ≥ 0. Finally, one
argues that if this holds for all v, then Φ(n)(B∗B) ≥ 0.
(1) =⇒ (2). We define an A-valued pre-inner product on B ⊗alg A by
〈b1 ⊗ a1, b2 ⊗ a2〉 = a∗1Φ(b∗1b2)a2.
To check positivity, consider a sum of simple tensors h =
∑n
j−1 bj ⊗ aj . Note
that
〈h, h〉 = [a∗1 . . . a∗n]Φ(n)

b
∗
1b1 . . . b
∗
1bn
...
. . .
...
b∗nb1 . . . b
∗
nbn


a1...
an
 .
The matrix (b∗i bj)i,j is positive in Mn(B) since it equals [b1, . . . , bn]∗[b1, . . . , bn].
Thus, by complete positivity, (Φ(b∗i bj))i,j is positive in Mn(A) and this implies
positivity of 〈h, h〉. We then define the space B⊗ΦA to the completed quotient
of B ⊗alg A with respect to this pre-inner product.
For b ∈ B, we want to define π(b) ∈ B(H) by π(b)b′ ⊗ a = bb′ ⊗ a. To see
that this is well-defined, it suffices to show that ‖bh‖ ≤ ‖b‖‖h‖ for h ∈ B⊗algA.
Since ‖b‖2− b∗b is positive, we can write it as ‖b‖2− b∗b = c∗c. But 〈h, c∗ch〉 =
〈ch, ch〉 ≥ 0 and hence ‖〈bh, bh〉‖ ≤ ‖b‖2‖〈h, h〉‖. Letting ξ = 1 ⊗ 1 ∈ B ⊗Φ A,
we get Φ(b) = 〈ξ, π(b)ξ〉.
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Remark 3.11. If Φ is completely positive and is represented as 〈ξ, π(·)ξ〉 as in
Proposition 3.10, then
‖Φ(b)‖ = ‖〈ξ, π(b)ξ〉‖ ≤ ‖b‖‖ξ‖2 = ‖b‖‖Φ(1)‖.
Because the same reasoning can be applied to Φ(n) and Φ(n)(1) = 1 ⊗ 1n, we
see that for z ∈Mn(B), we have
‖Φ(n)(z)‖ ≤ ‖z‖‖Φ(1)‖, (3.1)
which is an estimate we will use frequently in the rest of the paper.
Having described the A-valued analogue of positive linear functionals, we
now turn to the A-valued analogue of states (and of probability measures).
Definition 3.12. Let A ⊆ B be a unital inclusion of C∗-algebras. A map
E : B → A is called a conditional expectation or A-valued expectation if
(1) E is completely positive;
(2) E|A = id;
(3) E is an A-bimodule map, that is, E(a1ba2) = a1E(b)a2 whenever a1 and
a2 are in A.
An A-valued probability space is a pair (B, E) where B ⊆ A is a unital C∗-
algebra and E : B → A is a conditional expectation (note that the inclusion
map A → B is implicitly part of the data).
Property (3) is an analogue of the property in classical probability theory
that E[f(X)Y |X ] = f(X)E[Y |X ] for bounded random variables and bounded
Borel-measurable f : R → R. We can characterize A-valued expectations in
terms of the representing vector ξ from Proposition 3.10 as follows. The proof
is a routine computation.
Lemma 3.13. Let B ⊆ A and let Φ : B → A be a completely positive map. Sup-
pose that H is a right Hilbert A-module and π : B → B(H) is a ∗-homomorphism
such that Φ(b) = 〈ξ, bξ〉. Then Φ is an A-valued expectation if and only if the
following conditions hold:
1. ξ is a unit vector, that is 〈ξ, ξ〉 = 1 in A.
2. ξ is A-central, that is π(a)ξ = ξa for every a ∈ A.
3.3. A-valued Laws
Next, we describe the non-commutative A-valued analogue of the law of a
self-adjoint random variable. Classically, a compactly supported measure µ on
R can be viewed as a linear functional C0(R) → C. Alternatively, since it is
uniquely determined by its moments, it can be viewed as a map C[x] → C,
where C[x] is the polynomial algebra.
Let A〈X〉 denote the non-commutative polynomial algebra in a single vari-
ableX . In other words, A〈X〉 is the universal algebra overC generated byA and
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a variable X . It is spanned by the non-commutative monomials a0Xa1 . . . Xak
for k ∈ N and aj ∈ A. The multiplication is given by
(a0Xa1 . . . Xak)(b0Xb1 . . . Xbj) = a0Xa1 . . . X(akb0)Xb1 . . .Xbj.
It is also has a ∗-operation given by
(a0Xa1 . . . Xak)
∗ = a∗kX . . . a
∗
1Xa
∗
0.
Definition 3.14. An A-valued law is a linear map σ : A〈X〉 → A such that
(1) it is completely positive in the sense that for every P (X) ∈Mn(A〈X〉), we
have σ(n)(P (X)∗P (X)) ≥ 0 in Mn(A);
(2) there exists M > 0 and C > 0 such that for every k and every a0, . . . ,
ak ∈ A,
‖σ(a0Xa1 . . . Xak)‖ ≤ CMk‖a0‖ . . . ‖an‖.
(3) we have σ|A = id.
(4) we have σ(a1p(X)a2) = a1σ(p(X))a2 when a1, a2 ∈ A.
We call σ a generalized law if it satisfies (1) and (2), but not necessarily (3) or
(4). We denote
rad(σ) = inf{M > 0 such that (2) holds for some C}. (3.2)
Notation 3.15. We denote the set of laws by Σ0(A).
If x is a self-adjoint random variable in theA-valued probability space (B, E),
then the law of x is the map µx : A〈X〉 → A given by p(X) 7→ E[p(x)]. Note
that µx is a law according to Definition 3.14; indeed, (1), (3), and (3) follow from
properties of the A-valued expectation E, while (2) follows from the fact that x
is a bounded operator, where we take C = 1 and M = ‖x‖. More generally, if
x is self-adjoint in B, π : B → B(H) is a representation of B on a right Hilbert
A-module H, and ξ ∈ H, then the map
σ : A〈X〉 → A : p(X) 7→ 〈ξ, p(x)ξ〉
is a generalized law.
The following proposition shows the converse, namely, that every generalized
law defined on the formal polynomial algebra A〈X〉 comes from a completely
positive map Φ : B → A and a self-adjoint x ∈ B. This is analogous to the
classical statement that every probability measure on R is the law of some real
random variable. This result is an adaptation of Popa-Vinnikov [29, Proposition
1.2] and Williams [20, Proposition 2.9].
Proposition 3.16. Suppose that σ is a generalized law A〈X〉 → A. Then
there exists a C∗ algebra B, a unital ∗-homomorphism π : A〈X〉 → B, and a
completely positive map σ̂ : B → A such that σ = σ̂ ◦ π and ‖π(X)‖B = rad(σ).
Furthermore if σ is a law, then π is an embedding, and (B, σ̂) is an A-valued
probability space.
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The proof goes by way of the GNS construction. We define A〈X〉 ⊗σ A to
be the completed quotient of A〈X〉⊗algA with the pre-inner product 〈p1(X)⊗
a1, p2(X) ⊗ a2〉σ = a∗1σ(p1(X)∗p2(X))a2. We want to define π : A〈X〉 →
B(A〈X〉⊗σA) to be the action of left multiplication, define B to be C∗-algebra
generated by π(A〈X〉), and define σ̂ : B → A by σ̂(b) = 〈(1⊗1), b(1⊗1)〉. How-
ever, to show that the left multliplication action π is well-defined and bounded
requires additional argument since A〈X〉 is not a C∗-algebra. We refer to the
papers cited above for the complete proof.
Remark 3.17. If σ, π, and σ̂ are as in the preceding proposition, then by (3.1),
we have for Aj ∈Mn(A) that
‖σ(n)(A0XA1 . . . XAk)‖ ≤ ‖σ̂(1)‖‖π(n)(A0XA1 . . . XAk)‖
≤ ‖σ(1)‖ rad(σ)k‖A0‖ . . . ‖Ak‖, (3.3)
which is a sharpening of the estimate (2) assumed in Definition 3.14.
Lemma 3.18. If σ1 and σ2 : A〈X〉 → A are generalized laws, then σ1 + σ2 is
a generalized laws and satisfies
rad(σ1 + σ2) = max(rad(σ1), rad(σ2)). (3.4)
Proof. It is immediate that σ1 + σ2 is completely positive. Let M1 = rad(σ1)
and M2 = rad(σ2) and M = max(M1,M2). Then for some constants C1 and
C2,
‖(σ1 + σ2)(a0Xa1 . . . Xak)‖ ≤ (C1Mn1 + C2Mn2 )‖a0‖ . . . ‖ak‖
≤ (C1 + C2)Mn‖a0‖ . . . ‖ak‖.
Thus, σ1+σ2 satisfies Definition 3.14 (2), so it is a generalized law, and rad(σ1+
σ2) ≤ M . It remains to show the reverse inequality. By positivity of the inner
product on A〈X〉 ⊗σj A, we have
0 ≤ 〈p(X)⊗1−1⊗σj(p(X)), p(X)⊗1−1⊗σj(p(X))〉σj = σj(p(X)∗p(X))−σj(p(X))∗σj(p(X)).
Therefore,
0 ≤ σj(p(X))∗σj(p(X)) ≤ σj(p(X)∗p(X)) ≤ (σ1 + σ2)(p(X)∗p(X)).
Hence,
‖σj(p(X))‖ ≤ ‖(σ1 + σ2)(p(X)∗p(X))‖1/2.
In particular, taking p(X) = a0Xa1 . . .Xan, we have
‖σj(a0Xa1 . . .Xak)‖ ≤ ‖(σ1 + σ2)((a0Xa1 . . .Xak)∗(a0Xa1 . . .Xak))‖1/2
≤ ‖σ1(1) + σ2(1)‖ rad(σ1 + σ2)k‖a0‖ . . . ‖ak‖.
Hence, rad(σj) ≤ rad(σ1 + σ2).
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3.4. Fully Matricial Functions
The Cauchy transform of a probability measure plays an important role
in non-commutative probability theory, comparable to the role of the Fourier
transform in classical probability theory and analysis. Moreover, the study of
Cauchy transforms as analytic functions is essential for the study of Loewner
chains in the upper half-plane.
There is an analytic theory of A-valued Cauchy transforms that is strikingly
similar to the scalar-valued theory, including the explicit estimates and analytic
characterization for Cauchy transforms that we will explain in the next section
and use heavily in the rest of the paper. These results rely on viewing the Cauchy
transform Gσ not merely as a Banach-valued analytic function on a subset of
A, but rather as a sequence of functions G(n)σ defined on n× n matrices over A
for every n, that is, a fully matricial function.
The theory of fully matricial functions (also known as non-commutative
functions) was first developed in [44, 45]. Its application to non-commutative
probability is due to [23, §6 - 7]. A systematic treatment can be found in [25].
We restrict our attention the setting studied in [25, §7.3] and [20], which in
their terminology would be uniformly analytic non-commutative functions on
uniformly open non-commutative sets. We also restrict ourselves to matrices
over a C∗-algebra rather than general operator spaces.
Notation 3.19. If A is an algebra and z ∈Mn(A), we denote
z(m) = z ⊗ 1m =

z 0 . . . 0 0
0 z . . . 0 0
...
...
. . .
...
...
0 0 . . . z 0
0 0 . . . 0 z
 ∈Mmn(A).
Moreover, for z ∈Mn(A) and w ∈Mm(A), we denote
z ⊕ w =
[
z 0
0 w
]
∈Mn+m(A).
Definition 3.20. LetA be a unital C∗-algebra. LetM•(A) denote the sequence
of sets (Mn(A))n∈N. A fully matricial domain in M•(A) is a sequence of sets
U = (U (n))n∈N, where
(1) U (n) is a connected subset of Mn(A).
(2) U is uniformly open, that is, for every z ∈ U (n), there exists r > 0 such that
for every m ∈ N, we have BMnm(A)(z(m), r) ⊆ U (mn).
(3) U respects direct sums, that is, if z ∈ U (n) and w ∈ U (m), then z ⊕ w ∈
U (n+m).
If U = {U (n)} and U˜ = {U˜ (n)} are fully matricial domains, write U ⊆ Û to
mean that U (n) ⊆ Û (n) for each n.
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Definition 3.21. Let U = (U (n))n∈N be a matricial domain. A fully matricial
function F : U →M•(A) is a sequence of maps F (n) : U (n) →Mn(A) such that
(1) F respects direct sums, that is, if z ∈ U (n) and w ∈ U (m), then F (n+m)(z ⊕
w) = F (n)(z)⊕ F (m)(w).
(2) F respects similarities, that is, s ∈Mn(C) ⊆Mn(A) is invertible, if z ∈ U (n)
and szs−1 ∈ U (n), then F (n)(szs−1) = sF (n)(z)s−1.
(3) F is uniformly locally bounded, that is, for every n and every z0 ∈ U (n),
there exists an r > 0 and C > 0 such that for every m ∈ N, we have
z ∈ BMmn(A)(z(m)0 , r) =⇒ z ∈ U (mn) and ‖F (mn)(z)‖ ≤ C.
As shown in [25, §7.1], these assumptions imply that F (n) is an analytic
function U (n) →Mn(A). Moreover, the non-commutative difference-differential
operators defined in [25] relate in a natural way to the Banach-valued derivatives
δkF (n)(z;h). As we will not need the difference-differential calculus in our
proofs, the interested reader may see [20, §2.3] for a convenient summary.
Notation 3.22. In this paper, (F (n))−1(z) will denote the inverse function of
F (n) (when defined), while F (n)(z)−1 will denote the inverse in Mn(A) of the
element F (z) (when defined). We will denote by DF (n)(z) the Fre´chet deriva-
tive of F (n), which is a linear transformation Mn(A) → Mn(A). Meanwhile,
DF (n)(z)−1 will denote the inverse linear transformation Mn(A) → Mn(A)
(when defined).
3.5. Cauchy Transforms
Definition 3.23. We define the A-valued upper-half plane H(A) as follows: Let
H
(n)
ǫ (A) = {z ∈Mn(A), Im z ≥ ǫ},
where Im z = − 12 i(z − z∗). Then let
H
(n)(A) =
⋃
ǫ>0
H
(n)
ǫ (A). (3.5)
Let H(A) be the matricial domain {H(n)(A)}n∈N. We use the notation
H(A) := ({z ∈Mn(A) : Im z ≥ 0})n∈N. (3.6)
Let σ : A〈X〉 → A be a generalized law (with rad(σ) < +∞ as always in
this paper). By Theorem 3.16, there is a C∗-algebra B and a ∗-homomorphism
π : A〈X〉 → B and a completely positive map σ̂ : B → A satisfying σ = σ̂ ◦ π.
Then (as in [23]) we define the Cauchy transform Gσ : H(A)→M•(A) by
G(n)σ (z) := σ̂
(n)[(π(n)(z)− π(X)(n))−1]. (3.7)
Note that Gσ maps H(A) into −H(A) is that for an invertible operator z, we
have Im z ≥ 0 if and only if Im z−1 ≤ 0. We will verify below (after Lemma
3.26) that the function denoted Gσ only depends on σ and not on π and σ̂.
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Lemma 3.24. Let σ be a generalized law A〈X〉 → A and ‖X‖σ ≤ M and let
Gσ be as above. Let
R(n)ǫ = {z : Im z ≥ ǫ} ∪ {‖z−1‖ ≤ 1/(M + ǫ)}. (3.8)
Then for z ∈ R(n)ǫ , we have
‖G(n)σ (z)‖ ≤
‖σ(1)‖
ǫ
(3.9)
Proof. Choose B, π, and σ̂ be as above. Since π is a unital ∗-homomorphism, it
is completely positive. Hence, if we assume Im z ≥ ǫ, then Imπ(n)(z−X(n)) ≥ ǫ
and hence ‖π(n)(z−X(n))−1‖ ≤ 1/ǫ. Then because σ̂(n) is completely positive,
we obtain
‖σ̂(n)(π(n)(z −X(n))−1)‖ ≤ ‖σ̂(n)(1(n))‖‖π(n)(z −X(n))−1‖ ≤ ‖σ(1)‖
ǫ
. (3.10)
Similarly, if ‖z−1‖ ≤ (M+ǫ)−1, then ‖π(z)−1‖ ≤ (M+ǫ)−1. Using the Neumann
series trick and that the fact that ‖π(X)(n)‖ ≤M , we know that π(z−X(n)) is
invertible and
‖π(n)(z −X(n))−1‖ ≤ 1
ǫ
. (3.11)
Again, by complete positivity of σ̂, we obtain ‖σ̂(n)π(n)(z−X(n))−1‖ ≤ ‖σ(1)‖/ǫ.
Lemma 3.25. The object Gσ defined above is a fully matricial function on
H(A).
Proof. It is straightforward to check that Gσ respects direct sums and simi-
larities. To check uniform local boundedness, assume that z0 ∈ Mn(A) with
Im z0 ≥ ǫ. Then for every m ∈ N, we have
BMmn(A)(z
(m)
0 , ǫ/2) ⊆ Hǫ/2(A),
and hence for z ∈ BMmn(A)(z(m)0 , ǫ/2), we know G(mn)σ (z) is defined and it is
bounded by 2‖σ(1)‖/ǫ.
Recall that in the scalar case, the Cauchy transform of a compactly sup-
ported finite measure on R extends to be analytic in a neighborhood of ∞ and
the power series coefficients at ∞ are given by the moments of the measure.
The operator-valued analogue is as follows (see e.g. [20, Proposition 2.17]).
Lemma 3.26. Let σ and Gσ be as above with rad(σ) ≤ M . Let G˜σ(z) =
Gσ(z
−1) for z ∈ −H(A). Then G˜(n)σ |BMn(A)(0,1/M)∩−H(n)(A) has a unique ana-
lytic extension G˜ to BMn(A)(0, 1/M) given by
G˜(n)(z) =
∞∑
k=0
σ(n)(z(X(n)z)k), (3.12)
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The sequence (G(n)) is fully matricial and satisfies the estimate
‖G˜(n)(z)‖ ≤ ‖σ(1)‖‖z‖−1 −M . (3.13)
Proof. Let π and σ̂ be as above. Observe that
(z−1 − π(X)(n))−1 = z(1− π(X)(n)z)−1 =
∞∑
k=0
z(π(X)(n)z)k.
Thus, for z ∈ BMn(A)(0, 1/M) ∩ −H(n)(A), we have
G˜(n)σ (z) =
∞∑
k=0
σ̂(n) ◦ π(n)[z(X(n)z)k] =
∞∑
k=0
σ(n)[z(X(n)z)k]. (3.14)
Here convergence of the series follows from the fact that ‖z(π(X)(n)z)k‖ ≤
‖z‖k+1Mk and ‖σ(n)‖ = ‖σ(1)‖, and this also justifies (3.13). We leave it as an
exercise to check that G˜ is fully matricial.
One consequence of this is that Gσ is well-defined, independent of the choice
of (B, π, σ̂) realizing the law σ. Indeed, it follows from Lemma 3.26 that two
choices of π will yield the same function G˜σ for z ∈ BMn(A)(0, 1/M)∩−H(n)(A)
and hence everywhere by analytic continuation (Lemma 2.7).
Thus, the Cauchy transform Gσ of a generalized law σ is well-defined by
(3.7). Moreover, we denote the fully matricial extension G˜ constructed in
Lemma 3.26 by G˜σ since no confusion will result. Just as in the scalar case,
the operator-valued Cauchy transform satisfies the following local Lipschitz es-
timate.
Lemma 3.27. Let σ be a generalized law A〈X〉 → A and rad(σ) ≤ M . Let
R
(n)
ǫ be given by (3.8) as in Lemma 3.24. Then for z and z′ ∈ R(n)ǫ , we have
‖G(z)−G(z′)‖ ≤ ‖σ(1)‖
ǫ2
‖z − z′‖ (3.15)
‖DG(z)‖ ≤ ‖σ(1)‖
ǫ2
(3.16)
Proof. Relation (3.15) follows from a similar argument to Lemma 3.24 using the
resolvent identity
π(z−X(n))−1−π(z′−X(n))−1 = −π(z−X(n))−1π(z−z′)π(z′−X(n))−1. (3.17)
Relation (3.16) follows from (3.15).
The next lemma shows the existence of a fully matricial inverse function for
G˜µ in a neighborhood of zero when µ is a law. Implicit and inverse function
theorems for fully matricial functions have been studied in [23, §11.5], [46], [47],
[48]. In particular, the following lemma is a special case of [47, Theorem 1.4].
We sketch the proof here for the sake of exposition and to justify our explicit
estimates on the radius of the ball where G˜−1µ is defined.
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Lemma 3.28. Let G be the Cauchy transform of a law µ with rad(µ) ≤ M .
Then G˜(n) has a fully matricial inverse (G(n))−1 : B(n)(0, R2) → B(n)(0, R1),
where R1 = M
−1(1 − 1/√2) and R2 = M−1(3 − 2
√
2). In particular, the radii
R1 and R2 are independent of n.
Proof. Write G˜(n)(z) = z + P (n)(z). A power series manipulation shows that
when ‖z‖, ‖z′‖ ≤ R < 1/M , we have∥∥∥P (n)(z)∥∥∥ ≤ MR2
1−MR (3.18)
and ∥∥∥P (n)(z)− P (n)(z′)∥∥∥ ≤ ( 1
(1 −MR)2 − 1
)
‖z − z′‖. (3.19)
Now z satisfies G˜(n)(z) = w if and only if z is a fixed point of the map Q(n)(z) =
w − P (n)(z). When R < R1, we have 1/(1 −MR)2 − 1 < 1, so that P (n) and
hence Q(n) are contractions for ‖z‖ ≤ R. Observe that Q(n) maps B(n)(0, R)
into B
(n)
(0, R) provided that
‖w‖ ≤ R′ := R− MR
2
1−MR ; (3.20)
this follows from∥∥∥Q(n)(z)∥∥∥ = ∥∥∥w − P (n)(z)∥∥∥ ≤ ‖w‖ + MR2
1−MR. (3.21)
Therefore, by the Banach fixed point theorem, Q(n) has a unique fixed point in
B
(n)
(0, R), so that (G˜(n))−1 is a well-defined map B(n)(0, R′)→ B(n)(0, R).
As R→ R1, we have R′ → R2, and hence (G˜(n))−1 is defined on the asserted
domain. By the standard proof of the inverse function theorem, (G˜(n))−1 is
Fre´chet-differentiable in the complex sense, and hence analytic, and it clearly
preserves direct sums and similarities by uniqueness of the fixed point of Q(n)
in B(n)(0, R2).
We will rely on the following result of Williams [20, Theorem 3.1] and
Williams-Anshelevich [32, Theorem A.1] that gives an analytic characterization
of matricial Cauchy transforms.
Theorem 3.29. Let G = (G(n))n≥1 be a sequence of functions G(n) : H(n)(A)→
−H(n)(A). Then G is the Cauchy transform of some σ ∈ Σ0(A) with rad(σ) ≤
M if and only if the following hold:
(1) G is a fully matricial function.
(2) For each n, G˜(n)(z) = G(n)(z−1) extends to be analytic on BMn(A)(0, 1/M).
(3) For each ǫ > 0, we have ‖G˜(n)(z)‖ ≤ Cǫ for ‖z‖ < 1/(M + ǫ), where Cǫ is
independent of n.
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(4) G˜(n)(z∗) = G˜(n)(z)∗.
(5) G˜(n)(0) = 0.
In this case, G is the Cauchy transform of a law if and only if for each n,
lim
z→0
z−1G˜(n)(z) = 1(n), (3.22)
where the limit is taken over invertible z and z → 0 in operator norm. Moreover,
for each δ ∈ (0, 1/M), the law µ is uniquely determined by the fully matricial
function G˜ restricted to ‖z‖ < δ.
The chacterization of Gσ(z) for laws σ ∈ Σ0 was given by [20, Theorem 3.1]
and it was extended to generalized laws by [32, Theorem A.1]. As explained in
those papers and previous work, the generalized law σ is recovered from looking
at the power series expansion of G˜ at 0. Indeed, to evaluate σ(a0Xa1 . . .Xan),
for a0, . . . , an ∈ A, we consider the upper triangular (n+ 2)× (n+ 2) matrix
z =

0 a0 0 . . . 0 0
0 0 a1 . . . 0 0
0 0 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . an 0
0 0 0 . . . 0 0

(3.23)
Then for sufficiently small ζ ∈ C, we have by Lemma 3.26 that
G˜(n+2)(ζz) =
∞∑
k=0
ζk+1σ(n+2)[(zX(n+2))kz]
Note zX(n+2) is an upper triangular nilpotent matrix, the series terminates at
k = n+ 1, and the upper left entry of G˜(n+2)(ζz) is
[G˜(n+2)(ζz)]1,n+2 = ζ
n+2σ(a0Xa1 . . . Xan). (3.24)
Hence, σ(a0Xa1 . . .Xan) is determined by evaluating G˜ at ζz.
We have stated the theorem here in a more precise form than [20, Theorem
3.1], [32, Theorem A.1] by including the characterization of when rad(µ) ≤M .
For a generalized law σ, the fact that rad(σ) ≤ M implies (2) and (3) follows
from Lemma 3.26. Conversely, if (2) and (3) hold, then for an arbitrary ǫ > 0,
we can show that rad(σ) ≤ M + ǫ by applying (3.24) with arbitrary elements
a1, . . . , an normalized so that ‖aj‖ = 1 and with ζ = 1/(M + ǫ).
3.6. F -Transforms
If µ : A〈X〉 → A is an A-valued law, then the F -transform of µ is given
by Fµ(z) = Gµ(z)
−1 where defined. Because Loewner theory deals with F -
transforms, we will next establish some basic properties of F -transforms and in
particular their behavior under composition.
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As in the scalar case, reciprocal Cauchy transforms of laws can be expressed
as the identity minus a Cauchy transform. This is similar to a result proved
in [29, Theorem 5.6] and [20, Corollary 3.3], which gives a Nevanlinna-type
representation for Fµ(z) − z. However, we prefer to work with the Cauchy
transform representation of Fµ(z) − z given by [29, Remark 5.7]. The form of
the proposition stated here can be proved by manipulating the power series at
∞ in the obvious ways and applying Theorem 3.29. We leave the details of the
computation to the reader.
Proposition 3.30.
(1) If µ is a bounded law, then there exists a unique generalized law σ : A〈X〉 →
A with ‖X‖σ < +∞ and a self-adjoint a0 ∈ A such that
F (n)µ (z) = z −G(n)σ (z)− a(n)0 . (3.25)
(2) Conversely, given such a σ and a0, there exists a unique law µ satisfying
(3.25).
(3) Letting H(z) := Fµ(z)− z and H˜(z) := H(z−1), we have a0 = −H˜(1)(0) =
µ(X) and σ(b) = −DH˜(1)(0)[b] = µ(XbX)− µ(X)bµ(X) for b ∈ A.
(4) We have the estimates
rad(σ) ≤ 2 rad(µ), rad(µ) ≤ (1 + ‖σ(1)‖) rad(σ) + ‖a0‖. (3.26)
Our next results concern the behavior of F -transforms under composition.
Definition 3.31. Let U be a matricial domain in M(A). A family F of fully
matricial functions U → U will be said to have the two-out-of-three property if
(1) If F1 and F2 are in F , then F1 ◦ F2 ∈ F .
(2) If F1 and F1 ◦ F2 are in F , then F2 ∈ F .
(3) If F2 and F1 ◦ F2 are in F , then F1 ∈ F .
Proposition 3.32. The family of F -transforms of A-valued laws has the two-
out-of-three property on the domain H(A).
Proof. Let inv denote the map z 7→ z−1 where defined. Note that Fµ = inv ◦G˜µ◦
inv, so it suffices to show that the transforms G˜µ satisfy the two-out-of-three
property. By Theorem 3.29 and Lemma 3.28, a fully matricial function G :
H(A)→ −H(A) is a Cauchy transform if and only if it satisfies
(1) G˜(n) defines a map B(n)(0, R1)→ B(n)(0, R2) for some R1 and R2 indepen-
dent of n, and the inverse function (G˜(n))−1 defines a map B(n)(0, R3) →
B(n)(0, R4) for some R3 and R4 independent of n.
(2) G˜(n)(0) = 0.
(3) G˜(n)(z∗) = G˜(n)(z)∗.
(4) limz→0 z−1G˜(n)(z) = 1(n) for each n.
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FIrst, we observe that (1) satisfies the two-out-of-three property. Next, if we
restrict our attention to functions satisfying (1), we see that (2) and (3) also
satisfy the two-out-of-three property. Finally, note that if G˜3 = G˜1 ◦ G˜2, then
z−1G˜(n)3 (z) = [z
−1G(n)1 (z)][G
(n)
1 (z)
−1G(n)2 (G
(n)
1 (z))]. (3.27)
Thus, if we restrict our attention to functions satisfying (1), then condition (4)
has the two-out-of-three property. Altogether, we have shown that F -transforms
satisfy the two-out-of-three property.
Suppose that Fµ3 = Fµ1 ◦ Fµ2 . It follows from Theorem 3.29 and Lemma
3.28 that there are constants Cj such that
rad(µj) ≤ Cj
∑
k 6=j
rad(µk). (3.28)
But in fact, bounds on rad(µ3) will automatically imply bounds on rad(µ1) and
rad(µ2).
Proposition 3.33. There exists a constant C > 0 such that if Fµ3 = Fµ1 ◦Fµ2 ,
then
max(rad(µ1), rad(µ2)) ≤ C (rad(µ3) + ‖µ2(X)‖) (3.29)
Proof. Write F
(n)
µj (z) = z − µj(X)(n) − G(n)σj (z) as in Proposition 3.30. Note
that
ImF (n)µ2 (z) ≤ ImF (n)µ3 (z). (3.30)
Therefore,Gσ3−Gσ2 mapsH(A) intoH−(A). Therefore, by Theorem 3.29, there
exists σ4 such that Gσ3 = Gσ2 +Gσ4 . So by Lemma 3.18 rad(σ2) ≤ rad(σ3).
But by Proposition 3.30, we have
rad(µ2) ≤ (1 + ‖σ2(1)‖) rad(σ2) + ‖µ2(X)‖
≤ (1 + ‖σ3(1)‖) rad(σ3) + ‖µ2(X)‖
≤ (1 + 2 rad(µ3)2)2 rad(µ3) + ‖µ2(X)‖. (3.31)
Here we use the fact σ3(1) = µ3(X
2) − µ3(X)2 is bounded by 2 rad(µ3)2. It
follows from a rescaling argument that
c rad(µ2) ≤ (1 + 2c rad(µ3)2)2c rad(µ3) + c‖µ2(X)‖, (3.32)
and by taking c to zero, we obtain rad(µ2) ≤ 2 rad(µ3)+‖µ2(X)‖. The estimate
for rad(µ1) now follows from (3.28).
4. Chordal Loewner Chains
4.1. Definition and Basic Properties
Definition 4.1. Let F1, F2 : H(A) → H(A). If there exists a fully matricial
function F : H(A) → H(A) such that F1 = F2 ◦ F , then we say that F1 is
subordinated to F2 and write F1  F2. (To remember the direction of the 
sign, note that the image of F1 is contained in the image of F2.)
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Definition 4.2. A A-valued chordal Loewner chain is a collection of fully ma-
tricial functions Ft : H(A)→ H(A) such that
(1) F0(z) = z;
(2) Ft is the F -transform of some law µt ∈ Σ0(A);
(3) If s ≤ t, then Fs  Ft;
(4) The functions t 7→ µt(X) and t 7→ µt(X2) are continuous (with respect to
‖·‖A).
We will often omit the adjectives “A-valued” and “chordal” because we are
only dealing with this type of Loewner chain for the rest of the paper.
Lemma 4.3. Let (Ft)t∈[0,T ] be a Loewner chain.
(1) For 0 ≤ s ≤ t ≤ T , there exists a unique fully matricial function Fs,t :
H(A)→ H(A) such that Ft = Fs ◦ Fs,t.
(2) For 0 ≤ s ≤ t ≤ T , the map Fs,t is the F -transform of a law µs,t ∈ Σ0(A).
(3) We have F0,t = Ft and Fs,u = Fs,t ◦ Ft,u whenever s ≤ t ≤ u.
Proof. (1) and (2). Fix s ≤ t. Then there exists F : H(A) → H(A) such
that Ft = Fs ◦ F . By Proposition 3.32, F is the F -transform of some law in
µ ∈ Σ0(A). In a neighborhood of 0, we have
G˜µs ◦ G˜µ = G˜µt , (4.1)
which shows that there is one and only one law µ that satisfies Ft = Fs ◦ Fµ.
If we denote this law by µs,t, then Fs,t := Fµs,t is the unique fully matricial
function satisying Ft = Fs ◦ Fs,t. This shows (1) and (2).
(3) We have F0 = id and hence Ft = F0◦F0,t = F0,t. Now suppose s ≤ t ≤ u.
Then Fs ◦ Fs,t ◦ Ft,u = Fu = Fs ◦ Fs,u, and hence Fs,t ◦ Ft,u = Fs,u by the
uniqueness claim of (1).
Lemma 4.4. For 0 ≤ s ≤ t ≤ T , let Fs,t be as above and suppose that Fs,t is
the F -transform of the law µs,t ∈ Σ0(A). Then
sup
s<t
rad(µs,t) < +∞. (4.2)
Proof. By Proposition 3.32, we know that Fs,t is an F -transform of a law µs,t. A
uniform bound on rad(µs,t) follows from Proposition 3.33 and the boundedness
of µt(X) as a function of t.
Lemma 4.5. Let Ft be a Loewner chain and let Fs,t be as above. For 0 ≤ s ≤
t ≤ T , we have
Fs,t(z) = z − µs,t(X)−Gσs,t(z), (4.3)
where σs,t is a generalized law and
σs,t(1) = µs,t(X
2) = µt(X
2)− µs(X2) ≤ µT (X2). (4.4)
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Proof. By Proposition 3.30, we have Fs,t(z) = z − µs,t(X) −Gσs,t(z) for some
generalized law σs,t. Using the power series expansion at ∞ (Lemma 3.26), we
see that σs,t(1) = µs,t(X
2). Another power series computation shows that
µT (X
2) = µ0,s(X
2) + µs,t(X
2) + µt,T (X
2). (4.5)
Each of these elements is positive in A because the laws are completely positive.
Hence, 0 ≤ µs,t(X2) ≤ µT (X2).
4.2. Loewner Chains are Biholomorphic Functions
Proposition 4.6. Suppose that (Ft)t∈[0,T ] is a Loewner chain and Ft = Fs◦Fs,t.
Then F
(n)
s,t is a biholomorphic map from H
(n)(A) onto an open U (n)s,t ⊆ H(n)(A).
The sequence {U (n)s,t } is a fully matricial domain and F−1s,t is a fully matricial
function.
Furthermore, given ǫ > 0, there exists δ > 0, depending only on ǫ and the
modulus of continuity of t 7→ µt(X2), such that for all 0 ≤ s ≤ t ≤ T and n ∈ N,
(1) whenever z ∈ H(n)ǫ (A), we have ‖DF (n)s,t (z)−1‖ ≤ 1/δ;
(2) whenever z, z′ ∈ H(n)ǫ (A), we have
‖F (n)s,t (z)− F (n)s,t (z′)‖ ≥ δ‖z − z′‖.
Proof. We start by proving the explicit estimates. We continue to use the
representation (4.3) for Fs,t. Fix ǫ > 0. By continuity of µt(X
2), there exists a
γ > 0 such that
|s− t| < γ =⇒ ‖σs,t(1)‖ = ‖µs(X2)− µt(X2)‖ < ǫ
2
2
. (4.6)
Therefore, if |s− t| < γ, then for Im z, z′ ∈ H(n)ǫ (A), we have by (3.15)
‖G(n)σs,t(z)−G(n)σs,t(z′)‖ ≤
‖σs,t(1)‖
ǫ2
‖z − z′‖ ≤ 1
2
‖z − z′‖. (4.7)
Since Fs,t(z) = z − µs,t(X)(n) −G(n)σs,t(z), we thus have
‖F (n)s,t (z)− F (n)s,t (z′)‖ ≥ ‖z − z′‖ −
1
2
‖z − z′‖ = 1
2
‖z − z′‖. (4.8)
This implies that F
(n)
s,t is injective on H
(n)
ǫ (A). Moreover, for Im z ≥ ǫ, we have
‖id−DF (n)s,t (z)‖ = ‖DG(n)σs,t(z)‖ ≤
µs,t(X
2)
ǫ2
≤ 1
2
, (4.9)
and hence DF
(n)
s,t (z) is invertible and the norm of its inverse is bounded by 2.
Now choose any s < t. We can choose a partition s = t0 < · · · < tm = t of
[s, t] such that tj − tj−1 < γ and m ≤ T/γ + 1. Then we write
F
(n)
s,t = F
(n)
t0,t1 ◦ · · · ◦ F
(n)
tm−1,tm . (4.10)
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Because each Ftj−1,tj maps H
(n)
ǫ (A) into H(n)ǫ (A), we can apply our previous
estimates (4.8) and (4.9) iteratively to Ftj−1,tj to obtain
‖F (n)s,t (z)− F (n)s,t (z′)‖ ≥
1
2m
‖z − z′‖
‖DF (n)s,t (z)−1‖ ≤ 2m. (4.11)
Therefore, we have proved (1) and (2) with δ = 1/2m.
Because F
(n)
s,t is analytic and DF
(n)
s,t (z) is invertible, the inverse function the-
orem for analytic functions between Banach spaces implies that F (n)(H(n)(A))
is open and the inverse function for F
(n)
s,t is analytic. Because Fs,t respects direct
sums and similarities, so does the region U (n) and so does the inverse function.
In fact, we claim that (U (n)) is uniformly open and the function F−1s,t is
uniformly locally bounded. Indeed, the estimates (1) and (2) are independent
of n. Moreover, we have uniform bounds on F
(n)
s,t |H(n)ǫ (A) by Lemma 3.24 which
imply uniform bounds on the derivatives δkF
(n)
s,t by (2.1). Thus, the inverse
function theorem will show that for z ∈ H(n)ǫ (A), the inverse function (F (n)s,t )−1
is defined in a ball BMn(A)(z,R) and bounded by C, where R and C depend
only on ǫ and the modulus of continuity of t 7→ µt(X2). In particular, the same
R and C will work for z(m) for each m ∈ N. Thus, (U (n)) is fully matricial
domain and the function F−1s,t is fully matricial. Alternatively, one can appeal
to the fully matricial inverse function theorem of [47, Theorem 1.4].
4.3. Loewner Chains and Monotone Independence
In this section, we will discuss monotone independence and establish a corre-
spondence between Loewner chains and processes with monotone independent
increments. In the scalar case, monotone independence was defined and studied
by Muraki [11, 12]. For background on operator-valued monotone indepen-
dence, refer to [30, 31, 15, 32]. Our treatment will follow [30]. We start with
some convenient auxiliary definitions.
Definition 4.7. If B is a C∗-algebra containing A, then we say that C ⊆ B is
an A-subalgebra if it is a ∗-subalgebra and A · C · A ⊆ C. Note that C is not
assumed to be unital even if A and B are.
Definition 4.8. If B is a C∗-algebra containing A and X ∈ B, then we denote
by A〈X〉0 the A-algebra generated by X . In other words, A〈X〉0 is the space
of non-commutative polynomials of X with coefficients in A which have no
degree-zero term.
Definition 4.9. Let (B, E) be an A-valued non-commutative probability space.
We say that A-subalgebras B1, . . . , BN are monotone independent over A if,
given m ≥ 2 and b1 ∈ Bk1 , . . . , bm ∈ Bkm , we have
E[b1 . . . bm] = E[b1 . . . bj−1E[bj]bj+1 . . . bm] (4.12)
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provided that 
kj > kj−1 and kj > kj+1, 1 < j < m,
kj > kj+1, j = 1
kj > kj−1, j = m
(4.13)
Definition 4.10. Let (B, E) be anA-valued non-commutative probability space.
We say that self-adjoint elements X1, . . . , XN in B are monotone independent
if the A-subalgebras A〈Xj〉0 are monotone independent.
The next proposition, due to [11] Muraki2001 in the scalar-valued case,
shows that F -transform of a sum of monotone independent random variables
is the composition of the individual F -transforms. The operator-valued case
was proved combinatorially in [30, Theorem 3.7] and we give a similar, but
shortened, analytic proof.
Proposition 4.11. Let X and Y be self-adjoint elements of the A-valued prob-
ability space (B, E), and suppose that X and Y are monotone independent. If
FX , FY , and FX+Y are the reciprocal Cauchy transforms of X, Y , and X + Y
respectively, then FX+Y = FX ◦ FY .
The proof relies on the following observation:
Lemma 4.12. If B1, . . . , BN are monotone independent over A, then B1, . . . ,
Bn−1, BN +A are monotone independent over A. (Note that BN +A is the unit
A-algebra generated by BN .)
Proof. Straightforward casework left to the reader.
Proof of Proposition 4.11. Suppose that X and Y are monotone independent.
It is straightforward to check that X(n) and Y (n) are monotone independent in
the Mn(A)-valued probability space (Mn(B), E(n)). Note that for z ∈ Mn(A)
with ‖z‖ < 1/‖X + Y ‖, we have
(z−1 − (X(n) + Y (n)))−1 = ((z−1 −X(n))− Y (n))−1
=
∞∑
k=0
[(z−1 − Y (n))−1X(n)]k(z−1 − Y (n))−1. (4.14)
We take the expectation and observe that (z−1−Y (n))−1−z is in the closure of
Mn(A)〈Y (n)〉0. Thus, X(n) and (z−1− Y (n))−1− z are monotone independent.
But this implies that X(n) and (z − Y (n))−1 are monotone independent by
Lemma 4.12. Thus,
G˜
(n)
X+Y (z) = E
(n)[(z−1 −X(n) − Y (n))−1]
=
∞∑
k=0
E(n)
([
E(n)[(z−1 − Y (n))−1]X(n)]kE(n)[(z−1 − Y (n))−1])
= G˜
(n)
X ◦ G˜(n)Y (z). (4.15)
Because FX = inv ◦G˜X◦inv, where inv : z 7→ z−1, we have FX+Y = FX◦FY .
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Definition 4.13. If X and Y are monotone independent, and X has law µ and
Y has law ν, then we call the law of X + Y the monotone convolution of µ and
ν, and denote it µ⊲ ν. Note that µ⊲ ν is well-defined because the F -transform
of X + Y is uniquely determined by the previous proposition.
Now we can prove the operator-valued analogue of [2, Theorem 3.1], which
shows that A-valued Loewner chains are equivalent to processes with monotone
independent increments (see also [49, §3.1]).
Definition 4.14. Let (B, E) be anA-valued probability space, and let (Xt)t∈[0,T ]
be a family of self-adjoint elements of B. Then (Xt) is said to be a process with
monotone independent increments if for every t0 < t1 < · · · < tN , the random
variables Xt0 , Xt1 − Xt0 , . . . , XtN − XtN−1 . are monotone independent, and
t 7→ E(Xt) and t 7→ E(X2t ) are continuous functions [0, T ]→ A.
Theorem 4.15. Suppose that (Xt)t∈[0,T ] is a process with monotone indepen-
dent increments in an A-valued probability space (B, E), then the F -transforms
F
(n)
Xt
(z) = (E(n)[(z − Xt)−1])−1 form a chordal Loewner chain. Conversely,
every chordal Loewner chain arises from such a process with monotone indepen-
dent increments on some A-valued probability space.
Proof. Suppose (Xt)t∈[0,T ] is a process with monotone independent increments.
Then for s < t, we have
FXt = FXs ◦ FXt−Xs . (4.16)
We also assumed that E(Xt) and E(X
2
t ) are continuous. Hence, FXt is a chordal
Loewner chain.
Conversely, suppose that Ft is a chordal Loewner chain. Note that Fs,t is the
reciprocal Cauchy transform of a law µs,t. By Theorem 3.16, we can construct a
representative random variable Xs,t in a C
∗ probability space (Bs,t, Es,t) which
has the law µs,t. Now consider a partition P = (t0, . . . , tN ) where 0 = t0 <
t1 < · · · < tN = T . Let BP be the monotone product of the algebras B0,t1 ,
. . . , BtN−1,tN as constructed in [30, §4]. Then the random variables Xt0,t1 , . . . ,
XtN−1,tN are monotone independent in BP . Moreover, for i < j, the variable
Xti,tj = Xti,ti+1 + · · ·+Xtj−1,tj in BP has the law µti,tj .
We define B as the C∗ inductive limit (see [42, §II.8.2]) of BP , where the
index set is the collection of partitions P of [0, T ] ordered by inclusion, and
where for P ⊆ P ′ the inclusion map BP → BP ′ is given by the mapping the
variable Xs,t of BP to the variable Xs,t of BP ′ for every pair s < t in P . Then
Xt = X0,t in B is the desired process with monotone independent increments
such that Xt has the law µt.
Remark 4.16. In Theorem 6.25, under additional assumptions on µt, we will
provide a more direct construction of a process with monotone independent
increments that realizes the family of laws µt.
Remark 4.17. Anit-monotone independence is defined the same as monotone
independence with the order of the indices reversed (that is, B1, . . . , BN are anti-
monotone independent if and only if BN , . . . , B1 are monotone independent). If
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Ft is a Loewner chain on [0, T ], then the time-reversed flow FT−t,T describes a
process with anti-monotone independent increments. We refer to [2, §3.3] for a
treatment of the scalar case, and the generalization to the operator-valued case
is straightforward.
4.4. Loewner Chains and Free Independence
Now we will adapt Bauer’s observation that processes with freely indepen-
dent increments give rise to Loewner chains [1] [2, §3.5]. We first review the
notion of operator-valued free independence from [26, 17, 27, 28]
Definition 4.18. Let (B, E) be an A-valued probability space. Let B1, . . . , BN
be subalgebras of B which contain A. Then B1, . . . , BN are said to be freely
independent over A if we have
E(b1, . . . , bm) = 0 (4.17)
whenever E(bj) = 0 and bj ∈ Bkj with kj 6= kj+1.
Definition 4.19. Self-adjoint random variables in X1, . . . , XN of (B, E) are
said to be freely independent if the unital ∗-subalgebras A〈X1〉, . . . , A〈XN 〉 are
freely independent.
Definition 4.20. If X and Y are freely independent over A, and µ and ν are
the laws of X and Y respectlvely, then we denote the law of X + Y by µ ⊞ ν.
This is known to be well-defined.
An important consequence of free independence is the analytic subordination
of Cauchy transforms. This was proved in the scalar case by [9, Proposition 4.3]
[10, Theorem 3.1], [50]. Versions of the result were proved in the multivariable
setting by [51] and in the operator-valued setting by [22]. The statement here
concerning subordination for fully matricial functions defined on all of H(A) is
due to [28, Theorem 2.2].
Theorem 4.21. Suppose that X and Y are freely independent in (B, E). Then
there exists a fully matricial function F : H(A) → H(A) such that GX+Y (z) =
GX ◦ F (z), and hence FX+Y (z) = FX ◦ F (z).
Definition 4.22. An A-valued process with freely independent increments on
[0, T ] is a family of self-adjoint elements {Xt}t∈[0,T ] in (B, E) such that for each
t0 < t1 < · · · < tN , the increments Xtj −Xtj−1 are freely independent, and such
that E(Xt) and E(X
2
t ) are continuous functions of t.
Theorem 4.23. Suppose that {Xt}t∈[0,T ] is an A-valued process with freely
independent increments in (B, E) such that X0 = 0 and E(Xt) and E(X2t ) are
continuous. Then Ft := (E[(z −X)−1])−1 is a Loewner chain.
Proof. This is immediate from Theorem 4.21.
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However, even in the scalar-valued case, not every Loewner chain arises
from a process with freely independent increments. We demonstrate this with a
concrete counterexample. First, we construct a counterexample to the converse
of the subordination property. Here we use some standard notation and results
from free probability theory concerning the free cumulants and R-transforms;
for explanation, see e.g. [52, Part II].
Lemma 4.24. Let σ be a semicircular distribution, with probability density
given by 12π
√
4− t2χ[−2,2](t). There does not exist a law ν such that σ ⊲ σ =
σ ⊞ ν.
Proof. Recall that F−1σ (z) and G
−1
σ (z) are both given by z +1/z on the appro-
priate domains. Note that Gµ = Gσ ◦ Fσ , so that
1
z
+Rµ(z) = G
−1
µ (z) = F
−1
σ ◦G−1σ (z) = z+
1
z
+
1
z + 1/z
=
1
z
+z+
z
1 + z2
. (4.18)
If we assume that µ = σ ⊞ ν, then because the R-transform linearizes free
convolution, we have
Rν(z) = Rµ(z)−Rσ(z) = z
1 + z2
=
∞∑
n=0
(−1)nz2n+1. (4.19)
Thus, the free cumulants of ν would be
κ2n = (−1)n+1 for n ≥ 1, κ2n+1 = 0. (4.20)
When we compute the sixth moment of ν by the moment-cumulant formula, we
obtain the contradiction
ν(t6) = κ6 + 6κ4κ2 + 5κ
3
2 = 0. (4.21)
Now we construct a Loewner chain on [0, 2] as follows: Let σt be the semi-
circular distribution of variance t. Then we define Ft on [0, 1] by Ft = Fσt . This
family of reciprocal Cauchy transforms arises from a process St whose incre-
ments are freely independent, such that St−Ss is semicircular of variance t− s.
Therefore, {Ft}t∈[0,1] is a Loewner chain. Now, for in t ∈ [1, 2], we define
Ft = F1 ◦ Ft−1. (4.22)
Then Ft is a Loewner chain on [0, 2]. However, it does not arise from a process
with free increments; indeed, the law at time 1 is σ, the law at time 2 is σ ⊲ σ,
and we showed in Lemma 4.24 that σ ⊲ σ cannot be expressed as σ⊞ ν for any
law ν.
5. The Loewner Equation
This section will prove the operator-valued version of [6, Theorems 5.3 and
5.6], that is, we will show that the Loewner equation
∂tF (z, t) = DF (z, t)[V (z, t)] (5.1)
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defines a bijection between Lipschitz normalized Loewner chains F (z, t) = Ft(z)
(see Definition 5.1) and distributional Herglotz vector fields V (z, t) (see Defini-
tion 5.3). Here V (n)(z, ·) is allowed to be an element of L(L1[0, T ],Mn(A))
rather than a pointwise defined function of t, as in §2.3, and the time derivative
is computed in a distributional sense.
The section is organized as follows: §5.1 discusses normalized, Lipschitz
Loewner chains and distributional Herglotz vector fields, §5.2 explains how to
differentiate a Loewner chain to find the Herglotz vector field V (z, t), and §5.3
constructs a solution F (z, t) to the Loewner equation for a given Herglotz vector
field V (z, t). Finally, §5.4 relates our results to prior work on free and monotone
convolution semigroups.
Many of the proofs here follow the approach that [6] used for the scalar case
(see also [1, §3]). The author of this paper also worked off the lectures by Mario
Bonk at UCLA in Fall 2016. These proofs in turn were inspired by the theory
of Loewner chains in the disk of [4, §6.1] and [53].
5.1. Definitions
For simplicity, we will restrict our attention to Loewner chains Ft = Fµt
such that µt has mean zero (that is, µt(X) = 0). This is justified by the
following observation. Suppose that Ft is an arbitrary Loewner chain. Let
Φt(z) = Ft(z+µt(X)). Then Φt is a Loewner chain. Indeed, the subordination
functions for this Loewner chain are given by Φs,t(z) = Fs,t(z+µt(X))−µs(X)
for 0 ≤ s ≤ t ≤ T . Moreover, the laws corresponding to the Loewner chain Φt
have mean zero.
Now consider a Loewner chain Ft = Fµt with mean zero. In order to be
able to differentiate with respect to t, we make the further technical assump-
tion that after some reparametrization of time, the function t 7→ µt(X2) is an
absolutely continuous map [0, T ] → A. Under this assumption, we can define
f : [0, T ] → [0,+∞) as the total variation of µt(X2) up to time t. Then by a
time reparametrization based on f , we may assume that µt(X
2) is Lipschitz in
t. This leads us to the following definition.
Definition 5.1. A Lipschitz normalized chordal Loewner chain is a chordal
Loewner chain Ft = Fµt such that µt(X) = 0 and such that there exists C > 0
such that ‖µs(X2) − µt(X2)‖ ≤ C|s − t| for all s, t ∈ [0, T ]. We will usually
abbreviate the name to Lipschitz Loewner chain since no confusion will result.
Remark 5.2. We remark that the absolute continuity condition on µt(X
2) is
similar to the “order d” condition on evolution families in the unit disk [54,
Definition 1.2]. In fact, given the setup of §4, absolute continuity is equivalent
to the Loewner chain being order 1, as we show in Appendix B.
Definition 5.3. A distributional Herglotz vector field on [0, T ] is a sequence of
functions V (n) : H(n)(A) × L1[0, T ]→Mn(A), denoted
(z, φ) 7→
∫
V (n)(z, t)φ(t) dt,
which satisfy the following conditions.
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(1) For each z ∈ H(n)(A), we have V (n)(z, )˙ ∈ L(L1[0, T ],Mn(A)).
(2) For each φ ∈ L1[0, T ], the sequence of functions ∫ V (n)(·, t)φ(t) dt is fully
matricial.
(3) If φ ≥ 0, then ∫ V (n)(·, t)φ(t) dt maps H(A) into H(A).
(4) There exist R > 0 and C > 0 such that for every φ ∈ L1[0, T ], the func-
tion
∫
V (n)(z−1, t)φ(t) has a fully matricial extension from BMn(A)(0, R) ∩
−H(n)(A) to BMn(A)(0, R), denoted
∫
V˜ (n)(z, t)φ(t) dt, which satisfies∫
V˜ (n)(z∗, t)φ(t) dt =
(∫
V˜ (n)(z, t)φ(t) dt
)∗
and ∥∥∥∥∫ V˜ (n)(z, t)φ(t) dt∥∥∥∥ ≤ C‖φ‖L1[0,T ].
It follows from Theorem 3.29 that if φ ≥ 0, then ∫ V (·, t)φ(t) dt is minus the
Cauchy transform of some generalized law. In fact, we will view V as minus
the Cauchy transform of a family of generalized laws which depends upon t in
a distributional sense.
Definition 5.4. A distributional family of A-valued generalized laws on [0, T ]
is a function ν : A〈X〉 × L1[0, T ]→ A, denoted
(f(X), φ) 7→
∫
ν(f(X), t)φ(t) dt,
such that
1. For each f(X) ∈ A〈X〉, we have ν(f(X), ·) ∈ L(L1[0, T ],A).
2. For each φ ≥ 0 in L1[0, T ], the function ∫ ν(·, t)φ(t) dt is a generalized
A-valued law.
It would seem natural to assume that rad(
∫
ν(·, t)φ(t) dt) is bounded inde-
pendent of φ for φ ≥ 0, but this turns out to be automatic.
Lemma 5.5. Suppose that ν is a distributional family of generalized laws. Then
for φ ≥ 0, we have
rad
(∫
ν(·, t)φ(t) dt
)
≤ rad
(∫
ν(·, t)1 dt
)
.
Proof. Let νφ denote the generallized law
∫
ν(·, t)φ(t) dt. Note that if φ ≤
ψ, then νψ = νφ + νψ−φ, and hence by Lemma 3.18, rad(νφ) ≤ rad(νψ). In
particular, rad(νχ[a,b]) ≤ rad(ν1). Hence, we have
‖νχ[a,b](a0Xa1 . . .Xak)‖ ≤ ‖a0‖ . . . ‖ak‖ rad(ν1)k‖νχ[a,b](1)‖
≤ ‖a0‖ . . . ‖ak‖ rad(ν1)k‖ν(1, ·)‖L(L1[0,T ],A)‖χ[a,b]‖L1[0,T ].
It follows by Lemma 2.10 that for every φ ∈ L1[0, T ],
‖νφ(a0Xa1 . . .Xak)‖ ≤ ‖a0‖ . . . ‖ak‖ rad(ν1)k‖ν(1, ·)‖L(L1[0,T ],A)‖φ‖L1[0,T ].
In particular, for φ ≥ 0, we have rad(νφ) ≤ rad(ν1).
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We now state the correspondence between Herglotz vector fields and distri-
butional families of generalized laws, as well as the analogues of Lemmas 3.24
and 3.27 in this setting.
Proposition 5.6. There is a bijective correspondence V ↔ ν between distribu-
tional Herglotz vector fields and distributional families of generalized laws, given
by the condition that for each φ ≥ 0 in L1[0, T ], the function ∫ V (·, t)φ(t) dt is
minus the Cauchy transform of the generalized law
∫
ν(·, t)φ(t) dt.
Proof. Let V be a distributional Herglotz vector field and let C and R be
as in Definition 5.3. Then for φ ≥ 0 in L1[0, T ], Theorem 3.29 implies that
− ∫ V (·, t)φ(t) dt is the Cauchy transform of some generalized law νφ with rad(νφ) ≤
1/R. For nonnegative L1[0, T ] functions φ1 and φ2, we see that the Cauchy
transform of νφ1 + νφ2 is
∫
V (·, t)(φ1 + φ2)(t) dt, and thus νφ1+φ2 = νφ1 + νφ2 .
We also observe that
‖νφ(1)‖ =
∥∥∥∥Dz|z=0(∫ V˜ (1)(z, t)φ(t) dt)∥∥∥∥ ≤ CR‖φ‖L1[0,T ].
It follows from Theorem 3.29 and (3.3) that
‖νφ(a0Xa1 . . . Xak)‖ ≤ C
Rk+1
‖φ‖L1[0,T ].
Thus, for each p(X) ∈ A〈X〉, the function φ 7→ νφ(p(X)) extends to a bounded
linear function on L1[0, T ], which we can see by breaking a function φ ∈ L1[0, T ]
into its positive/negative real/imaginary parts as in the standard construc-
tion of the integrals in measure theory. We denote this extension by φ 7→∫
ν(p(X), t)φ(t) dt. In this way, we have defined a generalized law ν corre-
sponding to V , and this ν is unique because
∫
V (·, t)φ(t) dt uniquely determines∫
ν(·, t)φ(t) dt for φ ≥ 0.
For the converse direction, suppose that ν is a distributional family of gen-
eralized laws. Then for φ ≥ 0 in L1[0, T ], let Vφ be minus the Cauchy transform
of
∫
ν(·, t)φ(t) dt. Also, note by Lemma 3.27
z ∈ H(n)ǫ (A) =⇒ ‖V (n)φ (z)‖ ≤
‖∫ ν(1, t)φ(t) dt‖
ǫ
≤
‖ν(1, ·)‖L(L1[0,T ],A)
ǫ
‖φ‖L1[0,T ].
Since Vφ satisfies this estimate and Vφ1+φ2 = Vφ1 + Vφ2 for φ1 and φ2 ≥ 0, we
can extend the map φ 7→ Vφ(z) to a bounded linear map L1[0, T ] → Mn(A).
We denote this extension by φ 7→ ∫ V (n)(z, t)φ(t) dt. Then (1) of Definition 5.3
holds, and (3) also holds by construction. Now (2) holds for φ ≥ 0 and hence
for all φ by linearity. Finally, it is straightforward from Lemmas 3.26 and 5.5
to check that (4) holds if we choose R such that 1/R > rad(
∫
ν(·, t) dt) and set
C = ‖ν(1, ·)‖L(L1[0,T ],A)/(1/R −M). So V is a distributional Herglotz vector
field. It is clear that V is uniquely determined by ν.
Notation 5.7. If V is a distributional Herglotz vector field and ν is the corre-
sponding distributional family of generalized laws on [0, T ], we denote
rad(V ) := rad(ν) := rad
(∫
ν(·, t) dt
)
.
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As a consequence of the Cauchy transform representation, we have the fol-
lowing estimates.
Lemma 5.8. Let V (z, t) be a distributional Herglotz vector field with rad(V ) ≤
M and let R
(n)
ǫ be the region where Im z ≥ ǫ or ‖z−1‖ ≤ 1/(M + ǫ) as in (3.8).
Then for z and z′ ∈ R(n)ǫ , we have
‖V (n)(z, ·)‖L(L1[0,T ],Mn(A)) ≤
1
ǫ
‖DV˜ (1)(0, ·)[1]‖L(L1[0,T ],A) (5.2)
‖V (n)(z, ·)− V (n)(z′, ·)‖L(L1[0,T ],Mn(A)) ≤
1
ǫ2
‖DV˜ (1)(0, ·)[1]‖L(L1[0,T ],A)‖z − z′‖
(5.3)
‖DV (n)(z, ·)‖L(L1[0,T ],Mn(A)) ≤
1
ǫ
‖DV˜ (1)(0, ·)[1]‖L(L1[0,T ],A), (5.4)
where DV˜ (1)(0, ·)[1] represents the Fre´chet derivative of V˜ (1) as a function
BA(0, 1/M)→ L(L1[0, T ],A) evaluated at the point 0 and applied to the vector
1 ∈ A.
Proof. Let ν be the distributional family of generalized laws on [0, T ] corre-
sponding to V . Suppose that [a, b] ⊆ [0, T ]. Since ∫ V (·, t)χ[a,b](t) dt is the
Cauchy transform of
∫
ν(·, t)χ[a,b](t) dt, we have by (3.9) that for z ∈ R(n)ǫ ,∥∥∥∥∫ V (n)(z, t)χ[a,b](t) dt∥∥∥∥ ≤ 1ǫ
∥∥∥∥∫ ν(1, t)χ[a,b](t) dt∥∥∥∥
=
1
ǫ
∥∥∥∥∫ DV˜ (1)(0, t)[1]χ[a,b](t) dt∥∥∥∥
≤ 1
ǫ
∥∥∥DV˜ (1)(0, ·)[1]∥∥∥
L(L1[0,T ],A)
‖χ[a,b]‖L1[0,T ].
Since this holds for all [a, b] ⊆ [0, T ], Lemma 2.10 yields the estimate (5.2).
Similarly, the relations (5.3) and (5.4) are proved by applying (3.15) and (3.16)
to
∫
ν(·, t)χ[a,b](t) dt and then invoking Lemma 2.10.
5.2. Differentiation of Loewner Chains
Throughout this subsection, F
(n)
t (z) = F
(n)(z, t) will be a Lipschitz, normal-
ized chordal Loewner chain, and Fs,t will be the subordination map satisfying
Ft = Fs ◦ Fs,t. Proposition 3.32 implies that Fs,t is a reciprocal Cauchy trans-
form. We denote by µt the law of which Ft is the reciprocal Cauchy transform,
and by µs,t the law of which Fs,t is the reciprocal Cauchy transform.
For the rest of the section, we will write
Ft(z) = z +Ht(z)
Fs,t(z) = z +Hs,t(z). (5.5)
We also define
H˜t(z) = Ht(z
−1) H˜s,t(z) = Hs,t(z−1). (5.6)
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Note by Proposition 3.30 that there exists a generalized law σs,t such that
Hs,t = −Gσs,t (5.7)
In particular, Lemmas 3.24 and 3.27 apply to Hs,t.
We let C be the Lipschitz norm of t 7→ µt(X2). We observe as a consequence
of Ft = Fs ◦ Fs,t that
σs,t(1) = σt(1)− σs(1) = µt(X2)− µs(X2), (5.8)
and hence
‖σs,t(1)‖ ≤ C|s− t|. (5.9)
We deduce the following local Lipschitz estimates.
Lemma 5.9. Let z, z′ ∈ H(n)ǫ (A) and let 0 ≤ s ≤ t ≤ u ≤ T . Then
‖F (n)s,t (z)− F (n)s,t (z′)‖ ≤
(
1 +
C|s− t|
ǫ2
)
‖z − z′‖, (5.10)
‖F (n)s,u (z)− F (n)s,t (z)‖ ≤
(
1 +
CT
ǫ2
)
C
ǫ
|t− u|.. (5.11)
In particular, each F (n)(z, t) is a locally Lipschitz family (Definition 2.19), and
F
(n)
s,t (z) is a locally Lipschitz family with respect to t.
Proof. To prove (5.10), note that by the definition of σs,t and (3.15), we have∥∥∥F (n)s,t (z)− F (n)s,t (z′)∥∥∥ = ‖z +H(n)s,t (z)− z −H(n)s,t (z′)‖
=
∥∥∥G(n)σs,t(z)−G(n)σs,t(z′)∥∥∥
≤ ‖σs,t(1)‖
ǫ2
‖z − z′‖,
and as remarked earlier, ‖σs,t(1)‖ ≤ C|s− t|.
To prove (5.11), note by (3.9), we have
‖H(n)t,u (z)‖ ≤
‖σt,u(1)‖
ǫ
≤ C
ǫ
|t− u|.
Therefore, we have∥∥∥F (n)s,u (z)− F (n)s,t (z)∥∥∥ = ∥∥∥F (n)s,t (z +H(n)t,u (z))− F (n)s,t (z)∥∥∥
≤
(
1 +
C|s− t|
ǫ2
)
‖H(n)t,u (z)‖
≤
(
1 +
CT
ǫ2
)
C
ǫ
|t− u|.
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The following is the A-valued analogue of [6, Theorem 5.3].
Theorem 5.10. Given the setup at the beginning of §5.2, there exists a dis-
tributional Herglotz vector field V (z, t) such that F and V satisfy the Loewner
equation (5.1). Moreover, if rad(σs,t) ≤M when t− s is sufficiently small, then
rad(V ) ≤M .
Proof.
Step 1: Because F (n)(z, t) is a locally Lipschitz family (Definition 2.19,
∂tF (z, ·) is defined in the distributional sense. By Proposition 4.6, DF (n)(z, t)
is invertible and DF (n)(z, t)−1 is uniformly bounded for t ∈ [0, T ] and Im z ≥ ǫ.
Thus, because DF (n)(z, t) is Lipschitz in t locally uniformly in z, we know
DF (n)(z, t)−1 is also locally Lipschitz (in fact, it is uniformly Lipschitz in t for
Im z ≥ ǫ and for all n ∈ N). Hence, we can define
V (n)(z, t) := DF (n)(z, t)−1∂tF (n)(z, t), (5.12)
so that the Loewner equation (5.1) holds. Note also by Proposition 4.6, V (n)(z, t)
is uniformly bounded when Im z ≥ ǫ.
Step 2: It remains to show that V (z, t) is a distributional Herglotz vector
field. Toward this end, we define a sequence of approximations to V (n)(z, t)
given by
V (n)m (z, t) =
m∑
j=1
χ[tj−1,tj)(t)
m
T
H
(n)
tj−1,tj (z), where tj = T j/m. (5.13)
By (3.9) and (5.9),
Im z ≥ ǫ =⇒ ‖H(n)tj−1,tj (z)‖ ≤
‖σtj−1,tj (1)‖
ǫ
≤ C
mǫ
, (5.14)
and hence V
(n)
m (z, ·) is uniformly bounded in L(L1[0, T ],Mn(A)) for z ∈ H(n)ǫ (A).
We claim that for each φ ∈ L1[0, T ] and ǫ > 0, we have∫
V (n)m (z, t)φ(t) dt→
∫
V (n)(z, t)φ(t) dt uniformly for z ∈ H(n)ǫ (A). (5.15)
Because ‖V (n)m (z, ·)‖L(L1[0,T ],Mn(A) is uniformly bounded for z ∈ H
(n)
ǫ by (5.2),
it suffices to prove the claim for φ in a dense subspace of L1[0, T ].
Step 3: To prove (5.15), let ǫ be fixed. Assume that φ is continuous. Let
φm(t) =
m∑
j=1
χ[tj−1,tj)(t)φ(tj−1), where tj = T j/m. (5.16)
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Then we have for Im z ≥ ǫ,∫
V (n)m (z, t)φm(t) dt =
m∑
j=1
∫ tj
tj−1
V (n)m (z, t)φm(t) dt (5.17)
=
m∑
j=1
m
T
∫ tj
tj−1
H
(n)
tj−1,tj (z)φ(tj−1) dt (5.18)
=
m∑
j=1
φ(tj−1)H
(n)
tj−1,tj (z). (5.19)
Meanwhile,∫
V (n)(z, t)φm(t) dt =
m∑
j=1
φ(tj−1)
∫ tj
tj−1
DF (n)(z, t)−1∂tF (n)(z, t) dt. (5.20)
Because DF (n)(z, t) is uniformly Lipschitz in t for z ∈ H(n)ǫ (A), we have∫ tj
tj−1
DF (n)(z, t)−1∂tF (n)(z, t) dt =
∫ tj
tj−1
DF (n)(z, tj)
−1∂tF (n)(z, t) dt+O(1/m2).
(5.21)
By the chain rule (Lemma 2.22),
∂tF
(n)(z, t) = ∂t[F
(n)
tj−1 ◦ F
(n)
tj−1,t(z)] = DF
(n)
tj−1 (z)∂t[F
(n)
tj−1,t(z)]. (5.22)
Hence,∫ tj
tj−1
DF (n)(z, t)−1∂tF (n)(z, t) dt = F
(n)
tj−1,tj (z)− F
(n)
tj−1,tj−1(z) +O(1/m
2)
= H
(n)
tj−1,tj (z) +O(1/m
2). (5.23)
Altogether, we have for z ∈ H(n)ǫ (A),∫ T
0
V (n)(z, t)φm(t) dt =
m∑
j=1
φ(tj−1)H
(n)
tj−1,tj (z) +O(1/m)
=
∫ T
0
V (n)m (z, t)φm(t) dt+O(1/m). (5.24)
Replacing φm by φ produces an error O(‖φm − φ‖L1) which goes to zero as
m → ∞, and therefore (5.15) holds when φ is continuous. By approximation,
(5.15) holds for every φ ∈ L1[0, T ]. This guarantees that ∫ V (·, t)φ(t) dt is fully
matricial for each φ.
Step 4: We claim that for φ ≥ 0, the function ∫ V (·, t)φ(t) dt maps H(A)
into H(A). If we assume that z ∈ H(n)ǫ (A), then
Im
∫
V (n)m (z, t)φ(t) dt =
m∑
j=1
∫ tj
tj−1
φ(t) dt
(
ImHtj−1,tj (z)
)
≥ 0. (5.25)
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Therefore, taking m→∞, we obtain Im ∫ V (n)(z, t)φ(t) dt ≥ 0 as desired.
Step 5: It remains to check condition (4) of Definition 5.3, that is, we must
show that for each φ ∈ L1[0, T ], the function ∫ V˜ (z, t)φ(t) dt = ∫ V (z−1, t)φ(t) dt
extends to be fully matricial in a neighborhood of 0 (more precisely, fully matri-
cial on BMn(A)(0, R) for some R independent of n). To this end, we will show
that V˜m(z, t) = Vm(z
−1, t) extends to be fully matricial in a neighborhood of
0, and then apply analytic continuation to show that V˜
(n)
m (z, t) converges in a
neighborhood of 0 as m→∞.
Let M be such that rad(σs,t) ≤M when t− s sufficiently small. Recall that
‖σs,t(1)‖ ≤ C|s− t|. Hence, by Lemma 3.26, H˜s,t = −G˜σs,t extends to be fully
matricial for ‖z‖ < 1/M and satisfies∥∥∥H˜s,t(z)∥∥∥ ≤ C|s− t|‖z‖
1−M‖z‖ . (5.26)
Substituting this in (5.13) yields that for sufficiently largem and for ‖z‖ < 1/M ,∥∥∥V˜ (n)m (z, ·)∥∥∥
L∞Boch([0,T ],Mn(A)
≤ C‖z‖
1−M‖z‖ . (5.27)
In particular, for φ ∈ L1[0, T ], we have∥∥∥∥∫ V˜ (n)m (z, t)φ(t) dt∥∥∥∥ ≤ C‖z‖1−M‖z‖‖φ‖L1[0,T ]. (5.28)
We already know by (5.15) that
lim
m→∞
∫
V˜ (n)m (z, t)φ(t) dt =
∫
V˜ (n)(z, t)φ(t) dt for z ∈ BMn(A)(0, 1/M)∩−H(n)ǫ (A),
(5.29)
where the convergence is locally uniform. Therefore, by Lemma 2.8, the se-
quence
∫
V˜
(n)
m (z, t)φ(t) dt converges locally uniformly on all of BMn(A)(0, 1/M).
Hence,
∫
V˜ (n)(z, t)φ(t) dt has an analytic extension to BMn(A)(0, 1/M), which
also defines a fully matricial function, since the property of preserving direct
sums and similarities is preserved when taking the limit of a sequence of func-
tions.
The estimate (5.28) can be applied to V˜ by taking m → ∞. The rela-
tion V˜
(n)
m (z∗, t) = V
(n)
m (z, t)∗ implies in the limit that
∫
V˜ (n)(z∗, t)φ(t) dt =
(
∫
V˜ (n)(z, t)φ(t) dt)∗. Thus, Definition 5.3 (4) holds with R = 1/M .
5.3. Integration of the Loewner Equation
The following is the A-valued analogue of [6, Theorem 5.5].
Theorem 5.11. Let V (z, t) be a distributional Herglotz vector field on [0, T ]
with rad(V ) ≤M , and let C = ‖DV˜ (1)(0, ·)[1]‖L(L1[0,T ],A).
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(1) There exists a unique fully matricial family
W : H(A)× [0, T ]→ H(A)
such that W (n)(z, t) is a locally Lipschitz family for each n, and W satisfies
W (n)(z, 0) = z, ∂tW
(n)(z, t) = V (n)(W (z, t), t). (5.30)
(2) W (z, t) is the reciprocal Cauchy transform of a law with radius bounded by
M +
√
2Ct. Moreover, for u > t,
‖z‖ < 1
M +
√
2Cu
=⇒ ‖W˜ (z, t)−1‖ ≤ 1
M +
√
2C(u− t) . (5.31)
(3) Letting W (z, t) = z +H(z, t), we have H(z, t) = −σt[(z −X)−1], where σt
is a generalized law A〈X〉 → A satisfying
rad(σt) ≤M +
√
2Ct (5.32)
and, setting H˜(z, t) = H(z−1, t), we have
σt|A = −DH˜(1)(0, t) = −
∫ t
0
V˜ (1)(0, s) ds (5.33)
and hence ‖σt(1)‖ ≤ Ct.
Remark 5.12. The statement and proof here closely follow [6, Theorem 5.5].
Proof. Step 1: We define Picard iterates Wm inductively by
W
(n)
0 (z, t) = z (5.34)
W
(n)
m+1(z, t) = z +
∫ t
0
V (n)(W (n)m (z, s), s) ds. (5.35)
We prove the following claims by induction on m:
(a) W
(n)
m (z, t) is well-defined and it is a Wm is a fully matricial function of z.
(b) ImW
(n)
m (z, t) ≥ Im z.
(c) W
(n)
m (z, ·) is (C/ǫ)-Lipschitz for Im z ≥ ǫ.
Each of the claims is trivial in the base case m = 0.
Now assume the claims hold form−1. SinceW (n)m−1(z, t) is a locally Lipschitz
family, we know that V (n)(W
(n)
m−1(z, t), t) is defined and analytic by Lemma
2.24. It follows that W
(n)
m (z, t) is well-defined and analytic. The fact that it
preserves direct sums and similarities is clear. Moreover, W
(n)
m (z, t) is bounded
for Im z ≥ ǫ, independently of m, because ImW (n)m−1(z, t) ≥ Im z ≥ ǫ and hence
‖V (n)(W (n)m−1(z, t), ·)‖L(L1[0,T ],Mn(A)) ≤ C/ǫ by (5.2). Thus, (a) holds.
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Because ImV (n)(z, t) ≥ 0 in the distributional sense by Definition 5.3 (3), we
conclude that ImV (n)(W
(n)
m−1(z, t), t) ≥ 0 also by a step-function approximation
argument as in the construction of Lemma 2.24. Hence, (b) holds.
Next, because ‖V (n)(z, ·)‖L(L1[0,T ],Mn(A)) ≤ C/ǫ for Im z ≥ ǫ, and we have
ImWm−1(z, t) ≥ Im z, we know that V (n)(W (n)m−1(z, t), ·) is bounded by C/ǫ in
L(L1[0, T ],Mn(A)). By (2.21), this implies (c).
Step 2: To prove convergence of W
(n)
m as m → ∞, we will show that for
m > 0 and Im z ≥ ǫ, we have
‖W (n)m (z, t)−W (n)m−1(z, t)‖ ≤
Cm+1tm
m!ǫ2m+1
(5.36)
In the case m = 1, this holds because ‖V (n)(z, ·)‖L(L1[0,T ],Mn(A)) ≤ C/ǫ by
(5.2). For the induction step, we use (5.35) together with the Lipschitz bound
Lemma (5.3) to argue that∥∥∥W (n)m+1(z, t)−W (n)m (z, t)∥∥∥ = ∥∥∥∥∫ t
0
V (n)(W (n)m (z, s), s) ds−
∫ t
0
V (n)(W
(n)
m−1(z, s), s) ds
∥∥∥∥.
Now by (2.21), we have∥∥∥∥∫ t
0
V (n)(W (n)m (z, s), s) ds−
∫ t
0
V (n)(W
(n)
m−1(z, s), s) ds
∥∥∥∥
≤
∫ t
0
∥∥∥V (n)(W (n)m (z, s), ·)− V (n)(W (n)m−1(z, s), ·)∥∥∥L(L1[0,T ],Mn(A)) ds.
Because ImW
(n)
m (z, s) ≥ ǫ and ImW (n)m−1(z, s) ≥ ǫ, we can apply (5.3) to con-
clude that∫ t
0
∥∥∥V (n)(W (n)m (z, s), ·)− V (n)(W (n)m−1(z, s), ·)∥∥∥L(L1[0,T ],Mn(A)) ds
≤
∫ t
0
C
ǫ2
∥∥∥W (n)m (z, s)−W (n)m−1(z, s)∥∥∥ ds.
Now by the inductive hypothesis,∫ t
0
C
ǫ2
∥∥∥W (n)m (z, s)−W (n)m−1(z, s)∥∥∥ ds ≤ ∫ t
0
C
ǫ2
· C
m+1sm
m!ǫ2m+1
ds
=
Cm+2tm+1
(m+ 1)!ǫ2m+3
,
which finishes the proof of (5.36).
Step 3: Step 2 implies that as m goes to infinity, W
(n)
m (z, t) converges
uniformly for n ∈ N, t ∈ [0, T ], and Im z ≥ ǫ to a fully matricial function
48
W (z, t). This implies that V (n)(W
(n)
m (z, t), t) converges to V (n)(W (n)(z, t), t) in
L(L1[0, T ],Mn(A)) by Observation 2.18. Therefore,
W (n)(z, t) = z +
∫ t
0
V (n)(W (n)(z, s), s) ds, (5.37)
and hence ∂tW
(n)(z, t) = V (n)(W (n)(z, t), t) in the distributional sense, and
W (n)(z, 0) = z. Uniqueness of the solution follows from the standard Picard-
Lindelo¨f argument. This completes the proof of (1) in the theorem statement.
Step 4: We will prove by induction that given 0 ≤ t ≤ T and u > t,
the function W˜
(n)
m (z, t)−1 := W
(n)
m (z−1, t)−1 extends to be fully matricial on
‖z‖ < 1/(M +√2Cu) and that it satisfies∥∥∥W˜ (n)m (z−1, t)−1∥∥∥ ≤ (M +√2C(u− t))−1 . (5.38)
The base casem = 0 is trivial. For the induction step, recall that V˜ (n)(z−1, t) :=
V (n)(z−1, t) extends to be analytic for ‖z‖ < 1/M and satisfies∥∥∥V˜ (n)(z, ·)∥∥∥
L(L1[0,T ],Mn(A))
≤ C‖z‖−1 −M . (5.39)
If ‖z‖ < 1/(M +√2Cu) and 0 ≤ s ≤ t, then the induction hypothesis implies
that ‖W˜ (n)m (z, s)−1‖ ≤ (M +
√
2C(u− s))−1, and therefore W˜ (n)m (z, s)−1 is in
the domain where V˜ (n) is analytic, and we have
‖V (n)(W (n)m (z−1, s), ·)‖L(L1,Mn(A)) = ‖V˜ (n)(W˜ (n)m (z, s)−1, ·)‖L(L1,Mn(A)) ≤
C√
2C(u− s) .
(5.40)
Therefore, setting H
(n)
m (z, t) :=W
(n)
m (z, t)− z, and using Lemma 2.12,∥∥∥H˜(n)m (z, t)∥∥∥ = ∥∥∥∥∫ t
0
V (n)(W (n)m (z
−1, s), s) ds
∥∥∥∥
≤
∫ t
0
∥∥∥V (n)(Wm(z−1, s), ·)∥∥∥L(L1[0,T ],Mn(A)) ds
≤
∫ t
0
C√
2C(u− s) ds =
√
2Cu−
√
2C(u− t). (5.41)
Then
W˜
(n)
m+1(z, t)
−1 =
(
z−1 + H˜(n)m (z, t)
)−1
=
∞∑
j=0
(−1)jz[H˜(n)m (z, t)z]j, (5.42)
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from which we see that∥∥∥W˜ (n)m+1(z, t)−1∥∥∥ ≤ 1‖z‖−1 − ‖H˜(n)m (z, t)‖
≤ 1
(M +
√
2Cu)− (√2Cu−
√
2C(u− t))
=
1
M +
√
2C(u− t) . (5.43)
This completes the induction proof.
Step 5: Fix t ∈ [0, T ) and we will prove (2). Let u > t as in Step 4. Because
W˜m(z, t)
−1 is analytic and uniformly bounded for ‖z‖ < (M + √2Cu)−1 and
because W˜
(n)
m (z, t)−1 converges locally uniformly on
{z : ‖z‖ < (M +
√
2Cu)−1 and Im z−1 ≥ ǫ},
Lemma 2.8 implies that W˜
(n)
m (z, t)−1 converges locally uniformly on {z : ‖z‖ <
(1 +
√
2Cu)−1} as m → ∞. This implies that W˜ (z, t)−1 has a fully matricial
extension to ‖z‖ < (M +
√
2Cu)−1, which is bounded by (M +
√
2C(u− t))−1.
Moreover, using the power series expansion (5.42), we see that limz→0 z−1W˜ (n)(z, t)−1 =
1, where the limit is taken over invertible z ∈Mn(A). Therefore, Theorem 3.29
implies that W (z, t)−1 is the Cauchy transform of a law with radius bounded
by (M +
√
2Cu). Letting uց t proves (2).
Step 6: Fix t and we will prove (3). By Proposition 3.30, we know that
H(z, t) = Gσt(z) for some generalized law σ. In order to bound rad(σt), note
that
H(n)(z, t) =
∫ t
0
V (n)(W (n)(z, s), s) ds.
Using the same reasoning as in (5.41), we see that if u > t, then H˜(n)(z, t)
is defined for ‖z‖ < 1/(M + √2Cu) and bounded by √2Cu −
√
2C(u− t).
Since for each u > t, there is a bounded independent of n, we obtain rad(σt) ≤
M +
√
2Ct. This proves the first claim of (3), and the proof of (5.33) is a direct
computation.
The following is the A-valued analogue of [6, Theorem 5.6].
Theorem 5.13. Let V (z, t) be a distributional Herglotz vector field with rad(V ) ≤
M and C = ‖DV˜ (1)(0, ·)[1]‖L(L1[0,T ],A).
(1) There exists a Lipschitz Loewner chain F (z, t) satisfying the Loewner equa-
tion (5.1).
(2) We have Fs,t(z) = z−σs,t[(z−X)−1] where σs,t : A〈X〉 → A is a generalized
law with rad(σs,t) ≤M +
√
2C(t− s) and ‖σs,t(1)‖ ≤ C(t− s).
(3) Suppose that Ψ(z, t) is a fully matricial family H(A)× [0, T ]→M(A) such
that Ψ(n)(z, t) is a locally Lipschitz family for each n. If Ψ satisfies
∂tΨ
(n)(z, t) = DΨ(n)(z, t)[V (n)(z, t)], (5.44)
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and F is the Loewner chain from (1), then Ψt = Ψ0 ◦ Ft. In particular, if
Ψ0 = id, then Ψt = Ft, hence the solution in (1) is unique.
Proof. Step 1: Fix s ≤ t. Note that V (n)(z, t− u), viewed as a formal function
of (z, u) on H(A) × [0, t], is a distributional Herglotz vector field. Thus, by
Theorem 5.11, there exists W satisfying
∂uW
(n)(z, u) = V (n)(W (n)(z, u), t− u), W (n)(z, 0) = id . (5.45)
Define F
(n)
s,t (z) =W
(n)(z, t− s), so that we have for s ∈ [0, t],
− ∂sF (n)s,t (z) = V (n)(F (n)s,t (z), s), F (n)t,t = id . (5.46)
By Theorem 5.11, we have
F
(n)
s,t (z) = z −G(n)σs,t(z), (5.47)
where σs,t is a generalized law A〈X〉 → A with rad(σs,t) ≤M +
√
2C(t− s).
Step 2: We claim that if s ≤ t ≤ u, then Fs,t ◦Ft,u = Fs,u. Fix t ≤ u. Then
for s ≤ t, we have
− ∂s[F (n)s,t (z)] = V (n)(F (n)s,t (z), s), F (n)t,t (z) = z, (5.48)
so that
− ∂s[F (n)s,t ◦F (n)t,u (z)] = V (n)(F (n)s,t ◦F (n)t,u (z), s), F (n)s,t ◦F (n)t,u (z)|s=t = F (n)t,u (z).
(5.49)
Therefore, F
(n)
s,t ◦F (n)t,u solves the same initial value problem as F (n)s,u with respect
to the variable s which runs backwards from t to 0. Therefore, Fs,t ◦Ft,u = Fs,u
by the uniqueness claim of Theorem 5.11 (1).
Step 3: Let Ft = F0,t. By Theorem 5.11 (b), Ft is the reciprocal Cauchy
transform of a law µt with rad(µt) ≤ M +
√
2Ct and µt(X) = 0. And we just
showed Ft = Fs ◦ Fs,t for s < t. Finally, ‖σs,t(1)‖ ≤ C|s − t| by Theorem 5.11
(c). Hence, Ft is a Loewner chain. Moreover, by Lemma 5.9, F
(n)
t is a locally
Lipschitz family for each n.
Step 4: We now verify that Ft satisfies the Loewner equation. Assume that
[a, b] ⊆ [0, T ]. Then for s ∈ [a, b], we have
F
(n)
b (z) = F
(n)
s ◦ F (n)s,b (z). (5.50)
Upon differentiating with respect to s and invoking the chain rule (Lemma 2.22),
0 = ∂sF
(n)
s (F
(n)
s,b (z)) +DF
(n)
s (F
(n)
s,b (z))[∂sF
(n)
s,b (z)]
= ∂sF
(n)
s (F
(n)
s,b (z))−DF (n)s (F (n)s,b (z))[V (n)(F (n)s,b (z), s)]. (5.51)
For z ∈ H(n)ǫ (A) and s ∈ [a, b], we have
F
(n)
s,b (z) = z +O(|b − a|). (5.52)
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Because F
(n)
s,b maps H
(n)
ǫ (A) into itself, because ∂sF (n)s (z) and V (n)(z, s) are
bounded for z ∈ H(n)ǫ (A), and because DFs Lipschitz in s in this region, we
have
∂sF
(n)
s (F
(n)
s,b (z), s) = ∂sFs(z) + O(|b − a|) (5.53)
DF (n)s (F
(n)
s,b (z))[V
(n)(F
(n)
s,b (z), s)] = DF
(n)
s (z)[V
(n)(z, s)] +O(|b − a|), (5.54)
where the equation holds in the space L(L1[a, b],Mn(A)) with respect to the
variable s. Therefore, pairing with χ[a,b] yields∫ b
a
∂sF
(n)
s (z) ds =
∫ b
a
DF (n)s (z)[V
(n)(z, s)] ds+O(|b − a|2). (5.55)
Hence, by Lemma 2.10, we have ∂sF
(n)
s (z) = DF
(n)
s (z)[V (n)(z, s)] as desired.
Therefore, (1) is proved. Moreover, (2) follows from Theorem 5.11, so it only
remains to prove (3).
Step 5: Suppose that Ψ satisfies the hypotheses of (3) and let t > 0. Then
for s ∈ [0, t], we apply the chain rule and the fact that Ψ satisfies the Loewner
equation to conclude that
∂s[Ψ
(n)
s ◦ F (n)s,t (z)] = ∂sΨ(n)s (F (n)s,t (z)) +DΨ(n)s (F (n)s,t (z))[∂sF (n)s,t (z)]
= DΨ(n)s (F
(n)
s,t (z))[V
(n)(F
(n)
s,t (z), s)]−DΨ(n)s (F (n)s,t (z))[V (n)(F (n)s,t (z), s)]
= 0. (5.56)
Thus, after formally integrating with respect to s from 0 to t, we obtain
Ψ
(n)
t = Ψ
(n)
t ◦ F (n)t,t = Ψ(n)0 ◦ F (n)0,t = Ψ(n)0 ◦ F (n)t (5.57)
which proves (3).
5.4. Monotone and Free Convolution Semigroups
The special cases of monotone and free convolution semigroups have received
a lot of attention in the literature, which has found analogues of the Le´vy-Hincˇin
formula for various types of independence. We briefly describe how previous
results for semigroups relate to the theory developed in this paper. The results
of this section are not intended to be exhaustive.
A monotone convolution semigroup is a family of A-valued laws µt such
that µs+t = µs ⊲ µt, where the monotone convolution occurs over A. By
Theorem 4.15, a monotone convolution semigroup is equivalent to a composition
semigroup (Ft) of A-valued F -transforms. Such semigroups were studied in the
scalar case by [49] and in the operator-valued case by [15] and [32]. We now
give an alternative proof of the following results from [32].
Proposition 5.14. Let µt be an A-valued monotone convolution semigroup
with mean zero and let Ft = Fµt be the corresponding composition semigroup of
F -transforms.
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1. There exists a generalized law ν such that
∂tF
(n)(z, t) = DF (n)(z, t)[−G(n)ν (z)], (5.58)
and
∂tF
(n)(z, t) = −G(n)ν (F (n)(z, t)), (5.59)
where the time-derivatives exist pointwise with respect to the operator
norm.
2. Moreover, ∂kt F (z, t) exists pointwise with respect to the operator norm for
all k.
3. F (z, t) satisfies equality of mixed partials for derivatives of all order in z
and t.
4. Conversely, given a generalized law ν, there exists a monotone convolution
semigroup µt such that Ft satisfies (5.58).
Proof. Note that Ft is a normalized Loewner chain satisfying Fs,t = Ft−s. It
follows that µs+t(X
2) = µs(X
2) + µt(X
2). If φ is a state on A, then t 7→
φ◦µt(X2) is an additive function [0,+∞)→ [0,+∞) which is also an increasing
function. This implies it is linear, so that φ◦µt(X2) = tφ◦µ1(X2) for all t > 0.
Since this holds for every state φ, we have µt(X
2) = tµ1(X
2) and hence µt(X
2)
is Lipschitz in t. It follows that Ft is a Lipschitz normalized Loewner chain.
By Theorem 5.10, there exists a Herglotz vector field V (z, t) such that F
and V satisfy the Loewner equation. We claim that∫
V (n)(z, t)φ(t) dt = V̂ (n)(z)
∫
φ(t) dt, where V̂ (n)(z) =
1
T
∫
V (n)(z, t) dt.
(5.60)
Recall from the proof of Theorem 5.10 that V (z, t) is the limit of approximations
Vm defined by (5.13) as
V (n)m (z, t) =
m∑
j=1
χ[tj−1,tj)(t)
m
T
H
(n)
tj−1,tj (z). (5.61)
But Htj−1,tj is independent of j because Ftj−1,tj is independent of j. Thus,
Vm(z, t) is given by a L
∞
Boch function independent of t. It follows that Vm
satisfies (5.60), and thus so does V . Since V (z, t) is a Herglotz vector field, we
see that V̂ (z) is minus the Cauchy transform of some generalized law ν.
Altogether, we have shown that (5.58) holds in the distributional sense.
Hence, for 0 ≤ s ≤ t ≤ T ,
F (z, t)− F (z, s) =
∫ t
s
DF (z, u)[−Gν(z)] du.
We know that DF (z, u) is a Lipschitz (in particular, continuous) function of u
on Im z ≥ ǫ. Therefore, the proof of the fundamental theorem of calculus shows
that ∂tF (z, t) exists pointwise, and the convergence is uniform on Im z ≥ ǫ. The
second equation (5.59) follows from (5.46) because Fs,t = Ft−s.
53
By applying a priori estimates on the derivatives of an analytic function
(Theorem 2.3), we see that δkF (z, t;h) is also differentiable with respect to t,
with uniform convergence for Im z ≥ ǫ, and equality of mixed partials holds. To
differentiate with respect to t again, note that
∂tF
(n)(z, t) = DF (n)(z, t)[−G(n)ν (z)] = δF (n)(z, t;−Gν(z)),
so that
∂2t F
(n)(z, t) = ∂tδF
(n)(z, t;−G(n)ν (z))
= δ∂tF
(n)(z, t;−G(n)ν (z))
= δ2F (z, t;−G(n)ν (z)).
This argument can be repeated inductively to t-derivatives of all orders.
Conversely, given a vector field V (z), the existence of a solution follows from
Theorem 5.13 and Theorem 4.15 (or alternatively from Theorem 6.25 below).
See also [32, p. 13].
In a similar way, a free convolution semigroup is a family of laws µt such
that µs+t = µs ⊞ µt, where ⊞ denotes free convolution over A. In the free case,
the following result was essentially proved in earlier work.
Proposition 5.15. Let µt be an A-valued free convolution semigroup with mean
zero and let Ft = Fµt .
1. There exists a generalized law ν such that
∂tF
(n)(z, t) = DF (n)(z, t)[−G(n)ν (F (n(z, t))], (5.62)
where the time-derivative exists pointwise with respect to the operator
norm.
2. Moreover, ∂kt F (z, t) exists pointwise with respect to the operator norm for
all k.
3. F (z, t) satisfies equality of mixed partials for derivatives of all order in z
and t.
4. Conversely, given a generalized law ν, there exists a monotone convolution
semigroup µt such that Ft satisfies (5.62).
We now explain the results that underlie this proposition, and how it relates
to the Loewner equation. Let µt be a mean-zero free convolution semigroup.
By Theorem 4.23, Fµt must be an A-valued Loewner chain, and once again
µt(X
2) = tµ(X2), so that µt(X
2) is automatically Lipschitz in t. It follows
that Ft = Fµt is a Lipschitz normalized Loewner chain and hence satisfies the
Loewner equation for some Herglotz vector field V (z, t).
The evolution equation for the F -transforms of free convolution semigroups
was studied in [8, Theorem 4.3], and the relationship with Loewner chains was
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explained in [2, §3.5]. See [17, §4.5-4.7], [29, §3], [55, §8.1] for the operator-
valued case. In particular, the following facts have been proved. Let Φµ be the
Voiculescu transform of a law µ defined by
z +Φµ(z) = F
−1
µ (z), (5.63)
where the equation holds for ‖z−1‖ sufficiently small. If µt is a free convolution
semigroup, then we have for ‖z−1‖ sufficiently small that
Φµt(z) = tΦ(z), (5.64)
where Φ = Φµ1 . In this case, since F
(n)(z + tΦ(z), t) = z, we have
∂tF
(n)(z + tΦ(z), t) = DF (n)(z + tΦ(n)(z), t)[−Φ(n)(z)] (5.65)
In particular, by substituting F (n)(z, t) for z, we see that the Herglotz vector
field in the Loewner equation satisfies V (n)(z, t) = −Φ(n)(F (n)(z, t)) for ‖z−1‖
sufficiently small.
It was shown in [29, Theorem 5.10] that Φ extends to be fully matricial on
H(A) and in fact Φ = −Gν for some generalized law ν [29, Remark 5.7]. This
can alternatively be deduced from the Loewner equation as follows. We have
for ‖z−1‖ sufficiently small that V (n)(z, t) = Φ(n)(F (n)(z, t)). Since F (n)(z, t) =
z +O(t2), we know that for such values of z,
Φ(n)(z) = lim
tց0
1
t
∫ t
0
V (n)(z, s) ds = lim
tց0
1
t
H
(n)
t (z),
where H
(n)
t (z) = F
(n)
t (z)− z. But Ht = −Gσt for some generalized law σt with
rad(σt) and σt(1)/t uniformly bounded. Hence, by Lemma 2.8, limtց0 t−1H
(n)
t (z)
exists for all z ∈ H+ǫ (A), and the limit must be a function of the form −Gν(z)
for a generalized law ν by Theorem 3.29. Thus, −Gν furnishes a fully matricial
extension of Φ to the entire upper half-plane.
Once we know that Φ = −Gν is fully matricial on the entire upper half-
plane, analytic continuation implies that (5.64) and (5.65) hold for all z in the
upper half-plane. Moreover, for all z and t, we have
V (n)(z, t) = −G(n)ν (F (n)(z, t)).
Hence, (5.62) holds, and from this equation one can prove smoothness in t and
equality of mixed partials similarly to Proposition 5.14.
The converse direction (4) is proved in [17, §4.7] by explicitly constructing
operators with the given law µt (here the result is stated in terms of moments
rather than analytic functions). An analytic proof is given in [20, Theorem 4.1]
using the Earle-Hamilton theorem.
We remark that [55, §8.1] proved an analogue of (5.65) when the scalar
parameter t is replaced by a completely positive map η : A → A. Future research
should consider such a generalization for monotone convolution semigroups.
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6. Combinatorics and Fock Space Model
6.1. Preliminaries
Given a Herglotz vector field V corresponding to the distributional family
of generalized laws ν, let µs,t be the law associated to the subordination func-
tion Fs,t for the Loewner chain. Our next goal is to describe the moments of
µs,t combinatorially in terms of the moments of ν. Theorem 6.9 will express
the moments of µs,t as a sum indexed by non-crossing partitions (certain com-
binatorial objects often used in non-commutative probability). These terms
will be defined by iterating the operations of multiplication and of the maps
C([0, T ],A)k+1 → A given by
(f0, . . . , fk) 7→
∫
ν(f0(t)Xf1(t) . . . Xfk(t), t) dt.
Therefore, we being by explaining the meaning of expressions of the form∫ T
0
ν(f(X, t), t) dt,
in light of the constructions developed in §2.3.
Notation 6.1. Let CA = C([0, T ],A) and L = L∞Boch([0, T ],A). Note that C is
a closed subalgebra of LA. Then LA〈X〉 is the linear span of terms of the form
a0(t)Xa1(t) . . . Xak(t),
where aj ∈ LA. We will denote elements of LA〈X〉 as functions of X and t,
such as p(X, t).
We will define
∫ T
0
ν(f(X, t), t) dt when f ∈ LA〈X〉. Suppose that f(X, t) =
f0(t)Xf1(t) . . . Xfk(t) where each fj(t) is a simple function in LA. Then for
each t ∈ [0, T ], we have
ν(f0(t)Xf1(t) . . . Xfk(t), ·) ∈ L(L1[0, T ],A),
and moreover
t 7→ ν(f0(t)Xf1(t) . . . Xfk(t), ·) ∈ L(L1[0, T ],A)
is a simple function in L∞Boch([0, T ],L(L1[0, T ],A)). Morever, if g0, . . . , gk is
another tuple of simple functions in LA, and if M = rad(ν), then
‖ν(f0(t)Xf1(t) . . . Xfk(t), ·)− ν(g0(t)Xg1(t) . . . Xgk(t), ·)‖L(L1[0,T ],A)
≤
k∑
j=1
‖ν(f0(t)X . . . fj−1(t)X(fj(t)− gj(t))Xgj+1(t) . . . Xgk(t), ·)‖L(L1[0,T ],A)
≤
k∑
j=1
Mk‖f0‖ . . . ‖fj−1‖‖fj − gj‖‖gj+1‖ . . . ‖âk‖.
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This implies that the map
(f0, . . . , fk) 7→ (t 7→ ν(f0(t)Xf1(t) . . . Xfk(t), ·))
extends to a bounded multilinear map Lk+1A → L∞Boch([0, T ],L(L1[0, T ],A)).
So by Lemma 2.12, the formal function t 7→ ν(f0(t)Xf1(t) . . . Xfk(t), t) is
a well-defined element of L(L1[0, T ],A). By linearity, the same holds when
f0(t)Xf1(t) . . . Xfk(t) is replaced by an arbitrary element f ∈ LA〈X〉.
In particular,
∫ T
0
ν(f(X, t), t) dt is defined. Moreover, for 0 ≤ s ≤ t ≤ T , the
integral ∫ t
s
ν(f(X,u), u) du
is defined, and as in Observation 2.9 it is a Lipschitz function in the variable
s or in the variable t. So for instance,
∫ T
t ν(f(X,u), u) du can be viewed as an
element of C([0, T ],A) = CA.
We also have that for Fj ∈Mn(LA),∫ T
0
ν(n)(F0(t)XF1(t) . . . XFk(t)) dt ≤ ‖ν(1, ·)‖L(L1[0,T ],A) rad(ν)k
∫ T
0
‖F0(t)‖ . . . ‖Fk(t)‖ dt
(6.1)
using a simple function approximation argument and (3.3).
6.2. Combinatorial Formula
In this subsection we will prove the combinatorial moment formula Theorem
6.9 and in the next we will estimate the terms in this formula (Theorem 6.12). As
explained in Remark 6.14 below, these theorems generalize results of [11], [14],
[15], [32] on monotone convolution semigroups and the monotone cumulants.
The important special case of the operator-valued arcsine law was studied in [31,
Theorem 2.5] (see §7.2, Corollary 7.3 below). We use the following terminology
for non-crossing partitions.
Definition 6.2 (Partitions). Let [k] = {1, . . . , k}. A partition of [k] is a collec-
tion of disjoint nonempty subsets of [k] (called blocks) whose union is [k]. The
cardinality |π| is the number of blocks of π. We write i ∼π j to mean that two
indices i and j are in the same block of π.
Definition 6.3 (Non-crossing partitions). A crossing in a partition π is a set
of indices i1 < j1 < i2 < j2 such that i1 ∼π i2 6∼π j1 ∼π j2. A partition is
called non-crossing if it has no crossings. We denote by NC(k) the set of non-
crossing partitions of [n] and define NC =
⊔∞
k=1NC(k). Similarly, we denote
by the set of partitions of [k] with no singleton blocks by NC≥2(k) and define
NC≥2 =
⊔∞
k=1NC≥2(k). We also set NC(0) = NC≥2(0) = {∅}, where ∅ is
the partition of the set ∅ into zero blocks.
Definition 6.4. If B and B′ are blocks of π, we say that B′ surrounds B, or
B′ ≺ B, if there exist i, j ∈ B′ such that B ⊆ {i+ 1, . . . , j − 1}. Note that this
is a strict partial order on the blocks of π. Also, for a non-crossing partition π,
if one element of B is surrounded by B′, then B′ ≺ B.
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Definition 6.5 (Concatenation). If π1 ∈ NC(m) and π2 ∈ NC(n), we define
the concatenation π1π2 ∈ NC(m + n) by {B : B ∈ π1} ∪ {B′ +m : B′ ∈ π2},
where B′ + m denotes the right translate by m of the set B′; note that the
concatention operation is associative.
Definition 6.6 (Nesting). Given π1, . . . , πm ∈ NC, we define Θm(π1, . . . , πm)
as the partition obtained by taking a block B of size m + 1 and inserting πj
between the jth and (j+1)st elements of B. Explicitly, if πj ∈ NC(kj − 1) and
Kj = 1 + k1 + · · ·+ kj , then
Θm(π1, . . . πm) = {{K0, . . . ,Km}} ∪
m⋃
j=1
{B′ +Kj−1 : B′ ∈ πj} ∈ NC(Nm).
Lemma 6.7. For π ∈ NC≥2(k), k ≥ 2, and 0 ≤ s ≤ t ≤ T , there are unique
multilinear maps Qπ;s,t : Ak−1 → A〈X〉 satisfying the following.
1. If π = π1π2 with π1 ∈ NC≥2(k1) and π2 ∈ NC≥2(k2) with k1, k2 ≥ 1,
then
Qπ;s,t(a1, . . . , ak1+k2−1) = Qπ1;s,t(a1, . . . , ak1−1)ak1Qπ2;s,t(ak1+1, . . . , ak1+k2−1).
2. If π = Θm(π1, . . . , πm) with πj ∈ NC≥2(kj − 1) with kj ≥ 1 and if Kj =
1 + k1 + · · ·+ kj, then
Qπ;s,t(a1, . . . , aKm−1)
=
∫ t
s
ν
(
a1Qπ1;s,t(a2, . . . , aK1−2)aK1−1X . . .
. . .XaKm−1Qπm;s,t(aKm−1+1, . . . , aKm−2)aKm−1, u
)
du,
where in (2), the convention for the case kj − 1 = 0 is that
aKj−1Qπj(aKj−1+1, . . . , aKj−2)aKj−1 = aKj−1 = aKj−1.
Remark 6.8. For example, if π is the partition {{1, 4, 5}, {2, 3}, {6, 7}}, then
Qπ;s,t(a1, . . . , a6) =
[∫ t
s
ν
(
a1
[∫ t
u
ν(a2, v) dv
]
a3Xa4, u
)
du
]
a5
[∫ t
s
ν(a6, u) du
]
.
Proof of Lemma 6.7. We show that Qπ is well-defined by induction. Let π be
a partition in NC≥2(k). Let B1, . . . , Bn be the “outermost” blocks of π (those
blocks which are minimal with respect to ≺), listed in order of minBj . An
element of Bi cannot come in between two elements of Bj for i 6= j, but on the
other hand, every block B must be surrounded by some Bj . This implies that
[k] is the disjoint union of the intervals {minBj , . . . ,maxBj}, and π restricts
to define a partition πj on each subinterval. Thus, π = π1 . . . πn, where each πj
is irreducible with respect to concatenation. If m > 1, then we define Qπ;s,t by
multiplying Qπ1;s,t, . . . , Qπn;s,t as in (1).
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On the other hand, if m = 1, there is only one outermost block B = B1.
Let us write B = {K1, . . . ,Km}. then because π is non-crossing, every block
B′ 6= B must be contained in {Kj−1 + 1, . . . ,Kj − 1} for some j. If πj is the
restriction of π to {Kj−1+1, . . . ,Kj − 1}, then π = Θm(π1, . . . , πm) (note that
πj will be the empty partition in the case that Kj−1+1 = Kj). We then define
Qπ;s,t by (2). This shows that Qπ;s,t is uniquely determined by conditions (1)
and (2). Multilinearity of Qπ;s,t is verified by induction.
Theorem 6.9. As in §5, let ν be a distributional family of generalized laws on
[0, T ], let V be the corresponding distributional Herglotz vector field, let Fµt be
the corresponding solution to the Loewner equation, and for 0 ≤ s ≤ t ≤ T , let
Fµs,t be the subordination function satisfying Fµs ◦ Fµs,t = Fµt , and let σs,t be
the generalized law with Fµs,t(z) = z −Gσs,t(z).
Let Qπ;s,t be defined by Lemma 6.7. Then we have
µs,t(a0Xa1 . . . Xak) =
∑
π∈NC≥2(k)
a0Qπ;s,t(a1, . . . , ak−1)ak, (6.2)
where right hand side is understood to be a0 in the case where k = 0. We also
have
σs,t(a0Xa1 . . . Xak) =
∑
π∈NC≥2(k+2)
1∼πk+2
Qπ;s,t(a0, . . . , ak). (6.3)
Notation 6.10. If Λ : Ak → A is a multilinear map, then we define Λ(n) :
Mn(A)k →Mn(A) by
[Λ(n)(A1, . . . , Ak)]i,j =
∑
i1,...,ik−1
Λ((A1)i,i1 , (A2)i1,i2 , . . . , (Ak−1)ik−2,ik−1 , (Ak)ik−1,j).
Proof of Theorem 6.9. As we remarked after Theorem 3.29, the moments σs,t(a0Xa1 . . . Xak)
can be evaluated from G˜
(k+2)
σs,t (zXz . . .Xz) where z is a certain upper triangular
matrix; see (3.24). Thus, it suffices to show that for each n and k,
G˜σs,t(z) =
k+1∑
j=2
∑
π∈NC≥2(j)
1∼πj
Q
(n)
π;s,t(z, . . . , z) +O(‖z‖k+1), (6.4)
and
G˜(n)µs,t(z) =
k∑
j=0
∑
π∈NC≥2(j)
zQ
(n)
π;s,t(z, . . . , z)z +O(‖z‖k+2). (6.5)
In light of (3.24), we do not need the error estimates here to be independent
of n, although it turns out that they will be. In the following, we abbreviate
Q
(n)
π;s,t(z, . . . , z) to Q
(n)
π;s,t(z). We continue to use the notation H˜(z) = H(z
−1) for
various functions H . We also remark, preliminary to the proof, that Qπ;s,t(z) =
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O(‖z‖k−1) by a straightforward induction argument (and an explicit estimate
will be proved in Theorem 6.12 below).
We verify by induction on k that (6.5) and (6.4) hold with error estimates
that are uniform for s, t ∈ [0, T ] with s ≤ t. In the base case k = 0, the index
set for the sum in (6.4) is empty, so the equation reduces to G˜σs,t(z) = O(‖z‖).
Meanwhile, (6.5) reduces to G˜µs,t(z) = z+O(‖z‖2) which holds because µs,t|A =
id.
For the induction step, suppose k > 0. Let us first show (6.4). From the
construction of solutions to the Loewner equation in (5.46), we have that
F (n)µs,t(z) = z +
∫ t
s
V (n)(F
(n)
u,t (z), u) du = z +
∫ t
s
V˜ (n)(G˜(n)µu,t(z), u) du.
which implies that for ‖z‖ small enough, we have
G˜σs,t(z) = −
∫ t
s
V˜ (n)(G˜(n)µu,t(z), u) du.
=
∫ t
s
ν(n)
(
(G˜µu,t(z)
−1 −X)−1, u
)
du
=
k∑
m=1
∫ t
s
ν(n)
(
G(n)µu,t(z)X)
m−1G(n)µu,t(z), u
)
du+O(‖z‖k+1).
By the induction hypothesis,
G˜(n)µu,t(z) =
k−1∑
j=0
∑
π∈NC≥2(j)
zQ
(n)
π;u,t(z)z +O(‖z‖k+1).
Therefore,
G˜(n)σs,t(z)
=
k∑
m=1
k−1∑
j1,...,jm=0
∑
πi∈NC≥2(ji)
∫ t
s
ν(n)
(
zQ
(n)
π1;u,t(z)zX
(n) . . . X(n)zQ
(n)
πm;u,t(z), u
)
du+O(‖z‖k+1)
=
k∑
m=1
k−1∑
j1,...,jm=0
∑
πi∈NC≥2(ji)
Q
(n)
Θm(π1,...,πm);s,t
(z) +O(‖z‖k+1).
For j ≤ k + 1, every π ∈ NC≥2(j) where the first and last elements are in the
same block can be uniquely written as Θm(π1, . . . , πm), where πi ∈ NC≥2(ji)
and ji ≤ (k+1)− 2 = k− 1 by the same reasoning as in Lemma 6.7. Therefore,
relabelling the terms and discarding the terms of size O(‖z‖k+1), we obtain
(6.4).
To check (6.5), observe that
G˜(n)µs,t(z) = (z
−1 − G˜(n)σs,t(z))−1
= z +
k∑
m=1
(zG˜(n)σs,t(z))
mz +O(‖z‖k+2).
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When we substitute (6.4) for G˜σs,t , we obtain
G˜(n)µs,t(z) = z +
k∑
m=1
k∑
j1,...,jm=0
∑
πi∈NC≥2(ji)
zQ
(n)
π1;s,t(z)z . . . zQ
(n)
πm;s,t(z)z +O(‖z‖k+2)
= z +
k∑
m=1
k∑
j1,...,jm=0
∑
πi∈NC≥2(ji)
zQ
(n)
π1...πm;s,t(z) +O(‖z‖k+2)
But every π ∈ NC≥2(j) for j = 1, . . . , k can be written as π1 . . . πm for some
πi ∈ NC≥2(ji) with ji ≤ k. Thus, after regrouping the terms and ignoring
terms of size O(‖z‖k+2), we obtain (6.5).
6.3. Combinatorial Estimates
In the next theorem, we prove a relatively sharp estimate for ‖Q(n)π;s,t(A1, . . . , Ak−1)‖.
This will allow us to turn (6.4) and (6.5) into convergent series expansions for
G˜
(n)
µs,t and G˜
(n)
σs,t , where the convergence is independent of whether we group the
terms Q
(n)
π;s,t by their degree in z. The idea behind the proof of the next theorem
is to compare the coefficients Q
(n)
π;s,t of our A-valued Loewner chain to those of
a scalar-valued Loewner chain for which the sums can be computed exactly.
The coefficients for this scalar-valued Loewner chain are computed in terms of
universal constants απ defined as follows.
Definition 6.11. Let π ∈ NC(k) for k ≥ 1. We say that a function τ : π → R
(that is, a function defined on the set of blocks of π) is compatible with π if
B ≺ B′ implies τ(B) < τ(B′). Let [0, 1]π be the set of functions π → [0, 1], and
define
απ = |{τ ∈ [0, 1]π : B ≺ B′ =⇒ τB < τB′}|,
where | · | denotes Lebesgue measure, viewing [0, 1]π as a subset of Euclidean
space. We also set α∅ = 1.
Theorem 6.12. Continuing with setup of Theorem 6.9, let M = rad(ν) and
C = ‖ν(1, ·)‖L(L1[0,T ],A). For 0 ≤ s ≤ t ≤ T and π ∈ NC≥2(k) and A1, . . . ,
Ak−1 ∈Mn(A), we have∥∥∥Q(n)π;s,t(A1, . . . , Ak−1)∥∥∥ ≤ απ(C(t− s))|π|Mk−2|π|‖A1‖ . . . ‖Ak−1‖. (6.6)
Moreover, for ζ ∈ C with |ζ| < 1/(M +
√
2C(t− s)), we have∑
k≥0
∑
π∈NC≥2(k)
απ(C(t− s))|π|Mk−2|π|ζk =
(√
(ζ −M)2 − 2C(t− s) +M
)−1
(6.7)∑
k≥2
∑
π∈NC≥2(k)
1∼πk
απ(C(t− s))|π|Mk−2|π|ζk = ζ −M −
√
(ζ −M)2 − 2C(t− s)
(6.8)
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In particular, the series expansions
G˜(n)µs,t(z) =
∞∑
k=0
∑
π∈NC≥2(k)
zQ(n)π (z, . . . , z)z (6.9)
G˜(n)σs,t =
∞∑
k=2
∑
π∈NC≥2(k)
1∼πk
Q
(n)
π;s,t(z, . . . , z), , (6.10)
are absolutely convergent (regardless of the grouping of the terms) for ‖z‖ <
1/(M +
√
2C(t− s)).
Proof. To simplify notation, let us only write the proof in the case where A1 =
· · · = Ak−1 = z. In fact, the general case can be deduced from this one by
rescaling the Aj ’s to have norm 1 and then letting z be an upper triangular
matrix of size nk as in (3.23). We must now estimate Q
(n)
π;s,t(z, . . . , z) for z ∈
Mn(A), and as in the proof of Theorem 6.9, we abbreviate this to Q(n)π;s,t(z).
We proceed by induction on k with the base case k = 0 (the empty partition)
being trivial. If π ∈ NC≥2(k) with k > 0, there are two subcases. First, if
π = π1π2, then
‖Q(n)π;s,t(z)‖ ≤ ‖Q(n)π1;s,t(z)‖‖z‖‖Q
(n)
π2;s,t(z)‖
≤
(
απ1(C(t− s))|π1|Mk1−2|π1|‖z‖k1−1
)
‖z‖
(
απ2(C(t− s))|π2|Mk2−2|π2|‖z‖k2−1
)
= απ1απ2(C(t− s))|π|Mk1+k2−2|π|‖z‖k1+k2−1.
To finish the induction step in this case, observe that απ1π2 = απ1απ2 because
a function τ : π1π2 → [0, 1] compatible with π1π2 is equivalent to a pair of
functions τj : πj → [0, 1] compatible with πj for j = 1, 2.
Second, if π = Θm(π1, . . . , πm) with πj ∈ NC≥2(kj), then using (6.1)
‖Q(n)π;s,t(z)‖ =
∥∥∥∥∫ t
s
ν(n)(zQ
(n)
π1;u,t(z)zX . . .XzQ
(n)
πm;u,t(z)z, u) du
∥∥∥∥
≤ ‖ν(1, ·)‖L(L1[0,T ],A) rad(ν)m−1
∫ t
s
‖z‖2m
m∏
j=1
‖Q(n)πj;u,t(z)‖ du
≤ CMm−1
∫ t
s
‖z‖2m
m∏
j=1
(
απj (C(t− u))|πj |Mkj−2|πj|‖z‖kj−1
)
du
=
∫ t
s
m∏
j=1
απj (t− u)|πj | du
C|π|Mk−2|π|‖z‖k−1, (6.11)
where the last equality follows from the fact that
∑m
j=1(kj−1)+2m =
∑m
j=1 kj+
m = k − 1 and |π| = 1 +∑mj=1 |πj |. To complete the argument in this case, we
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will show that
∫ t
s
∏m
j=1 απj (t− u)|πj| du is equal to απ|t− s||π|. By translation
and rescaling of Lebesgue measure
απ(t− s)|π| = |{τ ∈ [s, t]π compatible with π}|.
Let B be the block of size m + 1 which surrounds the πj ’s. We can write
the vector τ = (u, τ ′), where u = τ(B) and τ ′ is the vector of the remaining
coordinates in [s, t]π\B. By the Fubini-Tonelli theorem,
απ(t− s)|π| =
∫ t
s
|{τ ′ ∈ [s, t]π\B : (u, τ ′) compatible with π}| du.
But (u, τ ′) being compatible with π is equivalent to τ ′ taking values in (u, t]
and τ ′|πj being compatible with πj for each j. Thus,
απ(t− s)|π| =
∫ t
s
m∏
j=1
|{τj ∈ (u, t]πj compatible with πj}| du
=
∫ t
s
m∏
j=1
απj (t− u)|πj | du.
Substituting this into (6.11) completes the inductive proof of our estimate for
Q
(n)
π;s,t(z) and hence shows (6.6).
To show (6.8) and (6.10), consider the scalar-valued Loewner chain Fµ̂t with
ν̂(·, t) = CδM , where δM is the Dirac measure at M ∈ R. The corresponding
coefficients are
Q̂π;s,t(ζ) = απ(C(t− s))|π|Mk−2|π|
by an inductive argument similar to the foregoing, except with equalities rather
than inequalities. Let µ̂s,t and σ̂s,t be the scalar-valued laws (that is, compactly
supported finite measures on R) which result from solving the Loewner equation
in this case. A direct computation of the solution yields
Fµ̂s,t(ζ) =
√
(ζ −M)2 − 2C(t− s) +M,
and Fµ̂s,t(ζ) − ζ is analytic for |ζ| < 1/(M +
√
2C(t− s)). For such values of
ζ, we have as a consequence of (6.4) that
∑
k≥2
 ∑
π∈NC≥2(k)
1∼πk
απ(C(t− s))|π|Mk−2|π|ζk
 = G˜σ̂s,t(ζ) = ζ−M−√(ζ −M)2 − 2C(t− s).
If ζ > 0, then all the terms on the left hand side are nonnegative, and hence we
have absolute convergence independent of the grouping of the terms. This shows
(6.8). But each term in this sum is an upper bound for ‖Q(n)π;s,t(z)‖ and therefore
we have absolute convergence of the series in (6.10), and the sum evaluates to
G˜
(n)
σs,t(z) by (6.4). Thus, we have shown (6.10). The argument for (6.7) and
(6.9) is similar.
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Remark 6.13. Another way to express coefficients απ is as follows. For a partial
order ≺′ on π, define P≺′ = {τ ∈ [0, 1]π : B ≺′ B′ =⇒ τ(B) < τ(B′)}. Up to
sets of measure zero, [0, 1]π can be expressed as the disjoint union of the sets
P≺′ = {τ ∈ [0, 1]π : B ≺′ B =⇒ τ(B) < τ(B′)} as ≺′ ranges over all possible
total orders of π, and the number of such total orders is |π|!. Moreover, P≺′ is
contained in P≺ if and only if ≺′ extends the partial order ≺. Therefore,
απ = |P≺| = 1|π|!#{total orders on π extending ≺}.
Compare [32, Definition 4.1 - Definition 4.4] and [14, Theorem 5.3].
Remark 6.14. In the case of monotone convolution semigroups, the results of
this section and the last section boil down to results of [32]. Suppose that ν :
A〈X〉 → A is a generalized law independent of t. Let us define Λπ : Ak−1 → A
inductively by
Λπ1π2(a1, . . . , ak1+k2 − 1) = Λπ1(a1, . . . , ak1−1)ak1Λπ2(ak1+1, . . . , ak1+k2−1)
and for π1 ∈ NC(k1 − 1), . . . , πm ∈ NC(km − 1),
ΛΘm(π1,...,πm)(a1, . . . , aKm−1) = ν
(
a1Λπ1(a2, . . . , aK1−2)aK1−1X . . .
. . . XaKm−1Λπm(aKm−1+1, . . . , aKm−2)aKm−1
)
,
using the notation from Definition 6.6 and the convention that a0Λ∅(a1, . . . , a−1)a0 =
a0. An induction argument similar to the proof of Theorem 6.12 shows that
Qπ;s,t(a1, . . . , ak−1) = (t− s)|π|απΛπ(a1, . . . , ak−1),
so that
µs,t(Xa1X . . . ak−1X) =
∑
π∈NC≥2(k)
(t− s)|π|απΛπ(a1, . . . , ak−1). (6.12)
This means precisely that if Ys,t is an operator with the law µs,t and if Kπ
denotes the operator-valued monotone cumulant in [15, Theorem 3.4], then for
π ∈ NC≥2, we have
Kπ(Ys,t, a1Ys,t, . . . , ak−1Ys,t) = (t− s)|π|Λπ(a1, . . . , ak−1).
Here we are using the fact that because Ys,t has mean zero, the cumulants Kπ
will vanish if π has any singleton blocks, and thus the moment-cumulant formula
of [15, Theorem 3.4] reduces to a sum over NC≥2(k) rather than NC(k). The
preceding argument shows that
Kn(Ys,t, a1Ys,t, . . . , an−1Ys,t) = (t− s)ν(a1Xa2 . . . Xan−1).
In other words, the cumulants of the law µs,t are the (t− s) times the moments
of the generalized law ν. With this explanation in mind, compare Theorem 6.9
and its proof with [11, §5] [32, Definition 4.4 and Proposition 4.8], [14, Corollary
5.2, Theorem 5.3, Remark 6.4], [15, concluding paragraph], [31, Theorem 2.5].
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6.4. Construction of a Fock Space
The combinatorics of Theorem 6.9 can be modeled by using a Fock space
construction similar to that of [17, §4.6 - 4.7] in the free case and [33] and [34] in
the scalar-valued monotone case. For a Loewner chain Ft(z) with the associated
map Fs,t(z) and law µs,t, we will explicitly construct an operator Ys.t on the
Fock space which has law µs,t, and in fact, Y0,t will be a process with monotone
independent increments (Theorem 6.25).
Let ν be the distributional family of generalized laws on [0, T ] corresponding
to our Loewner chain. In this subsection, we will construct the Fock space Hν
(Definition 6.18) as a direct sum of tensor powers of LA〈X〉 with respect to
a certain A-valued inner product (see Lemma 6.16). We will define creation,
annihilation, and multiplication operators on Hν (Definitions 6.20 and 6.22).
Finally, we will equip B(Hν) with the structure of an A-valued probability space
(Observation 6.24). In the next subsection, we will use this setup to define the
operators Ys,t realizing the law µs,t.
Lemma 6.15. The map Iν : LA〈X〉 → CA given by
[Iν(f)](t) =
∫ T
t
ν(f(X, s), s) ds
is completely positive.
Proof. We must show that for P (X, ·) ∈Mn(LA〈X〉) and for t ∈ [0, T ], we have∫ T
t
ν(n)(P (X, s)∗P (X, s), s) ds ≥ 0.
As remarked above, ν(f1(t)Xf2(t) . . . Xfk(t), ·) depends continuously on a1, . . . ,
ak in LA. Thus, it suffices to consider the case where each entry of P (X, ·) is a
sum of monomials in LA〈X〉 where each coefficient is a simple function. Such a
matrix P (X, ·) can be expressed as
∞∑
j=1
χEj (t)Pj(X)
where the Ej ’s are disjoint and measurable and Pj(X) ∈ Mn(A〈X〉). We then
have∫ T
t
ν(n)(P (X, s)∗P (X, s), s) ds =
∞∑
j=1
∫ T
t
ν(n)(Pj(X)
∗Pj(X), s)χEj (s) ds.
Because
∫ T
t
ν(·, s)χEj (s) ds is a generalized law (see Definition 5.4, it is in par-
ticular completely positive, and hence
∫ T
t
ν(n)(Pj(X)
∗Pj(X), s)χEj(s) ds ≥ 0.
This implies that
∫ T
t
ν(n)(P (X, s)∗P (X, s), s) ds ≥ 0 as desired.
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Lemma 6.16. Let us denote Iν,0(f) = Iν(f)|t=0 for f ∈ LA〈X〉. The sequilin-
ear form on LA〈X〉⊗algk ⊗alg A given by
〈fk ⊗ · · · ⊗ f1 ⊗ a, gk ⊗ · · · ⊗ g1 ⊗ a′〉 = a∗Iν,0[f∗1 Iν [f∗2 . . . Iν [f∗ngn] . . . g2]g1]a′
is a A-valued pre-inner product, and therefore Lemma 3.9 (4) the completed
quotient with respect to this inner product is a right Hilbert A-module.
Notation 6.17. We denote the right Hilbert A-module constructed in the
lemma by
Hν,k = LA〈X〉 ⊗Iν · · · ⊗Iν LA〈X〉︸ ︷︷ ︸
k
⊗Iν,0A.
Proof of Lemma 6.16. It is clear that the inner product is right A-linear and
symmetric. To prove positivity, we proceed as in the proof of Proposition 3.10.
Consider a sum of simple tensors
h =
n∑
j=1
fj,k ⊗ · · · ⊗ fj,1 ⊗ aj
with fj,k, . . . , fj,1 ∈ LA〈X〉 and fj,0 ∈ CA. For i = 1, . . . , k − 1, let Di be
the n × n diagonal matrix diag(f1,i, . . . , fn,i). Let D0 be the diagonal matrix
diag(a1, . . . , an). Let P be the matrix with Pi,j = f
∗
i,kfj,k. Let Tr : Mn(CA)→
CA be the sum of the diagonal entries. Then
〈h, h〉 =
n∑
i,j=1
a∗i Iν,0[f
∗
i,1Iν [f
∗
i,2 . . . Iν [f
∗
i,k−1Iν [f
∗
i,kfj,k]fj,k−1] . . . fj,2]fj,1]aj
= Tr
(
D∗0I
(n)
ν,0 [D
∗
1I
(n)
ν [D
∗
2 . . .D
∗
k−1I
(n)
ν [P ]Dk−1 . . . D2]D1]D0
)
.
Now P is positive in Mn(LA〈X〉) by construction. Hence, I(n)ν [P ] is positive
in Mn(CA) by complete positivity of Iν . It follows that D∗k−1I(n)ν (P )Dk−1 is
positive inMn(LA〈X〉) and hence I(n)ν [D∗k−1I(n)ν (P )Dk−1] is positive inMn(CA).
Continuing inductively, we obtain
D∗0I
(n)
ν,0 [D
∗
1I
(n)
ν [D
∗
2 . . . I
(n)
ν [D
∗
k−1I
(n)
ν [P ]Dk−1] . . .D2]D1]D0 ≥ 0 in Mn(A).
Thus, taking the trace, we have 〈h, h〉 ≥ 0.
Definition 6.18. The monotone Fock space Hν is the right Hilbert A-module
defined by
Hν := A⊕
∞⊕
k=1
Hν,k,
where Hν,k is given by Lemma 6.16. We denote by ξ the vector 1 in the first
summand A, and henceforth we denote this subspace by Aξ or Hν,0 rather than
A.
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Next, we define certain operators on B(Hν) called creation, annihilation,
and multiplication operators, which will be used to build the operators Ys,t in
Theorem 6.25 below. We first consider the multiplication operators.
Lemma 6.19. Let k ≥ 1 and f ∈ LA〈X〉. Then there is a unique bounded
operator mk(f) : Hν,k → Hν,k given by
mk(f)[fk ⊗ · · · ⊗ f1 ⊗ a] = (f · fk)⊗ fk−1 ⊗ · · · ⊗ f1 ⊗ a.
Proof. Note that LA is a C∗-algebra and Iν : LA〈X〉 → CA ⊆ LA is a completely
positive map satisfying ‖Iν(f0Xf1 . . . Xfk)‖ ≤Mk‖f0‖ . . . ‖fk‖. In other words,
Iν is an LA-valued generalized law. Hence, by Proposition 3.16, multiplication
by f ∈ LA〈X〉 defines a bounded operator π(f(X)) on the right Hilbert LA-
module M := LA〈X〉 ⊗Iν LA.
This implies that ‖π(f)‖2 − π(f∗f) ≥ 0 in the C∗-subalgebra of B(M)
generated by π(LA〈X〉) and hence can be written as g∗g for some g in the
C∗-algebra. There exist functions gn ∈ LA〈X〉 with π(gn) → g and hence
π(g∗ngn)→ ‖π(f)‖2 − π(f∗f). This implies that for p, q ∈ LA〈X〉,
Iν(p
∗g∗ngnq)→ Iν(p∗(‖π(f)‖2 − f∗f)q).
It follows that for h ∈ L⊗algkA ⊗alg A, we have
〈gnh, gnh〉 = 〈h, g∗ngnh〉 → 〈h, (‖π(f)‖2 − f∗f)h〉.
Thus, 〈h, (‖π(f)‖2 − f∗f)h〉 ≥ 0 which means that
〈fh, fh〉 ≤ ‖π(f)‖2〈h, h〉.
This is sufficient to show that multiplication by f defines a bounded operator
on the completed quotient Hν,k, as in Proposition 3.10.
Definition 6.20. For f ∈ LA〈X〉, we define the multiplication operator m(f) :
Hν → Hν as the direct sum of the operators mk(f) : Hν,k → Hν,k for k ≥ 1 and
of the zero operator on Aξ for k = 0.
Lemma 6.21. For f ∈ LA〈X〉, there exists a unique operator ℓ(f) ∈ B(Hν)
such that
ℓ(f)[fk ⊗ · · · ⊗ f1 ⊗ a] = f ⊗ fk ⊗ · · · ⊗ f1 ⊗ a.
The adjoint of ℓ(f) satisfies
ℓ(f)∗[fk ⊗ · · · ⊗ f1 ⊗ a] =

Iν(f
∗fk)fk−1 ⊗ · · · ⊗ f1 ⊗ a, k ≥ 2
Iν,0(f
∗f1)a, k = 1
0, k = 0,
and we also have
‖ℓ(f)‖ = ‖Iν(f∗f)‖1/2 = ‖f ⊗ 1‖1/2Hν,1 .
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Definition 6.22. We call ℓ(f) the creation operator and ℓ(f)∗ the annihilation
operator associated to f .
Proof of Lemma 6.21. A direct computation checks that for k ≥ 1, for h ∈
LA〈X〉⊗algk ⊗alg A, we have
〈ℓ(f)h, ℓ(f)h〉 = 〈h, Iν(f∗f)h〉,
Note Iν(f
∗f) is an element of LA and we already checked that the multiplication
action by LA〈X〉 is bounded. In fact, since LA is a C∗-algebra, we have
‖m(Iν(f∗f))‖ ≤ ‖Iν(f∗f)‖.
Hence, ‖ℓ(f)h‖ ≤ ‖Iν(f∗f)‖1/2‖h‖ and thus ℓ(f) defines a bounded operator
Hν,k → Hν,k+1. In the case k = 0, we have 〈ℓ(f)a, ℓ(f)a〉 = a∗Iν,0(f∗f)a
and thus ℓ(f) also defines an operator Hν,0 → Hν,1 with norm bounded by
‖Iν(f∗f)‖1/2.
Altogether, ℓ(f) defines a bounded operator Hν → Hν with norm less than
or equal to ‖Iν(f∗f)‖1/2. Furthermore, observe that Iν(f∗f) is a nonnegative
decreasing function [0, T ]→ A and hence
‖Iν(f∗f)‖ = ‖Iν(f∗f)(0)‖ = ‖Iν,0(f∗f)‖ = ‖f ⊗ 1‖2Hν,1 .
Since ℓ(f)ξ = f ⊗ 1, we have
‖f ⊗ 1‖Hν,1 ≤ ‖ℓ(f)‖ ≤ ‖Iν(f∗f)‖
1/2
= ‖f ⊗ 1‖Hν,1 ,
and thus all the inequalities are equalities. The formula for ℓ(f)∗ is a computa-
tion we leave to the reader.
We gather some elementary properties of the creation, annihilation, and
multiplication operators for future reference.
Observation 6.23. Let f, g ∈ LA. Let PAξ ∈ B(Hν) be the projection onto
Aξ. Then
m(f)m(g) = m(fg) (6.13)
m(f)ℓ(g) = ℓ(fg) (6.14)
ℓ(f)∗m(g) = ℓ(g∗f)∗ (6.15)
ℓ(f)∗ℓ(g) = Iν,0(f∗g)PAξ +m(Iν(f∗g)). (6.16)
In light of the last identity, we establish the notation
m0(f) = f(0)PAξ +m(f), (6.17)
for f ∈ C([0, T ],A). Note that m0 defines a unital ∗-homomorphism from
CA → B(Hν). In particular, m0 restricts to a ∗-homomorphism A → B(Hν).
Moreover, this map is injective since 〈ξ,m0(a)ξ〉 = a. The embedding m0|A
of A into B(Hν) allows us to endow B(Hν) with the structure of an A-valued
probability space.
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Observation 6.24. Let us view A as a subalgebra of B(Hν) by identifying A
with the its image m0(A) in B(Hν). Then the vector ξ is an A-central unit
vector in Hν . Thus, the map Eν : B(Hν) → A given by b 7→ 〈ξ, bξ〉 is an
A-valued expectation. Therefore, (B(Hν), Eν) is an A-valued probability space.
6.5. Realization of µt1,t2 on the Fock Space
Theorem 6.25. Let ν be a distributional family of generalized laws on [0, T ],
and let V be the corresponding distributional Herglotz vector field. Let (Ft(z))t∈[0,T ]
be the Loewner chain generated by V . For t1 ≤ t2, let Ft1,t2(z) be the subordina-
tion map. Let µt1,t2 be the A-valued law such that Ft1,t2 is the F -transform of
µt1,t2 . Let (Hν , Eν) be the Fock space defined in the previous section and define
the operator Yt1,t2 ∈ B(Hν) by
Yt1,t2 = ℓ(χ(t1,t2)) + ℓ(χ(t1,t2))
∗ +m(χ(t1,t2)X) (6.18)
Then
(1) If t1 ≤ t2 ≤ t3, then Yt1,t2 + Yt2,t3 = Yt1,t3 .
(2) The law of Yt1,t2 with respect to Eν is µt1,t2 .
(3) ‖Yt1,t2‖ ≤
√
2C(t2 − t1) + rad(ν).
(4) If t0 < · · · < tN , then Yt0,t1 , . . . , YtN−1,tN are monotone independent in
(B(Hν), Eν).
Proof of Theorem 6.25. (1) is immediate because ℓ(χ(t1,t2))+ℓ(χ(t2,t3)) = ℓ(χ(t1,t3)
and m(χ(t1,t2)X) +m(χ(t2,t3)X) = m(χ(t1,t3)X).
(2) By Theorem 6.9, it suffices to show that
Eν [Yt1,t2a1Yt1,t2 . . . ak−1Yt1,t2 ] =
∑
π∈NC≥2(k)
Qπ;t1,t2(a1, . . . , ak−1).
We substitute Yt1,t2 = ℓ(χ(t1,t2)) + ℓ(χ(t1,t2))
∗ + m(χ(t1,t2)X) and expand by
linearity. This results in the sum of Eν [b1a1b2 . . . ak−1bk] over all possible values
of bj ∈ {ℓ(χ(t1,t2)), ℓ(χ(t1,t2))∗,m(χ(t1,t2)X)}.
Step 1: Let us say that a choice of b1, . . . , bk as above is compatible with
the partition π ∈ NC≥2(k) if for every block B of π, we have
bj =

ℓ(χ(t1,t2))
∗, j = minB
m(χ(t1,t2)X), j ∈ B \ {minB,maxB}
ℓ(χ(t1,t2)), j = maxB.
We claim that 〈ξ, b1a1b2 . . . ak−1bkξ〉 is zero unless there is a partition π com-
patible with b1, . . . , bk. We describe an algorithm that will construct a com-
patible partition for b1, . . . , bk if one exists and otherwise will prove that
ξ, b1a1b2 . . . ak−1bk = 0.
We will start with the vector ξ and then apply the operators bk one at a time
(starting from the right). We will define Sj ⊆ {j, j + 1, j + 2, . . . } inductively
for j = k + 1, k, k − 1, . . . and show that bjaj+1 . . . akbkξ is a simple tensor in
Hν,|Sj |. We start by setting Sk+1 = ∅ and note ξ ∈ Hν,0. For the inductive
step, we divide into cases:
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(A) Suppose bj = ℓ(χ(t1,t2)). Then set Sj = {j} ∪ Sj+1. Then |Sj | = |Sj+1|.
Since bj+1aj+1 . . . ak−1bkξ is a simple tensor inHν,|Sj+1|, we see that bjaj . . . ak−1bk
is a simple tensor in Hν,|Sj |.
(B) Suppose bj = m(χ(t1,t2)X). If Sj+1 = ∅, then bj+1aj+1 . . . ak−1bk ∈ Aξ.
Thus, applying bj will produce the zero vector. In this case, we terminate
the algorithm. Otherwise, we set Sj = Sj+1. Note that bjaj . . . ak−1bk is
still a simple tensor in Hν;|Sj |.
(C) Suppose bj = ℓ(χ(t1,t2))
∗. If Sj+1 = ∅, then bj+1aj+1 . . . ak−1bk ∈ Aξ.
Hence, applying bj will produce the zero vector. In this case, we terminate
the algorithm. Otherwise, we define Sj = Sj+1 \ {minSj+1}, and note that
bjaj . . . ak−1bk is a simple tensor in Hν,|Sj |.
Suppose that the algorithm completes the step j = 1 without terminating.
If S1 6= ∅, then b1a1 . . . ak−1bkξ is in Hν,|S1| and hence is orthogonal to ξ.
Therefore, 〈ξ, b1a1 . . . ak−1bkξ〉 = 0.
If S1 = ∅, we define a partition π as follows. Let J be the set of indices for
which bj is a creation operator. For j ∈ J , define Bj = {i : min(Si∪Si+1) = j},
where
min(Si ∪ Si+1) =

i = minSi, bi = ℓ(χ(t1,t2))
minSi, bi = m(χ(t1,t2)X)
minSi+1, bi = ℓ(χ(t1,t2))
∗
One can check that min(Si ∪ Si+1) < +∞ in all cases; for instance, in the
case of a multiplication operator, we must have Si 6= ∅ because otherwise we
would have terminated the algorithm in step (B) above. To show that π is
non-crossing, consider two blocks Bj and Bj′ with j < j
′. If i1 and i2 are two
indices of Bj with i1 < i2, then for i between i1 and i2, the minimum of the list
Si must be ≤ j, and hence there cannot be any elements of Bj between i1 and
i2. This in particular rules out the possibility of a crossing.
Step 2: It remains to prove that Eν [a0b1a1 . . . ak−1bkak] = a0Qπ;t1,t2(a1, . . . , ak−1)ak
when b1, . . . , bk is the string corresponding to a partition π ∈ NC≥2(k). It suf-
fices to show that for every such partition π,
a0b1a1 . . . ak−1bkak = m0(fπ,a0,...,ak), (6.19)
where m0 is given by (6.17) and where
fπ;a1,...,ak(t) =

a0Qπ;t1,t2(a1, . . . , ak−1)ak, t ∈ [0, t1]
a0Qπ;t,t2(a1, . . . , ak−1)ak, t ∈ [t1, t2]
0, t ∈ [t2, T ]
We verify this by induction on k, using the inductive framework and conventions
regarding the empty partition from Lemma 6.7. The base case k = 0 is trivial.
In the case where π = π1π2, the definition of Qπ;t1,t2 implies that
fπ1π2;a0,...,ak = fπ1;a0,...,ak1−1,1ak1fπ2;1,ak1+1,...,ak1+k2 ,
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and hence (6.19) holds for π1π2 if it holds for π1 and π2. Now suppose that
π = Θm(π1, . . . , πm) with πj ∈ NC≥2(kj − 1) and that Kj = 1 + k1 + · · · + kj
as in Definition 6.6. By the inductive hypothesis,
a0b1a1 . . . ak−1bkak
= a0ℓ(χ(t1,t2))
∗fπ1;a1,...,aK1−1m(χ(t1,t2)X) . . .m(χ(t1,t2)X)fπm;aKm−1+1,...,ak−1ℓ(χ(t1,t2))ak.
In light of Observation 6.23, this evaluates to Iν,0(g)PAξ +m(Iν(g)), where
g = χ(t1,t2)fπ1;a1,...,aK1−1X . . .Xfπm;aKm−1+1,...,ak−1
But from the definition of Qπ;t1,t2 , one checks that Iν(g) = fπ;a0,...,ak , and hence
(6.19) holds in this case as well.
Remark 6.26. The argument in Step 1 formalizes the physical intuition that
ℓ(χ(t1,t2)) creates a particle and ℓ(χ(t1,t2))
∗ annihilates a particle. The set Sj
represents the list of particles that exist at the time indexed by j (and unfor-
tunately time is indexed backwards). Each creation operator produces a new
particle, each multiplication operator acts on the last particle created that still
exists, and the each annihilation operator destroys the last particle created that
still exists. The operators that create, annihilate, or transform the same particle
are put into the same block of the partition. Versions of this construction are
standard in non-commutative probability, see e.g. [56, §2.1.3].
We prove Theorem 6.25 (3) in §6.6 and (4) in §6.7
6.6. Norm of Operators on the Fock Space
Now we turn to the proof of (3) of Theorem 6.25. To set the stage, we
remark that by Lemma 6.21, we would have
‖ℓ(χ(t1,t2))‖+ ‖ℓ(χ(t1,t2))‖+ ‖m(χ(t1,t2)X)‖ ≤
√
C(t2 − t1)+
√
C(t2 − t1) +M,
which gives the bound with 2
√
C(t2 − t1) +M instead of
√
2C(t2 − t1) +M .
However, it is reasonable to hope for the sharper bound
√
2C(t2 − t1) because
we showed in Theorem 5.13 that rad(µt1,t2) ≤
√
2C(t2 − t1) +M .
At this point, it is tempting to assume that ‖Yt1,t2‖ = rad(µt1,t2), but we
have not proved this. The most that we can say a priori is that the norm of
Yt1,t2 restricted to the subspace K = A〈Yt1,t2〉ξ equals rad(µt1,t2). We do not
know that the restriction map B(Hν) → B(K) is injective on the C∗-algebra
generated by Yt1,t2 , so we cannot conclude ‖Yt1,t2‖ = rad(µt1,t2).
One feasible approach to proving (3) is to evaluate 〈h, Y mt1,t2h〉 combinatori-
ally when h is a simple tensor similar to Theorem 6.25 (2) and then estimate
each term similarly to Theorem 6.12. However, we will instead take an algebraic
approach based on the following observation.
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Lemma 6.27. With the setup of Theorem 6.25, fix 0 ≤ t1 ≤ t2 ≤ T and fix n.
For z ∈ H(n)(A), define
F (n)(z) ∈ C([0, T ],Mn(A))
by
F (n)(z)(t) =

F
(n)
µt1,t2
(z), t ∈ [0, t1],
F
(n)
µt,t2
(z), t ∈ [t1, t2],
z, t ∈ [t2, T ].
Let us abbreviate
F
✫
(z) = m
(n)
0 [F(z)] ∈Mn(B(Hν))
ℓ
✫
= ℓ(χ(t1,t2))
(n) ∈Mn(B(Hν))
ℓ∗
✫
= [ℓ(χ(t1,t2))
∗](n) ∈Mn(B(Hν))
m
✫
= m(χ(t1,t2)X)
(n) ∈Mn(B(Hν))
Then the following relation holds in Mn(B(Hν )) for z ∈ H(n)(A)
[z − (m
✫
+ ℓ
✫
+ ℓ∗
✫
)]−1
=
[
1− (F
✫
(z)−m
✫
)−1ℓ
✫
]−1
(F
✫
(z)−m
✫
)−1
[
1− ℓ∗
✫
(F
✫
(z)−m
✫
)−1
]−1
(6.20)
Moreover, for invertible z in a neighborhood of zero,
[z−1 − (m
✫
+ ℓ
✫
+ ℓ∗
✫
)]−1
=
∞∑
j,k=0
[
(F
✫
(z−1)−m
✫
)−1ℓ
✫
]j
(F
✫
(z−1)−m
✫
)−1
[
ℓ∗
✫
(F
✫
(z−1)−m
✫
)−1
]k
,
(6.21)
and this function extends to be fully matricial for z ∈ BMn(A)(0, R) for some
R > 0 independent of n.
Proof. Using Observation 6.23, one has
ℓ∗
✫
(F
✫
(z)−m
✫
)−1ℓ
✫
= m0[I
(n)
ν (χ(t1,t2)(F (n)(z)−X(n))−1)],
where
[I(n)ν (χ(t1,t2)(F(z)−X(n))−1)](t) =
∫ T
t
ν(n)((F (n)(z)−X)−1, s)χ(t1,t2)(s) ds
= −
∫ T
t
V (n)(F(z), s)χ(t1,t2)(s) ds,
= z −F(z),
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where the last equality follows from (5.46) (one checks this by considering the
cases t ∈ [0, t1], t ∈ [t1, t2], and t ∈ [t2, t3]). Thus,
ℓ∗
✫
(F
✫
(z)−m
✫
)−1ℓ
✫
= z −m0(F(z)) = z −F✫(z).
This implies that
z −m
✫
− ℓ
✫
− ℓ∗
✫
= F
✫
(z)−m
✫
− ℓ
✫
− ℓ∗
✫
+ ℓ∗
✫
(F
✫
(z)−m
✫
)−1ℓ
✫
= [1− ℓ∗
✫
(F
✫
(z)−m
✫
)−1](F
✫
(z)−m
✫
)−1[1− (F
✫
(z)−m
✫
)−1ℓ
✫
].
Upon taking inverses, we obtain (6.20). To prove (6.21), note that F
✫
(z−1)−1
extends to be fully matricial and uniformly bounded on BMn(A)(0, R1) for
some R1 > 0 independent of n, and it vanishes at zero; indeed, this fol-
lows from the fact that F(z−1)−1(t) is the Cauchy transform of µs,t2 where
s = min(max(t, t1), t2). Thus,
(F
✫
(z−1)−m
✫
)−1 =
∞∑
k=0
[F
✫
(z−1)−1m
✫
]kF
✫
(z−1)−1
extends to be fully matricial and uniformly bounded on BMn(A)(0, R2) for some
R2 independent of n, and it vanishes at zero. We can therefore apply the
geometric series expansions for [1−ℓ∗
✫
(F
✫
(z−1)−m
✫
)−1]−1 and [1−(F
✫
(z−1)−
m
✫
)−1ℓ
✫
]−1 for z ∈ BMn(A)(0, R) for some R > 0 independent of n.
Proof of Theorem 6.25 (3). We want to show that ‖Yt1,t2h‖ ≤ (
√
2C(t2 − t1)+
M)‖h‖ for h ∈ Hν . It suffices to consider h in a dense subspace. Moreover, if
ρh is the generalized law
ρh(f(X)) = 〈h, f(Yt1,t2)h〉,
then we have 〈h, Y 2t1,t2h〉 ≤ rad(ρh)‖ρh(1)‖ = rad(ρh)‖h‖2, and hence it suffices
to show that rad(ρh) ≤
√
2C(t2 − t1) +M for h in a dense subspace of Hν .
Let h be a vector in the algebraic direct sum of the Hν;k’s, that is,
∑N
j=1Hν;j
for some N ∈ N. Note that Hν(n) can naturally be identified with Mn(Hν), and
we have
G(n)ρh (z) = 〈h(n), (z − Y
(n)
t1,t2)
−1h(n)〉.
In the notation of Lemma 6.27, this equals
〈h(n), (z−1 −m
✫
− ℓ
✫
− ℓ∗
✫
)−1h(n)〉
=
N∑
j,k=0
〈h(n), [(F
✫
(z−1)−m
✫
)−1ℓ
✫
]j
(F
✫
(z−1)−m
✫
)−1
[
ℓ∗
✫
(F
✫
(z−1)− m
✫
)−1
]k
h(n)〉,
(6.22)
where the infinite sum in (6.21) is truncated to degree N because applying
more than N annihilation operators would kill h(n). Recall that F(z)(t) is the
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F transform of µs,t2 for some s ∈ [t1, t2]; the solution of the Loewner equation
is given by solving the ODE in Theorem 5.11 and therefore by (5.31), we have
for u > t2 − t1 that
‖z‖ < 1
M +
√
2Cu
=⇒ ‖F(z−1)−1‖ ≤ 1
M +
√
2C(u− t2 + t1)
.
However, since ‖m
✫
‖ ≤M , we have by the geometric series argument that
‖F(z−1)−1‖ ≤ 1
M +
√
2C(u− t2 + t1
=⇒ ‖(F(z−1)−1−m
✫
)−1‖ ≤ 1√
2C(u− t2 + t1)
.
In particular, (6.22) is fully matricial and bounded for ‖z‖ < 1/(M +√2Cu).
Because this holds for every u > t2 − t1, we have rad(ρh) ≤M +
√
2C(t2 − t1)
by Theorem 3.29.
Remark 6.28. Actually, Lemma 6.27 provides a alternative proof that the law of
Yt1,t2 equals the law µt1,t2 derived by solving the Loewner equation. Indeed, if
we take apply 〈ξ(n), ·ξ(n)〉 to (6.21), all the terms vanish except when j = k = 0,
so that
〈ξ(n), (z−1 − Y (n)t1,t2)−1ξ(n)〉 = 〈ξ, (F✫(z−1)−m✫)−1ξ〉.
Now m
✫
restricted to Mn(Aξ) is zero and F✫(z−1) restricted to Mn(Aξ) is
F
(n)
µt1,t2 (z
−1). Thus, we get 〈ξ(n), (z−1 − Y (n)t1,t2)−1ξ(n)〉 = Fµt1 ,t2 (z−1)−1 =
G˜µt1,t2 (z) as desired.
6.7. Monotone Independence in the Fock Space
Notation 6.29. Let 0 ≤ s < t ≤ T . Let LA;s,t be the subalgebra of LA =
L∞Boch([0, T ],A) consisting of functions supported in [s, t]. Note that LA;s,t〈X〉
can be regarded as a subalgebra of LA;s,t. We denote by Bs,t be the (non-unital)
A-algebra generated by the operators ℓ(f), ℓ(f)∗, and m(f) for f ∈ LA;s,t〈X〉.
Proposition 6.30. Let 0 = t0 < t1 < · · · < tN = T . Then the algebras Bt0,t1 ,
. . . , BtN−1,tN are monotone independent over A in (B(Hν ), Eν).
In particular, this implies that the operators Yt0,t1 , . . . , YtN−1,tN defined in
Theorem 6.25 are monotone independent, which completes the proof of Theorem
6.25 (4). We will establish Proposition 6.30 using the following relations between
the creation, annihilation, and multiplication operators.
Lemma 6.31. Let 0 < t < T . Suppose that f ∈ LA;0,t〈X〉 and g ∈ LA;t,T 〈X〉.
Then
m(f)m(g) = m(g)m(f) = 0 (6.23)
m(f)ℓ(g) = m(g)ℓ(f) = 0 (6.24)
ℓ(f)∗m(g) = ℓ(g)∗m(f) = 0 (6.25)
ℓ(f)∗ℓ(g) = ℓ(g)∗ℓ(f) = 0 (6.26)
ℓ(f)ℓ(g) = ℓ(g)∗ℓ(f) = 0 (6.27)
ℓ(f)m(g) = m(g)ℓ(f)∗ = 0 (6.28)
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Proof. Relations (6.23) through (6.26) are immediate from Observation 6.23
because fg = gf = 0. To prove (6.27), observe that
[ℓ(f)ℓ(g)]∗[ℓ(f)ℓ(g)] = ℓ(g)∗ℓ(f)∗ℓ(f)ℓ(g)
= ℓ(g)∗[m(Iν(f∗f)) + Iν,0(f∗f)PAξ)]ℓ(g)
= ℓ(g)∗m(Iν(f∗f))ℓ(g)
= m(Iν(g
∗Iν(f∗f)g)) + Iν,0(g∗Iν(f∗f)g)PAξ.
But Iν(f
∗f)(s) =
∫ T
s ν(f
∗f(X,u), u) du is supported in [0, t] and hence g∗Iν(f∗f)g =
0. This shows that [ℓ(f)ℓ(g)]∗[ℓ(f)ℓ(g)] = 0 and hence ℓ(f)ℓ(g) = 0 and
ℓ(g)∗ℓ(f)∗ = 0.
The proof of (6.28) is similar. Note that
[ℓ(f)m(g)]∗[ℓ(f)m(g)] = m(g∗)[m(Iν(f∗f)) + Iν,0(f∗f)PAξ]m(g)
= m(g∗Iν(f∗f)g) = 0.
Hence, ℓ(f)m(g) = 0. Moreover, m(g)ℓ(f)∗ = 0 follows by taking adjoints.
Lemma 6.32. Let t ∈ [0, T ]. Regarding A as a subalgebra of B(Hν) as above,
we denote by A+ Bt,T the algebraic sum as subspaces of B(Hν), which is equal
to the unital A-algebra generated by Bt,T . Then Bt,T +A is the linear span of
operators of the form
ℓ(fm) . . . ℓ(f1)[m(p) + a]ℓ(g1)
∗ . . . ℓ(gn)∗,
where m,n ≥ 0 and a ∈ A and fi, gi, p ∈ LA;s,t〈X〉.
Proof. Let W be the span of the operators given above. It is clear that W ⊆
A+ Bs,t.
Moreover, W contains the creation, annihilation, and multiplication opera-
tors ℓ(f), ℓ(f)∗, and m(f) by substituting appropriate values for m, n, a, p, etc.
Thus, to show thatW ⊇ Bs,t, it suffices to show thatW is closed under left mul-
tiplication by operators in Bs,t. Furthermore, it suffices to show that if w is one
of the generating vectors ℓ(fm) . . . ℓ(f1)[m(p)+a(PAξ+m(χ(0,s)))]ℓ(g1)∗ . . . ℓ(gn)∗
of W and if f ∈ LA;s,t, then ℓ(f)w, m(f)w, and ℓ(f)∗w are in W .
Case 1: It is immediate that ℓ(f)w is in W .
Case 2: For m(f)w, there are two subcases. If m ≥ 1, then
m(f)w = ℓ(f · fm) . . . ℓ(f1)ℓ[m(p) + a]ℓ(g1)∗ . . . ℓ(gn)∗ ∈ W ,
while if m = 0, then
m(f)w = m(f)[m(p) + a]ℓ(g1)
∗ . . . ℓ(gn)∗
= m(fp+ fa)ℓ(g1)
∗ . . . ℓ(gn)∗ ∈ W .
Case 3: For ℓ(f)∗w, there are three subcases. If m ≥ 2, then observe that
ℓ(f)∗ℓ(fm)ℓ(fm−1) = [Iν,0(f∗fm)PAξ+m(Iν(f∗fm))]ℓ(fm−1) = ℓ(Iν(f∗fm)fm−1),
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and Iν(f
∗fm)fm−1 is supported in [t, T ], so that
ℓ(f)∗w = ℓ(Iν(f∗fm)fm−1)ℓ(fm−2) . . . ℓ(f1)[m(p) + a]ℓ(g1)∗ . . . ℓ(gn)∗ ∈ W .
For m = 1, observe that Iν(f
∗
mf) is constant on [0, t]. Thus, using the fact that
PAξ +m(χ(0,t)) +m(χ(t,T )) = id, we have
ℓ(f)∗ℓ(fm) = m(Iν(f∗mf)) + Iν,0(f
∗
mf)PAξ
= m(χ(t,T )Iν(f
∗
mf)− χ(t,T )Iν,0(f)) + Iν,0(f∗mf) id,
The function q = χ(t,T )Iν(f
∗
mf)−χ(t,T )Iν,0(f) is in LA;t,T 〈X〉. Moreover, com-
bining this with the “middle” term m(p) + a in w yields
[m(q) + Iν,0(f
∗
mf)][m(p) + a] = [m(qp+ Iν,0(f
∗
mf)p+ qa) + Iν,0(f
∗
mm)a],
which is another term of the same form as m(p) + a, from which it follows that
ℓ(f)∗w is in W . Finally, in the case m = 0, we observe that
ℓ(f)∗w = ℓ(f)∗[m(p) + a]ℓ(g1)∗ . . . ℓ(gn)∗
= ℓ((p∗ + a∗)f)∗ℓ(g1)∗ . . . ℓ(gn)∗ ∈ W .
Lemma 6.33. Let 0 < t < T . If x, y ∈ B0,t and z ∈ Bt,T +A, then we have
xzy = xEν(z)y (6.29)
xzξ = xEν(z)ξ. (6.30)
Proof. By linearity, it suffices to consider the case when x and y are strings of
creation, annihilation, and multiplication operators for functions in LA;0,t〈X〉.
Moreover, if x and y are such strings and if x′ is the last creation, annihilation, or
multiplication operator in the string x, and y′ is the first one in the string y, then
it suffices to show that x′zy′ = x′Eν(z)y′. Hence, we can assume without loss
of generality that x and y are either creation, annihilation, or multiplication
operators. Furthermore, by the previous lemma and linearity, it suffices to
consider the case where
z = ℓ(fm) . . . ℓ(f1)[m(p) + a]ℓ(g1)
∗ . . . ℓ(gn)∗,
with fj, gj , and p in LA;t,T .
Case 1: Suppose that m > 0. Then Eν(z) = 〈ξ, zξ〉 = 0. Then since x is a
creation, annhilation, or multiplication operator for some function in LA;0,t〈X〉,
we have xℓ(fm) = 0 by (6.26), (6.27), and (6.24) and hence xz = 0. This implies
that xzy = xEν(z)y and xzξ = xEν(z)ξ.
Case 2: Suppose that m = 0 and n > 0. Then zξ = 0 and hence Eν(z) = 0.
We also have xzξ = 0 = xEν (z)ξ so that (6.24) holds. To check (6.23) in this
case, note that ℓ(gn)y = 0 by a symmetrical argument to Case 1, and hence
xzy = 0 = xEν(z)y.
Case 3: Suppose that m = 0 and n = 0. Then z = m(p) + a and Eν(z) =
〈ξ, zξ〉 = a. By (6.23), (6.25), (6.28), we have xm(p) = 0. Hence, xz = xa =
xEν(z) and thus xzy = xEν (z)y and xzξ = xEν(z)ξ.
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Proof of Proposition 6.30. As in Definition 4.10, letm ≥ 2 and consider a string
b1, . . . , bm of operators with bi ∈ Btki−1,tki . Suppose that for some j, the index
kj is larger than the adjacent indices. We must show that
Eν [b1 . . . bm] = Eν [b1 . . . bj−1Eν(bj)bj+1 . . . bm]. (6.31)
Case 1: Suppose that 1 < j < m. In this case, kj−1 ≤ kj − 1 and kj+1 ≤
kj − 1, hence
bj ∈ Btkj−1,tkj ⊆ Btkj−t,T +A
bj−1 ∈ Btkj−1−1,tkj−1 ⊆ B0,tkj−1
bj+1 ∈ Btkj+1−1,tkj+1 ⊆ B0,tkj−1 .
Therefore, applying (6.29) with t = tkj−1, we have bj−1bjbj+1 = bj−1Eν(bj)bj+1
and hence (6.31) holds.
Case 2: Suppose that j = m. Then using (6.29) with t = tkm−1, we have
bm−1bmξ = bm−1Eν(bm)ξ and hence (6.31) holds.
Case 3: If j = 1, then we take adjoints and apply Case 2.
7. Central Limit Theorem for Loewner Chains
7.1. Motivation
Muraki [11] [12] showed that the central limit object for monotone con-
volution is the arcsine law given by the density 1/2π
√
t2 − 2 on the interval
[−√2,√2]. Its reciprocal Cauchy transform is F (z) = √z2 − 2, where the
square root is chosen to be analytic on C∗ \ [−√2,√2] and satisfy F (z) =
z − 1/z + O(1/z2). The rescaled versions Ft(z) =
√
z2 − 2t are maps from H
onto H minus a vertical slit. These functions form a composition semigroup and
they solve the Loewner equation with V (z, t) = −1/z.
The operator-valued version of the monotone central limit theorem was
proved combinatorially in [31, Theorem 2.5]. The limiting distribution of 1√
k
∑k
j=1Xj
as k →∞ is called the operator-valued arcsine law, and it depends only on theA-
valued variance η(a) = E(XjaXj), which is a completely positive map A → A.
As we will verify, an equivalent definition of the operator-valued arcsine law
as(η) is that F
as(η)(z) = F (z, 1), where F (z, t) is the solution of the Loewner
equation ∂tFη(z, t) = DFη(z, t)[−η(z−1)] for t ∈ [0, 1].
In terms of F -transforms, the central limit theorem states that
1√
N
(Fµ)
◦N (
√
Nz)→ F
as(η)(z) as N →∞, (7.1)
where the superscript ◦k denotes composition k times. The continuous-time
analogue of this statement is that if µt is a monotone convolution semigroup
such that µt has variance tη, and if Ft = Fµt is the corresponding Loewner
chain, then
t−1/2Fµt(t
1/2z)→ F
as(η)(z) as t→∞. (7.2)
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In general, if Ft is a Lipschitz normalized Loewner chain on [0, T ], we will show
that
t−1/2Ft(t1/2z)− t1/2Fas(η)(t1/2z) = O(rad(ν)t−1/2), (7.3)
where ν is the distributional family of generalized laws which generates the
Loewner chain, η = ν|A×L1[0,T ], and as(η) is a generalized arcsine law defined
in §7.2. Here the error estimate holds uniformly for Im z ≥ ǫ.
This result amounts, roughly speaking, to a CLT for a continuous-time family
of random variables that are not identically distributed and may not even have
the same variance. We give two versions, one using coupling (Theorem 7.4) and
one using the Loewner equation (Theorem 7.7).
Remark 7.1. In the study of Schramm-Loewner evolution (see [57] for back-
ground), the law ν is given by a delta mass on R which is moved in time accord-
ing to Brownian motion, and one has with high probability that rad(ν|[0,t]) =
O(t1/2). In this regime, the “error” estimate in our central limit theorem no
longer goes to zero (it is O(1)). Moreover, t−1/2Ft(t1/2z) will not converge
to the F -transform of the arcsine law because the distribution of SLE is in-
variant under this rescaling. The results of this section are not motivated by
SLE but rather by the situation where rad(ν|[0,t]) = O(1), such as composition
semigroups.
7.2. Generalized Arcsine Laws
We call η : A × L1[0, T ] → A a distributional family of completely positive
maps if
∫
η(·, t)φ(t) dt is a completely positive map A → A for each nonnegative
φ ∈ L1[0, T ].
If η : A×L1[0, T ]→ A is a distributional family of completely positive maps,
then we can define a distributional family of generalized laws by ν(f(X), ·) =
η(f(0), ·) for f ∈ A〈X〉. In particular, V (z, ·) = −η(z−1, ·) is a distributional
Herglotz vector field. Thus, by Theorem 5.13, there exists a Loewner chain
F (z, t) satisfying
∂tF (z, t) = DF (z, t)[−η(z−1, t)]. (7.4)
Then F (z, T ) is the reciprocal Cauchy transform of a law as(η) with variance
as(η)(XzX) =
∫ T
0 η(z, t) dt. We call as(η) the generalized arcsine law corre-
sponding to η.
Remark 7.2. We caution that as(η) is not uniquely determined by the variance∫ T
0 η(·, t) dt, but it depends a priori on the behavior of η on the entire interval
[0, T ]. We do not yet know how uniquely η is determined by as(η).
The generalized arcsine laws form a stable family under monotone convolu-
tion in the following sense: If η1 and η2 are distributional families of completely
positive maps on [0, T1] and [0, T2], then as(η1) ⊲ as(η2) = as(η), where η is
defined on [0, T1 + T2] by concatenating η1 and η2. This follows from the con-
struction of solutions to the Loewner equation by solving the ODE (as in Step
2 of the proof of Theorem 5.13).
In the case of a generalized arcsine law, the combinatorial formulas of The-
orem 6.9 simplify as follows. Because in this case ν(f(X), ·) = η(f(0), ·), the
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coefficients Qπ;s,t defined in Lemma 6.7 will vanish if π has any blocks of size
> 2. Let NC2(k) be the set of non-crossing pair partitions of [k] (partitions in
which every block has exactly two elements).
Corollary 7.3. Let η : A×L1[0, T ]→ A be a distributional family of completely
positive maps. For π ∈ NC2(k) and 0 ≤ s ≤ t ≤ T , we define Qπ;s,t by
1. For π1 ∈ NC2(k1) and π2 ∈ NC2(k2),
Qπ1π2;s,t(a1, . . . , ak−1) = Qπ1(a1, . . . , ak1−1)ak1Qπ2(ak1+1, . . . , ak1+k2−1);
2. For π ∈ NC2(k), we have
QΘ1(π|);s,t(a1, . . . , ak+1) =
∫ t
s
η(a1Qπ;s,t(a2, . . . , ak)ak+1, u) du.
Then we have
as(η)(a0Xa1 . . . Xak) =
∑
π∈NC2(k)
a1Qπ;0,T (a1, . . . , ak−1)ak
If we further restrict to the case where T = 1 and is independent of t (that is∫
η(f(X), t)φ(t) dt =
∫
η0(f(X))φ(t) dt for some completely positive η0 : A →
A), then we obtain the formulas for the operator-valued arcsine law from [31,
Theorem 2.5]. This verifies that our definition of the operator-valued arcsine
law coincides with theirs.
7.3. Central Limit Theorem via Coupling
Let ν : A〈X〉 ×L1[0, T ]→ A be a distributional family of A-valued general-
ized laws on [0, T ], and let η be the distributional family of completely positive
maps given by η = ν|A×L1[0,T ]. Let Fµt be the solution to the Loewner equation
on [0, T ] for the Herglotz vector field V corresponding to ν, and let Fµs,t be the
corresponding family of subordination maps. Let as(η|[s,t]) be the generalized
arcsine law given by η|[s,t] translated to the interval [0, t − s]. Our goal is to
estimate the difference between µs,t and as(η|[s,t]).
Let Hν be the Fock space constructed in §6.4 with the corresponding expec-
tation Eν : B(Hν)→ A. Let
Ys,t = ℓ(χ(s,t)) + ℓ(χ(s,t))
∗ +m(χ(s,t)X) ∈ B(Hν) (7.5)
Zs,t = ℓ(χ(s,t)) + ℓ(χ(s,t))
∗ ∈ B(Hν). (7.6)
By Theorem 6.25, Ys,t has the law µs,t. On the other hand, upon inspecting the
proof of Theorem 6.25 (2), we see that Zs,t has the law obtained by replacing
m(χ(s,t)X) by zero or by discarding all the terms indexed by partitions inNC≥2\
NC2. But this is equivalent to replacing ν by η. Hence, the law of Zs,t is
as(η|[s,t]). We also have ‖Ys,t − Zs,t‖ = ‖m(X)‖ ≤ rad(ν), which leads to the
following result.
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Theorem 7.4. Let ν be a distributional family of generalized laws on [0, T ]
and let Fµs,t be the laws associated to the Loewner chain generated by ν. Let
η = ν|A×L1[0,T ]. There exists an A-valued probability space (B, E) and self-
adjoint random variables Ys,t and Zs,t such that
(1) Yt1,t2 + Yt2,t3 = Yt1,t3 and Zt1,t2 + Zt2,t3 = Zt1,t3 .
(2) Ys,t ∼ µs,t and Zs,t ∼ as(η|[s,t]).
(3) ‖Ys,t‖ ≤
√
2C(t− s)+rad(ν) and ‖Zs,t‖ ≤
√
2C(t− s), where C = ‖ν(1, ·)‖L(L1[0,T ],A).
(4) ‖Ys,t − Zs,t‖ ≤ rad(ν).
(5) Given 0 = t0 < t1 < · · · < tN = T , the non-unitalA algebras A〈Ytj−1,tj , Ztj−1,tj 〉
are monotone independent.
Proof. We have already proved most of the theorem using the operators con-
structed on the Fock space above. The claim that ‖Zs,t‖ ≤
√
C(t− s) does
not follow immediately from prior results, but it can be deduced by the same
proof as Theorem 6.25 (4) in §6.6. The claim (5) about monotone independence
follows from Proposition 6.30 since Ys,t and Zs,t are contained in Bs,t.
Of course, if we rescale by (t− s)1/2, we have the central-limit-type estimate∥∥∥(t− s)−1/2Ys,t − (t− s)−1/2Zs,t∥∥∥ ≤ (t− s)−1/2 rad(ν). (7.7)
In particular, in the case of a monotone convolution semigroup, we have the
following.
Corollary 7.5. Let µt be a A-valued monotone convolution semigroup with
mean zero, and let η(a) = µ1(XaX). Then there exist random variables Yt and
Zt such that Yt ∼ µt and Zt ∼ as(η|[0,t]) and
‖t−1/2Yt − t−1/2Zt‖ ≤ 2t1/2 inf
s>0
rad(µs). (7.8)
Note in this case that the law of t−1/2Zt is independent of t because of the
scale-invariance of the arcsine law.
Proof. By Proposition 5.14, there exists a generalized law ν such that ∂tFt(z) =
DFt(z)[−Gν(z)]. In light of Theorem 7.4, it suffices to show that rad(ν) ≤
2 rad(µ1). By Proposition 3.30, we have Fµt(z) = z −Gσt(z) for a generalized
law σt with rad(σt) ≤ rad(σs). Now if s ≤ t, then Fµt = Fµt−s ◦ Fµs , hence
ImFµt ≥ ImFµs . It follows that Gσt − Gσs is the Cauchy transform of some
generalized law, and hence by Lemma 3.18, rad(σs) ≤ rad(σt). Therefore, s ≤ t
implies that rad(σs) ≤ 2 rad(µt). By Theorem 5.10, we have
rad(ν) ≤ lim sup
sց0
rad(σs) ≤ inf
s>0
rad(µs).
Corollary 7.6. With the setup of Theorem 7.4, let µt = µ0,t. Then we have
for z ∈ H(n)ǫ (A) and 0 < t ≤ T that∥∥∥t1/2G(n)µt (t1/2z)− t1/2G(n)as(η|[0,t])(t1/2z)∥∥∥ ≤ rad(ν)ǫ2t1/2 . (7.9)
The same holds when ‖z−1‖ ≤ (√2C + t−1/2 rad(ν) + ǫ)−1.
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Proof. We know that ‖Y0,t‖ ≤ M + 2
√
Ct and ‖Z0,t‖ ≤
√
2Ct by Theorem 7.4
Therefore, if Im z ≥ ǫ or ‖z−1‖ ≥ (M + 2√Ct+ ǫ)−1, then we have∥∥∥E(n)ν [(z − Y (n)0,t )−1 − (z − Z(n)0,t )−1]∥∥∥ = ∥∥∥E(n)ν [(z − Y (n)0,t )−1m(χ(0,t)X)(n)(z − Z(n)0,t )−1]∥∥∥
≤ ǫ−2‖m(χ(0,t)X)‖ ≤ ǫ−2 rad(ν). (7.10)
The asserted estimate follows after renormalization of z and ǫ.
7.4. Central Limit Theorem via the Loewner Equation
The estimates of Corollary 7.6 derived from coupling depend on rad(ν).
Now we will derive another estimate which only depends on second moments of
ν rather than the support radius. For technical reasons, we have to assume that
all our random variables are bounded because the theory of Cauchy transforms
relies on that. But the estimates below do not reference the operator norm
and hence could be used for unbounded laws if the analytic theory of Cauchy
transforms and Loewner chains were to be extended to that setting.
Theorem 7.7. Let ν be a distributional family of generalized laws. Let Fµt(z)
for t ∈ [0, T ] be the Loewner chain corresponding to the distributional Herglotz
vector field V given by ν. Let η = ν|A×L1[0,T ], and let
C1 := ‖η(1, ·)‖L(L1[0,T ],A), (7.11)
C2 := sup
n≥1
sup
z∈Mn(A)
‖z‖≤1
∥∥∥ν(n) (z∗X2z)∥∥∥
L(L1[0,T ],Mn(A))
≤ C1 rad(ν)2. (7.12)
Then for z ∈ H(n)ǫ (A), we have∥∥∥t−1/2F (n)µt (t1/2z)− t−1/2F (n)as(η|[0,t])(t1/2z)∥∥∥ ≤ t−1/2
(
1 +
C1
2ǫ2
)
(C1C2)
1/2
ǫ2
.
(7.13)
Moreover,∥∥∥t1/2G(n)µt (t1/2z)− t1/2G(n)as(η|[0,t])(t1/2z)∥∥∥ ≤ t−1/2 (C1C2)1/2ǫ4 . (7.14)
Remark 7.8. Theorems 7.4 and 7.7 provide complementary information about
Gν(z, t)−Gη(z, t). The estimates from Theorem 7.4 are better when ǫ is small,
but the estimates from Theorem 7.7 are better when ǫ is large.
Lemma 7.9. With the setup of Theorem 7.7, we have
z ∈ H(n)ǫ (A) =⇒ ‖V (z, ·) + η(z−1, ·)‖L(L1[0,T ],Mn(A)) ≤
(C1C2)
1/2
ǫ2
. (7.15)
Proof. Fix φ ≥ 0 in L1[0, T ]. By Proposition 3.16, the generalized law σ =∫
ν(·, t)φ(t) dt can be expressed as σ̂ ◦ π, where π is a ∗-homomorphism from
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AX into a C∗-algebra B and where σ̂ : B → A is a completely positive map.
Then we have
−
∫
V (n)(z, t)φ(t) dt−
∫
η(n)(z−1, t)φ(t) dt = σ̂(n)((z − π(X)(n))−1 − z−1)
(7.16)
= σ̂(n)((z − π(X)(n))−1π(X)(n)z−1).
(7.17)
Note σ̂(n) is completely positive, so as in Proposition 3.16 we can define a
right Hilbert Mn(A)-module H = Mn(B) ⊗σ̂(n) Mn(A). By applying the CBS
inequality (Lemma 3.9,
‖σ̂(n)((z−π(X)(n))−1π(X)(n)z−1)‖ ≤ ‖1⊗1‖H‖(z−π(X)(n))−1‖B(H)‖π(X)(n)z−1⊗1‖H.
But note that ‖(z − π(X))−1‖ ≤ 1/ǫ and
‖1⊗ 1‖2H = ‖σ̂(n)(1)‖ ≤ C1‖φ‖L1[0,T ].
and
‖π(X)(n)z−1 ⊗ 1‖2H = ‖σ̂(n)((z−1)∗X2z−1)‖ ≤ C2‖z−1‖2 ≤
C2
ǫ
.
Combining these inequalities shows that∥∥∥∥∫ [V (n)(z, t) + η(z−1, t)]φ(t) dt∥∥∥∥ ≤ (C1C2)1/2ǫ2 ‖φ‖L1[0,T ]. (7.18)
This holds for all φ ≥ 0, so by Lemma 2.10, it holds for all φ ∈ L1[0, T ]. This
completes the proof.
Proof of Theorem 7.7. Let αt = as(η|[0,t]) and αs,t = as(η|[s,t]). Note that for
0 ≤ s ≤ t ≤ T , Fαs,t is the subordination map for the Loewner chain generated
by the Herglotz vector field −η(z−1, t).
We will estimate F
(n)
µt (z)− F (n)αt (z) by observing that
F (n)µt (z)− F (n)αt (z) =
∫ t
0
∂s
(
F (n)µs ◦ Fαs,t(z)
)
ds, (7.19)
By the chain rule (Lemma 2.22),
∂s
(
F (n)µs ◦ F (n)αs,t
)
= ∂sF
(n)
µs ◦ F (n)αs,t + (DF (n)µs ◦ Fαs,t)(n)[∂sF (n)αs,t ].
From the Loewner equation,
∂sF
(n)
µs ◦ F (n)αs,t = (DF (n)µs ◦ F (n)αs,t)[V (n)(F (n)αs,t , s)].
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Moreover, applying (5.46) with the Herglotz vector field η˜(z, t) = η(z−1, t), we
have
∂sF
(n)
αs,t = η˜
(n)(F (n)αs,t , s)
Therefore,
∂s
(
F (n)µs ◦ F (n)αs,t
)
=
(
DF (n)µs ◦ F (n)αs,t
)
[(V (n) + η˜(n))(F (n)αs,t , s)].
Assuming that z ∈ H(n)ǫ (A), we have from Lemma 7.9 that
‖(V (n) + η˜(n))(F (n)αs,t , ·)‖L(L1[0,T ],Mn(A)) ≤
(C1C2)
1/2
ǫ2
.
Moreover, by (5.10), we have
‖DF (n)µs ◦ F (n)αs,t‖ ≤ 1 +
C1s
ǫ2
. (7.20)
Then by (2.16), we have∥∥∥F (n)µt (z)− F (n)αt (z)∥∥∥ ≤ ∫ t
0
(
1 +
C1s
ǫ2
)
(C1C2)
1/2
ǫ2
=
(
1 +
C1t
2ǫ2
)
(C1C2)
1/2t
ǫ2
. (7.21)
The estimate (7.13) now follows upon renormalization of z and ǫ.
The estimate (7.14) follows by similar reasoning. Indeed
G(n)µt (z)−G(n)αt (z) =
∫ t
0
∂s
(
G(n)µs ◦ F (n)αs,t(z)
)
ds. (7.22)
Because G
(n)
µt (z) is an analytic function applied to Fµt(z), a chain rule compu-
tation shows that
∂t[G
(n)
µt (z)] = DG
(n)
µt (z)[V
(n)(z, t)]. (7.23)
Therefore, as before,(
G(n)µs ◦ F (n)αs,t(z)
)
=
(
DG(n)µs ◦ F (n)αs,t
)
[(V (n) + η˜(n))(F (n)αs,t , s)]. (7.24)
We estimate DG
(n)
µs ◦ F (n)αs,t by 1/ǫ2, and we estimate (V (n) + ˜˜η(n))(F (n)αs,t , ·) by
(C1C2)
1/2/ǫ2. This proves (7.14) after renormalization of z and ǫ.
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Appendix A. The Need for Distributional Differentiation
For a better understanding of our results, we will now explain heuristically
why pointwise differentiation in the Loewner equation is not possible in our
setting. Of course, if F (z, t) were a C1 function of t for each z, there would be
little difficulty. But in order to get a general correspondence between Loewner
chains and vector fields V (z, t), we must get by with only assuming that F (z, t)
is Lipschitz in t.
There are known results about differentiating an absolutely continuous func-
tion from a time interval [0, T ] into a Banach space X (for instance, [58, Ap-
pendix]). However, these theorems usually rely on separability or reflexivity
of X , which is something we cannot assume in an operator algebras setting.
Indeed, infinite-dimensional C∗-algebras are never reflexive, and furthermore,
infinite-dimensional von Neumann algebras are never separable in the norm
topology.
Pointwise differentiation will certainly not be possible in the norm topology.
If A is a von Neumann algebra acting on a separable Hilbert space, then differ-
entiation in the strong operator topology (SOT) may be possible (thanks to the
theory of differentiation of Hilbert-valued functions). However, in order to use
the chain rule for SOT differentiation, we would have to make the additional
assumption that the Frechet derivatives of the maps we are composing are SOT-
continuous, which means making additional SOT continuity assumptions about
the laws µt.
Furthermore, suppose that we can for a fixed z, differentiate F (z, t) almost
everywhere with respect to t; then it would still be problematic to carry out
such differentiation with the same exceptional null set of times for all values of
z ranging over an open set in a non-separable Banach space. One might try
to solve this problem by assuming that A is separable in SOT and that our
analytic functions are continuous in SOT. However, even this is not sufficient
because we cannot enforce SOT equicontinuity of (F (z, t + δ) − F (z, t))/δ as
δ → 0.
A possible solution would be to assume that A is tracial von Neumann
algebra and that for each function F (z) = z −Gσ(z) that we are dealing with,
the state τ◦σ is tracial onA〈X〉. The problems with the SOT approach sketched
above would be solved by using explicit estimates in L2 norm to guarantee SOT-
equicontinuity of (F (z, t+δ)−F (z, t))/δ for different values of δ, as well as SOT
equicontinuity of a 7→ DFt(z)[a] for different values of t.
However, traciality of σ seems like an artificial and restrictive condition. If
Fµ(z) = z − Gσ(z), it is unclear (at least to the author) whether traciality of
σ and traciality of µ are related. It also seems doubtful that functions of the
form z −Gσ(z) for σ tracial satisfy the two-out-of-three property. Even so, the
tracial setting would be the best place to start developing the theory for laws
µt with unbounded support, although that was not the goal of this paper.
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Appendix B. Order 1 Loewner Chains
In this section, we show that for a normalized Loewner chain Ft = Fµt , the
condition that µt(X
2) is continuous is equivalent to the Loewner chain being
of “order 1” on H(A). As in [54, Definition 1.2], we will say that a Loewner
chain is of order d if for each point z ∈ H(A), there exists a some nonnegative
φz ∈ Ld[0, T ] such that
‖F (z, t)− F (z, s)‖ ≤
∫ t
s
φz for s < t. (B.1)
Proposition Appendix B.1. Let Ft be an A-valued Loewner chain such that
Ft is the F -transform of an A-valued law µt with mean zero. Then the following
are equivalent:
(1) µt(X
2) is an absolutely continuous map [0, T ]→ A.
(2) Ft is of order 1.
(3) There exists some n and some z ∈ H(n)ǫ (A) such that t 7→ Ft(z) is absolutely
continuous.
Proof. (1) =⇒ (2). For 0 ≤ s ≤ t ≤ T , let Fs,t be the subordination map asso-
ciated to the Loewner chain. Recall that Fs,t(z) = z−Gσs,t(z) for a generalized
law σs,t. Proceeding similarly to Lemma 5.9, we have that for z ∈ H(n)ǫ (A) that
‖F (n)s,t (z)− z‖ ≤
1
ǫ
‖µt(X2)− µs(X2)‖ (B.2)
Because F
(n)
s (z) = z − G(n)σs (z) is (1 + ‖σs(1)‖/ǫ2)-Lipschitz on Im z ≥ ǫ, and
because Fs,t maps {Im z ≥ ǫ} into itself, we have
‖F (n)t (z)− F (n)s (z)‖ = ‖F (n)s ◦ F (n)s,t (z)− F (n)s (z)‖
≤
(
1 +
‖σT (1)‖
ǫ2
)
1
ǫ
‖µt(X2)− µs(X2)‖ (B.3)
Therefore, absolute continuity of t 7→ µt(X2) implies absolute continuity of
t 7→ Ft(z) for every z and hence implies that Ft(z) is of order 1.
(2) =⇒ (3) is trivial. For (3) =⇒ (1), observe that
ImF
(n)
s,t (z) = Im z + σ
(n)
s,t [(z
∗ −X(n))−1(Im z)(z −X(n))−1]. (B.4)
Recall that M := sup rad(σs,t) < +∞ by Lemma 4.4. Thus, if we realize the
law σs,t by an operator x = π(X) on a Hilbert space as in Proposition 3.16,
then ‖z + x‖ ≤ ‖z‖+M . This implies that if Im z ≥ ǫ, then
(z∗ − x(n))−1(Im z)(z − x(n))−1 ≥ (‖z‖+M)−2ǫ. (B.5)
Therefore,
‖ImF (n)s,t (z)− Im z‖ ≥ (‖z‖+M)−2ǫ‖σs,t(1)‖
= (‖z‖+M)−2‖µt(X2)− µs(X2)‖. (B.6)
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If δ > 0 is given by Proposition 4.6, then∥∥∥F (n)t (z)− F (n)s (z)∥∥∥ ≥ δ∥∥∥F (n)s,t (z)− z∥∥∥
≥ δ
∥∥∥ImF (n)s,t (z)− Im z∥∥∥
≥ δǫ(‖z‖+M)−2‖µt(X2)− µs(X2)‖. (B.7)
Therefore, absolute continuity of t 7→ F (n)t (z) for one values of z ∈ H(n)ǫ (A)
implies absolute continuity of t 7→ µt(X2).
Appendix C. Radii Estimates for Lipschitz Loewner Chains
Here we give a precise statement which allows us to compare the radii of the
various generalized laws associated to a Loewner chain Ft.
Proposition Appendix C.1. Consider a Loewner chain Ft. Let µs,t, σs,t,
and V be as above. Then the following are equivalent:
(1) For each s < t, we have rad(µs,t) ≤M +
√
2C(t− s).
(2) For each s < t, we have rad(σs,t) ≤M +
√
2C(t− s).
(3) We have rad(V ) ≤M .
Proof. (2) =⇒ (3) follows from Theorem 5.10 and the remark afterwards. On
the other hand, (3) =⇒ (1) and (3) =⇒ (2) were shown in Theorem 5.13.
Thus, it suffices to show that (1) =⇒ (3). Assume that (1) holds and fix
ǫ > 0. Write Gs,t(z) = Fs,t(z)
−1. We know that for t − s sufficiently small,
Gs,t(z
−1) defined on ‖z‖ < (M + ǫ)−1. From the power series expansion of
the Cauchy transform, z−1G(n)s,t (z
−1) is analytic on ‖z‖ < (M + ǫ)−1. Using
the argument of Lemma 2.8, we have z−1G(n)s,t (z
−1) → 1 uniformly on ‖z‖ <
(M + 2ǫ)−1 as t − s → 0. In particular, z−1Gs,t(z−1) is invertible and hence
F
(n)
s,t (z
−1)z is fully matricial and uniformly bounded on ‖z‖ < (M+2ǫ)−1. Note
that for ‖z‖ small,
F
(n)
s,t (z
−1)z = 1−G(n)σs,t(z−1)z =
∞∑
k=0
σ
(n)
s,t (z(X
(n)z)k)z. (C.1)
If we fix z with ‖z‖ ≤ 1 and let ζ ∈ C with |ζ| < (M + 2ǫ)−1, then we have for
k ≥ 1,
‖σ(n)s,t (z(X(n)z)k)z‖ =
∥∥∥∥ 1(k + 2)! dk+2dζk+2 ∣∣∣ζ=0(1−G(n)σs,t((ζz)−1)ζz)
∥∥∥∥ ≤ C(M+2ǫ)k+2,
(C.2)
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where C is an upper bound on F
(n)
s,t (z
−1)z on the ball of radius (M + 2ǫ)−1. If
we suppose that ‖a0‖ = · · · = ‖ak‖ = 1 and take
z =

0 a0 . . . 0 0
...
...
. . .
...
...
0 0 . . . ak 0
0 0 . . . 0 1
0 0 . . . 0 0
 ∈Mk+2(A), (C.3)
then the upper right entry of σs,t(z(Xz)
k)z is equal to σs,t(a0Xa1 . . . Xak) and
therefore,
‖σt0,t(a0Xa1 . . .Xak)‖ ≤ C(M + 2ǫ)k+2. (C.4)
This implies that rad(σs,t) ≤M + 2ǫ when t− s is sufficiently small. But then
as in Theorem 5.10, this implies that rad(V ) ≤M .
Appendix D. Continuous-Time Lindeberg Exchange
There is an instructive parallel between the proof of Theorem 7.7 and Lin-
deberg’s exchange method for the classical CLT. Suppose that Y1, . . . , Yn are
monotone independent random variables and that Z1, . . . , Zn are monotone
independent arcsine random variables where Yj and Zj have the same variance.
The discrete-time analogue of (7.19) is that
F
(n)
Y1+···+Yk − F
(n)
Z1+···+Zk
=
k∑
j=1
(
F
(n)
Y1+···+Yj−1 ◦ F
(n)
Yj
◦ F (n)Zj+1+···+Zk − F
(n)
Y1+···+Yj−1 ◦ F
(n)
Zj
◦ F (n)Zj+1+···+Zk
)
In other words, the difference between F
(n)∑
Yj
(z)−F (n)∑Zj (z) can be estimated by
the sum of the differences when we swap out Yj for Zj . Let αj and βj be the
generalized laws such that
FXj (z) = z −Gαj (z), FYj (z) = z −Gβj (z). (D.1)
Since Yj and Zj have the same variance, a similar argument to Lemma 7.9 shows
that
FXj (z)− FYj (z) = −Gαj (z) +Gβj (z)
= O
(∥∥αj((z∗)−1X2z−1)∥∥1/2 + ∥∥βj((z∗)−1X2z−1)∥∥1/2) .
(D.2)
The quantity C2 is analogous to αj(z
−1X2z−1) and βj(z−1X2z−1), and by a
power series computation
αj(z
−1X2z−1) = −E(Yjz−1Y 2j z−1Yj) + [E(Yjz−1Yj)]2, (D.3)
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and a similar result holds for Zj . (On the left X is the dummy variable for
αj and on the right, Yj is our given random variable.) Thus, the constant C2
in 7.11 used for the estimates in Theorem 7.7 is analogous to a fourth-moment
estimate on Yj and Zj in the discrete setting. To prove the classical CLT by
the exchange method, only third-moment bounds are required (see for instance
Terence Tao’s online note [59]), but we lost one degree in Lemma 7.9 by using
Cauchy-Schwarz.
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