Estudo computacional da relevância do substrato na cinética de reacções catalíticas heterogéneas by Dias, Cristóvão de Sousa
Estudo Computacional da Relevaˆncia do Substrato na
Cine´tica de Reacc¸o˜es Catal´ıticas Heteroge´neas
Cristo´va˜o Dias
27 de Junho de 2007
“An expert is a man who has made all the mistakes which can be made in a very
narrow field”
Niels Bohr
Resumo
E´ de conhecimento geral que os substratos a n´ıvel industrial na˜o sa˜o completamente
limpos, e que a natureza destes influencia significativamente a dinaˆmica das reacc¸o˜es
catal´ıticas. Assim sendo, pretendeu-se, por um lado, estudar numa perspectiva mais fun-
damental, o efeito que impurezas inertes presentes nos substratos possam ter na cine´tica
de reacc¸o˜es catal´ıticas heteroge´neas, e por outro lado, o efeito de um substrato espec´ıfico
na dinaˆmica do sistema.
Numa primeira abordagem, consideraram-se as taxas de adsorc¸a˜o de reagentes muito
superiores a`s da mobilidade destes na superf´ıcie do catalisador. Neste contexto, tomou-
se como caso de estudo, o limite de reagentes imo´veis no substrato catal´ıtico. Nestas
condic¸o˜es, estudaram-se, num modelo teo´rico, as correlac¸o˜es temporais e espaciais carac-
ter´ısticas destes sistemas, utilizando para isso novos me´todos de medic¸a˜o de correlac¸o˜es.
Numa segunda abordagem, incluiu-se, nos modelos simulacionais, a mobilidade dos
reagentes. Aplicaram-se, nestes mesmos modelos, as caracter´ısticas espec´ıficas de um
substrato de pala´dio. Deste modo, foram estudadas as oscilac¸o˜es existentes para va´rias
condic¸o˜es de pressa˜o e temperatura dos reagentes na fase gasosa.
Obtiveram-se resultados importantes, tanto ao n´ıvel do estudo das correlac¸o˜es tem-
porais, como para a caracterizac¸a˜o de transic¸o˜es de fase dinaˆmicas em sistemas fora do
equil´ıbrio, construindo um me´todo que pode ser aplicado para distinguir transic¸o˜es de fase
de primeira de transic¸o˜es de fase de segunda ordem. Por outro lado, aplicando os mesmos
me´todos de Monte Carlo conseguiu-se caracterizar sistemas com valores de paraˆmetros
mais pro´ximos dos experimentalmente observados.
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Abstract
It’s of general knowledge that the substrates used in an industrial level are not com-
pletely clean, and their nature have a large influence in the dynamic of the catalytic
reactions. Do to these facts, we aim to study, in one way, the effect that inert impurities
present in the substrate have on the kinetics of heterogeneous catalytic reaction, and in
another way, the effect of a specific substrate in the dynamic of the system.
In a first approach, we take in account that the reactant adsorption rates are greater
than the diffusion ones. In this context, we take as a study case, the limit of immobile
reactants in the surface. In these conditions, we study, more theoretically, the time
and spatial correlations characteristic of these systems, using for that new methods of
correlation measures.
In a second approach, we include the mobility of reactants on the computational
models, applied to the specific characteristics of a palladium single crystal. In these
conditions, we studied the oscillations present these systems, for different conditions of
pressure and temperature of the gas phase reactants.
We obtain some important results for characterizing non-equilibrium dynamical phase
transitions, constructing a method that can be applied to distinguish between first order
and second order phase transitions. We were also able to apply the same computational
methods to characterize more realistic heterogeneous catalytic systems, being able to
reproduce experimental conditions.
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Prefa´cio
Durante anos, os feno´menos f´ısicos foram sempre estudados de uma forma teo´rica ou
de uma forma experimental. No entanto, foi necessa´rio encontrar me´todos que fac¸am a
ligac¸a˜o entre a teoria e a pra´tica, e que consigam compreender os processos intr´ınsecos
de feno´menos que na˜o sa˜o pass´ıveis de ser observados atrave´s de qualquer uma das duas
vertentes referidas. Foi partindo desse princ´ıpio que se desenvolveram os me´todos com-
putacionais, principalmente aqueles com os quais se consegue compreender a evoluc¸a˜o de
um grande conjunto de corpos, tal como o me´todo de Monte Carlo.
Nesta tese, aplica-se o me´todo de Monte Carlo, tanto num modelo mais teo´rico, uti-
lizando Monte Carlo Standard, como numa vertente mais aplicada, utilizando para isso
o me´todo de Monte Carlo Cine´tico. Pretende-se com isto, aperfeic¸oar os conhecimentos
nesta vasta a´rea de me´todos computacionais que sa˜o os me´todos de Monte Carlo.
Ao aplicar estas te´cnicas a`s cata´lises heteroge´neas, consegue-se demonstrar a impor-
taˆncia destes me´todos, pois verifica-se a sua aplicabilidade a um tema ta˜o importante
na sociedade como e´ o das cata´lises. Deste modo, foi-me poss´ıvel, na˜o so´ aperfeic¸oar
os meus conhecimentos em me´todos computacionais, como entender um pouco melhor o
vasto tema das cata´lises heteroge´neas.
Para atingir estes objectivos que me propus, contei com a preciosa ajuda do meu
orientador o Professor Anto´nio Cadilhe, e tambe´m com os meus colegas de grupo, o Nuno
Arau´jo tanto a n´ıvel cient´ıfico como de escrita e o Jorge Milhazes na utilizac¸a˜o do Linux
e do Latex. Para eles os meus sinceros agradecimentos.
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Cap´ıtulo 1
Introduc¸a˜o
As cata´lises heteroge´neas representam um meio eficaz de combate a` emissa˜o de gases
atmosfe´ricos poluentes [4], podendo existir em instrumentos de controlo (em detectores),
impedir a emissa˜o de gases nocivos como nos catalisadores dos automo´veis [5, 6], ou ate´
mesmo na construc¸a˜o de ce´lulas de combust´ıvel [7].
O conhecimento adquirido no estudo de processos catal´ıticos e´ de grande importaˆncia
para se conseguir uma melhor performance dos catalisadores. Na base destes conheci-
mentos esta˜o os avanc¸os experimentais no que concerne a` nossa capacidade de observar
e controlar mate´ria em pequenas escalas, ate´ a uma escala nanosco´pica. Entre estes
avanc¸os tambe´m esta´ um melhor e mais aprofundado conhecimento dos mecanismos re-
levantes num catalisador atrave´s do uso de te´cnicas de ana´lise de superf´ıcie em reacc¸o˜es
bastantes conhecidas, tais como, s´ıntese do amon´ıaco [8], conversa˜o de hidrocarbonetos
[9, 10, 11, 12, 13, 14, 15, 16], oxidac¸a˜o do mono´xido de carbono [17, 18, 19], entre outras
[20, 21, 22].
Nesta tese ira´ ser realizado um estudo computacional de uma reacc¸a˜o catal´ıtica espe-
c´ıfica, mas os me´todos utilizados podem ser aplicados a outros sistemas f´ısicos e a outras
cata´lises que se pretenda estudar. Os modelos computacionais sa˜o uma forma de identifi-
car os mecanismos microsco´picos de transporte de massa e de reacc¸a˜o relevantes actuando
como uma mais-valia em termos de reduc¸a˜o de custos e do aperfeic¸oamento do ciclo de
1
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produc¸a˜o.
Os modelos computacionais existentes na literatura fazem uso de te´cnicas ou metodo-
logias que podem ser divididas em Teoria dos Funcionais da Densidade (DFT) [23, 24, 25],
Dinaˆmica Molecular [26], ou me´todos de Monte Carlo [27, 28, 29, 30, 2] (Monte Carlo Stan-
dard e Monte Carlo Cine´tico). Apesar dos sistemas em estudo geralmente evoluirem de
acordo com leis f´ısicas bastante conhecidas, e´ muitas vezes imposs´ıvel descrever o sistema
por te´cnicas como DFT e Dinaˆmica Molecular, porque nem todos os processos a n´ıvel ato´-
mico sa˜o conhecidos. Sendo assim, e´ uma boa aproximac¸a˜o considerar que alguns desses
processos ocorrem de uma forma aleato´ria, de acordo com algumas regras espec´ıficas, o
que leva ao uso de te´cnicas de mecaˆnica estat´ıstica como os me´todos de Monte Carlo para
estudar as propriedades destes sistemas complexos.
Apesar de alguns destes modelos serem demasiado simples para caracterizar cata´lises
reais, eles podem servir como ponto de partida para o estudo de sistemas mais complexos,
e fornecer um maior entendimento de processos fundamentais nas cata´lises heteroge´neas
reais. Sera´ assim aplicado o me´todo de Monte Carlo standard, para estudar um sistema
simples de reacc¸a˜o de um mono´mero com um d´ımero numa superf´ıcie representada por
uma rede quadrada. Este modelo simples pode representar a reacc¸a˜o catal´ıtica da oxidac¸a˜o
de mono´xido de carbono em Pt(100), e e´ denominado modelo de Ziff-Gulari-Barshad
[27], sendo tambe´m bastante estudado em termos teo´ricos por apresentar duas transic¸o˜es
de fase dinaˆmicas. Esta reacc¸a˜o espec´ıfica e´ de grande relevaˆncia para a sociedade no
que diz respeito ao controlo de poluic¸a˜o, pois pode ser encontrada nos catalisadores dos
automo´veis.
Este tipo de modelos, como o de Ziff-Gulari-Barshad, encontram-se dentro do vasto
tema de feno´menos fora do equilibrio, diferenciando-se assim dos feno´menos em equil´ıbrio
termodinaˆmico. A existeˆncia de transic¸o˜es de fase em muitos sistemas f´ısicos em equil´ı-
brio termodinaˆmico, tem ocupado a comunidade cient´ıfica desde o se´culo XIX. Sistemas
estes, tais como, feno´menos l´ıquido-ga´s e ferromagne´tico, foram caracterizados em deta-
lhe na literatura [31]. Apesar de nos u´ltimos anos ter havido um estudo intensivo das
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transic¸o˜es de fase presentes em sistemas fora do equil´ıbrio termodinaˆmico [32], o conheci-
mento destas, comparando com transic¸o˜es de fase no equil´ıbrio, ainda se encontra numa
fase inicial. No entanto, os sistemas em equil´ıbrio, apesar de terem sido alvos de um
estudo mais aprofundado, sa˜o muito raros de encontrar na natureza, ao contra´rio dos sis-
temas fora do equil´ıbrio termodinaˆmico. Deste modo, um modelo fora de equil´ıbrio como
o de Ziff-Gulari-Barshad, que apresenta duas transic¸o˜es de fase de natureza distinta, e´
particularmente interessante.
Os sistemas com reacc¸o˜es, como as cata´lises heteroge´neas, que sa˜o feno´menos fora do
equil´ıbrio termodinaˆmico, podem apresentar outras caracter´ısticas especiais que modelos
como o de Ziff-Gulari-Barshad na˜o conseguem explicar. Desse modo, para se conseguir
entender feno´menos de oscilac¸o˜es, caos ou formac¸a˜o de padro˜es na superf´ıcie, e´ necessa´-
rio entrar com outro tipo de mecanismos [33]. Os primeiros trabalhos realizados para
entender este tipo de modelos, foram realizados utilizando teoria de campo me´dio, isto
e´, resolvendo as equac¸o˜es diferenciais que descrevem a dinaˆmica do sistema. Apesar de
existirem na literatura, os trabalhos que estudam estes feno´menos na˜o lineares usando me´-
todos computacionais como os me´todos de Monte Carlo [34], na˜o conseguem reproduzir
algumas propriedades espec´ıficas destes sistemas.
Numa parte final desta tese, sera´ abordado este tema das oscilac¸o˜es num modelo com
reacc¸o˜es. A reacc¸a˜o utilizada sera´ de novo a oxidac¸a˜o do mono´xido de carbono, aplicada,
especificamente, a um substrato cristalino de pala´dio com orientac¸a˜o (110). Para simular
este tipo de sistemas, que apresentam processos com diferentes taxas de acontecimento
e em que se pretende observar oscilac¸o˜es ao longo do tempo, utilizar-se-a´ o me´todo de
Monte Carlo Cine´tico.
No que concerne a` organizac¸a˜o desta tese, ela iniciara´ com um cap´ıtulo que introduz
o tema de cata´lises heteroge´neas, tentando assim apresentar alguns conceitos importantes
para o entendimento dos modelos criados e dos resultados obtidos nos cap´ıtulos seguintes.
De seguida, sera´ feita uma revisa˜o dos me´todos de Monte Carlo, descrevendo com certo
detalhe os me´todos de Monte Carlo Standard e de Monte Carlo Cine´tico. No cap´ıtulo 4
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a eˆnfase esta´ essencialmente num estudo fundamental de como impurezas inertes podem
ter um efeito drama´tico na ordem da transic¸a˜o de fase dinaˆmica de envenenamento por
mono´xido de carbono. Por oposic¸a˜o, no Cap´ıtulo 5, sera´ realizado um estudo mais apli-
cado, entrando em considerac¸a˜o com paraˆmetros experimentais de energias de interacc¸a˜o
para a reacc¸a˜o de oxidac¸a˜o de mono´xido de carbono em Pd(110).
Na presente tese apresentam-se dois estudos com base em metodologias usualmente
empregues em F´ısica Estat´ıstica. Um destes representa um estudo computacional pelo
me´todo de Monte Carlo Standard dum modelo estoca´stico muito conhecido, nomeada-
mente, o modelo de Ziff-Gulari-Barshad. Estende-se a sua versa˜o original para se enten-
der a influeˆncia do bloqueamento de s´ıtios da rede por mono´meros. Como complemento,
realizou-se tambe´m um estudo, uma vez mais computacional, da ocorreˆncia de oscila-
c¸o˜es no caso da oxidac¸a˜o de mono´xido de carbono num substrato de pala´dio na direcc¸a˜o
<110>.
Cap´ıtulo 2
Cata´lises Heteroge´neas
2.1 A Cata´lise
Em 1835, Berzelius apresentou, pela primeira vez, o termo “cata´lise” para descrever
processos em que pequenas quantidades de determinadas substaˆncias aumentam a taxa de
reacc¸a˜o sem serem consumidas [13]. No entanto, o conceito de aumentar a velocidade de
uma reacc¸a˜o so´ seria reconhecido no in´ıcio do se´culo XX por Ostwald [1]. A definic¸a˜o de
Cata´lise apresentada pela International Union of Pure and Applied Chemistry (IUPAC)
e´ de feno´meno em que uma quantidade relativamente pequena de um material estranho a`
estequiometria - o catalisador - aumenta a velocidade de uma reacc¸a˜o sem ser consumido
no processo.
Do ponto de vista tecnolo´gico, processos catal´ıticos sa˜o de fundamental importaˆncia.
Assim, na indu´stria, e´ extremamente importante aumentar a velocidade de uma reacc¸a˜o,
pois aumenta a produtividade e os lucros. Sendo assim, a necessidade de utilizar algo
que aumente a velocidade dos processos qu´ımicos, levou a que a grande maioria destes
sejam catal´ıticos. A cata´lise tem um enorme peso no mercado mundial, sendo as cata´li-
ses industriais responsa´veis por, pelo menos um quarto do fabrico mundial de produtos
dome´sticos. A cata´lise tem o seu uso no processamento de comida, na produc¸a˜o de medi-
camentos [35], na refinac¸a˜o de petro´leo, na s´ıntese de fibras e pla´sticos e outros produtos
5
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qu´ımicos [13]. E´ necessa´rio referir tambe´m a sua aplicac¸a˜o na protecc¸a˜o ambiental e no
controlo de poluic¸a˜o [4].
2.2 Catalisadores Heteroge´neos
A cata´lise heteroge´nea tem como definic¸a˜o o facto do catalisador e dos reagentes esta-
rem em fases diferentes. Esse facto, leva a que a maioria dos processos catal´ıticos seja de
natureza heteroge´nea, pois envolve tipicamente catalisadores so´lidos, e reagentes na fase
l´ıquida ou gasosa [36]. Os catalisadores heteroge´neos, teˆm grandes vantagens em termos
de estabilidade, custo e toxicidade, havendo tambe´m grandes vantagens na utilizac¸a˜o, pois
sa˜o fa´ceis de preparar, de manusear e reutilizar.
De seguida iremos introduzir algumas caracter´ısticas dos catalisadores heteroge´neos
que sera´ necessa´rio ter em atenc¸a˜o. Estas caracter´ısticas, tal como iremos ver, teˆm uma
importaˆncia significativa no funcionamento do catalisador.
2.2.1 A Adsorc¸a˜o
O per´ıodo entre 1920 e 1940 designa-se o per´ıodo da adsorc¸a˜o [1], em que Taylor propo˜e
a existeˆncia de “centros activos” na superf´ıcie do catalisador, e Langmuir apresenta a sua
curva isote´rmica de adsorc¸a˜o, que esta´ na base dos mecanismos de cata´lise heteroge´nea
posteriormente desenvolvidos por Hinshelwood e Rideal.
Pode-se diferenciar, atrave´s das interacc¸o˜es que esta˜o envolvidas no processo, dois
tipos de adsorc¸a˜o, a adsorc¸a˜o f´ısica e a adsorc¸a˜o qu´ımica. E´ usualmente feita distinc¸a˜o
qualitativa entre a adsorc¸a˜o f´ısica e a adsorc¸a˜o qu´ımica, relativamente a`s forc¸as de ligac¸a˜o
com o substrato e aos mecanismos de adsorc¸a˜o [37].
Adsorc¸a˜o F´ısica
A forma mais fraca de adsorc¸a˜o numa superf´ıcie so´lida e´ a adsorc¸a˜o f´ısica. E´ carac-
terizada pela falta de uma ligac¸a˜o qu´ımica entre a substaˆncia adsorvida e o substrato
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[3], e a energia de interacc¸a˜o e´ principalmente devida a`s forc¸as de van der Waals. Estas
forc¸as resultam da criac¸a˜o de momentos dipolar induzidos pela interacc¸a˜o entre a espe´cie
adsorvida e a superf´ıcie.
Os sistemas t´ıpicos, em que ha´ adsorc¸a˜o f´ısica, sa˜o sistemas com gases raros ou pe-
quenas mole´culas em substratos meta´licos a baixa temperatura. Neste tipo de adsorc¸a˜o,
podem formar-se va´rias camadas de a´tomos ou mole´culas sobrepostas umas a`s outras,
onde a forc¸a que as liga ao substrato diminui com o aumento do nu´mero de camadas.
Adsorc¸a˜o Qu´ımica
Na adsorc¸a˜o qu´ımica, uma ligac¸a˜o qu´ımica e´ formada entre o a´tomo ou mole´cula
adsorvida e o substrato. A energia de ligac¸a˜o com o substrato e´ da mesma ordem de
grandeza das energias de ligac¸a˜o entre os a´tomos que constituem o pro´prio substrato.
Neste tipo de adsorc¸a˜o forma-se somente uma camada, ou monocamada, e neste caso a
forc¸a de ligac¸a˜o com o substrato diminui com o aumento da cobertura da superf´ıcie [1].
Adsorc¸a˜o Qu´ımica e F´ısica
Quando as part´ıculas que esta˜o na fase gasosa sa˜o mole´culas diato´micas, a adsorc¸a˜o
qu´ımica pode ser, ou na˜o, dissociativa. Se for dissociativa, a mole´cula separa-se em dois
a´tomos individuais ficando cada um deles adsorvido no substrato. Na adsorc¸a˜o dissociativa
na˜o existem somente adsorc¸a˜o qu´ımica. Existe tambe´m adsorc¸a˜o f´ısica quando a mole´cula
e´ atra´ıda para o substrato. Quando a mole´cula aproxima-se o suficiente do substrato, ela e´
adsorvida quimicamente, sofrendo uma dissociac¸a˜o em dois a´tomos. Este mecanismo, tal
como podemos ver na Figura 2.1, acontece porque a energia de activac¸a˜o necessa´ria para
dissociar uma mole´cula adsorvida, e´ muito menor que a energia de activac¸a˜o necessa´ria
para dissociar a mole´cula no estado gasoso.
Pode-se observar na Figura 2.1 que a mole´cula diato´mica comec¸a a sua adsorc¸a˜o por
uma adsorc¸a˜o f´ısica representada pela curva X. Podemos tambe´m observar que a curva
de energia potencial para a adsorc¸a˜o f´ısica cruza-se com a curva Y que corresponde a`
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Figura 2.1: Adsorc¸a˜o f´ısica e qu´ımica de uma mole´cula diato´mica.
adsorc¸a˜o qu´ımica. Sendo assim, a passagem de uma adsorc¸a˜o f´ısica para uma qu´ımica, com
dissociac¸a˜o da mole´cula, e´ facilitada pois a energia de activac¸a˜o Ea, passa a ser bastante
menor de que a energia de activac¸a˜o Ed necessa´ria para dissociar a mole´cula. Podemos
assim afirmar que a adsorc¸a˜o qu´ımica e´ responsa´vel pela actividade do catalisador, pois ao
dissociar as mole´culas diato´micas intervenientes na reacc¸a˜o, diminui a energia necessa´ria
para que ocorra reacc¸a˜o, aumentando a velocidade da mesma.
Como neste trabalho as part´ıculas adsorvidas sa˜o as mole´cula de oxige´nio e de mono´-
xido de carbono, torna-se necessa´rio entender quais as diferenc¸as em termos de adsorc¸a˜o.
Para o caso da mole´cula de oxige´nio, esta sofre uma adsorc¸a˜o dissociativa, ao contra´rio
da mole´cula de mono´xido de carbono que continua na forma molecular apo´s a adsorc¸a˜o.
A diferenc¸a entre os dois comportamentos pode ser dada pela energia de ligac¸a˜o entre os
dois a´tomos constituintes das mole´culas, pois no caso do oxige´nio a ligac¸a˜o e´ dupla, e para
o caso do mono´xido de carbono a ligac¸a˜o e´ tripla tal como podemos ver na Figura 2.2,
atrave´s do nu´mero de orbitais ligantes presentes.
Ao adsorverem de forma diferente no substrato, os calores de adsorc¸a˜o tomam valores
diferentes para as duas mole´culas. No caso do mono´xido de carbono, como este na˜o se
dissocia, e´ criada uma ligac¸a˜o com o substrato atrave´s da sua orbital ligante de maior
energia (ver Figura 2.2). Para o oxige´nio, como este se dissocia ao ser adsorvido pelo
substrato, a ligac¸a˜o vai ser para cada a´tomo de oxige´nio com os a´tomos da superf´ıcie, e
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Figura 2.2: Diagrama das orbitais moleculares de (a) O2 e (b) CO [3].
como o a´tomo de oxige´nio e´ muito electronegativo, a sua ligac¸a˜o ao substrato e´ fortemente
energe´tica [3].
2.2.2 Actividade dos Catalisadores
A capacidade que um catalisador tem de aumentar a velocidade de uma reacc¸a˜o e´
denominada actividade de um catalisador. Numa reacc¸a˜o catal´ıtica, a actividade de um
catalisador pode ser expressa de va´rias formas, dependendo do propo´sito de utilizac¸a˜o.
Podemos medir a actividade catal´ıtica, a t´ıtulo de exemplo, em termos de temperatura
ou tempo necessa´rios para atingir uma determinada meta na conversa˜o, ou da conversa˜o
obtida em determinadas condic¸o˜es (a uma determinada pressa˜o). Como na presente tese se
pretende estudar em detalhe as reacc¸o˜es catal´ıticas em substrato meta´licos, e´ importante
ver como se comporta a actividade catal´ıtica nestes.
Actividade Catal´ıtica dos Metais
Algumas teorias, de cara´cter emp´ırico, foram criadas para se explicar a actividade
catal´ıtica dos metais. Deste conjunto de teorias, a mais aceite e´ a que assenta no“Princ´ıpio
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de Sabatier”. Nesta, a esseˆncia da cata´lise e´ a formac¸a˜o de produtos intermedia´rios os
quais na˜o podem ser, nem demasiado esta´veis, nem demasiado insta´veis. Sabatier [1]
afirma que, para uma determinada reacc¸a˜o, existe um calor de adsorc¸a˜o dos reagentes
com o catalisador para o qual se obte´m o ma´ximo de actividade. Tal acontece porque uma
ligac¸a˜o com a superf´ıcie demasiado forte, torna dif´ıcil ser quebrada, levando o reagente
a envenenar o catalisador. Pelo contra´rio, se as forc¸as de ligac¸a˜o forem muito fracas,
os reagentes na˜o se ligam ao substrato e na˜o se encontram em quantidade suficiente no
catalisador para que este tenha alguma actividade, logo a reacc¸a˜o sera´ muito lenta.
Podemos enta˜o verificar, a partir do diagrama da Figura 2.3, que para uma deter-
minada reagente a catalisar e um determinado catalisador, temos um calor de adsorc¸a˜o
espec´ıfico. O princ´ıpio de Sabatier mostra assim que, para catalisadores com calores de
adsorc¸a˜o muito baixos, temos actividades muito baixas. Aumentando o calor de adsorc¸a˜o,
atinge-se um determinado valor para o qual a actividade toma o seu valor ma´ximo, sendo
esse o melhor catalisador a utilizar. A partir desse valor de calor de adsorc¸a˜o, a energia
associada a` adsorc¸a˜o e´ ta˜o elevada que os reagentes envenenam o catalisador, diminuindo
assim a sua actividade.
Calor de Adsorção
A

t
i
v
i
d
a
d
e
Adsorção Fraa Adsorção Forte
Figura 2.3: Diagrama representativo do princ´ıpio de Sabatier.
Cap´ıtulo 2. Cata´lises Heteroge´neas 11
2.2.3 Outras Propriedades
Selectividade
Na maior parte dos processos industriais, ha´ reacc¸o˜es secunda´rias as quais na˜o sa˜o
deseja´veis. Uma das propriedades dos catalisadores e´ a de favorecer a produc¸a˜o de um
determinado produto em relac¸a˜o a outros. Esta propriedade e´ designada de selectivi-
dade e o seu ca´lculo e´ feito comparando as velocidades das va´rias reacc¸o˜es que ocorrem
simultaneamente no catalisador [11].
Como corola´rio, conclui-se que num catalisador, a sua actividade na˜o e´ necessaria-
mente proporcional a` sua capacidade de aumentar a velocidade de uma reacc¸a˜o, pois
quanto maior a actividade de um catalisador, maior o nu´mero e mais incisiva a presenc¸a
de reacc¸o˜es secunda´rias indesejadas. Esse factor e´ importante, pois o catalisador na˜o deve
somente seleccionar as espe´cies activas da reacc¸a˜o, mas deve tambe´m impedir as reacc¸o˜es
secunda´rias na˜o desejadas [14]. Por esta raza˜o, e´ necessa´rio utilizar o catalisador apro-
priado para quebrar as ligac¸o˜es das mole´culas dos reagentes a utilizar, sem activar outros
reagentes desnecessa´rios. Para tal, deve-se escolher criteriosamente entre os va´rios tipos
de catalisadores existentes. Catalisadores estes, que podem ser simplesmente meta´licos
ou combinados com outros compostos, tais como o´xidos, sulfuretos e cloretos.
Os problemas, em termos de selectividade, de um catalisador dividem-se em treˆs ti-
pos (ver Figura 2.4). Em primeiro lugar, duas reacc¸o˜es independentes podem ocorrer
concomitantemente dando lugar a dois produtos de reacc¸a˜o diferentes a partir de dois
compostos diferentes. Em segundo lugar, pode haver um composto, o qual reaja de duas
formas distintas, levando a` formac¸a˜o de dois produtos de reacc¸a˜o diferentes onde somente
um deles e´ deseja´vel. Por u´ltimo, pode a situac¸a˜o de um dos produtos da reacc¸a˜o ser mais
insta´vel e reagir com outro produto, dando origem a um produto indeseja´vel.
Apesar destes problemas, depois de se conhecer o mecanismo reaccional, podemos es-
colher as caracter´ısticas do catalisador que mais favorece o mecanismo em causa. Para
tal, podemos entrar com factores de origem distinta, nomeadamente electro´nicos e geome´-
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Figura 2.4: Esquema de diferentes reacc¸o˜es num catalisador.
tricos. Como exemplo dos factores electro´nicos, referenciamos o principio de Sabatier e o
crite´rio de escolha recai sobre o catalizador que tenha o calor de adsorc¸a˜o ideal para o me-
canismo requerido. Como exemplo de factores geome´tricos, temos a forma do catalizador,
o seu tamanho e a quantidade de centros activos presentes neste.
Propriedades Mecaˆnicas e Te´rmicas
Os reagentes utilizados em processos industriais podem ser de diferentes tipos e encontrarem-
se em diferentes estados f´ısicos. Torna-se assim, ser necessa´rio construir catalisadores que
se adaptem a` diversidade de reagentes. Como existe uma mir´ıade destes u´ltimos, as inte-
racc¸o˜es destes com os catalisadores e´ tambe´m diversificada. Assim sendo, os catalisadores
necessitam de ter propriedades mecaˆnicas diversas consoante o tipo de reagente e o seu
estado f´ısico. Por exemplo, quando os catalisadores sa˜o mo´veis, devem ter uma grande
resisteˆncia a` fricc¸a˜o na sua superf´ıcie de forma a impedir a perda de material do pro´prio.
No caso de catalisadores fixos estes devem ter uma grande resisteˆncia a` compressa˜o por
parte das cargas a que esta˜o sujeitos e evitar desse modo a sua degradac¸a˜o.
No caso de reacc¸o˜es fortemente endote´rmicas ou exote´rmicas, o catalisador necessita
de ser um bom condutor te´rmico de forma a favorecer as transfereˆncias de calor, reduzindo
desta forma os gradientes te´rmicos no reactor. Deve tambe´m possuir, em alguns casos,
uma elevada capacidade te´rmica pois pode necessitar de acumular energia interna durante
um determinado processo, para poder fornecer mais tarde a` reacc¸a˜o sob a forma de calor.
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2.3 Reacc¸o˜es Catal´ıticas
No campo cient´ıfico das cata´lises, o estudo das reacc¸o˜es ainda e´ uma a´rea em grande
desenvolvimento. Apesar do apoio por parte da indu´stria, muito ha´ para entender sobre as
reacc¸o˜es catal´ıticas. A t´ıtulo de exemplo, do muito ainda por entende, cabalmente temos
a situac¸a˜o de reagentes que se encontram na fase gasosa, para os quais na˜o sabemos
se estes somente reagem quando esta˜o ambos adsorvidos na superf´ıcie do catalisador,
ou se pode haver uma reacc¸a˜o entre um reagente no estado gasoso e outro adsorvido no
substrato. Estes dois mecanismos sa˜o denominados Langmuir-Hinshelwood e Eley-Rideal,
respectivamente, e representam dois casos limite relevantes de mecanismos de reacc¸a˜o [38].
2.3.1 Mecanismo de Eley-Rideal
Para exemplificar o mecanismo de Eley-Rideal, usamos a reacc¸a˜o de oxidac¸a˜o do mo-
no´xido de carbono. No caso deste mecanismo, para que os reagentes na fase gasosa reajam
com reagentes adsorvidos na superf´ıcie, e´ necessa´rio ter atenc¸a˜o na escolha do substrato.
O mecanismo de Eley-Rideal pode ser explicado de forma geral pelo sistema de equac¸o˜es,
O2(g) + 2v → 2O(a) (2.1)
CO(g) +O(a) → CO2(g) + v,
em que (g) corresponde a`s espe´cies na fase gasosa e (a) a`s espe´cies adsorvidas no substrato.
Neste caso a mole´cula de oxige´nio dissocia-se no substrato apo´s a adsorc¸a˜o, e a reacc¸a˜o
da´-se com uma mole´cula de mono´xido de carbono na fase gasosa. Podemos completar o
mecanismo de Eley-Rideal, introduzindo a sequeˆncia de equac¸o˜es,
O2(g) + e → O−2 (a)
O−2 (a) + e → 2O−(a) (2.2)
CO(g) +O−(a) → CO2(g) + e
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que podemos assumir como um poss´ıvel mecanismo, em que e corresponde a um electra˜o
[3].
Tal como podemos observar no sistema de equac¸o˜es (2.2), o mono´xido de carbono reage
com o oxige´nio que se encontra no substrato na forma de O−, o que e´ poss´ıvel pois o
oxige´nio facilmente atrai cargas livres.
2.3.2 Mecanismo de Langmuir-Hinshelwood
Para o mecanismo de Langmuir-Hinshelwood, usaremos tambe´m a reacc¸a˜o de oxida-
c¸a˜o do mono´xido de carbono como exemplo. Tal mecanismo pode ser representado pelo
sistema de equac¸o˜es 2.3,
CO(g) + v → CO(a)
O2(g) + v → 2O(a) (2.3)
CO(a) +O(a) → CO2(g) + 2v
Neste caso, verificamos que a mole´cula de oxige´nio e´ adsorvida pelo substrato e dissocia-se
em dois a´tomos de oxige´nio. Por seu lado, a mole´cula de mono´xido de carbono tambe´m
e´ adsorvida no substrato, mas na˜o sofre dissociac¸a˜o. Quando ambas as mole´culas se
encontram adsorvidas em lugares vizinhos no substrato, elas reagem entre si formando
uma mole´cula de dio´xido de carbono. A mole´cula de dio´xido de carbono desadsorve logo
de seguida deixando dois lugares vazios na superf´ıcie.
2.3.3 Difusa˜o e Desadsorc¸a˜o
Nos catalisadores, as reacc¸o˜es sa˜o normalmente o mecanismo predominante, mas exis-
tem casos em que a difusa˜o e´ o processo limitante. Tais casos podem acontecer quando
a reacc¸a˜o e´ muito ra´pida e a pressa˜o e´ baixa, ficando assim a difusa˜o como o processo
necessa´rio para que haja reacc¸a˜o. Assim sendo, para que haja uma reacc¸a˜o, e´ necessa´rio
que os reagentes difundam no substrato e se coloquem em posic¸a˜o de reagir, isto e´, a uma
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determinada distaˆncia entre eles.
Uma part´ıcula (a´tomo ou mole´cula) quando adsorvida no substrato, encontra-se dentro
de um poc¸o de potencial em equil´ıbrio te´rmico com aquele. Nesta situac¸a˜o, a part´ıcula
oscila dentro do poc¸o de potencial, podendo sair do substrato por desadsorc¸a˜o, desde
que consiga ultrapassar a energia de activac¸a˜o Ed. A taxa de desadsorc¸a˜o da part´ıcula
e´ proporcional a exp(−Ed/kBT ), a qual pode ate´ ser pequena devido a uma energia de
activac¸a˜o elevada.
Pelo contra´rio, no caso da difusa˜o, como a part´ıcula na˜o deixa de se encontrar adsor-
vida no substrato, ao transitar de um s´ıtio para outro na superf´ıcie, a energia de activac¸a˜o
e´ em geral menor do que na desadsorc¸a˜o. Sendo assim, o processo de difusa˜o pode ser
simplesmente definido como uma sequeˆncia de saltos de um para outro poc¸o de potencial.
Se na˜o houver nenhuma interacc¸a˜o que privilegie a difusa˜o num sentido espec´ıfico, pode-
mos simplesmente representar o mecanismo de difusa˜o pelo esquema da Figura 2.5, onde
Em corresponde a` energia de activac¸a˜o do processo de difusa˜o.
Em
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Figura 2.5: Esquema da energia de interacc¸a˜o de uma part´ıcula adsorvida com o substrato
em func¸a˜o da posic¸a˜o.
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2.4 Cata´lise em Metais
2.4.1 Caracter´ısticas
Os metais sa˜o o tipo de catalisadores mais usados em cata´lises heteroge´neas, devido a`
sua actividade (ver secc¸a˜o 2.2.2) entre outras caracter´ısticas [39]. Uma adequada adsorc¸a˜o
qu´ımica dos compostos e´ fundamental para a actividade de um determinado catalisador.
Neste contexto, torna-se necessa´rio conhecer o grau de adsorc¸a˜o de gases em metais.
Para alguns gases, podemos ver que o seu calor de adsorc¸a˜o segue a seguinte sequeˆncia:
O2 > C2H2 > C2H4 > CO > H2 > CO2 > N2.
Na escolha de um catalisador para uma determinada reacc¸a˜o, temos de ter em conside-
rac¸a˜o o calor de adsorc¸a˜o de determinados reagentes nesse catalisador. Para tal podemos
utilizar a Tabela 2.1. Esta tabela mostra quais os compostos que sa˜o adsorvidos por um
determinado grupo de catalisadores e os que na˜o o sa˜o. Verificamos no caso da oxidac¸a˜o
do mono´xido de carbono, no grupo B2 que estes metais adsorvem facilmente o mono´xido
de carbono e o oxige´nio, mas na˜o adsorvem o dio´xido de carbono. Este u´ltimo e´ facilmente
libertado, o que favorece a oxidac¸a˜o do mono´xido de carbono nesse tipo de metais.
Tabela 2.1: Classificac¸a˜o dos metais relativamente a` sua adsorc¸a˜o qu´ımica (retirada de
ref.[1]).
Grupo Metais O2 C2H2 C2H4 CO H2 CO2 N2
A
Ca, Sr, Ba, Ti, Zr, Hf, V,
Nb, Ta, Cr, Mo, W, Fe, Re
+ + + + + + +
B1 Ni, Co + + + + + + -
B2 Rh, Pd, Pt, Ir + + + + + - -
C Al, Mn, Cu, Au + + + + - - -
D K + + - - - - -
E
Mg, Ag, Zn, Cd, In, Si, Ge,
Sn, Pb, As, Sb, Bi
+ - - - - - -
F Se, Te - - - - - - -
O facto dos metais do grupo B2, na Tabela 2.1, favorecerem a reacc¸a˜o de oxidac¸a˜o
do mono´xido de carbono, leva a prestar maior atenc¸a˜o aos catalisadores constitu´ıdos
por cristais de Platina e por cristais de Pala´dio. Outro motivo pelo qual se incide mais
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nos substratos dos metais do grupo da platina, e´ o facto de neste trabalho se realizar
um estudo, no Cap´ıtulo 4, de um modelo teo´rico de reacc¸a˜o numa rede quadrada que
pode corresponder a um substrato de Pt(100), e tambe´m, no Cap´ıtulo 5, se representar a
oxidac¸a˜o do mono´xido de carbono num substrato de Pd(110).
2.4.2 A Oxidac¸a˜o de CO em Platina
Dentro da mir´ıade das cata´lises heteroge´neas, a reacc¸a˜o de oxidac¸a˜o de mono´xido
de carbono em metais do grupo da platina, toma uma singular preponderaˆncia devido
ao controlo da poluic¸a˜o, e, como tal, tem sido sujeita a um estudo intensivo [40]. Esta
reacc¸a˜o segue o mecanismo de Langmuir-Hinshelwood (ver secc¸a˜o 2.3.2). Foi comprovado
que o mecanismo de Eley-Rideal (ver secc¸a˜o 2.3.1) na˜o e´ representativo desta reacc¸a˜o, pois
e´ observado experimentalmente que o mono´xido de carbono e´ adsorvido pela superf´ıcie,
passando nesta um determinado tempo de lateˆncia antes de reagir [33].
Tem-se realizado avanc¸os no estudo da reacc¸a˜o de oxidac¸a˜o de mono´xido de carbono em
platina e noutros substratos. O estudo deste tema tem apresentado um crescente interesse
na literatura, devido a uma maior disponibilidade de me´todos de ana´lise experimental,
tais como“Field Electron Microscopy” (FEM) e“Field Ion Microscopy” (FIM) [41], “Hight-
Resolution Electron Energy Loss Spectroscopy” (HREELS) , “Temperature Programmed
Reaction” (TPR) e “Molecular Beams” (MB) [42], e “Scanning Tunneling Microscopy”
(STM) [17]. No entanto, o avanc¸o mais significativo no estudo desta reacc¸a˜o tem a ver
com a observac¸a˜o de oscilac¸o˜es para algumas orientac¸o˜es da platina em determinadas
condic¸o˜es de pressa˜o e temperatura. Este tema tem sido extensivamente abordado, e
podem-se encontrar na literatura va´rios artigos de revisa˜o sobre o assunto [33, 43, 34].
No caso da platina, as orientac¸o˜es mais estudadas, que apresentam oscilac¸o˜es, sa˜o as
de Pt(100) e Pt(110), sendo que na orientac¸a˜o de Pt(111) na˜o se observam oscilac¸o˜es
[33]. Nas orientac¸o˜es de Pt(100) e Pt(110), observam-se as oscilac¸o˜es devido a transic¸o˜es
na sua estrutura, enquanto no caso da orientac¸a˜o Pt(111), esta mante´m-se esta´vel numa
estrutura 1× 1.
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O tipo de reestruturac¸a˜o na orientac¸a˜o de Pt(100) e´ de 1× 1⇋ hex [44, 45], tal como
podemos ver na Figura 2.6, e e´ resultante da interacc¸a˜o dos reagentes com o substrato.
Quando a Pt(100) se encontra completamente limpa, esta apresenta uma estrutura recons-
tru´ıda hex, mas quando o mono´xido de carbono e´ adsorvido no substrato, a superf´ıcie
sofre uma reestruturac¸a˜o hex −→ 1× 1.
1x1 hex
Figura 2.6: Reestruturac¸a˜o da superf´ıcie para a Pt(100).
Quando a superf´ıcie se encontra numa estrutura 1× 1, o oxige´nio tem um coeficiente
de adsorc¸a˜o S(1×1) ≃ 0.3, enquanto na estrutura hex o seu coeficiente de adsorc¸a˜o e´
S(hex) ≃ 10−3 [46]. Tais variac¸o˜es da estrutura do substrato e do coeficiente de adsorc¸a˜o
do oxige´nio esta˜o na base do aparecimento das oscilac¸o˜es. Um mecanismo detalhado dos
processos envolvidos esta´ apresentado na Tabela 2.2 [47].
Tabela 2.2: Mecanismo da oxidac¸a˜o de CO em Pt(100) com os respectivos processos.
Nu´mero Processo
I) CO(g) + v → CO(a)
II) CO(hex)(a)→ CO(g) + v(hex)
III) 4CO(hex)(a)→ 4CO(1×1)(a)
IV) v(1×1) → v(hex)
V) O2(g) + 2v
(1×1) → 2O(1×1)(a)
VI) CO(a) +O(1×1)(a)→ CO2(g) + v(1×1) + v
VII) CO(1×1)(a)→ CO(g) + v(1×1)
VIII) CO(a) + v ⇋ v + CO(a)
Tal como podemos ver no mecanismo apresentado, o mono´xido de carbono pode ad-
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sorver em qualquer lugar do substrato (I), e pode tambe´m desadsorver do substrato para
qualquer estrutura, mas com taxas diferentes dependendo se e´ uma estrutura hex (II)
ou 1 × 1 (VII). Neste mecanismo considerou-se que o substrato e´ reestruturado quando
encontramos um agregado de 4 mole´culas de mono´xido de carbono, passando de hex para
1 × 1 (III), ou passando espontaneamente de 1 × 1 para hex (IV). Como o coeficiente
de adsorc¸a˜o do oxige´nio e´ muito baixo numa estrutura hex, enta˜o e´ uma boa aproxima-
c¸a˜o somente permitir adsorc¸a˜o em 1 × 1 (V). A reacc¸a˜o (VI) obedece ao mecanismo de
Langmuir-Hinshelwood, em que o mono´xido de carbono reage com oxige´nio quando esta˜o
em lugares vizinhos da rede. Finalmente, temos a difusa˜o do mono´xido de carbono no
substrato (VIII), sendo este um processo com uma taxa bastante elevada. Estes meca-
nismos formam um conjunto de processos capazes de reproduzir as condic¸o˜es do sistema
[47], podendo ser alterados com a introduc¸a˜o de outros processos que porventura possam
afectar um pouco a dinaˆmica deste.
2.4.3 A Oxidac¸a˜o de CO em Pala´dio
O mecanismo elementar de oxidac¸a˜o de mono´xido de carbono em pala´dio e´ do tipo
Langmuir-Hinshelwood tal como no caso da platina. Esta reacc¸a˜o em pala´dio e´ menos
estudada na literatura de que no caso da platina, mas teˆm sido aplicados os mesmos
me´todos de ana´lise experimentais em ambos os casos.
Neste tipo de substrato, tambe´m se observam oscilac¸o˜es para algumas orientac¸o˜es
do substrato, tais como Pd(110) e Pd(210), e o aparecimento de ciclos de histerese na
produc¸a˜o de dio´xido de carbono para variac¸o˜es das presso˜es parciais [48]. Mas enquanto
na platina as modificac¸o˜es sa˜o reestruturac¸o˜es da rede, no caso do pala´dio, o mecanismo
responsa´vel pelas oscilac¸o˜es e´ a formac¸a˜o de oxige´nio de subcamada [33],
O(s)⇌ O(ss), (2.4)
o qual e´ facilmente observado experimentalmente [49]. Voltaremos aos mecanismos res-
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ponsa´veis pelas oscilac¸o˜es em pala´dio no Cap´ıtulo 5.
Apesar do mecanismo responsa´vel pelas oscilac¸o˜es em Pd(110) na˜o ser uma reestru-
turac¸a˜o da rede, tambe´m se pode observar uma passagem da estrutura 1× 1 para 1× 2,
tambe´m designada de “missing row”, (Figura 2.7).
1x1 1x2
Figura 2.7: Reestruturac¸a˜o da superf´ıcie para o Pd(110).
Apesar de esta na˜o ser directamente responsa´vel pelas oscilac¸o˜es, tal reestruturac¸a˜o in-
duzida pelos reagentes adsorvidos influencia a difusa˜o de mono´xido de carbono [50]. Vol-
taremos, uma vez mais, a este mecanismo no Cap´ıtulo 5.
Cap´ıtulo 3
Me´todo de Monte Carlo
3.1 Introduc¸a˜o ao Me´todo
3.1.1 Contextualizac¸a˜o Histo´rica
Desde o se´culo XIX que se diferencia dois tipos de me´todos matema´ticos para resolver
problemas f´ısicos, nomeadamente problemas envolvendo poucos corpos, e resolvidos, a
t´ıtulo de exemplo, atrave´s do recurso a equac¸o˜es diferenciais ordina´rias, e metodologias
de ataque a problemas de muitos corpos que sa˜o resolvidos atrave´s da mecaˆnica estat´ıstica
[51]. Uma das muitas aplicac¸o˜es da mecaˆnica estat´ıstica e´ o me´todo de Monte Carlo, o
qual recorre a` soluc¸a˜o de um problema f´ısico atrave´s de uma amostra da populac¸a˜o obtida
usando uma sequeˆncia aleato´ria de nu´meros [52].
Antes mesmo de ser chamado de Me´todo de Monte Carlo, va´rios cientistas utilizaram
o mesmo princ´ıpio para estudar sistemas f´ısicos. Pode-se mesmo encontrar usos desse
me´todo nos tempos da Babilo´nia e do Antigo Testamento [52]. No entanto, o real apare-
cimento do denominado me´todo de Monte Carlo iniciou-se na de´cada de 40 do se´culo XX
por Fermi, Ulam, von Neumann, Metropolis entre outros, atrave´s do uso de geradores de
nu´meros aleato´rios para o estudo de sistemas f´ısicos [53]. Naquela altura, dois aconteci-
mentos, a` partida sem relac¸a˜o, nomeadamente o primeiro teste bem-sucedido da bomba
ato´mica e a construc¸a˜o do primeiro computador electro´nico, levaram ao nascimento do
21
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me´todo de Monte Carlo [54]. ENIAC foi o nome dado a um dos primeiros computadores
electro´nicos e apesar de ser usado para um grande nu´mero de ca´lculos matema´ticos, von
Neumann propoˆs a sua utilizac¸a˜o para estudar as reacc¸o˜es nucleares presentes na explosa˜o
de uma bomba ato´mica. Como se estava ainda a decorrer a segunda grande guerra houve
um grande apoio a esse projecto. No entanto, foi somente em 1947, ja´ depois do fim da
guerra, que John von Neumann e Stan Ulam iniciaram um poss´ıvel uso do me´todo de
Monte Carlo, como me´todo estat´ıstico no estudo da difusa˜o de neutro˜es em reacc¸o˜es de
fissa˜o nuclear, utilizando para tal o ENIAC.
O nome de Monte Carlo, foi enta˜o sugerido por Metropolis, baseando-se no gosto que
Ulam tinha pelo jogo e tambe´m pelas histo´rias que este contava sobre o seu tio que gastava
o dinheiro da famı´lia no casino de Monte Carlo. O nome de Monte Carlo persistiu, ficando,
desde enta˜o, a gerac¸a˜o de nu´meros aleato´rios relacionada com a aleatoriedade das roletas
nos casinos.
3.1.2 Geradores de nu´meros pseudo-aleato´rios
Tal como foi anteriormente dito, o nome de Monte Carlo tem origem na roleta dos
casinos, roleta esta que para cada tentativa, gera aleatoriamente um nu´mero. Como na˜o
seria pra´tico utilizar um gerador de nu´meros como a roleta para estudar sistemas f´ısicos
[55], tornou-se necessa´rio criar algoritmos computacionais capazes de os gerar em grandes
quantidades e com boas propriedades estat´ısticas. Na verdade, na˜o se consegue, com-
putacionalmente, gerar nu´meros realmente aleato´rios, da´ı a denominac¸a˜o, muitas vezes
usada, de nu´meros pseudo-aleato´rios. Tal denominac¸a˜o tem a ver com o tipo de algoritmos
utilizados, forc¸osamente determin´ısticos, usados na gerac¸a˜o das sequeˆncias de nu´meros.
Assim, sempre que o estado do gerador for o mesmo, a sequeˆncia de nu´meros resultante
mante´m-se [56].
Os geradores mais frequentes podem ser facilmente descritos. Tendo em considerac¸a˜o
que os computadores actuais conseguem armazenar inteiros de 32-bit ou 64-bit, o maior
inteiro representa´vel e´ de 231−1 ou 263−1, respectivamente. Tem de se considerar apenas
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31 bits devido a se ter de reservar um bit para o sinal. Tambe´m se retirou uma unidade
devido ao nu´mero zero. Regra geral, segue a expressa˜o m = 2n−1 − 1, onde n representa
o nu´mero de bits.
O algoritmo para gerar nu´meros aleato´rios criado por Neumann, e´ chamado de“middle-
square digits” [54]. Este algoritmo consiste em escolher inicialmente um inteiro de n
d´ıgitos, eleva´-lo ao quadrado ficando um nu´mero com aproximadamente o dobro dos
d´ıgitos que o anterior. Extrai-se desse nu´mero os n d´ıgitos centrais e itera-se o processo
para se gerar novos nu´meros pseudo-aleato´rios [57].
Outro exemplo de um gerador de nu´meros aleato´rios consiste numa sequeˆncia de nu´-
meros gerados a partir do nu´mero anterior N0 multiplicado por uma constante a, devendo
esta tomar valores elevados e ı´mpares (Ex: 75311). Ao se gerar o primeiro nu´mero, o nu´-
mero anterior N0 tem um valor inicial elevado e ı´mpar a que se chama a “semente” (seed).
O nu´mero aleato´rio final e´ o resto da divisa˜o do produto anterior por m, que e´ o maior
inteiro representa´vel no computador. Esta u´ltima operac¸a˜o aplica-se somente quando o
resultado da multiplicac¸a˜o e´ maior do que m, ultrapassando, desta forma, o maior in-
teiro representa´vel. Podemos representar esta gerac¸a˜o de nu´meros pseudo-aleato´rios pela
equac¸a˜o,
Ni = (aN0)mod m. (3.1)
3.2 Monte Carlo Standard
O facto do me´todo de Monte Carlo assentar na gerac¸a˜o aleato´ria de estados, atrave´s da
utilizac¸a˜o de nu´meros pseudo-aleato´rios, permite simular em tempo u´til sistemas de muitos
corpos com graus de complexidade elevada. Neste cap´ıtulo, dividiu-se o me´todo de Monte
Carlo Standard em dois tipos de amostragem: a amostragem simples e a amostragem por
importaˆncia. Aos dois tipos de amostragem referidos correspondem os sistemas f´ısicos
denominados de Conjunto Microcano´nico e Conjunto Cano´nico[58], respectivamente. A
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estes tambe´m correspondem, respectivamente, a noc¸a˜o de sistema isolado e de sistema em
contacto com um reservato´rio de calor (Figura 3.1). Assim, a amostragem simples e´ usada
para representar sistemas isolados, isto e´, sistemas em que a energia interna do mesmo e´
constante. Por outro lado, a amostragem por importaˆncia e´ usada para estudar sistemas
fechados, em contacto te´rmico com um reservato´rio de calor, nos quais a temperatura e´
mantida constante.
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             


















           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
















a) b)
Sistema Isolado Sistema Fechado
Reservatório de Calor
Figura 3.1: a) Num sistema isolado a energia deste e´ mantida constante. Em particular
na˜o pode haver troca de mate´ria b) Num sistema fechado, permite-se a troca de energia.
No caso ilustrado, ao sistema e´ permitido realizar trocas de energia em forma de calor, de
forma a manter a temperatura constante e igual a` do reservato´rio.
3.2.1 Amostragem Simples
Como foi anteriormente referido, introduz-se o conceito de amostragem simples no con-
texto de um sistema isolado, atrave´s do me´todo de Monte Carlo. Num sistema isolado,
a energia interna deste mante´m-se constante, por na˜o haver possibilidade de trocas de
energia com a vizinhanc¸a. Por tal raza˜o, ha´ uma grande vantagem em usar amostragem
simples para estudar este tipo de sistemas, pois sa˜o sistemas que na˜o dependem de ne-
nhuma condic¸a˜o externa aos mesmos, e todos os seus estados sa˜o equiprova´veis para uma
dada energia. Pode-se, enta˜o, gerar esses diferentes estados, aleatoriamente, e somente
fazer a me´dia do observa´vel para o qual se pretende estudar.
Para ale´m destas aplicac¸o˜es, de relevaˆncia em F´ısica, a amostragem simples por Monte
Carlo tambe´m e´ frequentemente usada em problemas matema´ticos. Vamos abordar alguns
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desses problemas nos pro´ximos to´picos por serem ilustrativos do me´todo e acess´ıveis.
Comec¸amos com um me´todo para a determinac¸a˜o de pi, recorrendo ao me´todo de Monte
Carlo por amostragem simples, sendo este me´todo posteriormente generalizado ao ca´lculo
da integrac¸a˜o de func¸o˜es. Finalmente, apresentaremos a teoria de percolac¸a˜o, que e´ um
modelo, resolvido por me´todos de Monte Carlo, com aplicac¸a˜o em inu´meros sistemas
f´ısicos [59].
Me´todo para a determinac¸a˜o de pi
A constante matema´tica pi e´ conhecida em todo o mundo, tem o valor aproximado
de 3.141590, e pode ser definida como a raza˜o entre o per´ımetro e o diaˆmetro de uma
circunfereˆncia. Pretendemos neste contexto realizar o ca´lculo do nu´mero pi recorrendo ao
me´todo de Monte Carlo. Para tal, fazemos uso de um gerador de nu´meros aleato´rios, e tal
como podemos ver na figura 3.2, geram-se pontos uniformemente distribu´ıdos no interior
do quadrado.
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Figura 3.2: Distribuic¸a˜o aleato´ria dos pontos para determinar o valor de pi.
Os pontos gerados sa˜o contabilizados, como estando fora ou no interior do c´ırculo. Como
a distribuic¸a˜o dos pontos e´ aleato´ria e uniformemente distribu´ıda, o nu´mero de pontos
contidos no interior do c´ırculo e´ proporcional a` sua a´rea. Podemos, desta forma, calcular
as a´reas das figuras geome´tricas atrave´s do nu´mero de pontos que se encontram dentro
de cada uma das figuras. A fracc¸a˜o de pontos gerados que se encontram no interior da
circunfereˆncia sera´ igual ao quociente entre a a´rea do c´ırculo e a a´rea do quadrado. O
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valor de pi e´ determinado pela equac¸a˜o,
Ncirc
NT
=
A©
A
=
pir2
4r2
=
pi
4
, (3.2)
onde Ncirc representa o nu´mero de pontos dentro do c´ırculo, A© e´ a a´rea do c´ırculo, A e´ a
a´rea do quadrado e r o raio do c´ırculo. Podemos assim calcular o valor de pi, e exemplificar
um uso comum da amostragem simples pelo me´todo de Monte Carlo. Como exemplo do
uso do me´todo de determinac¸a˜o de pi, temos na Tabela 3.1 diferentes valores de pi, para
diferentes quantidades de pontos gerados.
Tabela 3.1: Valores de pi calculados a partir do me´todo de Monte Carlo.
No de Pontos Gerados Valor de pi
101 2.909091
102 2.851485
103 3.084915
104 3.119688
105 3.143729
106 3.142873
107 3.142256
108 3.141745
Em termos histo´ricos, o ca´lculo de pi atrave´s de me´todos de Monte Carlo existe desde o
se´culo XVIII. Atrave´s da conhecida experieˆncia das Agulhas de Buffon, onde esta consiste
em atirar aleatoriamente agulhas numa grelha de rectas paralelas. Sabendo o tamanho
das agulhas e a distaˆncia entre as rectas paralelas, consegue-se estimar pi [60].
Tal como exemplificado na Figura 3.3, as agulhas sa˜o lanc¸adas aleatoriamente sobre
uma superf´ıcie plana contendo um conjunto de linhas paralelas equidistantes entre si a
uma distaˆncia D. O comprimento das agulhas deve ser igual a` distaˆncia, D, entre as
linhas paralelas. Para cada lanc¸amento de uma agulha, mede-se a distaˆncia d do centro
da agulha a` linha mais pro´xima e mede-se o aˆngulo desta com a linha paralela. Sem
perda de generalidade, considera-se o tamanho das agulhas e a distaˆncia entre linhas
como tendo o valor unidade. Deste modo, podemos afirmar que a distaˆncia mais afastada
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D
d θ
Figura 3.3: Representac¸a˜o esquema´tica de uma agulha colocada aleatoriamente, relacio-
nando o aˆngulo θ que ela faz com as linhas verticais a uma distaˆncia d do centro da agulha
a` linha mais pro´xima, e com as linhas espac¸adas entre elas de D.
entre a agulha e a linha mais pro´xima tem de ser de 1
2
, o que corresponde a um aˆngulo de
90o graus para a agulha intersectar a linha mais pro´xima. Assim, a condic¸a˜o para a agulha
intersectar a linha mais pro´xima, e´ dada por d ≤ D
2
sen(θ). Se trac¸armos um gra´fico da
distaˆncia d em func¸a˜o do aˆngulo θ (ver Figura 3.4), podemos ver que todas as agulhas que
intersectam as linhas esta˜o esta˜o contidas na regia˜o delimitada pela func¸a˜o D
2
sen(θ) e pelo
eixo dos xx. Assim sendo, observamos na Figura 3.4, que a a´rea e´ a integral da func¸a˜o
sen(θ)
2
entre 0 e pi, que da´ 1, e a a´rea do rectaˆngulo e´ pi
2
. Por esta raza˜o, a probabilidade
de uma agulha intersectar uma linha e´ dada por,
N0
NT
=
A2
A1
=
1
pi/2
, (3.3)
sendo N0 o nu´mero de agulhas que intersectam as rectas, NT o nu´mero total de agulhas,
A1 a a´rea do rectaˆngulo na Figura 3.4 e A2 a a´rea da semi-elipse tambe´m na Figura 3.4.
Nos dois exemplos descritos para a determinac¸a˜o do valor de pi, tanto em termos com-
putacionais com a gerac¸a˜o de pontos, como em termos experimentais com o lanc¸amento
de agulhas, quanto maior for nu´mero de casos gerados, maior sera´ a precisa˜o na estimativa
do valor de pi obtida. Se o nu´mero de casos gerados tender para infinito, enta˜o o valor
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pi
1/2
d
θ
1
2
Figura 3.4: Gra´fico da distaˆncia das agulhas colocadas em func¸a˜o do aˆngulo. A zona
cinzenta corresponde aos valores de d e θ em que a agulha intersecta as linhas.
desta estimativa ira´ convergira´ para pi. Em situac¸o˜es usuais de ca´lculo computacional, a
precisa˜o do ca´lculo vai depender da qualidade do gerador de nu´meros aleato´rios.
Integrac¸a˜o de func¸o˜es
Um dos usos mais generalizados do me´todo de Monte Carlo e´ atrave´s do ca´lculo da
integral de func¸o˜es. Utilizando amostragem simples, pode-se calcular a integral de func¸o˜es
num determinado intervalo. Para se determinar a integral de f(x), geram-se pontos aleato-
riamente numa a´rea delimitada pelo intervalo de integrac¸a˜o e por um valor ma´ximo acima
da func¸a˜o a integrar. Pode-se observar na Figura 3.5 como se encontram distribu´ıdos os
pontos dentro e fora da a´rea da func¸a˜o.
Considerando que Ntotal e´ o nu´mero total de pontos gerados e que N0 e´ o nu´mero de
pontos dentro da a´rea da func¸a˜o, podemos calcular a integral de f(x) entre xi e xf pela
equac¸a˜o, ∫ xf
xi
f(x)dx =
N0
Ntotal
[Ymax(xf − xi)], (3.4)
onde Ymax representa o valor em y ate´ onde sera˜o gerados pontos aleatoriamente.
Este me´todo de integrac¸a˜o de func¸o˜es corresponde a um exemplo da amostragem
simples no me´todo de Monte Carlo e, tal como podemos ver, o resultado da integrac¸a˜o vai
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Figura 3.5: Distribuic¸a˜o aleato´ria de pontos para a integrac¸a˜o de f(x).
depender da qualidade do gerador de nu´meros aleato´rio e tambe´m do nu´mero de pontos
gerados, sendo que um maior nu´mero de pontos gerados aumenta, em geral, a precisa˜o
do ca´lculo da integral da func¸a˜o. O tempo de CPU necessa´rio para que os resultados
convirjam para o valor esperado depende da precisa˜o do resultado que se pretende obter.
Embora este me´todo tenha uma baixa precisa˜o e o seu uso no contexto presente para
problemas a uma varia´vel seja de interesse meramente acade´mico para demonstrac¸a˜o
da amostragem simples, para integrais multidimensionais, o recurso a este me´todo e´ de
fundamental importaˆncia.
Teoria de percolac¸a˜o
O modelo da percolac¸a˜o tem servido de paradigma para muitos feno´menos f´ısicos, tais
como, infiltrac¸a˜o de l´ıquidos em rochas e solos, conduc¸a˜o ele´ctrica em materiais nano-
estruturados, grau de luminosidade atrave´s das nuvens, propagac¸a˜o de fogos florestais,
etc. Numa versa˜o abstracta deste modelo, podemos defini-lo em termos puramente geo-
me´tricos. Assim, consideremos, a t´ıtulo de exemplo, o caso particular da rede quadrada,
onde um s´ıtio da rede e´ ocupado com uma probabilidade p e deixado vazio com probabi-
lidade q = 1 − p [53]. Existe uma probabilidade cr´ıtica, pc, para a qual o sistema possui
um agregado que se estende a toda a rede. A um tal agregado, denomina-se agregado
percolativo (ver Figura 3.6). Este, apesar de ocupar uma fracc¸a˜o infinitesimal de todos
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os pontos da rede, na pra´tica consegue ligar dois pontos desta ta˜o afastados quanto se
queira.
E´ importante referir que o modelo de percolac¸a˜o tem um comportamento diferente
conforme se trate de um sistema a uma dimensa˜o (1D), duas dimenso˜es (2D) ou treˆs
dimenso˜es (3D). No caso do modelo a 1D, para se conseguir um aglomerado que conecte
dois pontos, e´ necessa´rio uma cobertura completa, donde conclu´ımos que pc tem de ser
igual a 1. No caso de 2D ou 3D, observamos o aparecimento de aglomerados percolativos
tal como acima descritos, para valores de pc inferiores a 1.
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Figura 3.6: Exemplo de um aglomerado percolativo.
3.2.2 Amostragem por Importaˆncia
Perspectiva Teo´rica
Nos sistemas fechados, em contacto te´rmico com um reservato´rio de calor, ja´ na˜o se
pode afirmar que a energia interna destes se mante´m constante. Nestes casos, como o
sistema em estudo e´ muito mais pequeno que o reservato´rio de calor, considera-se que as
trocas de energia do sistema com o reservato´rio de calor na˜o influenciam a temperatura
a que este se encontra [61]. Assim sendo, nestes sistemas a temperatura constante, a
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probabilidade de se ter um estado do sistema segue uma distribuic¸a˜o de Boltzmann. A
uma dada temperatura, a distribuic¸a˜o de energias em torno do valor me´dio sera´, em
princ´ıpio, Gaussiana. Para caracterizar o sistema, utilizamos a denominada func¸a˜o de
partic¸a˜o, que conte´m toda a informac¸a˜o essencial, com a forma geral,
Z =
∑
x
e−H(x)/kBT , (3.5)
em que H(x) corresponde ao Hamiltoniano do sistema na configurac¸a˜o x, T e´ a tem-
peratura e kB e´ a constante de Boltzmann. A probabilidade do sistema estar num deter-
minado estado x, tambe´m se relaciona com a func¸a˜o de partic¸a˜o [62], e e´ representada
pela equac¸a˜o,
P (x) =
1
Z
e−H(x)/kBT . (3.6)
Assim sendo, a estimativa da me´dia de uma determinada func¸a˜o observa´vel O, sobre uma
amostra de N estados xi e´ representada pela equac¸a˜o,
< O(x) >=
N∑
i=1
P (xi)O(xi). (3.7)
Nestes casos, ao tentar determinar a equac¸a˜o 3.7, e´ fundamental distribuir os estados do
sistema de acordo com um determinado peso Peq(xi) proporcional ao factor de Boltzmann,
ficando assim com uma distribuic¸a˜o de energias em torno do valor me´dio apropriado.
Chama-se a este me´todo, o me´todo de Monte Carlo por amostragem por importaˆncia.
Nestes casos, o ca´lculo do valor me´dio duma observa´vel passa a ser [56],
< O(x) >=
∑N
i=1 e
−H(xi)/kBTO(xi)/Peq(xi)∑N
i=1 e
−H(xi)/kBT/Peq(xi)
, (3.8)
obtendo assim, uma simples me´dia aritme´tica sobre as diferentes configurac¸o˜es,
< O(x) >=
1
N
N∑
i=1
O(xi). (3.9)
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O Algoritmo de Metropolis: Modelo de Ising
Como se tem vindo a referir, a amostragem por importaˆncia e´ aplicada num alargado
conjunto de sistemas f´ısicos relevantes por ser fa´cil manter a temperatura constante em
condic¸o˜es experimentais. Um algoritmo frequentemente utilizado para se estudar estes
sistemas, por me´todo de Monte Carlo por amostragem por importaˆncia, e´ o denominado
algoritmo de Metropolis, introduzido por Metropolis e outros em 1953 [63], baseado em
trabalhos anteriores [64]. Este algoritmo, genericamente, consiste em comparar as energias
num dado estado inicial e final do sistema. Se a diferenc¸a de energias for negativa, isto e´,
a energia do sistema no estado final for menor da do estado inicial, este transita de estado.
Se, por outro lado, a diferenc¸a de energias for positiva, isto e´, a energia do sistema no
estado final for maior da do estado inicial, este transita de estado com uma probabilidade
igual ao factor de Boltzmann (exp(−∆E/kBT )). Este algoritmo pode ser aplicado, de
forma geral, a muitos modelos, que representem sistemas f´ısicos a temperatura constante,
sendo o modelo de Ising um dos mais conhecidos.
O modelo de Ising pode ser usado para representar um vasto conjunto de sistemas
[56], mas a sua aplicac¸a˜o mais conhecida e´ na magnetizac¸a˜o. Uma forma de estudar a
magnetizac¸a˜o por Monte Carlo e´ pela representac¸a˜o de spins numa rede. Spins estes, que
na F´ısica Estat´ıstica, costumam ser representados pelos valores +1 e -1.
Neste sistema, pode-se tambe´m considerar a aplicac¸a˜o de um campo magne´tico externo
H , o qual favorece o aparecimento de spins paralelos a este (orientados no mesmo sentido).
Tendo em atenc¸a˜o a interacc¸a˜o ente os dois spins na posic¸a˜o i e j da rede dada por Jij ,
a qual e´ positiva no caso ferromagne´tico e negativa no caso anti-ferromagne´tico, e o seu
sentido si podendo ser +1 ou -1. O Hamiltoniano do sistema pode ser representado do
seguinte modo,
H = −J
∑
i
∑
j>i
sisj −H
∑
i
si. (3.10)
Sabendo o Hamiltoniano do sistema, aplicamos o algoritmo de Metropolis para se
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estudar o seu comportamento. Como o Hamiltoniano na˜o depende explicitamente do
tempo, este corresponde a` energia do sistema. Nestas condic¸o˜es, a aplicac¸a˜o do algoritmo
de Metropolis e´ imediata, bastando para tal calcular as energias correspondentes aos
estados final e inicial do sistema.
Dito isto, o algoritmo de Metropolis aplicado ao modelo de Ising, inicia-se escolhendo
um spin na rede para alterar, e calcula-se a diferenc¸a de energia entre o estado final e o
inicial. Se o ∆E ≤ 0, inverte-se o spin. Caso seja maior que zero, gera-se um nu´mero
aleato´rio uniformemente distribu´ıdo entre 0 e 1, e verifica-se se esta e´ maior ou menor que
exp(−∆E/kBT ). Caso seja maior na˜o se altera o spin, mas se por outro lado for menor,
muda-se a orientac¸a˜o do spin nesse lugar da rede. Denomina-se de passo de Monte Carlo
a` interacc¸a˜o do procedimento exposto correspondente ao nu´mero de spins (part´ıculas na
situac¸a˜o geral)
Se no modelo de Ising considerarmos que o campo magne´tico e´ zero, obtemos uma
transic¸a˜o de fase de segunda ordem a uma determinada temperatura cr´ıtica, Tc [65].
Abaixo de Tc, temos estados do sistema em que os spins esta˜o maioritariamente orien-
tados no mesmo sentido, enquanto que acima de Tc temos estados aonde os spins esta˜o
aleatoriamente orientados (ver figura 3.7).
T < Tc T ≃ Tc T > Tc
Figura 3.7: Modelo de Ising em campo nulo, com o sistema em que os spins teˆm quase
todos a mesma orientac¸a˜o para T < Tc. Observa-se o aparecimento de aglomerados de
spins com a mesma orientac¸a˜o para T ≃ Tc. Para T > Tc, a magnetizac¸a˜o e´ nula e os
spins esta˜o orientados aleatoriamente.
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3.2.3 Efeito de Tamanho Finito
Ao simularmos sistemas f´ısicos com base no me´todo de Monte Carlo, deparamo-nos
com limitac¸o˜es computacionais para reproduzir o tamanho desses mesmos sistemas e o
nu´mero de part´ıculas neles presentes [53]. Pore´m, uma das grandes vantagens em utilizar
o me´todo de Monte Carlo, e´ o facto de este representar correctamente sistemas f´ısicos
reais sem ser necessa´rio recorrer a um nu´mero elevado de part´ıculas. Isso deve-se ao
facto, de em muitos casos, o me´todo de Monte Carlo tender rapidamente para o limite
termodinaˆmico para tamanhos do sistema bem menores dos sistemas experimentais que
se pretendem simular.
No modelo de percolac¸a˜o anteriormente apresentado (ver Secc¸a˜o 3.2.1), observamos
uma transic¸a˜o de fase, correspondente ao ponto em que, no sistema, podemos encontrar
um aglomerado percolativo [62]. Relembrando que no modelo de percolac¸a˜o sa˜o ocupados
lugares numa rede com probabilidade p, sa˜o deixados vazios com probabilidade 1 − p, e
o aparecimento de aglomerados percolativos da´-se na probabilidade pc. Nesse estado do
sistema, se o tamanho da rede for aumentado para o infinito, teremos um transic¸a˜o exacta
nessa probabilidade pc, em que para p < pc na˜o existem aglomerados percolativos, e para
p > pc existe de certeza um aglomerado percolativo. Sendo assim, a probabilidade pc
corresponde a` probabilidade mı´nima para que aparec¸a um so´ aglomerado percolativo.
Para o modelo de Ising, tambe´m encontramos uma transic¸a˜o de fase, junto a` tempe-
ratura Tc. Tal como se disse anteriormente, se o campo magne´tico H for nulo, a transic¸a˜o
de fase junto a` temperatura cr´ıtica e´ de segunda ordem. Nestas condic¸o˜es, mede-se o
comprimento de correlac¸a˜o para se conhecer a correlac¸a˜o espacial entre os va´rios spins. O
comprimento de correlac¸a˜o pode ser aproximado ao diaˆmetro me´dio de um agregado de
spins com a mesma orientac¸a˜o [31], podendo assim ser muitas vezes da ordem de grandeza
do sistema, mesmo para valores de T um pouco acima de Tc. Esses casos, levam a que se
deva fazer um estudo pre´vio para diferentes tamanhos de rede, realizando desse modo um
estudo de tamanho finito ao sistema.
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3.2.4 Condic¸o˜es de Fronteira
Os sistemas f´ısicos anteriormente descritos, tais como os exemplos dados no caso da
teoria de percolac¸a˜o, sa˜o sistemas que podem, normalmente, ser aproximados a uma rede.
Ao reproduzir sistemas f´ısicos em redes, atrave´s do me´todo de Monte Carlo, e´ necessa´rio
ter em atenc¸a˜o as regras espec´ıficas pelas quais cada sistema se rege. No entanto, ao se
tratarem de sistemas reais, o poder computacional exigido para representa´-los pode ser
demasiado elevado. Deste modo, e´ necessa´rio minimizar os efeitos que o tamanho da rede
possa ter no estudo em causa, e resolver tambe´m o problema dos lugares na periferia do
sistema na˜o terem o mesmo nu´mero de ligac¸o˜es a lugares vizinhos que os que se encontram
no interior da rede. Para isso, aplicam-se condic¸o˜es de fronteira perio´dicas, tal como se
pode observar na Figura 3.8(a).
As condic¸o˜es de fronteira perio´dicas consistem em conectar um lugar na fronteira do
sistema a outro lugar de fronteira do outro lado do sistema, ficando assim, todos os lugares
da rede com o mesmo nu´mero de ligac¸o˜es a lugares vizinhos. Deste modo, conseguimos
simular sistemas, tais como sistemas com difusa˜o de part´ıculas, em que se uma part´ıcula
se move para ale´m das fronteiras do sistema, esta passa para o seu vizinho correspondente,
que se encontra do outro lado da rede.
Outra aplicac¸a˜o de condic¸o˜es das fronteira sa˜o as condic¸o˜es de fronteira obl´ıquas, tal
como podemos observar na Figura 3.8(b). Estas condic¸o˜es de fronteira sa˜o de mais fa´cil
implementac¸a˜o, pois pode-se considerar a rede como unidimensional em que o vizinho na
fronteira e´ o lugar de rede imediatamente a seguir. Apesar da sua fa´cil implementac¸a˜o, o
seu uso pode levar ao aparecimento de uma tendeˆncia na rede, como no caso da Figura
3.8(b), em que as condic¸o˜es de fronteira obl´ıquas levam a que, no caso de uma difusa˜o de
part´ıculas, estas se desloquem com uma tendeˆncia numa determinada direcc¸a˜o, perdendo
assim a homogeneidade do sistema [53].
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Figura 3.8: Condic¸o˜es perio´dicas de fronteira numa rede. a) Condic¸o˜es de fronteira pe-
rio´dicas. b) Condic¸o˜es de fronteira pero´dicas obl´ıquas.
3.2.5 Medic¸a˜o de Agregados
Como se viu no caso da teoria de percolac¸a˜o, existe necessidade de identificar os
agregados presentes no sistema, de forma a se poder identificar o aglomerado percolativo.
Para tal, necessita-se de um me´todo eficaz para estudar os aglomerados presentes num
determinado sistema.
Para um estudo simples e eficaz, usa-se o algoritmo apresentado por Hoshen e Kopel-
man [66]. Este algoritmo e´ particularmente eficiente na identificac¸a˜o de aglomerados no
sistema, usando uma te´cnica de numerar as part´ıculas pertencentes ao mesmo aglomerado
com o mesmo nu´mero. Assim, percorre-se a rede que forma o sistema, linha a linha, e
identificam-se as part´ıculas pertencentes a um mesmo agregado.
Esta abordagem simples aplicar-se-ia facilmente se se estivesse a tratar de aglomerados
quadrados, mas no caso de agregados ramificados, como acontece na teoria de percola-
c¸a˜o, aparecem facilmente numerac¸o˜es diferentes para part´ıculas pertencentes a um mesmo
agregado. No algoritmo de Hoshen-Kopelman apresenta-se uma forma simples de resolver
este problema, criando uma lista complementar que guarda a numerac¸a˜o dos diferentes
aglomerados, e sempre que se encontram duas part´ıculas dum mesmo agregado com nu-
merac¸a˜o diferente, a lista e´ actualizada de forma a considerar, esses dois agregados, um
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so´.
A medic¸a˜o de agregados, usando o algoritmo de Hoshen-Kopelman, na˜o e´ somente
usada para o caso da teoria de percolac¸a˜o, pode ser facilmente adaptada a outros sistemas
em que se necessite de identificar agregados, incluindo tambe´m sistemas com condic¸o˜es
de fronteira perio´dicas (ver Figura 3.9).
1 1
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11
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Figura 3.9: Numerac¸a˜o de agregados num sistema com condic¸o˜es de fronteira perio´dicas
tanto na horizontal como na vertical, usando o algoritmo de Hoshen-Kopelman.
3.3 Monte Carlo Cine´tico
Tal como temos vindo a ver, o me´todo de Monte Carlo tem aplicac¸a˜o em va´rias a´reas
cient´ıficas, desde a f´ısica a` matema´tica, passando pela biologia, medicina, economia, entre
outras. Consegue, desse modo, abranger va´rias a´reas do conhecimento, baseando-se, para
isso, no estudo das propriedades estat´ısticas de eventos aleato´rios [67].
Usando o me´todo de Monte Carlo standard, como se poˆde observar no caso do modelo
de Ising, o sistema tende para o estado de equil´ıbrio, fazendo com que este convirja
obrigatoriamente para um estado de menor energia livre.
Uma das aplicac¸o˜es do me´todo de Monte Carlo e´ no estudo da estrutura ou das acti-
vidades termodinaˆmicas dos materiais. Um exemplo do seu uso em cieˆncia de materiais,
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e´ a difusa˜o de um a´tomo num metal cristalino. Como se trata da difusa˜o de um a´tomo
num cristal em que os poc¸os de potencial em cada lugar da rede sa˜o iguais, podemos
considerar que o a´tomo executa um passeio aleato´rio. Ao utilizarmos o me´todo de Monte
Carlo standard, escolhemos aleatoriamente o lugar para onde o a´tomo possa difundir, e
movimentamo-lo na rede. O passo e´ repetido as vezes que se pretender, e a trajecto´ria do
a´tomo sera´ diferente consoante a sequeˆncia de movimentos aleato´rios que se gera.
O problema na simulac¸a˜o da difusa˜o de um a´tomo, num rede cristalina, recorrendo ao
me´todo de Monte Carlo standard relaciona-se com a dificuldade de se analisar a dinaˆmica
numa escala temporal que se relacione com o tempo f´ısico do sistema. Para se retirar essa
informac¸a˜o, e´ necessa´rio saber quanto tempo passa durante cada movimento do a´tomo,
correspondendo a isso uma taxa de difusa˜o. A forma mais eficiente de se estudar a evoluc¸a˜o
do sistema, e se conhecer tambe´m a evoluc¸a˜o temporal, e´ por Monte Carlo cine´tico. Pode-
se afirmar isso, pois o me´todo de Monte Carlo cine´tico tem como princ´ıpios o conhecimento
de todos os eventos necessa´rio para caracterizar a dinaˆmica do sistema, e as taxas de
ocorreˆncia desses mesmos eventos.
3.3.1 Motivac¸a˜o
Ja´ referimos a vantagem em utilizar o me´todo de Monte Carlo cine´tico em detrimento
do me´todo de Monte Carlo standard. Mas em relac¸a˜o a outros me´todos computacionais,
o me´todo de Monte Carlo cine´tico tambe´m tem as suas vantagens e desvantagens.
Um dos principais me´todos utilizados para caracterizar sistemas microsco´picos e´ o
me´todo da Dinaˆmica Molecular. Este me´todo, resolve as equac¸o˜es de movimento de
todas as part´ıculas do sistema, com base no potencial de interacc¸a˜o a que elas esta˜o
sujeitas [68]. O me´todo da Dinaˆmica Molecular, apesar de acompanhar a evoluc¸a˜o do
sistema cla´ssico, esta´ limitado pelo facto de uma integrac¸a˜o rigorosa requerer um intervalo
de tempo suficientemente pequeno para representar as vibrac¸o˜es a n´ıvel ato´mico. Para
representar a trajecto´ria de uma part´ıcula, o estudo fica limitado a pequenos intervalos
de tempo e dimenso˜es lineares reduzidas.
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O me´todo de Monte Carlo Cine´tico consegue ultrapassar o problema da escala tem-
poral, pois em vez de seguir o movimento das part´ıculas do sistema por cada vibrac¸a˜o
ato´mica, salta de um estado de equil´ıbrio local para outro. Esta abordagem permite
estudar escalas de tempo ordens de grandeza acima, podendo mesmo chegar a va´rios se-
gundos. As suas primeiras aplicac¸o˜es foram desenvolvidas nos anos 60 [69, 70], mas teve
um grande crescimento nas de´cadas de 80 e 90 [71, 72, 73, 74, 75, 76].
3.3.2 Modelo Dinaˆmico
Um sistema, atrave´s do uso do me´todo de Monte Carlo cine´tico, tal como se falou
anteriormente, evolui por transic¸o˜es entre estados de energia mı´nima (local). A transic¸a˜o
de um estado de energia para outro num dado sistema, pode ser aproximada a passagens
de poc¸os de potencial em poc¸os de potencial, com per´ıodos de tempo relativamente longos
entre transic¸o˜es [68].
Quando uma part´ıcula de um dado sistema se encontra num determinado poc¸o de po-
tencial, esta oscila em torno, da sua posic¸a˜o de equil´ıbrio local devido por exemplo a` sua
energia cine´tica te´rmica. Ou seja, a part´ıcula oscila em torno de um mı´nimo local de ener-
gia (ver Figura 3.10), podendo transitar para outro estado de energia, que se encontra a
uma distaˆnica x, superando uma barreira de potencial. Dizer que ocorre um longo per´ıodo
de tempo entre as transic¸o˜es, deve-se ao facto de que esse tempo e´ longo relativamente ao
tempo em que decorre a transic¸a˜o e ao tempo t´ıpico duma oscilac¸a˜o da part´ıcula. Essa
caracter´ıstica leva a que o sistema perca a “memo´ria” de estados anteriores, atrave´s da
termalizac¸a˜o no poc¸o de potencial, isto e´, ao permanecer um tempo suficientemente longo,
executou um se´rie de tentativas falhadas, que lhe garante ter tido tempo de atingir o equi-
l´ıbrio termodinaˆmico com o substrato, na˜o sendo, assim, influenciado pelas configurac¸o˜es
anteriores. Isso faz com que os processos que levam o sistema de um estado a outro sejam
considerados processos pouco frequentes, tambe´m chamados de processos de Poisson.
Considerando que um evento pouco frequente, pode ser caracterizado pela taxa r, que
corresponde a` taxa de sair de um determinado estado, e sendo essa a taxa de um processo
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Figura 3.10: Perfil de energia de uma superf´ıcie onde o sistema transita de um poc¸o de
potencial para outro atrave´s de uma barreira de potencial. A um tal evento denomina-se
processo, e ocorre apo´s um grande conjunto de tentativas falhadas.
de Poisson [77], a distribuic¸a˜o de probabilidades de sair desse mesmo estado em func¸a˜o
do tempo e´ dada por,
p(t) = re−rt. (3.11)
A partir da distribuic¸a˜o de probabilidades, podemos calcular o tempo me´dio para o sistema
escapar do estado como,
< t >=
∫ ∞
0
tp(t)dt =
1
r
. (3.12)
Usualmente, o evento de sair de um determinado estado, pode ser realizado por diferentes
caminhos em que, cada um desses caminhos tem uma taxa de ocorreˆncia pro´pria ri, e a
taxa total r e´ dada por,
r =
∑
i
ri. (3.13)
3.3.3 Processos e Taxas
Neste contexto, a transic¸a˜o entre dois mı´nimos de energia e´ um evento pouco fre-
quente. Assim, uma tal transic¸a˜o, na˜o ira´ depender dos detalhes dos estados interme´dios,
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tipicamente, estados vibracionais com frequeˆncias de ocorreˆncia muito superiores. Enta˜o,
se se conhecerem todas as transic¸o˜es poss´ıveis para uma dada configurac¸a˜o, e se o estado
para onde o sistema transitar na˜o tiver memo´ria dos detalhes que o levaram a transitar
do estado anterior, pode-se recorrer a` Teoria de Transic¸a˜o de Estados, para calcular as
taxas para cada transic¸a˜o e a taxa total r para transitar de estado. Essas taxas podem
ser calculadas para mecanismos de difusa˜o e desadsorc¸a˜o [78, 77] ou mecanismos de reac-
c¸a˜o [79, 80, 81]. Na Figura 3.11, esta˜o esquematizadas as ideias principais da Teoria de
Transic¸a˜o de Estados [82]. Nesta, se o sistema passa do estado inicial para o ponto de
transic¸a˜o, este obrigatoriamente transita para o poc¸o de potencial seguinte.
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Figura 3.11: Esquema da TST, em que a taxa de transic¸a˜o do estado i para o estado f e´
r com energia de activac¸a˜o Ea.
Fazendo uso do potencial termodinaˆmico dado pela energia livre de Helmholtz [82],
definido por F = E − TS, por estamos a considerar sistemas onde o volume na˜o varia.
Deste modo, aplica-se a energia livre de Helmholtz nas func¸o˜es de partic¸a˜o do estado de
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vibrac¸a˜o inicial e do estado de transic¸a˜o, ficando com uma equac¸a˜o do tipo,
r =
kBT
h
exp
(
−∆F
kBT
)
. (3.14)
Nesta equac¸a˜o, separam-se o termo entro´pico e o termo da energia interna, desprezando
a variac¸a˜o da energia cine´tica, de modo a que a variac¸a˜o da energia interna seja igual a`
variac¸a˜o da energia potencial, ou seja, a energia de activac¸a˜o. Deste modo, obtemos a
seguinte equac¸a˜o,
r =
kBT
h
exp
(
−∆S
kB
)
exp
(
− Ea
kBT
)
, (3.15)
em que o factor kBT
h
, juntamente com o termo entro´pico, tomam o valor de uma constante
ν0, tal que,
ν0 =
kBT
h
exp
(
−∆S
kB
)
. (3.16)
Esta constante ν0 e´ considerada constante para um determinado intervalo de temperatu-
ras (50 − 300K [83]), no qual a variac¸a˜o da entropia do sistema ao passar do poc¸o de
potencial para o estado de transic¸a˜o, e´ compensada pela variac¸a˜o da temperatura. Para
temperaturas inferiores, a variac¸a˜o de entropia e´ muito elevada em relac¸a˜o a` temperatura,
e acima desse intervalo a variac¸a˜o de entropia e´ despreza´vel em relac¸a˜o a` temperatura.
Considerando, assim, ν0 como uma constante, obtemos a famosa equac¸a˜o de Arrhenius,
r = ν0 exp
(
− Ea
kBT
)
. (3.17)
3.3.4 Sistema com Deposic¸a˜o e Difusa˜o
Deposic¸a˜o e Desadsorc¸a˜o
Quando se considera que um sistema tem deposic¸a˜o e desadsorc¸a˜o, a dinaˆmica deste
pode ser representada de va´rias formas, e o me´todo de Monte Carlo cine´tico pode ser
usado de modos distintos. Estas va´rias maneiras de realizar o estudo, dependem do facto
de se considerar que as part´ıculas no substrato esta˜o, ou na˜o, em equil´ıbrio com a fase
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gasosa.
Ao considerarmos a existeˆncia de equil´ıbrio termodinaˆmico entre fase gasosa e ad-
sorvida, temos de relacionar a taxa de deposic¸a˜o de uma part´ıcula com a sua taxa de
desadsorc¸a˜o [77]. Assim sendo, pode-se afirmar que nestes casos o balanc¸o detalhado e´
satisfeito. Tal como podemos ver na seguinte equac¸a˜o,
WA(1− θ) = WDθ, (3.18)
ondeWA corresponde a` taxa de adsorc¸a˜o,WD a` taxa de desadsorc¸a˜o e θ a` cobertura do
sistema. Uma modificac¸a˜o poss´ıvel para representar este tipo de sistemas, seria comec¸ar
por escolher aleatoriamente um lugar no substrato, e se o lugar estiver vazio tentar a
adsorc¸a˜o ou, se este estiver ocupado, tentar a desadsorc¸a˜o. Se p for a probabilidade de
uma part´ıcula tentar a adsorc¸a˜o num intervalo de tempo infinitesimal dt, o procedimento
algor´ıtmico consiste em se gerar um nu´mero aleato´rio p entre 0 e 1: se p < WA enta˜o a
part´ıcula e´ adsorvida, caso contra´rio, se p ≥WA enta˜o a adsorc¸a˜o falha. Um procedimento
similar e´ realizado no caso da desadsorc¸a˜o na eventualidade do lugar estar ocupado.
Outro me´todo, e´ quando existe fluxo de mate´ria da fase gasosa para a fase adsorvida
na superf´ıcie do substrato. Neste caso, na˜o se pode considerar as part´ıculas na superf´ıcie
como estando em equil´ıbrio com as da fase gasosa [78]. Nestes casos, para a adsorc¸a˜o,
considera-se que as part´ıculas esta˜o na fase gasosa com uma determinada energia cine´tica,
e ao atingir o substrato podem ser adsorvidas por este ou colidir e continuar na fase
gasosa. Assim sendo, a energia cine´tica da part´ıcula tem de ter um valor ma´ximo para
o qual ainda e´ adsorvida pelo substrato. A` probabilidade para a ocorreˆncia de adsorc¸a˜o
denomina-se o coeficiente de adesa˜o, e depende de um conjunto variado de factores, tais
como a temperatura, o tipo de substrato, o tipo de part´ıculas, etc. Neste tipo de casos,
a desadsorc¸a˜o e´ considerada um processo termicamente activado, e por isso calcula-se a
taxa de desadsorver pela equac¸a˜o de Arrhenius (eq. 3.17). Por outro lado, a adsorc¸a˜o vai
depender somente do fluxo de part´ıculas na fase gasosa que embatem na superf´ıcie e do
seu coeficiente de adesa˜o.
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Difusa˜o
A difusa˜o de part´ıculas numa superf´ıcie, e´ um dos processos mais relevantes na di-
naˆmica de muitos sistemas. Consequentemente, o conhecimento dos processos micros-
co´picos e dos paraˆmetros de difusa˜o na superf´ıcie e´ de fundamental importaˆncia tanto
num contexto cient´ıfico como tecnolo´gico, sendo estes temas bastante estudados tanto
experimentalmente como teoricamente [78].
Um processo de difusa˜o numa superf´ıcie, e´ muitas vezes representado pelo passeio
aleato´rio, onde se considera a difusa˜o como saltos, igualmente distanciados, de s´ıtio para
s´ıtio da rede cristalina formada pelo substrato. No passeio aleato´rio numa superf´ıcie,
podemos calcular o coeficiente de difusa˜o nesta, atrave´s da conhecida relac¸a˜o que deriva
da equac¸?o de Einstein [84], dada por,
x2ν = 2dD, (3.19)
onde x e´ a distaˆncia me´dia entre saltos e D e´ o coeficiente de difusa˜o. No caso de x tomar
o valor unita´rio, isto e´, para saltos correspondentes a uma constante de rede, o coeficiente
de difusa˜o e´ dado por,
D =
ν
2d
, (3.20)
em que d e´ a dimensa˜o espacial, que no caso da superf´ıcie e´ 2, e ν e´ a taxa de transic¸a˜o
de um lugar para outro. Tendo em conta a equac¸a˜o de Arrhenius 3.17, chegamos a
uma expressa˜o para o coeficiente de difusa˜o utilizando a energia de activac¸a˜o Ea entre
transic¸o˜es, dada por,
D =
1
2d
ν0exp
(
− Ea
kBT
)
. (3.21)
A expressa˜o 3.21 permite o ca´lculo do coeficiente de difusa˜o D de um a´tomo na superf´ıcie.
O ca´lculo anterior pressupo˜e que a part´ıcula pode realizar um passeio aleato´rio irrestrito,
isto e´, sem obsta´culos ou envolvendo processos com energias de activac¸a˜o distintas. O
ca´lculo por via anal´ıtica envolve um nu´mero de configurac¸o˜es poss´ıveis demasiado elevado,
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ale´m de se ter de considerar mecanismos na˜o-lineares. Na pra´tica, obte´m-se o coeficiente
de difusa˜o de um agregado de a´tomos, ou mesmo de um a´tomo pertencente ao agregado,
por via simulacional.
Cap´ıtulo 4
Reagentes Imo´veis
4.1 Modelo de Ziff-Gulari-Barshad
4.1.1 Modelo Computacional
Como se tem vindo a referir ao longo desta monografia, as cata´lises heteroge´neas
podem levar ao estudo de um grande nu´mero de comportamentos complexos tais como
oscilac¸o˜es, reestruturac¸o˜es e transic¸o˜es de fase. Neste contexto, ao estudar-se feno´menos
complexos, como e´ o caso das cata´lises heteroge´neas, torna-se necessa´rio tambe´m realizar
estudos mais orientados pela via teo´rica em sistemas mais simples. Neste cap´ıtulo, sera´
descrito um modelo simples de reacc¸o˜es irrevers´ıveis introduzido pela primeira vez por
Ziff, Gulari e Barshad em 1986 [27].
O modelo de Ziff-Gulari-Barshad (ZGB) pretende representar a oxidac¸a˜o de mono´xido
de carbono num substrato monocristalino, e apesar de desprezar processos importantes
presentes em sistemas experimentais, tais como difusa˜o e desadsorc¸a˜o dos reagentes, este
apresenta caracter´ısticas importantes destes sistemas f´ısicos. O mecanismo de reacc¸a˜o e´
o bem conhecido mecanismo de Langmuir-Hinshelwood e segue as regras do sistema de
equac¸o˜es (2.3) previamente descrito (ver Secc¸a˜o 2.3.2). Neste mecanismo, uma part´ıcula
so´ e´ adsorvida num lugar da rede cristalina se este estiver vazio. Caso, esteja ocupado por
outra part´ıcula, a tentativa de adsorc¸a˜o falha e a part´ıcula continua na fase gasosa. Para o
47
Cap´ıtulo 4. Reagentes Imo´veis 48
tipo de substrato em que este modelo se pode aplicar, como e´ o caso da platina, se o espac¸o
esta´ ocupado por uma part´ıcula da espe´cie complementar, a reacc¸a˜o na˜o e´ permitida. A
reacc¸a˜o somente ocorre quando ambas as part´ıculas estiverem adsorvidas no substrato.
Para outro tipo de substratos, tambe´m existe a possibilidade da reacc¸a˜o ocorrer mesmo
que o lugar esteja ocupado por uma part´ıcula de outra espe´cie. Nestes casos, entramos
noutro mecanismo designado por mecanismo de Eley-Rideal (ver Secc¸a˜o 2.3.1), que apesar
de ja´ ter sido previamente aplicado no modelo de ZGB [85], na˜o sera´ considerado neste
estudo. No entanto, a t´ıtulo de exemplo, se aplicarmos este mecanismo a` reacc¸a˜o em
estudo, somente e´ permitida a reacc¸a˜o se a part´ıcula que estiver a ser depositada for uma
mole´cula de mono´xido de carbono.
No modelo de ZGB, se um reagente for adsorvido pela superf´ıcie, sera˜o verificados os
primeiros vizinhos. Se o reagente adsorvido estiver junto a uma part´ıcula de outra espe´cie,
elas reagem imediatamente e desadsorvem sob a forma de uma mole´cula de dio´xido de
carbono, deixando dois espac¸os vazios na rede (ver Figura 4.1).
Figura 4.1: Esquema representando as regras do modelo de Ziff-Gulari-Barshad.
Este sistema e´ estudado atrave´s de Monte Carlo Standard (ver Secc¸a˜o 3.2), em que
a sequeˆncia temporal da´-se em passos de Monte Carlo, onde estes representam tantas
tentativas de deposic¸a˜o aleato´ria e uniforme na rede quanto o nu´mero de s´ıtios desta. A
varia´vel de controlo neste sistema e´ a pressa˜o parcial de mono´xido de carbono (YCO), o que
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corresponde a` probabilidade de depositar um mono´mero. A probabilidade de depositar
uma mole´cula de oxige´nio (d´ımero) e´ dada por YO=1-YCO.
4.1.2 Transic¸o˜es de Fase
O estudo das transic¸o˜es de fase, tanto em termos teo´ricos como experimentais, remonta
desde o in´ıcio do se´culo XIX. O primeiro a estudar transic¸o˜es de fase de primeira ordem foi
Andrews em 1869, introduzindo o conceito de condensac¸a˜o de um ga´s atrave´s do aumento
de pressa˜o. No entanto, somente com J. D. van der Waals e´ que se conseguiu uma teoria
capaz de prever as transic¸o˜es de fase, resultando na conhecida equac¸a˜o de estado de van
der Waals [86].
O modelo de ZGB e´ muito importante para se entender o feno´meno das transic¸o˜es de
fase, pois apresenta duas transic¸o˜es de fase dinaˆmicas. Neste caso, chamam-se transic¸o˜es
de fase dinaˆmicas pois estamos a considerar um sistema fora do equil´ıbrio o qual na˜o e´
definido por um Hamiltoniano, devendo diferenciar por isso, estas transic¸o˜es de fase, das
transic¸o˜es de fase de sistemas no equil´ıbrio termodinaˆmico. O valor dos pontos cr´ıticos das
transic¸o˜es de fase e´ conhecido com bastante precisa˜o, devendo-se a` realizac¸a˜o de estudos,
usando o me´todo de Monte Carlo [28, 87], ou teoria de campo me´dio [88].
Um aspecto interessante deste modelo, para o estudo de transic¸o˜es de fase, e´ o facto
de uma das transic¸o˜es ser de primeira ordem e a outra ser de segunda ordem. A diferenc¸a
entre uma transic¸a˜o de fase de primeira ordem e uma de segunda ordem e´ o facto de que a
as transic¸o˜es de fase de primeira ordem ocorrem de forma descont´ınua, e as transic¸o˜es de
fase de segunda ordem ocorrem de forma cont´ınua. Neste modelo em estudo, a transic¸a˜o
de fase de segunda ordem encontra-se em valores de Y
(1)
CO ≃0.389, e a transic¸a˜o de fase de
primeira ordem encontra-se em Y
(2)
CO ≃0.525 (ver Figura 4.2) [27].
Com o aumento da varia´vel YCO, a transic¸a˜o de fase de segunda ordem corresponde a`
passagem de um estado dominado pela presenc¸a de oxige´nio no sistema para um estado
reactivo. A transic¸a˜o de fase de primeira ordem, que vai ser a transic¸a˜o mais estudada no
nosso caso, consiste numa passagem do estado reactivo para um estado completamente
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Figura 4.2: Diagrama de fases, representando as transic¸o˜es de fase presentes no modelo
de Ziff-Gulari-Barshad.
envenenado por mono´xido de carbono (ver Figura 4.3).
Figura 4.3: Imagens do sistema antes e depois da transic¸a˜o de fase de primeira ordem.
4.2 Substrato Com Impurezas
A introduc¸a˜o de impurezas e´ de grande interesse industrial, pois existe uma grande
dificuldade em obter sistemas limpos. Por esse motivo, analisou-se a influeˆncia das impu-
rezas na dinaˆmica do sistema e o impacto que elas podem ter na distribuic¸a˜o dos reagentes
no substrato e na eficieˆncia do catalisador. As impurezas va˜o ser mono´meros inertes dis-
tribu´ıdos aleatoriamente no substrato. Esses mono´meros podem corresponder a outros
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a´tomos que na˜o reagem mas bloqueiam o lugar na rede (por exemplo Pb) [89], ou a de-
feitos no substrato que impedem a deposic¸a˜o dos reagentes [90]. No entanto, mesmo do
ponto de vista estritamente fundamental, o estudo do efeito do bloqueamento aleato´rio
da superf´ıcie na˜o esta´ bem documentado na literatura.
4.2.1 Modelo Ziff-Gulari-Barshad com Impurezas Inertes
Como ja´ foi dito, para simular o aparecimento de impurezas no sistema, introduzimos
mono´meros inertes no substrato [91, 92, 93, 94, 95, 96, 97, 98]. Estas part´ıculas sa˜o
introduzidas aleatoriamente na superf´ıcie com uma determinada cobertura θi, mantendo-
se imo´veis durante a dinaˆmica. Se um reagente tentar depositar num lugar contendo uma
impureza, a tentativa falha e o mesmo mante´m-se na fase gasosa (ver Figura 4.4). Neste
sistema, na˜o existe nenhuma reacc¸a˜o entre as impurezas e os reagentes adsorvidos no
substrato. Esta aproximac¸a˜o corresponde ao limite de fraca interacc¸a˜o dos contaminantes
com os reagentes. O que significa que a impureza ao bloquear a deposic¸a˜o de reagentes,
tambe´m bloqueia as diferentes reacc¸o˜es que poderiam ocorrer.
a) Monomeros
b) Dimeros
Figura 4.4: Esquema com as regras do modelo ZGB com impurezas inertes.
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4.2.2 Transic¸o˜es de Fase num Substrato com Impurezas
A influeˆncia das impurezas na dinaˆmica do sistema e´ bastante relevante, tendo funda-
mental impacto nas transic¸o˜es de fase dinaˆmicas que o modelo original de ZGB apresenta.
Neste caso, a sua influeˆncia e´ distinta consoante o tipo de transic¸a˜o de fase. No caso da
transic¸a˜o de fase de segunda ordem, a posic¸a˜o do ponto de transic¸a˜o e´ pouco afectada
com a inclusa˜o de impurezas no substrato. Por contraste, na transic¸a˜o de fase de primeira
ordem a influeˆncia das impurezas e´ significativa, modificando ale´m da posic¸a˜o do ponto
de transic¸a˜o, a ordem da transic¸a˜o de fase dinaˆmica (ver Figura 4.5).
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Figura 4.5: Diagrama com a transic¸a˜o de fase dinaˆmica de primeira ordem para 3 valores
diferentes de cobertura de impurezas, 0%, 5% e 10%. Podemos observar o desvio no ponto
de transic¸a˜o, e o aparecimento de uma transic¸a˜o de fase mais suave com o aumento da
cobertura de impurezas.
A alterac¸a˜o da ordem da transic¸a˜o de fase dinaˆmica no modelo de ZGB e´ comum para
outras variantes do mesmo, tais como, a introduc¸a˜o do mecanismo de desadsorc¸a˜o [99],
o mecanismo de Eley-Rideal [100], ou deposic¸a˜o num substrato fractal [101]. Em todas
estas variantes do modelo de ZGB, como na introduc¸a˜o de impurezas aleatoriamente
distribu´ıdas no substrato, temos uma passagem de uma transic¸a˜o de fase dinaˆmica de
primeira ordem para uma transic¸a˜o de fase dinaˆmica de segunda ordem. O valor de
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percentagem de impurezas θi para o qual a transic¸a˜o de fase de primeira ordem e´ convertida
numa de segunda ordem e´ considerado na literatura como sendo por volta dos 8% [89],
mais precisamente nos 7,8% [91].
O facto da posic¸a˜o da transic¸a˜o de fase de primeira ordem ser modificada com a intro-
duc¸a˜o de impurezas, e´ facilmente explica´vel. Esta alterac¸a˜o deve-se a um favorecimento
da adsorc¸a˜o de mono´xido de carbono no substrato em relac¸a˜o ao oxige´nio. Esse favore-
cimento e´ devido a um aumento de tentativas de adsorc¸a˜o de d´ımeros falhadas devido
a` interacc¸a˜o de volume exclu´ıdo no caso do oxige´nio, relativamente a`s de mono´xido de
carbono, aonde este somente necessita de um lugar vago na rede para adsorver (tal como
podemos ver na Figura 4.4).
O ponto cr´ıtico, no qual ocorre a transic¸a˜o de fase de primeira ordem, decresce line-
armente com a cobertura de impurezas (ver Figura 4.6). Foi apresentada por Lorenz e
outros [90], a equac¸a˜o, Y
(2)
CO = −0.307θi + 0.5261, que corresponde a uma regressa˜o li-
near da posic¸a˜o da transic¸a˜o de fase em func¸a˜o da cobertura de impurezas e para a qual
obstemos confirmac¸a˜o atrave´s das simulac¸o˜es realizadas.
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Figura 4.6: Gra´fico dos pontos de transic¸a˜o de fase Y
(2)
CO em func¸a˜o da cobertura de
impurezas.
Uma poss´ıvel explicac¸a˜o para o facto da transic¸a˜o de fase de primeira ordem se trans-
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formar numa transic¸a˜o de fase de segunda ordem foi dada por Hovi e outros [89], argu-
mentando a transformac¸a˜o da transic¸a˜o de fase com base no facto das impurezas estarem
aleatoriamente distribu´ıdas no substrato. Para confirmar a sua tese, simularam a situac¸a˜o
de impurezas regularmente distribu´ıdas no substrato e verificaram que a transic¸a˜o de fase
continuava a ser de primeira ordem.
4.3 Estudo da Correlac¸a˜o Temporal
4.3.1 Motivac¸a˜o
Em modelos estoca´sticos, que apresentem transic¸o˜es de fase dinaˆmicas, como e´ o caso
do modelo de Ziff-Gulari-Barshad, e´ importante ter em atenc¸a˜o as correlac¸o˜es presentes
na cine´tica do sistema. Sendo estas correlac¸o˜es simultaneamente espaciais e temporais.
Assim, um tal estudo justifica-se por va´rios motivos. A t´ıtulo de exemplo, refira-se a
necessidade de realizar um estudo sobre as correlac¸o˜es temporais, o qual adve´m da preo-
cupac¸a˜o de se ter medic¸o˜es realizadas ao longo do tempo descorrelacionadas. Isso significa,
que se deve ter em atenc¸a˜o aos intervalos de tempo em que se deve realizar uma medic¸a˜o
ao sistema sem esta ser influenciada pelo estado do mesmo na medic¸a˜o anterior. Um tal
tratamento existe para modelos que evoluam por estados de equil´ıbrio termodinaˆmico.
No entanto, para modelos cine´ticos irrevers´ıveis, tal estudo, tem sido menos abordado e
certamente na˜o conte´m um corpo teo´rico desenvolvido ao mesmo n´ıvel dos sistemas no
equil´ıbrio. Em particular, o modelo de ZGB, possui transic¸o˜es de fase dinaˆmicas, para
as quais na˜o existem estudos cred´ıveis dos tempos de correlac¸a˜o junto a`s probabilidades
cr´ıticas das mesmas.
Verifica-se neste modelo, que um estado de equil´ıbrio dinaˆmico e´ somente atingido apo´s
algum tempo. Tal estado de equil´ıbrio dinaˆmico implica, em particular, que as coberturas
me´dias dos reagentes na superf´ıcie se mantenham constantes ao longo do tempo. Note-se
que so´ faz sentido falar de estados de equil´ıbrio dinaˆmico no intervalo compreendido pelas
duas transic¸o˜es de fase dinaˆmicas. Fora deste intervalo, o sistema encontra-se envenenado,
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ou por mono´xido de carbono ou por oxige´nio. A t´ıtulo de exemplo, torna-se crucial a
definic¸a˜o objectiva de crite´rios para a determinac¸a˜o do intervalo de tempo necessa´rio para
que o sistema atinja um estado de equil´ıbrio dinaˆmico.
Tal caracterizac¸a˜o do intervalo de tempo necessa´rio para o sistema atingir o equil´ıbrio
dinaˆmico, esta´ representada na Figura 4.7. Estes gra´ficos sa˜o obtidos atrave´s do estudo
da evoluc¸a˜o da cobertura, dos dois reagentes, ao longo do tempo. A partir do momento
em que a cobertura me´dia dos reagentes se mante´m constante, podemos considerar que
o sistema atingiu um equil´ıbrio dinaˆmico. Neste caso, pode-se observar que o tempo
necessa´rio para que o sistema entre em equil´ıbrio dinaˆmico e´ maior, quanto mais pro´ximo
o sistema se encontrar das transic¸o˜es de fase dinaˆmicas. No caso da transic¸a˜o de fase de
primeira ordem, a cobertura de mono´xido de carbono e´ mais influenciada do que a de
oxige´nio. Para valores de YCO pro´ximos da transic¸a˜o de fase de segunda ordem, o tempo
necessa´rio para atingir o equil´ıbrio dinaˆmico e´ maior para a cobertura de oxige´nio. A partir
dos gra´ficos da Figura 4.7 obtemos o intervalo de tempo necessa´rio ate´ atingir o equil´ıbrio,
e consequentemente o tempo para o qual se iniciam as medic¸o˜es das propriedades do
mesmo.
Apesar do sistema estar em equil´ıbrio dinaˆmico, continuam a existir correlac¸o˜es tem-
porais, e e´ necessa´rio conheceˆ-las para se poder efectuar medic¸o˜es que estejam completa-
mente descorrelacionadas. De seguida apresenta-se um me´todo para realizar um estudo
das correlac¸o˜es temporais na dinaˆmica do sistema.
4.3.2 Me´todo
Para se estudar a correlac¸a˜o temporal presente na cine´tica do sistema, e´ necessa´rio
acompanhar a evoluc¸a˜o das part´ıculas presentes. Ao medir-se desta forma a correlac¸a˜o
temporal do sistema, consegue-se estimar para que intervalos de tempo se torna poss´ıvel
realizar duas medic¸o˜es ao sistema completamente independentes. Para tal, utiliza-se um
me´todo (ver Figura 4.8) o qual consiste em seguir a lista de part´ıculas presentes no sis-
tema num dado intervalo de tempo. Sempre que alguma part´ıcula reagir e desadsorver
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Figura 4.7: Gra´ficos da cobertura em func¸a˜o do tempo para 3 valores de cobertura de
impurezas, 0%, 5% e 10%. Para cada um desses valores, apresentam-se 3 valores de fracc¸a˜o
de mono´xido de carbono, YCO ≃ Y (1)CO, Y (1)CO < YCO < Y (2)CO, YCO ≃ Y (2)CO.
do substrato, ela e´ retirada da lista. Este processo e´ repetido ate´ se remover 90% das
part´ıculas da lista. Ao longo deste processo va˜o se guardando os tempos para va´rios valo-
res da percentagem de part´ıculas da lista inicial, podendo realizar um estudo da evoluc¸a˜o
temporal dessa mesma lista.
4.3.3 Resultados
Utilizando o me´todo previamente descrito, mediu-se o tempo de correlac¸a˜o para siste-
mas de diferentes tamanhos. Realizaram-se medic¸o˜es em sistemas de tamanho 100× 100,
200 × 200 e 400 × 400 s´ıtios da rede. Para estes tamanhos, estudaram-se diferentes co-
berturas de impurezas, e um nu´mero alargado de configurac¸o˜es iniciais das mesmas. Este
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Figura 4.8: Esquema do funcionamento do algoritmo de medic¸a˜o da correlac¸a˜o temporal
do sistema. Inicia-se com uma lista da posic¸a˜o das part´ıculas de um determinado reagente,
e a` medida que reagem elas sa˜o retiradas da lista e substitu´ıdas pelas part´ıculas no fundo
da lista.
u´ltimo deve-se a que a evoluc¸a˜o do sistema e´ consideravelmente dependente da distri-
buic¸a˜o inicial das impurezas no substrato, o que se pode verificar se se analisar o desvio
padra˜o correspondente a` me´dia dos tempos de correlac¸a˜o. Analisou-se a evoluc¸a˜o de uma
lista de part´ıculas de mono´xido de carbono, tal como podemos ver na Figura 4.9. Neste
caso, apresentam-se os resultados de simulac¸o˜es num sistema de 400× 400 s´ıtios de rede,
para coberturas de impurezas de 0%, 5%, 7,8% e 10%, com 500 configurac¸o˜es iniciais de
impurezas, e para cada configurac¸a˜o realizaram-se 10 medic¸o˜es.
Para se analisar o decaimento no tamanho da lista inicial em func¸a˜o do tempo na
Figura 4.9, e´ necessa´rio conhecer que tipo de func¸a˜o caracteriza esse decaimento do nu´mero
de part´ıculas na lista. Sendo assim, aplicou-se um duplo logaritmo no eixo das ordenadas
e um simples logaritmo no eixo das abcissas, tal como podemos ver na Figura 4.9. Pode-
se observar enta˜o na Figura 4.9, que o decaimento da lista inicial e´ constitu´ıdo por dois
regimes distintos, um para tempos iniciais e outro para tempos longos. Para se conhecer o
tipo de decaimento a que corresponde cada um dos regimes, e´ necessa´rio calcular cada um
dos declives, para se determinar a func¸a˜o correspondente. Como no eixo dos yy calcula-se
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o logaritmo duas vezes, uma recta nestes gra´ficos corresponde a uma func¸a˜o N(t) do tipo
exponencial estendida,
N(t) = N0e
− t
β
ea , (4.1)
comN a corresponder ao nu´mero de part´ıculas na lista,N0 ao nu´mero de part´ıculas iniciais
e t ao tempo. A partir desta func¸a˜o podemos chegar a`s equac¸o˜es de recta presentes nos
gra´ficos da Figura 4.9 vindo,
ln
(
− ln
(
N(t)
N0
))
= β ln(t)− a. (4.2)
Podemos determinar as rectas de regressa˜o linear correspondentes ao primeiro regime,
na Figura 4.9. A partir do declive das rectas de regressa˜o linear, obtemos o valor de β na
equac¸a˜o 4.1.
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Figura 4.9: Gra´fico de correlac¸a˜o temporal com as rectas de regressa˜o linear para o pri-
meiro regime de decaimento.
Deste modo, podemos definir o regime de correlac¸a˜o temporal para tempos curtos, tal
como se pode ver na tabela 4.1. Pode-se assim verificar que o declive e´ aproximadamente
1, o que leva a concluir que o decaimento e´ do tipo exponencial.
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Tabela 4.1: Rectas de regressa˜o linear para o regime de correlac¸a˜o temporal para tempos
curtos.
Cobertura de Impurezas (%) Ordenada na origem a Declive β Decaimento
0 0.23 = 1.0 Exponencial
5 1.45 ≃ 1.0 Exponencial
7.8 1.85 ≃ 1.0 Exponencial
10 2.2 ≃ 1.0 Exponencial
Para tempos longos, o sistema encontra-se num regime de decaimento distinto, em
que ja´ na˜o se comporta como um decaimento exponencial, mas sim com uma exponencial
estendida. O sistema sem impurezas na˜o apresenta este segundo regime de decaimento.
Ao determinar as rectas de regressa˜o linear para tempos longos, como se fez anteriormente,
calcula-se o declive destas, e, uma vez mais, obtemos o expoente β. Podemos observar as
rectas de regressa˜o na Figura 4.10. Os valores calculados de β encontram-se na tabela 4.2,
podendo assim verificar o tipo de decaimento pelo qual este regime de correlac¸a˜o temporal
se rege.
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Figura 4.10: Gra´fico de correlac¸a˜o temporal com as rectas de regressa˜o linear para o
segundo regime de decaimento.
Verificando estes dois regimes de correlac¸a˜o temporal, caracterizados por decaimentos
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Tabela 4.2: Rectas de regressa˜o linear para o regime de correlac¸a˜o temporal para tempos
longos.
Cobertura de Impurezas (%) Ordenada na origem a Declive β Decaimento
0 - - Na˜o Apresenta
5 1.1 0.30 Exponencial Estendida
7.8 1.5 0.33 Exponencial Estendida
10 1.7 0.34 Exponencial Estendida
distintos, e´ necessa´rio encontrar uma explicac¸a˜o para os diferentes valores de β. O pri-
meiro regime que corresponde a um decaimento exponencial, corresponde a` eliminac¸a˜o,
por reacc¸a˜o, atrave´s do mecanismo de Langmuir-Hinshelwood, de part´ıculas constituin-
tes de agregados pequenos ou pertencentes ao per´ımetro de um agregado grande. Numa
primeira aproximac¸a˜o, e para tempos curtos, podemos afirmar que as part´ıculas direc-
tamente expostas para reacc¸a˜o sa˜o em nu´mero Np. Essas Np part´ıculas que esta˜o mais
desprotegidas, va˜o ser facilmente consumidas, de tal forma que:
dNp
dt
= −e−aNp, (4.3)
visto que a taxa a que ocorre o deplumar destas part´ıculas e´ proporcional ao seu nu´-
mero. Podemos justificar essa afirmac¸a˜o com ajuda da Figura 4.11, onde a evoluc¸a˜o ao
longo de um passo de Monte Carlo corresponde aproximadamente ao fim do primeiro
regime. Podemos observar que, durante esse primeiro passo de Monte Carlo, os agrega-
dos mais pequenos desapareceram. O segundo regime de correlac¸a˜o temporal tem um
decaimento distinto, devido ao facto das part´ıculas sobrantes pertencerem ao interior de
agregados de maior tamanho, dificultando o acto de as eliminar por reacc¸a˜o, tal como
podemos observar na Figura 4.11. Sendo assim, e´ necessa´rio esperar por uma escala de
tempo significativamente mais longa para que as part´ıculas no interior dos agregados rea-
jam. Este processo necessita da conjugac¸a˜o de duas situac¸o˜es, nomeadamente que as novas
part´ıculas na periferia dos agregados de maior tamanho sejam elas mesmas deplumadas
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do agregado, e que as part´ıculas originais no interior do agregado tenham oportunidade de
reagir. As iterac¸o˜es consecutivas de reacc¸a˜o das part´ıculas originais a que denominamos
de deplumar do agregado, teˆm escalas de tempo significativas mais longas das do primeiro
regime.
Na tabela 4.2, tambe´m se pode verificar que β aumenta com a cobertura de impurezas.
A justificac¸a˜o para uma diferenc¸a nos declives, deve-se ao facto que os agregados para
sistemas com percentagem de impurezas maiores se tornam mais ramificados, tal como
vamos ver na secc¸a˜o seguinte, sendo mais facilmente consumidos (deplumados).
Estas ana´lises, tambe´m foram efectuadas a`s part´ıculas de oxige´nio, e observou-se, por
contraste com o mono´xido de carbono, de que apresentam um u´nico regime de correlac¸a˜o,
tal como podemos ver na Figura 4.12. Neste caso o decaimento e´ somente exponencial,
devido aos agregados de oxige´nio serem muito ramificados, e assim, serem facilmente
consumidos.
4.4 Estudo dos Aglomerados de Part´ıculas
4.4.1 Motivac¸a˜o
A eficieˆncia de um catalisador depende de um nu´mero elevado de paraˆmetros, tais
como temperatura, pressa˜o, os paraˆmetros dependentes da geometria do reactor e os
relativos a` contaminac¸a˜o da superf´ıcie catal´ıtica. No equil´ıbrio dinaˆmico, tal como referido
anteriormente, a geometria dos agregados formados pelos reagentes tem uma influeˆncia
decisiva na produc¸a˜o de dio´xido de carbono, isto e´, na eficieˆncia da reacc¸a˜o catal´ıtica.
Na base desta afirmac¸a˜o esta´, por exemplo, o facto da existeˆncia de agregados de grandes
dimenso˜es e compactos levar a uma diminuic¸a˜o na produc¸a˜o de dio´xido de carbono, devido
a`s reacc¸o˜es se darem somente nos per´ımetros dos mesmos [102]. E´ desta forma relevante
um estudo da caracterizac¸a˜o dos aglomerados de reagentes presentes no sistema.
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t= 0 MCS t= 1 MCS t= 997 MCS Tempo Final
Figura 4.11: Imagens do sistema para tempos e cobertura de impurezas diferentes. De
cima para baixo temos sucessivamente 0%, 5%, 7.8% e 10% de cobertura de impurezas. O
oxige´nio e as impurezas sa˜o as part´ıculas de cor vermelha e preta respectivamente. No caso
do mono´xido de carbono, as part´ıculas verdes correspondem ao mono´xido de carbono que
ainda na˜o foi retirado da lista inicial, e o azul corresponde novas part´ıculas de mono´xido
de carbono no sistema.
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Figura 4.12: Gra´fico de correlac¸a˜o temporal para os a´tomos de oxige´nio.
4.4.2 Modelo e Simulac¸a˜o
O estudo consiste na ana´lise da estat´ıstica dos aglomerados dos dois tipos de reagentes
presentes no modelo de ZGB. Para uma eficiente medic¸a˜o dos agregados, em termos
computacionais, utilizou-se o algoritmo de Hoshen-Kopelmann [66] (ver secc¸a˜o 3.2.5), e
considerou-se apenas agregados formados por primeiros vizinhos.
O esquema da ana´lise dos agregados, utilizado neste estudo, esta´ exemplificado na
Figura 4.13. Como podemos ver, a ana´lise dos agregados dos reagentes, entra em linha
de conta com o per´ımetro reactivo destes e o nu´mero de ligac¸o˜es que estes formam com
impurezas. Tal estrate´gia apoia-se no facto das reacc¸o˜es acontecerem ao longo do per´ıme-
tro (reactivo) do agregado, a qual da´ relevaˆncia a este tipo de medic¸o˜es para um melhor
entendimento de como os agregados contribuem para a produc¸a˜o de dio´xido de carbono.
No caso das impurezas, tambe´m e´ relevante saber a influeˆncia destas na distribuic¸a˜o dos
reagentes na superf´ıcie.
As simulac¸o˜es do modelo incidiram principalmente junto a` transic¸a˜o de fase de primeira
ordem, pois e´ aonde o sistema e´ mais activo em termos catal´ıtico ale´m de ser de interesse
cient´ıfico fundamental. Foram realizadas simulac¸o˜es de redes quadradas de 100 × 100,
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Figura 4.13: Esquema da medic¸a˜o dos agregados de reagentes pelo algoritmo de Hoshen-
Kopelmann. Observamos dois agregados, um de mono´xido de carbono e outro de oxige´nio.
A medic¸a˜o do per´ımetro reactivo, corresponde ao nu´mero de ligac¸o˜es ao per´ımetro onde
se pode dar uma reacc¸a˜o, isto e´, que possam reagir. A contabilizac¸a˜o de impurezas junto
ao agregado, tambe´m e´ feita consoante o nu´mero de ligac¸o˜es do agregado a`s impurezas.
200×200 e 400×400 s´ıtios de rede nos quais se deixou atingir o equil´ıbrio dinaˆmico antes
de se comec¸ar a realizar medic¸o˜es. Foram tambe´m realizadas medic¸o˜es para diferentes
configurac¸o˜es iniciais do sistema, devido a` distribuic¸a˜o de impurezas no substrato limpo
ter uma grande influeˆncia na dinaˆmica do modelo.
4.4.3 Resultados
Func¸o˜es de Distribuic¸a˜o
Tal como se falou anteriormente, o modelo original de Ziff-Gulari-Barshad, apresenta
duas transic¸o˜es de fase dinaˆmicas. Apresenta uma transic¸a˜o de fase dinaˆmica de segunda
ordem no ponto de saturac¸a˜o de oxige´nio, e uma transic¸a˜o de fase dinaˆmica de primeira
ordem no ponto de saturac¸a˜o de mono´xido de carbono. Tanto a transic¸a˜o de fase de
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primeira ordem [103, 104, 105], como a transic¸a˜o de fase de segunda ordem [106, 105, 107]
foram abordadas de diferentes modos na literatura. Apesar de todo este esforc¸o, ha´
caracter´ısticas destas transic¸o˜es de fase dinaˆmicas que continuam por se entender.
Ao se introduzir impurezas no modelo de ZGB, tal como se referiu anteriormente, a
partir de um certo valor de cobertura de impurezas no sistema, a transic¸a˜o de fase de
primeira ordem transforma-se numa transic¸a˜o de fase de segunda ordem. Na literatura,
o valor dessa transic¸a˜o e´ considerado ser para coberturas de impurezas na ordem de 8%
[90, 91, 89].
O me´todo de medic¸a˜o de agregados para estudar o modelo de ZGB ja foi utilizado
anteriormente por Kolb e Boudeville [102], mas a sua aplicac¸a˜o na caracterizac¸a˜o das
transic¸o˜es de fase na˜o foi desenvolvida. Nesse trabalho, a ana´lise de agregados, foi mais
aplicada ao estudo das propriedades percolativas dos mesmos. Foi encontrado assim, um
ponto de transic¸a˜o, em termos de fracc¸a˜o de mono´xido de carbono, para o qual deixam
de existir agregados percolativos de oxige´nio no sistema. Esse ponto de transic¸a˜o Y PCO
vale 0.51. A importaˆncia do conhecimento desse ponto de transic¸a˜o, deve-se ao facto de
que as medic¸o˜es de agregados de oxige´nio junto a` transic¸a˜o de fase de segunda ordem,
sa˜o dominadas por agregados com densidades substancialmente acima dos percolativos,
que obviamente percolam o sistema, e afectam significativamente as func¸o˜es de distribui-
c¸a˜o de tamanhos dos agregados. Nestas condic¸o˜es, o sistema deixa de conter agregados
de pequeno tamanho, logo as func¸o˜es de distribuic¸a˜o deixam de ser relevantes na sua
ana´lise. Assim sendo, a ana´lise dos agregados de oxige´nio, para caracterizar a transic¸a˜o
de fase de segunda ordem, foi realizada para valores de fracc¸a˜o de mono´xido de carbono
correspondente a` transic¸a˜o para agregados percolativos de oxige´nio, nomeadamente para
Y PCO ≃ 0.51.
Podemos observar na Figura 4.14 as diferenc¸as nas func¸o˜es de distribuic¸a˜o para os
dois tipos de agregados. No caso dos agregados de oxige´nio para valores mais pro´ximos
da transic¸a˜o de fase para agregados de oxige´nio percolativos, podemos observar que a
func¸a˜o de distribuic¸a˜o de tamanhos segue uma lei de poteˆncia, o que significa que podemos
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encontrar agregados de todos os tamanhos, encontrando tambe´m agregados com tamanhos
da mesma ordem de grandeza da do tamanho do sistema. No caso do sistema junto a`
transic¸a˜o de fase de primeira ordem, os agregados de mono´xido de carbono continuam a
ter tamanhos bastante reduzidos, fazendo com a que a func¸a˜o de distribuic¸a˜o de tamanhos
tenha um decaimento exponencial. Tal significa que na˜o se consegue encontrar agregados
com dimenso˜es da mesma ordem de grandeza do sistema.
a) b)
 1e−08
 1e−07
 1e−06
 1e−05
 1e−04
 0.001
 0.01
 0.1
 1
 1  10  100  1000  10000  100000
Fr
eq
uê
nc
ia
Tamanho
O2
CO
 1e−08
 1e−07
 1e−06
 1e−05
 1e−04
 0.001
 0.01
 0.1
 1
 1  10  100  1000  10000  100000
Fr
eq
uê
nc
ia
Tamanho
O2
CO
Figura 4.14: Gra´ficos logar´ıtmicos na horizontal e vertical das func¸o˜es de distribuic¸a˜o de
tamanhos de agregados, para um sistema de tamanho 800×800 s´ıtios de rede. Os valores
de fracc¸a˜o de mono´xido de carbono sa˜o (a) YCO = 0.51 e (b) YCO = 0.525.
Para se afirmar, de forma perempto´ria, que a func¸a˜o de distribuic¸a˜o de tamanhos
dos agregados de mono´xido de carbono obedece a um decaimento exponencial, torna-se
necessa´rio realizar um estudo de tamanho finito, para se poder comprovar que o tamanho
dos agregados na˜o escala com o tamanho do sistema. Tal estudo foi, de facto, realizado e
esta´ sumariado na Figura 4.15, onde se comprova um decaimento exponencial da func¸a˜o
de distribuic¸a˜o dos tamanhos dos agregados.
Podemos enta˜o concluir que existe uma diferenc¸a considera´vel entre uma transic¸a˜o
de fase de primeira ordem e uma de segunda ordem no que concerne a`s distribuic¸o˜es de
tamanho dos agregados dos reagentes que va˜o dominar o sistema na transic¸a˜o. No caso
das transic¸o˜es de fase de segunda ordem temos uma distribuic¸a˜o de tamanhos que obedece
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Figura 4.15: Func¸o˜es de distribuic¸a˜o de tamanho de agregados numa escala logar´ıtmica,
para 0% de cobertura de impurezas. Os tamanhos do sistema sa˜o de 100×100, 400×400,
800× 800, 1600× 1600 e 3200× 3200.
a uma lei de poteˆncia, pois existem agregados com tamanhos da ordem da dimensa˜o do
sistema, e no caso da transic¸a˜o de fase de primeira ordem temos uma distribuic¸a˜o de
tamanhos que obedece a um decaimento exponencial, pois os agregados a´ı presentes sa˜o
de tamanho relativamente pequeno e pouco correlacionados.
Considerando essas caracter´ısticas que diferenciam as transic¸o˜es de fase de primeira
ordem das transic¸o˜es de fase de segunda ordem, podemos aplicar o mesmo tipo de ana´-
lise para caracterizar a transformac¸a˜o que ocorre na transic¸a˜o de fase de primeira ordem
quando a cobertura de impurezas no sistema aumenta. Desta forma, analisou-se a distri-
buic¸a˜o de tamanhos para diferentes coberturas de impurezas no sistema, considerando-se
a fracc¸a˜o de mono´xido de carbono imediatamente antes do valor para o qual temos o
sistema completamente envenenado por mono´xido de carbono.
Podemos observar a forma das func¸o˜es de distribuic¸a˜o para diferentes coberturas de
impurezas na Figura 4.16. Verifica-se neste caso, que a func¸a˜o de distribuic¸a˜o passa a
obedecer a uma lei de poteˆncia por volta de 3% de impurezas. Esse facto leva a concluir
que a transic¸a˜o de fase de primeira ordem transforma-se numa transic¸a˜o de fase de segunda
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ordem para coberturas de impurezas na ordem de 3%, e na˜o nos 7.8% tal como e´ afirmado
na literatura [91].
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Figura 4.16: Func¸o˜es de distribuic¸a˜o de tamanho de agregados numa escala logar´ıtmica.
O tamanho do sistema e´ de 400× 400, e representam as coberturas de impurezas de 0%,
2%, 3%, 4%, 5%, 7.8% e 10%.
Distribuic¸a˜o de Impurezas
Um segundo estudo realizado ao sistema, utilizando o algoritmo de Hoshen-Kopelman,
relaciona-se com a contagem do nu´mero de ligac¸o˜es a impurezas que cada agregado apre-
senta. Pode-se verificar na Figura 4.17 que o nu´mero de ligac¸o˜es a impurezas e´ directa-
mente proporcional ao tamanho do agregado. Pode-se tambe´m observar que o nu´mero de
ligac¸o˜es de impurezas aos agregados de mono´xido de carbono e´ superior aos de oxige´nio,
devido ao facto destas tenderem a bloquear mais frequentemente a deposic¸a˜o de oxige´nio
por este necessitar de dois lugares na rede.
Como se pode ver na Figura 4.17, o declive das rectas aumenta proporcionalmente
com o aumento da cobertura de impurezas. Realizou-se a ana´lise do declive das rectas, o
qual corresponde ao nu´mero de ligac¸o˜es a impurezas por unidade de a´rea de agregados,
func¸a˜o da cobertura de impurezas. Apresentamos, assim, na Figura 4.18 o suma´rio deste
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Figura 4.17: Nu´mero de ligac¸o˜es de impurezas a agregados de a) CO e b) O2. As rectas
correspondem a coberturas de impurezas de 1%, 2%, 3%, 4%, 5%, 7%, 7.8% e 10%, a
contar de baixo para cima.
estudo num gra´fico do nu´mero de ligac¸o˜es de impurezas a agregados por unidade de a´rea
destes em func¸a˜o da cobertura de impurezas.
Da Ana´lise dos gra´ficos da Figura 4.18, observa-se que o nu´mero de ligac¸o˜es a impu-
rezas por unidade a´rea dos agregados de mono´xido de carbono em func¸a˜o da cobertura
de impurezas, afasta-se do comportamento linear, isto e´, na˜o apresenta uma proporcio-
nalidade directa como se antevia. Uma ana´lise mais cuidada, Figura 4.18(b), revela um
comportamento em lei de poteˆncia do tipo,
NI
sa
= aθαi , (4.4)
onde NI e´ o nu´mero de ligac¸o˜es a impurezas, sa o tamanho do agregado, a uma constante,
θi a cobertura de impurezas no sistema e α o expoente da lei de poteˆncia. A recta de
regressa˜o linear da func¸a˜o do gra´fico da Figura 4.4(b), da´-nos os valores de a ≃ 3.7 e
α ≃ 0.8.
Cap´ıtulo 4. Reagentes Imo´veis 70
a) b)
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0  0.02  0.04  0.06  0.08  0.1
N
I/s
a
Cobertura de Impurezas
CO
O2
 0.01
 0.1
 1
 0.01  0.1
N
I/s
a
Cobertura de Impurezas
CO
O2
Figura 4.18: Gra´fico do nu´mero de ligac¸o˜es a agregados por unidade de a´rea dos mesmos
em func¸a˜o da cobertura de impurezas. O gra´fico a) corresponde a uma escala linear e o
gra´fico b) a uma escala logar´ıtmica.
Cap´ıtulo 5
Oscilac¸o˜es na Oxidac¸a˜o de Mono´xido
de Carbono em Pala´dio (110)
5.1 Revisa˜o dos estudos da oxidac¸a˜o de CO em Pd(110)
5.1.1 Estado da arte
As reacc¸o˜es de oxidac¸a˜o em metais, e em particular no pala´dio, podem levar a feno´-
menos muito interessantes. Como se referiu no Cap´ıtulo 2, as oscilac¸o˜es em reacc¸o˜es de
oxidac¸a˜o sa˜o um tema de grande interesse cient´ıfico e tecnolo´gico [33, 43, 34]. Avanc¸os
significativos no estudo das oscillac¸o˜es em pala´dio, foram devidos a` evoluc¸a˜o nas te´cnicas
de caracterizac¸a˜o das superf´ıcies dos catalizadores e das reacc¸o˜es [41, 42, 108, 18, 109,
110, 111, 112, 113].
As oscilac¸o˜es na oxidac¸a˜o de mono´xido de carbono em pala´dio foram primeiramente
observadas a altas presso˜es (pressa˜o atmosfe´rica) [114], sendo que a explicac¸a˜o destas
oscilac¸o˜es esteja relacionada com a oxidac¸a˜o e reduc¸a˜o daquele. Este mecanismo tambe´m
esta´ presente no Pd(110), mas somente a altas presso˜es, pois que a baixas presso˜es (< 1
mbar) encontramos outros mecanismos relevantes responsa´veis pelas oscilac¸o˜es [115].
A baixas presso˜es, o mecanismo que permite explicar as oscilac¸o˜es observadas durante
a oxidac¸a˜o de mono´xido de carbono em Pd(110) e´, como se referiu na Secc¸a˜o 2.4.3, a
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passagem de oxige´nio adsorvido para camadas inferiores do substrato [116, 33].
Este sistema, com a inclusa˜o de oxige´nio de subcamada, tem sido estudado por dife-
rentes me´todos teo´ricos e computacionais. Foram realizados ca´lculos do sistema em teoria
de campo me´dio [117, 118, 34], que conseguem reproduzir resultados experimentais para
algumas condic¸o˜es. Em termos computacionais, existem trabalhos realizados por Teoria
dos Funcionais de Densidade [119], ab initio [120] e atrave´s de me´todos de Monte Carlo
[2, 50, 121, 46, 122, 123].
No presente trabalho, aplicou-se o me´todo de Monte Carlo cine´tico, apresentado na
Secc¸a˜o 3.3, para o estudo deste sistema. No referente aos casos estudados na literatura,
este estudo diferencia-se por va´rios factores. Um primeiro factor deve-se aos processos de
deposic¸a˜o, que neste caso, tomados como independentes dos restantes processos, depen-
dendem somente da pressa˜o parcial dos diferentes reagentes e dos respectivos coeficientes
de adsorc¸a˜o. Por outro lado, tambe´m foram tidas em conta a influeˆncia do oxige´nio de
subcamada na adsorc¸a˜o do oxige´nio molecular [117, 118]. Por u´ltimo, tambe´m se teve em
considerac¸a˜o as elevadas taxas de difusa˜o do mono´xido de carbono, que na˜o foram conside-
radas em trabalhos anteriores [2], essencialmente devido ao elevado poder computacional
envolvido.
5.1.2 Sistema F´ısico
A oxidac¸a˜o de mono´xido de carbono em Pd(110), tal como se falou na Secc¸a˜o 2.4.3,
assenta no mecanismo de Langmuir-Hinshelwood. Pore´m, a ocorreˆncia de oscilac¸o˜es, deve-
se a outros mecanismos que iremos de seguida definir. O primeiro mecanismo introduzido
como explicac¸a˜o para as oscilac¸o˜es apresentadas neste sistema, e´ a passagem do oxige´nio
adsorvido para subcamada O(a) ⇋ O(ss). Como podemos ver, a reacc¸a˜o e´ revers´ıvel
podendo o oxige´nio retornar ao estado de adsorvido.
As condic¸o˜es de pressa˜o e temperatura necessa´rias ao aparecimento de oscilac¸o˜es no
Pd(110) sa˜o na ordem de P (O2) = 10
−3 Torr, e a raza˜o P (O2)/P (CO) tem de ser bastante
elevada, na ordem de 102 − 103, ocorrendo somente no intervalo de temperaturas entre
Cap´ıtulo 5. Oscilac¸o˜es em Pala´dio (110) 73
T ≈ 300K e T ≈ 450K [33].
No mecanismo de oxige´nio de subcamada, a passagem deste para a subcamada favorece
o domı´nio do substrato pelo mono´xido de carbono, devido ao coeficiente de adesa˜o do
oxige´nio na superf´ıcie variar de duas ordens de grandeza, diminuindo de forma exponencial
[117]. Durante o domı´nio do mono´xido de carbono, o lento retorno do oxige´nio a` superf´ıcie,
permite dar in´ıcio ao regime de domı´nio por oxige´nio.
Noutros modelos dispon´ıveis na literatura, a passagem de oxige´nio de subcamada para
a superf´ıcie e´ desprezada, pois considera-se uma maior taxa na reacc¸a˜o do mono´xido de
carbono directamente com o oxige´nio de subcamada . Assim sendo, pode-se definir o
mecanismo que provoca as oscilac¸o˜es pelos processos da tabela 5.1 [2],
Tabela 5.1: Mecanismo da oxidac¸a˜o de CO em Pd(110) com os respectivos processos.
Nu´mero Processo
I) CO(g) + v ⇋ CO(a)
II) O2(g) + 2v → 2O(a)
III) CO(a) +O(a)→ CO2(g) + 2v
IV) O(a)→ O(ss)
V) CO(a) +O(ss)→ CO2(g) + 2v
VI) CO(g) +O(ss)⇋ [CO(a)O(ss)]
VII) [CO(a)O(ss)]→ CO2(g) + v
VIII) CO(a) + v ⇋ v + CO(a)
No substrato de Pd(110), a adsorc¸a˜o dos reagentes na superf´ıcie limpa, somente vai
depender do fluxo de part´ıculas e do seu coeficiente de adsorc¸a˜o. Os mecanismos de
adsorc¸a˜o sa˜o representados por (I), (II) e (VI). Neste caso, considerou-se o processo de
passagem do oxige´nio adsorvido a oxige´nio de subcamada irrevers´ıvel (IV). Neste sistema,
a reacc¸a˜o entre mono´xido de carbono e oxige´nio pode ser de va´rios tipos, pois o oxige´nio
encontra-se em dois estados. Pode ser entre oxige´nio e mono´xido de carbono, ambos
adsorvidos (III), pode ser entre mono´xido de carbono adsorvido e oxige´nio de subcamada
em lugares vizinhos (V) ou no mesmo lugar de rede (VII). A adsorc¸a˜o e a desadsorc¸a˜o
do mono´xido de carbono pode ser realizado por duas vias, nomeadamente, atrave´s de um
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lugar vazio da rede (I) ou ocupado por oxige´nio de subcamada (VI). O processo de maior
taxa no conjunto destes mecanismos e´ o da difusa˜o do mono´xido de carbono (VIII), o
qual tem taxas diferentes se estiver num s´ıtio da rede ocupado, ou na˜o, por oxige´nio de
subcamada. No entanto, como ambas sa˜o elevadas, estas sa˜o usualmente consideradas
iguais [2].
Utilizando valores de energia de activac¸a˜o Ea e de frequeˆncia de vibrac¸a˜o ν0 retirados
da literatura podemos calcular, para cada processo, o valor das taxas de transic¸a˜o r,
utilizando para isso a equac¸a˜o de Arrhenius ri = ν0exp(Ei/kBT ). Os respectivos valores
esta˜o apresentados na Tabela 5.2.
Tabela 5.2: Mecanismo da oxidac¸a˜o de CO em Pd(110) com os respectivos valores de
energia de activac¸a˜o Ea, e de frequeˆncia de vibrac¸a˜o ν0 para cada processo.
Mecanismos ν0 (s
−1) Ea (eV) ri (s
−1) (T=400K) Refereˆncias
Difusa˜o de CO
<110> 4.35× 1013 0.3 6.4× 109 [120]
<001> 4.35× 1013 0.6 9.4× 105 [120]
Desadsorc¸a˜o de CO
CO(a) −→ CO(g) + v 4.35× 1013 1.04 2.26 [117]
[CO(a)O(ss)] −→ CO(g) +O(ss) Estimado Estimado [2]
Oxige´nio de subcamada
O(a) −→ O(ss) 3.0× 104 0.43 0.097 [117]
O(ss) −→ O(a) 2.5× 1012 1.22 6.5× 10−4 [117]
Reacc¸o˜es
CO(a) +O(a)→ CO2(g) + 2v 8.6× 109 0.61 138.9 [117]
CO(a) +O(ss)→ CO2(g) + 2v Estimado Estimado [2]
[CO(a)O(ss)]→ CO2(g) + v Estimado Estimado [2]
Embora os processos descritos na Tabela 5.2 sejam relevantes para a correcta descri-
c¸a˜o da dinaˆmica do sistema, a condic¸a˜o fundamental para a ocorreˆncia de oscilac¸o˜es no
Pd(110) e´ a dependeˆncia do coeficiente de adsorc¸a˜o do oxige´nio na cobertura de oxige´nio
de subcamada. Atrave´s de um estudo realizado por Basset e Imbihl [117], conclui-se que
o coeficiente de adsorc¸a˜o do oxige´nio tem um decaimento exponencial, com o aumento da
cobertura deste em subcamada, do tipo exp(−αθss). O paraˆmetro α = 10 foi estimado
[117], θss corresponde a` cobertura de oxige´nio de subcamada, e o valor do coeficiente de
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adsorc¸a˜o de oxige´nio no substrato limpo e´ de 0.86 [124].
Tendo em conta estes paraˆmetros procedemos a um estudo simulacional deste sistema
atrave´s do me´todo de Monte Carlo cine´tico.
5.2 Regras do Modelo
Como ja´ foi referido anteriormente, as oscilac¸o˜es da oxidac¸a˜o de mono´xido de carbono
em Pd(110) foram estudadas atrave´s do uso do me´todo de Monte Carlo [2, 50, 121,
46, 122]. No presente modelo introduzimos o decaimento exponencial no coeficiente de
adsorc¸a˜o do oxige´nio apresentado na literatura [117], e a deposic¸a˜o dos reagentes na
superf´ıcie dependendo somente das condic¸o˜es de pressa˜o e temperatura da fase gasosa e
dos respectivos coeficientes de adesa˜o ao substrato.
As regras apresentadas na secc¸a˜o anterior que definem o sistema, sa˜o implementadas
no me´todo de Monte Carlo cine´tico. Podemos definir essas regras pela Figura 5.1, em que
a numerac¸a˜o romana corresponde aos processos previamente apresentados.
III
IV
VIIII V
VIII
VII
Figura 5.1: Esquema com os mecanismos presentes na oxidac¸a˜o de CO em Pd(110).
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Neste modelo, atrave´s da pressa˜o parcial de cada um dos reagentes na fase gasosa,
e´ calculado na˜o somente o fluxo de part´ıculas que chegam a` superf´ıcie, mas tambe´m,
atrave´s das presso˜es parciais, a fracc¸a˜o molar de cada um dos reagentes. Juntando a estes
paraˆmetros a temperatura e as taxas apresentadas na Tabela 5.2 definiu-se o modelo.
5.2.1 Ca´lculo do Fluxo de Part´ıculas
No ca´lculo do fluxo de part´ıculas foi necessa´rio realizar-se um conjunto de aproxima-
c¸o˜es. A principal aproximac¸a˜o foi considerar que os reagentes na fase gasosa sa˜o gases
ideais, permitindo assim o uso da equac¸a˜o de estado,
PV = nRT, (5.1)
em que P e´ a pressa˜o do ga´s, V o volume da caˆmara que os conteˆm, n o nu´mero de moles
de mole´culas, R a constante dos gases ideais e T a temperatura.
Para se calcular o fluxo φ, isto e´, o nu´mero de part´ıculas que embatem na superf´ıcie por
unidade de a´rea e por unidade de tempo, deve-se comec¸ar por calcular a quantidade destas
que colide com uma determinada a´rea A, num determinado intervalo de tempo ∆t. Tendo
em conta a figura 5.2, em que as part´ıculas contidas dentro do volume correspondente a
um cilindro de comprimento dado por vx∆t embatem na a´rea A de uma parede, calcula-se
o nu´mero de part´ıculas nele contido.
Para se saber a quantidade de part´ıculas que embatem na a´rea A durante o intervalo
de tempo ∆t e´ necessa´rio saber o nu´mero de part´ıculas Np que esta˜o dentro do volume do
cilindro. Sabendo que a quantidade de mole´culas do ga´s por unidade de volume e´ dada
por N
V
, enta˜o temos que,
Np =
N
V
Avx∆t. (5.2)
Para se saber a quantidade de part´ıculas que embatem na parede, temos de saber qual
a quantidade de part´ıculas que teˆm a velocidade vx. Sabendo que a fracc¸a˜o de part´ıculas
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y
x
vx t∆
Figura 5.2: Esquema da colisa˜o numa parede, por parte da quantidade de mole´culas de
ga´s correspondentes ao volume do cilindro.
com velocidade vx e´ dada por dNvx = Npf(vx)dvx [125], enta˜o temos que,
dNvx =
N
V
Avx∆tf(vx)dvx , (5.3)
em que f(vx) corresponde a` func¸a˜o distribuic¸a˜o de velocidades na direcc¸a˜o de x.
Ao se conhecer a fracc¸a˜o de part´ıculas com velocidade vx, e como somente interessa
todas as velocidades na direcc¸a˜o positiva de x, pois sa˜o essas que embatem na parede,
temos de integrar a func¸a˜o para os valores positivos de vx, ficando com,
∫ +∞
0
dNvx =
N
V
A∆t
∫ +∞
0
vxf(vx)dvx . (5.4)
Sabendo que < |vx| >=
∫ +∞
−∞
vxf(vx)dvx , e que como o sistema e´ isotro´pico uma
vez que na˜o existe campo aplicado, a func¸a˜o f(vx) e´ uma func¸a˜o par, enta˜o temos que
< |vx| >= 2
∫ +∞
0
vxf(vx)dvx . Aplicando essa relac¸a˜o na Equac¸a˜o 5.4, passamos a ter o
nu´mero de coliso˜es com a a´rea A da parede e no intervalo de tempo ∆t como,
Nvx =
N
V
A∆t
< |vx| >
2
. (5.5)
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Sendo assim, e sabendo que < |vx| >= 12 < v > [58], temos que o nu´mero de coliso˜es com
a parede por unidade de tempo e por unidade de a´rea e´ dado por,
φ =
Nvx
A∆t
=
N
4V
< v >, (5.6)
onde N e´ o nu´mero de mole´culas, e < v > e´ a me´dia do mo´dulo da velocidade das
part´ıculas em qualquer direcc¸a˜o. Tendo em conta que N = nNA, em que NA e´ o nu´mero
de Avogadro, resulta de 5.1 e 5.6,
φ =
PNA < v >
4RT
, (5.7)
em que podemos substituir a velocidade me´dia < v > [58] por,
< v >=
√
8kBT
pim
, (5.8)
e como a velocidade me´dia vai depender da massa m de cada tipo de mole´cula na fase
gasosa, e o fluxo vai depender da pressa˜o parcial de cada um dos reagentes, temos que o
fluxo total de mole´culas de oxige´nio e de mono´xido de carbono a incidir na superf´ıcie e´
dado pela equac¸a˜o,
φ =
1√
2pikBT
(
PO2√
mO2
+
PCO√
mCO
)
. (5.9)
Obtendo esta equac¸a˜o, e considerando que o tamanho do sistema corresponde a Lx × Ly
a´tomos de pala´dio, e que o tamanho de uma ligac¸a˜o entre a´tomos de pala´dio e´ de 2.75A˚,
podemos considerar que o nu´mero de part´ıculas a incidir no substrato por unidade de
tempo, de forma a se aplicar directamente ao modelo computacional, e´ dado por,
dN
dt
= φA⇔ dN
dt
= φLxLy(2.75× 10−10)2. (5.10)
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5.2.2 Medic¸a˜o do Tempo
A evoluc¸a˜o temporal de um sistema, estudado atrave´s do me´todo de Monte Carlo
cine´tico, e´ dependente dos diferentes processos aos quais corresponde um determinado
evento. Na Secc¸a˜o 3.3.2, definiu-se o tempo me´dio que uma part´ıcula pode demorar a
escapar a um determinado estado (equac¸a˜o 3.12). Se estivermos a tratar de um sistema
constitu´ıdo por um grande conjunto de part´ıculas, o nu´mero de processos poss´ıveis vai
depender dessa mesma populac¸a˜o [77].
Sendo assim, o incremento de tempo, a que o sistema esta´ sujeito apo´s a realizac¸a˜o de
um evento i, e´ dado por,
∆t =
1∑
i niri
, (5.11)
em que ri corresponde a` taxa de um determinado processo i, e ni corresponde ao nu´mero
de casos poss´ıveis que podem ocorrer segundo tal evento. Para um incremento de tempo
mais correcto, o mesmo deve ter uma distribuic¸a˜o exponencial em torno de um valor me´dio
[68], que podemos definir por,
∆t = − ln(U)∑
i niri
, (5.12)
em que U e´ um nu´mero aleato´rio uniformemente distribu´ıdo entre 0 e 1.
5.3 Oscilac¸o˜es e Ondas
5.3.1 Simulac¸o˜es
Apesar de se conhecerem as taxas relativas a cada processo considerado neste sistema
(ver Tabela 5.2), o uso destas de forma inge´nua pode acarretar o uso desmesurado do
poder computacional dispon´ıvel. Por outro lado, para se poder estudar a influeˆncia dos
mecanismos e do fluxo de part´ıculas na dinaˆmica do modelo, torna-se necessa´rio utilizar
taxas de ocorreˆncia dos processos que sejam apropriadas para o modelo em questa˜o. Deste
modo, uma forma de conciliar as va´rias questo˜es pode passar pela utilizac¸a˜o das taxas
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presentes na literatura em outros modelos que aplicam o me´todo de Monte Carlo [2], que
podemos observar na Tabela 5.3.
Tabela 5.3: Mecanismo da oxidac¸a˜o de CO em Pd(110) retirado do artigo de Latkin et
al. [2].
Mecanismos ri (s
−1) (T=400K)
Desadsorc¸a˜o de CO
CO(a) −→ CO(g) + v 0.2
[CO(a)O(ss)] −→ CO(g) +O(ss) 0.5
Oxige´nio de subcamada
O(a) −→ O(ss) 0.03
Reacc¸o˜es
CO(a) +O(ss)→ CO2(g) + 2v 0.01
[CO(a)O(ss)]→ CO2(g) + v 0.02
Na Tabela 5.3, na˜o se apresenta a taxa de difusa˜o do mono´xido de carbono, pois
como na realidade essa taxa e´ cerca de 6 ordens de grandeza acima das outras taxas,
reduzimos a mesma para o valor de 1000, de forma a diminuir necessidade excessiva de
poder computacional.
Como medida do fluxo de part´ıculas, utilizaremos o nu´mero de part´ıculas que atingem
a superf´ıcie por unidade de tempo dada por F × Lx × Ly, em que Lx × Ly corresponde
ao nu´mero de lugares na rede. Desta forma utilizaremos valores de F entre 1 e 104, para
se observar a influeˆncia da variac¸a˜o do fluxo de part´ıculas.
Como foi anteriormente dito, sera´ considerada a variac¸a˜o do coeficiente de adesa˜o do
oxige´nio na superf´ıcie em func¸a˜o da cobertura de oxige´nio de subcamada. Aplicando um
decaimento exponencial, como anteriormente referido, e um coeficiente de adesa˜o inicial
de 0.86 [124].
Por fim, sera˜o considerados alguns valores de fracc¸a˜o molar de reagentes na fase gasosa.
Neste caso, utiliza-se a fracc¸a˜o molar de mono´xido de carbono YCO, e escolhem-se valores
entre 0.01 e 0.1.
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5.3.2 Oscilac¸o˜es
Inicialmente, utilizaram-se os valores de F = 1500 e YCO = 0.04, para se obterem
oscilac¸o˜es do sistema. Nessas condic¸o˜es, realizou-se um estudo das mesmas, para diferentes
tamanhos do sistema. Podemos observar na Figura 5.3, que os gra´ficos, para maiores
tamanhos do sistema, apresentam um maior nu´mero de oscilac¸o˜es, isto e´, o per´ıodo destas
diminui.
Estas oscilac¸o˜es ocorrem atrave´s de um domı´nio intercalado do sistema, por part´ıculas
de mono´xido de carbono e de oxige´nio. Tal como podemos ver na Figura 5.4, a representa-
c¸a˜o de uma oscilac¸a˜o completa, iniciada com o sistema coberto de mono´xido de carbono,
e passando pelo domı´nio do oxige´nio, voltando posteriormente a` saturac¸a˜o por mono´xido
de carbono.
De seguida, e´ representado um estudo das oscilac¸o˜es presentes no sistema, em func¸a˜o
do fluxo F de part´ıculas que atingem a superf´ıcie. Deste modo, podemos ver na Figura
5.5, gra´ficos das coberturas dos diferentes tipos de part´ıculas presentes no sistema, para
va´rios valores de F .
Como podemos verificar nos gra´ficos da Figura 5.5, o aparecimento de oscilac¸o˜es no
sistema depende do fluxo de part´ıculas incidentes na superf´ıcie. Podemos verificar que para
valores mais baixos de fluxo, temos poucas part´ıculas de oxige´nio e mono´xido de carbono,
e para fluxos mais elevados temos uma maior quantidade de cada tipo de part´ıculas,
mostrando que o sistema e´ mais reactivo para esses fluxos. De seguida, sera´ verificada
a dependeˆncia das oscilac¸o˜es em func¸a˜o da pressa˜o parcial dos reagentes. Neste caso
utilizaremos a pressa˜o parcial de mono´xido de carbono YCO, tal como podemos ver na
Figura 5.6. Pode-se verificar enta˜o que a pressa˜o parcial dos reagentes na fase gasosa
tambe´m influencia as oscilac¸o˜es na oxidac¸a˜o do mono´xido de carbono.
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Figura 5.3: Gra´ficos mostrando as oscilac¸o˜es das coberturas das diferentes part´ıculas
presentes no sistema, para valores de tamanho do sistema de 100 × 100, 200 × 200 e
500×500. Nestes gra´ficos, o azul corresponde ao CO(a), vermelho a O(a), o preto a O(ss)
e o verde a [CO(a)O(ss)].
5.3.3 Ondas
Um feno´meno muito interessante de se verificar nas oscilac¸o˜es da oxidac¸a˜o de mono´xido
de carbono em Pd(110), e´ o domı´nio do sistema por parte das part´ıculas de oxige´nio atrave´s
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44.7 s 44.9 s 45.1 s 45.7 s
49.7 s 54.7 s 56.7 s 57.6 s
Figura 5.4: Imagens do sistema de tamanho 500 × 500, para F = 1500 e YCO = 0.04
durante uma oscilac¸a˜o completa entre os tempos de 44.7 e 57.6 s.
de uma frente de onda. Na secc¸a˜o anterior, poˆde-se verificar a propagac¸a˜o das ondas de
oxige´nio na Figura 5.4 para um sistema de dimenso˜es 500 × 500 de lugares de rede. De
seguida, iremos verificar na Figura 5.7, para uma escala de tempo mais pequena numa
rede de 1000 × 1000 s´ıtios, o domı´nio da cobertura do sistema por parte do oxige´nio,
e verificar numas imagens do sistema (Figura 5.8) a propagac¸a˜o das frentes de onda de
oxige´nio.
Tal como se pode observar na Figura 5.8, o oxige´nio inicia o seu domı´nio do sistema
atrave´s de uma frente de onda, sendo que essa mesma frente e´ onde o sistema e´ mais
reactivo, dando-se a maioria das reacc¸o˜es no per´ımetro dos agregados de oxige´nio.
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Figura 5.5: Gra´ficos com as oscilac¸o˜es das coberturas das diferentes part´ıculas presentes
no sistema, para valores de fluxo de F = 1, F = 10, F = 100, F = 1000 e F = 10000.
5.4 Modelo com os Paraˆmetros Experimentais
5.4.1 Simulac¸o˜es
Como se referiu anteriormente, a introduc¸a˜o de paraˆmetros reais no modelo de oxidac¸a˜o
de mono´xido de carbono em Pd(110), leva a uma necessidade de um poder computacio-
nal muito mais elevado. Este facto deve-se principalmente ao mecanismo de difusa˜o de
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Figura 5.6: Gra´ficos com as oscilac¸o˜es das coberturas das diferentes part´ıculas presentes
no sistema, para valores de pressa˜o parcial de mono´xido de carbono YCO de 0.01, 0.04 e
0.1. Nestes gra´ficos, o azul corresponde ao CO(a), vermelho a O(a), o preto a O(ss) e o
verde a [CO(a)O(ss)].
mono´xido de carbono no substrato, que e´ um processo com uma taxa com cerca de 6
ordens de grandeza acima das taxas dos outros processos existentes. Assim sendo, na˜o e´
poss´ıvel conseguir simular, em tempo u´til, sistemas com dimenso˜es elevadas, nem grandes
intervalos de tempo.
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Figura 5.7: Gra´fico da cobertura das part´ıculas do sistema, para tempos em que o sistema
comec¸a a ser dominado pelas part´ıculas de oxige´nio, para uma rede de tamanho 1000×1000
lugares.
Para este modelo, sera˜o utilizadas as taxas dos processos apresentadas na Tabela 5.2,
e as condic¸o˜es de pressa˜o dos reagentes na fase gasosa sera˜o de P (O2) ≃ 2.2× 10−2 Torr,
uma fracc¸a˜o molar de mono´xido de carbono de 10−2 e uma temperatura de 400 K.
5.4.2 Resultados
Nas condic¸o˜es previamente descritas, observam-se oscilac¸o˜es, tal como se pode verificar
na Figura 5.9. Nestas condic¸o˜es, o sistema evolui lentamente em termos computacionais,
levando a que na˜o tenha sido poss´ıvel um estudo para va´rias condic¸o˜es de pressa˜o e
temperatura.
As limitac¸o˜es deste modelo, em termos computacionais, levam a que seja necessa´rio
introduzir algumas alterac¸o˜es a`s regras base do modelo. Deste modo, seria poss´ıvel alterar
futuramente o modelo, de modo a que a influeˆncia da difusa˜o do mono´xido de carbono na
evoluc¸a˜o temporal do sistema na˜o seja ta˜o significativa.
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46.0 s 46.1 s 46.2 s 46.3 s
46.5 s 46.6 s 46.8 s 46.9 s
47.0 s 47.1 s 47.2 s 47.3 s
Figura 5.8: Imagens do sistema de tamanho 1000 × 1000, para F = 1500 e YCO = 0.04
representando o domı´nio do mesmo por parte do oxige´nio, atrave´s da propagac¸a˜o de uma
frente de onda, entre os tempos de 46.0 e 47.3 s.
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Figura 5.9: Gra´ficos com as oscilac¸o˜es das coberturas das diferentes part´ıculas presentes
no sistema, para um tamanho do sistema de 200× 200 e com paraˆmetros reais de pressa˜o
e temperatura. Nestes gra´ficos, o azul corresponde a CO(a), o vermelho a O(a), o preto
a O(ss) e o verde a [CO(a)O(ss)].
Cap´ıtulo 6
Concluso˜es
Nesta tese, devido a`s caracter´ısticas intr´ınsecas aos sistemas f´ısicos que se pretendeu
estudar, foi necessa´rio recorrer a dois me´todos de Monte Carlo distintos (Monte Carlo
Standard e Cine´tico). No primeiro sistema, realizou-se um estudo mais fundamental,
usando o modelo de Ziff-Gulari-Barshad, onde se analisou a influeˆncia de impurezas iner-
tes na cine´tica deste. Verificou-se que as impurezas influenciam significativamente as
transic¸o˜es de fase presentes no modelo, alterando o ponto de transic¸a˜o, e no caso da
transic¸a˜o de fase de primeira ordem, alteram tambe´m a sua natureza.
Para se estudar o efeito das impurezas na transic¸a˜o de fase de primeira ordem, utilizaram-
se dois me´todos distintos. Primeiro fez-se um estudo das correlac¸o˜es temporais presentes
no sistema para cada um dos reagentes, analisando, desse modo, o tempo que uma de-
terminada quantidade de reagentes demora a ser consumida, obtendo func¸o˜es com um
determinado decaimento. Essas func¸o˜es obtidas apresentam dois regimes de decaimento
distintos na presenc¸a de impurezas, obtendo-se um decaimento exponencial para tempos
curtos, e de exponencial estendida para tempos longos. Estes dois tipos de decaimentos
devem-se a` forma como os reagentes sa˜o renovados ao longo do tempo no sistema. Para
tempos curtos, somente os reagentes que se encontram isolados no substrato e os rea-
gente que esta˜o nos per´ımetros de agregados sa˜o consumidos, levando a um decaimento
acentuado, ou seja, exponencial. O decaimento de exponencial estendida para tempos
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longos, deve-se a` reacc¸a˜o dos reagentes que se encontram no interior dos agregados, os
quais necessitam de grandes flutuac¸o˜es para serem expostos e consumidos.
Uma segunda ana´lise constitui na medic¸a˜o do tamanho dos agregados de reagentes,
utilizando-se, para tal, o algoritmo de Hoshen-Kopelman. Da ana´lise das func¸o˜es de
distribuic¸a˜o de tamanho dos agregados dos diferentes reagentes, verificou-se que no ponto
de transic¸a˜o de fase dinaˆmica de saturac¸a˜o de mono´meros, diferentes valores de impurezas,
resultam em func¸o˜es de distribuic¸a˜o distintas. Assim, para baixos valores de cobertura de
impurezas no sistema, as func¸o˜es de distribuic¸a˜o do tamanho de agregados de mono´meros
decaem exponencialmente, mas para valores de cobertura de impurezas por volta de 3%,
estas obedecem a uma lei de poteˆncia. A transic¸a˜o de exponencial para lei de poteˆncia,
representa a passagem de uma transic¸a˜o de fase de primeira para segunda ordem, pois
esperam-se agregados pequenos relativamente ao tamanho do sistema numa transic¸a˜o de
primeira ordem, e agregados de todos os tamanhos numa transic¸a˜o de segunda ordem,
onde o comprimento de correlac¸a˜o diverge. Esta afirmac¸a˜o contraria o estabelecido na
literatura, aonde a transic¸a˜o de fase de segunda ordem tem inicio para coberturas de 7,8%,
mas aonde encontramos tal transic¸a˜o para valores de 3-4%.
Neste mesmo sistema, analisou-se ainda o nu´mero de ligac¸o˜es das impurezas com
agregados de mono´meros. Verificou-se que o nu´mero de ligac¸o˜es de impurezas por tamanho
de agregado em func¸a˜o da cobertura de impurezas, obedece a uma lei de poteˆncia, sendo
um resultado contra-intuitivo por se esperar um comportamento linear. A consequeˆncia
deste resultado e´ a diminuic¸a˜o do nu´mero de impurezas por tamanho de agregado. Este
feno´meno, entende-se atrave´s da maior ramificac¸a˜o dos agregados de mono´meros com o
aumento da cobertura de impurezas.
Numa segunda parte desta tese, reproduziu-se a reacc¸a˜o de oxidac¸a˜o de mono´xido de
carbono em Pd(110), e estudaram-se as diferentes propriedades desta, tais como oscila-
c¸o˜es e ondas. Foram utilizados paraˆmetros presentes na literatura, e modificou-se o fluxo
de part´ıculas e a fracc¸a˜o molar de cada reagente, de modo a verificar influeˆncia destes
paraˆmetros nas oscilac¸o˜es que o sistema apresenta. Neste estudo, ao contra´rio do que se
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encontra na literatura, calculou-se o fluxo de part´ıculas a incidir na superf´ıcie a partir
da pressa˜o e da temperatura dos reagentes na fase gasosa, e considerou-se tambe´m a in-
flueˆncia do oxige´nio de subcamada no coeficiente de adsorc¸a˜o das mole´culas de oxige´nio no
substrato. Esta influeˆncia e´ preponderante no aparecimento de oscilac¸o˜es. A influeˆncia do
fluxo de part´ıculas e´ tambe´m um paraˆmetro significativo, determinando o aparecimento,
ou na˜o, de oscilac¸o˜es. Contamos expandir este estudo num futuro pro´ximo, pois devido
ao seu custo computacional na˜o nos foi poss´ıvel avanc¸ar mais no decorrer da presente tese.
Assim, esperamos realizar um estudo detalhado de como as oscilac¸o˜es sa˜o afectadas pelo
fluxo de part´ıculas incidente, pela temperatura, etc. Tambe´m haveria todo o interesse em
estender o estudo das impurezas a estes sistemas mais complexos.
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