Entropy and cross-entropy are two very fundamental concepts in information theory and statistical physics and are also widely used for statistical inference across disciplines. The related optimization problems, in particular the maximization of entropy and the minimization of the cross-entropy, are essential for general logical inference in our physical world. In this paper, we will discuss a two parameter generalization of the popular Renyi entropy and associated optimization problems. We will derive the desired entropic characteristics of the new generalized entropy measure including its positivity, expandability, extensivity and generalized (sub-)additivity. More importantly, when considered over the class of sub-probabilities, our new family turns out to be scale invariant; this property does not hold for most of the existing generalized entropy measures. We also propose the corresponding cross-entropy measures, a new two-parameter family that is scale invariant in its first arguments (to be viewed as a variable). The maximization of the new entropy measure and the minimization of the corresponding cross-entropy measure are carried out explicitly under the non-extensive framework and the corresponding properties are derived. In particular, we consider the constraints given by the Tsallis normalized q-expectations that lead to the so-called 'third-choice' non-extensive thermodynamics. In this context, we have come up with, for the first time, a class of entropy measures -a subfamily of our two-parameter generalization -that leads to the classical (extensive) Maxwell-Boltzmann theory of exponential-type (Gaussian) MaxEnt distributions under the non-extensive constraints; this discovery has been illustrated through the useful concept of escort distributions and can potentially be important for future research in information theory as well as statistical mechanics. Other members of the new entropy family, however, lead to the power-law type generalized q-exponential MaxEnt distributions which is in conformity with Tsallis nonextensive theory. Therefore, our new family indeed provides a wide range of entropy and cross-entropy measures combining both the extensive and nonextensive MaxEnt theories under one umbrella.
Introduction
The concept of entropy is a fundamental tool in information science, statistical physics, thermodynamics and related statistical applications. Its development started at least one hundred years back in the context of thermodynamics and, interestingly, this thermodynamic entropy increases over the 'arrow of time' unlike all other physical variables making it an useful yet somewhat mysterious concept. Its wider applications beyond thermodynamics, however, started much later, after Shannon's groundbreaking works leading to the development of mathematical information theory in 1948 [46] and Jaynes' presentation of the universal maximum entropy (MaxEnt) principle for logical scientific inference in 1957 [17, 18] . Shannon primarily defined the concept of informationtheoretic entropy with the aim of developing an appropriate (uncertainty) measure of the amount of information lost in a noisy communication channel; but a direct and highly interesting connection with the classical thermodynamic entropy can be made through Jaynes' MaxEnt principle (see [25] for details). Jaynes' work suggests that one should use all available information but be maximally uncommitted to the missing information leading to the (possibly constrained) maximization of Shannon's uncertainty measure; this initially provided a natural correspondence between statistical mechanics and general logical inference in information theory. During the same period, Kullback [28] [29] [30] [31] 33] provided the link between information theory and Fisher's likelihood theory of general statistical inference along with the correspondence between a generalization of Jaynes' MaxEnt principle (minimum cross-entropy principle) and Fisher's maximum likelihood principle; see also the monograph [32] and references therein. These connections further enhanced the popularity of the entropy concept in a wide variety of fields of natural sciences [24] .
Mathematically, consider the space of finite probability distributions given by Ω n = P = (p 1 , . . . , p n ) : p i ≥ 0, for all i = 1, . . . , n, W (P ) :=
Under certain desirable properties of the postulated uncertainty measures [46] , Shannon obtained its unique form (upto a positive multiplier) which he termed as the entropy. For any P ∈ Ω n , it is defined as
where f i := i p i f i denotes the ordinary (linear) expectation of a function f = (f 1 , . . . , f n ) T defined on the state-spaces. The quantity I i := ln(1/p i ) is referred to as the elementary information gain associated with an event of probability p i , or the code length in information theory, or the surprise (less probable events are considered more "surprising" than the more probable ones). Jaynes' MaxEnt principle suggests the prediction of the unknown natural distribution by maximizing E S (P ) over P ∈ Ω n subject to the constraints of the given information. In particular, given the mean (linear constraint), the MaxEnt distribution of a real valued random variable is the MaxwellBoltzmann-Gibbsian distribution which forms the basis of classical statistical physics including thermodynamics and is used to model a wide range of situations/systems across disciplines. However, with the progress of science, several advanced, complicated systems have been observed and studied where the classical Maxwell-Boltzmann-Gibbs (MBG) statistics fail to provide fully accurate predictions; these include, but are not limited to, multifractals, high-energy collision experiments, situations involving complex outliers in the experimental datasets, etc. All these have to be explained through some appropriate generalizations of the Shannon entropy. The two most famous generalizations are the families of the Renyi entropy [44] and the Tsallis entropy [48] ; although the functional forms of these entropies were proposed much earlier, their possible utility in explaining the behavior of natural systems was widely accepted only after more recent experimental verifications. In order to define these entropies in a more general context, let us consider the set of finite sub-probability distributions given by
For any P ∈ Ω * n , the corresponding (generalized) Shannon entropy should be given by
which coincides with definition (2) for any P ∈ Ω n (as W (P ) = 1); see the derivation in [44] . The Renyi entropy of a general P ∈ Ω * n is defined, in terms of a tuning parameter α > 0, as
For a probability distribution P ∈ Ω n , it further simplifies to
where ||P || α denotes the α-norm of the function P = (p 1 , . . . , p n ) defined as
In both (5) and (6), the case α = 1 is defined through the limit α → 1, which coincide with the Shannon entropy in (4) and (2), respectively. Interestingly, all members of this Renyi entropy family are still extensive for the probability distributions, i.e., they satisfy
where P * Q = ((p i q j )) i=1,...,n;j=1,...,m denotes the probability of the independent combination of two systems having probabilities P and Q.
The most popular non-extensive generalization of the Shannon entropy is the Tsallis entropy, which has the form
where ln q denotes the deformed logarithm function as defined in Appendix A. The Tsallis entropy with index q can be written as the q-deformed Shannon entropy and coincides with the classical Shannon entropy (2) as q → 1. The quantity q is also referred to as the nonextensivity index of the system, since we have the relation
The theoretical prediction from this nonextensive entropy has later been seen to be extremely accurate for several advanced physical phenomena which leads to a whole new domain of nonextensive statistical framework. See, among many others, [6, 37, 42, [50] [51] [52] [53] for some interesting and useful theoretical applications, and [4, 13, 14, 26, 36, 41 ] for a few highly important experimental verifications. One important component of the nonextensive framework is to generalize the (linear) expectation constraints by the q-expectation or normalized q-expectation constraints, which we will come back to in Section 3.
Since the continuous advancement of science requires experimentation with more and more complex physical systems of nature and the analyses of complex data structures arising from them, there has always been a quest for new, more general measures of uncertainty that could possibly explain such complex phenomena more accurately. With this view, several other one and twoparameter generalizations of the entropy functional have been proposed in the literature, although not all of them have significant applications with experimental validity. We would like to mention two such recent generalizations of the Renyi and Tsallis entropy, respectively, known as Kapur's generalized entropy of order α and type β [22, 23] and the (α, β)-norm entropy [21] . For any P ∈ Ω * n , these families are, respectively, defined in terms of two positive (unequal) reals α, β as
Note that, for P ∈ Ω n , the first one reduces to the Renyi entropy at β = 1, whereas the second one reduces to the Tsallis entropy for either of its two tuning parameters being unity. Only the second one is symmetric with respect to (α, β), but both of them are related in the limiting sense as
The limiting functional in (10) is another a one-parameter family of generalized entropy which had been previously studied independently by Aczel and Daroczy [3] and will be referred to as the Aczel-Daroczy entropy E AD β (P ); note that E AD 1 (P ) is the Shannon entropy in (2). We would like to emphasize the fact that neither the Renyi nor the Tsallis entropy are scale invariant over P ∈ Ω * n ; the same holds for their generalizations in (8)-(10). They are not even scale-equivariant except for the norm-entropy with α = β. This lack of invariance sometime makes the derivation of MaxEnt distribution and related statistics rather complicated while considering the general class of sub-probability distributions; the MaxEnt distribution then exists only if W (P ) is pre-fixed (given). Also, if we focus on measuring the pattern of the distribution only through the measure of uncertainty, an appropriate entropy should be scale invariant so that P and cP have the same entropy measure for any c > 0 (they have the same patterns over the state-space). In this paper, we will develop a new two-parameter family of entropy functionals, generalizing the Renyi entropy, that closely resembles the above two generalized families but, in addition, provides the much desired scale-invariance property.
Although this new two-parameter family considered in this paper has previously been introduced very briefly in our earlier work [16] while describing a family of generalized relative entropy measures (and their applications), its entropic characteristics and scope of applications are practically unknown. They will be developed here to justify its use as a general entropy functional. Also, we will derive the MaxEnt theory corresponding to these generalized entropies for nonextensive applications; the resulting MaxEnt distribution under the q-normalized expectation leads to a family of generalized exponential distributions of the form of power law having heavier tails. Our new MaxEnt theory resembles Tsallis' MaxEnt theory yet generalizes it allowing a two-parameter structure with scale-invariance.
Another very important optimization problem related to entropy is the minimization of the associated cross-entropy or relative-entropy measures. In information theory, we often have a prior guess of the distribution, say Q, and the target distribution is then estimated through the minimization of a suitable cross-entropy or relative entropy measures from the prior Q. This is in line with the MaxEnt principle, since the minimum cross-entropy distribution, given the uniform prior (no additional information), coincides with the MaxEnt distribution for the associated entropy measure. In statistics, the relative entropies are often referred to as divergence measures and the minimization of appropriate divergences between the postulated model and the observed data leads to robust inference in the presence of outliers or contamination in the data [7] . So, it is important to develop cross-entropy and relative entropy measures along with their minimizer distributions given the prior Q (and additional restrictions) which we are also going to develop in the present paper for our new entropy and an extended definition of new cross-entropy measures.
In brief, we summarize the main contributions of this manuscript as follows:
• We propose and study the detailed properties of a new class of entropy measure which is scale invariant over the space of (finite) sub-probability distribution and contains the popular Renyi entropy (and hence also the Shannon entropy) for the space of (finite-support) probability distributions. We refer to this new two-parameter generalized entropy as the logarithmic (α, β)-norm entropy, or simply the logarithmic norm-entropy (LNE); see Section 2.
• The LNE family can also be interpreted as a suitable Renyi entropy of the escort distribution associated with any given sub-probability distribution. Due to the importance of escort distributions in information theory, this interpretation can be potentially helpful to develop useful extensions of the Renyi information concept based on the LNE with the additional feature of scale-invariance.
• We will prove that the new LNE family satisfies all the entropic characteristic axioms of Renyi entropy except possibly the generalized additivity property. Other than the Renyi subfamily, only one parameter subfamily of LNE at α = β satisfy the generalized additivity property, but all other members satisfy a corresponding sub-additivity property with suitably chosen weight-functions. However, like other non-Shanon entropies, LNE does not satisfy the branching or the recursivity property.
• We derive the MaxEnt distribution corresponding to the new LNE family under the Tsallis non-extensive constraint (of third kind) given in terms of the normalized q-expectation. When the two parameters of the LNE families differ, the resulting MaxEnt distribution forms the generalized exponential family of power-law type having heavier tails. This resembles and potentially can extend the Tsallis MaxEnt theory and the Renyi thermodynamics.
• More interestingly, the new LNE subfamily at α = β provides the Gaussian (MBG) MaxEnt distribution even under the non-extensive constraint. Also this is the first family of scaleinvariant generalized entropies we have obtained, which provide the usual Maxwell-Boltzmann MaxEnt theory of Shannon under Tsallis non-extensive framework. So, this particular subfamily will be extremely important to study in more detail in future.
• The LNE family can be linked with (and can also be motivated from) the generalized relative (α, β)-entropy measure studied in [16] . In the present paper, we further define the corresponding cross-entropy measure connecting them and completing the full circle of important measure in information theory. Some basic properties of the new family of cross-entropy measures are noted. In a particular case β = 1, this new cross-entropy between two probability measures coincides with the Renyi's directed-divergence (or cross-entropy) measure [44] ; hence the new family indeed provide a generalization of the Renyi cross-entropy as well, in line of the development of the underlying LNE family as a generalization of Renyi entropy.
• Finally, we derive the minimum cross-entropy distribution associated with the new crossentropy measures when a prior distributional guess (Q) is known for the given information problem. We have derived the optimum distribution again under the Tsallis non-extensive constraints of the third kind, which extends the corresponding results for the minimum Kullback-Leibler cross-entropy distribution [15] obtained under non-extensive or extensive frameworks, respectively, for the cases with α = β or α = β. Again, we get an interesting subfamily of cross-entropy measures at α = β which leads to the extensive results under the non-extensive frameworks and provides a potentially new direction of research combining the two concepts.
A Two-parameter Generalization of the Renyi Entropy
We consider first the set Ω * n of all sub-probability distributions over the finite state-space as defined in (3). Given two positive reals α, β, we define a generalized entropy measure of any P ∈ Ω * n as
We can extend its definition at α = β through the limiting functional as α → β, which is given by
Note that E LN 1,1 (P ) does not necessarily coincide with the corresponding (generalized) Shannon entropy (4) for a sub-probability P ∈ Ω * n , but does so for the probability distributions having unit sum (P ∈ Ω n ). Similarly, restricting to the probability distributions P ∈ Ω n , if we take any one of the two tuning parameters α, β to be one, then the generalized entropy in (11) coincides with the Renyi entropy in (6) . The functional forms of these generalized entropies are initially found in [16] originating from the generalized (α, β)-relative entropy of a probability distribution P with respect to a uniform distribution; the authors had referred to them as the possible generalized Renyi entropy just by examining their maximum and minimum values over P ∈ Ω n . However, since there are several generalized version of Renyi entropy available in the literature, by noting their similarity with the (α, β)-Norm entropy, we will denote the generalized family of entropies given by (11) and (12) as the Logarithmic (α, β)-Norm entropy, or simply the Logarithmic Norm-Entropy (LNE) of P ∈ Ω * n . Note that, interestingly, E LN α,β (P ) is symmetric in the tuning parameters α, β. The major advantage of the functional forms of the LNE given in (11) and (12) is its scale invariance property: E LN α,β (cP ) = E LN α,β (P ) for any P ∈ Ω * n , c, α, β > 0. This striking property is satisfied neither by the Shannon entropy nor its existing generalizations like Renyi, Tsallis entropies or those given in (8)- (9) . Therefore, it appears that the LNE is the first two-parameter generalization of the Shannon and Renyi entropy over P ∈ Ω n that is scale invariant over the larger set of sub-probability distributions Ω * n . We will see further usefulness of this property in deriving the maximum entropy distributions in Section 3.
Another interesting interpretation of the new LNE family can be observed through the so-called escort distribution [1, 9] defined as P β = (p 1,β , . . . , p n,β ) with p i,β = p β i /||P || β β for all i = 1, . . . , n and β > 0. Note that, P β ∈ Ω n for any P ∈ Ω * n and β > 0; this escort distribution is extremely useful in nonextensive physics [1, 2, 8, 20] as well as generalized information theory [11, 12, 34, 45, 47] . It is easy to see that, the LNE given in (11) and (12) can alternatively be expressed as
Therefore, the newly proposed LNE is nothing but the Renyi entropy of order (α/β) for the corresponding β-escort distribution. This clearly justifies the use of the LNE functionals as a generalized class of entropy functionals. Some further desired entropic properties are described in the following.
Proposition 2.1 ([16])
The LNE functionals defined in (11)-(12) are always non-negative for all P ∈ Ω * n . They equal zero for the degenerate distributions and take the maximum value ln(n), over Ω * n , if and only if all p i s are equal (i.e., P is uniform).
Interestingly, unlike other generalizations of Renyi entropy, the maximum value of an LNE which is attained at the uniform distribution is independent of the tuning parameters (α, β) and is the same as that of the classical Shannon entropy. Hence the LNE family provides a universal framework of comparison with a fixed bounded range of entropy values, namely [0, ln(n)], providing, at the same time, different structures to explain different types of physical systems through two tuning parameters α, β > 0. Further, the maximum value of the entropy increases further as the number of (microscopic) states (n) increases, as desired.
Note that, in view of (13), the LNE family satisfies all properties of the Renyi entropy family but over the transformed space of escort distributions. The next theorem verifies if the members of this LNE family satisfy some such desired, characteristic axioms of the usual Renyi or other generalized entropies also over its domain Ω * n or Ω n .
Theorem 2.2 For any P ∈ Ω * n and α, β > 0, the LNE E LN α,β (P ) satisfies the following properties:
e) For any P = (p 1 , . . . , p n ) ∈ Ω * n , we have E LN α,β (P ) = E LN α,β ({p 1 , . . . , p n , 0}).
[Expandability]
f ) For P = (p 1 , . . . , p n ) ∈ Ω * n and Q = (q 1 , . . . , q m ) ∈ Ω * m , let us define their independent combination as P * Q = (p i q j ) i=1,...,n;j=1,...,m . Then,
α,β (P ), at any n ≥ 2, does not satisfy the branching or the recursivity properties (unlike the Shannon entropy).
Proof: (a) The proof for the case α = β follows directly from the continuity of the norm functionals ||P || α , ||P || β and the logarithmic function, whereas the proof of the α = β case follows from the continuity of the Aczel-Daroczy entropy [3] and the norm functional ||P || β .
(b-c) These two properties follow directly from the definition of LNE.
(d) Note that, by the definition of the norm, ||{p}|| γ = p for all γ > 0 and p ∈ (0, 1]. Hence, for α = β, we get
Also, for α = β, we have
(e) It follows trivially from definitions, since ||{p 1 , . . . , p n , 0}|| γ = ||P || γ for all γ > 0 and the AczelDaroczy entropy is extendable [3] .
(f) First note that, for any γ > 0, we have
Therefore, for α = β (α, β > 0), we get
For α = β, on the other hand, we can use the Shannon additivity of the Aczel-Daroczy entropy [3] to get
(g) Finally, to show that the LNE does not satisfy the branching or the recursivity properties, let us consider the simple probabilities P = {1 − p, p} and Q = {q, 1 − q} for some p, q ∈ [0, 1]. Clearly, at α = β, we have
for any a > 0. Similarly, the case α = β can be proved which is skipped for brevity.
Next, in order to study the functional structure of our proposed entropies, let us start with the example of Bernoulli trial, the simplest finite state-space distribution frequently encountered in information theory as well as in statistical physics. Consider the Bernoulli distribution which has two states (n = 2) and is characterized by the success rate p of any one state. In Figure 1 , we have plotted the LNE E LN α,β ({p, 1 − p}) over the success probability p ∈ [0, 1] for different values of α, β. Clearly, as expected from Proposition 2.1, all members of the LNE family attain their minimum (zero) and maximum (ln(2) = 0.693) at p = 0, 1 (degenerate distributions) and p = 1/2 (uniform distribution), respectively. They are all continuous in p ∈ [0, 1] in line with Theorem 2.2. Additionally, we observe that the LNE values decrease as any one of α or β increases from zero while the other is kept fixed. The limiting cases are proved for more general distributions in the following theorem. Theorem 2.3 Take any P ∈ Ω * n and β > 0.
a) As α → 0, E LN α,β (P ) → ln(n), the maximum entropy value, independently of β and P . b) As α → ∞, E LN α,β (P ) → β [− ln(p max ) + ln ||P || β ], which can be thought of as a scale-invariant generalization of the Min-entropy given by − ln(p max ). Here p max = max i p i .
Proof: For a given P ∈ Ω * n and β > 0, we can rewrite the LNE at α = β as
(a) Taking limit as α → 0, the first term in (15) converges to zero, whereas the second term converges to ln(n).
(b) Taking limit as α → ∞, the first term 
Combining the limits of both the terms, we get the desired result.
The above theorem indicates the nature of the LNE over its tuning parameters when one of them is fixed finitely. Note that the scale invariant generalization obtained at α → ∞ represents the Min-entropy of the escort measure of P . We conjecture that, based on our empirical examinations, the value of E LN α,β (P ) monotonically decreases as α increases from 0 to ∞, at least for most common probability distributions P if not for all of Ω * n . Next, to get an idea about their behaviors when both α, β vary simultaneously, let us study the LNE of the binomial distribution.
Example 2. [LNE of Binomial Distribution]
Consider n states having the binomial probability structure with success rate p; this situation arises quite frequently in information theory while communicating an n-bit information over a noisy channel. We have computed and plotted, in Figure 2 , the LNE values of this binomial distribution over (α, β) for different n and p. We can see that, for any binomial distribution, the entropy is maximized at (α, β) → (0, 0) and decreases further as (α, β) moves away from zero (towards positive infinity). Also, for a fixed α, β and a fixed number of the state-space (n), the LNE is maximized over the family of binomial distributions at p = 1/2 and symmetrically decreases in either side leading to the minimum value of zero at p = 0 and p = 1.
As the Renyi entropy is characterized by the generalized-mean [27, 38] additivity property, it is important to check the same for our proposed extension as well. However, the only subclasses of Theorem 2.4 (Generalized-Mean Sub-additivity) For any two sub-probability distributions P = (p 1 , . . . , p n ) ∈ Ω * n and Q = (q 1 , . . . , q m ) ∈ Ω * m with W (P ) + W (Q) ≤ 1, let us define the combined system (sub)-probability P ∪ Q = (p 1 , . . . , p n , q 1 , . . . , q m ) and take g(x) = 2 
For α > β > 0, the inequality in (17) is reversed. Finally, for the case α = β (Generalized Shanon entropy in (12)), equality hold in (17) with ordinary weighted mean having g(x) = ax + b defined in the limiting sense.
Proof: Fix P ∈ Ω * n , Q ∈ Ω * m and β > 0 as described in the statement of the theorem and take any α > 0. By definition of the LNE family for α = β, one can deduce
and similarly for Q. Therefore, we get
Further, by the order property of L p -norm of the vector (||P || β , ||Q|| β ), we get
where the inequality is reversed for 0 < β < α and becomes equality at α = β. Combining the above two relations, we get the sub-additivity result (17) at α = β. The equality for the cases α = 1, β = 1, or α = β can be easily obtained in a similar manner.
Note that the right-hand side of Equation (17) represents a generalized-mean of the LNE values of P and Q defined through the link function g and weights (||P || α β , ||Q|| α β ). By the symmetry of the LNE family with respect to the two tuning parameters α, β, we can always obtain the general sub-additivity (17) of any member of the LNE family (additivity for α = β or α = 1 or β = 1) with a suitable choice of weights; the respective weights will be (||P || α β , ||Q|| α β ) or (||P || β α , ||Q|| β α ), according to α > β or α < β. Also, if we define the LNE in terms of logarithm base 2, as in the case of Renyi entropy, we can take c = 1 in the link function g in the generalized mean.
Finally, in order to study the maximum entropy theory, it is important to verify the concavity of the corresponding entropy. It is fortunate for usual entropies like Shannon, Renyi and Tsallis that they turn out to be concave which allows us to restrict ourselves only to the search of a local maximum (under any constraint as well); any local maxima will be a global one by their concavity. The following theorem examines this important property of our proposed LNE family for suitably chosen values of the tuning parameters (α, β).
Theorem 2.5 Suppose that either of the following two conditions on (α, β) holds. a) 0 < β ≤ 1 and α ≥ β is such that ln ||P || α is convex in P . b) 0 < α ≤ 1 and β ≥ α is such that ln ||P || β is convex in P .
Then, the LNE E LN α,β (P ) is concave in P ∈ Ω * n .
Proof: We will prove the theorem under Condition (a). Then, it also holds under Condition (b) by symmetry of LNE in (α, β). So, let us assume the Condition (a) holds and take P, Q ∈ Ω * n , λ ∈ [0, 1]. Since β ≤ 1, by Minkowski inequality, we have ||λP
Combining it with the monotonicity and concavity of logarithmic function, we get
On the other hand, by convexity of ln ||P || α , we get
Thus, along with α > β, we finally get
This proves the concavity of LNE under Condition (a). Although the concavity of the LNEs requires additional condition on the values of the tuning parameters (α, β), their Schur concavity over the set of escort distributions can easily be observed from (13) for all α, β > 0. This result, presented in the following theorem, will often suffice to study the MaxEnt distributions for LNEs as in the cases of Shannon or Renyi entropy.
Theorem 2.6
Given Ω * n , let us define the set of corresponding β-escort distributions (P β ) as Ω e n,β = {P β : P ∈ Ω * n }. Then, for any α, β > 0, the LNE E LN α,β (P ) is Schur concave over Ω e n,β .
The MaxEnt Distribution under Tsallis' Nonextensive Constraint
The maximum entropy principle is a fundamental concept in inferential science, statistics and statistical physics. We will now derive the maximum entropy (MaxEnt) distribution corresponding to the new LNE family under appropriate sets of constraints. The classical statistical mechanics and related literature associated with the Shannon entropy and its MaxEnt distribution utilizes the linear averaging constraints where the expectation of some utility functions are assumed to be known. The resulting MaxEnt distribution has an exponential structure, which is known as the Maxwell-Boltzmann distribution in statistical mechanics and as the exponential family of distributions in statistics and information sciences. However, more recently, it has been observed that the non-extensive entropies like the Tsallis' entropy provide more accurate predictions under the constraints given in terms of the normalized q-expectation instead of the linear expectation [53] . The generalization of classical statistics using Renyi entropy also considered the same nonextensive constraints for multifractal systems. Such non-extensive constraints given in terms of the q-expectations produce a power-law MaxEnt distribution having relatively heavier tail, which further simplifies to the exponential family of distributions when the non-extensivity factor vanishes and hence is also known as the family of generalized exponential distributions. Here, in order to obtain the MaxEnt distribution, we will also consider a set of m non-extensive constraints given by
Note that, if P = (p 1 , . . . , p n ) ∈ Ω n and q = 1, the above constraints simplify to the (extensive) linear expectation; otherwise they are known as the normalized q-expectation of g r (denoted as g r q ). For the maximization of the LNE having parameters α, β, by symmetry, we can consider q to be either of these two parameters. For concreteness, in this paper, we will consider q = β and (α, β) satisfies the conditions of Theorem 2.5 so that the corresponding LNE is concave. Now, by the concavity of the LNE, any local maximizer of it will also be a global maximizer. And, by the scale-invariance property, it is enough to maximize the entropy functional over the larger set Ω * n and then the required MaxEnt distribution over Ω n can be obtained simply by normalizing the maximizer functional over Ω * n . This makes the maximization process easier practically and avoids the controversies regarding the existence of a multiplicative partition function associated with the MaxEnt distribution [40, 43] ; we can either consider the arguments of standard calculus or those of functional analysis and variational calculus [42] . To further simplify the optimization problem, let us define P = P/||P || β for any P ∈ Ω * n , so that we have
Since E LN α,β (P ) = E LN α,β ( P ) by scale-invariance, it is enough to maximize E LN α,β ( P ) subject to the restriction given by (20) . Using the methods of Lagrange multiplier, our objective function is now given by
where λ r s are Lagrange multipliers for r = 0, 1, . . . , m. Let us first assume α = β. Then, the first order condition for optimization of F ( P ) is given by
Multiplying (22) by p i and summing over all i, we get
where we have used the conditions given in (20) . Substituting the value of λ 0 in (22), we get
Dividing by p
, using (20) and using the transformation λ r → αλ r , we get
Hence,
Therefore, the maximizer of the LNE over P ∈ Ω * n (with a fixed n) subject to the normalized q-expectation constraints is also given by
By normalization, the required MaxEnt distribution over P ∈ Ω n is given by
Note that this MaxEnt distribution in (27) is again the power law distribution having heavy tail just like the Renyi distribution. It can also be expressed in terms of the q-deformed exponential function, defined in Appendix A, as
which produces a generalization of the exponential family of distribution for α = β. This is clearly of the form of the Tsallis or Renyi MaxEnt distributions obtained under the non-extensive constraint and has previously been applied successfully in several complex systems in information theory and statistical physics [13, 19, 35, 50, 53] . Next, let us consider the particular subclass of LNE family at α = β. We can proceed as above to obtain the corresponding first order conditions from the objective function (21) with α = β which simplifies to the form
Multiplying this Equation (30) by p i β and summing over all i, and using (20), we again get
Hence, along with the constraints in (20), we finally get
Therefore, after proper normalization, the final MaxEnt distribution corresponding to the LNE subclass with α = β turns out to be
Note that, by taking limit α → β in the MaxEnt distribution (27) , we can also get the above MaxEnt distribution (33) for the case α = β. Further, the MaxEnt distribution for the α = β subfamily of LNE is the classical MBG distribution, which forms the usual exponential family of statistical distributions. This is an extremely interesting result in that, this is the first instance observed where one gets the classical exponential-type MaxEnt distribution under non-extensive constraints from a generalized entropy. This interesting phenomenon can indeed be justified through the scaleinvariance of the LNE family and the concept of escort distributions in information theory; the reason behind it is that the LNE of a (general) distribution at α = β has the form of the Shannon entropy of its escort distribution and the non-extensive normalized constraint can also be viewed as a linear expectation constraint in the escort distributions. Therefore, the proposed LNE family, apart from containing the first scale-invariant entropies, is also the first class of entropies producing both the classical exponential type (MBG) as well as non-extensive power-law type (generalized deformed exponential family) MaxEnt distributions under the nonextensive framework, along with an additional tuning parameter in both the cases for modeling more complex structures of the physical or information systems.
The Associated Cross-Entropy Minimization Problem
The cross-entropy is another important component of information theory when a prior guess is available for the distribution under study. In order to define the cross-entropy associated with the LNE family in (11)-(12), let us consider any two (sub-)probability distributions P = (p 1 , . . . , p n ) T and Q = (q 1 , . . . , q n ) T both belonging to Ω * n with fixed W (P ) = W (Q) = W , say; for probability distributions W = 1. From the relations between existing entropy measures and associated crossentropy measures, a natural definition for the corresponding (asymmetric) cross-entropy measure between P, Q can be given by
Note that, for the uniform prior
Hence a minimizer of the above cross-entropies in (34)-(35) with respect to P , given a uniform prior (and any additional constraints), coincides exactly with the corresponding MaxEnt distribution of the LNE family (under the same set of constraints); they are clearly the dual optimization problems to each other. We will refer to these cross-entropy measures (34)- (35) as the logarithmic (α, β)-norm cross-entropy or the LNCE in short. Further, for the particular case of β = 1 and P ∈ Ω n (probability distribution), the LNCE coincides with the Renyi measure of directed-divergence [44] having parameter α > 0, just as the LNE coincide with the Renyi entropy for probabilities at β = 1. An immediate interesting property of the above cross-entropy family over the general space Ω * n of sub-probabilities is the scale invariance with respect to the first argument P , i.e., CE LN α,β (cP, Q) = CE LN α,β (P, Q) for any c, α, β > 0 and P ∈ Ω * n . This comes from the scale-invariance of the underlying LNE measures and could potentially be important for further study involving its minimization.
Note also that, the LNCEs are related to the relative (α, β)-entropy measures RE α,β (P, Q) defined in [16] , through the relations
In view of the above relation and the positiveness of α, the geometric properties (continuity, convexity etc.) of the new LNCE measures as a function of P are exactly the same as those of RE β,α (P, Q), which has been extensively studied in [16] . Further, for any α, β > 0 and a given prior Q, the minimization of the LNCE CE LN α,β (P, Q) with respect to P is indeed the same as the minimization of the relative entropy RE LN β,α (P, Q). The unrestricted minimization of these relative (α, β)-entropies in both the argument distributions has been discussed in [16] ; the latter work has also illustrated the benefits of the resulting minimizer in leading to robust statistical inference, which makes this relative entropy family practically useful and justifies the need for studying its minimizer (equivalently the minimizer of the corresponding LNCE).
In the following, we will discuss the constrained minimizer of the LNCEs under the β-normalized expectation constraints for non-extensive applications. This is clearly a dual problem to the constrained MaxEnt problem discussed in Section 3. Using the scale invariance of the LNCE in the first argument, as in (21) , the objective function for the cross-entropy minimization problem here can be written in terms of Lagrange multipliers λ r , r = 0, 1, . . . , m, as
Then, one can proceed as in the derivation of MaxEnt distribution in Section 3 to derive the extremum of the above objective function (37) for α = β, which turns out to be
That the above extremum in (38) is indeed the required minimum cross-entropy distribution given Q, based on the LNCE, follows from the convexity of the LNCE family in P . The above minimum LNCE distribution can also be expressed in terms of the generalized exponential family through the deformed functions as
λ r (g r (i) − G r ) , i = 1, . . . , n.
Note that, this of the same form as the solution of the minimum Kullback-Leibler cross-entropy distribution or the minimum Tsallis or Renyi cross-entropy distributions under nonextensive constraints [15, 19, 35, 50, 53] . For the particular subclass of LNCE with α = β, the corresponding minimizer distribution under non-extensive constraints in (19) can be shown to have the form 
which can also be obtained from the general result (38) taking α → β. Interestingly again, the minimum cross-entropy distribution of the LNCE subclass at α = β leads to the classical results under the non-extensive constraint, which is the same as the Kullback-Leibler cross-entropy minimizer under usual linear (expectation) constraint.
Conclusions
We believe that this paper has made several important contributions. We have proposed a new class of entropy measures and studied their properties in detail. This family has several distinguishing features, the most remarkable of which is the scale invariance property. This two parameter family of entropies contains the Renyi entropy as a special case; the family can, in fact, be viewed as an appropriate Renyi entropy of the escort distribution associated with a given sub-probability distribution. We have derived the MaxEnt distribution corresponding to our family of entropies under the Tsallis non-extensive constraints. This is in fact the first scale invariant family of generalized entropies which provides the usual Maxwell-Boltzmann MaxEnt theorem of Shannon under nonextensive conditions. The relation and link between this research and our previous work in [16] have also been carefully explained. And finally, we have developed the corresponding cross-entropies and studied some of their important properties including those of their minimizers. We have also provided a sub-family of the cross entropy measures which leads to extensive results under the non-extensive framework, providing an instance of a case where the two concepts are combined. The present paper further opens up several interesting future research problems. The first one would be the application of our new entropy and cross entropy measures in generalizing the concept of code-length or related information measures and the inference under source uncertainty or noisy channels. It will also be interesting to generalize and study the statistical physics and thermodynamic concepts through the use of new LNE family and its MaxEnt distributions; this will generalize the Renyi thermodynamics and its applications. Since it is already known that the minimizer of the associated relative entropy measure leads to robust statistical inference [16] , it will also be interesting to study the applications of the LNE, its MaxEnt and the LNCE measures in different statistical and general inferential problems which are expected to provide robust solutions under data contaminations or outliers. We hope to pursue some of these extensions in our future works.
A q-deformed calculus
The q-deformed functions and associated algebra, calculus were initially discussed in [49] and latter explored in detail in [10, 39] . For any q ∈ R, we define the q-logarithm and q-exponential of x ∈ R, respectively, as ln q x = x 1−q − 1 1 − q , x > 0, . 
They coincides with the usual definitions of (natural) logarithm and exponential functions at q → 1. For general q ∈ R, they satisfy the following properties
dx e x q = (e x q ) q , and d dx ln q x = x −q .
• e x q e y q = e x+y+(1−q)xy q
, and ln q (xy) = ln q x + ln q y + (1 − q)(ln q x)(ln q y).
