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“Implementació d’un sistema de monitorització dins d’un sistema de suport global 
basat en Itil” és un projecte que s’ha portat a terme per a l’empresa Netmind. 
 
        
a.-imatge corporativa 
 
I què és Netmind? Doncs Netmind és una empresa que es dedica fonamentalment a la 
formació i impartició de cursos en moltes branques de les tecnologies de la informació 
i la comunicació(TIC). Aquestes branques van des del desenvolupament web i la 
ofimàtica fins al desenvolupament i manteniment de xarxes informàtiques tan sistemes 
Linux com Windows, passant també per cursos en seguretat en les TIC i gestió de 
projectes. Els cursos són impartits bàsicament de forma presencial en aules 
informàtiques de la pròpia empresa, però des de fa un temps amb la voluntat 
d’expandir-se i donar-se a conèixer per Espanya i la resta d’Europa l’empresa ha obert 
també una línia de cursos online amb tecnologia “openclass” on alumnes de diferents 
països s’uneixen en una mateixa sala virtual on segueixen les explicacions del 
formador. 
 
Netmind podria donar cursos en moltes altres branques en el sector de les TIC, però 
ha optat per centrar-se en algunes d’elles i intentar destacar en el coneixement 
d’aquestes, és aquí on s’ha pogut diferenciar de la competència que potser impartia 
més varietat de cursos però no amb tanta qualitat i aprofundiment. Això ha fet que tot i 
patir la crisi econòmica actual amb duresa hagi pogut aguantar millor que no pas altres 
competidors del mateix sector. 
 
Una de les branques on Netmind destaca pels seus coneixements en les tecnologies 
TIC és en la dels sistemes informàtics especialment en sistemes Windows, on existeix 
fins i tot un acord amb Microsoft on es dóna formació oficial en aquestes tecnologies. 
El que implica que als alumnes que aprovin els cursos se’ls atorga un certificat oficial 
Microsoft d’assoliment d’aquests coneixements.  
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Apart de la formació, amb els coneixements de sistemes Windows de que disposen els 
tècnics de Netmind, l’empresa es dedica també a desenvolupar projectes de sistemes 





Com s’ha vist en el punt anterior, l’empresa es dedica a varies activitats, però ara ens 
centrarem a explicar breument el funcionament del departament de sistemes de 
Netmind. 
Molts dels clients que han rebut formació en alguna tecnologia per part de Netmind, 
han demanat posteriorment fer algun projecte a la seva infraestructura. D’aquests 
projectes s’ha encarregat l’equip de projectes del departament de sistemes. Entre els 
principals projectes es compten la creació de clústers de servidors, implantació de 
LAN’s, VPN’s, creació de dominis corporatius, desplegament de servidors Exchange, 
servidors per comunicació vía Lync, etc. I un cop els projectes han estat finalitzats es 
traspassa la informació a l’equip de suport per tal de que tingui tota la informació 
necessària de la infraestructura nova creada al client. A partir d’aquest punt, en la 
majoria d’incidències i problemes que pugui tenir en el futur la infraestructura creada, 
serà l’equip de suport de Netmind l’encarregat de solucionar-les. En cas que 
s’haguessin de fer modificacions importants en el projecte, seria l’equip de projectes 
que s’encarregaria de fer-ho. 
 
    a.-estructura dept. Sistemes 
 
 




En el meu cas, tot i dependre directament de l’àrea de suport, se m’ha estat assignat el 
projecte de monitorització dels sistemes dels clients, per tan he desenvolupat tasques 
en les dues àrees del departament de sistemes. 
 
L’àrea de suport treballa seguint la “Information Technology Infraestructure 
Library”(ITIL), que bàsicament són un conjunt d’estàndards i procediments a seguir 
que permeten a una organització ser el màxim d’eficient a l’hora de gestionar serveis 
de les tecnologies de la informació, el desenvolupament de les tecnologies de la 
informació i totes les activitats relacionades amb aquestes tecnologies. 
 
   
  b.-diagrama de procediments de la v3 d’ITIL(la més actual) 
 
Com s’observa a la figura, el centre d’aquests procediments és l’estratègia de servei, 
que es centra  en l’estudi del mercat on l’empresa ha de posar el focus i també en una 
millora a llarg termini en l’ús de les tecnologies de la informació. 
 
De l’estratègia de servei , pengen tres branques principals, que es retroalimenten. El 
disseny del servei és on l’empresa marca les seves pròpies regles de joc, és a dir, que 
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és capaç de fer, quina capacitat té, quin nivell de qualitat pot donar, nivell de seguretat 
i disponibilitat. Posteriorment, a la transició del servei l’empresa fa una sèrie de tests 
per conèixer la seva capacitat i nivell real que pot oferir amb els seus serveis, llavors 
es comparen els resultats obtinguts amb les expectatives i a partir d’aquí l’empresa 
posa en producció els seus serveis. Finalment, a l’operació del servei es monitoritza al 
mateix temps que es fa el manteniment del funcionament de tots els serveis que 
ofereix l’empresa, es registren els problemes, incidències, peticions i accés a serveis. 
És a l’operació del servei on l’àrea de suport posa el major èmfasi i recursos. Un cop 
s’ha fet tot el procés, tota l’experiència i coneixements obtinguts serviran per ser 
capaços de redissenyar els serveis que s’ofereixen  o dissenyar-ne de nous. 
 
Això el que ens permet, a suport, és gestionar les incidències i/o peticions de serveis 
que ens demanen els clients de forma eficient, el que significa que ens ajuda a 
classificar aquestes demandes per ordre d’urgència, impacte i necessitat per a ser 
resoltes. Aquestes tasques de suport es fan a través d’una eina web de gestió 
d’incidències,”easy vista”, on els clients fan allà les seves peticions, i nosaltres ens 
encarreguem de gestionar-les i donar la prioritat que necessiten. A través d’aquesta 
eina basada en els estàndards d’ITIL es gestiona tot el transcurs de la incidència, des 
de que s’obre fins que es tanca validada pel client interessat en la seva resolució, 




El fet que el nombre de clients d’una empresa vagi creixent i que l’equip de suport 
cada cop tingui més infraestructures de clients externs a portar fa que el control 
d’aquestes infraestructures es vagi complicant perquè no es possible portar-les totes 
amb el mateix grau de proximitat i coneixement diari del que hi esta passant. Per això 
es necessita d’algun sistema que permeti tenir controlats tots els sistemes dels clients 
de forma que es tingui una visió global i centralitzada.  
 
 
El projecte, per tan, es basarà en fer una monitorització en temps real de l'estat dels 
servidors dels diferents clients que té l'empresa Netmind, específicament aquells que 
tenen contractat el servei de support. La tecnologia utilitzada estarà basada en un 
sistema de control de xarxes , i un gestor d'administració “front-end” d’aquest sistema 
que facilitarà el seu ús.  
 
Cal que l'empresa disposi d'aquest sistema per poder tenir una visió general 
centralitzada en algun monitor , i alhora detallada de tots els servidors que puguin ser 
crítics dels clients. Això permetrà a l'empresa veure l'evolució de l'estat dels servidors i 
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poder avançar-se als problemes que puguin tenir en un futur. Per tan, caldrà que tots 
els clients puguin ser gestionats des del mateix servidor i controlats des del mateix 
monitor per facilitar les tasques dels tècnics en el seu manteniment. Apart de donar 
facilitat als tècnics a l’hora de fer un repàs de l’estat dels sistemes del conjunt dels 
clients, el que aconseguim amb això és disminuir la càrrega de temps que un tècnic 
necessita per conèixer l’estat d’aquests sistemes, per tan es podrà dedicar més temps 
en la resolució d’incidències i peticions de servei que puguin haver i menys temps en 
control de les infraestructures. 
 
Apart de tots aquests avantatges que aquesta monitorització pugui aportar als tècnics 
de sistemes, també s’utilitzaran les estadístiques que es desprenguin de les eines de 
monitorització utilitzades, per fer un estudi de com ha de ser el funcionament futur del 
departament i en quin tipus de problemes s’ha de posar el focus. És a dir, seguint els 
estandards d’ITIL, les estadístiques i informació obtinguda en la operació del servei 
s’utilitzaran en el disseny del servei(en cas de fer una nova planificació de l’empresa o 
el departament). 
 
La caiguda dels sistemes d'un client pot tenir un impacte greu en una empresa, ja que 
això suposa l'aturada total o parcial del seu funcionament, dels serveis que dóna, i 
causa que els seus treballadors no puguin treballar. Tot això pot conduir a perdre 
diners per part del client, per tan aquest sistema de monitorització ha d’evitar en la 
mesura del possible que aquests problemes puguin succeir. 
 
En definitiva, la implantació d’aquest projecte haurà de facilitar la feina als tècnics i 
segurament farà que els clients se sentin més tranquils ja que els seus sistemes 




Dins l’objectiu principal que es posar en funcionament el sistema de monitorització als 
clients de l’empresa, es poden diferenciar una sèrie de petits objectius que s’han 
d’anar assolint, per tan de poder arribar a l’objectiu final que es tenir, evidentment, tot 
aquest sistema en funcionament. S’ha de tenir en compte que no tots els clients són 
iguals, el que m’ha fet organitzar-los en dos grups principals, els que no disposaven de 
cap sistema de monitorització i els que sí. 
Dividirem els sub-objectius o tasques en quatre grans parts: 
 
- Definir els mòduls: Bàsicament, es tractarà d’esbrinar que és el que 
necessito per muntar tot el sistema, les tecnologies que necessitaré.   
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- Fer un estudi de mercat de les eines per la implementació de cada 
mòdul: analitzar les diferents alternatives de cada mòdul de les que puc 
disposar i escollir-ne la que utilitzaré de forma general. Segons les 
característiques del client, s’utilitzaran eines diferents a la general. 
 
 - Posar en funcionament el servidor centralitzat a Netmind: Serà la 
màquina on arribaran les dades del funcionament de tots els servidors 
monitoritzats dels clients. Contindrà la eina que gestioni aquestes dades, 
la eina que ens permetrà visualitzar-les i també les eines que permetran 
al servidor entendre les dades que li arriben dels clients. L’eina que 
gestioni les dades enviarà alarmes al correu de l’equip de suport.  
 
 -  Implantació a clients que no disposen de sistema de 
monitorització propi: Es prepararà els servidors d’aquests clients 
perquè enviïn dades al servidor centralitzat de Netmind. 
 
 -  Adaptació dels clients amb sistema de monitorització propi: 
S’adaptarà el servidor de monitorització d’aquest client perquè enviï 
alarmes al correu de l’equip de suport.  
 
- Planificació i anàlisi econòmic global del projecte: com es 
planificaran totes les tasques i subtasques que necessita el projecte per 
ser assolit, i quin és el seu cost estimat. 
 
Serà important que les dades recollides i emmagatzemades al servidor centralitzat es 
puguin utilitzar com a estadístiques a l‘hora de fer el disseny del servei(una de les tres 












En primer lloc es mostrarà una visió global de tota l’arquitectura, és a dir, del servidor 
centralitzat, dels seus clients, i de les comunicacions amb tots ells. 
En el següent diagrama es pot veure aquesta arquitectura de forma global com dèiem, 
i on s’han destacat en color vermell els mòduls que s’hauran d’estudiar per dur a terme 
el projecte.  
 
Figura 2.1 diagrama global 
 
Abans de realitzar cap tipus d’implementació, va ser completament necessari tenir clar 
quina seria la arquitectura del projecte per tal de poder fer la monitorització, i tenir clar 
també quines serien les aplicacions per defecte que s’utilitzarien. Com ja s’ha 
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comentat anteriorment s’hauran de buscar alternatives diferents per a alguns clients o 
per algunes màquines en concret ja que no tots ells són iguals. Ara explicaré la 
arquitectura general per la majoria dels clients que va ser triada. 
A la part superior de la figura 4.1 està representada la companyia Netmind. Aquí s’ha 
representat el servidor de monitorització, un terminal des d’on s’accedirà el servidor 
de monitorització via navegador web, el firewall i el router. A la part inferior surten 
representats els clients, amb les seves màquines que seran monitoritzades, i els 
firewalls i els routers de les seves respectives infraestructures. La forma d’accedir 
entre tots ells, és, en principi i per defecte, a través de la IP pública que tenen tots(la IP 
coneguda a través d’internet o del “núvol”). 
A més de la seva IP pública, cadascun dels clients compta amb un rang d’IP utilitzat 
per les seves comunicacions internes o per la seva xarxa local, és el que s’anomena la 
IP privada. En el cas de Netmind es va optar pel rang 172.27.0.0(el que significa que 
poden haver ordinadors desde 172.27.0.0 fins a 172.27.255.255, xarxa privada classe 
B). Però per simplificar l’assignació d’IP’s als servidors i estacions de treball de la 
xarxa interna de Netmind s’utilitzen les IP’s 172.27.80.0 - 172.27.80.255. En el cas 
dels clients, com s’observa, tenen rangs d’IP’s privades diferents.  
Per tal de realitzar les comunicacions entre el servidor de monitorització i cadascuna 
de les màquines dels clients es va descartar de fer-ho mitjançant la IP pública per 
temes de complexitat i perquè també podia comprometre la seguretat. La solució que 
es va adoptar llavors és la creació d’un tunnel VPN entre el servidor i cada una de les 
màquines. Com es veu en la imatge el firewall Pfsense de Netmind també fa la funció 
de servidor VPN. La IP privada que se li dóna al servidorVPN és del rang 172.27.68.0, 
llavors totes les màquines dels clients es connectaran a aquest servidor mitjançant una 
IP d’aquest rang que se’ls assignarà(com es veu a la imatge les màquines dels clients 
tenen una IP de la seva xarxa privada i una altra IP de la xarxa interna de Netmind). 
D’aquesta manera, quan les màquines dels clients estan connectades al servidorVPN 
mitjançant el tunnel VPN, el nostre servidor de monitorització també serà capaç de 
veure-les. Les línies discontinues representen els tunnels VPN que permeten la 
comunicació directa del nostre servidor amb les màquines clients. 
Per evitar conflictes d’IP i incompatibilitats és recomanable que el rang d’IP utilitzat per 
la connexió VPN sigui diferent del rang d’IP que utilitzen les màquines en la xarxa local 
de la seva infraestructura. 
De forma general, les dades que viatgen entre els clients i el servidor ho faran amb el 
protocol SNMP, i el que farà que es puguin entendre entre ells serà un agent que 
s’haurà d’haver instal·lat als clients. 
En el cas del servidor de monitorització, com es pot veure en la imatge, haurà de tenir 
instal·lats i configurats el següent conjunt de serveis: 
1. Eina de monitorització 
- És el motor que fa funcionar el sistema de monitorització. 
- Representa el centre del sistema, és a dir, des d’on entraran i sortiran 
totes les dades. 
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- La majoria de les altres eines estaran directament relacionades amb 
aquesta eina. 
- En cas de no disposar d’eina de gestió, el propi sistema haurà de ser 
gestionable directament des de els seus arxius font. 
 
2. Eina de gestió 
- Permetrà administrar les peticions d’informació que enviem a les 
màquines dels clients. 
- Permetrà organitzar la informació com creiem necessari. 
- Haurà de facilitar la feina d’administració de les màquines, i no 
complicar-la respecte a l’actualitat. 
 
3. Eina de visualització 
- És la eina que ens mostrarà l’estat en temps real de cada una de les 
màquines. 
- Haurà de mostrar la informació de la manera que la haguem organitzat. 
- La informació haurà de ser entenedora, de forma que es vegi 
ràpidament tot el que està passant. 
*Com veurem posteriorment, hi ha eines que ens permeten fer la gestió i 
la visualització al mateix temps.  
 
4. Agents 
- Aplicació que enviarà les peticions de servei de la forma que els clients 
la puguin entendre. 
- Al mateix temps, també haurà d’entendre les dades que els clients 
enviïn com a resposta. 
- Haurà de garantir una certa seguretat, que no tothom pugui consultar la 
informació sobre els equips monitoritzats. 
 
5. Servei de correu electrònic 
- Si s’arriba als paràmetres estipulats com a perillosos o crítics, s’hauran 
d’enviar alarmes per correu als tècnics perquè estiguin al corrent del que 
està passant. 
- Útil en cas de que els tècnics no estiguin atents a l’eina de visualització, 
ja que rebran la informació directament al seu mail. 
 
Finalment, cal dir que el servidor central serà de tipus virtual, per tan s’haurà de fer un 
procés de virtualització per afegir-lo al clúster on estan tots els altres servidors de 
l’empresa Netmind. 
A l’apartat 5(implementació) es veurà més en detall mitjançant diagrames el 
funcionament tan del servidor central com dels clients. 
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3.-Anàlisi	 i	 comparativa	 de	 les	
tecnologies	utilitzades	
 
Aquest punt consta de 3 subapartats, el primer subapartat(3.1) explica quines són les 
tecnologies que necessitem utilitzar i el seu funcionament general, el segon 
subapartat(3.2) explica les diferents eines que s’han tingut en compte per implementar 
aquestes tecnologies, és a dir, les diferents alternatives, i finalment l’últim 
subapartat(3.3) és on es decideix quina és l’alternativa escollida i els motius. 
 
 
3.1.-Descripció de les tecnologies que necessitem implementar 
Procedim a explicar les diferents tecnologies que seran necessàries per fer el projecte. 
 
 
3.1.1.-Eina de monitorització 
En un sistema de monitorització arriba constantment un gran volum de dades de les 
màquines que estem vigilant. Per gestionar tot aquest gran volum d’informació que 
anem reben necessitem un conjunt d’aplicacions que ens ho permetrà gestionar. 
 
Aquesta tecnologia de monitorització bàsicament ens ha de permetre: 
1) Emmagatzemar la informació que arriba al servidor. 
2) Organitzar la informació d’una forma que sigui més fàcil d’entendre per nosaltres. I 
d’acord amb els nostres objectius, ens interessa organitzar-la (i)per clients de la 
nostra empresa, (ii)tipus de màquines segons el seu sistema operatiu, (iii)tipus de 
màquines segons la funció que tenen(servidor web, servidor DHCP, etc) i 
(iv)segons el tipus de dades(cpu, memòria, discs durs, etc). 
 
El fet d’organitzar la informació d’aquesta manera fa que després sigui molt més fàcil 
d’entendre quan la volem consultar, i sobretot a l’hora de fer canvis per donar d’alta o 
de baixa clients, màquines o serveis , aquests canvis seran més ràpids i efectius. 
 
Un altre aspecte important a l’hora de tenir ben estructurada la informació, és que no 
només consultaran l’estat dels sistemes tècnics, sinó que responsables de cada client 
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que no necessàriament tenen grans coneixements informàtics també podran veure i 
entendre sense dificultats l’estat de la seva infraestructura informàtica. 
 
Aquesta tecnologia de monitorització, per a que ens permeti fer tot això, ha de tenir 
implementat un sistema que relacioni les bases de dades(on hi haurà 
emmagatzemada tota la informació) amb un sistema funcional que permeti crear arxius 
estructurats en grups de clients, clients, màquines, serveis, etc. Aquest sistema 
organitzat en arxius de configuració o també anomenats objectes s’encarregarà 
d’agafar la informació de les bases de dades i mostrar-les de la manera que nosaltres 
hem triat en una pantalla(front-end). 
 
Dit d’una altra forma, aquesta tecnologia adaptarà les dades recopilades de forma 
desestructurada des de les màquines monitoritzades, i farà que quan el tècnic de 
sistemes o un usuari qualsevol les consulti per pantalla apareguin organitzades. 
 
Finalment, aquesta tecnologia haurà d’entendre la informació que li arriba  des de les 
màquines, on prèviament haurem instal·lat uns agents que s’encarregaran de donar la 




El front-end és l’eina que l’usuari o tècnic final  utilitzarà per veure finalment la 
informació. Com en el cas del sistema de monitorització, ens interessa que aquesta 
informació sigui el màxim d’entenedora i també el màxim d’adaptable. Hi ha eines que 
serveixen exclusivament per a què puguem veure la informació per pantalla, però a 
nosaltres ens interessa utilitzar una eina que també ens deixi modificar i estructurar 
tota la informació des de el mateix front-end. 
 
Si utilitzem una eina que només ens permet visualitzar, això vol dir que tota la feina 
d’estructuració i modificació de dades l’hem de fer directament ens els arxius de 
configuració, per tan haurem de fer-ho des de la mateixa línia de comandes la majoria 
de les vegades, el que farà complicar la feina al tècnic que ho hagi de gestionar en 
aquest moment. 
 
En canvi, si utilitzem una eina que apart de visualitzar també ens permeti gestionar, 
això ens facilitarà la feina, la feina serà més “visual” i segurament guanyarem temps 
per a realitzar altres tasques. El que aconseguim amb aquest tipus d’eina es que els 
canvis que fem des de el front-end s’apliquin directament sobre els arxius de 
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configuració del sistema de monitorització, per tan, el nivell de coneixements que 
necessita el tècnic seran menors que si hagués d’editar directament aquests arxius ja 
que el nivell de complexitat d’algunes comandes són elevades. 
 
La majoria de sistemes de monitorització porten un front-end propi, el que passa és 
que acostuma a ser només de visualització. Si volem que també ens permeti gestionar 
en la majoria de casos haurem de configurar una eina front-end apart. 
 
El tipus de front-end que necessitem implantar serà tipus web, per tan introduint el 
nom del servidor o la seva ip a la URL podrem accedir-hi. També serà necessari que 
aquest gestor web tingui un mínim  de seguretat, per tan, només els tècnics 




Els agents seran les aplicacions o plugins que s’hauran d’instal·lar i configurar a totes 
les màquines(clients i servidors) per tal que recullin i enviïn la informació del sistema 
quan el servidor central els hi faci la petició d’informació. En definitiva, hauran de 
permetre que les dades que es recullen a les maquines siguin enteses pel sistema de 
monitorització central que és el que les gestiona. 
 
Segons el tipus de dades que vulguem captar de les màquines, necessitarem instal·lar 
un tipus o un altre d’agent. Hi ha alguns que et permeten captar la informació bàsica 
de l’estat hardware(CPU, memòria, discs durs, etc) i de serveis que puguin donar 
aquestes màquines a les seves companyies(DHCP,HTTP,DNS, etc). Altres agents, 
més complexes, també permeten donar informació d’aplicacions, processos interns de 





El “Simple Network Management Protocol”(SNMP) és un protocol de la capa 
d’aplicació(última capa del model OSI que s’encarrega de donar serveis de xarxa a 
aplicacions) utilitzat per realitzar un control de tota mena de components d’una xarxa, 
servidors, impressores en xarxa, routers, switchs o estacions de treball. Utilitza un 
servei no orientat a la connexió(UDP) per evitar afectar al màxim el rendiment de la 
xarxa, el protocol UDP no utilitza mecanismes de control d’errors i de recuperació a 
diferència de TCP. Són dades que són enviades constantment des de l’agent a la 
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màquina servidor de forma recurrent per tan no és necessari que absolutament totes 
arribin correctes. 
 
Normalment SNMP treballa amb el port 161 (la màquina client espera les peticions en 
aquest port i les reenvia al port origen del servidor) i es basa en un sistema petició-
resposta, el servidor demana unes dades i la màquina monitoritzada les envia. SNMP 
per defecte també pot treballar pel port 162, però en aquest cas es dirà SNMP trap, on 
la maquina a monitoritzar va enviant cada cert temps dades sense cap petició prèvia 
del servidor.  
 
Actualment, s’utilitzen 3 versions de SNMP: 
-SNMPv1: La implementació inicial del protocol SNMP. Versió bastant insegura, 
els clients s’autentiquen utilitzant una simple contrasenya “community name” que es 
transmesa per la xarxa en text pla. Comptadors de 32 bits, que pot ser insuficient per 
la informació que es mou en algunes xarxes. 
-SNMPv2c: Molt semblant a la v1 però afegint comptadors fins a 64 bits. No 
resol els problemes de seguretat. 
-SNMPv3: Afegeix a la v2c millores en la seguretat. Confidencialitat, encriptació 
dels packets. Integritat, assegura que un paquet no arriba modificat o manipulat. 
Autenticació, assegura que el packet prové d’una font vàlida. 
Segons la localització de la màquina que vulguem monitoritzar utilitzarem una versió o 
una altra. Per exemple, una màquina que estigui dins mateix de la nostra LAN i les 
dades no surtin a internet, serà suficient amb la versió 1 o 2c, en canvi, si la màquina 
és fora de la LAN és recomanable utilitzar la versió 3. Els packets utilitzant versió 1 i 2c 
són víctimes fàcils de l’”sniffing” ja que la informació viatja amb text pla i qualsevol que 
reculli els packets ho pot llegir. 
 
Cada packet SNMP(anomenat PDU, Protocol Data Unit) consta de  la següent 
estructura: 
 
En la versió1 s’envien 5 packets durant la comunicació: 
- GetRequest: El servidor fa la petició sobre una variable del client(servidor-client) 
- SetRequest: El servidor demana canviar un valor del client(servidor-client) 
- GetNextRequest: El servidor pregunta quina és la següent variable a 
consultar(servidor-client) 
- Response: El client retorna el valor de la variable demanada(client-servidor) 
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- Trap: Notificació asíncrona del client al servidor, utilitzada en SNMP-trap(client-
servidor) 
En la versió 2c i 3 s’afegeixen 2 packets més: 
- GetBulkRequest: El servidor demana la sèrie de variables a consultar(servidor-client) 
- InformRequest: En el cas de SNMP-trap el servidor informa al client que ha rebut la 
seva notificació(servidor-client) 
Com que el protocol SNMP ja ha quedat explicat, es prescindirà dels punts 3.2.4 i 
3.3.4, però se’n tornarà a parlar a l’apartat 5.3(implementació). 
 
3.1.5.-Virtualització del servidor 
La virtualització és un conjunt de tècniques que es basen en la creació d’una màquina 
virtual. Aquesta màquina virtual pot ser creada a partir d’una màquina real ja existent o 
creada des de zero. Aquesta màquina virtual actuarà de forma idèntica a una màquina 
física, és a dir, simularà que disposa d’un hardware amb un sistema operatiu instal·lat. 
En la virtualització diferenciem dos tipus de màquines, la màquina “host”(la que 
executa la virtualització) i la màquina “guest”(la màquina virtual en sí) i el software 
instal·lat a la maquina host que simula la màquina virtual s’anomena hypervisor o 
Virtual Machine Manager. El software hypervisor gestiona els 4 recursos principals de 
la màquina host(CPU, memòria, discs i xarxa) i els reparteix dinàmicament entre totes 
les màquines virtuals(guests). 
 
Aquestes serien les solucions de virtualització més comunes: 
- Virtualització de servidors: s’executen diferents servidors virtuals a la mateixa 
màquina física. Permet una unió de tots els recursos principals(hardware,espai,etc) al 
temps que permet aïllament i la seguretat es manté. 
- Virtualització d’aplicacions: permet executar aplicacions instal·lades en un entorn 
virtual des de una estació de treball física. 
- Virtualització d’escriptori: consisteix en executar múltiples SO en una mateixa estació 
de treball permetent executar una aplicació en un sistema operatiu no compatible. 
- Virtualització de presentacions: permet executar i mantenir aplicacions 
emmagatzemades en servidors centralitzats i proporciona una interfície familiar a 
l’usuari des de la seva estació de treball. 
- Infraestructura d’escriptori virtual(VDI): permet allotjar diferents màquines virtuals en 
un mateix host(com la virtualització de servidors però destinat a màquines client). 
- Virtualització de perfil: els usuaris poden tenir els mateixos documents i aplicacions 
independentment de la estació de treball on es posin(independentment de la màquina 
on facin logging, sempre tindran el mateix). 
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En la tecnologia de virtualització, per referir-se a backup s’acostuma a dir snapshot. Un 
snapshot guarda l’estat en que es troba la màquina virtual en un moment, i es pot 




Una VPN(Private Virtual Network) és un tipus de xarxa que s’utilitza per estendre una 
xarxa privada domèstica o d’una companyia a altres localitzacions a través d’internet. 
Amb aquesta xarxa es simula tenir a una xarxa interna privada(LAN) de casa o de la 
empresa màquines que podrien estar a kilòmetres de distància i que seria impossible 
unir-les per cable o wifi a la nostra LAN. L’ús principal que se li aplica a una VPN en 
l’actualitat és la d’unir diferents oficines d’una mateixa empresa que se situen en 
diferents ciutats. En el nostre cas es farà servir per unir les màquines a monitoritzar 
que estan dins la infraestructura dels clients(per tan dins d’una xarxa privada) amb el 
servidor central ubicat a les oficines de Netmind, el que simularà que aquestes 
màquines dels clients es troben a la mateixa xarxa privada de Netmind. 
 
Bàsicament, una VPN es pot configurar de dues formes: 
- Remote-access: unir les màquines individualment a la xarxa privada. A cada 
màquina se li dóna una ip privada corresponent a la xarxa privada principal. 
- Site-to-site: unir dues o més xarxes privades remotes entre sí. A cada xarxa 
privada es configura un servidor VPN que farà l’enllaç(mitjançant NAT,network 
address translation) amb les altres xarxes. 
 
  2.1.6.a.-Exemple de xarxa VPN(remote-acces i site-to-site) 
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La connexió VPN que s’estableix entre els diferents punts de la xarxa privada es diu 
també “tunnel”. I actualment establir una connexió o tunnel VPN és molt segur, per 
això acostuma a ser la forma de comunicació més utilitzada per unir diferents punts 
d’una mateixa empresa. Els components principals de la seguretat del tunnel són els 
següents: 
- Confidencialitat: Les dades que viatgen a través del tunnel ho fan encriptades, 
per tan les tècniques d’sniffing només aconsegueixen captar paquets 
impossibles d’entendre. 
- Autenticació: Tenim la possibilitat d’establir una autenticació, és a dir, cada cop 
que un usuari vulgui entrar a una xarxa VPN se li demanarà usuari i 
contrasenya. 
- Integritat: detecta si els missatges o paquets arribats a través del tunnel han 
estat modificats durant el trajecte. 
 
Els protocols més utilitzats per establir un tunnel VPN segur són els següents: 
- IPSec(Internet Protocol Security) 
- SSL/TLS(Transport Layer Security) 
- DTLS(Datagram Transport Layer Security) 
- MPPE(Microsoft point-to-point encryption) 
- SSH(Secure Shell) 
 
Abans d’establir el tunnel entre dos punts, aquests punts s’han d’autenticar. Aquesta 
autenticació es pot fer mitjançant usuari/contrasenya o amb la utilització de certificats 
digitals, aquesta última sent la més usada ja que permet al tunnel establir-se de forma 
automàtica en cas de caiguda de la xarxa. Si es fa mitjançant certificats, s’haurà de 
disposar d’una CA(autoritat certificadora). La CA crearà els certificats digitals(el 
certificat de la autoritat certificadora i un certificat per a cada client que es vulgui 
connectar a la xarxa), i també crearà les claus privades i públiques corresponents per 
codificar i descodificar la informació que viatja pel túnel. En la següent figura s’observa 
el funcionament de la connexió VPN(client-servidor) per l’ús de certificats digitals. 
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   2.1.6.b.-Comunicació VPN via certificats digitals 
 
 
3.1.7.-Servidor de correu electrònic 
En un sistema de monitorització, apart de rebre les notificacions procedents de les 
màquines controlades cap al servidor de monitorització i que apareguin per pantalla a 
través del front-end, també pot ser molt útil rebre aquestes notificacions a través de 
correu electrònic. 
 
És molt probable que una incidència en algun servidor important d’algun client 
succeeixi quan no estem directament observant la pantalla de monitorització de les 
màquines, per tan poder-ho rebre per mail el mateix moment en que es produeix la 
incidència ens pot fer guanyar temps en molts casos i poder resoldre la incidència fins i 
tot abans que molts usuaris d’aquests clients notin algun problema a la seva xarxa. Un 
administrador de sistemes i el seu equip de tècnics han d’aconseguir que se’n 
“recordin” d’ells el mínim possible, això voldrà dir que la infraestructura que gestionen 
causa pocs problemes. 
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El sistema de monitorització que haurem instal·lat al servidor central permet la majoria 
dels casos introduir una o varies adreces de correu electrònic on volem que s’enviïn 
les alertes o notificacions. 
 
Per instal·lar aquest sistema d’enviament de mails cal instal·lar un servidor de correu 
al servidor central de monitorització de Netmind i també al servidor de monitorització 
dels clients que ja disposen d’aquest servei. I bàsicament, el que farà aquest servidor 
de correu serà reenviar en format de correu electrònic les alertes que li arribin des de 
les màquines monitoritzades a l’adreça desitjada. 
                                   
2.1.7.-diagrama bàsic de la situació d’un servidor de correu a la xarxa 
 
 
3.2.-Opcions de programari considerades per crear el sistema de 
monitorització 
En aquest apartat s’exposen un seguit d’alternatives possibles de cada una de les 
tecnologies que s’han necessitat. Es fa una explicació de cada una de les alternatives 
que han estat valorades i tingudes en compte a l’hora d’implementar el projecte i es 
fan comparacions entre les alternatives de cada tecnologia, és a dir, avantatges i 
inconvenients que poden aportar cada una d’elles al funcionament global. 
 
 
3.2.1.-Eines de monitorització 
D’aplicacions que permetin monitoritzar sistemes informàtics en xarxa existeixen una 
gran quantitat com es pot observar a la figura adjunta, però finalment ens hem decidit 
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per l’ús de la tecnologia Nagios, els següents factors són els principals que ens han fet 




1) Preu: És gratuït. Nagios es un sistema de monitorització de codi obert(open 
source software) i es distribueix sota la llicència “GNU general public license”. 
Que un software sigui “open source” sota la llicència “GNU public license” té els 
següents avantatges: 
- Tothom té la llibertat d’utilitzar el programa, amb qualsevol propòsit(privat o 
comercial) 
- La llibertat d’estudiar el funcionament del programa i modificar-lo, adaptant-lo a 
les seves necessitats. 
- La llibertat de distribuir copies del programa modificat, per ajudar a gent amb 
les mateixes necessitats. 
- La llibertat de millorar el programa i fer públiques aquestes millores perquè 
tothom se’n pugui beneficiar. 
 
Es a dir, el codi font de la aplicació esta disponible per tothom, el que fa que 
ningú es pugui apropiar dels drets del mateix. 
 
2) Compatibilitat amb Centreon: Un altre gran avantatge de que disposa Nagios, 
és la seva compatibilitat amb Centreon, que com es dirà més endavant és una 
eina molt potent per a gestionar Nagios gràficament, el que ens pot facilitar la 
feina de gestió i manteniment de forma considerable. 
 
3) Compatibilitat amb sistemes Linux: Ja que es va creure convenient que el 
servidor de monitorització fos un sistema Linux, el fet que Nagios sigui 
compatible amb Linux és bàsic. 
 
4) Informació de suport: el fet que Nagios sigui una aplicació de codi lliure, ha fet 
que sigui un dels sistemes de monitorització més estesos i utilitzats. Aquest 
gran volum de persones que l’utilitzen ha fet que a la xarxa sigui el sistema de 
monitorització amb més informació amb diferencia. És molt important que 
abans de triar l’ús d’una aplicació es miri la capacitat de suport que pots obtenir 
en cas de dubtes, errors o problemes amb el seu funcionament. En aquest cas, 
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podem dir que la quantitat d’informació de suport que podem obtenir de Nagios 




Com s’observa a la imatge, la competència directa podria estar amb Nimsoft, però és 
una companyia que integra altres productes, per tan el número de resultats és 
enganyós. Altres productes com zenoss o zabbix queden molt lluny en ús. 
 
En el quadre següent extret directament de la Wikipedia, es veu una comparació de 
Nagios amb altres aplicacions similars. Veiem com SNMP funciona a través de 
plugin(que haurem d’instal·lar), la seva aplicació web només permet 
visualització(utilitzarem Centreon) i la llicència és de tipus GPL. 
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3.2.2.-Front-end 
El front-end és la part que permet a l’administrador de sistemes veure com es troba 
l’estat de la xarxa per tan és important que sigui fàcil d’entendre, ens doni el màxim 
d’informació amb el màxim d’organització possible, i si és possible ens permeti també 
fer la gestió del sistema de forma gràfica. 
 
A Netmind, hem tingut dues possibilitats, la primera seria fer ús del mateix front-end 
que proporciona la plataforma Nagios, i la segona opció és l’ús d’un front-end extern a 
Nagios però compatible amb ell.  
 
Finalment ens vam decantar per la segona opció. Aquesta opció és la implementació 
del front-end Centreon. El principal avantatge que dóna Centreon respecte el front-end 
que tenim per defecte amb Nagios, és la capacitat de gestionar totes les funcionalitats i 
opcions que ens dóna Nagios però de forma gràfica. D’aquesta manera no serà 
necessari modificar els arxius de configuració nosaltres mateixos, si no que Centreon 
ho farà per nosaltres. Centreon esta pensat per adaptar-se completament a un sistema 
Nagios, de fet va ser creat per utilitzar-se juntament amb Nagios. 
 
Un altre avantatge és que es tracta d’un software gratuït ja que es troba sota llicència 
GNU igual que Nagios. Amb això aconseguim que tot el que és el nucli dur del sistema 
de monitorització, és a dir arxius de configuració(Nagios) + sistema gràfic(Centreon), 
estigui creat a partir d’aplicacions “open source” el que fa abaratir substancialment el 
cost del projecte. 
 
Finalment, un avantatge important de l’ús de Centreon serà que també ens permet 
modificar les comandes o “plugins” que envien les peticions d’informació als servidors 
que tenim monitoritzats. Això serà necessari perquè a vegades les comandes que 
venen per defecte amb Nagios no s’adapten al tipus de servidor i han de ser 
modificades per tal de que no doni errors de lectura en la informació que estem 
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3.2.3.-Agents i plugins 
A part del servidor central, també serà necessari instal·lar a les màquines client un 
software determinat per poder comunicar-se amb el servidor. Aquesta comunicació 
serà del tipus petició-resposta, el servidor fa la petició i el client la respon. L’agent 
s’encarregarà de buscar la informació sobre la màquina on està instal·lat i 
proporcionar-la a qui ho ha demanat. 
 
Per tal de dur a terme aquesta configuració s’han tingut en compte diferents tipus 
d’agents, l’NSClient++, l’agent SNMP, i els plugins de Nagios NRPE, NRDP i NSCA. 
 
NSClient++: aquest agent és una aplicació client instal·lable a les màquines que 
volem monitoritzar(o màquines client). És una aplicació molt potent compatible amb la 
majoria de protocols i plugins de Nagios i alhora fàcil d’utilitzar. Va ser desenvolupat 
per treballar amb sistemes Nagios, tot i que també pot ser utilitzat amb altres escenaris 
diferents de Nagios. 
 
Com dèiem, és compatible amb la majoria de plugins de Nagios, entre ells NSCA, 
NRPE i NRDP que veurem a continuació, tot i que per defecte utilitza el plugin de 
nagios NSClientListener o “check_nt” que permet introduir una paraula secreta perquè 
la màquina client respongui a les peticions només si valida aquesta paraula. 
 
Un altre dels seus punts forts, és que es una aplicació de distribució lliure, per tan el 
seu ús és gratuït. 
 
El client NSClient mitjançant el seu plugin NSClientListener escolta les peticions que li 
provenen del servidor pel port 12489, port per defecte. 
 
Finalment, és un client compatible tan amb sistemes Windows com en sistemes Linux, 
tot i que s’utilitza especialment amb sistemes Windows ja que inicialment va ser 
desenvolupat per aquest tipus de sistema. En Windows treballa com a servei del 
sistema i en Linux es comporta com un “daemon”(aplicació que treballa en segon pla i 
s’encarrega de mantenir un servei en funcionament). 
 




A la figura anterior veiem com Nagios utilitza el plugin propi de NSClient “check_nt“ per 
enviar la petició, aquesta arriba a la màquina client que s’encarrega de buscar i 
retornar la informació del recurs demanat. 
 
Agent SNMP: l’aplicació o agent SNMP utilitza el protocol SNMP que ha estat explicat 
amb detall anteriorment. Serà l’agent que utilitzarem per defecte en la comunicació 
servidor-client excepte algun cas en concret.  
 
En sistemes Windows és una aplicació que s’instal·la i es configura des de el punt de 
vista d’un servei del sistema. Ve com a component de Windows, i que haurem 
d’instal·lar en cas de necessitar-ho ja que no ve per defecte. I en el cas de Linux, 
s’instal·la com a “daemon” com en el cas del NSClient. 
 
En cas que vulguem dotar la comunicació d’un mínim de seguretat, haurem de 
configurar una paraula secreta o “community name” tan en el servidor com en els 
clients. Des de el mateix Centreon ens dóna la possibilitat d’introduir aquesta paraula 
en la part servidor, i també podrem elegir la versió del protocol SNMP que volem 
utilitzar en les comunicacions. Per afegir el “community name” en el cas dels clients 
haurem de de fer uns petits canvis en el fitxer de configuracions de l’agent SNMP. 
També en el fitxer de configuracions de SNMP del client haurem d’elegir si volem 
permetre la lectura de les dades(read-only) o també la seva modificació(read-write). 
Per seguretat nosaltres només marcarem “read-only” ja que de moment no tenim cap 
necessitat de modificar dades de la màquina client. En cas de voler-ho fer, SNMP és 
capaç de canviar dades de MiB tree(l’arbre de gestió de bases de dades). En concret, 
aquestes dades són totes les relacionades amb els dispositius de xarxa i les seves 
configuracions(targes de xarxa, routers, switch, etc). 
 
Per defecte l’agent SNMP escoltarà les peticions pel port 161, ja que no farem servir 
SNMP traps que treballen pel port 162. 
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A la següent imatge es pot veure els tipus de comunicacions SNMP servidor-client; 
SNMP set(read-write), SNMP get(read-only) i SNMP trap(comunicació passiva). 
 
 
NRPE: “Nagios Remote Plugin Executor” és un plugin disponible per Nagios que 
permet executar ordres a màquines unix/linux remotes. Permet monitoritzar dades com 
ús de CPU, de disc, etc. Mitjançant l’agent NSClient++ també es pot utilitzar en 
màquines Windows. Port per defecte, 5666. 
 
 
Servidor: Nagios envia una ordre de tipus NRPE mitjançant el plugin “check_nrpe”, que 
via el protocol SSL arriba al client. 
Client: és capaç d’entendre l’ordre perquè també té el plugin NRPE instal·lat, llavors la 
executa(check_nrpe conté una ordre més específica com check_disk o check_load 
segons el recurs vulguem saber) i envia la informació resultant cap al servidor. 
 
NSCA: Nagios Service Check Acceptor és un plugin que permet integrar informació 
arribada de forma passiva al servidor de monitorització. Útil per processar alertes de 
seguretat i caigudes de servei de les màquines remotes. Compatible amb Linux i amb 
Windows(mitjançant NSClient). Port per defecte, 5667. 
 




Client: El plugin NSCA instal·lat detecta una fallada d’una aplicació o servei i 
mitjançant l’ordre “send_nsca” envia l’alerta al servidor.  
Servidor: Rep una alerta sense haver emès cap petició d’informació d’aquesta 
màquina client(passive check), l’entén perquè també té el plugin NSCA instal·lat i la 
processa per incorporar-la a les bases de dades de Nagios. 
 
NRDP: Nagios Remote Data Processor és un plugin amb una arquitectura simple i 
potent que permet a l’usuari adaptar-la a les seves necessitats segons el tipus 
d’alarmes que vol enviar. El servidor rep les alarmes també de forma passiva i esta 
considerat una millora de NSCA. 
  
Avantatges de NRDP sobre NSCA: 
- Utilitza ports estandarditzats i protocols web, el que facilita la configuració dels 
firewalls. 
- Utilitza el protocol SSL d’Apache per dotar de seguretat extra les 
comunicacions. 
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3.2.4.-Virtualització del servidor 
Per tal de realitzar la virtualització del servidor des de un primer moment hem tingut 
clara la idea de fer-ho amb VMware ja que Netmind compta amb llicències amb 
aquesta empresa, per tan hem fet ús d’aquestes llicències que la empresa ja tenia 
contractades enlloc de buscar una solució gratuïta o haver de contractar alguna 
específicament per virtualitzar aquest nou servidor. 
 
VMware compta amb productes senzills de virtualització com el VMware Player, que 
en aquest sí que seria gratuït per usos no comercials. Aquest hypervisor permet 
executar màquines virtuals fetes amb productes VMware (amb format .vmdk).  
 
També comptem amb VMware workstation que seria una versió amb llicència, és 
bàsicament el VMware Player però amb més funcionalitats i característiques, però la 
més important de totes és la possibilitat de realitzar snapshots de la màquina virtual. 
 
Tan el VMware Player com el VMware Workstation no deixen de ser hypervisors que 
permeten executar màquines virtuals. I a Netmind, la major part dels servidors estan 
virtualitzats, per tan cada servidor no deixa de ser una màquina virtual. Per tenir totes 
aquestes màquines actives al mateix temps, era necessari muntar una infraestructura 
que permetés tenir tot això, amb un simple hypervisor era totalment insuficient. 
Aquesta infraestructura s’anomena “VMware infraestructure” i està composta dels 
següents elements: 
- ESX server: És el software instal·lat a la màquina física que permet gestionar 
tot el conjunt de màquines virtuals. Bàsicament s’encarrega de permetre la 
execució simultània de una gran quantitat de màquines virtuals assignant els 
recursos físics com disc, memòria RAM i CPU a cada una d’elles segons la 
necessitat. 
- vSphere: És el software hypervisor que permet veure i gestionar les màquines 
virtuals des del punt de vista de l’administrador de sistemes. Permet assignar 
manualment recursos a les màquines virtuals, parar-les o engegar-les, crear-ne 
de noves, etc. 
 
32 Implementació d'un sistema de monitorització dins un sistema de suport global basat en Itil 
 
Com podem imaginar, el servidor físic que conté totes aquestes màquines ha de ser 
potentíssim si han d’estar executant-se al mateix temps. Aquestes són les capacitats 
màximes que ESX és capaç de gestionar: 
- 64GB de RAM per cada màquina 
- 256GB de RAM per servidor físic 
- 64TB de capacitat de disc  




Per tal de realitzar les connexions VPN s’han contemplat dues opcions principals: 
1)  Una opció és crear un servidor VPN a la mateixa màquina firewall de 
l’empresa i tractar cada una de les màquines remotes com a clients VPN. El 
funcionament és el següent, es crea el servidor amb tecnologia openVPN, i es 
creen els arxius de configuració necessaris amb cada un dels certificats de 
seguretat perquè les connexions puguin ser acceptades. Un cop creats els 
arxius i els certificats els exportem a cada una de les màquines remotes que 
volem monitoritzar, i un cop allà instal·lem el client de la tecnologia openVPN i 
amb els arxius de configuració exportats del servidor, creem el túnel per arribar 
fins aquest servidor VPN. En aquest cas, totes les màquines són tractades al 
servidor VPN com màquines independents, és a dir, no importa el client d’on 
provinguin i a cada màquina externa se li assigna una IP del rang que hem triat. 
 
2) Una alternativa és crear la connexió a l’inrevés, és a dir, crear un servidor VPN 
a cada un dels clients de la empresa, i que el nostre servidor de monitorització 
es comporti com a client VPN. Per tan el nostre servidor de monitorització 
haurem d’obrir tants tunnels VPN com infraestructures vulguem tenir 
controlades. Un cop tenim la connexió feta amb el servidor VPN de cada client, 
també tindrem connexió amb les altres màquines de la xarxa local interna 
sempre i quan comparteixin el mateix rang IP que el servidor. 
 
Apart de la tecnologia VPN, que ha estat la triada per tal de poder interconnectar el 
servidor central amb les màquines dels clients també es va considerar una tercera 
possible solució:  
3) Accés mitjançant “IP pública+port+NAT”. El nostre servidor, en cas de no tenir 
una VPN amb cada una de les màquines client també es podria connectar 
mitjançant la IP pública, amb això aconseguiríem com a mínim arribar fins al 
router o firewall que cada client tingui muntat a la seva infraestructura. Però no 
només hauríem de saber la IP pública de cada client, també hauríem 
d’especificar un port, és a dir, es podria assignar un port per a cada màquina 
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interna del client, de forma que posant una “IP_pública:port” accedíssim a la 
màquina que volguéssim. Però per fer això cal configurar els firewalls o routers 
de cada client amb una NAT. Una NAT(Network Address Translation) és un 
mecanisme de xarxa que s’encarrega de redirigir les connexions que provenen 
d’una màquina cap a una altra. Per exemple, si des del nostre servidor volem 
tenir accés a la màquina A amb IP privada 172.27.60.12 i a la màquina B amb 
IP privada 172.27.60.13 que es troben dins la xarxa local d’una empresa, 
escriurem 88.34.23.4:1000 o 88.34.23.4:1001(on 88.34.23.4:1000 és 
l’ordinador 172.27.60.12 i 88.34.23.4:1001 és l’ordinador 172.27.60.13).  
 
Per tal de que aquestes relacions siguin possibles s’han de crear unes regles al 
router o al firewall segons la infraestructura de cada client, perquè primer la 
connexió entrant sigui acceptada i segon la redirigeixi cap a on nosaltres 
volem. Aquestes regles de redirecció sovint són anomenades “port forwarding” i 
es poden crear des de la mateixa interfície gràfica del router o amb les 
anomenades iptables. 
 
Com s’observa a la imatge anterior quan un usuari vol accedir a múltiples 
serveis d’una empresa, per a tots els serveis posarà la mateixa IP pública 
205.205.205.205(o nom de domini), però segons el servei sí que s’haurà 
d’especificar el port. Per exemple, si vol accedir a unes bases de dades 
Mysql(port 3306) de l’empresa estarà accedint a l’ordinador 10.10.10.21 de la 
xarxa local interna i si vol descarregar-se un fitxers per FTP(port 21) s’estarà 
connectant al 10.10.10.22. D’aquestes redireccions s’encarrega la NAT.  
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En l’exemple anterior, es tracta de ports estàndard, per tan, l’aplicació que 
l’usuari utilitza ja sap per quin port haurà de treballar i no cal que sigui el mateix 
usuari que ho especifiqui. Però si ho volguéssim aplicar a la monitorització si 
que hauríem d’especificar el port cada vegada. 
 
 
3.2.6.-Servidor de correu electrònic 
Contant que el servidor és Linux, tenim dos possibles alternatives força clares, els 
servidors de correu Postfix i Sendmail. 
 
Sendmail: és “l’agent de transport de correu” o servidor de correu més conegut, té una 
gran quantitat de funcions i característiques configurables. Molt útil si es tenen grans 
coneixements de la matèria per establir com a servidor de correu d’una 
companyia(com a contraposició del servidor Exchange de Microsoft). Al ser tan 
complex també té un grau de dificultat bastant gran per a ser configurat correctament. 
 
Postfix: Va ser desenvolupat amb la intenció de ser l’alternativa més ràpida, fàcil 
d’administrar i segura de Sendmail. Molt útil per utilitzar com a servidor de correu per a 
organitzacions amb pocs usuaris o que necessitin crear regles poc complexes. 
 
3.3.-Motius de la elecció final de cada solució 




3.3.1.-Eina de monitorització escollida 
Com s’ha comentat anteriorment, l’alternativa de Nagios no ha estat qüestionada en 
cap moment, i bàsicament es van buscar alternatives només per conèixer-les  i si les 
seves funcionalitats eren similars a les de Nagios.  
 
Com s’ha vist a la imatge existeixen una gran quantitat d’alternatives però la seva 
gratuïtat, la compatibilitat amb Centreon i Linux, i sobretot, la gran quantitat 








Tot i que el Nagios ja porta el seu propi front-end web, és molt recomanable utilitzar el 
front-end de Centreon. El de Nagios tot i ser un front-end molt entenedor i força ben 
estructurat no ens dóna la capacitat de gestió que desitgem, només ens dóna eines de 
visualització i d’activació i desactivació de característiques com l’enviament d’alarmes. 
 
La tria de Centreon ens evitarà haver de tocar els arxius de configuració i el que és 
més important ens permetrà fer tota la gestió i manteniment de les màquines 
gràficament. A més la estructuració a la interfície de totes les funcions és molt bona i 
ens ajuda a entendre les característiques ràpidament. Per tan ens dóna facilitat d’ús, 
eficàcia en la gestió, gran quantitat de característiques i una cosa amb la qual també 





Finalment es va triar l’ús de l’agent SNMP per defecte en les comunicacions entre el 
servidor i les màquines client. Els seus principals avantatges són la seva facilitat 
d’instal·lació i de configuració, i des de el mateix Centreon podem assignar la paraula 
secreta i també la versió que volem utilitzar. 
 
 Com s’ha dit, es la tria per defecte tan en sistemes Windows com Linux, però en 
algunes màquines client amb sistemes Windows s’ha hagut d’instal·lar i configurar 
l’agent NSclient++ ja que SNMP donava problemes de compatibilitat, deixava instal·lar 
l’agent però les comunicacions amb el servidor per retornar les dades, eren impossible 
d’establir. 
 
NSClient pot ser molt útil en cas de necessitar enviar informació per interrupció(de 
forma passiva) amb els plugins NSCA i NRDP, però es va descartar aquesta opció i es 
va preferir que sigui sempre el servidor que enviï peticions i que els clients les 
responguin(comunicació activa). Segons la importància del servidor i dels serveis a 
monitoritzar el temps d’espera entre les comprovacions pot variar, i es poden 
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3.3.4.-Virtualització del servidor 
Netmind és una empresa que gestiona una gran quantitat de servidors no només de 
clients, sinó també propis. La política del departament de sistemes és la de 
descentralitzar al màxim els serveis que ofereix l’empresa(web, bases de dades, 
controlador de domini, servidor de correu Exchange, DHCP, DNS, sharepoint, servidor 
d’aplicacions, etc.. i finalment també servidor de monitorització) per als seus propis 
treballadors i clients. Per tan, en la majoria de casos es compta amb un servei per 
servidor. 
 
Quan es disposa d’una gran quantitat de servidors la millor manera de gestionar-los és 
e forma virtual. Malgrat tenir-ne tants, com estan virtualitzats, no deixen d’estar dins la 
mateixa màquina física. D’aquesta manera estalviem diners en màquines, refrigeració, 
espai, comoditat i facilitat de manteniment de la infraestructura. És més, fer-ho d’una 
altra manera seria bastant difícil.  Tot aquest sistema de servidors es gestiona amb la 
tecnologia “VMware infraestructure”, que com s’ha dit abans inclou un servidor físic, el 
software ESX i l’hypervisor vSphere. 
 
En el nostre cas, inicialment es va optar per crear una màquina virtual amb sistema 
operatiu Linux(CentOS 6) directament dins la VMware infrestructure, i posteriorment la 
instal·lació i configuració de les aplicacions necessàries(Nagios, Centreon, Postfix i 
plugins). Però un cop ens trobàvem a la fase de configuracions i proves de la nova 
màquina virtual, es va trobar una alternativa molt atractiva. Aquesta alternativa 
consisteix en una màquina virtual disponible per descarregar de forma gratuïta 
directament de la pàgina del projecte Centreon, el “Centreon Enterprise Server(CES)”. 
I el que la fa tan atractiva és que esta especialment adaptada amb Nagios i Centreon i 
en una versió estable i provada. Llavors es va decidir descarregar-la i provar-la amb 
l’hypervisor Vmware Player(la versió més senzilla). Com que es va veure que aquesta 
màquina virtual responia totalment a les nostres necessitats es va decidir utilitzar-la 
com a nou servidor de monitorització, però per això es va haver d’adaptar per tal de 
poder integrar-la dins la màquina física i el software ESX. Per fer aquesta adaptació i 
integració de la nova màquina virtual es va utilitzar el software “VMware Converter”, 




Per la comunicació entre el nostre servidor de monitorització amb cada un dels clients 
es va triar utilitzar per defecte la primera opció comentada més amunt, és a dir, la 
creació d’un servidor VPN dins la xarxa de Netmind i fer que cada una de les 
màquines remotes es comportin com a clients VPN. Es va creure que d’aquesta forma 
es té un major control de les màquines que estan connectades contra el nostre 
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servidor VPN, els certificats i els arxius de configuració es creen dins la nostra 
infraestructura el que dóna més seguretat. 
 
Com a forma excepcional, un parell de clients són tractats a l’inrevés. A la seva 
infraestructura ja disposaven de servidors VPN, per tan es va decidir en aquests dos 
casos connectar el nostre servidor de monitorització com a client VPN, d’aquesta 
forma quan ens connectem a una màquina interna d’allà, si les altres tenen el mateix 
rang IP també hi tindrem accés. El que es volia evitar també, era complicar les 
comunicacions amb una nova VPN quan ells ja disposaven d’una VPN pròpia. 
 
Finalment, es va descartar l’ús de la tercera alternativa “IP pública:port+NAT”. Aquesta 
opció, tot i ser molt útil obliga a fer unes configuracions dels routers i del firewalls més 
complexes. Hagués augmentat excessivament el nombre d’hores de feina, i apart 
d’això la seguretat dels clients pot quedar més compromesa, ja que s’haurien d’obrir 





3.3.6.-Servidor de correu electrònic 
Com a servidor de correu electrònic per enviar les alertes, es va decidir utilitzar Postfix. 
Aquest servei ja venia instal·lat en la màquina virtual “Centreon Enterprise Server” que 
finalment es va decidir utilitzar. Com que Postfix era una solució suficient per als 
nostres propòsits(únicament enviar les alertes en forma de correu electrònic a les 
adreces desitjades), es va mantenir com al nostre servidor de correu. En aquest cas 
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4.-Requeriments	 bàsics	 per	 la	
implantació	del	sistema	als	clients	
Netmind és una empresa que disposa d’un bon nombre de clients, ja que és una 
empresa amb tècnics especialitzats en força tecnologies. Hi ha clients on hi ha 
desenvolupat o hi desenvolupa projectes de sistemes, i altres clients on hi dona 
support puntual o regular també en tecnologies de sistemes. Però no tots els clients 
tindran accés a aquesta nova infraestructura de monitorització.  
Aquests són els requisits que els clients han de complir per poder implantar el projecte: 
 
1) Servei de support: El client ha de tenir contractat un servei de support regular 
a incidències i peticions de servei. Són els clients amb els que es té un 
contacte més diari. 
 
2) Internet a la infraestructura: Tot i que sigui una obvietat, el client ha de tenir 
contractat el servei d’internet amb alguna companyia ISP, altrament no serà 
possible establir un tunnel VPN. 
 
3) Línia d’internet professional: És molt recomanable que la línia d’internet 
tingui uns mínims de banda ampla. Les comunicacions servidor-client seran 
regulars i com més gran sigui el nombre de servidors més informació sobre ells 
serà transmesa. La nova infraestructura ha de servir per tenir un millor control 
dels sistemes dels clients, i no per ajudar a alentir les seves comunicacions. 
 
4) Màquines potents: Les màquines/servidors on s’instal·laran els clients 
OpenVPN, servei SNMP, etc, han de tenir una CPU i RAM amb una potència 
prou elevada. La nova infraestructura no ha d’ajudar a alentir o dificultar els 
serveis que donen als seus treballadors. 
 
5) Coneixement del projecte per part del responsable: el responsable de 
sistemes de la empresa client ha de conèixer els nous canvis; que instal·lem i 
perquè.  
 
6) Seguretat: La nova infraestructura instal·lada als clients no ha de comprometre 
la seguretat d’aquests, és a dir, no ha de causar forats de seguretat que 
permetin accedir a la xarxa interna des de l’exterior. 
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5.-Disseny	 i	 implementació	 de	 la	
infraestructura	del	projecte	
 
Un cop s’ha vist com és el disseny global a l’apartat 2, en aquest apartat s’entrarà més 
en detall en el disseny del servidor central i també de les màquines clients. 
Posteriorment s’explicarà tot el procés d’implementació de tota la infraestructura amb 
la instal·lació i configuració de les màquines i eines necessàries, posada a punt dels 
firewalls dels clients i finalment a l’últim apartat es faran les proves de testing per 
comprovar que els sistemes funcionen. 
 
5.1.- Visió detallada 
Abans de començar amb la implementació, es farà una ampliació del diagrama 2.1, 
començant pel servidor central i seguint amb les màquines clients. Aquí es veurà més 
a fons com funcionen les eines utilitzades i quin tipus de connexions fan servir. 
 
5.1.1.-Diagrama arquitectura servidor central 
En la figura 5.1.1.a podem contemplar el diagrama de les connexions entrants i sortints 
del servidor de monitorització. Com es pot veure les 4 connexions principals es faran 
mitjançant el port 80, el port 161, port 1194 i el port 22. 
 
 
                                               Figura 5.1.1.a.-Diagrama de la part servidor 
 




En primer lloc, els administradors de sistemes o els usuaris avançats podran 
connectar-se al front-end mitjançant el port 80 amb qualsevol navegador per tal de 
realitzar un control o la gestió de la infraestructura de les màquines dels clients de 
Netmind. Si l’accés es realitza des de l’interior de la xarxa local hi haurà prou en posar 
la IP privada del servidor(172.27.80.212) a la URL del navegador. També s’hi podrà 
accedir posant el nom del servidor(brcentreonsrv) a la URL del navegador, però abans 
haurem d’haver relacionat la IP privada amb el nom al servidor DNS de Netmind 
perquè sigui capaç de traduir el nom a la IP que busquem. Com que tan els 
navegadors web com els servidors web utilitzen el port 80 per defecte, no farà falta 
que posem la URL sencera, el servidor ja sabrà quin front-end web estem buscant. De 
totes formes, també tenim la opció d’accedir al front-end que porta Nagios per defecte 
com que s’ha explicat és molt més simple, en aquest cas sí que s’hauria d’especificar 
la IP/nagios ja que no és la pàgina web que el servidor obre per defecte. 
 
En un primer moment no hauria de fer falta configurar el servei VPN al mateix servidor 
de monitorització, perquè d’acceptar les connexions VPN que provenen dels clients 
externs s’encarrega el Firewall pfsense de l’empresa, que com s’ha explicat abans 
també té el rol de servidor VPN. Però donat algunes excepcions amb alguns clients, el 
servidor de monitorització també es comportarà com a client VPN amb aquests clients, 
per això el port 1194 també serà important en aquest cas. 
 
Apart de les connexions web i OpenVPN, podem considerar que les connexions SNMP 
que es realitzaran pel port 161 són les més importants de totes. Que aquestes 
funcionin bé serà bàsic per tenir un bon control de les màquines dels clients, ja que 
serà per aquí per on el servidor farà les peticions als clients i per on rebrà les 
respostes. 
 
Finalment, un altre port important serà el 22. Aquest port és l’utilitzat per defecte per a 
les connexions remotes per SSH(Secure Shell). Un cop s’hagin establert els tunnels 
VPN Netmind-clients, SSH serà el tipus de connexió que utilitzarem per accedir 
remotament a les màquines dels clients amb sistemes Linux per fer la gestió de les 
seves aplicacions i realitzar les proves que facin falta. Simplement haurem d’introduir 
la seva IP, farem servir la IP privada donada pel servidor VPN respectiu, i 
posteriorment ens demanarà entrar l’usuari i contrasenya local d’aquesta màquina. 
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                              Figura 5.1.1.b.-detall interior del servidor de monitorització 
 
Al diagrama anterior es veu com estan distribuïdes les aplicacions i els serveis que el 
servidor de monitorització hi té instal·lades i com es relacionen entre elles, i la seva 
relació també amb elements exteriors com les màquines monitoritzades(servidors, 
firewalls o routers) i com l’administrador veu la informació sobre aquestes. 
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Bàsicament, dins del servidor hi podem diferenciar dues grans parts, la part superior 
que conté els front-ends de Centreon(el que nosaltres utilitzarem) i de Nagios, el motor 
de monitorització Nagios i el servidor web Apache. Aquests elements són els que 
tenen una relació directa amb l’exterior, ja sigui amb els clients externs o amb 
qualsevol usuari. I la part inferior, en canvi, és la que emmagatzema tota la informació 
arribada i gestionada mitjançant MySQL, on estarà distribuïda en diferents bases de 
dades segons el seu ús. 
 
Es podria dir que el servei Nagios és el motor al voltant del qual giren tots els altres 
serveis, i el funcionament és el següent: 
 
Nagios realitza un check per conèixer l’estat d’un servei determinat d’una màquina 
client determinada, aquest check serà una ordre que s’enviarà a la màquina client per 
tal que sigui executada allà. Tan per ser enviada com per ser executada s’haurà 
d’utilitzar el plugin(escrit en llenguatge Perl) corresponent, en aquest cas el plugin 
SNMP, ja que és el que utilitzarem per defecte. 
 
La informació que Nagios recull dels clients es tractada pel plugin NDOUTILS(format 
pel mòdul NDOMOD.O i el servei NDO2DB) que també haurem de tenir instal·lat 
prèviament. La seva funció principal es tractar aquesta informació per poder-la guardar 
a la base de dades Centstatus. En primer lloc actua el mòdul NDOMOD.O que 
s’encarrega d’extreure la informació del procés Nagios i escriure-la en un arxiu en un 
format que els serveis NDO2DB i Centreon puguin entendre. Un cop extreta la 
informació, el procés NDO2DB la guarda a la base de dades Centstatus. Centstatus és 
la base de dades que guarda l’estat actual de tots els serveis i l’estat de totes les 
màquines. 
 
A la imatge també es veu com el servei Centreon recull les dades de l’arxiu creat pel 
mòdul NDOMOD.O i les mostra per pantalla amb el seu front-end a l’usuari 
administrador. La informació històrica que Centreon va recollint va quedant 
emmagatzemada a Centstorage i Centcore amb els seus respectius processos del 
mateix nom. Aquests accessos a bases de dades es fan amb llenguatge PHP. 
Centstorage es la responsable d’administrar la informació històrica de l’estat dels 
serveis, molt útil per a realitzar estadístiques sobre fallades de la infraestructura dels 
clients. I Centcore es el procés responsable del funcionament i sincronització de 
l’aplicació Centreon, i emmagatzema dades sobre aquest mateix funcionament.  
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Finalment també observem com la fletxa que va des de Centreon a Nagios ens indica 
que qualsevol canvi en la configuració de Nagios la podem fer des del mateix front-end 
que l’aplicació Centreon ens lliura. 
 
 
5.1.2.-Diagrama arquitectura clients 
Seguidament, veiem el diagrama general per a l’arquitectura de l’aplicatiu de les 
màquines monitoritzades. Com s’observa a la figura següent, les comunicacions, igual 
que passa amb el servidor a excepció del port 80, es duran a terme per tres ports 
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En primer lloc, les comunicacions del client amb el nostre servidor de monitorització 
ubicat a les oficines de Netmind seran establertes mitjançant el client OpenVPN. Per 
tal d’obrir el tunnel VPN necessitem 3 arxius principals que seran primer creats i 
després exportats des del servidor VPN(a Netmind): 
- VpnConfigurationFile.ovpn : És l’arxiu que cal executar per obrir el tunnel 
VPN, indica les característiques que ha de tenir el tunnel, a quina IP ha 
d’intentar la connexió i quins certificats i claus s’utilitzarà per establir aquest 
tunnel. 
- VpnCertificate.p12/pfx : És la copia de seguretat del certificat del client 
realitzada amb una clau privada. Extensió .p12 si l’exportem des de Firefox i 
.pfx si l’exportem des de Internet Explorer. Les dos igualment vàlides. 
- VpnKey.key : La clau privada del client, utilitzada per codificar i descodificar 
les dades. 
 
Un cop el tunnel VPN estigui obert, ja podem establir altres tipus de comunicacions. 
Per un correcte funcionament del SNMP haurem de configurar l’arxiu snmpd.conf en 
cas de Linux, o el servei SNMP en cas de Windows. En els dos casos, haurem de 
permetre una connexió “read-only” i donar un “community name” o password conegut 
tan per la màquina client com pel servidor. També podem limitar el client SNMP i fer 
que només envií respostes a servidors amb una certa IP. Un cop tinguem el client 
SNMP configurat, aquest consultarà les dades que el servidor li demani al MiB. Com 
s’ha dit anteriorment, és important limitar de moment a només “read-only”, en cas 
contrari, certa informació podria quedar modificada i que la informació que retorni el 
client al servidor sigui incorrecta. 
 
Per acabar, cal dir que haurem d’instal·lar també el client SSH per permetre que ens 
puguem connectar a través de la VPN per SSH a aquest client, d’aquesta forma hi 
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5.2.-Implementació xarxa VPN(unió del servidor central amb els 
clients externs) 
Un cop hem tingut clara quina era la arquitectura, s’ha implementat el servidor VPN. 
Aquest servidor ha estat creat al mateix Firewall de la empresa. Aquest Firewall consta 
d’un PfSense actualitzat a la última versió estable(2.0.1), i és una versió 
personalitzada del sistema operatiu de lliure distribució FreeBSD. I bàsicament els 
usos principals del PfSense són el de router i Firewall, encara que té moltes més 
funcionalitats entre les que destaquen, servidor VPN, balancejador de càrrega, 
servidor DHCP, servidor DNS i “network address translator”(NAT). 
 
Per començar, accedim al Firewall mitjançant navegador web des de la xarxa local(IP 
privada 172.27.80.2) o des de l’exterior(IP pública).  
 
Accedint a aquesta IP, el mateix Firewall mitjançant una regla NAT, ens redirecciona al 
port 10000 que és per on escolta el servei web del gestor del Pfsense. 
 
Un cop dins seleccionem SystemCert Manager 
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Ara crearem l’autoritat certificadora, que és la que s’encarregarà de crear els certificats 
i les claus que lliurarem al propi servidor VPN i als clients(pestanya CA’sADD). 
Aquesta CA serà utilitzada únicament per el nou servei de monitorització de clients. 
 
La llargada de la clau pel nostre propòsit serà suficient amb 1024 bits. Un cop creada 
ens ha d’aparèixer de la següent manera: 
 
 
Ara haurem de crear el certificat que assignarem al propi servidor VPN ja que quan 
l’anem a crear ens demanarà la CA i el seu certificat que volem que utilitzi. Pestanya 
certificatesadd or import certificate. Com es veu a la imatge següent, seleccionem la 
CA que volem que creï el certificat, llargada de 1024 bits de seguretat i “user 
certificate” ja que tractarem els servidors dels clients externs com si fossin usuaris 
connectats de forma permanent. 
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Un cop creat ens ha d’aparèixer a la pestanya “certificates”: 
 
Quan tinguem creada la CA i el certificat que utilitzarà el servidor VPN, haurem de 
crear aquest nou servidor VPN. VPNOpenVPN 
 
 
I per crear el nou servidor VPN anem a la pestanya ServerAdd server 
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Breu explicació de les configuracions elegides en la imatge anterior: 
 
- Server mode: Seleccionem “Remote access SSL/TLS” que és la seguretat 
que establim per obrir el tunnel VPN. En aquest cas li estem dient que les 
dades que circulin pel tunnel estiguin encriptades amb SSL. Una altra opció 
seria seleccionar “Remote access SSL/TLS + User Auth”, d’aquesta forma 
estaríem encriptant les dades i a més estaríem demanant autenticació per 
mitjà d’un usuari que hauríem de tenir creat prèviament. La segona opció 
l’hem descartat perquè en cas de caiguda del tunnel, per poder-lo reestablir 
demanaria autenticació i no es tornaria a obrir de forma automàtica. 
- Protocol: UDP. TCP és un protocol més segur de cara a possibles errors en 
la informació, però en aquest cas no ens faria falta, pot alentir la transmissió 
d’informació. 
- Device Mode: Seleccionem TUN. TUN treballa a la capa 3 del model OSI, 
nivell de xarxa. TAP, en canvi, treballa a la capa 2, nivell de l’enllaç de 
dades. 
- Port: 1194 port utilitzat per defecte per OpenVPN. 
- Marquem “enable authentication of TLS packets” 
- Peer certificate authority: NCMonitor, CA creada abans per nosaltres. 
- Server Certificate: MonitorCert, certificat que hem creat abans pel servidor 
VPN utilitzant la CA NCMonitor. 
- DH Parameters lenght: 1024 bits. 
- Certificate Depth: One(Client+Server). Serà suficient en que cada punt del 
tunnel tingui només el seu propi certificat. 
- Tunnel Network: 172.27.68.0/24 el que significa que bloquegem els primers 
24 bits de la IP, per tan, donem un rang 172.27.68.0-172.27.68.255. També 
es pot dir que la màscara és 255.255.255.0. En definitiva, que el servidor 
VPN donarà les IP’s d’aquest rang a les màquines clients VPN que s’hi 
connectin. 
- Local Network: 172.27.80.0/24 que és la IP privada utilitzada a la xarxa 
interna de Netmind. 
- Compression: Si marquem LZO algorithm, les dades viatjaran comprimides, 
per tan les comunicacions seran més ràpides però l’ús de CPU del servidor 
i del client serà més gran per comprimir i descomprimir. 
- Dynamic IP: Mantenir la connexió en cas que la IP dinàmica del client 
canviï. Donem més estabilitat al tunnel. 
- Address Pool: Donar un adaptador d’adreces virtuals al client. A vegades 
les IP donades a una VPN utilitzen adaptadors virtuals. 
- DNS default Domain: netmind.local, per defecte es donarà als clients que es 
connectin al servidor VPN aquest nom de domini. 
- DNS servers: marcar “provide a DNS list to clients” 172.27.80.24(DNS 
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Un cop creades l’autoritat certificadora, el certificat del servidor VPN i el servidor VPN, 
ara només ens faltarà crear un certificat per a cada client que vulguem monitoritzar. El 
procés per crear cada un dels certificats dels clients serà el mateix que l’explicat 
anteriorment pel servidorVPN. Finalment, anem a VPNOpenVPNpestanya “Client 
Export“ i seleccionem el servidor VPN “Monitor de Nagios” que acabem de crear. 
Llavors ens apareix una llista de tots els certificats creats per utilitzar amb aquest 
servidor VPN i que no estan sent utilitzats. Imaginem que volem exportar els arxius 
creats per a la màquina bellini d’un client italià, per utilitzar-los per obrir un nou tunnel 
des d’aquesta màquina al nostre servidor VPN “monitor de nagios”. Com es veu a la 
imatge següent, només haurem de seleccionar “archive”, llavors ens guardem els 




Aquest arxiu en format comprimit, contindrà els 3 arxius necessaris per obrir el tunnel: 
-  l’arxiu de configuració .ovpn 
-  el certificat .p12  
-  la clau .key  
 
 
5.2.1.-Implementació VPN a servidor central 
En el servidor de monitorització “brcentreonsrv” també serà necessari instal·lar-hi el 
servei OpenVPN. Com s’ha comentat anteriorment, hi ha certs clients que ja disposen 
del seu propi servidor VPN, per tan nosaltres l’hem utilitzat per connectar-hi el servidor 
de monitorització, amb això el que aconseguim és no complicar l’arquitectura de xarxa 
amb més VPN’s innecessàries, sinó que aprofitem les que ja existeixen. 
 
És aquí on tractarem el nostre servidor de monitorització com a client VPN d’altres 
servidors VPN ubicats a les instal·lacions dels clients externs. 
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Instal·lació servei OpenVPN: 
- Descarreguem la versió 2.2.1 en format tarball(tar.gz) de l’apartat 
old_releases a la pàgina web d’OpenVPN: 
wget swupdate.openvpn.org/community/releases/openvpn-2.2.1.tar.gz 
(Per qüestions d’organització es recomanable descarregar totes les 
aplicacions que vulguem instal·lar en alguna ubicació específica per 
exemple /home/user/aplicacions_descarregades o /usr/local, posteriorment 
quan executem el codi font, l’aplicació ja s’instal·larà on el codi font indiqui) 
- Descompactem i descomprimim l’arxiu: 
tar -xzvf openvpn-2.2.1.tar.gz 
- Accedim a la nova carpeta /openvpn-2.1.1.tar.gz descomprimida i executem 
en aquest ordre aquestes tres comandes(es recomanable llegir abans els 
arxius README i INSTALL): 
o # ./configure crearà l’arxiu makefile que és la base de la compilació 
ja que informa sobre els arxius a compilar i el seu ordre. 
o # make llegeix l’arxiu makefile i compila el codi font, ho deixa tot a 
punt per la instal·lació. 
o # make install instal·la l’aplicació. 
 
 
Creació arxius necessaris al servidor VPN del client extern: 
Ara prendrem com exemple un client concret, per exemple “igriega” que ja disposa del 




Accedim des de dins mateix de la seva infraestructura al servidor 192.168.1.1 pel port 
10000 que es per on es escolta el servei web per gestionar la VPN. Estem accedint a 
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una interfície gràfica des d’on es poden gestionar diferents serveis, bastant similar al 
pfsense utilitzat abans de Netmind. Un cop hem accedit com a root anem a 
servidoresOpenVPN+CA. 
 
En primer lloc(1) anem a “Certification Authority list”, un cop allà ens demanarà si 
volem crear una nova clau per accedir a aquest servidor, llavors la creem amb el nom 
“netmind_nagios”. També ens demanarà que triem una CA en cas que hi hagi més 
d’un servidor VPN configurats, en aquest cas triarem la CA “igserver”. 
 
En segon lloc(2), haurem d’entrar a “VPN list”, aquí és on es troben tots els usuaris i 




A Name, haurem de seleccionar la clau que hem creat amb el nom de 
“netmind_nagios” i com a remote(Remote IP) haurem de posar la IP pública que el 
client haurà de buscar per connectar-se al servidor VPN, llavors mitjançant una regla 
NAT, el router o el firewall ja sabrà que el que entri pel port 1194 haurà d’anar al 
servidor VPN de igriega. 
 
Finalment, com es veu a la propera imatge només ens quedarà exportar els fitxers que 
el servidor VPN haurà creat pel al nou usuari client VPN. En aquest cas, els fitxers 
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exportats són 6 a diferència del nostre servidor VPN de Netmind que n’exportem 3. 
Aquests són els arxius: 
- Ca.crt : certificat propi de la CA 
- Dh2048.pem : arxiu que conté els paràmetres diffie-hellman, augmenta la 
seguretat de les claus i els certificats. 
- netmind_nagios.conf/netmind_nagios.ovpn : arxius que han de ser 
executats per obrir el tunnel VPN, .conf és l’arxiu estàndard de configuració, 
i .ovpn és l’arxiu propi de configuració de OpenVPN. Podem utilitzar 
qualsevol dels dos. 
- netmind_nagios.crt : certificat propi del client netmind_nagios. 
- netmind_nagios.key : clau privada del client netmind_nagios. 
 
En aquest cas, l’exportació es fa amb 6 arxius en comptes de 3 perquè, quan creem el 
tunnel ens demanarà autenticació d’usuari, és a dir, la seguretat és més gran. En l’altre 
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Creació del tunnel VPN: 
Ara tornem al nostre servidor de monitorització “brcentreonsrv”. Aquí haurem de crear 
la carpeta /etc/openvpn/igriega on igriega és el cas del client extern de l’exemple 
anterior on hem creat els arxius per la nova VPN. En aquesta ubicació ara importarem 
tots els arxius, i executarem l’arxiu netmind_nagios.conf o netmind_nagios.ovpn. 
Pasos: 
- Iniciem el servei OpenVPN: # service openvpn start 
- Ens movem a la ubicació on tenim l’arxiu de configuració:  
# cd /etc/openvpn/igriega 
- Executem l’arxiu de configuració per obrir el nou tunnel(ens demanarà 
autenticar-nos): 
# openvpn --config netmind_nagios.ovpn 
 
 
5.2.2.- Implementació VPN a clients 
I.-Sistemes Windows 
En primer lloc, descarreguem l’instal·lador (.exe) directament des de l’apartat 
downloads de la web d’OpenVPN: 
http://openvpn.net/index.php/open-source/downloads.html 
Allà hi tenim les versions de 32 o 64 bits segons l’arquitectura del servidor. 
Quan l’instal·lem ens demanarà també instal·lar els divers TAP, recordem que TAP era 
una alternativa a TUN(ambdós alternatives d’ús per la creació de tunnels VPN). Li 
diem que també ho instal·li, en cas contrari la VPN no funcionaria. 
Un cop tenim el client OpenVPN instal·lat, importem a la màquina els arxius exportats 
del nostre servidor VPN(el pfsense) i els col·loquem a la ubicació: 
C:\Program Files\OpenVPN\config\arxiusVPN\arxius on “arxiusVPN” és el nom de la 
carpeta descomprimida i “arxius” són els arxius .ovpn, .p12 i .key. 
Finalment, hem d’executar el client OpenVPN sempre en mode administrador ja que 
per crear un tunnel VPN necessitarem permisos màxims. Per deixar-ho configurat 
d’aquesta forma clic dret sobre l’icona OpenVPN i marquem la següent casella: 
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I ara executem l’arxiu .ovpn de forma gràfica d’aquesta manera: 
                                              
I ja tindrem creat el tunnel VPN (servidor pfsense de Netmind - client extern). 
 
De totes formes és millor, i així és com ho hem fet, configurar l’OpenVPN com a un 
servei del sistema i aprofitar aquesta característica que et dóna l’OpenVPN. D’aquesta 
manera, en cas de caiguda del servidor, quan es reinicia podem fer que el servei 
arranqui de forma automàtica i es restableixi el tunnel VPN per poder seguir amb la 
monitorització: 
Iniciexecutarservices.msc , clic dret sobre el servei OpenVPNproperties, 
pestanya “log on”, “browse” i busquem l’usuari administrador de domini. D’aquesta 
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forma quan l’ordinador arranqui, aquest servei arrancarà amb permisos màxims que és 
el que necessitem. 
                              
Finalment, caldrà configurar el servei com a automàtic i reiniciar-lo per aplicar els 
canvis. 
En la majoria de servidors Windows, especialment amb Windows server 2003 i 2008, 
l’openVPN no es veu capaç d’aplicar la nova IP virtual quan aquest servidor ja disposa 
d’altres IP anteriors. El que s’ha de fer és executar des de l’intèrpret de comandes un 
ipconfig /release(amb aquesta comanda alliberem els adaptadors de xarxa de la seva 
IP actual) i després ipconfig /renew(es fa una petició al servidor DHCP perquè assigni 
una nova IP als adaptadors). Ara ja podríem executar l’arxiu .ovpn i se’ns actualitzaria 




En el cas de la implementació del client VPN per sistemes Linux (en els clients externs 
de Netmind) en la major part s’ha fet directament utilitzant el gestor de paquets propi 
de la distribució CentOS, l’eina “yum”. Aquesta diferencia en la instal·lació del client 
OpenVPN entre el servidor de monitorització(feta a partir d’un paquet tar.gz) de 
Netmind i els clients externs(feta a partir de l’eina yum), es deu a la versió del sistema 
operatiu. En el primer cas es tracta de CentOS 5.7 i en el segon de CentOS 6.  
Per tan el mètode d’instal·lació serà el següent: 
# yum install openvpn 
En aquest primer pas, segurament també instal·larà els paquets LZO(que permeten fer 
una compressió de les dades que viatgen pel tunnel). 
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Copiem els arxius .ovpn, .p12 i .key a /etc/openvpn/nomVPN, ens movem a aquesta 
ubicació, i obrim el tunnel VPN amb la comanda: 
# openvpn --config arxiu.ovpn 
A diferència del servidor de monitorització, en els clients externs no ens demanarà cap 
tipus d’autenticació. 
 
5.3.-Implementació SNMP a clients 
Tan en l’apartat 4.2.2 com l’apartat 4.2.3 es veurà com s’han deixat preparades les 
màquines dels clients i el servidor de monitorització. Però en aquest cas s’explicarà en 
primer lloc la implementació a les màquines clients, ja que fins que aquesta part no 
estigui feta, no podrem afegir-les a les configuracions del servidor de monitorització 
“brcentreonsrv”. 
En apartats anteriors s’ha vist com configurar el tunnel VPN per poder establir les 
comunicacions entre Netmind i els seus clients. Ara explicarem com deixar les 





Si treballem amb Windows Vista / 7 / server2003 el servei SNMP és vist com una 
aplicació del sistema que pot ser activada o desactivada. El mètode d’instal·lació és el 
següent: 
InicioPanel de ControlProgramas y característicasActivar o desactivar las 
características de Windows i marquem la casella “Protocolo simple de administración 
de redes(SNMP)”, acceptem i s’instal·larà aquesta aplicació del sistema. 
En canvi, amb Windows server 2008, és vist més com una característica que pot 
adquirir un servidor i haurem d’accedir des de “l’administrador del servidor”, aplicació 
de gestió que incorpora el Windows server 2008. 
Inicioserver managerfeaturesadd featuresmarquem “SNMP 
services”següent per confirmar la instal·lació i finalment instal·lar. 
 
Quan ja tenim l’SNMP instal·lat, en tots els casos el sistema el tractarà com un servei, 
per tan per la seva configuració haurem d’accedir al gestor de serveis. 
Inicioexecuteservices.msc 
Arribats aquí, veurem com el sistema ha afegit SNMP com un nou servei i fins i tot l’ha 
iniciat de forma automàtica. Fem clic dret a sobreproperties i anem a la pestanya 
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“security”. Desactivem “send authentication trap” ja que no farem servir SNMP traps 
com ja s’havia dit, ara clicarem “add” i afegirem el “community name” i els permisos 
que li donem al servidor de monitorització que s’hi connecti(netmind READ ONLY).  I 
després marquem “Accept SNMP packets from these hosts” i cliquem add per donar 
accés només al servidor de monitorització de netmind. Com que ja estarà el tunnel 
VPN creat podrem posar la IP privada(172.27.80.212). 
 
Per acabar, amb la configuració de SNMP, haurem de reiniciar el servei per aplicar els 





II.-Sistemes linux  
Si el sistema operatiu Linux, es troba ben actualitzat, o almenys a una versió força 
recent, podrem realitzar la instal·lació del servei SNMP des de el mateix gestor de 
paquets. En aquest cas, donat que la majoria de clients treballen amb CentOS ho 
farem així: 
- Instal·lem el servei SNMP, vàlid tan per arquitectures de 32 com de 64 bits. 
# yum install net-snmp.x86_64 
- Instal·lem les utilitats del servei SNMP per la gestió de recursos de xarxa. 
# yum install net-snmp-utils.x86_64 
- Accedim a la ubicació de l’arxiu de configuració snmpd.conf 
# cd /etc/snmp 
- Editem l’arxiu de configuració, # vi snmpd.conf de forma que quedi de la 
següent manera: 
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A la primera línia indiquem el protocol i el port per on escoltarà les peticions 
del servidor, i a la segona indiquem els permisos rocommunity(read only 
community), el password, i la IP de l’únic servidor que ha de permetre les 
peticions d’informació. 
Guardem els canvis, amb l’editor vi ( : wq ) i reiniciem el servei snmp per 
aplicar els canvis: 
# service snmpd restart 
 
 
5.4.-Virtualització servidor central de Netmind 
En aquest apartat veurem com s’ha creat el servidor de monitorització i com s’hi ha 
adaptat la màquina virtual per tal de poder-lo utilitzar.  
Per la implantació del servidor, ens referim a adaptar la màquina virtual a la 
infraestructura del servidor ESX, i per fer això necessitem l’aplicació “VMware 
Standalone Converter”. És una aplicació gratuïta que ens podem descarregar des de 
la mateixa pàgina del VMware 
(https://my.vmware.com/web/vmware/evalcenter?p=converter), però abans ens 
haurem de registrar. Aquesta adaptació de la màquina virtual també és possible fer-la 
des del mateix hypervisor “VMware vSphere” ubicada al servidor vCenter(recordem 
que el servidor vCenter conté l’hypervisor “vSphere” que permet gestionar el 
funcionament de tots els altres servidors virtualitzats de l’empresa, i el servidor vCenter 
es un servidor virtual més), però en aquest cas haurem de tenir el plugin “vcenter 
converter” instal·lat. Nosaltres ho farem des del mateix hypervisor vSphere ja que 
disposem d’aquest plugin.   
Bàsicament, el que aconseguim amb aquest conversor, és adaptar la màquina virtual 
descarregada de la pàgina web de Centreon, anomenada CES(Centreon Enterprise 
Server) per poder-la afegir al servidor físic ESX. La màquina virtual CES està 
inicialment amb un format .ovf(open virtualization format) que no es propi de VMware, 
per tan l’hem de convertir en un format propi de VMware que el servidor ESX 
reconegui. 
Ara procedim a fer la conversió de la màquina virtual des de vCenter: 
Accedim al servidor vCenter i a l’hypervisor vSphere, ens tots dos casos amb permisos 
d’administrador. Un cop dins, fem clic dret sobre el datastore on voldrem afegir la nova 
màquina virtual(en aquest cas farem servir el datastore esxn3.netmind.local que és el 
que té més espai disponible) i cliquem “import machine”. 
 





Llavors cridarem el plugin “vcenter Converter” on haurem de seleccionar quin tipus de 
màquina virtual volem importar i quin és el seu format. Marquem “virtual appliance” i 
busquem l’arxiu principal de la màquina virtual descarregada anomenat “CES-2.1-
x86_64.ovf”. 
 
Posteriorment, es farà la conversió a un format propi de vMware que el servidor ESX 
pugui entendre i s’afegirà la nova màquina virtual al datastore que havíem marcat. A la 
imatge següent veiem com s’ha afegit la nova màquina amb el nom de 
“brcentreonsrv”(nom que li hem donat nosaltres). Ara només ens falta engegar la nova 
màquina i posar-la en producció.  
 
 




Cal dir que un cop estigui afegida la màquina, se li assignarà una IP per DHCP(en 
aquest cas se li dóna la 172.27.80.212) i haurem de fer que el servidor DHCP reservi 
aquesta IP i li doni sempre la mateixa, ja que necessitem que el nou servidor 
“brcentreonsrv” mantingui sempre la mateixa IP per les comunicacions amb els 
clients(en cas que la seva IP canviés, els clients no el reconeixerien i deixarien de 
respondre a les seves peticions d’informació).  
En el servidor DHCP, la reserva de la IP es fa a través de la MAC de la màquina, però 
com que es tracta d’una màquina virtual haurem d’anar molt en compte de que 
aquesta MAC no es trobi repetida en cap altre servidor cosa que causaria conflictes 
d’IP. Que la MAC estigui repetida podria succeir perquè per la execució de tots els 
servidors estem utilitzant tecnologia VMware, per tan del mateix fabricant. I en cas de 
que trobéssim que està repetida podríem canviar-la des de l’hypervisor vSphere, en 
els arxius de configuració de la màquina virtual. 
Com ja s’ha comentat, també haurem de relacionar el nom que li hem posat a la 
màquina “brcentreonsrv” amb la seva IP “172.27.80.212” en el servidor DNS, ja que si 
qualsevol tècnic necessita accedir al servidor sempre ho podrà fer a través del seu 




5.5.- Configuració firewalls 
Per permetre les comunicacions servidor de monitorització–clients externs serà bàsic 
que els firewalls d'aquests clients estiguin configurats per deixar passar les 
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comunicacions pels ports que utilitzen les aplicacions i protocols que volem utilitzar. I 
com s’ha comentat anteriorment, els ports principals seran el 161, el 1194 i el 22. 
 
En el cas dels nostres clients, tots disposen d’un sistema Linux(CentOS en la majoria 
dels casos) que fa les funcions de firewall mitjançant les regles iptables, a diferència 
de Netmind que sí que disposem d’un sistema pfSense que ens permet fer les 
configuracions de les regles de forma gràfica. Per tan amb els clients, haurem de crear 
les regles iptables nosaltres mateixos. 
 
Normalment, el fitxer de configuracions de les iptables serà un arxiu executable que 
contindrà totes les regles, per tan, aquestes regles s’aniran executant d’una en una 
quan executem l’arxiu. En la majoria dels clients aquest arxiu es troba a 
/iptables/arxiu_firewall, i per permetre que les comunicacions siguin possibles, hem 
modificat l’arxiu_firewall de la següent manera:  
 
#!/bin/bash  //indica on es troba l’intèrpret que ha de poder executar el codi de l’arxiu. 
//les següents 3 línies indiquen que per defecte(policy), totes les comunicacions ja 
siguin //entrants(INPUT) o sortints(OUTPUT) o que simplement hagin de 
passar(FORWARD) pel //Firewall seran rebutjades(DROP). Amb la opció –t indiquem 
la taula a modificar(filter). Les //regles iptables compten amb diferents taules, però la 
única que serà necessari modificar serà //la taula filter, que és la que s’encarrega de 
filtrar els paquets. 
iptables -t filter --policy INPUT DROP        
iptables -t filter --policy FORWARD DROP                    
iptables -t filter --policy OUTPUT DROP 
//A partir d’aquí, qualsevol connexió que vulguem fer s’haurà d’obrir mitjançant regles 
que //obrin els ports corresponents. I aquestes són les noves regles introduïdes:  
//variables locals 
IC_NT_INTERNA="192.168.2.0/24" //rang IP xarxa interna client exemple  
IP_NM="172.27.80.212"  //IP servidor brcentreons 
//permetre comunicacion SSH desde el servidor brcentreonsrv al propi Firewall, 
podrem //controlar el Firewall de forma remota 
iptables -t filter -A INPUT -s $IP_NM -p tcp --dport 22 -m state --state NEW -j ACCEPT 
//permetre comunicacions SSH des de aquest servidor a qualsevol pc de la xarxa 
interna, no //podrem accedir als altres equips directament, ho haurem de fer des de el 
Firewall. 
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iptables -t filter -A OUTPUT -d $IC_NT_INTERNA -p tcp --dport 22 -m state --state 
NEW -j ACCEPT 
//permetre connexions VPN des de qualsevol IP(-s 0/0) al propi firewall 
iptables -t filter -A INPUT -s 0/0 -p udp --dport 1194 -m state --state NEW -j ACCEPT 
//deixar establir connexions VPN a equips que estiguin darrere el firewall 
iptables -t filter -A FORWARD -s 0/0 -d $IC_NT_INTERNA -p udp --dport 1194 -m 
state --state NEW -j ACCEPT 
//permetre connexions VPN sortints, és a dir, des de la xarxa interna del client cap a 
l’exterior, //amb aquesta regla i les dos anteriors fem que el tunnel VPN es pugui obrir 
tan des de el //client com des de l’exterior. 
iptables -t filter -A OUTPUT -d 0/0 -p udp --dport 1194 -m state --state NEW -j 
ACCEPT 
//permetre connexions SNMP al propi Firewall, consultar dades del firewall 
iptables -t filter -A INPUT -s 0/0 -p udp --dport 161 -m state --state NEW -j ACCEPT 
//deixar passar comunicacions SNMP a equips que estiguin darrere el Firewall, 
consultar dades dels altres equips interns 
iptables -t filter -A FORWARD -s 0/0 -d $IC_NT_INTERNA -p udp --dport 161 -m state 
--state NEW -j ACCEPT 
//deixar passar comunicacions SNMP des de dins de la xarxa interna cap a l’exterior, 
és a dir, permetem deixar passar les respostes cap al servidor de monitorització, sinó 
aquest no rebria cap resposta a les seves peticions. 
iptables -t filter -A OUTPUT -d 0/0 -p udp --dport 161 -m state --state NEW -j ACCEPT 
 





En aquest subapartat s’explicaran aspectes importants que s’han tingut en compte a 
l’hora de fer les configuracions de Centreon. Altres configuracions es veuran a l’apartat 
8.2 de l’apèndix “Documentació a tècnics per configuració i manteniment servidor 
central des del front-end Centreon”. 
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5.6.1.-Creació usuaris encarregat 
Com ja s’havia comentat, apart dels tècnics administradors de sistemes de Netmind, 
també hi haurà usuaris amb dret a consultar les dades dels seus sistemes. Aquests 
usuaris seran només els encarregats de la infraestructura informàtica de cada un dels 
clients. Per tan, la manera de crear aquests usuaris és la següent on farem servir 
l’exemple de l’encarregat del client de publicitat igriega: 




Ara s’obrirà un formulari amb dues pestanyes principals, “General Information” i 
“Centreon Authentication”. 
A “General Information” introduirem el nom de l’usuari encarregat, el 
login(igriega_user) i la contrasenya. Desactivarem totes les notificacions, ja que per 
política de Netmind només els tècnics de sistemes poden rebre les alarmes ja que són 
ells els responsables del bon funcionament de la infraestructura dels clients. 
 
A “Centreon Authentication” seleccionarem la macro “Access list groups” que haurem 
d’haver creat prèviament. Aquesta macro consisteix en els privilegis que aquest usuari 
tindrà quan accedeixi a Centreon, per tan seleccionarem la macro “igriega_view”. 
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Ara veiem com hem creat aquesta macro que ha de contenir els privilegis de l’usuari 
“igriega_user”. Anem a AdministrationAccessControlListAccess GroupsAdd. 
 
Ara a la pestanya “Group information” indiquem el nom de la nova vista “igriega_view” i 
seleccionem l’usuari “igriega_user” on ho aplicarem. 
A la pestanya “Authorizations Information” seleccionarem una altra macro “p_igriega” 
que haurem de tenir creada(la macro on indiquem quins servidors i serveis podrà 
veure l’usuari), així s’ha creat aquesta macro: 
 
Un cop obert el formulari, indiquem els hosts i els serveis que hem de poder veure. 
Finalment, tornant a “Access groups”, indiquem la opció de menú “monitoring page”, és 
a dir, farem que aquest usuari només pugui veure la opció “monitoring” del menú 
principal a diferència de l’usuari administrador que ho veu tot. 
Això és el que veurà un tècnic de Netmind(tots els menús i tots els clients): 
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I això és el que veurà per exemple l’encarregat d’igriega(només el menú monitoring i 
els seus servidors): 
 
Finalment apuntar que l’encarregat només podrà accedir al front-end Centreon des de 
un dels servidors monitoritzats, ja que són els que hi tindran accés per VPN.  
 
5.6.2.-Adaptació comandes 
En diferents casos, especialment en màquines Linux, em vaig trobar que les 
comandes de petició d’informació que enviava no funcionaven quan aparentment els 
agents i el protocol SNMP estava ben configurats.  Això es deu a que les comandes 
predefinides de Centreon eren incompatibles amb el que l’agent que hi havia instal·lat 
als clients esperava rebre. 
Per exemple, en alguns casos en que s’ha treballat amb NSclient++ en comptes de 
SNMP, s’ha hagut de modificar les comandes afegint-hi el número de port 12489, que 
és on escolta NSclient++. 
$USER1$/check_nt -H $HOSTADDRESS$ -v USEDDISKSPACE -s "public" -l 
$ARG1$ -w $ARG2$ -c $ARG3$ -p 12489 
En altres casos s’ha hagut d’especificar també a la comanda el “community name” i la 
versió SNMP utilitzada. 
$USER1$/check_centreon_snmp_cpu -H $HOSTADDRESS$ -c $ARG1$ -w 
$ARG2$ -v 2c -C “netmind” 
Per a realitzar canvis a les comandes haurem d’anar a 
configurationcommands”nom_comanda”. 
Des de aquesta opció de Centreon el que estem fent realment és modificar les 
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5.7.-Adaptació clients amb sistema de monitorització propi 
En aquest punt afegirem els canvis que s’ha hagut d’aplicar al servidor de 
monitorització d’aquests clients perquè les alarmes arribin als tècnics de Netmind. 
Recordar que les alarmes en aquest cas només arribaran per correu electrònic i no 
passaran pel servidor de monitorització central de Netmind. 
5.7.1.-Adaptació Nagios 
Aquests clients no disposen de Centreon, per tan, aquí sí que haurem de modificar 
directament els fitxers font. Accedim per SSH com a usuari administrador i anem a la 
carpeta on estan instal·lats els fitxers de configuració de Nagios /etc/nagios. 
ssh root@ip_servidor 
cd /etc/nagios 
En primer lloc, crearem l’usuari “netsupport” i li donarem permisos perquè pugui rebre 
alarmes per mail de tots els servidors. Per fer això modifiquem l’arxiu contacts.cfg. 
vi contacts.cfg 
i el definim d’aquesta manera: 
 
Farem que el nou usuari rebi notificacions les 24 hores del dia els 7 dies de la 
setmana(24x7), les alarmes dels serveis seran de tipus warning i critical(w,c), les 
alarmes dels hosts seran del tipus down i recovery(d,r), i es rebran les alarmes al mail 
indicat. 
L’afegim al grup administradors de Nagios: 
 
En segon lloc, després d’haver fet un anàlisi dels servidors de que disposa el client, 
potser n’haurem d’afegir de nous. Els nous hosts els afegim a l’arxiu 
/etc/nagios/hosts.cfg i els definim així: 
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Com es veu, indiquem la seva IP, el tipus de servidor, la comanda que comprova si el 
servidor està en funcionament(check_host_alive), la freqüència d’enviament de la 
comanda, i l’usuari que ha de rebre les seves notificacions(netsupport). 
En tercer lloc, es possible que haguem de crear també algun servei que no estava sent 
vigilat, per exemple, veiem com es defineix el servei “unidad_C” a l’arxiu 
/etc/nagios/services.cfg. També s’haurà d’afegir el nom del nou host en els serveis que 
volem monitoritzar. Per exemple, com que server1.igriega és un pc Windows, 
l’afegirem al servei “unidad_C”, i també afegirem l’usuari que ha de rebre les 
notificacions d’aquest servei. Així es com queda definit el servei: 
 
En aquest cas, a la opció “check_command” li passem el nom de la 
comanda(check_centreon_remote_storage) i els paràmetres warning i critical  
necessaris(C:,80,90). 
Per acabar habilitarem les notificacions, en cas contrari seguiríem sense rebre res, 
entrem al front-end de Nagios, i anem a 
SystemProcessInfoNotificationsEnableNotifications. Reiniciem el servei 
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5.7.2.-Adaptació Postfix 
En cas de que el client tingui un servidor de correu principal diferent del servidor de 
Nagios(on hi tenim instal·lat Postfix) o que tingui un servidor amb funcions antiespam, 
haurem d’especificar a l’arxiu de configuració de postfix que aquest no és el servidor 
principal de correu i que les alarmes per correu que Nagios li demana que envii, les ha 
d’enviar primer a aquests hosts. Si el mail és del mateix domini del client, postfix sí que 
seria capaç d’enviar-lo, però si el domini és diferent no sabrà on enviar-lo. 
Per fer aquest salt o hop que han de fer els mails abans d’enviar-se al destí final, 
haurem d’especificar el relayhost: 
Entrem per ssh al servidor nagios del client: ssh root@ip_servidor 
Anem on es troben els arxius de configuració de postfix: cd /etc/postfix 
Obrim l’arxiu main.cf: vi main.cf 
Afegim la línia: relayhost = ip_servidor_correu_principal 
Per aplicar la nova configuració reiniciem el servidor de correu: service postfix restart 
 
5.8.-Testing infraestructura global abans de posar-la en producció 
Quan s’ha fet la major part del treball, i el projecte està gairebé acabat, ha estat 
necessari fer una sèrie de comprovacions amb les configuracions i els sistemes nous 
instal·lats als diferents clients. Com és lògic, abans de donar-ho per finalitzat i 
comunicar-ho al responsable de la infraestructura de sistemes de cada client hem 
d’estar completament segurs que el funcionament és l’òptim. Tot i això, és força 
probable, que alguna part del projecte pugui tenir fallades puntuals, ja sigui en algun 
tunnel VPN, o que no ens arriba informació sobre alguna màquina en concret, etc; 
però Netmind seguirà oferint suport a aquests clients en cas d’algun problema. 
 
 
5.8.1.-Comprovació estabilitat tunnels VPN 
Bàsicament, comprovar que els tunnels no cauen i que es mantenen en el temps. En 
cas de caure, els equips estan configurats perquè el servei openvpn arranqui de forma 
automàtica i amb ell el tunnel VPN, d’aquesta forma no depèn de cap tècnic i el tunnel 
està el mínim temps caigut. 
En sistemes CentOS, una forma de configurar el servei com a automàtic és amb la 
següent comanda: 
# chkconfig openvpn on 
I en sistemes Windows, es fa des del gestor de serveis, com ja s’ha vist en l’apartat 
5.2.2(I) d’implementació de la VPN. 
 





5.8.2.-Comprovar que serveis s’inicien automàticament en reiniciar en 
cas de caiguda de les maquines 
Igual que el punt anterior, caldrà deixar configurats els serveis perquè arranquin sols i 
no faci falta la acció de cap tècnic. Els serveis que hauran d’arrancar sols són: nagios, 
centcore, centstorage, postfix, snmpd, openvpn, mysqld, ndo2db i sshd en el cas del 
servidor brcentreonsrv. En el cas dels clients, hauran d’arrancar snmpd, sshd i 
openvpn(vist al punt anterior). Ho farem amb la comanda: 
# chkconfig nom_servei on 
 
 
5.8.3.-Comprovar que es reben les alertes dels servidors per correu 
electrònic 
Finalment, també serà bàsic comprovar que les alertes en cas que alguna cosa no 
vagi bé es rebin amb normalitat. El sistema pot estar funcionant bé , però si un servidor 
té problemes i en aquest moment no estem mirant la interfície web del servidor no ens 
en adonarem. Per això, la forma de saber que el servidor postfix instal·lat a 
brcentreonsrv envia correctament les alarmes és la següent: 
# echo “testing my mail” | mail –s “mail test” support@netmind.es 
En la comanda anterior enviem un correu amb la ordre “mail”, “-s” per indicar 
l’assumpte “mail test”, “support@netmind.es” serà l’adreça on hauran d’arribar les 
alarmes i amb “echo” i el “pipeline” introduïm el cos del missatge. 
En el cas dels clients que envien les alarmes des del seu propi servidor de Nagios, per 
descartar problemes en l’enviament és recomanable comprovar l’arxiu /var/log/maillog. 
Exemple de mail log en que postfix ha pogut fer bé l’enviament: 
 
Com es pot veure, es coneix tan la direcció origen com la destí, coneix el relayhost que 
és l’encarregat final de fer l’enviament del correu, i ens confirma amb status=sent que 




71 Implementació d'un sistema de monitorització dins un sistema de suport global basat en Itil 
 
5.8.4.-Comprovació que les peticions d’informació són respostes 
Quan es configuren tants els hosts com els seus serveis a Centreon, també se’ls 
assigna una comanda que servirà per comprovar l’estat de cada recurs(CPU, disc, 
etc). Abans de deixar una comanda com a definitiva s’haurà de provar i fer els canvis 
que siguin necessaris per tal que els dos agents(del servidor i del client) siguin 
compatibles i s’entenguin. 
Accedim al servidor central de monitorització com a root: ssh root@172.27.80.212 
Anem on es troben els plugins de les comandes predefinides: cd /usr/lib/nagios/pugins 
Per exemple, provarem amb la comanda “check_centreon_snmp_cpu” que demana 
informació sobre l’ús de CPU al host “192.168.161.41”. En el primer cas no funciona i 





















6.1.- Planificació del projecte 
En la planificació del projecte, s’han realitzat dos diagrames de Gantt, un de la 
planificació inicial, és a dir, com es va pensar fer el projecte des de un bon principi, i un 
diagrama de la planificació final, és a dir, quins han estat els temps reals utilitzats per 
fer la gestió i implementació del projecte. Tots dos seran analitzats i s’explicaran les 
possibles diferències que hi puguin haver entre ells. 
 
6.1.1.-Planificació inicial 
I.-Disseny, anàlisis tecnologies, i posada a punt del servidor centralitzat a 
Netmind(brcentreonsrv) 
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Conjunt del projecte on es ressalten els principals canvis en la planificació: 
 
 
Tot i que la idea era seguir la planificació que s’observa en els 3 diagrames de Gantt 
de l’apartat 5.1.1, a la pràctica ha estat impossible seguir amb aquesta planificació, 
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perquè durant el transcurs del projecte han anat apareixent problemes amb les 
aplicacions utilitzades, alternatives millors en la implementació que des d’un inici no 
coneixia, o problemes per treballar amb segons quins clients. Per tan he realitzat un 
altre diagrama que explica quin ha estat el transcurs real de les feines fetes. 
Seguidament, explico a que s’han degut aquests canvis en la planificació: 
1)  Inicialment, la idea era crear una màquina virtual des de zero, dins el propi 
servidor ESX i instal·lar-hi totes les aplicacions necessàries, però quan estava 
a mig procés d’instal·lació i configuració d’aquestes aplicacions, em vaig trobar 
que dins la pròpia pàgina de Centreon, ja hi havia una màquina virtual 
preparada amb nagios + centreon que es el que volíem utilitzar. Finalment, com 
ja s’ha explicat ens vam decantar per utilitzar aquesta màquina virtual enlloc de 
la que ja havíem creat nosaltres. Aquest fet, ens fa retallar dies de configuració 
de les aplicacions, però ens afegeix feina per trobar com afegir aquesta 
màquina virtual dins el servidor ESX, que finalment es farà amb el VMware 
Converter. Per altra banda, els dies necessaris per fer les comprovacions del 
funcionament d’aquesta màquina virtual continuen igual. 
 
2)  Com es veu en els diagrames inicial i final, en els dos casos coincideixen en 
que la primera part del projecte a que m’he dedicat ha estat en deixar preparat 
el servidor de monitorització. En canvi, inicialment, vaig voler diferenciar 
bastant clarament la feina que faria amb dos tipus de clients(als que aplicaria 
un sistema de monitorització basic, i als que s’adaptaria al sistema de Netmind 
i que ja disposaven del seu propi sistema), però per qüestions de temps i 
disponibilitat dels clients, ha esta impossible fer aquesta diferenciació, per tan 
he ajuntat els dos “subprojectes” i he anat fent les tasques conforme aquests 
tenien disponibilitat. 
 
3)  Al principi havia previst fer varies tasques en paral·lel, sobretot en els clients, 
com les tasques d’instal·lació i de creació de les xarxes VPN, però veient que 
la instal·lació d’alguns components donava més problemes dels previstos vaig 
acabar deixant els temes de xarxa(VPN i firewalls) per després de la instal·lació 
dels components. 
 
4)  Per eficiència, tenia previst anar fent la documentació del projecte en paral·lel 
amb totes les tasques que anava fent. Però, també per qüestions de temps, no 
he pogut fer la documentació com hagués volgut. Per tan, en la tasca de gestió 
del projecte(que sí que va en paral·lel a totes les altres) em refereixo en anar 
apuntant les coses que s’han anat fent en el dia a dia, en que he gastat el 
temps i en  apuntar detalls i problemes sorgits de les implementacions que per 
la seva dificultat era complicat recordar quan s’hagués de fer la documentació 
final. En canvi, la documentació final ha quedat per l’últim mes(abril) on m’he 
ajudat de tots els apunts que havia anat fent en el dia a dia. 
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6.2.-Cost del projecte 
 
A la següent gràfica s’indica que el preu mitjà a la hora que es paga per un tècnic 
junior de sistemes és de 8,5€. Per tan, si ho multipliquem pel nombre d’hores 
total(450) surt un preu de 3.825€. 
El preu de la tecnologia VMware en la seva versió “estandar” que hem utilitzat té un 
cost d’uns 2.280€, però com que ja s’havia adquirit amb anterioritat no s’imputa en el 
cost del projecte. 
A més, la resta d’aplicacions utilitzades són de de lliure ús, per tan, no han 
comportat cap cost addicional al projecte. 
El que comporta, que el preu del projecte sigui estrictament el cost total de les hores 
de treball, 3.825€. 
 
Preu/hora mitjà tècnic de sistemes junior 8,5€/hora 
450hores * 8,5€/hora 3.825 € 
    
Apunt sobre llicències: 
  
    - OpenVPN lliure 
    - NSClient++ lliure 
Màquina virtual CES(Centreon Enterprise Server) 
  
    - CentOS 5.7 lliure 
    - Centreon lliure 
    - Nagios lliure 
    - SNMP daemon lliure 
    - Postfix lliure 
VMware Infraestructure(ESX server + vSphere) "standard 
version" 2.280 € 













Un cop finalitzat el projecte, en puc extreure dos tipus de conclusions. Unes a nivell 
personal amb tota la experiència que he adquirit. I unes altres a nivell de l’empresa 
amb la utilitat que ha de comportar en un futur. 
 
A nivell personal, realitzar un projecte real, en una empresa real i per a uns clients 
reals m’ha ajudat bàsicament a guanyar una experiència que no tenia. A la universitat, 
com és lògic, es fan força treballs però cap amb la envergadura que ha de tenir el PFC 
per qüestions de temps i de número de crèdits a realitzar. Recordo la assignatura de 
PXCSO(Projecte de xarxes de computadors i sistemes operatius) que és la més 
semblant al PFC que he estat fent ja que en els dos casos hi ha tan feina de xarxes 
com de diferents tipus de sistemes operatius i en que el professor fa el paper de client, 
on es mostra exigent en les dates d’entrega i on demana solucions ràpides i efectives 
per a cada problema que pugui sorgir en el transcurs del projecte. 
 
Doncs PXCSO trobo que ha servit justament per això, com entrenament, i perquè ens 
anem fent una idea, ja des de la universitat, de com poden ser les pretensions dels 
clients. Però un cop fora de les aules, a una empresa real, apart de les exigències dels 
clients que clarament fan la seva feina i també busquen que la seva empresa tregui el 
màxim rendiment dels projectes que encarrega, també he observat que cadascun té 
les seves particularitats ja sigui en la seva forma de funcionar com en el tipus 
d’infraestructura que utilitza. 
 
En el meu cas, a Netmind havíem pensat en una forma estàndard per aplicar el 
projecte de monitorització a tots els clients, però precisament per aquestes 
particularitats, ens hem hagut d’adaptar a cadascun fent petites modificacions sobre el 
projecte original tal com l’havíem pensat inicialment, tot i que en la documentació m’he 
dedicat a explicar la forma estandarditzada i també algunes de les modificacions més 
importants. 
 
Resumint, a Netmind he tingut la oportunitat de que em confiessin aquest projecte, 
cosa que m’ha ajudat a poder créixer professionalment i també a complementar els 
coneixements més teòrics que dóna la universitat amb coneixements més pràctics que 
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Per altra banda, a nivell de l’empresa, aquest projecte ha de facilitar considerablement 
la detecció de problemes que puguin tenir els clients. Per tan, els tècnics dedicaran 
menys temps al control de les infraestructures i es podran dedicar a altres tasques 
més productives. 
 
Però el que considero l’avantatge més important que el projecte pot comportar a 
l’empresa, és que els tècnics a base de fer la monitorització als diferents clients, poden 
adonar-se de les dinàmiques cap on es dirigeixen els servidors(augments de CPU, 
RAM o disminució de la capacitat progressiva, etc, que pot afectar al funcionament de 
serveis), per tan es poden avançar a possibles problemes que puguin tenir en la seva 
infraestructura en un futur. 
 
Avançar-se a possibles problemes, ha de fer que a la llarga els clients notin que la 
seva infraestructura funciona millor, per tan estiguin més satisfets de la feina que 
realitza Netmind i li encarreguin més projectes. És tot això el que fa que una empresa 




El projecte de monitorització un cop finalitzat, ha de seguir donant certa feina amb els 
temes del manteniment d’aquesta nova infraestructura, en aquest cas ho consideraré 
feina assumida o obligatòria. Però també s’hi podrien afegir nous serveis pel control 
o enviament de les alertes de forma suplementaria. Seguidament ho detallo: 
 
Tasques assumides: 
- Control sistemes: El projecte comportarà una feina diària per part dels tècnics 
a monitoritzar els sistemes tan del propi Netmind(considerat en la 
infraestructura com un client més) com dels altres clients. Tot i això, el projecte 
farà reduir aquesta feina de control de forma considerable respecte abans. 
 
- Actualització sistemes: Les infraestructures dels clients no són fixes, cada 
cert temps s’afegeixen nous servidors que donen nous serveis o es treuen els 
que ja no són necessaris, per tan, en el nostre servidor de monitorització 
“brcentreonsrv “ s’hauran de fer els canvis adients desde el front-end de gestió 
Centreon. Evitarem monitoritzar servidors que ja no existeixen, o no tenir 
controlats servidors que sí que hauríem de tenir-los. 
 
- Ampliar projecte: Actualment no tots els clients tenen contractat el servei de 
manteniment. Una altra tasca seria intentar convence’ls dels beneficis que els 
hi pot comportar que Netmind els faci el manteniment de la seva 
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infraestructura. En aquest cas, s’hauria d’ampliar la monitorització als servidors 




- Enviament SMS: El sistema de monitorització Nagios-Centreon també dóna la 
possibilitat de fer l’enviament d’alertes mitjançant SMS, i que no ha estat 
implementat. En un futur, es podria implementar per tal que les alertes 
arribessin al mòbil d’empresa dels tècnics, però en aquest cas es podria limitar 
a només les més urgents o crítiques per no molestar excessivament. 
 
- Desenvolupar app per mòbil: De cara a millorar el servei de monitorització  
s’havia pensat també en desenvolupar una eina que permetés realitzar el 
control dels sistemes des de el mateix mòbil. La idea seria desenvolupar una 
app amb tecnologia Android que permetés visualitzar els sistemes en temps 
real, i si és possible, poder fer algun tipus de gestió de forma bàsica, com 


















8.1.- Problemes sorgits 
Durant el transcurs d’un projecte poden sorgir problemes i errors en la implementació 
que no teníem previstos, o canvis en l’ús d’aplicacions i de tecnologies que ens hem 
adonat que són millors que les que volíem utilitzar des de bon principi. Tot i que aquest 
tipus de canvis s’han d’evitar el màxim possible, a vegades són inevitables ja que les 
coses poden anar diferent de com un voldria. 
Canvis a destacar: 
- Màquina virtual CES: Com ja s’ha comentat en altres apartats anteriors, la idea 
inicial era crear un servidor virtualitzat des de zero, i a partir d’aquí instal·lar 
totes les aplicacions i serveis necessaris. Però dies després de començar amb 
aquestes tasques, ens vam adonar que a la pàgina web de Centreon ja es 
disposava d’una màquina virtual de descàrrega lliure, la CES(Centreon 
Enterprise Server) amb el nucli de configuració Nagios-Centreon ja preparat. 
Com que la part de deixar enllestida la relació Nagios-Centreon ens hagués 
portat força dies de configuració vam optar per utilitzar finalment la CES, i així 
poder dedicar més temps als clients. Com es veu a la planificació per fer la 
configuració del Centreon amb Nagios vaig calcular uns 10 dies, però en el cas 
de la CES entre els tests de prova on ja es van fer proves amb els primers 
clients i l’adaptació al ESX va sortir a poc mes d’una setmana. 
Problemes sorgits: 
- Idioma CES: Centreon és un producte d’origen francès, per tan la màquina 
virtual descarregada estava tot en francès, tan l’idioma del sistema operatiu 
CentOS com la configuració del teclat. En el meu cas, em va dificultar bastant 
la feina en els primers tests fins que vaig canviar l’idioma a espanyol. Per 
canviar-lo, vaig veure que tenim suficient modificant el contingut de dos arxius. 
vi /etc/sysconfig/i18n  LANG=”es_ES.UTF-8”     
    vi /etc/sysconfig/keyboard  KEYTABLE=”es”  
 
- Password CES: La màquina virtual ja va amb els passwords de root i 
d’administrador Centreon predeterminats, que es mostren a la mateixa pàgina 
de Centreon. Per tan, per qüestió de seguretat s’hauran de canviar. El 
password per accedir al front-end s’haurà de canviar des de dins mateix del 
front-end, en canvi el de root del sistema ho farem des de la línia de comandes. 
root@brcentreonsrv#> passwd root 
 
- Instal·lació VPN: el servidor VPN que vam haver d’instal·lar a brcentreonsrv no 
ho vam poder fer amb l’eina yum que ofereix CentOS. Yum només permetia 
instal·lar openvpn a partir de la versió CentOS 6, però la màquina virtual estava 
a la versió 5.7. Per tan va ser necessari buscar un paquet .tar.gz del openvpn 
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compatible amb la nostra versió del sistema operatiu. Un paquet tar.gz s’ha de 
compilar abans de poder-lo instal·lar, i és també més complicat d’actualitzar 
l’aplicació un cop instal·lada. 
 
- Instal·lació servei SNMP: En el cas d’alguns servidors amb Windows server 
2003, SNMP és un servei que cal instal·lar des de el cd d’instal·lació del 
sistema operatiu. Una opció va ser descarregar els arxius necessaris d’aquest 
servei i instal·lar el servei elegint la ubicació on es troben. I una altra opció en 
cas que el servidor estigues virtualitzat(no disposa de lector de CD/DVD) és 
carregar la imatge ISO del sistema operatiu i simular que és el CD 
d’instal·lació. Tot i haver-lo instal·lat, en alguns casos seguia sense funcionar, 
per tan en aquest cas ens vam veure obligats a utilitzar el NSClient++ que no 
era la aplicació que havíem elegit però que també donava bons resultats. 
 
- Adaptació CES a servidor ESX: Tan si ho fèiem amb l’aplicació “VMware 
converter standalone” o utilitzant el plugin “VMware converter” de l’hypervisor 
vSphere, en els dos casos havia d’estar a la versió 4.0. En la versió 5.0, que és 
la més actual, la opció per convertir màquines virtuals .ovf(no pròpies de 
VMware) a un format propi de VMware ja no està disponible, per tan no podíem 
adaptar la màquina al servidor ESX. 
 
- Comanda ipconfig /release: S’ha d’anar molt en compte a l’hora d’executar 
aquesta comanda. En algun client quan l’he hagut d’aplicar, algunes 
aplicacions corporatives han deixat de funcionar, ja que he desconnectat el 
servidor de la seva xarxa interna i aquestes aplicacions han quedat 
desconfigurades. Òbviament, alguns usuaris m’han comunicat que ja no podien 
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8.2.-Documentació a tècnics per configuració i manteniment 
servidor central des del front-end Centreon 
 
Título: Documentación técnica netmind 
Asunto: Gestión web Centreon 
Autor: Netmind - IT Services / Aleix Bertran Logroño 





El objetivo principal de este documento es el de explicar de forma rápida y efectiva la 
gestión vía web de Centreon ubicado en el servidor BRCENTREONSRV. El 
documento consta de las siguientes partes: 
 
1) Organización clientes y recursos a monitorizar 
 
2) Añadir/eliminar servidor 
 
3) Agregar/eliminar servicio a un servidor 
 
4) Crear/eliminar grupo 
 
5) Agregar/eliminar servicios a un grupo 
 
6) Aplicar cambios 
 
7) Cuestiones sobre SNMP 
 
 
Para realizar cualquiera de estas acciones será necesario acceder como 
administrador, en este caso será el usuario “nagiosadmin”. Para cualquier acción 









Antes de nada, es necesario saber cómo están organizados los clientes en Nagios 
mediante la herramienta Centreon. 
 
Cada cliente, Netmind está considerado como un cliente más, está organizado como 
un grupo. Y en cada grupo, se han añadido todos los servidores que queremos 
monitorizar. Ejemplo: grupo Netmind, grupo IIC, etc. 
 
Aparte de grupos según clientes, también se han creado grupos según el rol que 
desempeñan los servidores. Ejemplo: grupo servidores_HTTP, grupo 
servidores_DHCP, servidores_Windows, servidores_Linux etc. 
 
Hay determinados servicios que en lugar de añadirlos a cada servidor por separado, 
hay que añadirlos a los grupos para hacer la gestión más eficiente. Ejemplo: el servicio 
monitorizar_unidad_C habrá que añadirlo al grupo servidores_Windows ya que todos 
los sistemas Windows disponen de esta unidad. Lo mismo pasa con el servicio 
monitorizar_/ para los sistemas Linux. 
 
En caso de que un servidor disponga de otra unidad aparte de la C o cualquier 
característica que no comparta con los demás, ya sea por backups o cualquier otra 
función, sí que habrá que añadirla como servicio específicamente a este servidor. 
 
Por cuestiones de claridad, el nombre completo de los servidores debe incluir el 
nombre y el dominio, ya que se puede dar el caso de que dos servidores de clientes 
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En cuanto a los recursos/servicios que hay que monitorizar son los siguientes: 
Recursos comunes 
-CPU: porcentaje de carga media en el último minuto de CPU 
-Memoria: porcentaje de carga de memoria en los últimos 5, 10 y 15 minutos. 
-Discos/unidades o particiones: porcentaje de uso 
-Ping: respuesta a ping 
Recursos específicos 
-Servicio HTTP: comprobar servicio web 
-Servicio DNS: comprobar si servidor resuelve bien los nombres de dominio 
-Servicio DHCP: comprobar si servidor esta asignando bien las IP’s 
























Para añadir un servidor en nuestra lista vamos a configuraciónhostsadd 
 
 
A continuación se abre el formulario donde introducimos los datos básicos del nuevo 
servidor: 
Pestaña “host configuration”: 
Hostname: se suele poner el nombre completo del servidor(que comprende también el 
dominio) por si hay que diferenciarlo de servidores de otros clientes que tengan el 
mismo nombre. 
IP/dns: introducimos la IP del servidor que estamos añadiendo que es visible desde el 
servidor BRCENTREONSRV(comprobar respuesta al realizar un ping IP). 
SNMP community/versión: muy importante introducir la contraseña (community name) 
SNMP que hemos configurado en el servidor que estamos añadiendo. Las versiones 
recomendadas son 1 o 2c ya que no acostumbran a dar problemas de compatibilidad. 
Host templates: En sistemas Windows es suficiente añadir el template “generic-host”, y 
en sistemas Linux añadimos “servers-linux”. 
Linked contacts: el contacto/s que añadamos aquí será el que reciba las notificaciones 
de alerta procedentes de este servidor. 
 




Hostgroup relations: en esta opción añadimos el servidor a los grupos a los que 
queremos que pertenezca. En este caso habrá que añadir el servidor al grupo del 
cliente al que pertenece y también al grupo de sistema operativo. También lo podemos 
añadir a un grupo específico según su rol, dhcp-servers, http-servers,etc. 
 
Para finalizar clicar en “save”. 
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Si quisiéramos quitar un servidor que ya no hace falta monitorizar, hacemos lo 




3.-Agregar/eliminar servicios a un servidor 
Configurationservicesservices by hostadd 
 
Una vez dentro del formulario, lo rellenamos según el servicio que queremos añadir. 
Es recomendable usar el “service template” generic-service, de esta forma podemos 
seleccionar el “check command” que deseamos. En el ejemplo, para monitorizar la 
unidad D: , diremos que es un “generic-service” y seleccionaremos el comando 
“check_centreon_remote_storage”, los argumentos serán el nombre de la unidad(D:), y 
el porcentaje de uso de disco con el que Nagios enviará las alarmas, 80% para nivel 
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de peligro y 90% para nivel crítico. Finalmente, habrá que seleccionar también el 
usuario “nagiosadmin” que recibirá las alarmas.  
 
 













Ahora en el formulario introducimos el nombre del nuevo grupo. En el ejemplo estamos 
añadiendo el grupo IIC con alias “Istituto Italiano di Cultura”. En el caso de los grupos 
no hace falta especificar el “SNMP community & versión”, ya lo especificamos cuando 
introducimos los servidores. Luego seleccionamos los servidores que queremos que 
pertenezcan al grupo y clicamos “save”. Opcionalmente se puede introducir 
información extra del grupo como su URL corporativa y añadirle un icono para que sea 
más fácil de diferenciar. 
 
 




Para eliminar un grupo vamos a configurationhostshost groups, marcamos el 
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5.-Agregar/eliminar servicios a un grupo: 
Cuando nos interesa dar de alta un servicio para todos los servidores de un grupo. Por 
ejemplo: monitorizar la carga de CPU de todos los servidores Windows, ya que es un 
servicio que su configuración será igual para todos los servidores. 




Introducimos los datos para el nuevo servicio: 
 
 
91 Implementació d'un sistema de monitorització dins un sistema de suport global basat en Itil 
 
 







Para eliminar un servicio configurationservicesservices by host group, 
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6.-Aplicar los cambios: 
 
En todos los casos anteriores será necesario aplicar los cambios. Lo hacemos de la 
siguiente forma: 
Configurationnagios, marcamos las casillas “move export files” y “restart nagios”, 






7.-Cuestiones sobre SNMP 
 
Para que las peticiones de información que realiza nuestro servidor sean contestadas 
por los servidores monitorizados necesitamos configurar el servicio SNMP en cada 
una de las maquinas. 
 
Máquina Windows: 
Instalar el servicio SNMP:  
En Windows server 2008 vamos a server manageradd features y añadimos “SNMP 
service”. 
Versiones anteriores de windows  vamos a “panel de control””programas y 
características””activar o desactivar las características de Windows” y marcamos el 
“protocolo simple de administración de redes(SNMP)”. 
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Configurar servicio SNMP: 
-Añadimos Netmind como “accepted community names” 
-Añadimos la IP o el nombre del servidor de Nagios, en este caso su ip es 
172.27.80.212 





-Instalamos el servicio SNMP: yum install net-snmp net-snmp-utils 
-Vamos a /etc/snmp, editamos el archivo snmpd.conf y añadimos la linia: 
rocommunity netmind 
todo lo demás lo podemos eliminar o comentar(#). 
-Reiniciamos el servicio: service snmpd restart 
