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ABSTRACT
Eigenvectors of the Laplacian of a cycle graph exhibit the si-
nusoidal characteristics of the standard DFT basis, and signals
defined on such graphs are amenable to linear shift invariant
(LSI) operations. In this paper we propose to reduce a generic
graph to its vertex-disjoint cycle cover, i.e., a set of subgraphs
that are cycles, that together contain all vertices of the graph,
and no two subgraphs have any vertices in common. Addi-
tionally if the weight of an edge in the graph is a function
of the variation in the signals on its vertices, then maximally
smooth cycles can be found, such that the resulting DFT does
not have high frequency components. We show that an image
graph can be reduced to such low-frequency cycles, and use
that to propose a simple image denoising algorithm.
Index Terms— Graph signal processing, vertex disjoint
cycle cover, image denoising
1. INTRODUCTION
In this interconnected world it is recognised that signals could
lie on the vertices of large graphs, such as, user’s prefer-
ences in social networks, or sensing data in sensor networks.
Edges between the vertices define the dependencies between
the signal on the vertices, for example “neighbouring” pix-
els in an image take on similar values. Recently there has
been considerable interest in processing signals on graphs,
see e.g., [1, 2]. Challenges include defining neighbourhoods
for an arbitrary topology, and processing dependencies along
arbitrary paths [1].
An approach towards tackling these challenges exploits
the spectral properties of the Laplacian matrix of the graph [3,
4, 5, 6]. A Graph Fourier Transform (GFT) that extends
Fourier analysis to signals on a graph can be defined using
the eigenvectors of the graph Laplacian. This approach is in-
tuitively and mathematically justified - Laplacian of a graph
is equivalent to the Laplace operator in time domain, eigen-
functions of the latter are the DFT basis, hence eigenvalues
of the former can be considered to be “GFT” basis that fur-
thermore capture a notion of smoothness of the signal with
respect to the graph topology [1].
A class of graphs for which DFT and GFT are equiva-
lent (upto a permutation) are circulant graphs [5, 6, 7]. As
expected (and desired) signals on circulant graphs are shift
invariant much like discrete time periodic signals. Thus these
graphs, unlike generic graphs, are amenable to liner shift in-
variant processing – in [6] the authors have shown that op-
erations such as shifting and sampling are natural to these
graphs, and that non-circulant graphs can be decomposed into
circulant graphs, similar to a linear time variant system being
represented as a bank of linear time invariant systems.
Cycle graphs are a sub-class of circulant graphs; they are
2-regular, hence the sparsest possible circulant graphs. In
graph theory there is considerable significance attached to cy-
cles in a graph, e.g., Eulerian, Hamiltonian cycles, the cy-
cle basis of a graph and so on. We are interested in a ver-
tex cycle cover of a graph which is a set of cycles that are
subgraphs, and contain all vertices of the graph. If the cy-
cles of the cover have no vertices in common, the cover is
called vertex-disjoint cycle cover. In this case the set of the
cycles constitutes a spanning subgraph of the graph. A vertex-
disjoint cycle cover of an undirected graph (if it exists) can be
found in polynomial time by transforming the problem into a
problem of finding a perfect matching in a larger graph [8].
If weights are defined on the edges then minimum weight cy-
cle cover is equivalent to minimum weight perfect matching
which can be found in polynomial time using Edmonds algo-
rithm [9]. Note that these weighted cycles do not necessarily
have circulant Laplacians (these matrices are Hankel not nec-
essarily Toeplitz), hence their eigenvector space may not be
DFT like. However if only the structure of the cycle graph
is preserved and weights are ignored (or small and similar in
case of smooth cycles) the eigenvector space will be similar
to DFT.
In this paper we propose that weight of an edge in the
graph is a function of the variation between the signals at its
incident vertices. Such graphs have been used before for ex-
ample for image denoising in [2] and edge aware image pro-
cessing [10]. We reduce this weighted graph to its minimal
weight vertex-disjoint cycle cover (VCC). This is a reduction
and not necessarily a decomposition as in [6], because a VCC
may not contain all the edges of the graph. As the weights
represent the variations in the signal we expect that VCC has
cycles that are intrinsically smooth. Some of the discarded
edges maybe chords of a cycle, while others maybe between
cycles, we contend that these edges have larger weights and
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hence connect vertices with large signal changes. Having
found the cycles we can then process signals on vertices of
each cycle using traditional LSI filters – thus all signals on a
graph are processed using predominately low frequency de-
pendencies. In this paper we show that an image, modelled
by a 8-lattice, can be reduced to a VCC, and use this for a
simple image denoising algorithm.
Though we have motivated our work from the graph sig-
nal processing perspective, it has commonality, especially for
lattice based image graphs, with mesh processing, e.g., [11],
discrete calculus based image processing, e.g., [2], or with
graph cuts based image segmentation, e.g. [12]. Like these
works we partition the graph based on variation of signals
on vertices of the graph, but our partitions are not arbitrary
subgraphs, rather are cyclic subgraphs so that we can process
the signals using LSI systems [6]. The relationship between
graph signal processing and these traditional works has been
commented upon in [1], it needs to be understood in greater
depth. Note that we can use our algorithm on any graph not
only a mesh or a lattice; we believe that the main advantages
may lie for processing graphs with non-regular topology. In
section 2 we sketch the VCC algorithm, and in section 3 dis-
cuss the current results.
2. MATERIALS AND METHODS
Following terminology introduced in [6], consider an undi-
rected, simple, connected graph G = (V,E), where V is the
set of N vertices, and E is the set of edges. Let A be the
adjacency matrix of the graph, where A(i, j) is the nonnega-
tive edge weight between nodes i and j; A(i, j) is zero if no
edge connects the two nodes. A signal defined on the graph
is a vector x : V → RN , where x(v) denotes the value of the
signal at vertex v in V . Let D be a diagonal matrix, where
the diagonal entry D(i, i) =
∑N−1
j=0 A(i, j). The Laplacian
matrix of the graph is defined as L = D − A. It is a positive
semi-definite matrix and has the spectral decomposition L =
UΛUH , where Λ is a diagonal matrix of non-negative real
eigenvalues. The graph eigenvectors {uk}N−1k=0 , constitute an
orthonormal basis forRN . The corresponding eigenvalues for
a connected graph are 0 = λ0 < λ1 ≤ λ2 ≤ . . . ≤ λN−1.
The book [13] [chapter 10] describes Tutte’s reduction
method that is used to find vertex-disjoint cycle cover of an
undirected G, but for the sake of completion we will sketch it
in algorithmic terms here. For this discussionG is assumed to
be unweighted. Let us start with some definitions: a matching
M inG is a set of pairwise non-adjacent edges; that is, no two
edges share a common vertex. A perfect matching is a match-
ing which matches all vertices of the graph, i.e., for every
v ∈ V there is an edge incident on v inM . Assume that an in-
teger f(v) is assigned to each vertex inG, a f-factor of a graph
G is a spanning subgraph H of G such that degH(v) = f(v).
A perfect f-matching is to assign a non-negative integer n(e)
to every edge e such that
∑
e=(∗,v) n(e) = f(v);∀v, where
the notation e = (∗, v) implies all edges incident on v.
Tutte’s reduction of G = (V,E) is based on construction
of two graphs HG = (U,EH) and FG = (V
⋃
V ′, EF ). To
constructHG: for each v ∈ V , letUv be a set of f(v) vertices,
such that U =
⋃
v∈V Uv and Uv
⋂
Uw = ∅ if v 6= w. For
each edge e = (v, w) ∈ G, connect each vertex of Uv to each
vertex of Uw in H . On the other hand to construct FG: let
V ′ = ∅, EF = ∅. For each edge e = (v, w) ∈ E, add two
vertices ev, ew to V ′, and connect v to ev , ev to ew, and ew to
w in F .
From above a 2-factor is equivalent to the vertex cycle
cover ofG. Lova´sz and Plummer have shown that there exists
a 2-factor in G iff there exists a perfect 2-matching in FG.
Further there exists a perfect 2-matching in FG iff there exists
a perfect matching inHFG . Thus a vertex disjoint cycle cover
of G is equivalent to a perfect matching of HFG [13]. The
algorithm is described below:
• Remove degree one vertices of G recursively.
• Construct FG = (V
⋃
V ′, EF ) as described above.
• Let T = (⋃v∈V Uv)⋃(⋃v′∈V ′ Uv′). ConstructHFG =
(T,EH) as described above, with f(v) = 2 ∀v ∈ V
and f(v) = 1 ∀v ∈ V ′.
• Use Edmond’s algorithm [9] to find perfect matching
M = (T,EM ) in HFG . We use the implementation by
Kolmogrov [14] which can also find minimum weight
perfect matching in case of weighted graphs.
• Construct a graph M ′ = (V ⋃V ′, EM ′) such that if
there is an edge in M between any element of Uv and
any element of Uw, there is an edge between v and w
in EM ′ , where v, w ∈ V
⋃
V ′.
• Construct a graph C = (V,EC): for each edge e ∈
EM ′ ,
– If e = (v, ew), v ∈ V AND ew ∈ V ′,
– Or e = (ev, w), ev ∈ V ′ AND w ∈ V ,
– Or e = (v, w), v ∈ V AND w ∈ V
∗ add an edge (v, w) to EC .
• Graph C is the vertex-disjoint cycle cover of G.
Note that if G is weighted the degree of a vertex is de-
fined by the number of edges incident on it, not by the sum
of the weight of the edges. Also when adding edges to HG or
FG the weight of the corresponding edge in G is used as the
weight of the resultant edge. The complexity of the Edmond’s
algorithm for aG = (V,E) isO(
√|V ||E|). InHFG there are
2 ∗ |V |+ 2 ∗ |E| vertices and 9 ∗ |E| edges for a given graph
G = (V,E). Thus the complexity of perfect matching inHFG
is O(
√|V |+ |E||E|). The complexity of construction HFG
and C is relatively small and negligible respectively. A paper
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Fig. 1. VCC of Lena image. Pixels belonging to the same
cycle are marked with the same colour. Different cycles are
marked with different colours uniformly sampled from the
”Jet” colormap of Matlab. Edge weights of the graph are ex-
ponential of the difference between pixel values of the ver-
tices incident on the edge [16]. Weights are quantised to an
integer using their index in ascending sorted order.
by Manthey [15] further discusses the complexity of finding
minimum weight cycle covers in graphs and its approxima-
bility.
The existence of perfect matching, and hence vertex-
disjoint cycle cover, in a graph is dictated by the Tutte the-
orem [13]. For 8-lattice graphs modelling images we did
not come across situations where the cover did not exist. A
simple solution to the case where a VCC does not exist would
be to add random edges with very high weight to the graph.
These edges will be part of the solution if and only if no other
cycle with lower total weight exists. In the resultant these
random edges can be removed, and hence the cover may con-
tain open cycles. This idea and others have to be explored in
greater detail.
3. DISCUSSION
Images are modelled by a 8-lattice, we use the graph tool box
by Grady and Schwatrz [16] to construct the image graph.
Fig. 1, 2 show the VCC for Lena image for two different edge
weights. In Fig. 4 the four largest cycles of the VCC of the
peppers image are shown for clarity. From these figures one
can see that though the cycles tend to follow contours, they do
not segment the image into background/foreground, or differ-
ent objects.
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Fig. 2. VCC of Lena image. Here edge weights of the graph
are assigned using an edge map extracted using the Canny
edge detector. Edge weights are binary: for edge to non-edge
pixels in the image the weights are high (integer value 5), else
they are low (integer value 1) [10].
When difference in pixel value is used as the edge weight,
Fig. 1, the mean variation along edges in the image graph is
17.60. The mean variation along edges in the VCC of this
graph is 5.15, and the mean variation along edges not in VCC
is 21.87. VCC has approximately 25% of the edges, but only
7% of the total edge weight. A random cycle is chosen from
Fig. 3. For Lena image, pixel values along a randomly
chosen cycle are shown in the top plot. In the bottom plot
the higher end frequency spectrum of three cases is shown in
semilogx scale: Blue is the spectrum of the longest VCC cy-
cle in Fig. 1. Green is the spectrum of this cycle after random
permutation. Red is the spectrum of the longest cycle in VCC
of an image graph where all edge weights are set to 1.
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Fig. 4. VCC of the Peppers image. Only the largest 4 cycles
are shown for clarity. Edge weights of the graph are expo-
nential of the difference between pixel values of the vertices
incident on the edge.
the VCC, Fig. 1, and its pixel values are plotted in the top plot
of Fig. 3. The plot shows a step-like signal which is smooth
in intervals. The bottom plot of the same figure shows that
the high frequency spectrum of the largest cycle in this VCC
has lower energy than a randomly permuted cycle, or a cycle
of a graph where all the edge weights are one. These results
illustrate that the proposed method finds smooth cycles.
As an application we have preliminary results from image
denoising using the Tikhnov regularization as explained in ex-
ample two of [1] . Noise is generated using Gaussian process,
and for result shown here, Fig. 5, with mean zero and standard
deviation 7. In “GFT” we take the graph Fourier transform of
the entire image and regularise frequency components, while
in “VCC+GFT” we take the Fourier transform of pixels in
a cycle (in their cyclic) order and regularise frequency com-
ponents of each cycle independently. “VCC+GFT” has the
sharpest image in the result, however it introduces artefacts
because neighbours in the lattice may be processed by differ-
ent cycles.
We have also experimented with a graph with arbitrary
topology, Fig. 6 . VCC of the graph does not exist, adding
random edges with very high weight to this graph, we have
found an approximate VCC, which has both closed and open
cycles. Surprisingly the overall composition of VCC is sta-
ble to multiple iterations of adding random edges. The figure
shows that VCC is able to reorder the original adjacency ma-
trix such that its entropy reduces, implying that its able to
detect useful clusters, associations [17].
Fig. 5. Top left: Noisy Lena image. Top Right: Denoised
using Wiener filter. Bottom Left: Denoised using VCC+GFT.
Bottom Right: Denoised using GFT.
VCC show a promise for graph based signal processing.
Its a simple idea – that a graph be reduced to cycles and then
signals on each cycle be independently processed using LTI
theory. This is a exploratory work, we are working towards
understanding it in greater detail.
Fig. 6. Left plot is the adjacency matrix of a graph where the
vertices are selected images from Flickr, and the edges en-
code a measure of images’ similarity in the colour space [18].
Right plot, the VCC of this graph is plotted using red dots.
Further the original adjacency matrix is reordered using the
cycles of VCC and plotted using blue dots.
4. REFERENCES
[1] David I. Shuman, Sunil K. Narang, Pascal Frossard, An-
tonio Ortega, and Pierre Vandergheynst, “The emerging
field of signal processing on graphs: Extending high-
dimensional data analysis to networks and other irregu-
lar domains,” IEEE Signal Process. Mag., vol. 30, no.
3, pp. 83–98, 2013.
[2] Camille Couprie, Leo J. Grady, Laurent Najman, Jean-
Christophe Pesquet, and Hugues Talbot, “Dual con-
strained tv-based regularization on graphs.,” SIAM J.
Imaging Sciences, vol. 6, no. 3, pp. 1246–1273, 2013.
[3] S.K. Narang and A. Ortega, “Perfect reconstruction two-
channel wavelet filter banks for graph structured data,”
Signal Processing, IEEE Transactions on, vol. 60, no. 6,
pp. 2786–2799, June 2012.
[4] David K. Hammond, Pierre Vandergheynst, and Rmi
Gribonval, “Wavelets on graphs via spectral graph the-
ory,” Applied and Computational Harmonic Analysis,
vol. 30, no. 2, pp. 129 – 150, 2011.
[5] A. Agaskar and Y. M. Lu, “A spectral graph uncertainty
principle,” IEEE Transactions on Information Theory,
2013 (preprint).
[6] V.N. Ekambaram, G.C. Fanti, B. Ayazifar, and K. Ram-
chandran, “Multiresolution graph signal processing via
circulant structures,” in Digital Signal Processing and
Signal Processing Education Meeting (DSP/SPE), 2013
IEEE, Aug 2013, pp. 112–117.
[7] Leo Grady and Jonathan R. Polimeni, Discrete Calcu-
lus - Applied Analysis on Graphs for Computational Sci-
ence., Springer, 2010.
[8] W. T. Tutte, “A short proof of the factor theorem for
finite graphs,” Canadian Journal of Mathematics, vol.
6, pp. 347–352, 1954.
[9] Jack Edmonds, “Paths, trees, and flowers,” Cana-
dian Journal of Mathematics, vol. 17, pp. 449–467, Feb.
1965.
[10] S.K. Narang, Yung Hsuan Chao, and A. Ortega, “Graph-
wavelet filterbanks for edge-aware image processing,”
in Statistical Signal Processing Workshop (SSP), 2012
IEEE, 2012, pp. 141–144.
[11] Zachi Karni and Craig Gotsman, “Spectral compres-
sion of mesh geometry,” in Proceedings of the 27th
annual conference on Computer graphics and interac-
tive techniques. ACM Press/Addison-Wesley Publishing
Co., 2000, pp. 279–286.
[12] Jianbo Shi and Jitendra Malik, “Normalized cuts and
image segmentation,” IEEE Trans. Pattern Anal. Mach.
Intell., vol. 22, no. 8, pp. 888–905, 2000.
[13] L. Lova´sz and M.D. Plummer, Matching Theory, North-
Holland Mathematics Studies, North-Holland Publish-
ing, Amsterdam, 1986.
[14] Vladimir Kolmogorov, “Blossom v: a new implemen-
tation of a minimum cost perfect matching algorithm,”
Math. Program. Comput., vol. 1, no. 1, pp. 43–67, 2009.
[15] Bodo Manthey, “Minimum-weight cycle covers and
their approximability,” Discrete Applied Mathematics,
vol. 157, no. 7, pp. 1470–1480, 2009.
[16] Leo Grady and Eric L. Schwartz, “The graph analysis
toolbox: Image processing on arbitrary graphs,” Tech.
Rep., Boston University, 2003.
[17] Deepayan Chakrabarti, Spiros Papadimitriou, Dharmen-
dra S. Modha, and Christos Faloutsos, “Fully automatic
cross-associations,” in Proc. of the 10th ACM SIGKDD,
New York, NY, USA, 2004, pp. 79–88, ACM.
[18] Raghavendra Singh, “Community maps for joint visual-
ization of images and descriptors,” in Acoustics, Speech
and Signal Processing (ICASSP), 2013 IEEE Interna-
tional Conference on. IEEE, 2013, pp. 1676–1680.
