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Abstract
This thesis studies the theory and implementation of interior-point methods for convex
optimisation. A number of important problems from mathematics and engineering can be
cast naturally as convex optimisation problems, and a great many others have useful convex
relaxations. Interior-point methods are among the successful algorithms for solving convex
optimisation problems. One class of interior-point methods, called primal-dual interior-
point methods, have been particularly successful at solving optimisation problems defined
over symmetric cones, which are self-dual cones whose linear automorphisms act transitively
on their interiors.
The main theoretical contribution is the design and analysis of a primal-dual interior-point
method for general convex optimisation that is “primal-dual symmetric”—if arithmetic is
done exactly, the sequence of iterates generated is invariant under interchange of primal and
dual problems.
The proof of this algorithm’s correctness and asymptotic worst-case iteration complexity
hinges on a new analysis of a certain rank-four update formula akin to the Hessian estimate
updates performed by quasi-Newton methods.
This thesis also gives simple, explicit constructions of primal-dual scalings—linear maps from
the dual space to the primal space that map the dual iterate to the primal iterate and the
barrier gradient at the primal iterate to the barrier gradient at the dual iterate—by averaging
the primal or dual Hessian over a line segment. These scalings are called the primal and
dual integral scalings in this thesis. The primal and dual integral scalings can inherit certain
kinds of good behaviour from the barrier whose Hessian is averaged. For instance, if the
primal barrier Hessian at every point maps the primal cone into the dual cone, then the
primal integral scaling also maps the primal cone into the dual cone.
This gives the idea that primal-dual interior-point methods based on the primal integral
scaling might be effective on problems in which the primal barrier is somehow well-behaved,
but the dual barrier is not.
One such class of problems is hyperbolicity cone optimisation—minimising a linear function
over the intersection of an affine space with a so-called hyperbolicity cone. Hyperbolicity
cones arise from hyperbolic polynomials, which can be seen as a generalisation of the deter-
minant polynomial on symmetric matrices. Hyperbolic polynomials themselves have been of
considerable recent interest in mathematics, their theory playing a role in the resolution of
the Kadison-Singer problem.
In the setting of hyperbolicity cone optimisation, the primal barrier’s Hessian satisfies “the
long-step Hessian estimation property” with which the primal barrier may be easily estimated
everywhere in the interior of the cone in terms of the primal barrier anywhere else in the
interior of the cone, and the primal barrier Hessian at every point in the interior of the
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cone maps the primal cone into the dual cone. In general, however, the dual barrier satisfies
neither of these properties.
This thesis also describes an adaptation of the Mizuno-Todd-Ye method for linear optimi-
sation to hyperbolicity cone optimisation and its implementation. This implementation is
meant as a window into the algorithm’s convergence behaviour on hyperbolicity cone opti-
misation problems rather than as a useful software package for solving hyperbolicity cone
optimisation problems that might arise in practice.
In the final chapter of this thesis is a description of an implementation of an interior-point
method for linear optimisation. This implementation can efficiently use primal-dual scalings
based on rank-four updates to an old scaling matrix and was meant as a platform to evaluate
that technique. This implementation is modestly slower than CPLEX’s barrier optimiser on
problems with no free or double-bounded variables. A computational comparison between
the “standard” interior-point algorithm for solving LPs with one instance of the rank-four
update technique is given.
The rank-four update formula mentioned above has an interesting specialisation to linear
optimisation that is also described in this thesis. A serious effort was made to improve the
running time of an interior-point method for linear optimisation using this technique, but it
ultimately failed.
This thesis revisits work from the early 1990s by Rothberg and Gupta on cache-efficient
data structures for Cholesky factorisation. This thesis proposes a variant of their data
structure, showing that, in this variant, the time needed to perform triangular solves can
be reduced substantially from the time needed by either the usual supernodal or simplicial
data structures. The linear optimisation problem solver described in this thesis is also used
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Chapter 1
Convex sets and convex optimisation
A number of important problems in mathematics and its applications can be formulated
as convex optimisation problems—problems of minimising a convex objective function of
finitely many variables subject to the constraint that the variables, as a vector, lie in some
convex set. These are called convex optimisation problems. A number of other problems
admit convex relaxations whose solutions can yield substantial insight.
Every convex optimisation problem has a dual, whose feasible solutions correspond to valid
proofs of lower bounds on the optimal objective value of the primal. The objective in the
dual is to prove the strongest lower bound possible using the constraints in the primal.
This dual can always be expressed as a concave maximisation problem—maximise a concave
function subject to convex constraints. This is a convex optimisation problem after negating
the objective function.
Many convex optimisation algorithms treat the primal and dual as “equal partners” in spec-
ifying the problem and its space of solutions, generating sequences of primal solutions and
dual solutions at the same time. One class of such algorithms are primal-dual interior-point
methods, which are the focus of this thesis.
The purpose of this chapter is to introduce some of the theory of convex sets and of convex
functions.
1.1 Convex sets
Proofs for the theorems in this section may be found in, for example, the first chapter of
Schneider’s book [80].
Definition 1.1.1. Let x ∈ Rd and r > 0. The open ball of radius r centred at x, written
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B(x, r), is the set of points y such that ||x− y|| < r. The norm here is the usual Euclidean
2-norm.
Let S ⊆ Rd. The interior of S, written intS, is the set of points x ∈ Rd such that there
exists an ε > 0 for which B(x, ε) ⊆ S. The closure of S, written clS, is the set of x ∈ Rd
such that, for all ε > 0, B(x, ε)∩S is nonempty. The boundary of S, written bdS, is the set
of x ∈ Rd such that, for all ε > 0, both S ∩B(x, ε) and S \B(x, ε) are nonempty.
Definition 1.1.2. Let S ⊆ Rd. S is said to be convex if, for every x ∈ S and y ∈ S and
t ∈ [0, 1], the point x+ t(y − x) lies in S.
Definition 1.1.3. Let S ⊆ Rd. S is said to be a cone if, for every x ∈ S and t > 0, the
point tx lies in S.
Definition 1.1.4. Let S ⊆ Rd. S is said to be a convex cone if, for every x ∈ S, y ∈ S,
s ∈ [0, 1], and t ∈ [0, 1], the point sx+ ty lies in S.
Theorem 1.1.5. Let S ⊆ Rd. S is a convex cone if and only if (S is convex and S is a
cone).
Definition 1.1.6. Let K ⊆ Rd be a convex cone. K is said to be pointed if there is no
v ∈ Rd \ {0} such that v ∈ K and (−v) ∈ K.
Definition 1.1.7. Let S ⊆ Rd. The convex hull of S, written convS, is defined by
convS :=
λ1x1 + · · ·+ λkxk :
k > 0,∑k
i=1 λi = 1,
λ1 ≥ 0 . . . λk ≥ 0,
x1 ∈ S, . . . , xk ∈ S
 .
A theorem of Carathéodory states that one can limit k ≤ d+ 1 in the above definition.





Definition 1.1.9. Let S be a convex subset of Rd. The polar of S is written S◦ and is
defined by
S◦ := {h ∈ (Rd)∗ : ∀x ∈ S, hx ≤ 1}.
If S is a convex cone, its dual cone is written S∗ and is defined by
S∗ := {h ∈ (Rd)∗ : ∀x ∈ S, hx ≥ 0}.
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The choice of ≥ or ≤ in the definition of the dual cone is a matter of personal taste. Using
≤ appears to be more common in the literature. However, this thesis contains a chapter
devoted to linear optimisation, where the cone in question is the nonnegative orthant and
its dual is pervasive. That chapter would contain significantly more errors had I followed
the more common ≤ convention.
Theorem 1.1.10. Let S be a convex subset of Rd. Then S◦ is convex. Further,
• If 0 ∈ intS, then S◦ is compact.
• If S is a cone, then S◦ is a cone and S∗ = −S◦.
Theorem 1.1.11. If A ⊆ B ⊆ Rd, then A◦ ⊇ B◦.
Theorem 1.1.12. Let S be a closed convex subset of Rd. Then S = (S◦)◦. If S is a closed
convex cone, then (S∗)∗ = S.
Theorem 1.1.13. Let A and B be compact convex subsets of Rd, each containing the origin
in its interior. Then
A ∩B = conv(A◦ ∪B◦)◦.
Proof. Note that conv(A◦∪B◦) ⊇ A◦, so conv(A◦∪B◦)◦ ⊆ (A◦)◦ = A. Similarly, conv(A◦∪
B◦)◦ ⊆ B. This establishes the ⊇ containment.
Now suppose x ∈ A∩B. Let vT ∈ conv(A◦ ∪B◦). Write vT = λaT + (1−λ)bT for λ ∈ [0, 1],
aT ∈ A◦, and bT ∈ B◦. Then vTx = λaTx + (1 − λ)bTx ≤ 1, so x ∈ conv(A◦ ∪ B◦)◦. This
establishes the ⊆ containment; together with the last paragraph, the desired equality has
been established.
One can take the polar of both sides of the equality in the above theorem. One can interpret
the polar A◦ as a set of certificates of nonmembership in A, and similarly B◦. The theorem
then states that one can always certify that a point is outside A ∩ B by taking a convex
combination of a certificate that some possibly different point is outside A with a certificate
that yet another possibly different point is outside B.
The hypothesis that A and B’s relative interiors intersect above is called “Slater’s condition”
in many contexts.
One particularly important example of a convex cone is the cone of n×n symmetric, positive
definite real matrices. This shall be denoted Sn++.
3
1.2 Optimisation over convex sets
It is sometimes interesting to compute or estimate the minimum value some function takes on
some set. Occasionally, problems of this sort can be naturally formulated, or at least approx-
imated well, by problems of minimising some linear functional over some finite-dimensional
convex set.
Given a linear functional cT 6= 0 on Rd and a convex set S that is for now nonempty, compact,
and having the origin in its interior, we can formulate the problem
min cTx
subject to x ∈ S. (1.1)
There exists an optimal solution x∗ to the above problem that lies in bdS. At this solution,
we have cTx∗ ≤ cTx for every x in S and cTx∗ < 0. Then cT/cTx∗ lies in the polar S◦ of S.
Indeed, if λ ≥ 0 is such that cT ∈ λS◦, then −λ is a valid lower bound on the optimal
objective value of (1.1). One can formulate the dual problem
max −λ
subject to cT ∈ λS◦
λ ≥ 0
(1.2)
of finding the best such lower bound on the optimal objective value of (1.1).
Note that every feasible solution to (1.2) is a valid lower bound on the optimal objective
value of (1.1), and, conversely, every feasible solution to (1.1) is a valid lower bound on the
optimal objective value of (1.2). This is called weak duality.
Since λ∗ = −cTx∗ is a feasible solution to this dual problem when x∗ is an optimal solution
to (1.1) and λ∗ has the same objective value in (1.2) as x∗ has in (1.1), (1.2) is capable of
proving a tight lower bound on the optimal objective value of (1.1) and vice-versa. This is
called strong duality. (In the literature, strong duality usually refers only to the ability of
some dual feasible solution to prove a tight bound on the primal objective. However, there is
no occasion in this thesis in which the weaker assumptions of these traditional strong duality
theorems lead to more interesting results.)
Remark 1.2.1. Simple geometric considerations might convince somebody that there is
nothing to be done beyond the above duality relationship. After all, if S does not have full
dimension, one can restrict to its affine hull; if S does not have the origin in its interior,
one can translate S until it does; and if S is, say, closed but not compact, either cTx is not
bounded below on S or one can intersect S with a sufficiently large ball that the optimal
objective value is not disturbed but S is made compact.
This is all certainly true. However, the job of an optimisation algorithm when presented
with (1.1) is to discover one fact about the geometry of S—how far in the direction cT can
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x go without leaving S. It cannot necessarily rely on having deep knowledge, such as an
explicit description of S◦, about the structure of S a priori.
Indeed, interesting pathologies can arise if one tries to apply Theorem 1.1.13 in situations
where its hypotheses fail. If S is the intersection of a disc centred at the origin with a line,
then either the line misses the disc, or the line intersects the interior of the disc, or the line is
tangent to the disc. In one case, S is empty; in another, S◦ is simply the Minkowski sum of
the polars of the line and the disc; and in the third, S◦ is strictly larger than said Minkowski
sum.
Another objection that one might have to studying these pathologies is that they are sim-
ply degenerate cases that occur “with probability zero,” and one can always apply a small,
random perturbation to erase the pathology “with probability one.” Unfortunately, in com-
putation, inputs that are nondegenerate but are close to being degenerate can often cause
problems. Further, many applications of convex optimisation do not choose problems ran-
domly at all, and degenerate problems do arise.
This motivates the study of duality theorems that work in terms of an “algebraic” description
of S, say as the intersection of several “well-understood” convex sets, that give sufficient
conditions for strong duality to hold. This is actually still an active area of research.
In this thesis, the required strong duality theorem, Theorem 1.2.5, covers the minimisation
of smooth, convex, (R ∪ {∞})-valued functions over an affine subspace of Rd. The two
corollaries, Corollary 1.2.6 and Corollary 1.2.7, offer specialisations to the two cases that
arise in this thesis.
Definition 1.2.2. Let F : Rd → R ∪ {∞}. F is convex if, for every x and y in Rd and
λ ∈ (0, 1),
F (λx+ (1− λ)y) ≤ λF (x) + (1− λ)F (y).
(Here, λF (x) is taken to be ∞ if F (x) =∞.)
Definition 1.2.3. Let F : Rd → R ∪ {∞} be convex. The modified Legendre-Fenchel
conjugate of F is






F∗ is always a convex function.













The following result essentially appears as Corollary 3.3.11 in [5].
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Theorem 1.2.5. Let F : Rd → R ∪ {∞} be convex. Let A : Rd → Rm be a linear map, and
let b ∈ Rm. Then
inf
x∈Rd






Furthermore, if b ∈ int{Ax : F (x) <∞}, then equality holds and the supremum is attained.
Corollary 1.2.6. Let F : Rd → R ∪ {∞} be convex. Let A : Rd → Rm be a surjective
linear map, let b ∈ Rm, and let cT ∈ (Rd)∗. Suppose there are x◦ ∈ Rd and s◦ ∈ (Rd)∗ and a










bTy − F∗(s) : ATy + s = c
}
.
Furthermore, both the infimum and supremum above are attained.
Proof. Define G(x) = cTx+F (x). Then G∗(z) = F∗(c+ z). Writing s = c−ATy, the result,
apart from attainment of the infimum, immediately follows from Theorem 1.2.5.
To see that the infimum is also attained, interchange primal and dual. The remainder of
this proof does so explicitly. Let B be a linear map such that B has d−m rows and full row
rank, but ABT = BAT = 0. (One example of such a thing is orthogonal projection onto the
orthogonal complement of the row space of A.) Then x ∈ kerA if and only if x ∈ imBT ,




dTATy − F∗(s) : ATy + s = c
}
= dT c− inf
s∈(Rd)∗
{
dT s+ F∗(s) : Bs = Bc
}
.





















cTx+ F (x) : Ax = b
}
.
This shows that the infimum is also attained.
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Corollary 1.2.7. Let K be a closed convex cone. Let A : Rd → Rm be a surjective linear
map and let b ∈ Rm be such that there is a point x◦ ∈ intK such that Ax◦ = b. Let cT ∈ (Rd)∗









bTy : ATy + s = c, s ∈ K∗
}
,
and both the infimum and supremum are attained.
Proof. Write F (x) for the function that is 0 on intK and∞ outside intK. Then F is convex.
Note that
F∗(s) = − inf
x∈K
sTx.
This is finite—zero—if and only if s ∈ K∗. The result immediately follows from Corollary
1.2.6.
Remark 1.2.8. An optimisation problem of the form
min cTx
subject to Ax = b
x ∈ K
for a convex cone K and surjective A may turn out to be infeasible—there may be no x such
that x ∈ K and Ax = b. In this case, AK and {b} are disjoint nonempty convex sets; by a
separating hyperplane theorem for convex sets, there must be a y 6= 0 such that (AK)Ty ≤ 0
and bTy ≥ 0. The first condition can be rephrased as: there exists an s ∈ K∗ such that
ATy+s = 0. If {b} does not lie in the closure of AK, then such a y exists such that bTy > 0,
strictly separating AK from b. Such a y constitutes a proof of infeasibility. (Observe that
“failure” here occurs when the closure of AK contains b but AK itself does not.) Thus one
can sometimes prove an optimisation problem in conic form infeasible by finding a recession
direction of its homogenised dual.
Furthermore, if one is trying to find a ray in K∗ ∩ imAT as above, one can equivalently
look for a ray in K∗ ∩ (s◦ + imAT ) for some s◦ ∈ intK∗. This shifted problem may be
better-behaved since it has an interior feasible solution.
1.3 Properties of self-concordant barriers
The interior-point methods discussed in this thesis reformulate the conic constraint x ∈ K
using a convex “barrier function” that tends to ∞ as one approaches the boundary of K.
This allows the algorithm to ignore, in some sense, the constraint x ∈ K, and use ideas
from unconstrained optimisation within the affine space {x : Ax = b}. One such idea is
Newton’s method; indeed, the steps taken by some of the methods in this thesis can be
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interpreted as damped Newton steps. In order to get a good worst-case bound on the rate
of convergence of the method, a bound on the change in the Hessian while taking a step is
necessary. This is the role of self-concordance. Self-concordance implies, in particular, that,
for every x ∈ intK, the Hessian defines a norm near x whose open unit ball centred at x lies
inside intK. Within that ball, useful, nontrivial bounds on the Hessian hold.
Without exception, the results in this section can be found in the book by Nesterov and
Nemirovskii [58].
Definition 1.3.1. Let K be a closed convex cone in Rd. Let F : intK → R satisfy the
following properties:
• (θ-logarithmic homogeneity) There exists a θ ≥ 1 such that, for every t > 0 and every
x ∈ intK, F (tx) = −θ log t+ F (x).
• (Self-concordance) F is C3 and convex and, for every x ∈ intK and h ∈ Rd,
|F ′′′(x)[h, h, h]| ≤ 2 (F ′′(x)[h, h])3/2 .
• (Barrier) If {xk}∞k=1 is a sequence drawn from intK such that limk→∞ xk exists and is
a point of bdK, then limk→∞ F (xk) =∞.
I call F a θ-logarithmically homogeneous self-concordant barrier (or θ-LHSCB) for K.
Example 1.3.2. The simplest example of a logarithmically homogeneous self-concordant
barrier is the function x 7→ − log x. This is a 1-LHSCB for the closed convex cone R+.
Another important example is the 2-LHSCB




for the second-order cone
{(x, t) ∈ Rd × R : t ≥ ||x||2}.
Note that, if F1 is a θ1-LHSCB for K1 and F2 is a θ2-LHSCB for K2, then the direct sum
F1 ⊕ F2 is a (θ1 + θ2)-LHSCB for the direct sum K1 ⊕K2.
Self-concordance may appear mysterious at first. The purpose of this condition is to per-
mit bounding higher-order derivatives in terms of the second derivative. Whereas Taylor
series-type arguments for general Ck functions “work” only within some region whose size is
not necessarily known a priori, self-concordance allows rigorous statements about function
behaviour within constant-sized ellipsoids, where the quadratic form defining the ellipsoid is
the Hessian F ′′ of the self-concordant barrier F .
Indeed, it is useful to think of F giving intK the structure of a Riemannian manifold with
the metric at a point x defined by F ′′(x):
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Definition 1.3.3. Let K be a closed convex cone and let F be a θ-LHSCB for K. Let




(I will typically write ||h||x when the barrier F is understood from context.)
Self-concordance then gives a sort of local “compatibility” between the local metric and the
usual Euclidean metric:
Theorem 1.3.4. Let K be a closed convex cone and let F be a θ-LHSCB for K. Let
x ∈ intK and h1, h2, h3 ∈ Rd. Then
|F ′′′(x)[h1, h2, h3]| ≤ 2 ||h1||x ||h2||x ||h3||x .
Theorem 1.3.5. Let K be a closed convex cone and let F be a θ-LHSCB for K. Let
x ∈ intK and let σ ∈ R+ and s ∈ Rd be such that σ2 = F ′′(x)[s, s] < 1. Let h ∈ Rd. Then
(1− σ)2F ′′(x+ s)[h, h] ≤ F ′′(x)[h, h] ≤ 1
(1− σ)2
F ′′(x+ s)[h, h].
Theorem 1.3.6. Let K be a convex cone and let F : intK → R be θ-logarithmically homo-
geneous. Let x ∈ intK. Then
• F (k)(tx) = t−kF (k)(x) whenever t > 0.
• F ′(x)[x] = −θ.
• F ′′(x)[x] = −F ′(x).
• F ′′(x)[x, x] = θ.
• F ′′′(x)[x] = −2F ′′(x).
Proof. Compute, using the definition of the derivative,



































F ′(x)/h = −F ′(x).
• F ′′(x)[x, x] = −F ′(x)[x] = θ.









F ′′(x)/h = −2F ′′(x).
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1.4 Stronger regularity properties
Some barriers enjoy stronger Hessian estimation properties than self-concordance. A bound
like Theorem 1.3.5 that holds in a larger region than {h : ||h||x < 1} can mean that an
algorithm is able to take longer steps and, hopefully, converge faster in practice.
A useful norm to use in this context is the norm induced by K at x:
||h||K,x = min{|1/t| : x+ th ∈ K and x− th ∈ K}.
Nesterov and Nemirovskii [58] defined α-regularity ; a barrier F is said to be α-regular if, for
every x ∈ intK and every h ∈ Rd,∣∣F (4)(x)[h, h, h, h]∣∣ ≤ α(α + 1) ||h||2K,x ||h||2x .
Some barriers, such as the self-scaled barriers later in this chapter and the hyperbolic barriers
of Chapter 3 satisfy a stronger property called the long-step Hessian estimation property. F
satisfies the long-step Hessian estimation property if, for every y ∈ K, F ′(x)[y] is a convex
function of its argument x ∈ intK. This implies that, for every x ∈ intK, every z ∈ Rd
such that x± z ∈ intK, and every h ∈ Rd,
(1− ||z||K,x)
2F ′′(x+ z)[h, h] ≤ F ′′(x)[h, h] ≤ 1
(1− ||z||K,x)2
F ′′(x+ z)[h, h].
1.5 Barrier duality
Recall Definition 1.2.3, which defines the Legendre-Fenchel conjugate of a convex function.
This section examines the connection between convex cones K with θ-LHSCBs F on one
hand and the dual cone K∗ with the Legendre-Fenchel conjugate F∗ on the other. Notably,
F∗ is a θ-LHSCB and the nonlinear map x 7→ F ′(x) is a bijection from intK to intK∗.
The results in this section can also be found in Nesterov and Nemirovskii’s book [58].
Theorem 1.5.1. Let K be a pointed closed convex cone and let F be a θ-LHSCB for K.
Let x ∈ intK and s ∈ intK∗. Then
• F∗(−F ′(x)) = −θ−F (x) and F (−F ′∗(s)) = −θ−F∗(s). (In particular, −F ′(x) ∈ intK∗
and −F ′∗(s) ∈ intK.)
• −F ′∗(−F ′(x)) = x.
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• −F ′(−F ′∗(s)) = s.
• F ′′∗ (−F ′(x)) = (F ′′(x))
−1.
• F ′′(−F ′∗(s)) = (F ′′∗ (s))
−1.
Proof. Note that
F∗(−F ′(x)) = − inf
z
−F ′(x)[z] + F (z).
Writing ∇z for the derivative with respect to z, the infimum is attained at the point where
∇z (−F ′(x)[z] + F (z)) = 0.
This occurs where −F ′(x) + F ′(z) = 0; since F is strictly convex, this implies that z = x.
Thus
F∗(−F ′(x)) = F ′(x)[x]− F (x) = −θ − F (x),
as advertised.
One can then differentiate both sides of F∗(−F ′(x)) = −θ−F (x) using the chain rule on the
left-hand side to obtain −F ′∗(−F ′(x))F ′′(x) = −F ′(x); multiplying both sides by (F ′′(x))−1
yields −F ′∗(−F ′(x)) = (F ′′(x))−1[−F ′(x)] = x.
One can differentiate again to find that
F ′′∗ (−F ′(x))F ′′(x) = I
from which it follows that F ′′∗ (−F ′(x)) = (F ′′(x))
−1 .
One can arrive at the other three properties using the Legendre-Fenchel conjugate.
The Legendre-Fenchel conjugate gives a natural barrier for the dual cone:
Theorem 1.5.2. Let K be a pointed closed convex cone and let F be a θ-LHSCB for K.
Then F∗ is a θ-LHSCB for K
∗.
The dual barrier defines a local norm everywhere on the dual cone. Its inverse defines a local









Because (F ′′∗ (s))
−1 = F ′′(−F ′∗(s)), one can write || · ||∗s = || · ||−F ′∗(s).
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1.6 Self-scaled barriers
There are barriers F for which the long-step Hessian estimation property mentioned in
Section 1.4 holds but the same property does not hold for F∗. There are also barriers where
both F and F∗ satisfy the long-step Hessian estimation property:
Definition 1.6.1 (Nesterov and Todd [59]). A θ-LHSCB F is called a self-scaled barrier
if, for every x ∈ intK and w ∈ intK, both F ′′(w)x ∈ intK∗ and F∗(F ′′(w)x) = F (x) −
2F (w)− θ.
Theorem 1.6.2 (Nesterov and Todd [59]). Let K be a pointed closed convex cone and let
F be a self-scaled θ-LHSCB for K. Then F∗ is a self-scaled θ-LHSCB for K
∗.
Self-scaled barriers only exist for symmetric cones—cones K such that K is linearly isomor-
phic to K∗ and such that the group Aut(K) of linear automorphisms of K acts transitively
on the points of intK. This result was first stated by Güler [28].
Symmetric cones have a rich theory owing to their connection to formally real Euclidean
Jordan algebras. Every symmetric cone arises as a direct sum of cones of positive elements
of finite-dimensional formally real Euclidean Jordan algebras, a result of Koecher [41] (1957)
and Vinberg [91] (1961). The finite-dimensional formally real Euclidean Jordan algebras
were completely classified by Jordan, von Neumann, and Wigner in 1933 [38]. Faraut and
Korányi [18] give a more recent treatment of symmetric cones and Euclidean Jordan algebras.
The characterisation of symmetric cones is classical, but it does not directly imply that all
self-scaled barriers arise in the same way. This was first proven by Schmieta [79]. Indepen-
dently, Hauser and Güler [33] showed that every self-scaled barrier decomposes as a direct
sum of self-scaled barriers for irreducible symmetric cones, and Hauser and Lim [34] classified
the self-scaled barriers for irreducible symmetric cones.
A key theorem regarding self-scaled barriers is that, if x and x′ lie in intK, there is a unique
w ∈ intK such that F ′′(w)x = x′. Furthermore, this w can be computed as the midpoint of
the geodesic between x and x′ if intK is given the Riemannian metric induced by F ′′. Still
further, in the self-scaled case, F ′′(w) is the midpoint of the geodesic between F ′′(x) and
(F ′′(x′))−1. See Nesterov and Todd [59, 62, 63].
Some practically successful interior-point methods for second-order cone and semidefinite





for convex conic optimisation
For expository purposes, this chapter begins in the concrete setting of linear optimisation.
Section 2.1 gives an overview of the structure of interior-point methods. The discussion is
informal; many theorems are stated ambiguously in this overview for which clear statements
and proofs in a more general setting are given in later sections. Section 2.2 gives an explicit
example of an interior-point method for linear optimisation due to Mizuno, Todd, and Ye
[52].
Section 2.4 defines classes of linear maps called primal-dual scalings that exist for all convex
optimisation problems. Section 2.9 gives a generalisation of the Mizuno-Todd-Ye algorithm
to convex optimisation based on primal-dual scalings.
This chapter works with algorithms in a model of computation in which real numbers can
be stored exactly and real-number arithmetic has unit cost. This would be an unreasonable
choice for a general-purpose model of computation, but it allows the presentation to focus on
the mathematical structure of the algorithms and what, at a high level, makes them work.
Later chapters will focus more on bridging the gap between the theory presented here and
an actual implementation of a practical interior-point method.
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2.1 Overview of interior-point methods for linear op-
timisation
Consider solving the linear optimisation problem
min cTx





subject to ATy + s = c
s ≥ 0.
(2.2)
Here, cT is a linear functional on Rθ, b is a vector, x is a vector of θ variables, A is some
surjective linear map, and x ≥ 0 means that every component of x is nonnegative.
The dimension of the space of variables is called θ here because it coincides with the barrier
parameter of the barrier −
∑
i log xi for the nonnegative orthant {x ∈ Rθ : x ≥ 0}. The
barrier parameter does not always coincide with the dimension of the space of variables,
however. Indeed, the barrier parameter need not always be an integer.
Assume that solutions x to (2.1) and (y, s) to (2.2) such that xisi = x1s1 for every i are known.
This turns out not to be very restrictive; Section 5.7 gives constructions that transform an
arbitrary linear optimisation problem into one with this property.
An interior-point method begins with some (possibly very bad) iterate—a choice of x, y, and
s. It proceeds with a sequence of iterations aimed at bringing the iterate somehow closer
to solving the problem. Each iteration first computes a search direction (dx, dy, ds), then it
computes a step length α, then it replaces the iterate (x, y, s) with (x+αdx, y+αdy, s+αds).
1
The primal-dual interior-point methods discussed in this chapter compute approximate so-
lutions to the linear optimisation problems (2.1) and (2.2). By “approximate solution,” I
mean that the constraints are satisfied exactly, but cTx is not quite as small as possible and
bTy is not quite as large as possible. We will be able to bound the distance (in objective
value) to optimality.
The weak duality relation bTy ≤ cTx holds for every feasible solution x to the primal and
every feasible solution y to the dual. Thus, if the duality gap cTx − bTy is small, then x is
a good primal solution and y is a good dual solution. Note that bTy = xTATy = xT (c− s);
one can also write the duality gap as xT s.
1This is a little bit of a white lie. All of the interior-point methods in this chapter work this way, but
practical interior-point methods can take different-length steps in the primal and dual spaces.
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The interior-point methods discussed here work by reformulating the primal and dual prob-
lems using barrier functions that tend to ∞ when some component of x or s gets small
but which otherwise act tame. (These barriers are θ-logarithmically-homogeneous self-
concordant barriers as defined in Chapter 1.) Notionally, they approximately solve a se-




subject to Ax = b
(2.3)
for various positive choices of the scalar parameter µ that tend to zero. The choice of µ at
each iteration is not necessarily explicit; some algorithms find a direction that reduces µ and
move as far as they choose in that direction.
It happens that the dual to this problem is
max −θµ log µ+ bTy + µ
∑θ
i=1 log si
subject to ATy + s = c.
(2.4)
(Note that −θµ log µ is a constant. I will henceforth ignore it.)
For every µ > 0, there exists a unique optimal solution to both (2.3) and (2.4). These
optimal solutions vary continuously with µ; the curve of optimal solutions to (2.3) and (2.4)
together, {(x(µ), y(µ), s(µ)) : µ > 0}, is called the central path. The central path can also
be characterised using the first-order optimality conditions for (2.3) and (2.4): The point
(x(µ), y(µ), s(µ)) is the unique (up to a translation of y(µ) by a vector in the kernel of AT )
point satisfying Ax(µ) = b, ATy(µ) + s(µ) = c, and the condition x(µ)is(µ)i = µ for every i.
Given an x and an s, we can speak of “the µ of” x and s; define µ(x, s) := 〈x, s〉 /θ. Some
algorithms, such as the Mizuno-Todd-Ye method to be described shortly, do not keep track
of a µ explicitly; instead, they keep track of x and s and, whenever a barrier coefficient µ
arises, they use µ(x, s).
It is “good” for the iterate to be “near” the central path; this means that x is “close” to an
optimal solution to (2.3) and (y, s) is “close” to an optimal solution to (2.4). Broadly, one
can show that it is always possible to make “satisfactory” progress reducing µ “near” the
central path. Interior-point methods with theoretical performance guarantees thus have a
goal and an obligation—reduce µ, but stay near the central path.
There are a lot of different choices of meanings for “near” and “satisfactory” here that lead to
relatively appealing worst-case complexity bounds. Some choices yield quite a lot of leeway
for tricks and heuristics without disturbing worst-case complexity, while other choices offer
essentially none.2
2Some practical algorithms do away with worst-case complexity bounds entirely, and even global conver-
gence guarantees. C. Cartis proved that a variant of a very popular algorithm of S. Mehrotra [49] fails to
converge on some examples [11]. This popular algorithm remains in widespread use since these convergence
failures do not seem to occur on instances of practical interest.
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A classical short-step path-following method such as Renegar’s 1988 method [71] balances
these goals in a simple way; one can show that, “close” to the central path, a factor-(1 −
Ω(1/
√
θ)) reduction in µ can be attained by a single Newton step and that that Newton step
leaves you “close” to the central path. The principal disadvantage of this method is that it
only rarely can outperform its worst-case bound substantially.
The Mizuno-Todd-Ye algorithm described in the next section alternates between two kinds
of steps, called “predictor” and “corrector” steps. Predictor steps start from “very close” to
the central path, reduce µ “satisfactorily”, and leave the iterate merely “close” to the central
path. Corrector steps take an iterate that is “close” to the central path, leave µ unchanged,
and find a new iterate that is “very close” to the central path. One can prove that at least
a factor-(1− 1/(4
√
θ)) reduction in µ occurs at every predictor step—but, in practice, it is
often possible to reduce µ much farther without breaking the algorithm’s invariant.
Potential-reduction algorithms balance the goals of reducing µ and maintaining centrality
using a C3 “potential function” to measure progress toward optimality and moving in the
direction of local fastest improvement in potential. For many potential-reduction methods,
one can show that the potential function’s value is reduced by at least an additive constant
at each step, and therefore either the iteration has reduced µ by a satisfactory amount or
the new iterate is considerably closer to the central path, or possibly both.
2.2 The Mizuno-Todd-Ye algorithm for linear optimi-
sation
If v is a vector, I will write V for the diagonal matrix whose (i, i) entry is vi. (That is, a
vector’s name written in uppercase denotes the diagonal matrix whose diagonal is made of
the vector’s entries.) The vector e is the vector of the appropriate dimension whose entries
are all 1; its dimension will be clear from context.
In particular, V −1e is the vector whose ith entry is 1/vi. Note that, if F is the function on
Rθ++ given by F (x) =
∑
i− log xi, then −F ′(x) = X−1e and F ′′(x) = X−2.






ATy +s = c
s ≥ 0
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starting from an initial central feasible solution (x0, y0, s0).
The Mizuno-Todd-Ye algorithm alternates steps that reduce µ with steps that restore cen-
trality. The steps reducing µ (“predictor steps”) are made by applying Newton’s method to
the nonlinear system of equations
Ax = 0
ATy + s = 0
Xs = 0,
and the steps restoring centrality (“corrector steps”) are made by applying Newton’s method
to the nonlinear system
Ax = 0
ATy + s = 0
Xs = µ(x, s)e.
If the current iterate is (x, y, s) and the current iterate already satisfies the first two equations,
the step (dx, dy, ds) will satisfy Adx = 0 and A
Tdy + ds = 0.
The third equation in the case of the predictor step reads
(X +Dx)(s+ ds) = 0,
which can be rewritten as
Xs+Xds + Sdx +Dxds = 0.
Dropping the quadratic term, this becomes
Xds + Sdx = −Xs.
Doing the same with the third equation defining the corrector step gives the linearisation 3
Xds + Sdx = −Xs+ µ(x, s)e.
The following lemma is key:
Lemma 2.2.1. If dx, dy, and ds satisfy the linear system
Adx = 0




T−1dx + Tds = T
−1z,
where T = X1/2S−1/2.
Furthermore, T−1dx is orthogonal to Tds.
3In both cases, there is more than one way to write the third equation, and a different choice will lead to
a different linearisation. This linearisation remains the same under interchange of primal and dual problems
and leads to “primal-dual” algorithms.
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Proof. Write the linear system as
(AT )T−1dx = 0
(AT )Tdy +Tds = 0
T−1dx +Tds = T
−1z.
The first statement follows immediately.
Note that T−1dx ∈ kerAT while Tds ∈ im(AT )T . It therefore follows that T−1dx ⊥ Tds.
The square root T of T 2 can be thought of as mapping from the dual space to some inter-
mediate “v-space” and also mapping from “v-space” to the primal space.
For positive real β, define the “2-norm β-neighbourhood of the central path”:
N2(β) :=
{
(x, s) ∈ Rθ × Rθ :








The Mizuno-Todd-Ye method alternates predictor and corrector steps. Predictor steps take
the iterate from a very small neighbourhood of the central path, namely N2(1/12), to a
larger neighbourhood, namely N2(1/4). Corrector steps then move the iterate back into the
smaller neighbourhood.
The following lemma proves that corrector steps correct—that is that they bring the iterate
from N2(1/4) into a tighter neighbourhood of the central path:
Lemma 2.2.2. Let x ∈ Rθ++, y ∈ Rm, and s ∈ Rθ++ satisfy Ax = b and ATy + s = c. Let
T 2 = XS−1 Suppose further that (x, s) ∈ N2(1/4).
If dx, dy, and ds satisfy the linear system
Adx = 0
ATdy +ds = 0
dx +XS
−1ds = −x+ µ(x, s)S−1e,
then
• A(x+ dx) = b,
• AT (y + dy) + (s+ ds) = c,
• x+ dx > 0,
• s+ ds > 0, and
• (x+ dx, s+ ds) ∈ N2(1/12).
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Proof. Clearly, the two desired equations hold.
Note that
(X +Dx)(s+ ds) = Xs+Xds + Sdx +Dxds = µe+Dxds.
In particular, (x+ dx)
T (s+ ds)/θ = µ. Therefore,∣∣∣∣∣∣∣∣(X +Dx)(s+ ds)− (x+ dx)T (s+ ds)θ e
∣∣∣∣∣∣∣∣
2
= ||µe+Dxds − µe||2 = ||Dxds||2 .
By the Cauchy-Schwarz inequality,
























and similarly for ||Tds||22. This establishes that, provided x + dx > 0 and s + ds > 0, then
(x+ dx, s+ ds) ∈ N2(1/12).
It remains to show that x+ dx > 0 and s+ ds > 0. Since T and T
−1 both map the positive





3µ/4. This is larger than ||T−1dx||2, so no component of T−1x can go
negative. An identical argument shows that s+ ds > 0.
The following lemma shows that predictor steps predict, and that the steps one can take in
the predictor direction are not unreasonably short: (x,s)
Lemma 2.2.3. Let x ∈ Rθ++, y ∈ Rm, and s ∈ Rθ++ satisfy Ax = b and ATy + s = c. Let
T 2 = XS−1 and let µ = xT s/θ. Suppose further that (x, s) ∈ N2(1/12).
If dx, dy, and ds satisfy the linear system
Adx = 0
ATdy +ds = 0
dx +XS
−1ds = −x




• A(x+ αdx) = b,
• AT (y + αdy) + (s+ αds) = c,
• x+ αdx > 0,
• s+ αds > 0, and
• (x+ αdx, s+ αds) ∈ N2(1/4).
Proof. Again, the first two equations clearly hold.
Note that
(X + αDx)(s+ αds) = Xs+Xds + Sdx +Dxds = (1− α)Xs+ α2Dxds.
In particular, (x+ αdx)
T (s+ αds) = (1− α)xT s. Thus, by the triangle inequality,
||(X + αDx)(s+ αds)− (1− α)µe||2 ≤ (1− α) ||Xs− µe||2 + α
2 ||Dxds||2 .
By the Cauchy-Schwarz inequality,






By Lemma 2.2.1, ∣∣∣∣T−1dx∣∣∣∣22 ≤ ∣∣∣∣T−1x∣∣∣∣22 = ∑
i
xisi = x
T s = θµ.
Similarly, ||Tds||22 ≤ θµ. This implies that, provided x+ αdx > 0 and s+ αds > 0,
(x+ αdx, s+ αds) ∈ N2((1− α)
1
12
+ α2θ) ⊆ N2(1/4),
as desired.
To see that x + αdx > 0, note that each component of T
−1x is at least
√
11µ/12, but the




6θ, which is strictly smaller. A similar argument shows
that s+ αds > 0.
A substantially tighter analysis of both the predictor step and the corrector step is possible








and to control the 2-norm on the right-hand side using knowledge of which neighbourhood
of the central path (x, s) lies in. See [52] for details.
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2.3 Centrality in convex optimisation
Interior-point methods solve a primal problem of the form
inf cTx
subject to Ax = b
x ∈ K.
(2.5)
for some pointed convex cone K with interior. The dual of this problem is
sup bTy
subject to ATy + s = c
s ∈ K∗.
(2.6)






• A◦x = b,
• ◦x ∈ intK,
• c− ◦s ∈ imAT , and
• ◦s ∈ intK∗.
This implies strong duality, therefore I am justified in writing min and max instead of inf
and sup in what follows.
Suppose F is a θ-logarithmically homogeneous self-concordant barrier for K. Then, for any
choice of µ ∈ R++, one can write the problem
min cTx+ µF (x)
subject to Ax = b.
(2.7)
It happens that the dual to this problem is
sup bTy − µF∗(s)
subject to ATy + s = c.
(2.8)
Since F is strictly convex, for every choice of µ both (2.7) and (2.8) have unique optimal
solutions, and these solutions again vary continuously with µ. The central path can be
defined in this context as well; x(µ) is the unique optimal solution to (2.7) and (y(µ), s(µ))
is the unique optimal solution to (2.8).
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Writing the first-order optimality conditions for (2.7), x(µ) must satisfy Ax = b and cT +
µF ′(x) + λTA = 0 for some choice of λ ∈ Rd—that is,
Ax(µ) = b and
cT + µF ′(x(µ)) ∈ imAT .
This last condition means that −µF ′(x(µ)) must be a feasible choice of s in the dual (2.8).
Doing the same for (2.8), there must exist a real vector λ such that y(µ) and s(µ) satisfy
ATy + s = c and bT + λTAT = 0 and −µF ′∗(s) + λT = 0—that is, that µAF ′∗(s) = b. This
last condition means that −µF ′∗(s) must be a feasible solution x for the primal (2.7).
Indeed, at the primal solution x = −µF ′∗(s(µ)), the gradient of the objective is cT +
µF ′(−µF ′∗(s(µ))). Since F ′ is homogeneous of degree (−1), this is cT + F ′(−F ′∗(s(µ))).
Since −F ′(−F ′∗(s)) = s, this is cT − s(µ). Therefore −µF ′∗(s(µ)) is the optimal solution to
(2.7). One can similarly show that −µF ′(x(µ)) is the optimal solution to (2.8). This means
in particular that x(µ) = −µF ′∗(s(µ)) and s(µ) = −µF ′(x(µ)).
Given x and s not necessarily on the central path, define x̃ := −F ′∗(s) and s̃ = −F ′(x). Also
define µ = sTx/θ, δP = x− µx̃, and δD = s− µs̃. Thus, if (x, s) is central, then δP = 0 and
δD = 0.
Note that µx̃ is not necessarily a feasible solution to (2.7) and µs̃ is not necessarily a feasible
solution to (2.8). However, the differences δP and δD measure the distance to centrality.
2.4 Primal-dual scalings
Identifying the dual space E∗ with the primal space E via some inner product on E, Tunçel
[85] defines three sets of linear transformations whose squares map E∗ to E, namely T0, T1,
and T2. The index indicates how much information about the barrier is preserved by the
scaling—zeroth-order information, first-order information, and some second-order informa-
tion, respectively. To an extent that increases with the index i, Ti allows an extension of the
v-space analysis presented in Section 2.2 to convex optimisation.




T ∈ Sd++ : T 2(s) = x
}
.
In words, T0(x, s) is the set of all symmetric positive-definite linear operators on Rd whose
squares map s to x.
Wei [94] proved that a certain natural primal-dual affine-scaling algorithm based on T0 need
not converge to an optimal solution.
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T ∈ Sd++ : T 2(s) = x, T 2(F ′(x)) = F ′∗(s)
}
.
In words, T1(x, s) is the set of all symmetric positive-definite, linear operators on Rd whose
squares map s to x and F ′(x) to F ′∗(s).
Note that mapping s to x and mapping F ′(x) to F ′∗(s) is equivalent to mapping s to x and
mapping δD to δP .
Tunçel [85] showed that a certain class of potential-reduction methods based on T1 always
converges to an optimal solution.
Definition 2.4.3. Let K be a convex cone in E = Rd. For every pair (x, s) ∈ int(K) ⊕
int(K∗), and every positive real ξ, define
T2(ξ, x, s) :=

T ∈ Sd++ :
T 2(s) = x,
T 2(F ′(x)) = F ′∗(s),
For all z ∈ E, ξ−1(µ(x, s)F ′′(x))−1[z, z]
≤ T 2[z, z]
≤ ξ(µ(x, s)F ′′(x))−1[z, z]
For all z ∈ E, ξ−1(µ(x, s)F ′′∗ (s))[z, z]
≤ T 2[z, z]
≤ ξ(µ(x, s)F ′′∗ (s))[z, z]

.
In words, T2(ξ, x, s) is the set of all symmetric positive-definite linear operators on Rd
whose squares map s to x and F ′(x) to F ′∗(s), and which approximate µ(x, s)F
′′
∗ (s) and
(µ(x, s)F ′′(x))−1 within a factor ξ.
The meaning of ξ here is at odds with [85], in which ξ is measured relative to a measure of
centrality.
Nesterov and Todd proved the following strong result for symmetric cones. The number
〈x, s〉 〈F ′(x), F ′(s)〉 /θ − θ is a measure of centrality analogous to the arithmetic-harmonic
mean gap. The factor 4
3
in the following theorem cannot be reduced below 1.
Theorem 2.4.4 ([62]). Let K be a symmetric cone and let F be a self-scaled θ-LHSCB for
K. Let x ∈ intK and s ∈ intK∗. Let
ξ ≥ 1 + 4
3
(




















Figure 2.2: The action of a primal-dual scaling T 2 for T in T1 on x and −F ′∗(s).
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This theorem gives a sufficient condition for T2(ξ, x, s) to be nonempty when F is a self-scaled
barrier.
Endow intK with the Riemannian metric induced by F ′′. By the Hopf-Rinow theorem
from Riemannian geometry, between any two points of intK there is a length-minimising
geodesic. This geodesic can be computed explicitly for products of the nonnegative ray,
second-order cones, and real symmetric positive semidefinite matrix cones; see Section 6 of
[63] for formulae and proofs.
In the three cases mentioned above, there is an explicit formula for the scaling point w; w
is the midpoint of the geodesic between x and −F ′∗(s). Further, in these cases, F ′′(w) is
the midpoint of the geodesic between F ′′(−F ′∗(s)) and F ′′(x), where the space of symmetric
bilinear forms on the affine hull of K is given the Riemannian metric induced by the Hessian
of − log det.
In the case of semidefinite optimisation, where K is the set of n × n symmetric real pos-
itive semidefinite matrices and the barrier F is given by F (x) = − log detx, the geodesic
between positive definite matrices A and B has the constant-speed parametrisation t 7→
A1/2(A−1/2BA−1/2)tA1/2. Thus the midpoint of the geodesic between x and x̃ = −F ′(s) is
x1/2(x−1/2x̃x−1/2)1/2x1/2
= x̃1/2(x̃−1/2xx̃−1/2)1/2x̃1/2.
The case of self-scaled barriers is interesting in that a primal-dual scaling in T1 given by
(F ′′(w))1/2 for some point w ∈ intK always exists. Despite being the intersection of a sym-
metric cone with a linear space, it can be shown that the Vinberg cone—the 5-dimensional
cone given by (a, b, c, d, e) ∈ R5 :
 a b 0b c d
0 d e
 is positive semidefinite

—does not have this property. Indeed, it can be shown that the only linear slices of the
positive semidefinite cone for which a T1 scaling always exists are those that are closed under
the Jordan product (AB+BA)/2, which implies that they are themselves symmetric cones.
See Proposition 6.2 of [56] for a proof of this fact.
2.5 Primal-dual scalings based on Hessian integration
Theorem 2.5.1. Let F be a LHSCB for K and (x, s) ∈ int(K)⊕ int(K∗). Let µ = µ(x, s).
Let x̃ = −F ′∗(s) and s̃ = −F ′(x). Let δP = x − µx̃ and δD = s − µs̃. Then the linear
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transformation
T 2D := µ
∫ 1
0
F ′′∗ (s− tδD)dt (2.9)
is symmetric, positive-definite, maps s to x, and maps s̃ to x̃. Therefore, its unique sym-
metric positive-definite square root TD is in T1(x, s).
Proof. Using the fundamental theorem of calculus (for the second equation below) followed
by the property −F ′∗ (−F ′(x)) = x from Theorem 1.5.1 (for the third equation below), we
obtain
T 2DδD = µ
∫ 1
0
F ′′∗ (s− tδD)δDdt = µ (F ′∗(s− δD)− F ′∗(s)) = µ (x/µ− x̃) = δP .
Next compute, using the substitution t̃ = 1/t and the degree-(−2)-homogeneity of F ′′,
T 2Ds = µ
∫ 1
0










F ′′∗ (t̃s− δD)sdt̃
= −µF ′(s− δD) = x.
Further, T 2D is the mean of some symmetric positive-definite linear transformations, so T
2
D
itself is symmetric and positive-definite.
This scaling operator is called the dual integral scaling. Note that the above theorem holds
under weaker assumptions (we only used the facts that F is C3 and logarithmically homoge-
neous and that F and F∗ are Legendre-type functions in the sense of Rockafellar [75]). The
dual integral scaling is expected to inherit many of the nice properties of the dual Hessian.
Thus, if F∗ is well-behaved, then one can prove nice bounds on the deviation of dual integral
scaling from the dual Hessian at s and µs̃:
Theorem 2.5.2. If σ < 1 is such that, for every t ∈ [0, 1] and every h ∈ Rd
(1− tσ)2F ′′∗ (s)[h, h] ≤ F ′′∗ (s− tδD)[h, h] ≤
1
(1− tσ)2
F ′′∗ (s)[h, h],
then for every h ∈ Rd
(1− σ)µ(x, s)F ′′∗ (s)[h, h] ≤ T 2D[h, h] ≤
1
1− σ
µ(x, s)F ′′∗ (s)[h, h].
Proof. This follows directly from the definition of T 2D.
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Interestingly, the dual integral scaling (the mean of Hessians along the line segment joining
s and µ(x, s)s̃) is not as “canonical” as the Nesterov–Todd scaling (the geodesic mean of the
Hessians joining the same two points in the interior of K∗) in terms of primal-dual symmetry
properties. For the remainder of this section, we elaborate on this and related issues. In
Chapter 4 when we specialise to hyperbolicity cone optimisation problems, we show that the
integral scaling can have advantages when one of the primal and dual problems is somehow
“nicer” for the approach at hand.
Notice that the dual integral scaling∫ 1
0
µ(x, s)F ′′∗ (ts+ (1− t)µs̃)dt




µ(x, s)F ′′(tx+ (1− t)µ(x, s)x̃)dt
)−1
are both scalings that map s to x and s̃ to x̃. These are not in general the same, although
they do coincide with the usual scaling XS−1 in the case of linear optimisation.
Example 2.5.3. (A comparison of primal-dual local metrics for the positive semidefinite
cone)
We work out the integral scaling for the positive semidefinite cone Sθ+ equipped with the
self-scaled barrier F (X) = − log detX. If X is the primal iterate, X̃ = S−1 is the barrier
gradient at the dual iterate, and µ = 〈X,S〉 /θ, then we see that




(tX + (1− t)µX̃)−1H(tX + (1− t)µX̃)−1, H
〉
dt.
One can make this slightly more explicit. There always exists a U ∈ GL(n) such that
UXU> = I and UµX̃U> is diagonal; one can compose a Q that orthogonally diagonalises
X, an S that scales Q>XQ to the identity matrix, and a Q′ that orthogonally diagonalises
SQ>µX̃QS. Say UµX̃U> = D. Then we can compute
T 2D[UHU




(tI + (1− t)D)−1H(tI + (1− t)D)−1, H
〉
dt.
In particular, if H is Eij, the matrix with a 1 in the ij-position and zeroes elsewhere, and










Special attention needs to be given to the case when Di = Dj; here, the integral evaluates
to µ/Di.
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If H = Eij + Ekl, we have T
2
D[U(Eij + Ekl)U





(t+ (1− t)Di)−1(t+ (1− t)Dj)−1 + (t+ (1− t)Dk)−1(t+ (1− t)Dl)−1dt.
This is the sum of T 2[UEijU
>, UEijU






if i 6= k or j 6= l. That is, T 2D[U − U>, U − U>] is diagonal with respect to the standard
basis. Put another way, the operator CU>T
2
DCU is diagonal where CU is the conjugation
operator given by CU(Z) = UZU
>. For every nonsingular U , the map CU preserves operator











One can show this as follows: The geometric mean of X  0 and Y  0 is the unique positive
definite G such that GX−1G = Y . Taking H = UGU>, we have
HU−>X−1U−1H = UGU>U−>X−1U−1UGU> = UGX−1GU> = UY U>.
Interestingly, Molnár [53] proved that every linear automorphism of the semidefinite cone
over a complex Hilbert space that preserves geometric means is a conjugation operator. The
converse is also true, since the set of automorphisms of Sθ+ is the set of conjugations given
by the nonsingular U (see a discussion in [84] of Güler’s proof utilizing the proof technique
of Waterhouse [93]), and as we observed above, it is easy to verify that the conjugation
operator preserves operator geometric means. Thus, we can make a natural comparison
with the Nesterov–Todd scaling given by
N [H,H] = 〈(V D′1/2V >)−1H(V D′1/2V >)−1, H〉,









and that N is similarly diagonal with respect to that basis. (The conjugation CUNC
>
U does
not in general result in a diagonal matrix, so we need to take this different V instead in
order to diagonalise N .) Notice that
N [UEijU
>, UEijU





whatever U is. Thus, when we form the matrix whose ij entry is N [UEijU
>, UEijU
>], we
always obtain a rank-one matrix. However, such a matrix formed from the integral scaling
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T 2D can have full rank. We proceed with an example. Consider D = (ε, ε
2, . . . , εn). Notice
that lnDi− lnDj = (i− j) ln ε, while Di−Dj = εi− εj. Thus, the (i, j) entry of this matrix
is on the order of ε−min(i,j). For sufficiently small ε, then, the determinant of this matrix is
dominated by the product along the diagonal, which is positive—it follows that this matrix
is nonsingular.
It is not always clear how (or even whether) T 2D or T
2
P can be computed explicitly. Algorithms
based on the primal or dual integral scalings may need to work with approximations instead.
In Sections 2.7 and 2.9, I show that one particular approximation to the dual integral scaling
corresponding to the midpoint quadrature rule leads to a direct generalisation of the Mizuno-
Todd-Ye method of Section 2.2 to convex optimisation.
2.6 Primal-dual scalings by low-rank update formulae
This section presents a rank-four update that turns an approximation to a primal-dual scaling
into a primal-dual scaling. In this section, µ is used either as µ(x̃, s̃) or as µ alone; in the
latter case, µ(x, s) is meant.
A positive-definite approximation H to the dual integral scaling need not satisfy the equa-
tions Hs = x and Hs̃ = x̃. Tunçel [85] constructed the following low-rank update which
“repairs” such problems encountered by any symmetric, positive-definite H:

































Tunçel [85] proved that, as long as H is positive-definite, T 2H is positive-definite, maps s to
x, and maps s̃ to x̃.
As written, Equation (2.10) is not easy to analyse. It is not immediately obvious that, in the
case that the pair (x, s) satisfy the centrality condition x = µx̃, the formula collapses to a
rank-two update. (Indeed, it has a singularity there since µµ̃ = 1 on the central path.) The
above update can be written equivalently as two consecutive classical rank-two updates:
Theorem 2.6.1. Let x ∈ E, x̃ ∈ E, s ∈ E∗, s̃ ∈ E∗, µ ∈ R++, and θ ∈ R++ satisfy the
following conditions (under the definitions δP := x− µx̃ and δD := s− µs̃):
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• 0 < 〈s̃, x〉 = 〈s, x̃〉 =: θ
• 0 < 〈s, x〉 =: θµ
• 0 < 〈s̃, x̃〉 =: θµ̃
• 〈δD, δP 〉 > 0.
Further let H be some symmetric positive-definite matrix. Then, H2 in the following formula
is symmetric, positive-definite, maps s to x, and maps s̃ to x̃:

















Proof. Notice that H1s = Hs + x − Hs = x. Notice further that 〈s, δP 〉 = 〈δD, x〉 = 0 by
expanding the inner product conditions, so H2s = H1s. Thus, H2 maps s to x. Next, note
that H2δD = H1δD + δP −H1δD = δP . Thus, H2 also maps δD to δP . Hence, H2 maps s̃ to x̃.
We recall from the theory of quasi-Newton updates (see for instance Lemma 9.2.1 in [17])
that the “curvature condition” 〈s, x〉 > 0 is necessary and sufficient to guarantee that H1 is
positive definite, and, given that H1 is positive-definite, the curvature condition 〈δD, δP 〉 > 0
is necessary and sufficient for H2 to be positive-definite. Therefore, H2 is positive-definite
as well.
Note that the positivity of the scalar products 〈s, x〉 and 〈δD, δP 〉, together with the orthog-
onality conditions 〈s, δP 〉 = 〈δD, x〉 = 0 suffice for the above theorem to hold. There may be
a potential use of these formulae in quasi-Newton methods for unconstrained minimisation.
Such considerations are left for future work.
We remark that we can apply the above formulas after switching x and s and then inverting
the resulting T 2 to obtain the following low-rank updates (under the same conditions):
Theorem 2.6.2. Let H, x, x̃, s, s̃, µ, and θ be as in Theorem 2.6.1. Then H2 in the


































































x+ 0 = x.
H1 is positive-definite because the curvature condition 〈s, x〉 > 0 is satisfied. H2 is positive-
definite because the curvature condition 〈δD, δP 〉 > 0 is satisfied.
The rank-two updates used in the above theorems also appear in the DFP and BFGS quasi-
Newton algorithms for unconstrained optimisation. See Nocedal and Wright’s book [67] for
descriptions of these methods.
In Theorems 2.6.1 and 2.6.2, H1 is the closest (in some metric) self-adjoint operator to H
satisfying H1s = x and H2 is the closest self-adjoint operator to H1 satisfying H2δD =
δP . Analogous to Broyden’s convex class of rank-two updates, convex combinations of the
formulae defining H1 and H2 can be used as well, and the convex combination does not
necessarily need to be the same for H1 and H2.
2.7 Approximating the dual integral scaling by the mid-
point rule
The purpose of this section is to prove that, within a usefully large neighbourhood of the
central path, µF ′′∗ ((s + µs̃)/2) updated with (2.11) gives a primal-dual scaling in T2(ξ, x, s)




Write š := (s+ µs̃)/2.
A sketch of this proof is as follows:
• The approximation error in direction s is small; ||F ′′∗ (š)s− x||
∗
s ∈ O(µ ||δD||s).
• Therefore, the first rank-two update is small; in a certain sensible operator norm, it is
O(µ ||δD||s).
• The approximation error in direction δD is also small; ||F ′′∗ (š)δD − δP ||
∗
s ∈ O(µ ||δD||
2
s).
• The first rank-two update does not substantially worsen the error in direction δD.
• The second rank-two update does not disturb s.
• The second rank-two update is small; in operator norm, it is O(µ ||δD||s)
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• The midpoint approximation had ξ ∈ O(1) and we applied two updates that push ξ
up by O(||δD||s) with ||δD||s ∈ O(1), so we get a primal-dual scaling with ξ ∈ O(1).




The following lemmata are used many times.
Lemma 2.7.1. Let s ∈ int(K∗), h ∈ E∗ such that ||h||s < 1. Then
||F ′′∗ (s+ h)||s = max
u∈E∗:||u||s=1






Proof. Let s and h be as in the statement of the lemma. Then, for every z ∈ Rd,






by the Dikin ellipsoid bound. Thus, the maximum eigenvalue of
[F ′′∗ (s)]
−1/2








The square of this quantity is an upper bound on the largest eigenvalue of
[F ′′∗ (s)]
−1/2













Lemma 2.7.2. Let h and u lie in E and s ∈ int(K∗). Then
||hh> − uu>||s ≤ ||h− u||∗s||h+ u||∗s.
Proof. By the triangle inequality,
2||hh> − uu>||s =














||(h− u) 〈z, h+ u〉||∗s
= sup
||z||s≤1





and similarly ∣∣∣∣(h+ u)(h− u)>∣∣∣∣
s
= ||h+ u||∗s ||h− u||
∗
s .
Adding these together gives the desired result.
The result advertised at the beginning of this section reads as follows:
Theorem 2.7.3. If ||δD||s ≤ 1/50, then one can construct a T ∈ Sn satisfying the following
properties:
• T is positive definite;
• T 2s = x;
• T 2s̃ = x̃;
• For every z ∈ Rd,
0.814905µF ′′∗ (s)[z, z] ≤ T 2[z, z] ≤ 1.185500µF ′′∗ (s)[z, z]
• For every z ∈ Rd,
0.808093 (µF ′′(x))
−1
[z, z] ≤ T 2[z, z] ≤ 1.192311 (µF ′′(x))−1 [z, z].
That is, T ∈ T2(1.237483;x, s).
Proof. Repeatedly use the triangle inequality, the Cauchy-Schwarz inequality, Lemma 2.7.2,
and Lemma 2.7.1 on the update in Theorem 2.6.1 applied to µF ′′((s+ µs̃)/2).
See Appendix A for details.
2.8 Primal-dual scalings from other symmetric linear
maps
The previous section gave, within a constant-sized neighbourhood of the central path, an





the midpoint rule for integration. One may want to use a quadrature rule other than the
midpoint rule, and one may also want to measure centrality in a norm more closely approxi-
mating the shape of the cone K. Much of last section’s analysis can be done in this context,
and the purpose of this section is to show how.
Let K be a convex cone in some real vector space E and let K∗ be its dual in E∗. For
x ∈ intK, define ||v||K,x to be the smallest positive λ such that x+ v/λ and x− v/λ both lie
in K. One can check that ||v||K,x is a norm. Let ||v||
∗
K,x be its dual norm. If H : E∗×E∗ → R





this is the operator norm induced by the norm ||·||K,x.
Good bounds on the difference between two vectors in ||·||K,x imply some very useful conic
inequalities:
Proposition 2.8.1. If ||v − w||K,w ≤ δ < 1, then there are x and y in K such that v =
(1− δ)w + x = (1 + δ)w − y.
Proof. Let s ∈ K∗. Then sTw ≥ 0 and sT (w ± (v − w)/δ) ≥ 0. Thus sT ((δ − 1)w + v) ≥ 0
and sT ((1 + δ)w − v) ≥ 0. This is true for every s ∈ K∗, so (δ − 1)w + v and (1 + δ)w − v
both lie in K, as desired.
The operator norm still behaves as expected on rank-one matrices:
Proposition 2.8.2. Let v, w ∈ E. Then the operator norm of the bilinear form vwT is∣∣∣∣vwT ∣∣∣∣
K,x


















= ||v||K,x ||w||K,x .
The difference-of-squares bound also still holds:
Proposition 2.8.3. Let v, w ∈ E. Then∣∣∣∣vvT − wwT ∣∣∣∣
K,x
≤ ||v − w||K,x ||v + w||K,x
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Proof.
vvT − wwT = 1
2
(
(v − w)(v + w)T + (v + w)(v − w)T
)
.
Now apply the triangle inequality and the previous proposition.
In the circumstances that arise in this thesis, one can control the ||·||K,x norm of the quasi-
Newton updates from Section 2.6 in terms of the ||·||K,x norm of the correction to be made.
This is the purpose of the two following theorems. The following theorem makes special use
of the fact that s lies in K∗ and x in K to get a strong bound:
Theorem 2.8.4. Let K ⊆ E be a convex cone. Let x ∈ intK and s ∈ intK∗. Let H : E∗ →
E be a self-adjoint, positive definite linear map. Suppose ||Hs− x||K,x ≤ δ < 1. Then∣∣∣∣∣∣∣∣HssTHsTHs − xxTsTx
∣∣∣∣∣∣∣∣
K,x
≤ δ3 + δ
1− δ
.





∣∣∣∣ ∣∣∣∣HssTH∣∣∣∣K,x + 1sTx ∣∣∣∣xxT −HssTH∣∣∣∣K,x . (2.13)
Use Proposition 2.8.1 to write Hs = (1 − δ)x + y = (1 + δ)x − z for y and z in K. Then
sT (x−Hs) = sT (δx− y) ≤ δsTx and sT (x−Hs) = sT (z − δx) ≥ −δsTx. Thus∣∣sT (x−Hs)∣∣ ≤ δsTx.
Thus ∣∣∣∣sT (x−Hs)sTxsTHs
∣∣∣∣ ≤ ∣∣∣∣ δsTxsTx(sTx+ sT (Hs− x))
∣∣∣∣ ≤ δ(1− δ)sTx.
Since ||Hs||K,x ≤ ||x||K,x + ||Hs− x||K,x ≤ 1 + δ, It follows that the first term on the
right-hand side of (2.13) is bounded above by
δ ||Hs||2K,x
(1− δ)sTx








This implies the desired bound.
The following theorem is very similar, but it applies more generally, the bound is weaker,
and the setup is more awkward:
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Theorem 2.8.5. Let K ⊆ E be a convex cone. Let δP ∈ E and δD ∈ E∗ be such that
δTDδP > 0. Let x ∈ intK. Let H : E∗ → E be a symmetric, positive definite linear map and
let T 2 be some symmetric, positive definite linear map such that T 2δD = δP . Suppose σ < 1
is such that, for every z ∈ E,

























∣∣∣∣δTD(HδD − δP )δTDδP δTDHδD
∣∣∣∣ ∣∣∣∣HδDδTDH∣∣∣∣K,x + 1δTDδP ∣∣∣∣δP δTP −HδDδTDH∣∣∣∣
≤
∣∣∣∣δTD(HδD − δP )δTDHδD





Write δTD(HδD − δP ) = δTD(H − T 2)δD. Then(
(1− σ)2 − 1
)
δTDT








Thus ∣∣δTD(HδD − δP )∣∣ ≤ 2σ + σ2(1− σ)2 δTDδP .




D(HδD − δP ), it follows that∣∣∣∣δTD(HδD − δP )δTDHδD
∣∣∣∣ ≤ 2σ + σ21− 4σ .
Thus ∣∣∣∣δTD(HδD − δP )δTDδP δTDHδD
∣∣∣∣ ∣∣∣∣HδDδTDH∣∣∣∣K,x






The desired result follows.
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2.9 A Mizuno-Todd-Ye variant for convex optimisation
Tunçel [85] gave a potential-reduction method based on the primal-dual scaling machinery
and proved that it generates an ε-optimal solution within O(
√
θ log(1/ε)) iterations if, for
every x ∈ intK and s ∈ intK∗, one can always find a primal-dual scaling in T 2(ξ, x, s) for
ξ ≤ C(θµµ̃− θ + 1) for a universal positive constant C. If the choice of primal-dual scaling
is invariant under interchange of primal and dual problems, this method is primal-dual
symmetric.
It is likely straightforward to modify Tunçel’s method to work under the weaker assumption
that there exist positive constants C1 and C2 such that ξ ≤ C1 as long as ||δD||s ≤ C2, which
in light of Theorem 2.7.3 is the present situation. Instead, this section gives a variant of the
Mizuno-Todd-Ye algorithm described in 2.2 that works for general convex optimisation and
uses the primal-dual scaling machinery. If the choice of T 2 is invariant under interchange
of primal and dual problems—for example, the operator geometric mean of the primal and
dual integral scalings—this method is also primal-dual symmetric.
This section gives an explicit analysis of the following feasible-start primal-dual interior point
algorithm; α and γ will be chosen to guarantee the desired iteration complexity bound:




to be feasible and central (we can also accept approxi-
mately central points).
while 〈x(k), s(k)〉 > εθ do
Take T 2 as in Theorem A.2.3
Select γ ∈ [0, 1].
Solve  0 A> IA 0 0





−x(k) − γµF ′∗(s)
 .







+ α(dx, dy, ds).
k ← k + 1.
end while
Lemma 2.9.1. Let rv := −v + γµw. Then, the system of equations in Line 3 of the above
algorithm imply
T−1dx = proj(ker(AT ))rv, Tds = proj(im(AT )
>)rv
where proj(S) for a linear subspace S is orthogonal projection onto S.
In particular, ||T−1dx|| ≤ ||rv|| and ||Tds|| ≤ ||rv||.
Proof. The third equation ensures that T−1dx + Tds = rv. The first two equations imply
that T−1dx must lie in ker(AT ) while Tds must lie in im(AT )
>. Since these two linear spaces
are orthogonal, the result follows.
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The following result, which proves linear convergence (i.e. to get a k-digit accurate result,
use O(k) iterations), does not hint at quadratic convergence (i.e. for a k-digit accurate
result, use O(log k) iterations). However, a tighter analysis of the low-rank updates showing
that the approximation error is linear in ||δD||s within the 150 -neighbourhood would suffice
to establish quadratic convergence. This is not hard to do; the ingredients are already given
above. Quadratic convergence of centring is not necessary to establish the desired complexity
result.
Lemma 2.9.2. Suppose x(k) ∈ int(K) and s(k) ∈ int(K∗) define a feasible solution. If γk = 1
and αk = 1 and ||δkD||s(k) ≤ 150 , then
• Ax(k+1) = b and A>y(k+1) + s(k+1) = c.
• x(k+1) ∈ int(K) and s(k+1) ∈ int(K∗).
• ||δk+1D ||s(k+1) ≤ 0.007533.
• µk+1 = µk.
Proof. We drop the superscript k when speaking of the kth iterate in this proof. The system
of linear equations that determine dx, dy, and ds guarantee that dx ∈ kerA and ds = −A>dy;
since Ax(k) = b and A>y(k) + s(k) = c, it follows that Ax(k+1) = b and A>y(k+1) + s(k+1) = c.
Notice that, with this choice of γ,












||δv|| ≤ 0.024226 < 1,
strict primal feasibility is retained. A similar argument shows that strict dual feasibility is
retained.
By Taylor’s theorem, there exists an x̄ on the segment [x, x + dx] such that F
′(x + dx) =
F ′(x) + F ′′(x̄)dx. We therefore compute
||T (s+ ds + µF ′(x+ dx))|| = ||T (δD + ds + µF ′′(x̄)dx)||
≤ ||δv + Tds + T−1dx||+ ||T (T−2 − µF ′′(x̄))dx||.
The first term is, of course, zero. However, notice that, by the Dikin ellipsoid bound and
Theorem 2.7.3, for every z ∈ Rd,
µF ′′(x̄)[z, z] ≤ 1.299692T−2[z, z]
and, similarly,
µF ′′(x̄)[z, z] ≥ 0.798562T−2[z, z]
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We therefore bound∣∣∣∣T (T−2 − µF ′′(x̄))dx∣∣∣∣ ≤ 0.299692 ∣∣∣∣T−1dx∣∣∣∣ = 0.299692||δv|| < 0.006527√µ,
which implies, by Lemma A.3.1 part (5), the advertised bound on the new ||δD||s.
As observed earlier, µ is unchanged by a centring iteration.
Lemma 2.9.3. If γk = 0 and αk =
0.047464√
θ
and ||δkD||s(k) ≤ 0.007533, then
• Ax(k+1) = b and A>y(k+1) + s(k+1) = c;
• x(k+1) ∈ int(K) and s(k+1) ∈ int(K∗);
• µk+1 ≤ (1− α)µk;
• ||δk+1D ||s(k+1) ≤ 150 .














retains strict primal feasibility. A similar analysis (due
to the primal-dual symmetry of our set-up) reveals that ||ds||s ≤ 0.008931
√
θ and hence the
dual step retains strict dual feasibility for α similarly bounded. Notice that ||αds||s ≤ 1/25;
this permits us to use Lemma A.3.1 part (6) later.
As expected, 〈s(α), x(α)〉 = (1− α)θµ. This establishes the desired reduction in µ.
We compute ∣∣∣∣Tδk+1D ∣∣∣∣ = ||T (s+ αds + µF ′(x+ αdx))||
= ||T (s+ αds + µF ′(x) + αµF ′′(x̄)dx)||
≤ ||δv||+ α ||Tds + µTF ′′(x̄)dx|| .
Let us write
E := µF ′′(x̄)− T−2.
Then, by Theorem 2.7.3, for every z ∈ Rd,
−0.808093T−2[z, z] ≤ E[z, z] ≤ 1.192311T−2[z, z].
We thus get an upper bound of∣∣∣∣Tδk+1D ∣∣∣∣ ≤ ||δv||+ α ∣∣∣∣v + Tds + T−1dx∣∣∣∣+ α ||TEdx||
≤ ||δv||+ 0 + 0.192311α ||v||




This implies, by Lemma A.3.1 part (6), that
∣∣∣∣δk+1D ∣∣∣∣s(k+1) ≤ 150 , as desired.
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Corollary 2.9.4. Starting from an initial feasible central point, one can alternately apply
the predictor and corrector steps outlined from the last two lemmata and recover an algorithm
that takes at most 42
√











Hyperbolic polynomials arose first in the context of partial differential equations—a homo-









f(x1, . . . , xd) = 0
where p is a hyperbolic polynomial. To each hyperbolic polynomial is associated a hyperbol-
icity cone. In the PDE context, there is a “causal” relationship between a solution’s value
at some point x and its value at points y such that y − x lies in the hyperbolicity cone. A









The underlying polynomial here is
p(t, x1, . . . , xd) = t
2 − x21 − · · · − x2d,
and the resulting hyperbolicity cone (in direction (1, 0, . . . , 0)) is the cone{
(t, x1, . . . , xd) : t ≥
√
x21 + · · ·+ x2d
}
.
Refer to Atiyah, Bott, and G̊arding [4] or Hörmander’s book [37] for further details on the
connection to partial differential equations.
Optimisation over the intersection of a hyperbolicity cone with an affine space generalises
optimisation over symmetric cones. (Whether it is impossible or simply inefficient to formu-
late all such problems using a symmetric cone instead of a hyperbolicity cone remains an
open problem, however; this is sometimes called the “generalised Lax conjecture.”)
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Güler [29] noted that hyperbolicity cones have a natural barrier, given by the negative loga-
rithm of the underlying polynomial, and that this barrier enjoys some of the same regularity
properties as self-scaled barriers.
Hyperbolic polynomials have also found use elsewhere in mathematics. Notably, Gurvits
[32] proved a generalisation of van der Waerden’s conjecture and of the Schrijver-Valiant
conjecture. Also notably, hyperbolic polynomials play a role in the “method of interlacing
families” of Marcus, Spielman, and Srivastava used to resolve the Kadison-Singer problem
([45, 46]; see also [8]).
This chapter discusses some of these connections and develops the theory needed for an
interior-point method for hyperbolicity cones.
3.1 Definitions and basic theory
Definition 3.1.1. Let p ∈ R[x1, x2, . . . , xd] be a polynomial. p is said to be homogeneous if
every term in p has the same total degree.
Definition 3.1.2. Let p ∈ R[x1, x2, . . . , xd] be a homogeneous polynomial. p is said to be
hyperbolic in direction e ∈ Rd if
• p(e) > 0, and
• for every x ∈ Rd, the univariate polynomial t 7→ p(x+ te) only has real roots.
Here are some fundamental examples of hyperbolic polynomials:
• If f ∈ (Rd)∗ \ {0} is a nonzero linear functional on Rd, then x 7→ fx is hyperbolic in
any direction e such that fe > 0.
• The polynomial p(t, x1, . . . , xd−1) = t2 − x21 − · · · − x2d−1 is hyperbolic in direction
(1, 0, . . . , 0).
• The polynomial p(X) = detX, defined on the space of symmetric n × n matrices, is
hyperbolic in direction I.
• If p and q are both hyperbolic in direction e, then their product pq is hyperbolic in
direction e.
• If p is hyperbolic in direction e, q divides p, and q(e) > 0, then q is also hyperbolic in
direction e.
42
• Ek, the elementary symmetric polynomial of degree k, is hyperbolic in direction (1, . . . , 1)
on Rd for every d ≥ k. (The elementary symmetric polynomial of degree k has one
monomial for every set of k variables; for example, E2(a, b, c) = ab+ ac+ bc.)
Other interesting examples of hyperbolic polynomials will be considered later.
Definition 3.1.3. Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e. The eigenvalues of
x ∈ Rd with respect to p and e are the roots of the univariate polynomial t 7→ p(x− te).
Consider the example of det on the symmetric matrices. The eigenvalues of a symmetric
matrix M with respect to det and I are the usual eigenvalues of M from linear algebra.
Eigenvalues with respect to a hyperbolic polynomial are thus a generalisation of eigenvalues
of symmetric matrices.
Definition 3.1.4. Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e. The hyperbolicity cone
of p in direction e, Λ+(p, e), is defined to be the set of points in Rd that have no negative
eigenvalues with respect to p and e. Written another way:
Λ+(p, e) = {x ∈ Rd : p(x+ λe) ≥ 0 ∀λ ≥ 0}.
Its interior is given by
Λ++(p, e) = {x ∈ Rd : p(x+ λe) > 0 ∀λ ≥ 0},
which is the set of points that have only positive eigenvalues with respect to p and e.
The next three theorems are fundamental. Proofs can be found in [72].
Theorem 3.1.5 (G̊arding [19]). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e. Let
e′ ∈ Λ++(p, e). Then p is also hyperbolic in direction e′.
Theorem 3.1.6 (G̊arding [19]). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e. Then
Λ+(p, e) is a closed convex cone and Λ++(p, e) is an open convex cone.
Theorem 3.1.7 (Renegar [72]). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e. Then
every face of Λ+(p, e) is exposed.
Definition 3.1.8. Let HomP (n, d) be the set of homogeneous polynomials of degree n in d
variables.
Let HypP (n, d, e) be the set of homogeneous polynomials of degree n in d variables that are
hyperbolic in direction e.
Let SHypP (n, d, e) be the set of hyperbolic polynomials p ∈ HypP (n, d, e) such that, for
every x ∈ Rd not a multiple of e, t 7→ p(x+ te) has no multiple roots.
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The following theorem, due to Wim Nuij [68], gives some idea of what the set of hyperbolic
polynomials looks like.
Theorem 3.1.9 (Nuij [68]). Suppose n > 1 and d > 1 are integers.
Then
• SHypP (n, d, e) ( HypP (n, d, e) ( HomP (n, d).
• HypP (n, d, e) is a closed subset of HomP (n, d).
• SHypP (n, d, e) is an open subset of HomP (n, d).
• HypP (n, d, e) and SHypP (n, d, e) are both connected.
• HypP (n, d, e) and SHypP (n, d, e) are both simply connected.
Remark 3.1.10. This result implies, in particular, that the set of hyperbolic polynomials
of degree n in d variables is a full-dimensional subset of the set of homogeneous polynomials





-parameter family of hyperbolic polynomials
of degree n in d variables. Taking, for instance, d = n and crudely bounding the bino-
mial coefficient from below, one needs 22n+1/n—exponentially many—variables to describe
a hyperbolic polynomial of “size” n.
It is awkward to speak about “polynomial time” in the context of algorithms that take
a hyperbolic polynomial as input. It is also somewhat awkward to speak formally about
why this is the case. At the risk of cluttering this discussion with irrelevant details, there
are a number of models of general computation amenable to various kinds of theoretical
analysis that model aspects of practical computation. One example is the deterministic
Turing machine model; see [81] for a formal definition. In the Turing machine model, the
input is represented as a finite sequence of symbols drawn from a finite alphabet. In order
to represent all hyperbolic polynomials of degree n in n variables with integer coefficients
at most L in absolute value, one needs at least 4Ω(n) logL symbols. The story is similar for
various other models of computation, such as the bit model, the RAM model, the word-RAM
model, and so forth. A modification of the RAM-type models is the “real RAM model” in
which each memory location can hold a real number and each “instruction” in the program
is an addition, a negation, a multiplication, or a solution to an algebraic equation of fixed
degree. In this model, the obvious representation of a hyperbolic polynomial will again use
4Ω(n) real numbers, but the fact that the “information” that can be stored per cell is not
bounded above may leave room for some clever trickery. Regardless, when one speaks about
“polynomial time” in any of these models, one means that the time needed for an algorithm
to run to completion is always bounded above by a polynomial function of the number of
symbols in the input. The number of symbols used to write down a general hyperbolic
polynomial of degree n in n variables, at least in models of computation in which each input
symbol can be one of finitely many things, is exponentially large.
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I will generally avoid this difficulty by not stating results in terms of overall running time
bounds. I will instead use bounds on the number of iterations, or the number of function,
gradient, and Hessian evaluations, considering the hyperbolic polynomial as a black box.
3.2 Further examples
An important construction of hyperbolic cones is given by directional differentiation of hy-
perbolic polynomials. Renegar worked out much of the theory of these derivative polynomials
and their associated cones.
Theorem 3.2.1 (Renegar [72]). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e and of
degree at least 2. Then the polynomial p′e given by
p′e(x) := (∇p)(x)[e]




e, e) ⊇ Λ+(p, e).
Proof. Let x ∈ Rd. Since the univariate polynomial q(t) := p(x+ te) only has real roots, its
derivative dq/dt also only has real roots. Note that
p′e(e) = (∇p)(e)[e] = lim
h→0
(p((1 + h)e)− p(e))/h = lim
h→0
((1 + h)n − 1)/hp(e) = np(e) > 0
as well, so p′e is hyperbolic in direction e.
If x ∈ Λ+(p, e), then the univariate polynomial q(t) = p(x + te) only has nonpositive real
roots. Thus, by interlacing of roots, its derivative dq/dt = p′e(x+te) also only has nonpositive
real roots. Thus x ∈ Λ+(p′e, e), proving the claimed containment.
Remark 3.2.2. (I am not certain who first observed this, but I am certain that this is well-
known. Work of Gurvits from 2004 [31] points out the particular reduction I give below, but
it appears to leave the hardness result implicit.)
Write perM for the permanent of the square matrix M . Observe that





x1 x2 . . . xn





x1 x2 . . . xn
 .
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If v1, . . . , vn−1 are real n-vectors with only positive components, then
(. . . ((En(x1, . . . , xn))
′
v1





v11 v12 . . . v1n





v(n−1)1 v(n−1)2 . . . v(n−1)n
x1 x2 . . . xn
 .
This is a linear function that, when evaluated at a vector vn, gives the permanent of the
matrix formed by vertically concatenating the row vectors vT1 , . . . , v
T
n . Computing the per-
manent of a matrix is #P-hard, so it must also be #P-hard to compute the value of a
high-order derivative polynomial of a hyperbolic polynomial when each derivative can be
taken in an arbitrary direction inside the cone. (#P-hard means that, if the permanent of a
matrix can be computed in polynomial time, then counting the number of solutions to any
problem in NP can also be done in polynomial time. In particular, if the permanent can be
computed in polynomial time, then P = NP [88].)
If all derivatives are taken in the same direction e and p can be computed exactly in polyno-
mial time, the situation is different. Using finite differences, one can compute arbitrarily good
approximations to the kth directional derivative of p in direction e using k + 1 evaluations
of p.
Renegar showed that, near every point of the boundary of a derivative cone Λ+(p
′
e, e) outside
Λ+(p, e), the boundary of the derivative cone has positive curvature in all directions but one:
Theorem 3.2.3 ([72]). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e and of degree at least
2. Suppose Λ+(p, e) is pointed and has nonempty interior. Let x ∈ bd Λ+(p′e, e) \ Λ+(p, e)
be such that (∇p′e)(x) 6= 0 and let h ⊥ (∇p′e)(x). Then either h is a scalar multiple of x or
(Hp′e)(x)[h, h] < 0.
The following result apparently first appeared in my Master’s thesis; it shows that every
nontrivial hyperbolicity cone is the intersection of its derivatives.
Theorem 3.2.4 ([55]). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e and of degree at
least 2. Then
Λ+(p, e) = ∩f∈Λ++(p,e)Λ+(p′f , e).
Other very interesting hyperbolic polynomials are the bases generating polynomials of certain
matroids—those with the “half-plane property” [13] [6]. These polynomials have one variable
for each element of the matroid’s ground set and one monomial for each basis and they are
hyperbolic in any direction in the positive orthant. One polynomial from this class is an
especially simple counterexample to a nontrivial generalisation of the Lax conjecture, also
given below.
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3.3 The Lax conjecture and generalisations
Helton and Vinnikov [36] proved the Lax conjecture [42]—that every hyperbolic polynomial
in three variables arises as a three-dimensional slice of the determinant on symmetric ma-
trices. More formally, if p(x, y, z) has degree n and is hyperbolic in direction (1, 0, 0), then
there exist symmetric n × n matrices A and B such that p(x, y, z) = det(xI + yA + zB).
Lewis, Parrilo, and Ramana [43] give a detailed exposition of the connection between the
Lax conjecture and the result proved by Helton and Vinnikov.
There are a number of natural generalisations of the Lax conjecture to more than three
variables. Some of those listed below have been called the generalised Lax conjecture by
various authors.
• Conjecture: Let d ≥ 2 be an integer. If p is a polynomial in d variables that is
hyperbolic in direction (1, 0, . . . , 0), then there exist symmetric matrices A2, . . . , Ad
such that
p(x1, . . . , xd) = det(x1I + x2A2 + . . . xdAd).
This one is particularly easy to disprove. Both sides must be homogeneous of degree
deg p, so the matrices on the right-hand side must be d × d symmetric matrices. By





= 2Ω(d)-dimensional family of hyperbolic polynomials of degree d
in d variables. However, there are only O(d3) parameters on the right-hand side. Thus,
there is a d ≥ 4 and a degree-d polynomial in d variables that cannot be written in the
desired form.
• Conjecture: Let d ≥ 2 be an integer. If p is a polynomial in d variables that is
hyperbolic in direction (1, 0, . . . , 0), then there exist symmetric matrices A2, . . . , Ad
such that
p(1, x2, . . . , xd) = det(I + x2A2 + . . . xdAd).
Helton and Vinnikov [36] advanced this conjecture. Here, the dimension argument from
the previous conjecture does not directly work. The matrices A2, . . . , Ad must have
rank deg p, but need not themselves be operators on a d-dimensional space. However,
Brandén [7] was able to show that, if such a representation exists, then there is a
representation in which A2, . . . , Ad are all symmetric deg p× deg p matrices. Brandén
then appeals to the same dimension argument as before to disprove this conjecture.
• Conjecture: Let d ≥ 2 be an integer. If p is a polynomial in d variables that is
hyperbolic in direction (1, 0, . . . , 0), then there is a power K and symmetric matrices
A2, . . . , Ad such that
(p(x1, . . . , xd))
K = det(x1I + x2A2 + . . . xdAd). (3.1)
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Brändén [7] proved that the bases generating polynomial of the Vámos cube gives a
counterexample to this conjecture. Below is a sketch of the argument.
Define
V8(a, b, c, d, e, f, g, h)
= E4(a, b, c, d, e, f, g, h)− abcd− abef − abfh− cdef − efgh. (3.2)
V8 is the bases generating polynomial of the Vámos cube. Wagner and Wei [92] proved
that V8 is hyperbolic in direction (1, 1, . . . , 1)
T .
A theorem of Gurvits [31] states that, if p is hyperbolic in direction e and v1, . . . , vk
are vectors in Λ+(p, e), then the function r : 2
{1,...,k} → N giving, at S, the degree of
t 7→ p(e+
∑
i∈S vi), is the rank function of a polymatroid.
When p is a power of V8, taking v1, . . . , v8 to be the eight standard basis vectors of R8
makes r above a multiple of the rank function of the Vámos matroid.
Brändén shows that, if K and A1, . . . , Ad as in (3.1) exist for a polynomial, then, no
matter the choice of vectors v1, . . . , vk, the rank function r must be the rank function
of a real-representable polymatroid. No multiple of the Vámos matroid’s rank function
is the rank function of a real-representable polymatroid, however, therefore no power
of V8 admits a determinantal representation.
• Conjecture: Let d ≥ 2 be an integer. If p is a polynomial in d variables that is hyper-
bolic in direction (1, 0, . . . , 0), then there is a hyperbolic polynomial q in d variables
and symmetric A2, . . . , Ad such that
q(x1, . . . , xd)p(x1, . . . , xd) = det(x1I + x2A2 + . . . xdAd).
I believe this is still open. If one restricts q to have Λ+(q, e) ⊇ Λ+(p, e), this is also
still open and it implies the next conjecture.
• Conjecture: Let d ≥ 2 be an integer. If p is a polynomial in d variables that is
hyperbolic in direction (1, 0, . . . , 0), then there is a dimension D and an affine subspace
A of the symmetric D × D real matrices such that Λ+(p, e) is linearly isomorphic to
{M ∈ A : M  0}.
A number of authors call this “the generalised Lax conjecture.” It is still open. How-
ever, using results of Helton and Nie [35], Netzer and Sanyal [64] proved that every
hyperbolicity cone that (apart from 0) only has smooth boundary points is a projection
of a slice of a semidefinite cone.
• Conjecture: Let d ≥ 2 be an integer. If p is a polynomial in d variables that is
hyperbolic in direction (1, 0, . . . , 0), then there is a dimension D and an affine subspace
A of the symmetric D×D real matrices such that Λ+(p, e) is equal to a linear projection
of {M ∈ A : M  0}.
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This is weaker than the conjecture from the previous bullet since it allows a linear
projection. It has been proven in a special case; Netzer and Sanyal [64] have proven it
to be true whenever p belongs in the set SHypP from Theorem 3.1.9.
It does not appear that one can directly “take a limit of” Netzer and Sanyal’s result
to prove this conjecture. In their construction, the dimension D is always finite, but
it depends on p and they do not bound it in terms of d.
The bases generating polynomial of the Vámos matroid may serve as an interesting test
case for those of the above conjectures that have not already been proven false. I do not
know an explicit determinantal representation of any nonzero multiple of V8 or an explicit
representation of its hyperbolicity cone as either a slice of, or a projection of a slice of,
a semidefinite cone. I also do not know a finite procedure that will either find such a
representation or prove that none exists. In this vein, however, Netzer and Thom [65] state
a sufficient condition using Clifford algebras for a hyperbolicity cone to have a semidefinite
representation.
It is not clear that a constructive, positive resolution to any of the conjectures above would
render obsolete all special-purpose hyperbolic optimisation algorithms. The huge dimension
of the space of hyperbolic polynomials means that most hyperbolic polynomials of a given
size cannot be represented concisely by any program, but also that the smallest-dimensional
determinantal representation of most hyperbolic polynomials is exponentially large. If the
set of hyperbolic polynomials that can be evaluated in polynomial time on a computer
contains polynomials whose smallest determinantal representation is exponentially large,
then special-purpose hyperbolic optimisation algorithms can offer an exponential speedup
over approaches via determinantal representation and semidefinite optimisation.
3.4 Analytic properties of hyperbolic polynomials
The geometric mean of the eigenvalues is a concave function on the Hermitian positive
definite matrices. G̊arding proved a direct generalisation of this to hyperbolic polynomials:
Lemma 3.4.1. (G̊arding [19]) Let f(x) = c(x − r1)(x − r2) . . . (x − rk) be a univariate
polynomial with only real roots, ordering the roots by r1 ≤ r2 ≤ · · · ≤ rk. Then |f(x)|1/k is
concave on (ri, ri+1) for each i ∈ {1, . . . , k − 1}.
Proof. Fix i. Assume without loss of generality that f(x) is positive on (ri, ri+1). Fix an





































(1− n)f ′2(x) + nf ′′(x)f(x) = f 2(x)
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The n × n matrix eeT − nI is negative semidefinite, having one eigenvalue 0 and (n − 1)
eigenvalues −n. Thus (f 1/n)′′(x) exists and is nonpositive for every x in (ri, ri+1); concavity
follows.
Theorem 3.4.2 (G̊arding [19]). If p ∈ R[x1, . . . , xd] is hyperbolic in direction e and p has
degree n, then p1/n is concave on Λ++(p, e).
Proof. Let x and y lie in Λ++(p, e). Consider the function f(λ) = p(x + λ(y − x)). Then f
is a univariate polynomial of degree n with only real roots, none of which are in [0, 1]. From
the previous lemma, it follows that f 1/n is concave on a neighbourhood of [0, 1], from which
the result follows.
Definition 3.4.3. Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e. Define the hyperbolic
barrier on Λ++(p, e) by
F (x) = − log(p(x)).
The following result is straightforward and it gives some meaning to the directional deriva-
tives of F in terms of the zeroes of p:
Theorem 3.4.4. Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e of degree n. Define
F : Λ++(p, e) → R by F (x) = − log p(x). Let x ∈ Λ++(p, e) and let h ∈ Rd. Then there
exists a real number C and nonzero real numbers r1, . . . , rn such that




and, for every integer a ≥ 1,





Proof. Take r1, . . . , rn to be the roots of t 7→ p(x+ th). The rest follows by definition of F ,
differentiation, and substitution.
If p has degree n, then F is n-logarithmically homogeneous. Further, if {xi}∞i=1 is a sequence
drawn from Λ++(p, e) that converges to a boundary point of Λ++(p, e), then F (xi) → ∞.
The following theorem proves (in the special case of a = 2 and b = 3) that F is convex on
Λ++(p, e) and self-concordant:
Theorem 3.4.5 (Güler [29], Theorem 4.1). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction
e. Define F : Λ++(p, e) → R by F (x) = − log p(x). For every 1 ≤ a < b such that a and b
are integer and a is even, the following inequalities hold for every x ∈ Λ++(p, e) and h ∈ Rd:
F (a)(x)[h, . . . , h] ≥ 0
(








Proof. There are reals r1, . . . , rn such that




Since a is even, every term in the summation is positive; this establishes the first inequality.






































The first ≥ follows because ||v||p ≤ ||v||q whenever p > q; the second ≥ is the triangle
inequality for real numbers.
Corollary 3.4.6 (Güler [29]). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e of degree n.
Define F : Λ++(p, e)→ R by F (x) = − log p(x). Then F is a n-logarithmically-homogeneous
self-concordant barrier for Λ++(p, e).
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The following result is the “long-step Hessian estimation property” for hyperbolic barriers.
It will be very useful in Chapter 4.
All of the proofs below use the Helton-Vinnikov theorem. However, all of these results were
known before the Helton-Vinnikov theorem and Güler wrote proofs in [29] that do not use
the Helton-Vinnikov theorem.
Theorem 3.4.7 (Güler [29], Theorem 6.1). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction
e of degree n. Define F : Λ++(p, e) → R by F (x) = − log p(x). Let y ∈ Λ++(p, e). Then
x 7→ −F ′(x)[y] is a convex function of x ∈ Λ++(p, e).
Proof. Fix a direction z ∈ Rd. Using the Helton-Vinnikov theorem, write
p(x+ αz + βy) = K det(I + αA+ βB).
Here, B is positive definite, since ty ∈ Λ++(p, e) for every t > 0.
The polynomial t 7→ p(x+ tz) has deg p real roots for almost all choices of z. What follows
proves that t 7→ F ′(x+ tz)[y] is convex for every such z. Since x 7→ F ′(x)[y] is C2, convexity
everywhere easily follows.
Compute




= Tr(A−2) + 2tTr(A−1BA−1) + t2 Tr(BA−1BA−1).
Thus
F ′′′(x)[y, z, z] = lim
t→0
2tTr(A−1BA−1) + t2 Tr(BA−1BA−1)
t
= 2 Tr(A−1BA−1)
= 2 Tr((B1/2A−1)T (B1/2A−1)) > 0.
From this the desired result follows.
Theorem 3.4.8 (Güler [29], Theorem 7.1). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction
e of degree n. Define F : Λ++(p, e) → R by F (x) = − log p(x). Let x ∈ Λ++(p, e) and let
h ∈ Rd be such that x+ h ∈ Λ++(p, e). Let
σx(h) =
1
max{t : x− th ∈ Λ+(p, e)}
.
Then, for every z ∈ Rd,
F ′′(x)[z, z] ≤ (1 + σx(h))2F ′′(x+ h)[z, z]
and
F ′′(x)[z, z] ≥ (1− σx(−h))2F ′′(x+ h)[z, z].
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Proof. Fix a direction z ∈ Rd. Using the Helton-Vinnikov theorem, write
p(x+ αz + βh) = K det(I + αA+ βB).
Then
F ′′(x)[z, z] = Tr(A−2).
Compute




≥ (1 + λmin(B))2 Tr(A−2)
and




≤ (1− λmin(−B))2 Tr(A−2).
Note that λmin(B) = σx(h) and λmin(−B) = σx(−h). The result follows.
The following theorem shows that hyperbolic barrier Hessians map the primal cone into its
dual.
Theorem 3.4.9 (Güler [29]). Let p ∈ R[x1, . . . , xd] be hyperbolic in direction e of degree n.
Define F : Λ++(p, e)→ R by F (x) = − log p(x). Let x and y lie in Λ++(p, e). Then F ′′(x)[y]
lies in the interior int Λ++(p, e)
∗ of the dual cone.
Proof. If K is a pointed convex cone with interior, then s ∈ intK∗ if and only if 〈x, s〉 > 0
for every x ∈ K \ {0}. Thus, fix z ∈ Λ++(p, e). Using the Helton-Vinnikov theorem, write
p(x+ αy + βz) = K det(I + αA+ βB).
Both A and B are positive definite since t 7→ p(x + ty) and t 7→ p(x + tz) each have deg p
roots, all of which are negative. Compute







= TrBA > 0.
The desired result follows.
3.5 Approximating the primal integral scaling by nu-
merical integration






where x − y and x + y are points in Λ++(p, e). It is desirable to have a good bound on
some operator norm of the approximation error in terms of the length of y in some norm.
The length of y is a measure of centrality, so it will be bounded above by some constant
less than 1. In exchange for bounding the length of y above, a constant approximation error
bound is desired. The purpose of this section is to give, for various (constant) bounds on
the measure of centrality and various numerical integration schemes, corresponding bounds
on the worst-case approximation error.
Consider using a classical numerical integration formula of the form∫ 1
−1





If the relative approximation error in every direction h is bounded—that is,∣∣∣∣∑ni=1 wiF ′′(x+ aiy)[h, h]T 2P [h, h] − 1
∣∣∣∣ < ε
for some ε > 0 not depending on h, then the bound, for every z ∈ Rd,




′′(x+ aiy)[z, z] ≤ (1 + ε)T 2P [z, z]
follows.
By the Helton-Vinnikov theorem, there are n× n matrices A and B such that
p(x+ ty + sh) = p(x) det (I − tA+ sB)
and, for every z ∈ Rn \{0}, |A[z, z]| ≤ ||z||22. I may further assume via an orthogonal change
of basis that A is diagonal; write ai for the ith entry of A’s diagonal. It happens that the
eigenvalues of A are related to the error in approximating T 2P . Then
F ′′(x+ ty)[h, h] = Tr
(


















Notice that each integrand is positive on [−1, 1], hence that each summand is nonnegative,
and therefore it is sufficient to show that the chosen quadrature formula is good at computing













Table 3.1: Worst-case approximation error for Simpson’s rule and the 5-point Clenshaw-
Curtis rule when integrating (1− ait)−1(1− ajt)−1 for various bounds on |ai| and |aj|.















(F ′′(x) + 4F ′′(x+ δP/2) + F
′′(x+ δP )) .















Substituting f(t) = 1
(1−xai)(1−xaj) and the expressions for these two quadrature rules, one can
compute the following upper bounds on the relative error for Simpson’s rule and the 5-point
Clenshaw-Curtis rule. See Table 3.1.
In the context of approximating the primal integral scaling, the above discussion constitutes
a proof of the following theorem. Note that the norm used to bound δP is the cone norm
||·||K,x rather than ellipsoidal norm ||·||x.
Theorem 3.5.1. Let p be a polynomial of degree ω hyperbolic in direction e. Let K =
Λ+(p, e). Let x and x̃ be interior points of K. Let µ = −F ′(x̃)[x]/ω. Let δP = µx̃− x. Let
S2P , T
2
P , and U
2
P be as above.
Suppose ||δP ||K,x ≤ C, where C appears in the first column of Table 3.1. Let S be the
corresponding number in the second column and U the corresponding number in the third
column. Then, for every h ∈ Rd,
(1− S)T 2P [h, h] ≤ S2P [h, h] ≤ (1 + S)T 2P [h, h]
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and
(1− U)T 2P [h, h] ≤ U2P [h, h] ≤ (1 + U)T 2P [h, h].
Having computed the necessary table, some remarks on Clenshaw-Curtis quadrature in gen-
eral are in order.
First, as the name implies, the 5-point Clenshaw-Curtis rule is one of a family of quadrature
rules due to Clenshaw and Curtis [14].
Second, the weights used in Clenshaw-Curtis quadrature are not necessarily optimal for
the class of functions being integrated even if one fixes the nodes. I did not pursue this
further since the weights given by both Simpson’s rule and the 5-point rule give good enough
approximation error.
Third, one can interpret Clenshaw-Curtis quadrature on the integrand f(x) in terms of the
































(a2N`+2k + a2N`+2N−2k) .
For example, when N = 4, corresponding to the 5-point rule, the coefficients in front of
a2k are 1, −1/3, −1/15, −1/3, 1, −1/3, −1/15, · · · rather than the more desirable 1, −1/3,
−1/15, −1/35, −1/63, −1/99, · · · .
It is probably possible to work out good bounds on the Fourier coefficients of
1
(1− ai cosω)(1− aj cosω)
and thereby get a more general analysis of the dependence of the worst-case approximation





This chapter describes a primal-dual interior-point method that may be effective for min-
imising a linear functional over the intersection of an affine space with a hyperbolicity cone.
The implementation referenced is available at
https://csclub.uwaterloo.ca/~tmyklebu/general.tar.gz.
In this setting, in general, there is no explicit access to the dual barrier; algorithms are
needed for approximating the dual barrier at some dual point s and for computing a dual
step length. (However, the machinery of hyperbolicity cone optimisation may still be useful
in cases where the dual barrier can be computed and represented.)
Other authors have proposed interior-point methods that work, at least in theory, in this
setting. Nesterov and Nemirovskii [58] proposed and analysed the worst-case behaviour of
several methods that apply to general convex optimisation, some of which do not need any
access to the dual barrier.
Nesterov [57] proposed a nonsymmetric primal-dual interior-point method that makes use
of the dual barrier only when trying to take a long step, and only requires low-precision
computation of the value of the dual barrier. This method alternates between primal affine-
scaling steps and “phases” of several centring steps. The centring phase computes a scaling
point w ∈ intK such that F ′′(w) ∈ T 20 (x, s). (There are examples of hyperbolicity cones
where such a w need not exist if one asks for F ′′(w) ∈ T 21 (x, s). The 5-dimensional Vinberg
cone mentioned in Chapter 2 is one example.)
Skajaa, Jørgensen, and Hansen [82] implemented this method of Nesterov using a homoge-
neous self-dual formulation like that presented in Section 5.7. They report iteration counts
and Cholesky counts on a variety of linear optimisation problems, entropy optimisation
problems, geometric optimisation problems, and p-norm optimisation problems, compar-
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ing against the commercial package MOSEK. Skajaa, Jørgensen, and Hansen incorporate a
couple of interesting heuristics into their code. They use a sequence of BFGS updates to
accelerate the centring phases and to compute a “second-order” search direction similar in
spirit to Mehrotra’s corrector.
Building on work by Renegar [73], Renegar and Sondjaja [74] give an affine-scaling method
for hyperbolicity cone optimisation and analyse its worst-case iteration complexity. I am not
aware of any computational experiments that used this algorithm.
In contrast to the work of Nesterov and of Renegar and Sondjaja, the method described in
this chapter makes heavier use of the dual barrier. It is an infeasible-start variant of the
Mizuno-Todd-Ye method.
4.1 Representing a hyperbolic polynomial p
It is necessary to represent the hyperbolic polynomial of interest in some fashion. My imple-
mentation represents it as a “straight-line program”, which is a rooted directed acyclic graph
in which each node corresponds either to a binary operation (addition or multiplication),
negation, evaluation of a variable, or a constant.
This is a fairly natural way to represent polynomials on a computer. Each node of the graph
represents either a number or the result of some computation. The name “straight-line
program” comes from their natural expression as computer programs with no conditionals
or control-flow constructs. One can order the nodes of the straight-line program such that
no node “reads from” nodes ordered later than it, then one can assign each node a name,
then one can translate the graph into a computer program.
Given a polynomial in this form, it is straightforward to compute the polynomial’s value,
gradient, and Hessian at any specific point.1
It is also straightforward to compute, given a point x and a direction d, the coefficients of the
univariate (in t) polynomial given by p(x+ td). (Computing the coefficients in a numerically
stable way is tricky, however, and my implementation does no such thing. Furthermore,
getting the smallest positive root from the coefficient representation of a polynomial is a
famously ill-conditioned problem. See [95].)
This is not the only possible representation, and there are many reasons to use representations
other than this one. It is not at all clear that every hyperbolic polynomial that can be
computed quickly—whatever that is taken to mean—can be represented compactly in this
1It is less straightforward to compute them rapidly, and my implementation does no such thing. I use the
“forward mode of automatic differentiation” in a naive way. The “reverse mode of automatic differentiation”
can yield gradients and Hessian-vector products I defer to Griewank and Walther’s book [27] for definitions,
descriptions, and analyses of the above terms related to automatic differentiation.
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x̂0 ← x̂
H ← [F ′′(x̂0)]−1
loop
r ← F ′(x̂) + s





Figure 4.1: An algorithm for refining an initial guess x̂ at −F ′∗(s) until F ′(x̂) is within ε of
s in the local norm at the initial x̂.
form. For some of those that can be represented compactly—say, using polynomially many
vertices—as straight-line programs, it appears that one might lose efficiency by doing so.
Determinants and Pfaffians (and their linear slices) can be represented “compactly” as
straight-line programs. A survey paper by Rote [76] gives constructions of straight-line
programs for the n× n determinant and (2n)× (2n) Pfaffian that have O(n4) nodes. Thus
slices of the determinant polynomial can be represented “compactly” as straight-line pro-
grams if it is necessary to do so. Kaltofen [39] used asymptotically fast matrix multiplication
algorithms to derive smaller straight-line programs for the n×n determinant—however, the
number of nodes is still worse than cubic.
As mentioned in Remark 3.2.2, the permanent of a general n × n matrix is #P-hard to
compute. The analogue for permanents of cofactor expansion yields a straight-line program
with (n− 1)(2n− 1) nodes for computing the permanent of an n×n matrix. I am not aware
of any better algorithms for computing the permanent exactly.
4.2 Evaluating the dual barrier
In hyperbolicity cone optimisation, one may not be able to access the dual barrier directly.
Depending on the relative costs of evaluating the gradient and Hessian of F , one can either
evaluate the dual barrier arbitrarily closely or design an algorithm that does relatively few
gradient evaluations. This section discusses how to approximate the dual barrier using the
primal barrier should one choose to do so.
If one can compute F and F ′ much more quickly than the Hessian F ′′, the algorithm in
Figure 4.1 computes an x̂ such that −F ′(x̂) is close to s. “Close” is measured in the local
norm at x̂0, and the algorithm terminates once F
′(x̂) is within ε of s in this norm.
It is not necessary to form an explicit inverse when computing H. All of the computations
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in Figure 4.1 involving H can be done using a Cholesky factorisation of F ′′(x̂0) instead.
4.3 Finding a primal step length
Given a primal iterate x and a primal search direction dx, it is desirable to compute the
largest t such that x+ tdx ∈ Λ+(p, e)—or, if such a t is substantially larger than 1, to know
that a full step may be taken safely. This is equivalent to finding the smallest positive root
of the univariate slice of p given by t 7→ p(x+ tdx).
One could work out that univariate slice of p in some form and then compute its smallest
positive root. I tried this, but (probably owing to my choice of the coefficient representation
for the univariate polynomial) I got wildly inaccurate values for the smallest positive root.
Thus, in my implementation, I keep track of a t such that x+tdx lies in Λ++(p, e). I initialise
this t at zero, then I repeatedly update t← t+0.95/||dx||x+tdx . By the Dikin ellipsoid bound,
this update preserves the property that x+ tdx ∈ Λ++(p, e).
J. Renegar suggested during my defence to exploit homogeneity here; one can find the
smallest positive root of p(x + td) by instead finding the largest positive root of p(d + tx).
Numerically, this is a much easier problem. I have not yet tried this.
4.4 Finding a dual step length
One can compute a lower bound on the longest admissible dual step using the primal Hessian
at x̂—a step almost to the boundary of the Dikin ellipsoid can never leave the dual cone.
However, the short steps that result lead to slow convergence when close to the optimal
solution.
By Theorem 3.4.9, the primal barrier Hessian anywhere in intK maps the primal cone
into the dual cone. This also holds for nonnegative linear combinations of primal barrier
Hessians. Therefore, if H is some nonnegative linear combination of primal barrier Hessians
and H−1s+ tH−1ds ∈ K, then s+ tds ∈ K∗.
My implementation makes use of this fact, taking H = F ′′(x̂) where −F ′(x̂) = s. An
alternative would be to take H to be an approximation to the primal integral scaling T 2P ,
but I have not evaluated this.
Interestingly, this algorithm is good enough to take near-unit steps when close to optimality
on the randomly-generated problems reported on later in this chapter.
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4.5 An algorithm
The algorithm in Figure 4.2 is an adaptation of the Mizuno-Todd-Ye algorithm to hyperbol-
icity cone optimisation. Modulo issues introduced by finite-precision arithmetic, it is a fairly
faithful representation of how the implementation reported on in Section 4.6 works.
This is an infinite algorithm—it generates an infinite sequence of iterates and the convergence
properties of this sequence are of interest. In practice, this algorithm is modified so that it
does terminate. Termination criteria are typically designed around the desired properties of
the solution to be returned and the quality of solution the algorithm, as implemented on
a computer with inexact arithmetic, is capable of producing. In the experiments reported
later, the algorithm was terminated as soon as either Cholesky factorisation failed or the
algorithm of Figure 4.1 failed numerically.2
An added wrinkle in this algorithm is the line s ← −F ′(x̂). This will in general render the
iterate dual-infeasible; it perturbs s by an amount bounded above by the error at termination
of the algorithm in Figure 4.1.
In my implementation, the primal-dual scaling chosen is the Simpson’s rule approximation










with the rank-four update of Theorem 2.6.1.
4.6 Computational results
It is interesting to examine the convergence of this method on specific hyperbolicity cone
optimisation problems. To this end, I generated a number of strictly-feasible problems at
random. I fixed the objective function c as the all-ones vector. I constructed a random
matrix A with some number of rows, taking each entry to be uniformly distributed between
0 and 1. The right-hand side b was chosen so that Ae = b, where e is the all-ones vector.
In each case, I ran the code until an error occurred; typically, this happened because a
negative diagonal entry was encountered during Cholesky factorisation. Each row except
the first of each table represents an iteration. The first column reports what kind of step
was taken; either “a” for an affine-scaling step or “c” for a corrector step. The second and
2In linear optimisation, sufficiently accurate approximately-optimal solutions can be used to generate
exact optimal solutions. How to do this is not discussed in any detail in this thesis, but see Megiddo [48] for
a “crossover” algorithm or Vavasis and Ye [90] for a modified interior-point method for linear optimisation
that provably terminates in finitely many iterations.
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x← ē, s← ē, y ← 0.
loop
Use the algorithm in Figure 4.1 to compute x̂ u −F ′∗(s).
s← −F ′(x̂).
δD ← s+ µF ′(x).
µ← sTx/θ.
β ← (F ′′(x̂))−1[δD, δD].
T 2 ← a primal-dual scaling in T1(x, s).
if β < 1
4
then




s ) such that
Adaffx = b− Ax
ATdaffy +d
aff
s = c− ATy − s
daffx +T
2daffs = −x.
Find the longest primal step length αP such that x+ αPd
aff
x remains in K.
Find an admissible dual step length αD as in Section 4.4.
α← min(αP , αD).
do
α← 0.9α.
(x′, y′, s′)← (x, y, s) + α(daffx , daffy , daffs ).
Compute β(x′, s′).
while β(x′, s′) > 1
2
else










2dcors = −x+ µx̂.
(x′, y′, s′)← (x, y, s) + (dcorx , dcory , dcors ).
end if
(x, y, s)← (x′, y′, s′).
end loop
Figure 4.2: An infeasible-start predictor-corrector method adapted to hyperbolicity cone
optimisation.
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third columns are self-explanatory. α is the length of the step just taken. αmaxP is the length
of the longest primal step possible in the direction just used. αmaxD is the length of the
admissible dual step computed. The last three columns give the primal infeasibility, dual
infeasibility, and duality gap.
The polynomials used were the elementary symmetric function Ek in n variables, which
is the sum of all squarefree monomials of degree k made from the n variables, the Vamos
polynomial, which is E4(a, b, c, d, e, f, g, h) − aebf − bfcg − cgdh − aedh − aecg, and the
Vamos-like quartic polynomials of Burton, Vinzant, and Youm [10] in more variables of the
form













Observe the algorithm’s behaviour when µ is very small. In all cases, the algorithm is also
able to take very long (i.e. very close to length-one) affine-scaling steps in both primal and
dual.
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D − log10 ||rP || − log10 ||rD|| − log10 |rG|
0 0.426 0.000 0.000 0.000 0.000 inf inf -1.6
a 0.106 0.392 0.522 2.000 0.773 26.3 16.6 -1.3
c 0.106 0.012 1.000 2.000 2.000 26.4 16.5 -1.3
a -0.191 0.344 0.494 1.165 0.732 26.1 12.4 -1.0
c -0.191 0.011 1.000 2.000 2.000 26.0 12.4 -1.0
a -0.494 0.288 0.503 0.846 0.745 26.0 12.8 -0.7
c -0.494 0.008 1.000 2.000 2.000 25.9 12.7 -0.7
a -0.782 0.324 0.485 0.718 0.802 25.9 13.3 -0.4
c -0.782 0.007 1.000 2.000 2.000 25.7 13.3 -0.4
a -1.058 0.340 0.470 0.696 0.852 25.6 10.9 -0.1
c -1.058 0.008 1.000 2.000 2.000 25.5 10.9 -0.1
a -1.349 0.323 0.489 0.724 0.863 25.4 11.5 0.2
c -1.349 0.007 1.000 2.000 2.000 25.3 10.1 0.2
a -1.671 0.281 0.523 0.775 0.865 25.2 10.8 0.5
c -1.671 0.006 1.000 2.000 2.000 25.1 10.2 0.5
a -2.031 0.217 0.563 0.834 0.886 25.0 11.0 0.9
a -2.431 0.399 0.603 0.893 0.924 24.9 11.8 1.3
c -2.431 0.011 1.000 2.000 2.000 24.7 9.9 1.3
a -3.262 0.415 0.852 0.947 0.959 24.9 11.6 2.1
c -3.262 0.002 1.000 2.000 2.000 24.8 11.6 2.1
a -4.227 0.077 0.892 0.991 0.992 24.8 13.5 3.1
a -5.199 0.086 0.893 0.999 0.993 24.3 15.5 4.0
a -6.171 0.088 0.893 1.000 0.993 21.5 17.5 5.0
a -7.144 0.091 0.893 1.000 0.993 19.5 19.6 6.0
a -8.115 0.098 0.893 1.000 0.993 18.2 17.2 6.9
Table 4.1: E15 in 40 variables, 15 random linear equality constraints
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D − log10 ||rP || − log10 ||rD|| − log10 |rG|
0 0.125 0.000 0.000 0.000 0.000 inf inf -1.6
a -0.214 0.490 0.542 2.000 0.803 26.8 21.2 -1.3
c -0.214 0.015 1.000 2.000 2.000 26.7 18.7 -1.3
a -0.473 0.443 0.448 1.397 0.700 26.4 17.6 -1.0
c -0.473 0.017 1.000 2.000 2.000 26.4 16.0 -1.0
a -0.708 0.442 0.418 1.043 0.653 26.2 16.3 -0.8
c -0.708 0.017 1.000 2.000 2.000 26.1 13.3 -0.8
a -0.941 0.396 0.416 0.897 0.682 26.0 13.5 -0.5
c -0.941 0.011 1.000 2.000 2.000 25.9 13.3 -0.5
a -1.174 0.347 0.416 0.835 0.728 25.6 13.8 -0.3
c -1.174 0.009 1.000 2.000 2.000 25.5 13.8 -0.3
a -1.417 0.362 0.428 0.809 0.737 25.2 14.2 -0.1
c -1.417 0.009 1.000 2.000 2.000 24.9 14.2 -0.1
a -1.651 0.332 0.417 0.786 0.752 24.6 14.7 0.2
c -1.651 0.006 1.000 2.000 2.000 24.4 14.7 0.2
a -1.882 0.307 0.413 0.797 0.775 24.2 15.2 0.4
c -1.882 0.007 1.000 2.000 2.000 24.1 15.2 0.4
a -2.170 0.438 0.484 0.833 0.755 23.8 15.7 0.7
c -2.170 0.011 1.000 2.000 2.000 23.7 15.5 0.7
a -2.489 0.442 0.521 0.812 0.823 23.4 16.1 1.0
c -2.489 0.016 1.000 2.000 2.000 23.3 16.0 1.0
a -2.869 0.464 0.583 0.873 0.864 23.2 16.6 1.4
c -2.869 0.012 1.000 2.000 2.000 23.1 16.3 1.4
a -3.278 0.385 0.610 0.905 0.904 23.0 17.1 1.8
c -3.278 0.009 1.000 2.000 2.000 22.9 16.9 1.8
a -3.717 0.238 0.636 0.949 0.942 22.8 16.9 2.2
a -4.178 0.351 0.654 0.978 0.969 22.7 17.7 2.7
c -4.178 0.001 1.000 2.000 2.000 22.7 17.7 2.7
a -5.135 0.230 0.889 0.990 0.988 22.7 19.5 3.7
a -6.109 0.258 0.894 0.993 0.993 22.7 21.2 4.6
c -6.109 0.000 1.000 2.000 2.000 22.7 21.2 4.6
a -7.083 0.003 0.894 0.993 0.993 22.7 23.0 5.6
a -8.058 0.003 0.894 0.993 0.993 22.7 24.8 6.6
Table 4.2: E30 in 40 variables, 15 random linear equality constraints
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step log µ β α αmaxP α
max
D − log10 ||rP || log10 ||rD|| log10 |rG|
0 0.301 0.046 0.000 0.000 0.000 inf inf -0.9
a -0.039 0.275 0.542 2.000 0.804 27.2 14.7 -0.6
c -0.039 0.012 1.000 2.000 2.000 27.4 14.5 -0.6
a -0.370 0.222 0.534 1.480 0.791 27.0 13.6 -0.2
a -0.728 0.386 0.561 1.098 0.831 27.1 14.2 0.1
c -0.728 0.014 1.000 2.000 2.000 27.3 14.2 0.1
a -1.460 0.234 0.815 0.990 0.905 27.2 15.7 0.9
a -2.161 0.378 0.801 0.975 0.976 26.9 16.9 1.6
c -2.161 0.015 1.000 2.000 2.000 25.9 11.5 1.6
a -3.138 0.048 0.895 0.995 0.994 26.9 13.5 2.5
a -4.135 0.061 0.899 0.999 0.999 27.0 15.5 3.5
a -5.134 0.081 0.900 1.000 1.000 24.5 17.5 4.5
a -6.131 0.123 0.899 0.999 1.000 23.1 19.5 5.5
a -7.124 0.202 0.898 0.998 0.999 20.4 18.9 6.5
a -8.104 0.353 0.895 0.995 0.998 19.0 17.8 7.5
c -8.105 0.014 1.000 2.000 2.000 18.6 17.5 7.5
Table 4.3: Vamos polynomial with 5 random linear equality constraints
step log µ β α αmaxP α
max
D − log10 ||rP || log10 ||rD|| log10 |rG|
0 0.301 0.046 0.000 0.000 0.000 inf inf -0.9
a 0.010 0.257 0.488 1.152 0.724 27.4 19.8 -0.6
c 0.010 0.009 1.000 2.000 2.000 27.7 13.3 -0.6
a -0.318 0.231 0.530 0.966 0.786 27.1 13.9 -0.3
a -0.601 0.418 0.479 0.853 0.820 26.8 14.5 -0.0
c -0.601 0.012 1.000 2.000 2.000 26.4 14.4 -0.0
a -0.941 0.291 0.542 0.804 0.916 26.2 15.0 0.3
c -0.941 0.009 1.000 2.000 2.000 26.0 14.8 0.3
a -1.303 0.222 0.565 0.837 0.972 25.8 15.3 0.7
a -1.697 0.423 0.597 0.885 0.948 25.7 16.0 1.1
c -1.697 0.012 1.000 2.000 2.000 25.5 15.8 1.1
a -2.402 0.335 0.803 0.939 0.954 25.7 17.2 1.8
c -2.402 0.006 1.000 2.000 2.000 25.6 17.2 1.8
a -3.327 0.177 0.881 0.980 0.979 25.8 19.0 2.7
a -4.313 0.220 0.897 0.997 0.996 26.0 20.2 3.7
a -5.311 0.263 0.899 0.999 0.999 25.3 20.3 4.7
c -5.311 0.004 1.000 2.000 2.000 24.5 12.6 4.7
a -6.309 0.006 0.900 1.000 1.000 22.9 14.5 5.7
a -7.306 0.011 0.899 1.000 0.999 21.3 17.5 6.7
a -8.314 0.029 0.902 1.002 1.003 18.3 15.8 7.7
Table 4.4: Vamos polynomial with 2 random linear equality constraints
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D − log10 ||rP || − log10 ||rD|| − log10 |rG|
0 1.000 0.000 0.000 0.000 0.000 inf inf -1.6
a 0.508 0.389 0.678 1.103 0.753 25.5 15.3 -1.1
c 0.508 0.015 1.000 2.000 2.000 25.7 11.4 -1.1
a 0.113 0.144 0.597 0.884 0.891 25.7 12.2 -0.7
a -0.296 0.291 0.611 0.905 0.940 25.9 12.3 -0.3
c -0.296 0.006 1.000 2.000 2.000 25.8 12.3 -0.3
a -1.141 0.394 0.857 0.952 0.974 26.0 13.9 0.5
c -1.141 0.003 1.000 2.000 2.000 26.2 13.9 0.5
a -2.110 0.075 0.893 0.992 0.996 25.8 15.8 1.5
a -3.107 0.084 0.899 0.999 0.999 24.1 17.7 2.5
a -4.106 0.087 0.900 1.000 1.000 22.6 19.6 3.5
a -5.106 0.093 0.900 1.000 1.000 20.9 19.9 4.5
a -6.105 0.108 0.900 1.000 1.000 18.3 18.2 5.5
a -7.105 0.145 0.900 1.000 1.001 17.0 16.7 6.5
Table 4.5: Vamos-like polynomial in 40 variables with 10 random linear equality constraints
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Chapter 5
Implementation of an interior-point
method for linear optimisation
5.1 Introduction
The purpose of this chapter is to describe the techniques used in my implementation of an
interior-point method for linear optimisation as well as some other techniques that may be
interesting. My implementation can be found at https://www.github.com/tmyklebu/lp.
The heavy focus on implementation details, tricks, and heuristics in this chapter may seem
to represent a significant break in philosophy from the earlier chapters. It does not. In my
view, the purpose of studying algorithms for a particular class of problem is that someone
might someday wish to solve problems from that class, and that someone might want to be
as well-equipped to do so as possible. Tricks and heuristics are fair game in that context,
and documentation of those implementation details that have shown themselves effective in
practice is invaluable.
There are no available solvers tailored to hyperbolicity cone optimisation in general. There
are few available solvers that use self-concordant barriers to handle general conic constraints.
There are, however, successful packages, such as SeDuMi [83] and SDPT3 [87] for symmetric
cone programming that make special use of self-scaled barriers. Linear optimisation is the
best-understood class of optimisation problems for which interior-point methods have been
successful. Several excellent software packages are available for solving linear optimisation
problems using interior-point methods.
The technology for linear optimisation seems to be mature; these excellent software packages
are all capable of solving broadly similar sets of problems in broadly similar amounts of time.
The bulk of this chapter is spent discussing some of the techniques used in modern linear
optimisation solvers.
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If one is proposing, as I am in Sections 5.4.4 and 5.8, a new technique in linear optimisation,
that technique must be evaluated with respect to a sensible baseline. A comparison showing
a reduction in iteration count against a solver that is using the same step lengths in the
primal and dual may not show anything interesting at all; the new technique when applied
to a better solver might show an iteration count regression or no improvement. Likewise, a
computational comparison showing a modest reduction in overall processing time against a
solver whose Cholesky factorisation is very slow is not very hard to make.
This chapter studies algorithms for solving the linear optimisation problem
min cTx
subject to Ax = b
x ≥ 0.
(5.1)
Here, A, b, and c are vectors of machine-representable numbers. In many applications, A is
quite sparse.
The dual of this problem is
max bTy
subject to ATy + s = c
s ≥ 0.
(5.2)
A problem is considered solved when, for some notion of “close to”, the following conditions
hold:
• x ≥ 0 and s ≥ 0.
• Ax is close to b.
• ATy + s is close to c.
• cTx is close to bTy.
The inequalities x > 0 and s > 0 will hold by construction, but the other three conditions
make up a termination condition.
At each iteration, we solve linear systems of the form
Adx = r1




The matrix T 2 will always be symmetric and positive definite. T 2 is traditionally chosen
to be XS−1. There is considerable variety in the choices of r1, r2, and r3. One may solve
several systems of this form with the same T 2 but different right-hand sides.
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5.2 Solving the linear system
The survey paper [1] by Andersen, Gondzio, Mészáros and Xu on implementing interior-point
methods for LP devotes a substantial amount of attention to linear algebra issues.
5.2.1 The Cholesky approach
The approach described in this subsection is frequently called the “normal equations” ap-
proach.
One approach to solving (5.3) is to find dy first; one can solve AT
2ATdy = AT
2r2−Ar3 + r1
for dy, then compute ds = r2 − ATdy, then compute dx = r3 − T 2ds.
The matrix AT 2AT is symmetric and positive semidefinite. If A has full row rank, it
is positive definite. A Cholesky factorisation therefore exists; in principle, we can write
AT 2AT = LLT where L is lower-triangular. Provided r1 ∈ imA, one can then find some dy
that works, from which one can compute ds and dx.
If T 2 is chosen to be a diagonal matrix, as is traditionally done, and every column of A has
few nonzero entries, AT 2AT will often be sparse. It turns out that the number of nonzeros
in the Cholesky factor L depends not only on the sparsity pattern of AT 2AT , but also on
the “variable ordering”—the ordering of the rows and columns of AT 2AT ; the number of
nonzeros in a Cholesky factor of PAT 2ATP T for some permutation matrix P can vary quite
substantially with P . There is no numerical advantage to reordering rows and columns in
Cholesky factorisation, so the variable ordering can be chosen heuristically to reduce the
number of nonzeros in L.
Practically successful techniques for choosing a variable ordering (P in the last paragraph)
exist and have been implemented. The book [20] by George and Liu provides an accessible
introduction to the problem of solving large sparse positive definite systems by Cholesky fac-
torisation. The book [15] by Davis is more recent and also covers methods for nonsymmetric
systems. The module CHOLMOD [12] in the software package SuiteSparse is a state-of-the-
art, freely-available and freely-usable implementation of sparse Cholesky factorisation.
Thanks to accumulated roundoff error, Cholesky factorisation may compute a negative or
zero diagonal element of which it would like the square root. Wright [97] showed that zeroing
every row of the Cholesky factor where a small or negative number is found on the diagonal
and setting the corresponding entry on the right-hand side to zero when solving linear systems
results in useful steps as long as the threshold chosen is small and the undisturbed part of
AT 2AT is reasonably-conditioned. More concretely, while the computed value of dy in this
approach may differ considerably from the true dy, the components of the computed ds
corresponding to small components of s are accurate and the components of the computed
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dx corresponding to small components of x are accurate.
The following table should give some sense of the relative amounts of time required to
compute a sparse Cholesky factorisation, to solve one linear system using that Cholesky
factorisation, and to solve four linear systems with the same left-hand side simultaneously
on a modern (as of 2015) computer.
This computer has an Intel Xeon E3-1245v2 (Sandy Bridge) processor with eight logical cores
and four physical cores, though no experiment reported in this thesis used more than one
core. This computer has 32GB of memory. Each physical core has a 32kB 8-way associative
first-level data cache, a 32kB 8-way associative first-level instruction cache, and a 256kB
8-way associative second-level cache. There is also an 8MB 16-way associative third-level
cache. Every cache line has 64 bytes. This computer runs Linux 3.16.0, and all code was














G3 circuit 1585478 4.623e6 6.225e10 9.939e7 4.220 0.1019 0.2338
af 5 k101 503625 9.027e6 6.229e10 9.882e7 3.572 0.0822 0.1626
apache2 715176 2.767e6 1.865e11 1.378e8 9.092 0.1126 0.2349
bone010 986703 1.244e7 4.980e11 3.752e8 23.704 0.2838 0.5664
consph 83334 3.047e6 1.298e11 6.833e7 5.616 0.0469 0.0925
inline 1 503712 1.866e7 1.418e11 1.722e8 7.580 0.1335 0.2621
ldoor 952203 2.374e7 7.393e10 1.431e8 4.808 0.1230 0.2478
nd12k 36000 7.128e6 4.886e11 1.146e8 20.700 0.0760 0.1546
nd24k 72000 1.439e7 2.181e12 3.258e8 88.640 0.2199 0.4430
nd6k 18000 3.458e6 1.149e11 4.050e7 5.192 0.0270 0.0552
offshore 259789 2.251e6 1.034e11 8.335e7 5.116 0.0652 0.1293
ship 003 121728 4.104e6 8.195e10 6.090e7 3.800 0.0431 0.0875
Here, m is the number of rows (and columns) of the matrix, nnz is the number of nonzeros,
chol means Cholesky factorisation, bksv means backsolve (i.e. solving Lz = r for z given an
m-vector r), and bksv4 means four parallel backsolves (i.e. solving LZ = R for Z given an
m× 4 matrix R).
Notice that the ratio of “time” to “flops” is substantially—around a factor 15—higher
for backsolves. Notice also that the time to do four parallel backsolves is substantially
smaller than four times the time needed for a single backsolve. These numbers are machine-
dependent, but the patterns noted above appear for several fundamental reasons, one of
which is that the number of memory operations needed in a backsolve is larger than the
number of floating-point operations, while it is typically substantially smaller for Cholesky
factorisation. This is also one reason why the time to do four parallel backsolves is not four
times the time needed to do a single backsolve.
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For these reasons, I will refrain from simply counting flops, or counting matrix factorisations
and backsolves, to estimate the costs and benefits of a technique—they cannot substitute
for a measurement of the real computational cost involved.
The approach outlined above has some disadvantages. For one, if A has a single column
without any zero entries, then AT 2AT will be fully dense. A number of techniques have been
proposed for handling this difficulty.
• Column splitting (Vanderbei [89]): If a variable xi appears in a large number of rows,
create several variables x1i , . . . , x
k
i . In each row containing xi, replace xi with one of
the variables x1i , . . . , x
k








i to the system
Ax = b.
• Partitioning columns: Partition the columns of A into “sparse” and “dense” columns.
if S is the sparse part and D is the dense part, then AT 2AT = ST 2ST + DT 2DT .
Provided ST 2ST is nonsingular, one can compute solutions to AT 2ATdy = rhs using
a Cholesky factorisation of ST 2ST and the Sherman-Morrison-Woodbury formula. A
variant is to add a small diagonal regulariser to ST 2ST before factorisation and use
iterative refinement.
• If ST 2ST is singular, Andersen [2] proposed adding a diagonal regulariser EET to
ST 2ST “on the fly” during factorisation, adding a diagonal entry to EET whenever a
small diagonal entry arises during Cholesky factorisation.
• Product-form Cholesky (Goldfarb and Scheinberg [21]): If one has an LDLT factori-
sation of a positive definite matrix A (where L is unit lower-triangular and D is diag-
onal), then A + vvT = L(D + L−1vvTL−T )LT . One can get an LDLT factorisation of
D + L−1vvTL−T ; the triangular factor, say L′, has the form
1 0 0 · · · 0
p2β1 1 0 · · · 0






pnβ1 pnβ2 pnβ3 · · · 1
 , (5.4)
where p and β are vectors of dimension n. Goldfarb and Scheinberg suggested partition-
ing A into sparse and dense columns, forming an LDLT factorisation of AdenseT
2ATdense,
working out V := L−1Asparse, and computing a Cholesky factorisation, as a product of
matrices of the form (5.4), of D+V V T . For formulae for computing the vectors p and
β, see [21].
I will note that both backsolve using matrices of the form (5.4) and multiplication
in sequence by by several matrices of the form (5.4) are amenable to blocking and
vectorisation.
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A large number of practically successful linear optimisation problem solvers, such as CPLEX,
BPMPD, and the linprog routine in MATLAB use the Cholesky factorisation approach
together with some handling of dense columns. My code uses Cholesky factorisation, but it
does not incorporate any tricks for handling dense columns.
5.2.2 Symmetric indefinite factorisation
Instead of finding dy, then ds, then dx, one can instead solve a symmetric indefinite system
of the form
−T−2dx ATdy = r2 − T−2r3
Adx = r1
using a factorisation of the form LDLT , where L is unit lower-triangular and D is diagonal
(but indefinite).
Note that this system has a number of nonzeros on the same order as the number of nonzeros
in A.
Proceeding by elimination of the first n variables and equations leads to the Cholesky ap-
proach from the previous section and the dense column problem associated with it. In some
sense, therefore, one can do at least as well using symmetric indefinite factorisation as with
Cholesky.
Symmetric indefinite factorisation has notable complications. What follows is an illustration







there do not exist lower-triangular L and diagonal D such that M = LDLT . If one replaces
















Consider solving systems using this factorisation in floating-point arithmetic. (In floating-
point arithmetic, if one ignores underflow and overflow conditions as I will throughout this
example, the difference between a computed addition, subtraction, multiplication, or division
and the actual result r can be bounded above by r times the “machine epsilon” εmach.)
For simplicity, consider a decimal floating-point system with six significant digits and take
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The correct result is roughly (−10−4, 1)T ; solving the system using this factorisation lost
about two digits of accuracy.
Bunch and Parlett [9] proposed a factorisation for dense symmetric indefinite matrices. This
factorisation is of the form LDLT , where L is lower triangular with unit diagonal and there
exists a permutation matrix P such that PDP T is block-diagonal with 1×1 and 2×2 blocks.
The 2× 2 pivots in Bunch-Parlett factorisation mean that, unlike in the Cholesky approach,
the variable ordering may need to change during factorisation for numerical reasons.
Sparse variants of Bunch-Parlett factorisation exist. These must balance the need to min-
imise fill-in during factorisation with the need to obtain a useful factorisation. The PARDISO
project [78] develops and distributes a suite of direct symmetric indefinite solvers, and, to my
knowledge, PARDISO represents the state of the art in symmetric indefinite factorisation.
PARDISO’s user manual, at the time of this writing, states
The coefficient matrix is perturbed whenever numerically acceptable pivots can-
not be found within a diagonal supernode block. One or two passes of iterative
refinement may be required to correct the effect of the perturbations.
To my knowledge, there is currently no freely-available, freely-usable, general-purpose im-
plementation of sparse symmetric indefinite factorisation of similar speed and quality to
CHOLMOD. However, the BPMPD package of Mészáros [50] uses this approach for some
LPs. A paper by Maros and Mészáros [47] describes the indefinite factorisation used in
BPMPD.
5.2.3 Iterative methods
When confronted with a large, sparse, positive definite system such as AT 2ATdy = rhs,
my first impulse is to try solving it by the conjugate gradient method. Conjugate gradient
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needs a good preconditioner in order to converge quickly, and it is not clear what that
preconditioner should be.
Gonzalez-Lima, Wei, and Wolkowicz [26] use a preconditioned LSQR iteration to find search
directions, guessing the optimal partition using Tapia indicators in order to compute the
preconditioner. They report an improvement in running time on some randomly-generated
nondegenerate problems. Gondzio [24] uses a partial Cholesky decomposition as a precondi-
tioner for the conjugate gradient method, reporting success in a comparison against HOPDM
on some large linear and quadratic problems.
One idea that may be fruitful is to use a Cholesky factorisation of AT 2oldA
T , where T 2old is from
some past iteration, as a preconditioner. I have not yet tried this, and I hope to soon, but I
speculate that it is advantageous on larger problems on which the Cholesky factorisation is
substantially more expensive (say, a factor 50 or more) than a backsolve.
5.3 Controlling step length in theory
Mizuno, Todd, and Ye [52] developed a predictor-corrector algorithm that takes at most
O(
√
n log(1/ε)) iterations, generating iterates in neighbourhoods of the form
N2(βmax) =
{
(x, s) ∈ Rn++ × Rn++ : ||Xs− µe||2 ≤ βmax
}
.




(x, s) ∈ Rn++ × Rn++ : ||Xs− µe||∞ ≤ βmax
}
or the “wide neighbourhood”
N−∞(βmax) =
{
(x, s) ∈ Rn++ × Rn++ : Xs ≥ (1− βmaxµe
}
,
showing that the worst-case behaviour of their algorithm when adapted to N∞ or N
−
∞ is
worse. Interestingly, they also provided a heuristic analysis of their algorithms; they show
that, under a probabilistic assumption that may not be justified, their algorithm based
on N2 takes about n




The following power series argument is heuristic. It is the ν = 2 case of a more general
argument due to Monteiro, Adler, and Resende [54].
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Note that the first two equations in this system are the same as those for computing the
affine-scaling direction. A second-order approximation to the central path is then given by





















The vector of complementarity products is then
X̂(t)ŝ(t) = (1− t+ t2/2)X(0)s(0) +O(t3).
“O(t3)” above is a somewhat abusive thing to write, since t is typically taken fairly large—
close to 1 if possible. So the O(t3) term is not necessarily negligible.
Mehrotra [49] described a search direction that is a linear combination of the affine-scaling,
constant-gap centring, and second-order corrector directions and reported on its computa-
tional effectiveness. Mehrotra’s technique is very important in most, if not all, practical
interior-point codes for linear optimisation.
Mehrotra first computes the affine scaling direction (daffx , d
aff
s ). Then he finds the longest
primal and dual step lengths in the affine scaling direction, αaffP and α
aff
D , that do not leave





s )/n. He takes




s = −Xs+ γµe+Daffx daffs .
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If a unit step in the direction (dmehx , d
meh
s ) is possible, the vector of complementarity products
becomes
(X +Dmehx )(s+ d
meh









A variant of this procedure, implemented in Matlab’s linprog and Zhang’s LIPSOL, takes
γ = min((µ′/µ)3, 0.2083/2). The reason for the choice of 0.208 is obscure to me, but ap-
parently it is due to Yin Zhang. (For what it’s worth, the corresponding comment in the
LIPSOL source code simply says “don’t ask why.”)
5.4.2 Higher-order Mehrotra-like correctors
The power series derivation given in the previous subsection can be extended to higher
derivatives than just the second derivative. This was first done by Monteiro, Adler, and
Resende [54]. Mehrotra’s original paper [49] reports on experiments with these higher-order
approximations to the central path, finding that they do not substantially improve iteration
counts.
5.4.3 Gondzio’s correctors
Gondzio [22] proposed another technique for improving search directions and reported on its
practical effectiveness.
Given an iterate (x, s) and a search direction (dx, ds), Gondzio computes the largest αP ≤ 1
and αD ≤ 1 such that x′ := x + αPdx ≥ 0 and s′ := s + αDds ≥ 0. Gondzio then computes
µ′ = s′Tx′/θ and forms the vector v′ = X ′s′. Gondzio then computes the vector w′ to
be the closest point on the hypercube [βminµ, βmaxµ]




′ − w′. These search directions are added to the current search directions.
Gondzio iterates this procedure until an acceptability test is failed or too many Gondzio
correctors have been computed.
There are several variants on this technique. In Gondzio’s paper [22], Gondzio takes βmin =
0.1, βmax = 10, δα = 0.1, and γ = 0.1.
Gondzio’s HOPDM code does something more elaborate. HOPDM modifies αP and αD
taking αP ← min(1, 1.08αP + 0.08) and doing similarly for αD. If the ith complementarity
product x′is
′
i is less than 0.1 of the target µ, the ith entry of the right-hand side vector is
µ − x′is′i. If x′is′i > 10µ, the ith entry of the right-hand side vector is −5µ. Otherwise, the
ith entry of the right-hand side vector is 0.
Mészáros’s BPMPD code does something very similar, but with 1.08 and 0.08 replaced by
1.09 and 0.09, respectively.
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5.4.4 Rank-four updates to an old scaling
Suppose a factorisation of AXoldS
−1
oldA
T = LLT is on hand. One can use a rank-four update
as described in Section 2.6 to get a primal-dual scaling T 2 = XoldS
−1
old + UDU
T where D is
a 4× 4 matrix. Then one has
AT 2AT = LLT + AUDUTAT .







To find dy, compute the m× 4 matrix V := L−1AU and the vector s = L−1r. Then
LTdy = s− V
(
D−1 + V TV
)−1
V T s.
The matrix inverse here is of a 4 × 4 matrix. I have found that, when D and U represent
two consecutive DFP updates in difference-of-squares form, this 4 × 4 system is typically
well-behaved.
A single Richardson iteration sometimes improves this step. Explicitly, if T 2 is XoldS
−1
old plus
a rank-four update, in addition to considering the direction defined by
d1y = (AT
2AT )−1r,




2AT )−1(r − AXS−1ATd1y)
where r is the desired right-hand side. Further Richardson iterations seem to hurt rather
than help, but I am not sure why.
Thus far, I have not been able to make this technique, with or without the Richardson
iteration, effective in computation. While it is easy to reduce the total number of Cholesky
factorisations needed using this technique, it does not seem to reduce running time.
5.5 Numerical issues
The following two theorems are due to Demmel. They show that, in floating-point arithmetic,
the computed Cholesky factorisation is the Cholesky factorisation of a nearby matrix, and,
when this factorisation is used to solve a linear system in the usual way, one can bound
the distance from the solution obtained to the solution desired. It is interesting and useful
because the notion of “nearby” used is independent of scaling, the bounds are nearly tight,
and Theorem 5.5.2 allows for accounting of error in computing the left-hand side.
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Theorem 5.5.1 ([16], Lemma 2.1). Assume that the result of a binary operation in floating-
point arithmetic differs from the true result by a factor at most 1 + ε. Let H be a positive
definite matrix with floating-point entries. Let L be the Cholesky factor of H computed in
floating-point arithmetic. Then there exists a matrix E such that LLT = H + E where, for






Theorem 5.5.2 ([16], Theorem 2.1). Assume that the result of a binary operation in floating-
point arithmetic differs from the true result by a factor at most 1 + ε. Let H be a positive
definite matrix with floating-point entries. Let L be the Cholesky factor of H computed in
floating-point arithmetic. Let δH be a perturbation satisfying |δHij| ≤ η
√
HiiHjj for some
η ≥ 0. Let D and A be such that D is diagonal and positive definite, A has unit diagonal,
and H = DAD.
Suppose one desires xtrue := (H + δH)
−1r, and so one computes xfp := L
−T (L−1r) by










where κ(A) is the condition number of A, i.e. ||A||2 ||A−1||2.
5.6 Controlling step lengths in practice
We can prove convergence of interior-point methods based on explicit neighbourhoods. In-
stead of using an explicit neighbourhood, however, most practical LP codes instead take
steps some large fraction of the way to the boundary in the current search direction. This
large fraction is classically chosen to be a number like 0.99, 0.995, 0.999, or 0.9999. Mehrotra
[49] uses a different choice of step length. By default, my implementation uses 0.9 for this
large fraction for “fresh” steps and 0.5 here when a step is derived from a rank-four update
to an old scaling.
One classically-known drawback of taking steps very close to the boundary is that the linear
system AXS−1AT becomes very ill-conditioned; it may become impossible to solve using
double-precision arithmetic if one is too careless. Other implementations deal with this
problem by omitting the ith column of A when forming AXS−1AT if xi is very small or
treating xi as a free variable if si is very small; my implementation does not do this.
Another classical practically-motivated modification of more theoretically sound interior-
point methods discussed thus far is to take steps of different lengths in the primal and dual.
My code does this as well.
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On some problems, taking a step involving Mehrotra’s corrector speeds convergence even
when it decreases the barrier parameter µ by less than an affine-scaling step would. I am far
from the first to notice this. One can observe this phenomenon in the wild on the NETLIB
instance dfl001 and Mészáros’s instance world, among others.
If an implementation is using Gondzio correctors, it must select an appropriate number of
Gondzio correctors. BPMPD and HOPDM use a heuristic based on the size of the Cholesky
factor and the number of flops needed to compute it to compute a limit on the number
of Gondzio correctors, together with a heuristic based on the improvement in centrality
obtained by the most recent Gondzio corrector, to terminate correction early if insufficient
progress is made. Gondzio’s original paper on Gondzio correctors [23] experimented with
varying the number of Gondzio correctors used between 1 and 10 and gave computational
results. My implementation uses at most four Gondzio correctors by default.
The rank-four update scheme of Section 5.4.4 is new. I have been unable to find a rule that
results in an overall computational savings. By default, my implementation takes up to 16
steps, stopping if the reduction in potential per unit time is worse than twice the average
reduction from a “fresh” step. Limiting the number of steps based on the rank-four update
scheme to 0, 1, or 2 seems to work better.
It should be noted that, when taking a step, one is nominally computing x′i ← xi + αdxi
for each i, and similarly for y and s. After doing so, thanks to roundoff, the equality
x′i = xi +αdxi will almost never hold exactly. Any interior-point method using approximate
arithmetic must correct, rather than amplify, these errors.
5.7 Handling infeasibility and unboundedness via self-
dual embedding
5.7.1 The Ye-Todd-Mizuno self-dual embedding
Ye, Todd, and Mizuno [99] proposed the following self-dual embedding of (5.1) and its dual:
min h0θ
subject to −Ax +bτ −b0θ = 0
ATy −cτ +c0θ +s = 0
−bTy +cTx −g0θ +κ = 0
bT0 y −cT0 x +g0τ = h0
x ≥ 0, τ ≥ 0, s ≥ 0, κ ≥ 0.
(5.5)
The optimal solution to this problem always has objective value 0, and it is attained when
θ = 0. The number h0 will always be positive; it is s
T
0 x0 + κ0τ0.
80
By strict complementarity, there exists a solution such that Xs = 0, x + s > 0, κτ = 0,
and κ + τ > 0. A path-following interior-point method will provably converge to a strictly
complementary solution in the absence of numerical errors [30], so either κ = 0 or τ = 0 at the
optimal solution found by a path-following IPM. Below, I expound on some properties this
strictly complementary solution (x, y, s, κ, τ, θ) has and how one can interpret the variables.
The variable τ represents a scaling of all of the primal and dual variables. If it is nonzero
at the optimal solution, then the original problem (5.1) has an optimal solution at x/τ , and
the original dual (5.2) has an optimal solution at (y/τ, s/τ).
The third equation is “backward weak duality”; if x is feasible for (5.1) and (y, s) is feasible
for (5.2), then cTx ≥ bTy with equality exactly when both x and (y, s) are optimal for their
respective problems. This third equation is its reverse, cTx ≤ bTy, with κ acting as a slack
and g0 being a perturbation. If κ at the strictly complementary optimal solution is nonzero,
then we have positive x ∈ kerA and ATy + s = 0 such that bTy > cTx. Either cTx < 0, in
which case the dual is infeasible, or bTy > 0, in which case the primal is infeasible, or both.
If κ = 0 at the optimal solution, then cTx = bTy so both primal and dual are optimal.
In this formulation, an arbitrary pair of strictly positive x and s can be chosen and τ and
κ may initially be set to arbitrary positive values; the parameters b0, c0, g0, and h0 can
be chosen so that all of the above equations are approximately satisfied. This provides an
attractive way to deal both with the difficulty of finding an initial strictly feasible point while
working within the framework of feasible-start interior-point methods. Further, b0, c0, g0,
and h0 can be recomputed from iteration to iteration in order to deal with (small) numerical
error as it arises. One can interpret b0 as the scaled primal residual and c0 as the scaled dual
residual.
The fourth equation in (5.5) actually has a purpose beyond simply making (5.5) self-dual.
If the optimal face in either (5.1) is unbounded (for instance because a free variable was
split into a positive-negative pair), the barrier problem (2.3) will be unbounded below for
every µ > 0. This can cause numerical problems—in the free variable splitting case, the
positive and negative parts will drift away from zero at the same rate, reducing precision.
For optimal x, y, s, and τ , the fourth equation can be rewritten as sTx0 + x
T s0 = K for
some constant K. Since x0 and s0 are strictly positive vectors, this defines a bounded subset
of the optimal face. This was known to Xu, Hung, and Ye [98], but it does not appear in
[99].
Ye, Todd, and Mizuno also point out that search directions for (5.5) can be computed by
solving three systems involving only x, y, and s and then working out the solution to a 2× 2
linear system—the linear algebra approaches discussed before can be used within the context
of this embedding with essentially no modification.
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5.7.2 Xu, Hung, and Ye’s modification
Xu, Hung, and Ye [98] proposed a simplification of Ye, Todd, and Mizuno’s scheme. To find
search directions, they solve the system
min h0θ
subject to −Adx +bdτ = r1
ATdy −cdτ +ds = r2
−bTdy +cTdx +dκ = r3
Sdx +Xds = r4
κdτ +τdκ = r5
dx ≥ 0, dτ ≥ 0, ds ≥ 0, dκ ≥ 0
(5.6)
for various choices of r1...5. It appears from their paper that the linear system (5.6) is
solved using a direct method rather than by the trick used to solve the system in Ye, Todd,
and Mizuno’s formulation. My implementation essentially uses the linear system (5.6) to
find search directions, but it solves the linear system (5.6) by taking an appropriate linear




ATdy +ds = r
′
2
Sdx +Xds = r
′
3
The variables τ and κ destroy the separation between primal and dual. One therefore needs
to adapt any desired trick to this setting.
Xu, Hung, and Ye still take separate steps in the primal and dual in some cases. If αP is the
primal step and αD is the dual step, both are capped at a multiple of the longest admissible
step of τ and of κ, and these variables are updated by τ ′ = τ + min(αPdτ , αDdτ ) and either
κ′ = κ + αDdκ if τ
′ = τ + αPdτ , or κ
′ = κ + αPdκ otherwise. The choice of τ
′ means either
the primal variables x or the dual variables y and s must be scaled.
Mehrotra’s corrector can be adapted to the Xu-Hung-Ye setup by ignoring κ and τ when
finding the Mehrotra corrector direction, then taking steps as described above. It may also
be possible to modify Mehrotra’s corrector to account for κ and τ ; I have not tried any such
technique.
Gondzio’s correctors can also be adapted to the Xu-Hung-Ye setup. Gondzio’s correctors
make use of a “trial point”—if a step were to be taken using the current direction, the trial
point indicates where the step would take the iterate. I compute this trial point, including
a trial κ and τ , using Xu, Hung, and Ye’s step selection technique. I also threshold the
complementarity product κτ before computing a Gondzio corrector as is done for all other
complementarity products.
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Other schemes for dealing with infeasibility and accumulated roundoff. Infeasible-start
interior-point methods, pioneered by Lustig, Marsten, and Shanno [44], are used by commer-
cially successful codes such as Gurobi and the symmetric cone optimisation problem solver
SDPT3 [87].
Another elegant self-dual embedding scheme is due to Nesterov, Todd, and Ye [60]. Mizuno
and Todd [51] investigated the (nontrivial) relationship between this Nesterov-Todd-Ye em-
bedding and the Ye-Todd-Mizuno embedding given above.
5.8 Sparse Cholesky factorisation
Sparse Cholesky factorisation can be implemented to take advantage of the fast matrix
multiplication provided by a platform-specific BLAS. “Supernodal” Cholesky factorisation
was introduced by Ashcraft, Grimes, Lewis, Peyton, and Simon [3]. Rothberg and Gupta
[77] give a detailed discussion of their implementation of supernodal Cholesky factorisation,
importantly discussing the effects of the (then new) processor cache on performance. Ng
and Peyton [66] discuss a parallel sparse Cholesky implementation. Where relevant, I will
describe the supernodal data structure used in the successful CHOLMOD package [12].
In a supernodal factorisation, the lower-triangular factor L (of A = LLT ) is stored as a
sequence of “supernodes.” Each supernode represents a contiguous sequence of columns of
L. A supernode is equipped with beginning and ending columns, an array of row indices,
and a rectangular matrix representing the entries of L in the specified rows and columns. In
CHOLMOD, these rectangular matrices are stored in column-major order.
When coalescing adjacent columns into a supernode, some supernodal Cholesky packages,
CHOLMOD among them, will represent explicitly some matrix entries that are structurally
zero in the interest of reducing the number of supernodes. (This trick does not appear in [3],
but it does appear in CHOLMOD. I am not certain of its origin.) This can make factorisation
faster, but the added “nonzeros” can make the factor larger and backsolves slower.
A remedy for the increased memory traffic associated with supernodal Cholesky backsolves
is to convert the factor to “simplicial form”—list, for each column, the row of every nonzero
in that column and the value of that nonzero. In this way, one can guarantee that no zero
entries in the factor take any memory. This helps; however, backsolves using this data
structure do essentially random access to the right-hand side vector and make poor use of
the processor caches.
A hybrid data structure can be designed. Rothberg and Gupta [77] discussed a “blocked
supernodal” data structure and a Cholesky factorisation routine that produces it as output.
Borrowing heavily from their ideas, I postprocess a supernodal factorisation produced by
CHOLMOD, converting it to an array of blocks. In my implementation, there are four types
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of blocks:
• “Diagonal triangle”: A dense lower-triangular matrix together with starting and ending
column indices.
• “Subdiagonal rectangle”: A dense rectangular matrix together with starting and ending
column indices and an array of row indices.
• “Packed subdiagonal rectangle”: A dense rectangular matrix together with starting
and ending column indices and starting and ending row indices.
• “Sparse triangle”: Starting and ending column indices, and, for each represented col-
umn, a list of row indices of nonzero entries and the values of those nonzeros.
Lower-triangular backsolves pass over this array of blocks in forward order, asking each
block to do whatever it needs to make a lower-triangular solve happen. Upper-triangular
backsolves pass over this array in reverse order.
A heuristic is employed to convert a supernodal factorisation into this new data structure.
This heuristic is something of a mess. I will now give an overview. This overview is slightly
inaccurate in the interest of simplicity of presentation. Refer to the code for details.
I keep an array of “pending sparse entries,” each of which is a row-column-entry triple. I
process the supernodes in order. For each supernode, I decompose the diagonal triangular
part and I decompose the subdiagonal rectangular part.
Decomposing a diagonal triangle means that, if it is small and dense, I generate a diagonal
triangle block. Otherwise, if it is very sparse, I append its nonzeros to the array of pending
sparse entries. Otherwise, I break it into a top-left triangle, a bottom-left rectangle, and a
bottom-right triangle, recursively decomposing those.
Decomposing a subdiagonal rectangle means that, if it is small and dense, I generate a
(possibly packed) subdiagonal rectangle block. Otherwise, if it is very sparse, I append its
nonzeros to the array of pending sparse entries. Otherwise, I break it into either top and
bottom halves or left and right halves and recursively decompose those.
This heuristic can probably be improved.
Table 5.1 was generated from a number of matrices from the University of Florida sparse
matrix collection. The columns have the following meanings:
• “prob”: The name of the matrix being factored.
• “rows”: The number of rows in the matrix.
• “nnz(A)”: The number of nonzeros in the matrix.
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• “nnz(L)”: The number of nonzeros in the lower-triangular factor L.
• “fac time”: The time, in seconds, needed to do a single numerical Cholesky factorisation
of the given matrix. This does not include symbolic factorisation time, which is not
reported here.
• “rebuild time”: The time, in seconds, needed to convert CHOLMOD’s supernodal
factorisation to the new blocked data structure.
• “simp bksv”: The average time, in seconds, over 50 trials, needed to solve Lx = b,
where L is the lower-triangular factor, for the vector x using CHOLMOD’s simplicial
factorisation.
• “simp bksv4”: The average time, in seconds, over 25 trials, needed to solve LX = B,
where L is the lower-triangular factor, for the m× 4 matrix X stored in column-major
order using CHOLMOD’s simplicial factorisation.
• “new bksv”: The average time, in seconds, over 50 trials, needed to solve Lx = b,
where L is the lower-triangular factor, for the vector x using the new blocked data
structure.
• “new bksv4”: The average time, in seconds, over 25 trials, needed to solve LX = B,
where L is the lower-triangular factor, for the m× 4 matrix X stored in column-major
order using the new blocked data structure.
In the CHOLMOD tests, a workspace was allocated up-front to avoid counting memory
allocation and deallocation overhead and the backsolve was done in-place using cholmod
super lsolve.
The table 5.2 gives average Cholesky factorisation, rebuild, and backsolve times for three dif-
ferent factorisations on a variety of linear optimisation problems. I tested both CHOLMOD’s
supernodal and simplicial data structures here. For the simplicial factorisation tests, a su-
pernodal factorisation was performed which was then converted to simplicial. I ran my
LP solver to completion with at least the arguments --no-stale; for the simplicial test,
--simplicial-factor was added, and for the new factorisation test, --rebuild-factor
was added.
All of the times reported in Table 5.2 correspond to the average time needed to do a certain
thing over an entire run of the solver on an input. The run represented in the “fac time” and
“rebuild time” columns is the one with the new data structure; in the performance profile
printed at exit, these are “dfp::update root” and “supernodal factorisation::rebuild”, respec-
tively. (Notably, “fac time” includes the time needed to form AAT .) The “change time”
column is the average time needed to convert a supernodal factorisation to simplicial. “bksv”
means a lower-triangular backsolve with a single right-hand side; it is the “lower half solve”
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af 5 k101 503625 9.03e6 9.88e7 3.57 0.308 0.082 0.163 0.070 0.122
ship 003 121728 4.10e6 6.09e7 3.80 0.192 0.043 0.088 0.038 0.068
G3 circuit 1585478 4.62e6 9.94e7 4.22 0.480 0.102 0.234 0.082 0.142
ldoor 952203 2.37e7 1.43e8 4.81 0.440 0.123 0.248 0.106 0.180
offshore 259789 2.25e6 8.34e7 5.12 0.276 0.065 0.129 0.057 0.101
nd6k 18000 3.46e6 4.05e7 5.19 0.136 0.027 0.055 0.025 0.044
consph 83334 3.05e6 6.83e7 5.62 0.208 0.047 0.092 0.043 0.077
inline 1 503712 1.87e7 1.72e8 7.58 0.472 0.134 0.262 0.117 0.206
apache2 715176 2.77e6 1.38e8 9.09 0.476 0.113 0.235 0.095 0.168
nd12k 36000 7.13e6 1.15e8 20.70 0.388 0.076 0.155 0.070 0.128
bone010 986703 1.24e7 3.75e8 23.70 1.16 0.284 0.566 0.249 0.443
nd24k 72000 1.44e7 3.26e8 88.64 1.13 0.220 0.443 0.201 0.362
Table 5.1: CHOLMOD’s simplicial factorisation structure versus the blocked data structure
on several matrices from the University of Florida sparse matrix collection. Times are in
seconds.
line in the performance profile. “bksv3” means a lower-triangular backsolve with three right-
hand sides stored consecutively; it is the “lower half solve 3” line in the performance profile.
Total times required for the LP solver to run on various inputs using various data struc-
tures for the Cholesky factorisation are reported in Table 5.4. Doing backsolves with the
supernodal factorisation is always slowest. On these seven linear optimisation problems, the
simplicial factorisation is faster on two cases, rail2586 and nug15, by 0.5% and 0.9%, the
two run at very close to the same speed on one case, fome12, and the new data structure
is faster on the remaining four cases by at least 2%. (On pds-40, this 2% difference can be
entirely attributed to the solver doing one fewer iteration.)
Times per iteration for the LP solver to run on a large testbed of LP problems is given
in Table 5.3. One can compute the geometric mean of the ratios in the fourth column; an
average 1.1% speedup is observed over using the simplicial factorisation.
This is not a huge difference. However, I believe the implementation of “rebuild” described
above can be improved both to speed it up and to enhance locality during backsolves.
Furthermore, I believe that, with some careful programming that I have not yet done, one
can bypass CHOLMOD’s factorisation and the “rebuild” step entirely, factoring matrices
















aa01 47748 49710 0.960531
aa03 49744 48784 1.019679
aa3 24424 25546 0.956079
aa4 12794 12915 0.990631
aa5 22219 23723 0.936602
aa6 16857 17630 0.956154
acc-tight5 11877 11912 0.997062
air02 21508 21323 1.008676
air03 27205 28075 0.969012
air04 47319 51763 0.914147
air05 29940 29940 1.000000
air06 46520 48851 0.952283
aircraft 124759 126014 0.990041
bab5 29948 30594 0.978885
bas1lp 628613 615752 1.020887
baxter 301528 304810 0.989233
biella1 25531 26644 0.958227
bnatt350 95056 98528 0.964761
car4 17482 17678 0.988913
ch 10560 10541 1.001802
complex 76490 76188 1.003964
core2536-691 70952 74370 0.954041
cov1075 18993 19585 0.969773
cq5 17697 18176 0.973647
cq9 38321 39516 0.969759
cr42 11792 12195 0.966954
cre-b 47479 48943 0.970088
cre-d 38143 39004 0.977925
crew1 20673 21046 0.982277
d2q06c 11236 11452 0.981139
dano3mip 148638 159695 0.930762
dbic1 420196 419762 1.001034
dbir1 489189 505919 0.966931
dbir2 576757 585680 0.984765
degen3 13343 13818 0.965625
dfl001 62629 65852 0.951057
ex3sta1 747308 750274 0.996047
fit1p 21259 21350 0.995738
fit2d 54544 51973 1.049468
fome11 130501 138597 0.941586








fome13 633380 643766 0.983867
fome20 175049 178567 0.980299
fome21 394436 397333 0.992709
ge 20415 21260 0.960254
iis-100-0-cov 1007954 1000377 1.007574
iis-bupa-cov 1882628 1900653 0.990516
iis-pima-cov 4139796 4169138 0.992962
israel 13357 1890 7.067196
karted 6069745 6088916 0.996851
ken-11 29133 32149 0.906187
ken-13 73360 98999 0.741018
ken-18 351385 385766 0.910876
kl02 54943 52983 1.036993
lp22 67135 69624 0.964251
lpl1 117401 124923 0.939787
lpl3 30678 34512 0.888908
map18 3312067 3262373 1.015232
map20 3293550 3260612 1.010102
maros-r7 38914 41023 0.948590
mine-166-5 234982 233697 1.005499
mine-90-10 46881 49001 0.956736
mod2 123489 129516 0.953465
model10 35071 36325 0.965478
model11 28976 26446 1.095667
model4 12090 12074 1.001325
model5 22550 22360 1.008497
model8 19009 19536 0.973024
model9 12338 12155 1.015056
msc98-ip 712657 726034 0.981575
mzzv11 134805 142763 0.944257
n3700 20489 19294 1.061936
n3701 18554 19099 0.971464
n3702 18216 19590 0.929862
n3703 19325 20937 0.923007
n3704 18733 19452 0.963037
n3705 18224 18932 0.962603
n3706 19514 22657 0.861279
n3707 18715 19095 0.980100
n3708 18439 19225 0.959116
n3709 18556 19265 0.963198








n370b 20144 22025 0.914597
n370c 18458 19155 0.963613
n370d 19132 19338 0.989347
n370e 19148 19573 0.978286
n3div36 40226 40410 0.995447
n3seq24 1534052 1509982 1.015941
n4-3 9705 10441 0.929509
nemswrld 60050 65491 0.916920
neos-1109824 564071 557486 1.011812
neos-1337307 22328 22591 0.988358
neos-1601936 123323 126191 0.977273
neos-476283 12339264 12320614 1.001514
neos-686190 404479 399035 1.013643
neos-916792 110378 109751 1.005713
neos-934278 33734 35813 0.941948
neos18 58514 60288 0.970575
net12 512301 518795 0.987483
netdiversion 738186 728275 1.013609
nl 28884 30472 0.947887
ns1208400 84674 90816 0.932369
ns1687037 13861319 13926621 0.995311
ns1688347 43994 45258 0.972071
ns1830653 43370 47719 0.908862
nsct1 962242 959097 1.003279
nsct2 1021798 1053340 0.970055
nsir1 59225 60531 0.978424
nsir2 66430 68278 0.972934
nug06 12546 12813 0.979162
nug12 151689 155618 0.974752
nug15 935704 930295 1.005814
nw14 400163 393688 1.016447
osa-07 15820 15814 1.000379
osa-14 41966 40949 1.024836
osa-30 84614 85232 0.992749
osa-60 229473 232131 0.988550
p010 21053 22291 0.944462
p05 10668 11016 0.968410
p6000 10706 11110 0.963636
pcb1000 10747 10868 0.988866
pcb3000 37861 37490 1.009896








pds-10 57910 61112 0.947604
pds-100 3024732 3076222 0.983262
pds-20 173215 180517 0.959550
pds-30 419310 433062 0.968245
pds-40 718851 719005 0.999786
pds-50 1130838 1158351 0.976248
pds-60 1580642 1615689 0.978308
pds-70 2044622 2076062 0.984856
pds-80 2537682 2556890 0.992488
pds-90 2813292 2895429 0.971632
pf2177 851991 831026 1.025228
r05 11328 11547 0.981034
rail2586 2436001 2538205 0.959734
rail4284 4378145 4392454 0.996742
rail507 104570 104108 1.004438
rail516 79460 78885 1.007289
rail582 103120 102825 1.002869
ran10x26 10280 10406 0.987892
ran12x21 9912 10009 0.990309
ran14x18 10163 9994 1.016910
ran16x16 10286 10107 1.017710
ran17x17 11990 12076 0.992878
rat5 24276 25852 0.939038
rat7a 91073 94172 0.967092
reblock67 9934 10294 0.965028
rlfddd 85124 88318 0.963835
rlfdual 74061 77471 0.955984
rmatr100-p10 815880 803813 1.015012
rmatr100-p5 1335361 1351451 0.988094
rmine6 68744 72199 0.952146
rocII-4-11 1320023 1327365 0.994469
roll3000 13596 13637 0.996993
satellites1-25 161276 169953 0.948945
seymourl 331912 321672 1.031834
sgpf5y6 1683642 1685697 0.998781
slptsk 627237 620637 1.010634
sp98ic 65663 64021 1.025648
sp98ir 23223 22211 1.045563
t0331-4l 127582 127116 1.003666
tanglegram2 2538469 2502351 1.014434








triptim1 555807 559713 0.993021
ulevimin 47670 54749 0.870701
unitcal 7 146876 142973 1.027299
us04 49627 48475 1.023765
vpphard 593656 603071 0.984388
watson 1 346178 339463 1.019781
world 124969 127210 0.982383
zib54-UUE 11222 11872 0.945249
Table 5.3: Per-iteration running time of the LP solver on
various inputs doing Cholesky backsolves with the sim-
plicial and new data structures.
5.9 Other computational experiments
5.9.1 Comparison against CPLEX 12.4
Table 5.5 gives the results of a comparison against the commercial CPLEX 12.4 barrier
algorithm. In this experiment, my solver was run with the arguments --rebuild-factor
--no-stale --meh-neigh=0.995. The CPLEX 12.4 command-line tool was run, and the
following commands were provided to it:
• set threads 1 to run in single-threaded mode,
• set pre pre n to disable presolve,
• read <problem> to read the problem,
• change problem lp to discard any integrality constraints, and
• baropt to solve it.
Notably, this does not disable CPLEX’s crossover.
Both solvers were timed using the command time -f %U, which reports user-mode seconds
used.
The “dense column” column in Table 5.5 indicates whether CPLEX detected a dense column





















dfl001 45230 3410 2043 815 2625 781 1424 628 1306
world 56920 7361 3006 2571 6264 1746 2929 1181 2554
ken-18 129713 15093 7330 7497 17327 4119 8080 1932 4595
fome12 210105 13235 9997 3957 11210 3762 6057 3094 5529
pds-40 458228 24821 15585 8113 21127 6432 10903 4452 8574
rail2586 604420 3871 2083 934 2956 912 1493 907 1501
nug15 851235 22606 15869 5108 15144 5189 8771 4770 8149
Table 5.2: CHOLMOD’s stock factorisation structure versus the blocked data structure on














dfl001 34 2244742 34 2220240 34 2128297
world 55 8053134 56 7412580 56 7211394
ken-18 24 10521166 24 9320278 24 9007195
fome12 34 10175487 34 9870643 34 9861735
pds-40 51 39046029 50 37136633 49 36376561
rail2586 33 84619646 33 83838558 33 84193674
nug15 19 17805465 19 17626146 19 17783321
Table 5.4: Total running time of the LP solver on various inputs with various Cholesky data
structures. Times are in microseconds.
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a different way from my implementation.) The “dual formed” column in Table 5.5 indicates
whether CPLEX solved the dual problem instead. (Again, this indicates that a fundamen-
tally different computation was performed.) The remaining columns indicate the problem
name, the amount of time needed by each solver, and the number of iterations performed by
each solver.
The problems selected for this table are those for which I have a CPLEX-presolved problem,
for which neither solver failed, and for which at least one solver took at least five seconds to
complete.
The results of this experiment show that my solver is usually slower than CPLEX, but that














bas1lp - - 9.82 9 3.95 10
baxter D D 11.36 37 1.99 63
dano3mip D - 5.40 33 3.73 26
dbic1 - - 25.61 45 20.02 48
dbir1 - - 109.99 215 14.56 45
dbir2 - - 22.82 34 9.68 26
ex3sta1 - D 7.83 10 0.70 10
fome12 - - 10.49 34 9.24 28
fome13 - - 22.59 34 22.31 31
fome20 - - 9.34 44 7.69 42
fome21 - - 24.19 55 18.41 50
iis-100-0-cov - D 8.29 8 0.04 17
iis-bupa-cov - D 25.87 14 0.07 19
iis-pima-cov - D 76.32 19 0.21 21
karted - - 122.66 19 288.94 20
ken-18 - - 13.20 22 2.90 30
map18 - D 89.10 27 8.94 36
map20 - D 91.73 28 8.86 38
mod2 - - 6.55 41 3.39 58
msc98-ip - D 21.77 30 3.76 28
mzzv11 - - 7.16 46 4.55 32
n3seq24 - - 38.43 18 24.21 30
neos-1109824 - D 11.87 21 1.25 20
neos-476283 - - 346.84 26 124.65 19
neos-686190 - - 7.68 19 7.09 14
net12 - - 14.74 26 14.24 21
netdiversion - - 19.36 23 20.04 20
nsct1 - - 174.58 190 24.96 33















nug15 - - 16.73 18 20.87 17
nw14 - - 79.27 45 1.52 33
osa-60 - - 12.06 23 2.02 25
pds-100 - - 306.62 99 196.48 61
pds-20 - - 9.22 44 7.73 42
pds-30 - - 23.99 53 17.30 45
pds-40 - - 41.73 54 35.96 40
pds-50 - - 74.10 62 57.38 45
pds-60 - - 101.56 61 77.00 43
pds-70 - - 145.24 68 96.29 43
pds-80 - - 164.78 62 125.30 45
pds-90 - - 188.42 64 137.80 45
pf2177 - D 5.57 6 0.53 7
rail2586 - - 95.36 32 28.31 44
rail4284 - - 197.58 37 63.46 27
rmatr100-p10 - D 22.55 28 0.52 36
rmatr100-p5 - D 34.33 26 0.77 37
rocII-4-11 D - 18.77 15 0.20 21
sgpf5y6 D - 49.02 31 0.96 37
slptsk - D 9.49 16 0.72 19
t0331-4l - - 5.79 24 0.76 21
tanglegram2 - D 26.04 11 0.07 9
triptim1 - - 15.01 23 16.79 23
ulevimin - - 6.82 120 2.58 140
unitcal 7 - D 8.37 44 2.51 38
vpphard D D 6.20 9 7.24 13
watson 1 - - 28.26 67 9.62 71
world - - 9.02 59 4.32 70
Table 5.5: A comparison of my LP solver against CPLEX
12.4.
5.9.2 Experiments with rank-four updates to old scalings
Table 5.6 gives the results of a comparison among three configurations of my linear optimi-
sation problem solver. These three configurations are:
• --rebuild-factor--no-stale--meh-neigh=0.995, as used in the comparison against
CPLEX. This is the “plain” algorithm in Table 5.6.
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• --rebuild-factor --meh-neigh=0.95 --stale-neigh=0.5 --max-stale=8
--no-stale-corrector. This is the “eight” algorithm in Table 5.6.
• --rebuild-factor --meh-neigh=0.995 --stale-neigh=0.75 --max-stale=1
--no-stale-corrector. This is the “one” algorithm in Table 5.6.
These conditions are as favourable to techniques that trade off Cholesky factorisations for
extra backsolves as I know how to produce; apart from being the fastest factorisation struc-
ture overall, the --rebuild-factor option increases the cost of each Cholesky factorisation
the most and decreases the cost of each backsolve the most.
All runs were timed using the command time -f %U, which reports user-mode seconds used.
Once again, the problems selected for this table are those for which I have a CPLEX-presolved
problem, for which neither solver failed, and for which at least one solver took at least five
seconds to complete.
These results show that rank-four updates can reduce the number of Cholesky factorisations
required; the “eight” algorithm shows an average 9% reduction in Cholesky factorisations.
However, this 9% reduction in Cholesky factorisations corresponds to an average 65% increase
in running time. A more conservative approach, represented by the “one” algorithm, shows a
6.7% average decrease in the number of Cholesky factorisations but a 4.5% average increase
in running time.
I have experimented with other configurations involving rank-four updates but I have found
none that improve the running time on average. It may be possible to eke out a small gain by















bas1lp 8 9.820 9 13.380 8 10.100
baxter 37 11.360 29 15.630 35 11.990
cre-b 35 2.280 31 5.440 34 2.620
dano3mip 33 5.400 28 7.740 30 5.310
dbic1 45 25.610 32 51.080 40 28.430
dbir1 215 109.990 149 167.440 184 107.860
dbir2 34 22.820 23 30.970 36 26.820
ex3sta1 10 7.830 8 8.880 8 6.620
fome11 34 4.950 28 7.620 31 5.120
fome12 34 10.490 28 16.630 32 11.080
fome13 34 22.590 28 35.390 32 24.160
fome20 44 9.340 36 20.120 38 10.020















iis-100-0-cov 8 8.290 8 9.620 8 8.460
iis-bupa-cov 14 25.870 12 25.730 14 26.240
iis-pima-cov 19 76.320 14 64.360 16 65.760
karted 19 122.660 16 139.270 18 121.610
ken-13 17 2.380 17 5.250 18 2.800
ken-18 22 13.200 22 31.950 22 15.850
kl02 31 3.020 18 5.100 21 2.710
lpl1 17 3.840 17 9.520 15 4.230
map18 27 89.100 30 123.280 26 87.760
map20 28 91.730 32 130.980 26 87.760
mine-166-5 17 4.220 14 5.700 17 4.480
mod2 41 6.550 49 18.690 41 7.650
msc98-ip 30 21.770 26 27.940 28 21.350
mzzv11 46 7.160 36 10.610 40 7.110
n3seq24 18 38.430 19 69.670 17 39.800
nemswrld 26 2.120 29 5.540 26 2.580
neos-1109824 21 11.870 17 13.470 19 11.380
neos-476283 26 346.840 23 358.100 23 315.900
neos-686190 19 7.680 16 8.520 17 7.210
net12 26 14.740 23 21.300 23 14.360
netdiversion 23 19.360 20 40.980 24 23.250
ns1687037 23 346.460 11 198.920 22 337.690
nsct1 190 174.580 173 239.420 228 219.650
nsct2 39 40.780 22 35.270 29 33.090
nug15 18 16.730 15 17.930 18 17.260
nw14 45 79.270 63 144.910 68 95.610
osa-30 23 3.400 18 7.700 26 4.590
osa-60 23 12.060 22 28.400 22 13.990
pds-10 31 2.360 31 6.010 31 2.860
pds-100 99 306.620 84 524.010 95 333.300
pds-20 44 9.220 36 20.040 38 9.980
pds-30 53 23.990 48 50.490 49 25.960
pds-40 54 41.730 50 85.700 44 41.740
pds-50 62 74.100 56 141.120 49 71.020
pds-60 61 101.560 57 197.140 59 113.100
pds-70 68 145.240 64 275.770 64 155.940
pds-80 62 164.780 64 327.060 62 181.120
pds-90 64 188.420 65 378.760 63 209.320
pf2177 6 5.570 5 5.790 5 4.860
rail2586 32 95.360 40 352.800 33 122.590















rail507 20 2.730 21 8.990 19 3.300
rail582 22 2.920 21 8.680 19 3.310
rmatr100-p10 28 22.550 22 23.300 24 20.090
rmatr100-p5 26 34.330 23 38.320 25 33.800
rocII-4-11 15 18.770 20 29.810 14 17.860
seymourl 13 4.770 11 5.440 12 4.610
sgpf5y6 31 49.020 22 43.910 27 44.070
slptsk 16 9.490 14 9.960 16 9.700
t0331-4l 24 5.790 24 11.510 24 6.440
tanglegram2 11 26.040 12 32.790 9 21.410
triptim1 23 15.010 20 22.310 21 15.210
ulevimin 120 6.820 95 17.740 118 8.650
unitcal 7 44 8.370 37 19.320 35 8.340
vpphard 9 6.200 10 10.880 8 5.990
watson 1 67 28.260 62 76.250 64 33.390
world 59 9.020 48 18.840 49 9.180
Table 5.6: A comparison of the algorithm with no rank-
four updates, with up to eight rank-four updates, and




This thesis presented a number of new results related in various ways to interior-point meth-
ods for convex optimisation based on primal-dual scalings:
• Theorem 2.5.1 states that a primal-dual scaling (called the dual integral scaling) can
be constructed by integrating the Hessian of the barrier over a line segment.
• Theorem 2.6.1 states that two consecutive “orthogonal” quasi-Newton updates can
change an arbitrary positive definite matrix into a primal-dual scaling.
• Theorem 2.7.3 states that, within a neighbourhood of the central path, an approxi-
mation to the dual integral scaling can be corrected using quasi-Newton updates to
obtain a primal-dual scaling that does not badly disturb either the primal Hessian or
the dual Hessian.
• Corollary 2.9.4 states that a variant of the Mizuno-Todd-Ye method takesO(
√
θ log(1/ε))
iterations on general convex optimisation problems. This variant leaves open the choice
of primal-dual scaling; if that primal-dual scaling is chosen in a primal-dual symmetric
way, the resulting algorithm generates the same sequence of iterates after interchange
of primal and dual problems.
• Theorem 3.5.1 gives explicit bounds on the error in approximating the primal integral
scaling for a hyperbolic barrier by Simpson’s rule and the 5-point Clenshaw-Curtis
quadrature rule.
• Chapter 4 discusses an implementation of a primal-dual interior-point method for op-
timisation over hyperbolicity cones based on the Simpson’s rule approximation to the
primal integral scaling.
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• Chapter 5 experimentally compares a classical interior-point method for linear optimi-
sation with the quasi-Newton update technique of Theorem 2.6.1 as applied to linear
optimisation.
• Section 5.8 discusses a data structure for storing a sparse Cholesky factor that results,
experimentally in single-threaded computation, in faster backsolves.
Several basic questions about hyperbolicity cone optimisation remain.
What problems of practical interest can be formulated naturally as hyperbolicity cone op-
timisation problems but not as symmetric cone optimisation problems? I am not currently
aware of any. Given the wealth of applications hyperbolic polynomials have found within
mathematics, I continue to find this surprising.
There is, as yet, no fast implementation of a primal-dual interior-point method for hyper-
bolicity cone optimisation based on Güler’s results on hyperbolic barriers.
The popular search directions for semidefinite optimisation do linear algebra on n × n and
m×m matrices when the problem has m linear equality constraints and involves an n× n
matrix of variables. However, directly finding search directions using any of the primal-dual
scalings in this thesis would seem to involve linear algebra with matrices with n(n+1)/2 rows
and columns. It would be interesting to see—at least, I would be interested in seeing—how
quickly search directions for semidefinite optimisation can be computed in practice using the
scalings in this thesis.
The computation logs in Chapter 4 show that steps of very close to unit length are possible
when close to optimality. Does this happen in all cases? If not, does this happen in all
cases that are somehow nondegenerate? Nesterov and Tunçel [61] gave an algorithm where
it does, but that algorithm differs from the one in this thesis.
It may be possible to speed up present sparse Cholesky packages, at least in the case where
many linear systems are solved in series with the same left-hand side. This usage pattern is
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[70] Motakuri V Ramana, Levent Tunçel, and Henry Wolkowicz. Strong duality for semidef-
inite programming. SIAM Journal on Optimization, 7(3):641–662, 1997.
[71] James Renegar. A polynomial-time algorithm, based on Newton’s method, for linear
programming. Mathematical Programming, 40(1-3):59–93, 1988.
[72] James Renegar. Hyperbolic programs, and their derivative relaxations. Foundations of
Computational Mathematics, 6(1):59–79, 2006.
[73] James Renegar. Central swaths. Foundations of Computational Mathematics, 13(3):405–
454, 2013.
[74] James Renegar and Mutiara Sondjaja. A polynomial-time affine-scaling method for
semidefinite and hyperbolic programming. arXiv preprint arXiv:1410.6734, 2014.
[75] R. Tyrrell Rockafellar. Convex analysis. Princeton Mathematical Series, No. 28. Prince-
ton University Press, Princeton, N.J., 1970.
[76] Günter Rote. Division-free algorithms for the determinant and the Pfaffian: Algebraic
and combinatorial approaches. In Computational Discrete Mathematics, pages 119–135.
Springer, 2001.
[77] Edward Rothberg and Anoop Gupta. Efficient sparse matrix factorization on high
performance workstations—exploiting the memory hierarchy. ACM Trans. Math. Softw.,
17(3):313–334, September 1991.
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Proof of Theorem 2.7.3
This appendix is devoted to a proof of Theorem 2.7.3, as well as a few other concrete lemmata
needed in Section 2.9.
There are a number of explicit constants in this proof. All statements are (intended to be)
correct as written. In particular, when a number such as 1.234567 is written, the exact
rational number 1234567
1000000
is intended, as opposed to some other real number close to 1.234567.
Let F be a θ-LHSCB for some convex cone K. Let x ∈ intK and let s ∈ intK∗. Let
x̃ := −F ′∗(s) and s̃ := −F ′(x).
Let µ = sTx/θ. Let δP := x− µx̃ and let δD := s− µs̃. Write š := (s+ µs̃)/2.
A.1 The first update
Theorem A.1.1. Assume ||δD||s ≤ 1/50. Then
1. ||F ′′∗ (s)δD||∗s = ||δD||s;
2. ||F ′′∗ (s̄)δD||
∗
s ≤ 1.041233 ||δD||s ;
3. for every v ∈ E∗,
|〈v, µF ′′∗ (š)δD − δP 〉| ≤ 0.265621µ ||v||s ||δD||
2
s ;
4. ||µF ′′∗ (š)δD − δP ||
∗
s ≤ 0.265621µ ||δD||
2
s .
Proof. 1. This follows straightforwardly from the definitions.
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2. Recall that, for every z ∈ Rd,
F ′′∗ (s̄)[z, z] ≤
1
(1− ||δD||)2
F ′′∗ (s)[z, z].
Now we apply the previous part. Next, we notice that 1
(1−||δD||s)2
≤ 1.041233.
3. Let f(t) = 〈u, F ′∗(š+ tδD)〉 . We consider an order-two Taylor expansion of f around
zero; we see that, for every t ∈ [−1/2, 1/2], there exists a t̄ ∈ [min(0, t),max(0, t)] such
that





f ′′(t̄) = F ′′′∗ (š+ t̄δD)[u, δD, δD] ≤ 2||u||||δD||2,
where both norms are the local (š+ t̄δD) norms (we used self-concordance property of





and similarly for ||δD||. Consequently, using 1/(1− ||δD||s) ≤ 1.020409, we see that
|f ′′(t̄)| ≤ 125000
117649
||u||s||δD||2s.
Thus, for some t̄1 ∈ [−1/2, 0] and t̄2 ∈ [0, 1/2], we have
f(1/2)− f(−1/2) = f ′(0) + 1
8
(f ′′(t̄1)− f ′′(t̄2)).
Consequently,
|f ′(0)− f(1/2) + f(−1/2)| ≤ 31250
117649
||u||s||δD||2s.
Notice that, by substitution and the chain rule,
• f ′(0) = 〈u, F ′′∗ (š)δD〉 ;
• f(−1/2) = 〈u, F ′∗(µs̃)〉 = −〈u, x/µ〉 ;
• f(1/2) = 〈u, F ′∗(s)〉 = −〈u, x̃〉 .
The claimed bound now follows.
4. We use the definition of a dual norm:
||F ′′∗ (š)δD − x/µ+ x̃||∗s = sup
||u||s=1





Lemma A.1.2. Assume ||δD||s ≤ 1/50. Then, the zeroth-order low-rank update has small
norm:
1. for every v ∈ E∗,
|〈v, F ′′∗ (š)[δD]〉| ≤ 1.020305 ||v||s ||δD||s ;
2. for every v ∈ E∗ and s̄ ∈ [s, µs̃],
|F ′′′∗ (s̄)[v, δD, µs̃]| ≤ 2.124965 ||v||s ||δD||s
√
θ;
3. ||Hs− x||∗s ≤ 2.082788
√
θµ ||δD||s ;
4. ||x||∗s ≤ 1.020409
√
θµ;
5. ||Hs||∗s ≤ 1.020305
√
θµ;
6. ||Hs+ x||∗s ≤ 2.040714
√
θµ;
7. 〈s,Hs〉 ≥ 0.980100θµ.
Proof. 1. We compute, using Cauchy-Schwarz and the Dikin ellipsoid bound,
|〈v, F ′′∗ (š)[δD]〉|
= |F ′′∗ (š)[δD, v]|
≤ ||δD||š ||v||š
≤ 1.020305 ||δD||s ||v||s .
2. We compute
|F ′′′∗ (s̄)[v, δD, µs̃]|
≤ 2 ||v||s̄ ||δD||s̄ ||µs̃||s̄
≤ 2.124965 ||v||s ||δD||s ||µs̃||µs̃ .
3. We write
Hs = µF ′′∗ (š)(µs̃) + µF
′′
∗ (š)δD.
On the first term, we perform a Taylor expansion around µs̃; for every v there is a s̄
on the line segment between s and µs̃ such that
F ′′∗ (š)[µs̃, v] = F
′′
∗ (s− δD)[µs̃, v] +
1
2
F ′′′∗ (s̄)[µs̃, δD, v]
= 〈v, x〉 /µ+ 1
2
F ′′′∗ (s̄)[µs̃, δD, v].






We also bound (using the Dikin ellipsoid bound first, followed by Lemma 2.7.1)
〈v, F ′′∗ (š)δD〉 ≤ 1.020305||v||s||δD||s.
Adding these bounds and taking a supremum over all v such that ||v||s = 1, since
θ ≥ 1, yields the bound

















6. We apply the triangle inequality to the last two parts.
7. Note that 〈s,Hs〉 = µF ′′(š)[s, s] ≥ µ(1− δD/2)2F ′′(s)[s, s] ≥ 0.9801θµ.
Theorem A.1.3. Assume ||δD||s ≤ 1/50. Then∣∣∣∣∣∣∣∣ xx>〈s, x〉 − Hss>H〈s,Hs〉
∣∣∣∣∣∣∣∣
s
≤ 6.462628µ ||δD||s .











Then, using the triangle inequality, Lemma 2.7.2, and the bound ||vv>||s ≤ ||v||∗2s we bound






∣∣∣∣ 1〈s, x〉 − 1〈s,Hs〉
∣∣∣∣ ||Hs||∗2s .




To bound the second term, note that∣∣∣∣ 1〈s, x〉 − 1〈s,Hs〉
∣∣∣∣ = ∣∣∣∣〈s,Hs− x〉θµ 〈s,Hs〉
∣∣∣∣ ≤ ||s||s||Hs− x||∗sθµ 〈s,Hs〉 ≤ 2.082788 ||δD||s〈s,Hs〉 .
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The bound ||Hs||∗s ≤ 1.020305
√




Adding fractions gives (something slightly stronger than) the desired bound.
A.2 The second update





1. ||HδD − δP ||∗s ≤ 0.265621µ ||δD||
2
s ;
2. 〈δD, HδD〉 ≥ 0.960400µ ||δD||2s;
3. 〈δD, δP 〉 ≥ 0.955087µ ||δD||2s;
4. ||HδD||∗s ≤ 1.020305µ ||δD||s ;
5. ||δP ||∗s ≤ 1.025618µ ||δD||s ;
6. ||HδD + δP ||∗s ≤ 2.045923µ ||δD||s ;
7. ||H1δD −HδD||∗s ≤ 0.276518µ ||δD||
2
s ;
8. ||H1δD − δP ||∗s ≤ 0.542139µ||δD||2s;
9. ||H1δD||∗s ≤ 1.025836µ||δD||s;
10. ||H1δD + δP ||∗s ≤ 2.051454µ||δD||s;
11. 〈δD, H1δD〉 ≥ 0.944244µ||δD||2s.
Proof. 1. This was proven in Theorem A.1.1, part (4).
2. This follows from the Dikin ellipsoid bound; H  0.960400µF ′′∗ (s).
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3. Notice that
〈δD, δP 〉 = 〈δD, HδD〉+ 〈δD, δP −HδD〉 .
We bound the second term by Cauchy-Schwarz:
〈δD, δP −HδD〉 ≤ ||δD||s||HδD − δP ||∗s ≤ 0.265621µ||δD||3s.
Using this with the bound from the previous part gives the advertised inequality.















5. We use the triangle inequality followed by parts (1) and (4):
||δP ||∗s
≤ ||HδD||∗s + ||δP −HδD||
∗
s
≤ 1.020305µ ||δD||s + 0.265621µ ||δD||
2
s
≤ 1.025618µ ||δD||s .
6. We use the triangle inequality, part (4) and the bound ||δD||s ≤ 1/50:
||HδD + δP ||∗s
≤ 2||HδD||∗s + ||HδD − δP ||∗s





which is the claimed bound.





Now, we bound using 〈s, δP 〉 = 0, triangle inequality and part (1):
| 〈s,HδD〉 | = | 〈s, δP 〉+ 〈s,HδD − δP 〉 | ≤ 0 + ||s||s||HδD − δP ||∗s ≤ 0.265621
√
θµ||δD||2s
and recall (Lemma A.1.2 part (7))
〈s,Hs〉 ≥ 0.980100θµ
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||H1δD −HδD||∗s ≤ 0.276518µ||δD||2s.
8. We use the triangle inequality followed by parts (1) and (7).
9. We use the triangle inequality followed by parts (4), (7) and the fact that
||δD||s ≤ 0.020000.
10. We use the triangle inequality and parts (5) and (9).
11. We compute, using previous parts of this lemma,
〈δD, H1δD〉 = 〈δD, δP 〉+ 〈δD, H1δD − δP 〉
≥ 0.955087µ ||δD||2s − ||δD||s ||H1δD − δP ||
∗
s
≥ 0.955087µ||δD||2s − 0.542139µ||δD||3s
≥ 0.944244µ||δD||2s.







































Notice that∣∣∣∣ 1〈δD, H1δD〉 − 1〈δD, δP 〉
∣∣∣∣ = ∣∣∣∣ 〈δD, H1δD − δP 〉〈δD, H1δD〉 〈δD, δP 〉






Further, recall that ||H1δD||∗s ≤ 1.025836µ||δD||s. Thus, the second term’s norm is bounded
above by 0.632615µ||δD||s. Using the lower bound on 〈δD, δP 〉 and the upper bounds on




Adding the bounds on the two terms together gives the advertised bound.
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Theorem A.2.3. Assume ||δD||s ≤ 1/50, and take H := µF ′′∗ (š),

















Then ||T 2 −H|| ≤ 8.259717µ ||δD||s ≤ 0.165195µ.
Proof. We consider the two rank-two updates separately; Theorem A.1.3 controls the size of
the first update and Theorem A.2.2 controls the size of the second update. We simply add
the two bounds together.
This implies Theorem 2.7.3, stated again below:
Corollary A.2.4. If ||δD||s ≤ 1/50, then there exists a T ∈ Sd satisfying the following
properties:
• T is positive definite;
• T 2s = x;
• T 2s̃ = x̃;
• For every z ∈ Rd, 0.814905µF ′′∗ (s)[z, z] ≤ T 2[z, z] ≤ 1.185500µF ′′∗ (s)[z, z]
• For every z ∈ Rd, 0.808093
µ
(F ′′(x))−1 [z, z] ≤ T 2[z, z] ≤ 1.192311
µ
(F ′′(x))−1 [z, z].
That is, T ∈ T2(1.237483;x, s).
Note that in the above analysis, we did not utilize the additional flexibility provided by the
term (µµ̃ − 1). This establishes, in the language of [85], that ξ∗ is O(1) within a particular
neighbourhood of the central path. Moreover, our specific choice TH is in T2(η;x, s) for
η = O(1), for every pair (x, s) that is in the same neighbourhood.
Therefore, Theorem 5.1 of [85] implies that a wide range of potential reduction algorithms







A.3 Bounds in v-space
The following lemma is useful to the convergence analysis in Section 2.9.
Lemma A.3.1. Suppose x ∈ int(K) and s ∈ int(K∗) are such that ||δD||s < 1/50. Take
T 2 as in Theorem 2.7.3 and take T to be its self-adjoint positive-definite square root. Let
v := Ts = T−1x and δv := TδD. Let z be an arbitrary vector in v-space. Let x
′ ∈ int(K)
and s′ ∈ int(K∗); define δ′D := s′ + µF ′(x′) and δ′v := Tδ′D. Then,
1. ||Tz|| ≤ 1.088807√µ ||z||s;
2. ||z||s ≤ 1.107763 ||Tz|| /
√
µ;






5. if ||δ′v|| ≤ 0.006527
√
µ and ||s− s′||s ≤ 1/25, then ||δ′D||s′ ≤ 0.007533;
6. if ||δ′v|| ≤ 0.017330
√
µ and ||s− s′||s ≤ 1/25, then ||δ′D||s′ ≤ 1/50.
Proof. Recall from Theorem 2.7.3 that
0.814905µ||z||2s ≤ ||Tz||2 ≤ 1.185500µ||z||2s. (A.1)
1. This is the square root of ||Tz||2 ≤ 1.185500µ ||z||2s with a constant rounded up.
2. This is the square root of µ ||z||2s ≤
200000
162981
||Tz||2 with a constant rounded up.







4. This is the Dikin ellipsoid bound for comparing the s′-norm with the s-norm.
5. If ||δ′v|| ≤ 0.006527
√
µ, then by part (2) ||δ′D||s ≤ 0.007231. By part (4), then,
||δ′D||s′ ≤ 0.007379, as desired.
6. If ||δ′v|| ≤ 0.017330
√
µ, then by part (2) ||δ′D||s ≤ 0.019198. By part (4), then,
||δ′D||s′ ≤ 0.019998, which implies the desired result.
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