Abstract. In this paper we shall introduce a simple, effective numerical method to compute differential operators for scalar and vector-valued functions on regular surfaces. The key idea of our algorithm is to develop an intrinsic and unified way to compute directly partial derivatives of functions defined on triangular meshes which are the discretizations of regular surfaces under consideration. Most importantly, the divergence theorem and conservation laws for diffusion equations on triangular meshes are fulfilled.
1. Introduction. Numerical methods to compute partial differential operators on regular surfaces have been of great interest in recent decades. However, they are still not well understood. For example, conservation laws for diffusion equations are usually unfulfilled. The conservation law is an important principle in physics. Indeed, it plays a key role in the study of partial differential equations (PDEs) and has many applications in linearization, integrability, and numerical analysis. The solution u(x, t) of the diffusion equation
with α > 0 on a regular surface Σ preserves the total energy. That is, it satisfies the conservation law:
To numerically simulate u(x, t), one discretizes the regular surface Σ to obtain a triangular surface mesh S of Σ and considers the associated discrete solution u(x, t) on S. In this way, a fundamental problem arises naturally. Usually, the solution u(x, t) on S will not preserve the total energy. That is, S u(x, t i ) will change as t i increases.
The violation of the conservation law comes from the discretization of the Laplace-Beltrami operator Δ Σ on Σ. In this paper, we shall try to handle this defect. Lai, Tseng, and Huang [13] discussed this problem for regular curves in 2008.
PDEs need to be solved intrinsically and numerically for data defined on threedimensional (3D) regular surfaces in many applications. For instance, such examples exist in fluid dynamic flows (Diewald, Preufer, and Rumpf [5] , Bertalmio et al. [2] ), texture synthesis (Turk [16] , Witkin and Kass [17] ), vector field visualization (Diewald, Preufer, and Rumpf [5] ), weathering (Dorsey and Hanrahan [8] ), and cell biology (Ayton et al. [1] ). Usually, regular surfaces are presented by triangular or polygonal forms. PDEs are then solved on these triangular or polygonal meshes with data defined on them. The use of triangular or polygonal meshes is very popular in all areas dealing with 3D models. However, we do not have a widely accepted method to compute differential characteristics such as principal directions, curvatures, and Laplacians (Chen and Wu [3, 4] , Wu, Chen, and Chi [18] , Taubin [15] ). In [18] , the authors proposed a new intrinsic simple algorithm, the local tangential lifting (LTL) method, to handle this problem. In this note, we shall use this new technique to approximate gradient, divergence, and Laplace-Beltrami operators on regular surfaces.
In Osher and Sethian [14] and Bertalmio et al. [2] , the authors discussed a framework, the implicit surface algorithm, to solve variational problems and PDEs for scalar and vector-valued data defined on regular surfaces. Their key idea is to use, instead of a triangular or polygonal representation, an implicit representation. The surface under consideration is the zero-level set of a higher-dimensional embedding function. Then they smoothly extend the original data on the surface to the 3D domain, adapt the PDEs accordingly, and implement all the numerical computations on the fixed Cartesian grid corresponding to the embedding function. The advantage of their method is the use of the Cartesian grid instead of a triangular mesh for the numerical implementations.
We would like to point out that the computation of certain parametrizations, such as the conformal parametrization, or implicit representations is a complicated process and costs a lot of computational time for arbitrary hypersurfaces with complicated topological or geometrical structures.
In [20] , Xu investigated the convergence properties of many important and popular discretizations, including those of Taubin, Fujiwarka, Desburn et al., Mayer, and Meyer et al. Xu pointed out that none of these discretizations is convergent as the size of surface mesh goes to zero. Xu also proposed two different discretizations and proved both of his methods convergent under some restricted conditions. See section 2.
The discretizations of the gradient, divergence, and Laplace-Beltrami operator that we discuss in section 3 will have the following advantages:
• Intrinsic geometry. We use the intrinsic geometric LTL method to define these discretized operators.
• Conservation law. Our discretized Laplace-Beltrami operators will satisfy conservation laws on triangular meshes for diffusion equations.
• Convergence property. Our discretized gradient, divergence, and LaplaceBeltrami operators will have the linear convergence rate locally.
• Simple algorithm. The numerical computations are very easy to implement. The rest of this paper is organized as follows. In section 2, we recall the gradient, divergence, and Laplace-Beltrami operator on regular surfaces and some existing methods for their computation. In section 3, we propose our new discrete algorithms for these differential operators on triangular meshes. We also discuss the convergence problem and conservation laws for these operators. Numerical simulations are presented in section 4.
2. Brief description of some existing methods. The existing methods for estimating the Laplace-Beltrami operator and for solving PDEs on regular surfaces can basically be divided into three categories: (1) the parametrization method (2) the level-set method, and (3) the direct discretization method. We introduce these methods for approximating the gradient vector and Laplacian of functions on a regular surface in this section. The following discussions can also be found in [19] .
The parametrization method.
To describe the gradient, divergence, and Laplace-Beltrami operator on functions or vector fields on a regular surface Σ in the 3D Euclidean space R 3 , we consider a parameterization x : U → Σ at a point p, where U is an open subset of the two-dimensional (2D) Euclidean space R 2 . We can choose, at each point q of x(U ), a unit normal vector N(q). The map N : x(U ) → S 2 is the local Gauss map from an open subset of the regular surface Σ to the unit sphere S 2 in the 3D Euclidean space R 3 . The Gauss map N is differentiable. Denote the tangent space of Σ at the point p by T Σ p = {v ∈ R 3 |v ⊥ N(p)}. The tangent space T Σ p is a linear space spanned by {x u , x v }, where u, v are coordinates for U .
The gradient ∇ Σ h of a smooth function h on Σ can be computed from
where E, F , and G are the coefficients of the first fundamental form of Σ and
The Laplace-Beltrami operator Δ Σ acting on the function h is defined by the integral duality
for all smooth function ϕ on Σ. This gives Δ Σ h = ∇ Σ · ∇ Σ h. Equations (2.1) and (2.3) give the following local representation for the Laplace-Beltrami operator Δ Σ h on a smooth function h:
See do Carmo [6, 7] for more discussions about these operators.
Finding a suitable parametrization for a general surface is the key step of this method. Many good parametrization methods, such as conformal parametrization, have been developed recently. We refer to [11] for more details.
2.2.
The level-set method. The level-set method for solving PDEs on implicit surfaces is one of the most popular methods. We describe this method, developed in [2, 9, 10] , briefly. Let Σ be a smooth closed surface in R 3 and ϕ : R 3 → R the signed distance function to Σ with the convention 
whereh is a smooth extended function of h defined in an open domain in R 3 containing Σ, ∇h denotes the standard Euclidean gradient ofh, and P ∇ϕ is a local projection onto tangent planes to the zero-level set,
The Laplace-Beltrami operator is then given by
See [2, 9] for more details and applications.
Xu's discretization.
To describe the direct discretization method, let us consider a triangular discretization S = (V, F ) of the surface Σ, where In [20] , Xu proposed his discretization method for estimating the gradient vectors and the Laplace-Beltrami operators of a smooth function h on Σ as follows. However, the conservation law does not hold for Xu's algorithm.
Let T j be the triangle with vertices v, v j , and v j+1 in F . By a linear interpolation of the surface and function on the surface, Xu approximated the gradient of h on the triangle T j by
where γ(p, q, r) = p − q, q − r (r − p) ∈ R 3 and |T j | is the area of the triangle of T j . The approximating gradient ∇ d h of h at the vertex v can be computed by the weighted combination of the gradient of the surrounding triangles of v,
Under these approximations, Xu proved in [20] the following result. Theorem 2.1. Let v be a vertex of the triangular mesh S of Σ and h a smooth function on Σ. Then one has
Using Green's formula, Xu introduced his Laplace-Beltrami operator discretization by
is the approximating gradient of h at v, and n j is the unit outward normal of the edge v j v j+1 . Xu also showed in [20] the following convergence result. See [20] for more discussion.
Theorem 2.2. Let v be a vertex of the triangular mesh S. Suppose that v and v j are on a sufficiently smooth parametric surface
where
3. Discrete gradient, divergence, and Laplace-Beltrami operators. In this section we shall describe a new simple and effective method to define the discrete gradient, divergence, and Laplace-Beltrami operator on functions or vector fields on a triangular mesh. The primary ideas were developed in [3, 18] , where we try to estimate the discrete partial derivatives of functions on 2D scattered data points. Indeed, the method that we shall use to develop our algorithm is divided into two main steps: first we lift the 1-neighborhood points to the tangent space and obtain a local tangential polygon. Second, we use some geometric ideas to lift functions or vectors to the tangent space. This is the LTL method. Then we present a new algorithm to compute their gradients in the 2D tangent space. This means that the LTL process allows us to reduce the 2D curved surface problem to a 2D Euclidean problem.
Consider a triangular surface mesh S = (V, F ), where 
The LTL method.
To describe the LTL method in [18] , we introduce the local tangential polygon P A (v) at a vertex v of V as follows.
1. The unit normal vector N A (v) at the vertex v in S is given by
where N T k is the unit normal of the triangle face T k and the centroid weight is given in [3] by
where G T is the centroid of the triangle face T with vertices v i , v j , and v k and is given by
Note that the letter A in the notation N A (v) stands for "Approximation." 2. The approximating tangent space T S A (v) of S at v is now determined by
The local tangential polygon
as in Figure 3 .1. 4. We can choose an orthonormal basis e 1 , e 2 for the tangent plane T S A (v) of S at v and obtain an orthonormal coordinates (x, y) for vectors w ∈ T S A (v) by w = xe 1 + ye 2 . We setv i = x i e 1 + y i e 2 with respect to the orthonormal basis e 1 , e 2 . Next we explain how to lift locally a function on V to the local tangential polygon P A (v). Consider a function h on V . We will lift locally the function h to a function of two variables, denoted byh, on the verticesv i in P A (v) by simply setting
andh((0, 0)) = 0, where (0, 0) is the origin of T S A (v). Then one can extend the functionh to a piecewise linear function on the whole polygon P A (v) in a natural and obvious way. For more discussions about the LTL method, we refer to [18] .
A new discrete gradient algorithm.
In this subsection, we present a new discrete 2D algorithm for the gradients of functions on the 2D domains in the x − y plane and also on triangular surface meshes. Given a C 3 function f on a domain Ω in the x − y plane with the origin (0, 0) ∈ Ω, Taylor's expansion for two variables x and y gives
when r = x 2 + y 2 is small. Consider a family of neighboring points (
We choose the constants α i , i = 1, 2, . . . , n, so that they satisfy the following equations:
One can rewrite these equations in a matrix form and obtain
Therefore, we have, for these solutions α i ,
Choose another solutions β i , i = 1, 2, . . . , n, with
If the valence n of the origin (0, 0) is at least 5, we can choose the solutions α i and β i so that the coefficient matrix ⎛
is invertible. Under these circumstances, we can find the gradient ∇f (0, 0) = (f x (0, 0), f y (0, 0)) by the relation
Next we discuss how to approximate the gradient of a function on a regular surface. Let Σ be a regular surface and S = (V, F ) a triangular surface mesh of Σ with mesh size r > 0. Consider a vertex v ∈ V . The local tangential polygon P A (v) of v in T S A (v) is formed by the verticesv i , which are the lifting vertex of v i , adjacent to v, in V .
Choose and fix an orthonormal basis e 1 , e 2 for the tangent plane T S A (v) of S at v and obtain orthonormal coordinates (x, y) for vectors w ∈ T S A (v) by w = xe 1 + ye 2 . We setv i = x i e 1 + y i e 2 with respect to the orthonormal basis e 1 , e 2 . Consider a function h on V . We will lift locally the function h to a function of two variables, denoted by f , on the verticesv i in P A (v) by simply setting
and f (0, 0) = h(v), where (0, 0) is the origin of T S A (v). In this way, we can define the approximating gradient
where α i , β i can be computed from (3.8). Now, we have the following convergence result. Theorem 3.1. Under the notation as above, one has (3.14)
Proof. This convergence result follows easily from (3.8)-(3.13) and the fact that the triangular mesh S is O(r
2 )-close to the regular surface Σ when r is sufficiently small.
3.3.
A new discrete divergence algorithm on triangular meshes. In this subsection, we shall use the divergence theorem to give a discrete approximation of the divergence of a vector field X defined on a triangular surface mesh S = (V, F ). Consider a vertex v ∈ V and let v j , j = 0, 1, . . . , n, be the neighboring vertices of v with v 0 = v n . These vertices v j are labeled counterclockwise about the normal vector N A (v). Let T j be the triangle with vertices v, v j and v j+1 . We define the approximating outward normal vectors n(T j , v j ) and n(T j , v j+1 ) of the triangle T j at the vertex v j and v j+1 in Σ respectively as follows. See Figure 3. 
2.
Consider the lifting vectors w 1 and w 2 of the vectors v j+1 − v j and v − v j to the approximating tangent space T S A (v j ) of S at the vertex v j :
Now the approximating outward normal vector n(T j , v j ) of the triangle T j in S at the vertex v j can be defined as Or equivalently, we have
Remark 3.2. The unit normal vector N A (v j ) is the approximating normal vector of the surface Σ at the point v j and the outward normal vector n(T j , v j ) is a unit vector in the tangent plane T S A (v j ), which is perpendicular to the vector w 1 . Of course, N A (v j ) is also perpendicular to n(T j , v j ).
Similarly, we consider the lifting vectors w 3 and w 4 of the vectors v j+1 − v j and v − v j+1 to the approximating tangent space T S A (v j+1 ) of S at the vertex v j+1 :
Now the outward normal vector n(T j , v j+1 ) of the triangle T j at the vertex v j+1 can be defined as and this is equivalent to
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Note that the outward normal vectors n(T j , v j+1 ) and n(T j , v j+1 ) lie in different tangent spaces T S A (v j ) and T S A (v j+1 ), respectively. We also have n(T j , v j )⊥N A (v j ) and n(T j , v j+1 )⊥N A (v j+1 ). With this notation, we can now define the discrete divergence Div A X of a vector field on the triangular surface mesh S by
where |T k | denotes the area of the triangle T k .
We can extend the divergence Div A X to the whole mesh S piecewise linearly in a natural way. Indeed, we consider a function h defined in the vertices v, v j , v j+1 of a triangle T j . We can extend h linearly to the whole T j as follows: Given any point p ∈ T j , there are unique nonnegative constants α, β, γ ≥ 0 with α + β + γ = 1 so that
and then we set
Moreover, a direct computation from calculus gives
Therefore, we have the following lemma. Lemma 3.3. Let X be a vector field on the triangular mesh S. The integration of the divergence Div A X over S is
where I(v) is the index of the triangles that contain v.
Proof. Equation (3.24) implies
where v l , v m , and v k are the vertices of the triangle T j . We can rewrite this in terms of the vertices in V and obtain
where v is a vertex of the triangle T j when j ∈ N (v). Lemma 3.3 along with the definition of Div A X gives the following discrete conservation law. Proof. We have from Lemma 3.3 We can rewrite this summation in terms of the edges E in S. Since S is a triangular mesh without boundary, then each edge
From the definition of n(T j , v m ), we have
See Figure 3 Let Σ be a regular surface and S = (V, F ) a triangular surface mesh of Σ with mesh size r > 0. If the mesh size r is sufficiently small, we can find a unique geodesic γ ij joining two adjacent vertices v i and v j . In this way, every triangle T ∈ F has a corresponding geodesic triangleT on the surface Σ with the same vertices as T . See Figure 3 .4. Since the approximating normal vector satisfies N Σ (v) = N A (v) + O(r), the outward normal vectors n(T j , v j ) and n(T j , v j+1 ) of the geodesic triangleT j in Σ at the vertices v j and v j+1 respectively also have the relations
The main purpose of this section is to prove the following convergence theorem. Theorem 3.5. Let Σ be a regular surface and S = (V, F ) a triangular surface mesh of Σ with mesh size r > 0. Consider a smooth vector field X on Σ. Then one has, for sufficiently small r > 0 and v ∈ V ,
Proof. According to the divergence theorem on regular surfaces, one has (3.36)
where the domain W is the union of the geodesic trianglesT j with vertices v, v j , v j+1 , j = 0, 1, . . . , n, and n the outward normal vector of W in Σ. We denote and parametrize the geodesic edge
where L(E j ) is the length of the geodesic edge E j . We can approximate the vectors X(t) and n(t) by
These relations follow from the following easy lemma in calculus. 
Equations (3.34) and (3.38) imply
Note also that the length L(E j ) can be approximated by
Hence one obtains
On the other hand, we also have
Therefore we yield from (3.37), (3.42), and (3.43)
and this proves Theorem 3.5.
Using the results in subsection 3.2 and this subsection, we can approximate the Laplace-Beltrami operators on a regular surface as follows. Consider a smooth function h on a regular surface Σ and S = (V, F ) a triangular surface mesh of Σ with mesh size r > 0. One can use (3.8)-(3.11) to define the approximating gradient ∇ A h(v) at a vertex v ∈ V . Then the formula Δ Σ h = ∇ Σ · ∇ Σ h gives the approximating Laplace-Beltrami operator by
Next, we prove the following convergence theorem. Theorem 3.7. Let Σ be a regular surface and S = (V, F ) a triangular surface mesh of Σ with mesh size r > 0. Consider a smooth function h on Σ; one has, for sufficiently small r > 0 and v ∈ V ,
Proof. Theorem 3.1 shows that the approximating gradient is of O(r 2 )-convergence:
Then Theorem 3.5 gives
We can extend Δ A h to the whole triangular surface mesh S piecewise linearly in a natural way as in the discussions Lemma 3.3. Then, the discrete conservation law (Theorem 3.4) also holds for the Laplace-Beltrami operator. Proof. By the definition of Δ A h,
we apply Theorem 3.4 for X = ∇ A h to get (3.50)
Remark 3.9. The error terms O(r), O(r 2 ) in Theorems 3.1-3.8, can be shown to depend only on curvatures, injectivity radius [7, 12] of Σ, vector fields X, and/or functions h.
Remark 3.10. We would like to point out that the methods discussed in this section also work for higher dimensions. Namely, we can also use these ideas to approximate the gradient, divergence, and Laplace-Beltrami operator for hypersurfaces in nD Euclidean spaces with n ≥ 3. We will discuss these in another paper.
Numerical simulations.
Since the level-set method and discretization method are two important and popular approaches for estimating the LaplaceBeltrami operator, we shall compare our proposed method with the level-set method of Bertalmio et al. [2] and Xu's discretization method [20] . Moreover, we shall also give some numerical simulations for several important PDEs on regular surfaces.
Comparisons of Laplacian estimations.
We compare our proposed method with the method of Bertalmio et al. [2] and Xu's discrization method [20] for estimating the Laplacian of random polynomial functions of degree at most 5,
on a unit sphere and a torus, where a ijk 's are random numbers in [−5, 5] and v = (x, y, z) is the vertex on the sphere or a torus. We choose 10,000 random polynomial functions on these surfaces. The l ∞ and l 2 errors are used for all vertices on the triangular mesh. Our simulations indicate that all these methods are convergent. In our simulations, the convergent rates of all methods are O(r 2 ) and O(r) on the sphere and the torus, respectively.
The values of | Σ Δ A u| in Tables 4.1 and 4.2 are the averages of all integrations of the Laplacian of u on the sphere or a torus. Since the sphere and torus are closed surfaces, the integration of the Laplacian of u should vanish. The numerical simulations indicate that the conservation law holds only for our method, for the other two methods.
PDEs on surfaces.
In this subsection, we compute the numerical solutions of some PDEs on regular surfaces by our proposed method. In all our simulations, the time step is about Δt ≈ r 2 10 , where r is the mesh size. First, we consider the diffusion equation on a unit sphere Σ, on the surface between a and b, and the "l-infty error" means the l ∞ error of our simulations. Figure 4 .2 gives the logarithm of the l ∞ errors of our numerical solutions. Obviously, our numerical solution approaches exponentially the exact solution when the simulation time is large enough. Furthermore, the integration of u, Σ u(t; p)dS, is preserved at all times. That is, the conservational law holds in these simulations. Next, we solve the fourth order diffusion equation One can find more discussions about this equation in [10] . In our simulations, the mesh size of the triangular mesh is r = 0.064. Figure 4 .4 displays the numerical solutions of (4.5) at t = 0, 0.2044, and 0.9044. Obviously, our solution is as good as the numerical solutions of Greer, Bertozzi, and Sapiro [10] .
In our final example, we compute the Allen-Cahn equation In this simulation, the mesh size of the triangular mesh is r = 0.1. Figure 4 .5 shows the numerical results. Again, our results and Greer's numerical solutions [9] are equally good. 
Conclusions.
Our proposed method is a new discretization method for estimating the gradient, divergence, and Laplace-Beltrami operator of a function or a vector field on regular surfaces. The convergence rate of our proposed method is as good as other well-known convergence methods for estimating the Laplace-Beltrami operators. As one can see from the numerical simulations, the level-set method and Xu's method do not obey the conservation law for diffusion equations. However, our proposed method does. That is, our proposed method for estimating the LaplaceBeltrami operator on the diffusion equations has the conservation property. Besides this property, our algorithm is intrinsic and easy to implement. However, the level set method, used by Bertalmio et al., has less computational time as long as the signed distance function is found in advance. The simulations in section 4 strongly support the statements of our main theorems in section 3. The conservation law is very important for physical simulations. In the near future, we shall use our proposed method to improve more PDEs, such as the Navier-Stokes equation, on regular surfaces, triangular meshes, and general manifolds of dimension n ≥ 3.
