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Abstract
We first introduce a notion of convex structure in generalized metric spaces, then we introduce
tripartite contractions, tripartite semi-contractions, tripartite coincidence points, as well as tripartite
best proximity points for a given triple (K;S;T ) defined on the union A ∪ B ∪ C of closed subsets
of a generalized metric space. We prove theorems on the existence and convergence of tripartite
coincidence-best proximity points.
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1 Introduction
Let (X, d) be a metric space, and let A,B be subsets of X . A mapping T : A ∪ B → A ∪ B is said to
be cyclic provided that T (A) ⊆ B and T (B) ⊆ A; similarly, a mapping S : A ∪ B → A ∪ B is said to
be noncyclic if S(A) ⊆ A and S(B) ⊆ B. The following theorem is an extension of Banach contraction
principle.
Theorem 1.1 ([17]) Let A and B be nonempty closed subsets of a complete metric space (X, d). Suppose
that T is a cyclic mapping such that
d(Tx, T y) ≤ αd(x, y),
for some α ∈ (0, 1) and for all x ∈ A, y ∈ B. Then T has a unique fixed point in A ∩B.
Let A and B be nonempty subsets of a metric space X . A mapping T : A ∪B → A ∪B is said to be
a cyclic contraction if T is cyclic and
d(Tx, T y) ≤ αd(x, y) + (1 − α) dist(A,B)
for some α ∈ (0, 1) and for all x ∈ A, y ∈ B, where
dist(A,B) := inf{d(x, y) : (x, y) ∈ A×B}.
For a cyclic mapping T : A ∪ B → A ∪ B, a point x ∈ A ∪ B is said to be a best proximity point
provided that
d(x, Tx) = dist(A,B).
∗corresponding author
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The following existence, uniqueness and convergence result of a best proximity point for cyclic contractions
is the main result of [8].
Theorem 1.2 ([8]) Let A and B be nonempty closed convex subsets of a uniformly convex Banach space
X and let T : A∪B → A∪B be a cyclic contraction mapping. For x0 ∈ A, define xn+1 := Txn for each
n ≥ 0. Then there exists a unique x ∈ A such that x2n → x and
‖x− Tx‖ = dist(A,B).
In the theory of best proximity points, one usually considers a cyclic mapping T defined on the union of
two (closed) subsets of a given metric space. Here the objective is to minimize the expression d(x, Tx)
where x runs through the domain of T ; that is A ∪B. In other words, we want to find
argmin{d(x, Tx) : x ∈ A ∪B}.
If A and B intersect, the solution is clearly a fixed point of T ; otherwise we have
d(x, Tx) ≥ dist(A,B), ∀x ∈ A ∪B,
so that the point at which the equality occurs is called a best proximity point of T . This point of view
dominates the literature.
Very recently, N. Shahzad, M. Gabeleh, and O. Olela Otafudu [25] considered two mappings T and
S simultaneously and established very interesting results. For technical reasons, the first map should be
cyclic and the second one should be noncyclic. According to [25], for a nonempty pair of subsets (A,B),
and a cyclic-noncyclic pair (T ;S) on A∪B (that is, T : A∪B → A ∪B is cyclic and S : A∪B → A∪B
is noncyclic); they called a point p ∈ A ∪B a coincidence best proximity point for (T ;S) provided that
d(Sp, T p) = dist(A,B).
Note that if S = I, the identity map on A ∪ B, then p ∈ A ∪ B is a best proximity point for T . Also,
if dist(A,B) = 0, then p is called a coincidence point for (T ;S) (see [12] and [14] for more information).
With the definition just given, and depending on the situation as to whether S equals the identity map,
or if the distance between the underlying sets is zero, one obtains a best proximity point for T , or a
coincidence point for T and S. This was in fact the philosophy behind the phrase ”coincidence best
proximity point” for the pair (T ;S). They then defined the notion of a cyclic-noncyclic contraction.
Definition 1.3 ([25]) Let (A,B) be a nonempty pair of subsets of a metric space (X, d) and T, S :
A ∪ B → A ∪ B be two mappings. The pair (T ;S) is called a cyclic-noncyclic contraction pair if it
satisfies the following conditions:
(1) (T ;S) is a cyclic-noncyclic pair on A ∪B.
(2) For some r ∈ (0, 1) we have
d(Tx, T y) ≤ rd(Sx, Sy) + (1− r) dist(A,B), ∀(x, y) ∈ A×B.
To state the main result of [25], we need to recall the notion of convexity in the framework of metric
spaces. In [28], Takahashi introduced the notion of convexity in metric spaces as follows (see also [26]).
Definition 1.4 Let (X, d) be a metric space and I := [0, 1]. A mapping W : X ×X × I → X is said to
be a convex structure on X provided that for each (x, y;λ) ∈ X ×X × I and u ∈ X,
d(u,W(x, y;λ)) ≤ λd(u, x) + (1− λ)d(u, y).
A metric space (X, d) together with a convex structure W is called a convex metric space and is
denoted by (X, d,W). A Banach space and each of its convex subsets are convex metric spaces. A subset
K of a convex metric space (X, d,W) is said to be a convex set provided that W(x, y;λ) ∈ K for all
x, y ∈ K and λ ∈ I. Similarly, a convex metric space (X, d,W) is said to be uniformly convex if for any
2
ε > 0, there exists α = α(ε) such that for all r > 0 and x, y, z ∈ X with d(z, x) ≤ r, d(z, y) ≤ r and
d(x, y) ≥ rε, we have
d(z,W(x, y;
1
2
)) ≤ r(1 − α) < r.
For example, every uniformly convex Banach space is a uniformly convex metric space.
Definition 1.5 ([25]) Let (A,B) be a nonempty pair of subsets of a metric space (X, d). A mapping
S : A ∪B → A ∪B is said to be a relatively anti-Lipschitzian mapping if there exists c > 0 such that
d(x, y) ≤ c d(Sx, Sy), ∀(x, y) ∈ A×B.
The main result of Shahzad, et al. reads as follows:
Theorem 1.6 ([25]) Let (A,B) be a nonempty, closed pair of subsets of a complete uniformly convex
metric space (X, d,W) such that A is convex. Let (T ;S) be a cyclic-noncyclic contraction pair defined
on A ∪ B such that T (A) ⊆ S(B), T (B) ⊆ S(A), and that S is continuous on A and relatively anti-
Lipschitzian on A ∪B. Then (T ;S) has a coincidence best proximity point in A. Further, if x0 ∈ A and
Sxn+1 := Txn, then (x2n) converges to the coincidence best proximity point of (T ;S).
Her we intend to generalize the above mentioned result in two directions. First, we consider a G-metric
space instead of a metric space (for the definition of G-metric and G-distance of sets, see the next section).
Therefore, we have to modify the notion of convex structure to incorporate in this new setting. The second
and more important departure point from [25] is that we instead consider a triple of mappings (K;T ;S)
defined on the union of three (closed) subsets of a G-metric space; namely A∪B ∪C. We shall therefore
define the new notions of coincidence point as well as best proximity point for the triple (K;T ;S). Here,
what we need is the concept of G-distance of three sets A,B,C, that is
G(A,B,C) := inf{G(a, b, c) : a ∈ A, b ∈ B, c ∈ C}.
We also need to impose the right conditions on the mappings involved. This will justify the new notions
of left cyclic mapping, right cyclic mapping, as well as noncyclic mapping in the setting in which the
domain has three components A, B, and C. This will be done in §3 where we define the new concepts
tripartite coincidence point and tripartite best proximity point for a give triple (K;T ;S) on A ∪ B ∪ C.
The main result of this paper is to prove existence and convergence theorems for tripartite coincidence
points and tripartite best proximity points for a given triple (K;T ;S). In §3, we will introduce the new
concept of tripartite contractions and will prove the mentioned results for this mappings. Finally, in §4,
we shall introduce the notion of tripartite semi-contractions, and shall prove tripartite coincidence-best
proximity points theorems for this class of mappings.
It is tempting to call these new notions as ”tripled coincidence point” and ”tripled best proximity
point”, but this phrases has already been used to indicate particular points associated to mappings
with three variables; that is for a mapping F defined from X × X × X into X (see [3], [4]). To avoid
confusion, we have decided to adhere the adjective tripartite to this new notions. Our study is in line
with the existence of best proximity pairs which was first studied in [9] by using a geometric property on
a nonempty pair of subsets of a Banach space, called proximal normal structure, for noncyclic relatively
nonexpansive mappings.
Related results on the existence and convergence of best proximity pairs can also be found in [1, 2, 5,
6, 7, 10, 11, 13, 16, 22, 23, 24, 27] and the references therein.
2 Convex structure in G-metric spaces
In this section we first recall some necessary facts on G-metric spaces, a notion introduced by Mustafa
and Sims [21] in 2006. Among other things, they characterized the Banach fixed point theorem in G-
metric spaces. Following their pioneering work, many authors have discussed fixed point theorems in the
framework of G-metric spaces; see [15], [20] and [29]. Second, we shall introduce a convex structure on
this spaces. This convex structure will be used in the statement of our main result in the next sections.
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Definition 2.1 ([21]) Let X be a nonempty set, and let G : X ×X ×X → R+ be a function satisfying:
(1) G(x, y, z) = 0, if x = y = z,
(2) 0 < G(x, x, y), for all x, y ∈ X, with x 6= y,
(3) G(x, x, y) ≤ G(x, y, z), for all x, y, z ∈ X with z 6= y,
(4) G(x, y, z) = G(x, z, y) = G(y, z, x) = · · · (symmetry in all three variables), and
(5) G(x, y, z) ≤ G(x, a, a) +G(a, y, z), for all x, y, z, a ∈ X, (rectangle inequality),
then the function G is called a generalized metric, or, more specifically a G-metric on X, and the pair
(X,G) is called a G-metric space.
Clearly these properties are satisfied when G(x, y, z) is the perimeter of a triangle with vertices at x, y
and z in R2.
Example 2.2 ([21]) Let (X, d) be a metric space, then
Gs(d)(x, y, z) =
1
3
[d(x, y) + d(y, z) + d(x, z)]
and
Gm(d)(x, y, z) = max{d(x, y), d(y, z), d(x, z)}
define G-metrics on X.
Definition 2.3 ([21]) A G-metric space (X,G) is symmetric if
G(x, y, y) = G(x, x, y), for all x, y ∈ X.
Clearly, any G-metric space where G is derived from an underlying metric as in the above Example is
symmetric.
Theorem 2.4 ([21]) Let (X,G) be a G-metric space, then for any x, y, z and a ∈ X we have:
(1) if G(x, y, z) = 0, then x = y = z,
(2) G(x, y, z) ≤ G(x, x, y) +G(x, x, z),
(3) G(x, y, y) ≤ 2G(y, x, x),
(4) G(x, y, z) ≤ G(x, a, z) +G(a, y, z),
(5) G(x, y, z) ≤ 23 [G(x, y, a) +G(x, a, z) +G(a, y, z)],
(6) G(x, y, z) ≤ G(x, a, a) +G(y, a, a) +G(z, a, a).
Remark 2.5 ([21]) For any nonempty set X, we have seen that from any metric on X we can construct
a G-metric (see Example 2.2), conversely, for any G-metric G on X,
dG(x, y) = G(x, y, y) +G(x, x, y),
is readily seen to define a metric on X, the metric associated with G satisfies
G(x, y, z) ≤ Gs(dG)(x, y, z) ≤ 2G(x, y, z).
and
1
2
G(x, y, z) ≤ Gm(dG)(x, y, z) ≤ 2G(x, y, z).
Theorem 2.6 ([21]) Let (X,G) be G-metric space, then for a sequence (xn) ⊆ X and point x ∈ X the
following are equivalent:
(1) (xn) is G-convergent to x.
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(2) dG(xn, x)→ 0, as n→∞ (that is, (xn) converges to x relative to the metric dG).
(3) G(xn, xn, x)→ 0, n→∞.
(4) G(xn, x, x)→ 0, as n→∞.
(5) G(xm, xn, x)→ 0, as m,n→∞.
Definition 2.7 ([18]) Let A,B and C be three nonempty subsets of a G-metric space (X,G). We define
G-distance of three subsets A,B and C, G(A,B,C), as follows:
G(A,B,C) := inf{G(a, b, c) : a ∈ A, b ∈ B, c ∈ C}.
Given (A,B,C) a triple of nonempty subsets of a G-metric space (X,G), then its proximal triple is the
triple (A0, B0, C0) given by
A0 := {a ∈ A : G(a, b, c) = G(A,B,C) for some b ∈ B, c ∈ C},
B0 := {b ∈ B : G(a, b, c) = G(A,B,C) for some a ∈ A, c ∈ C},
C0 := {c ∈ C : G(a, b, c) = G(A,B,C) for some a ∈ A, b ∈ B}.
A triple of subsets (A,B,C) is said to be proximal if A = A0, B = B0, and C = C0.
Now it is time to introduce a convex structure on G-metric spaces. We begin with the following
definition.
Definition 2.8 Let (X,G) be a G-metric space and I := [0, 1]. A mapping W : X×X×X×I×I×I → X
is said to be a convex structure on (X,G) provided that for each x, y, z, u, v ∈ X, and each λ1, λ2, λ3 ∈ I
satisfying λ1 + λ2 + λ3 = 1, we have
G (u, v,W(x, y, z;λ1, λ2, λ3)) ≤ λ1G(u, v, x) + λ2G(u, v, y) + λ3G(u, v, z).
• A G-metric space (X,G) together with a convex structure W is called a convex G-metric space, and
is denoted by (X,G,W).
• A subset U of a convex G-metric space (X,G,W) is said to be a G-convex set provided that
W(x, y, z, ;λ1, λ2, λ3) ∈ U , for all x, y, z ∈ U and λ1, λ2, λ3 ∈ I such that λ1 + λ2 + λ3 = 1.
• A convex G-metric space (X,G,W) is said to be uniformly convex if for any ε > 0, there exists
α = α(ε) such that for all r > 0 and x, y, z, u, v ∈ X where x, y, z are distinct points satisfying
G(u, v, x) ≤ r, G(u, v, y) ≤ r, G(u, v, z) ≤ r and G(x, y, z) ≥ rε we have
G(u, v,W(x, y, z;
1
3
,
1
3
,
1
3
)) ≤ r(1 − α) < r.
It is clear from the definition that if x, y, z are three points in R2, then W(x, y, z;λ1, λ2, λ3) is a point of
the triangle with vertices at x, y and z in R2.
Example 2.9 Consider X := [−1, 1] with the usual metric. For each x, y, z ∈ X we define
G(x, y, z) := |x− y|+ |y − z|+ |z − x|.
Clearly, (X,G) is a G-metric space. Suppose that ε > 0. For all 0 < ε ≤ r and for all u, v, x, y, z ∈ X in
which x, y, z are distinct points and
G(u, v, x) ≤ r, G(u, v, y) ≤ r, G(u, v, z) ≤ r, G(x, y, z) ≥ rε,
we have
G(u, v,W(x, y, z;
1
3
,
1
3
,
1
3
)) = |u− v|+ |v −
x+ y + z
3
|+ |
x+ y + z
3
− u|.
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Since x, y, z are distinct points and W(x, y, z; 13 ,
1
3 ,
1
3 ) is a point in middle of triangle with vertices x, y, z,
we have
|u− v|+ |v −
x+ y + z
3
|+ |
x+ y + z
3
− u| < max{|u− v|+ |v − p|+ |p− u| : p ∈ {x, y, z}}.
Consequently, we have
G(u, v,W(x, y, z;
1
3
,
1
3
,
1
3
)) < max{G(u, v, p) : p ∈ {x, y, z}} ≤ r
which implies that
G(u, v,W(x, y, z;
1
3
,
1
3
,
1
3
)) < r.
Thus, there exists β ∈ (0, r
ε
) such that for all u, v ∈ X and all x, y, z ∈ X that are distinct, we have
r −G(u, v,W(x, y, z;
1
3
,
1
3
,
1
3
)) ≥ βε,
and finally,
G(u, v,W(x, y, z;
1
3
,
1
3
,
1
3
)) ≤ r − βε.
Now, let (1− α)r = r − βε. Therefore, by assumption that α := βε
r
, we have α ∈ (0, 1) and
G(u, v,W(x, y, z;
1
3
,
1
3
,
1
3
)) ≤ r(1 − α).
Consequently, (X,G,W) is a uniformly convex G-metric space.
3 Tripartite coincidence-best proximity points
We begin this section by introducing the new notions of coincidence and best proximity points.
Definition 3.1 Let A,B and C be nonempty subsets of a G-metric space (X,G). Then
(1) A mapping T : A ∪B ∪C → A ∪B ∪ C is said to be a right cyclic mapping if
T (A) ⊆ B, T (B) ⊆ C, T (C) ⊆ A.
(2) A mapping S : A ∪B ∪ C → A ∪B ∪ C is said to be a left cyclic mapping if
S(A) ⊆ C, S(C) ⊆ B, S(B) ⊆ A.
(3) A mapping K : A ∪B ∪ C → A ∪B ∪ C is said to be a (tripartite) noncyclic mapping if
K(A) ⊆ A, K(B) ⊆ B, K(C) ⊆ C.
Example 3.2 Let X := R and
A = {3npi : n ∈ N}, B = {3npi + pi : n ∈ N}, C = {3npi + 2pi : n ∈ N}.
Then the mappings T, S,K : A ∪B ∪C → A ∪B ∪ C defined by
Tx := x+ pi, Sx := x+ 2pi, Kx := x+ 3pi,
are right cyclic, left cyclic, and (tripartite) noncyclic, respectively.
We will at times refer to the triple (T ;S;K) as a right cyclic-left cyclic-(tripartite) noncyclic triple
on A ∪B ∪ C; or briefly as an RLN triple.
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Definition 3.3 Let A,B and C be nonempty subsets of a G-metric space (X,G), T : A∪B∪C → A∪B∪C
be right cyclic and S : A ∪ B ∪ C → A ∪ B ∪ C be left cyclic. A point p ∈ A ∪ B ∪ C is said to be a
tripartite best proximity point for T and S provided that
G(p, T p, Sp) = G(A,B,C).
Definition 3.4 Let A,B and C be nonempty subsets of a G-metric space (X,G) and (T ;S;K) be an
RLN triple on A∪B ∪C; that is, T : A∪B ∪C → A∪B ∪C is right cyclic, S : A∪B ∪C → A∪B ∪C
is left cyclic and K : A∪B ∪C → A∪B ∪C is tripartite noncyclic. A point p ∈ A ∪B ∪C is said to be
a tripartite coincidence-best proximity point for (T ;S;K) provided that
G(Kp, Tp, Sp) = G(A,B,C).
Note that if in the above definition K = I, where I denotes the identity map on A ∪ B ∪ C, then
p ∈ A ∪ B ∪ C will become a tripartite best proximity point of the mappings T and S. Moreover, if
G(A,B,C) = 0, then p will be called a tripartite coincidence point for (T ;S;K).
Definition 3.5 Let A,B and C be nonempty subsets of a G-metric space (X,G). A mapping S : A ∪
B ∪C → A ∪B ∪ C is said to a left cyclic contraction if S is left cyclic and
G(Sx, Sy, Sz) ≤ rG(x, y, z)
for some r ∈ (0, 1) and for all (x, y, z) ∈ A×B × C.
Definition 3.6 Let A,B and C be nonempty subsets of a G-metric space (X,G) and T, S,K : A∪B∪C →
A ∪B ∪ C be three mappings. The triple (T ;S;K) is called a tripartite contraction if
(1) (T ;S;K) is an RLN on A ∪B ∪ C.
(2) For some r ∈ (0, 1) and for all (x, y, z) ∈ A×B × C we have
G(Sx, Sy, Sz) ≤ rG(Kx,Ky,Kz) + (1− r)G(A,B,C)
and
G(Tx, T y, T z) ≤ rG(Sx, Sy, Sz).
Example 3.7 Let X := R and let
G(x, y, z) = |x− y|+ |y − z|+ |z − x|
be a G-metric on X. In addition, let
A = {3npi : n ∈ N}, B = {3npi + pi : n ∈ N}, C = {3npi + 2pi : n ∈ N}.
Then for mappings T, S,K : A ∪B ∪ C → A ∪B ∪C defined by
Tx := x+ pi, Sx := 4x+ 2pi, Kx := 12x+ 3pi,
for each (x, y, z) ∈ A×B × C, we have
G(Tx, T y, T z) = |(x + pi)− (y + pi)|+ |(y + pi)− (z + pi)|+ |(z + pi)− (x+ pi)|
= |x− y|+ |y − z|+ |z − x| =
1
4
(|4x− 4y|+ |4y − 4z|+ |4z − 4x|)
=
1
4
(|(4x+ 2pi)− (4y + 2pi)|+ |(4y + 2pi)− (4z + 2pi)|+ |(4z + 2pi)− (4x+ 2pi)|)
≤
1
3
(|(4x+ 2pi)− (4y + 2pi)|+ |(4y + 2pi)− (4z + 2pi)|+ |(4z + 2pi)− (4x+ 2pi)|)
=
1
3
G(Sx, Sy, Sz),
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and
G(Sx, Sy, Sz) = |(4x+ 2pi)− (4y + 2pi)|+ |(4y + 2pi)− (4z + 2pi)|+ |(4z + 2pi)− (4x+ 2pi)|
= |4x− 4y|+ |4y − 4z|+ |4z − 4x| =
1
3
(|12x− 12y|+ |12y − 12z|+ |12z − 12x|)
=
1
3
(|(12x+ 3pi)− (12y + 3pi)|+ |(12y + 3pi)− (12z + 3pi)|+ |(12z + 3pi)− (12x+ 3pi)|)
=
1
3
G(Kx,Ky,Kz)
≤
1
3
G(Kx,Ky,Kz) +
2
3
G(A,B,C).
This implies that (T ;S;K) is a tripartite contraction with r = 13 .
Remark 3.8 It follows from the condition (2) of the above definition that
G(Sx, Sy, Sz) ≤ G(Kx,Ky,Kz), ∀(x, y, z) ∈ A×B × C.
Moreover, if K is a noncyclic relatively nonexpansive mapping; meaning that
G(Kx,Ky,Kz) ≤ G(x, y, z) ∀(x, y, z) ∈ A×B × C,
then S is a left cyclic contraction. In addition, if in the above definition K is G-continuous, then S
and T are G-continuous as well (that is, they are continuous with respect to the topology induced by the
G-metric).
Lemma 3.9 Let (A,B,C) be a triple of nonempty subsets of a G-metric space (X,G) and let (T ;S;K)
be a tripartite contraction on A ∪ B ∪ C. Suppose that T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C)
and T (C) ⊆ S(B) ⊆ K(A). Then there exists a sequence (xn) in X such that Txn = Sxn+1 = Kxn+2
for each n ≥ 0; moreover, (x3n), (x3n+1) and (x3n+2) are sequences in A,C and B respectively, and
G(Tx3n, T x3n+1, T x3n+2)→ 0, n→∞.
Proof. Let x0 ∈ A. Since Tx0 ∈ S(C) ⊆ K(B) and T (C) ⊆ S(B), there exist x1 ∈ C, x2 ∈ B such that
Tx0 = Sx1 = Kx2 and Tx1 = Sx2 ∈ K(A). We know that T (B) ⊆ S(A), therefore there exists x3 ∈ A
such that Tx1 = Sx2 = Kx3 and Tx2 = Sx3 ∈ K(C).
Again, since T (A) ⊆ S(C), there exists x4 ∈ C such that Tx2 = Sx3 = Kx4 and Tx3 = Sx4 ∈ K(B).
Since T (C) ⊆ S(B), there exists x5 ∈ B such that Tx3 = Sx4 = Kx5 and Tx4 = Sx5 ∈ K(A).
Continuing this process, we obtain a sequence (xn) such that (x3n), (x3n+1) and (x3n+2) are sequences
in A,C and B, respectively, and Txn = Sxn+1 = Kxn+2 for each n ≥ 0. Since (T ;S;K) is a tripartite
contraction, we have
G(Tx3n, T x3n+1, T x3n+2) ≤ rG(Sx3n, Sx3n+1, Sx3n+2) = rG(Tx3n−1, T x3n, T x3n+1)
≤ r[rG(Sx3n−1 , Sx3n, Sx3n+1)] = r
2G(Tx3n−2, T x3n−1, T x3n)
≤ · · · ≤ r3nG(Tx0, T x1, T x2).
Letting n→∞, we obtain
G(Tx3n, T x3n+1, T x3n+2)→ 0.

Note that in the above lemma, for each n ≥ 1, (x3n−1) ⊆ B and for each n ≥ 2, (x3n−2) ⊆ C.
Lemma 3.10 Let (A,B,C) be a nonempty triple of subsets of a G-metric space (X,G) and let (T ;S;K)
be a tripartite contraction on A∪B ∪C. Suppose that T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C) and
T (C) ⊆ S(B) ⊆ K(A). For x0 ∈ A, define Txn = Sxn+1 = Kxn+2 for each n ≥ 0. Then we have
G(Kx3n,Kx3n+1,Kx3n+2)→ G(A,B,C).
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Proof. Since (T ;S;K) is a tripartite contraction, we have
G(Kx3n,Kx3n+1,Kx3n+2) = G(Sx3n−1, Sx3n, Sx3n+1)
≤ rG(Kx3n−1,Kx3n,Kx3n+1) + (1− r)G(A,B,C)
= rG(Sx3n−2, Sx3n−1, Sx3n) + (1 − r)G(A,B,C)
≤ r[rG(Kx3n−2 ,Kx3n−1,Kx3n) + (1 − r)G(A,B,C)] + (1− r)G(A,B,C)
= r2G(Sx3n−3, Sx3n−2, Sx3n−1) + (1− r
2)G(A,B,C)
≤ · · · ≤ r3nG(Kx0,Kx1,Kx2) + (1 − r
3n)G(A,B,C).
Letting n→∞, we obtain
G(Kx3n,Kx3n+1,Kx3n+2)→ G(A,B,C).

In the following, we shall establish a theorem on the existence of tripartite coincidence-best proximity
point.
Theorem 3.11 Let (A,B,C) be a nonempty triple of subsets of a G-metric space (X,G) and let (T ;S;K)
be a tripartite contraction on A∪B ∪C. Suppose that T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C) and
T (C) ⊆ S(B) ⊆ K(A) and K is G-continuous on A∪B ∪C. For x0 ∈ A, define Txn = Sxn+1 = Kxn+2
for each n ≥ 0. If (x3n) has a G-convergent subsequence in A, then the triple (T ;S;K) has a tripartite
coincidence-best proximity point in A.
Proof. Let (x3nk) be a subsequence of (x3n) such that x3nk → p ∈ A (in the topology induced by the
G-metric). By Lemmas 3.9 and 3.10, if k →∞, we obtain
G(Tp, Tx3nk−1, T x3nk−2)→ 0
and
G(Kp,Kx3nk+1,Kx3nk+2)→ G(A,B,C).
It follows from the continuity of K and Theorem 2.4 that
G(A,B,C) ≤ G(Kp, Tp, Sp) ≤ G(Kp, Sx3nk , Sx3nk) +G(Tp, Sx3nk , Sx3nk) +G(Sp, Sx3nk , Sx3nk)
≤ G(Kp,Kx3nk+1,Kx3nk+1) +G(Tp, Tx3nk−1, T x3nk−1) +G(Sp, Sx3nk , Sx3nk)
≤ G(Kp,Kx3nk+1,Kx3nk+2) +G(Tp, Tx3nk−1, T x3nk−2) +G(Sp, Sx3nk , Sx3nk).
Letting k →∞, we conclude that
G(Kp, Tp, Sp) = G(A,B,C).

To obtain the second result on the existence of tripartite coincidence-best proximity points, we need
some preparations. Let (X,G) be a G-metric space, then a sequence (xn) ⊆ X is said to be G-bounded
if there exists x0, y0 ∈ X and M > 0 such that for each n ∈ N we have
G(xn, x0, y0) ≤M.
Note that if (xn) be a G-bounded sequence, then for all n,m, l ∈ N we have
G(xn, xm, xl) ≤ G(xn, x0, x0) +G(xm, x0, x0) +G(xl, x0, x0)
≤ G(xn, x0, y0) +G(xm, x0, y0) +G(xl, x0, y0)
≤M +M +M = 3M.
This implies that
sup{G(xn, xm, xl) : n,m, l ∈ N} <∞.
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Lemma 3.12 Let (A,B,C) be a nonempty triple of subsets of a G-metric space (X,G) and let (T ;S;K)
be a tripartite contraction on A∪B ∪C. Suppose that T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C) and
T (C) ⊆ S(B) ⊆ K(A), moreover S and K commute on A∪C. For x0 ∈ A, define Txn = Sxn+1 = Kxn+2
for each n ≥ 0. Then (Kx3n), (Kx3n+1) and (Kx3n+2) are G-bounded sequences in A, C and B,
respectively.
Proof. Since G(Kx3n,Kx3n+1,Kx3n+2) → G(A,B,C), it suffices to show that (Kx3n) is G-bounded in
A. Suppose to the contrary that there exists N0 ∈ N such that
G(S(Kx1), S(Kx2),Kx3N0+1) > M, G(S(Kx1), S(Kx2),Kx3N0−1) ≤M,
where,
M > max
{
r2
1− r2
G(K(Kx0),K(Kx1), S(Kx1)) +G(A,B,C), G(Sx2, Sx0, S(Kx1))
}
.
Hence, we have
M −G(A,B,C)
r2
+G(A,B,C) <
G(S(Kx1), S(Kx2),Kx3N0+1)−G(A,B,C)
r2
+G(A,B,C)
≤
G(S(Kx1), S(Kx2),Kx3N0+1) + (r
2 − 1)G(A,B,C)
r2
≤
G(S(Kx1), S(Kx2),Kx3N0+1) + (r
2 − 1)G(S(Kx1), S(Kx2),Kx3N0+1)
r2
= G(S(Kx1), S(Kx2),Kx3N0+1) = G(S(Kx1), S(Kx2), Sx3N0 )
≤ G(K(Kx1),K(Kx2),Kx3N0 ) = G(K(Sx0),K(Sx1), Sx3N0−1)
= G(S(Kx0), S(Kx1), Sx3N0−1) ≤ G(K(Kx0),K(Kx1),Kx3N0−1)
≤ G(K(Kx0),K(Kx1), S(Kx1) +G(S(Kx1), S(Kx1),Kx3N0−1)
≤ G(K(Kx0),K(Kx1), S(Kx1) +G(S(Kx1), S(Kx2),Kx3N0−1)
≤ G(K(Kx0),K(Kx1), S(Kx1) +M
Thus
M −G(A,B,C)
r2
+G(A,B,C) < G(K(Kx0),K(Kx1), S(Kx1)) +M,
and so,
M − (1− r2)G(A,B,C) < r2{G(K(Kx0),K(Kx1), S(Kx1)) +M}.
This implies that
M <
r2
1− r2
G(K(Kx0),K(Kx1), S(Kx1)) +G(A,B,C),
which is a contradiction with the choice of M . 
Definition 3.13 Let (A,B,C) be a nonempty triple of subsets of a G-metric space (X,G). A mapping
K : A ∪ B ∪ C → A ∪ B ∪ C → is said to be a tripartite relatively anti-Lipschitzian mapping if there
exists c > 0 such that for all (x, y, z) ∈ A×B × C we have
G(x, y, z) ≤ cG(Kx,Ky,Kz).
The next theorem is a straightforward consequence of Theorem 3.11 and Lemma 3.12. We just recall
that a subset A in a G-metric space (X,G) is said to be G-compact if every G-bounded sequence in A
has a G-convergent subsequence in A.
Theorem 3.14 Let (A,B,C) be a nonempty triple of subsets of a G-metric space (X,G) such that A
is G-sequentially compact, and let (T ;S;K) be a tripartite contraction on A ∪ B ∪ C. Suppose that
T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C) and T (C) ⊆ S(B) ⊆ K(A), moreover S and K commute
on A ∪ C. If K is tripartite relatively anti-Lipschitzian and G-continuous on A ∪ B ∪ C, then the triple
(T ;S;K) has a tripartite coincidence-best proximity point in A.
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We now will illustrate Theorem 3.14 with the following examples.
Example 3.15 Consider X := [0,+∞) with the usual metric. We have already seen that the function
G : X ×X ×X → [0,+∞) defined by
G(x, y, z) = |x− y|+ |y − z|+ |z − x|,
for all x, y, z ∈ X, is a G-metric on X. For A = [0, 1], B = [0, 2] and C = [0, 3] we have G(A,B,C) = 0.
We define
Tx :=
1
4
sinx, Sx :=
1
2
sinx, Kx := x, ∀x ∈ A ∪B ∪ C.
Then for each (x, y, z) ∈ A×B × C, we have
G(Tx, T y, T z) = |
1
4
sinx−
1
4
sin y|+ |
1
4
sin y −
1
4
sin z|+ |
1
4
sin z −
1
4
sinx|
=
1
4
(| sinx− sin y|+ | sin y − sin z|+ | sin z − sinx|)
≤
3
4
[
1
2
(| sinx− sin y|+ | sin y − sin z|+ | sin z − sinx|)]
=
3
4
G(Sx, Sy, Sz).
In addition, for each (x, y, z) ∈ A×B × C, we obtain
G(Sx, Sy, Sz) = |
1
2
sinx−
1
2
sin y|+ |
1
2
sin y −
1
2
sin z|+ |
1
2
sin z −
1
2
sinx|
=
1
2
(| sinx− sin y|+ | sin y − sin z|+ | sin z − sinx|)
≤
3
4
(|x− y|+ |y − z|+ |z − x|) +
1
4
G(A,B,C)
=
3
4
G(Kx,Ky,Kz) +
1
4
G(A,B,C).
This implies that (T ;S;K) is a tripartite contraction with r = 34 . Also, T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆
S(A) ⊆ K(C) and T (C) ⊆ S(B) ⊆ K(A). Moreover, K is G-continuous on A ∪ B ∪ C and A is G-
sequentially compact in X. Besides, K is tripartite relatively anti-Lipschitzian on A ∪B ∪C with c = 2.
In fact, for all (x, y, z) ∈ A×B × C we have
G(x, y, z) = |x− y|+ |y − z|+ |z − x| ≤ 2(|x− y|+ |y − z|+ |z − x|) = 2G(Kx,Ky,Kz).
Finally, for each x ∈ A ∪ C we have
K(Sx) = K(
1
2
sinx) =
1
2
sinx = Sx = S(Kx),
that is, S and K commute on A∪C. Thereby, the existence of tripartite coincidence-best proximity point
for (T ;S;K) follows from Theorem 3.14. That is, there exists p ∈ A such that
G(Kp, Tp, Sp) = G(A,B,C)
or
G(p,
1
4
sin p,
1
2
sin p) = 0.
Therefore,
p =
1
4
sin p =
1
2
sin p,
which implies that p = 0.
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Example 3.16 Let X := [0,+∞) with the usual metric. Again G : X ×X ×X → [0,+∞) defined by
G(x, y, z) = |x− y|+ |y − z|+ |z − x|,
for all x, y, z ∈ X, is a G-metric on X. For A = [0, 1], B = [0, 2] and C = [0, 3] we have G(A,B,C) = 0;
now we define
Tx :=
1
3
sinx, Sx :=
1
2
x, Kx := x, ∀x ∈ A ∪B ∪ C.
Then for each (x, y, z) ∈ A×B × C, we have
G(Tx, T y, T z) = |
1
3
sinx−
1
3
sin y|+ |
1
3
sin y −
1
3
sin z|+ |
1
3
sin z −
1
3
sinx|
=
1
3
(| sinx− sin y|+ | sin y − sin z|+ | sin z − sinx|)
≤
1
3
(|x − y|+ |y − z|+ |z − x|) =
2
3
[
1
2
(|x− y|+ |y − z|+ |z − x|)]
=
2
3
G(Sx, Sy, Sz) ≤
5
6
G(Sx, Sy, Sz).
In addition, for each (x, y, z) ∈ A×B × C, we have
G(Sx, Sy, Sz) = |
1
2
x−
1
2
y|+ |
1
2
y −
1
2
z|+ |
1
2
z −
1
2
x|
=
1
2
(|x − y|+ |y − z|+ |z − x|) =
1
2
G(Kx,Ky,Kz)
≤
5
6
G(Kx,Ky,Kz) ≤
5
6
G(Kx,Ky,Kz) +
1
6
G(A,B,C).
This implies that (T ;S;K) is a tripartite contraction with r = 56 . Also, T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆
S(A) ⊆ K(C) and T (C) ⊆ S(B) ⊆ K(A). Moreover, K is G-continuous on A ∪ B ∪ C and A is G-
sequentially compact in X. Besides, K is tripartite relatively anti-Lipschitzian on A ∪B ∪C with c = 2.
In fact, for all (x, y, z) ∈ A×B × C we have
G(x, y, z) = |x− y|+ |y − z|+ |z − x| ≤ 2(|x− y|+ |y − z|+ |z − x|) = 2G(Kx,Ky,Kz).
Finally, for each x ∈ A ∪ C we have
K(Sx) = K(
1
2
x) =
1
2
x = Sx = S(Kx),
that is, S and K commute on A∪C. Thereby, the existence of tripartite coincidence-best proximity point
for (T ;S;K) follows from Theorem 3.14. That is, there exists p ∈ A such that
G(Kp, Tp, Sp) = G(A,B,C)
or
G(p,
1
3
sin p,
1
2
p) = 0.
Therefore,
p =
1
3
sin p =
1
2
p,
which implies that p = 0.
So far, we have been dealing with the existence of tripartite coincidence-best proximity points of tripartite
contractions. Now we want to approximate these points. To achieve this goal, we need the convex
structure of G-metric space. We begin with the following lemma.
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Lemma 3.17 Let (A,B,C) be a nonempty triple of subsets of a uniformly convex G-metric space (X,G;W)
such that A is G-convex. Let (T ;S;K) be a tripartite contraction on A∪B∪C such that T (A) ⊆ S(C) ⊆
K(B), T (B) ⊆ S(A) ⊆ K(C) and T (C) ⊆ S(B) ⊆ K(A). For x0 ∈ A, define Txn = Sxn+1 = Kxn+2
for each n ≥ 0. Then
G(Kx3n,Kx3n+3,Kx3n+6)→ 0,
G(Kx3n+1,Kx3n+4,Kx3n+7)→ 0,
and
G(Kx3n+2,Kx3n+5,Kx3n+8)→ 0.
Proof. We want to show that G(Kx3n,Kx3n+3,Kx3n+6) → 0 as n → ∞. Suppose to the contrary that
there exists ε0 > 0 such that for each k ≥ 1, there exists nk ≥ k such that
G(Kx3nk ,Kx3nk+3,Kx3nk+6) ≥ ε0.
Choose 0 < γ < 1 such that ε0
γ
> G(A,B,C) and choose ε > 0 such that
0 < min
{
ε0
γ
−G(A,B,C),
G(A,B,C)α(γ)
1− α(γ)
}
.
By Lemma 3.10, since G(Kx3nk ,Kx3nk+1,Kx3nk+2)→ G(A,B,C), there exists N ∈ N such that
G(Kx3nk+2,Kx3nk+1,Kx3nk) ≤ G(A,B,C) + ε,
G(Kx3nk+2,Kx3nk+1,Kx3nk+3) ≤ G(A,B,C) + ε,
G(Kx3nk+2,Kx3nk+1,Kx3nk+6) ≤ G(A,B,C) + ε,
and
G(Kx3nk ,Kx3nk+3,Kx3nk+6) ≥ ε0 > γ(G(A,B,C) + ε).
It now follows from the uniform convexity of (X,G) and the G-convexity of A that
G(A,B,C) ≤ G(Kx3nk+2,Kx3nk+1,W(Kx3nk ,Kx3nk+3,Kx3nk+6,
1
3
,
1
3
,
1
3
))
≤ (G(A,B,C) + ε)(1− α(γ))
< G(A,B,C) +
G(A,B,C)α(γ)
1− α(γ)
(1− α(γ)) = G(A,B,C).
which is a contradiction. Similarly, we see that
G(Kx3n+1,Kx3n+4,Kx3n+7)→ 0,
G(Kx3n+2,Kx3n+5,Kx3n+8)→ 0.
This completes the proof. 
Theorem 3.18 Let (A,B,C) be a triple of nonempty, closed subsets of a complete uniformly convex
G-metric space (X,G,W) such that A is G-convex. Let (T ;S;K) be a tripartite contraction on A∪B∪C
such that T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C) and T (C) ⊆ S(B) ⊆ K(A) and that K is
G-continuous and tripartite relatively anti-Lipschitzian on A ∪ B ∪ C. Then (T ;S;K) has a tripartite
coincidence-best proximity point in A. Moreover, if x0 ∈ A and Txn = Sxn+1 = Kxn+2, then (x3n)
G-converges to the tripartite coincidence-best proximity point of (T ;S;K).
Proof. For x0 ∈ A define Txn = Sxn+1 = Kxn+2 for each n ≥ 0. We prove that (Kx3n), (Kx3n+1) and
(Kx3n+2) are G-Cauchy sequences. At first, we verify that for each ε > 0 there exists N0 ∈ N such that
G(Kx3m,Kx3n+1,Kx3n+2) < G(A,B,C) + ε, ∀m > n ≥ N0. (∗)
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Assume the contrary. Then there exists ε0 > 0 such that for each k ≥ 1 there exists mk > nk ≥ k
satisfying
G(Kx3mk ,Kx3nk+1,Kx3nk+2) ≥ G(A,B,C) + ε0,
and
G(Kx3mk−3,Kx3nk+1,Kx3nk+2) < G(A,B,C) + ε0.
Now, we have
G(A,B,C) + ε0 ≤ G(Kx3mk ,Kx3nk+1,Kx3nk+2) = G(Sx3mk−1, Sx3nk , Sx3nk+1)
≤ G(Kx3mk−1,Kx3nk ,Kx3nk+1) = G(Sx3mk−2, Sx3nk−1, Sx3nk)
≤ G(Kx3mk−2,Kx3nk−1,Kx3nk) = G(Sx3mk−3, Sx3nk−2, Sx3nk−1)
≤ G(Kx3mk−3,Kx3nk−2,Kx3nk−1)
≤ G(Kx3mk−3,Kx3nk+1,Kx3nk+1) +G(Kx3nk−2,Kx3nk+1,Kx3nk+1)
+G(Kx3nk−1,Kx3nk+1,Kx3nk+1)
≤ G(Kx3mk−3,Kx3nk+1,Kx3nk+2) +G(Kx3nk−2,Kx3nk+1,Kx3nk+4)
+G(Kx3nk−1,Kx3nk ,Kx3nk+1)
= G(Kx3mk−3,Kx3nk+1,Kx3nk+2) +G(Kx3nk−2,Kx3nk+1,Kx3nk+4)
+G(Tx3nk−3, T x3nk−2, T x3nk−1).
Letting k →∞, and using the hypothesis together with Lemmas 3.9 and 3.17 we obtain
G(Kx3mk ,Kx3nk+1,Kx3nk+2)→ G(A,B,C) + ε0.
Besides,
G(A,B,C) + ε0 ≤ G(Kx3mk ,Kx3nk+1,Kx3nk+2) = G(Tx3mk−2, T x3nk−1, T x3nk)
≤ rG(Sx3mk−2, Sx3nk−1, Sx3nk) ≤ rG(Kx3mk−2,Kx3nk−1,Kx3nk)
= rG(Sx3mk−3, Sx3nk−2, Sx3nk−1) ≤ rG(Kx3mk−3,Kx3nk−2,Kx3nk−1)
≤ rG(Kx3mk−3,Kx3nk−2,Kx3nk−1) + (1− r)G(A,B,C).
Letting k →∞, we conclude that
G(A,B,C) + ε0 ≤ r(G(A,B,C) + ε0) + (1− r)G(A,B,C) ≤ G(A,B,C) + ε0.
This implies that r = 1, which is a contradiction. That is, (∗) holds. Similarly, we see that
G(Kx3lk ,Kx3lk+1,Kx3lk+2) < G(A,B,C) + ε0.
Now, suppose (Kx3n) is not a G-Cauchy sequence. Then there exists ε0 > 0 such that for each k ≥ 1
there exist lk > mk > nk ≥ k that G(Kx3lk ,Kx3mk ,Kx3nk) ≥ ε0. Choose 0 < γ < 1 such that
ε0
γ
> G(A,B,C), and choose ε > 0 such that
0 < ε < min
{
ε0
γ
−G(A,B,C),
G(A,B,C)α(γ)
1− α(γ)
}
.
Let N ∈ N be chosen in such a way that
G(Kx3nk ,Kx3nk+1,Kx3nk+2) ≤ G(A,B,C) + ε, ∀nk ≥ N,
G(Kx3mk ,Kx3nk+1,Kx3nk+2) ≤G(A,B,C) + ε, ∀mk > nk ≥ N,
G(Kx3lk ,Kx3nk+1,Kx3nk+2) ≤ G(A,B,C) + ε, ∀lk > mk > nk ≥ N.
Uniform convexity of (X,G) implies that
G(A,B,C) ≤ G(Kx3nk+1,Kx3nk+2,W(Kx3nk ,Kx3mk ,Kx3lk ,
1
3
,
1
3
,
1
3
))
≤ (G(A,B,C) + ε)(1− α(γ)) < G(A,B,C),
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which is a contradiction. Therefore, (Kx3n) is a G-Cauchy sequence in A. By the fact that K is tripartite
relatively anti-Lipschitzian on A ∪B ∪ C, we have
G(x3l, x3m, x3n) ≤ cG(Kx3l,Kx3m,Kx3n)→ 0, l,m, n→∞,
that is, (x3n) is G-Cauchy. Since A is G-complete, there exists p ∈ A such that x3n → p. Now, the result
follows from a similar argument used in the proof of Theorem 3.11. 
4 Tripartite semi-contractions
In this section we introduce tripartite semi-contractions and establish results on the existence and con-
vergence of tripartite coincidence-best proximity points for this mappings.
Definition 4.1 Let A,B and C be nonempty subsets of a G-metric space (X,G) and T, S,K : A∪B∪C →
A ∪B ∪ C be three mappings. The triple (T ;S;K) is called a tripartite semi-contraction if:
(1) (T ;S;K) is an RLN on A ∪B ∪ C.
(2) For some r ∈ (0, 1) and for all (x, y, z) ∈ A×B × C we have
G(Tx, Sy,Kz) ≤ rG(Kx,Ky,Kz) + (1− r)G(A,B,C)
and
G(Sx, Sy, Sz) ≤ rG(Tx, Sy,Kz).
Example 4.2 Let X := R and let
G(x, y, z) = |x− y|+ |y − z|+ |z − x|
be a G-metric on X. In addition, let
A = [0, 1], B = [0, 2], C = [0, 3].
Then for mappings T, S,K : A ∪B ∪ C → A ∪B ∪C defined by
Tx := 0, Sx := 0, Kx :=
{
x if x ∈ A ∪B
0 if x ∈ C
for each (x, y, z) ∈ A×B × C, we have
G(Sx, Sy, Sz) = 0 ≤ rG(Tx, Sy,Kz),
and
G(Tx, Sy,Kz) = 0 ≤ rG(Kx,Ky,Kz)
≤ rG(Kx,Ky,Kz) + (1 − r)G(A,B,C).
This implies that (T ;S;K) is a tripartite semi-contraction for each r ∈ (0, 1).
Remark 4.3 Notice that the condition (2) of the above definition implies that
G(Sx, Sy, Sz) ≤ G(Kx,Ky,Kz), ∀(x, y, z) ∈ A×B × C.
Moreover, if K is a noncyclic, relatively nonexpansive mapping; meaning that
G(Kx,Ky,Kz) ≤ G(x, y, z) ∀(x, y, z) ∈ A×B × C,
then S is a left cyclic contraction. In addition, if in the above definition K is G-continuous, then S is
G-continuous as well (that is, they are continuous with respect to the topology induced by the G-metric).
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Lemma 4.4 Let (A,B,C) be a triple of nonempty subsets of a G-metric space (X,G) and let (T ;S;K)
be a tripartite semi-contraction on A∪B∪C. Suppose that T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C)
and T (C) ⊆ S(B) ⊆ K(A). Then there exists a sequence (xn) in X such that Txn = Sxn+1 = Kxn+2
for each n ≥ 0; moreover, (x3n), (x3n+1) and (x3n+2) are sequences in A,C and B respectively, and
G(Tx3n, T x3n+1, T x3n+2)→ 0, n→∞.
Proof. Let x0 ∈ A. Since Tx0 ∈ S(C) ⊆ K(B) and T (C) ⊆ S(B), there exists x1 ∈ C, x2 ∈ B such that
Tx0 = Sx1 = Kx2 and Tx1 = Sx2 ∈ K(A). We know that T (B) ⊆ S(A), therefore there exists x3 ∈ A
such that Tx1 = Sx2 = Kx3 and Tx2 = Sx3 ∈ K(C).
Again, since T (A) ⊆ S(C), there exists x4 ∈ C such that Tx2 = Sx3 = Kx4 and Tx3 = Sx4 ∈ K(B).
Since T (C) ⊆ S(B), there exists x5 ∈ B such that Tx3 = Sx4 = Kx5 and Tx4 = Sx5 ∈ K(A).
Continuing this process, we obtain a sequence (xn) such that (x3n), (x3n+1) and (x3n+2) are sequences
in A,C and B respectively and Txn = Sxn+1 = Kxn+2 for each n ≥ 0. Since (T ;S;K) is a tripartite
semi-contraction we have
G(Tx3n, T x3n+1, T x3n+2) = G(Sx3n+1, Sx3n+2, Sx3n+3)
≤ rG(Tx3n+1, Sx3n+2,Kx3n+3) ≤ rG(Kx3n+1,Kx3n+2,Kx3n+3)
= rG(Sx3n, Sx3n+1, Sx3n+2)
≤ ... ≤ r3nG(Sx1, Sx2, Sx3) = r
3nG(Tx0, T x1, T x2).
Letting n→∞, we have
G(Tx3n, T x3n+1, T x3n+2)→ 0.

Note that in the above lemma, for each n ≥ 1, (x3n−1) ⊆ B and for each n ≥ 2, (x3n−2) ⊆ C.
Lemma 4.5 Let (A,B,C) be a nonempty triple of subsets of a G-metric space (X,G) and let (T ;S;K)
be a tripartite semi-contraction on A∪B∪C. Suppose that T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C)
and T (C) ⊆ S(B) ⊆ K(A). For x0 ∈ A, define Txn = Sxn+1 = Kxn+2 for each n ≥ 0. Then we have
G(Kx3n,Kx3n+1,Kx3n+2)→ G(A,B,C).
Proof. Since (T ;S;K) is tripartite semi-contraction we have
G(Kx3n,Kx3n+1,Kx3n+2) = G(Sx3n−1, Sx3n, Sx3n+1)
≤ G(Tx3n−1, Sx3n,Kx3n+1)
≤ rG(Kx3n−1,Kx3n,Kx3n+1) + (1− r)G(A,B,C)
= rG(Sx3n−2, Sx3n−1, Sx3n) + (1 − r)G(A,B,C)
≤ rG(Tx3n−2, Sx3n−1,Kx3n) + (1 − r)G(A,B,C)
≤ r[rG(Kx3n−2 ,Kx3n−1,Kx3n) + (1 − r)G(A,B,C)] + (1− r)G(A,B,C)
= r2G(Kx3n−2,Kx3n−1,Kx3n) + (1− r
2)G(A,B,C)
≤ ... ≤ r3nG(Kx0,Kx1,Kx2) + (1− r
3n)G(A,B,C).
Letting n→∞, we obtain
G(Kx3n,Kx3n+1,Kx3n+2)→ G(A,B,C).

In the following, we shall establish a theorem on the existence of tripartite coincidence-best proximity
point.
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Theorem 4.6 Let (A,B,C) be a nonempty triple of subsets of a G-metric space (X,G) and let (T ;S;K)
be a tripartite semi-contraction on A∪B∪C. Suppose that T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C)
and T (C) ⊆ S(B) ⊆ K(A) and S is G-continuous on A ∪ B ∪ C. For x0 ∈ A, define Txn = Sxn+1 =
Kxn+2 for each n ≥ 0. If (x3n) has a G-convergent subsequence in A, then the triple (T ;S;K) has a
tripartite coincidence-best proximity point in A.
Proof. Let (x3nk) be a subsequence of (x3n) such that x3nk → p ∈ A (in the topology induced by the
G-metric). By Lemmas 4.4 and 4.5, if k→∞, we obtain
G(Tp, Tx3nk−1, T x3nk−2)→ 0,
and
G(Kp,Kx3nk+1,Kx3nk+2)→ G(A,B,C).
It follows from the continuity of S and Theorem 2.4 that
G(A,B,C) ≤ G(Kp, Tp, Sp) ≤ G(Kp, Sx3nk , Sx3nk) +G(Tp, Sx3nk , Sx3nk) +G(Sp, Sx3nk , Sx3nk)
≤ G(Kp,Kx3nk+1,Kx3nk+1) +G(Tp, Tx3nk−1, T x3nk−1) +G(Sp, Sx3nk , Sx3nk)
≤ G(Kp,Kx3nk+1,Kx3nk+2) +G(Tp, Tx3nk−1, T x3nk−2) +G(Sp, Sx3nk , Sx3nk).
Letting k →∞, we conclude that
G(Kp, Tp, Sp) = G(A,B,C).

Lemma 4.7 Let (A,B,C) be a nonempty triple of subsets of a G-metric space (X,G) and let (T ;S;K) be
a tripartite semi-contraction on A∪B∪C. Suppose that T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C) and
T (C) ⊆ S(B) ⊆ K(A), moreover S and K commute on A∪C. For x0 ∈ A, define Txn = Sxn+1 = Kxn+2
for each n ≥ 0. Then (Kx3n), (Kx3n+1) and (Kx3n+2) are G-bounded sequences in A, C and B,
respectively.
Proof. The proof is similar to that of Lemma 3.12. 
The next theorem is a straightforward consequence of Theorem 4.6 and Lemma 4.7.
Theorem 4.8 Let (A,B,C) be a nonempty triple of subsets of a G-metric space (X,G) such that A is
G-sequentially compact, and let (T ;S;K) be a tripartite semi-contraction on A ∪ B ∪ C. Suppose that
T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C) and T (C) ⊆ S(B) ⊆ K(A), moreover S and K commute
on A∪C. If K is tripartite relatively anti-Lipschitzian and G-continuous on A∪B∪C, then the (T ;S;K)
has a tripartite coincidence-best proximity point in A.
We now illustrate Theorem 4.8 with the following examples.
Example 4.9 Consider X := R with the usual metric. We have already seen that the function G :
X ×X ×X → [0,+∞) defined by
G(x, y, z) = max{|x− y|, |y − z|, |z − x|},
for all x, y, z ∈ X, is a G-metric on X. For A = C = [0, 1], B = [−1, 0] we have G(A,B,C) = 0. Define
Tx := 0, Sx :=
{
1
4x if x ∈ C
0 if x ∈ A ∪B
, Kx :=
1
2
x, ∀x ∈ A ∪B ∪ C.
Then for each x, z ∈ [0, 1] and y ∈ [−1, 0], since x,−y, z ∈ [0, 1], we may assume that x ≤ z ≤ −y, so
that we have
G(Sx, Sy, Sz) = max{|Sx− Sy|, |Sy − Sz|, |Sz − Sx|} = max{|0− 0|, |0−
1
4
z|, |
1
4
z − 0|}
=
1
4
z =
1
2
(
1
2
z) =
1
2
max{|0− 0|, |0−
1
2
z|, |
1
2
z − 0|}
=
1
2
G(Tx, Sy,Kz).
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In addition, we see that
G(Tx, Sy,Kz) = max{|0− 0|, |0−
1
2
z|, |
1
2
z − 0|} =
1
2
z
=
1
4
(2z) =
1
2
(
1
2
(2z)) =
1
2
(
1
2
(z + z)) ≤
1
2
|
1
2
z −
1
2
y| =
1
2
|
1
2
y −
1
2
z|
≤
1
2
max{|
1
2
x−
1
2
y|, |
1
2
y −
1
2
z|, |
1
2
z −
1
2
x|}
=
1
2
G(Kx,Ky,Kz)
≤
1
2
G(Kx,Ky,Kz) +
1
2
G(A,B,C).
This implies that (T ;S;K) is a tripartite semi-contraction with r = 12 . Also, T (A) ⊆ S(C) ⊆ K(B),
T (B) ⊆ S(A) ⊆ K(C) and T (C) ⊆ S(B) ⊆ K(A). Moreover, K is G-continuous on A ∪ B ∪ C and A
is G-sequentially compact in X. Besides, K is tripartite relatively anti-Lipschitzian on A ∪ B ∪ C with
c = 3. In fact, for all (x, y, z) ∈ A×B × C we have
G(x, y, z) = max{|x− y|, |y − z|, |z − x|}
≤ 3max{|
1
2
x−
1
2
y|, |
1
2
y −
1
2
z|, |
1
2
z −
1
2
x|}
= 3G(Kx,Ky,Kz).
Finally, for each x ∈ A ∪ C, it is clear that
K(Sx) = S(Kx),
that is, S and K commute on A∪C. Thereby, the existence of tripartite coincidence-best proximity point
for (T ;S;K) follows from Theorem 4.8. That is, there exists p ∈ A such that
G(Kp, Tp, Sp) = G(A,B,C),
or
G(
1
2
p, 0, 0) = 0.
which implies that p = 0.
Example 4.10 Consider X := R with the usual metric. We have already seen that the function G :
X ×X ×X → [0,+∞) defined by
G(x, y, z) = max{|x− y|, |y − z|, |z − x|},
for all x, y, z ∈ X, is a G-metric on X. For A = C = [0, 1], B = [−1, 0] we have G(A,B,C) = 0. We
now consider
Tx := 0, Sx :=
{
1
2 sinx x ∈ C
0 x ∈ A ∪B
, Kx := x, ∀x ∈ A ∪B ∪ C.
Then for each x, z ∈ [0, 1] and y ∈ [−1, 0], since x,−y, z ∈ [0, 1], we may assume that x ≤ z ≤ −y,
therefore we have
G(Sx, Sy, Sz) = max{|Sx− Sy|, |Sy − Sz|, |Sz − Sx|} = max{|0− 0|, |0−
1
2
sin z|, |
1
2
sin z − 0|}
=
1
2
sin z ≤
1
2
z =
1
2
max{|0− 0|, |0− z|, |z − 0|}
=
1
2
G(Tx, Sy,Kz).
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In addition, we see that
G(Tx, Sy,Kz) = max{|0− 0|, |0− z|, |z − 0|} = z
=
1
2
(2z) =
1
2
(z + z) ≤
1
2
|z − y| =
1
2
|y − z|
≤
1
2
max{|x− y|, |y − z|, |z − x|}
=
1
2
G(Kx,Ky,Kz)
≤
1
2
G(Kx,Ky,Kz) +
1
2
G(A,B,C).
This implies that (T ;S;K) is a tripartite semi-contraction with r = 12 . Also, T (A) ⊆ S(C) ⊆ K(B),
T (B) ⊆ S(A) ⊆ K(C) and T (C) ⊆ S(B) ⊆ K(A). Moreover, K is G-continuous on A ∪ B ∪ C and A
is G-sequentially compact in X. Besides, K is tripartite relatively anti-Lipschitzian on A ∪ B ∪ C with
c = 3. In fact, for all (x, y, z) ∈ A×B × C we have
G(x, y, z) = max{|x− y|, |y − z|, |z − x|}
≤ 3max{|x− y|, |y − z|, |z − x|}
= 3G(Kx,Ky,Kz).
Finally, for each x ∈ A ∪ C it is clear that
K(Sx) = S(Kx),
that is, S and K commute on A∪C. Now, the existence of tripartite coincidence-best proximity point for
(T ;S;K) follows from Theorem 4.8. This means that there exists p ∈ A such that
G(Kp, Tp, Sp) = G(A,B,C),
or
G(p, 0, 0) = 0.
from which it follows that p = 0.
So far, we have been dealing with the existence of tripartite coincidence-best proximity points for tripartite
semi-contractions. Now we want to approximate these points. To achieve this goal, we need the convex
structure of G-metric space.
Lemma 4.11 Let (A,B,C) be a nonempty triple of subsets of a uniformly convex G-metric space (X,G;W)
such that A is G-convex. Let (T ;S;K) be a tripartite semi-contraction on A ∪B ∪ C such that T (A) ⊆
S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C) and T (C) ⊆ S(B) ⊆ K(A). For x0 ∈ A, define Txn = Sxn+1 =
Kxn+2 for each n ≥ 0. Then
G(Kx3n,Kx3n+3,Kx3n+6)→ 0,
G(Kx3n+1,Kx3n+4,Kx3n+7)→ 0,
and
G(Kx3n+2,Kx3n+5,Kx3n+8)→ 0.
Proof. The proof is essentially the same as that of Lemma 3.17. We omit the details. 
Theorem 4.12 Let (A,B,C) be a triple of nonempty, closed subsets of a complete uniformly convex
G-metric space (X,G,W) such that A is G-convex. Let (T ;S;K) be a tripartite semi-contraction on
A ∪ B ∪ C such that T (A) ⊆ S(C) ⊆ K(B), T (B) ⊆ S(A) ⊆ K(C) and T (C) ⊆ S(B) ⊆ K(A) and
that K is G-continuous and tripartite relatively anti-Lipschitzian on A ∪ B ∪ C. Then (T ;S;K) has a
tripartite coincidence-best proximity point in A. Moreover, if x0 ∈ A and Txn = Sxn+1 = Kxn+2, then
(x3n) G-converges to the tripartite coincidence-best proximity point of (T ;S;K).
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Proof. For x0 ∈ A define Txn = Sxn+1 = Kxn+2 for each n ≥ 0. We prove that (Kx3n), (Kx3n+1) and
(Kx3n+2) are G-Cauchy sequences. At first, we verify that for each ε > 0 there exists N0 ∈ N such that
G(Kx3m,Kx3n+1,Kx3n+2) < G(A,B,C) + ε, ∀m > n ≥ N0. (∗)
Assume to the contrary that there exists ε0 > 0 such that for each k ≥ 1 there exist mk > nk ≥ k
satisfying
G(Kx3mk ,Kx3nk+1,Kx3nk+2) ≥ G(A,B,C) + ε0,
and
G(Kx3mk−3,Kx3nk+1,Kx3nk+2) < G(A,B,C) + ε0.
Now, we have
G(A,B,C) + ε0 ≤ G(Kx3mk ,Kx3nk+1,Kx3nk+2) = G(Sx3mk−1, Sx3nk , Sx3nk+1)
≤ G(Tx3mk−1, Sx3nk ,Kx3nk+1)
≤ G(Kx3mk−1,Kx3nk ,Kx3nk+1) = G(Sx3mk−2, Sx3nk−1, Sx3nk)
≤ G(Tx3mk−2, Sx3nk−1,Kx3nk)
≤ G(Kx3mk−2,Kx3nk−1,Kx3nk) = G(Sx3mk−3, Sx3nk−2, Sx3nk−1)
≤ G(Tx3mk−3, Sx3nk−2,Kx3nk−1)
≤ G(Kx3mk−3,Kx3nk−2,Kx3nk−1)
≤ G(Kx3mk−3,Kx3nk+1,Kx3nk+1) +G(Kx3nk−2,Kx3nk+1,Kx3nk+1)
+G(Kx3nk−1,Kx3nk+1,Kx3nk+1)
≤ G(Kx3mk−3,Kx3nk+1,Kx3nk+2) +G(Kx3nk−2,Kx3nk+1,Kx3nk+4)
+G(Kx3nk−1,Kx3nk ,Kx3nk+1)
= G(Kx3mk−3,Kx3nk+1,Kx3nk+2) +G(Kx3nk−2,Kx3nk+1,Kx3nk+4)
+G(Tx3nk−3, T x3nk−2, T x3nk−1).
Letting k →∞, and using the hypothesis together with Lemmas 4.4 and 4.11 we obtain
G(Kx3mk ,Kx3nk+1,Kx3nk+2)→ G(A,B,C) + ε0.
Besides,
G(A,B,C) + ε0 ≤ G(Kx3mk ,Kx3nk+1,Kx3nk+2) = G(Sx3mk−1, Sx3nk , Sx3nk+1)
≤ G(Tx3mk−1, Sx3nk ,Kx3nk+1)
≤ G(Kx3mk−1,Kx3nk ,Kx3nk+1) = G(Sx3mk−2, Sx3nk−1, Sx3nk)
≤ G(Tx3mk−2, Sx3nk−1,Kx3nk)
≤ G(Kx3mk−2,Kx3nk−1,Kx3nk) = G(Sx3mk−3, Sx3nk−2, Sx3nk−1)
≤ G(Tx3mk−3, Sx3nk−2,Kx3nk−1)
≤ rG(Kx3mk−3,Kx3nk−2,Kx3nk−1) + (1 − r)G(A,B,C).
Letting k →∞, we conclude that
G(A,B,C) + ε0 ≤ r(G(A,B,C) + ε0) + (1− r)G(A,B,C) ≤ G(A,B,C) + ε0.
This implies that r = 1, which is a contradiction. That is, (∗) holds. Similarly, we see that
G(Kx3lk ,Kx3lk+1,Kx3lk+2) < G(A,B,C) + ε0.
Now, suppose (Kx3n) is not a G-Cauchy sequence. Then there exists ε0 > 0 such that for each k ≥ 1
there exist lk > mk > nk ≥ k in such a way that G(Kx3lk ,Kx3mk ,Kx3nk) ≥ ε0. Choose 0 < γ < 1 such
that ε0
γ
> G(A,B,C) and choose ε > 0 such that
0 < ε < min
{
ε0
γ
−G(A,B,C),
G(A,B,C)α(γ)
1− α(γ)
}
.
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Let N ∈ N be such that
G(Kx3nk ,Kx3nk+1,Kx3nk+2) ≤ G(A,B,C) + ε, ∀nk ≥ N,
G(Kx3mk ,Kx3nk+1,Kx3nk+2) ≤G(A,B,C) + ε, ∀mk > nk ≥ N,
G(Kx3lk ,Kx3nk+1,Kx3nk+2) ≤ G(A,B,C) + ε, ∀lk > mk > nk ≥ N.
Uniform convexity of (X,G) now implies that
G(A,B,C) ≤ G(Kx3nk+1,Kx3nk+2,W(Kx3nk ,Kx3mk ,Kx3lk ,
1
3
,
1
3
,
1
3
))
≤ (G(A,B,C) + ε)(1− α(γ)) < G(A,B,C),
which is a contradiction. Therefore, (Kx3n) is a G-Cauchy sequence in A. By the fact that K is tripartite
relatively anti-Lipschitzian on A ∪B ∪ C, we have
G(x3l, x3m, x3n) ≤ cG(Kx3l,Kx3m,Kx3n)→ 0, l,m, n→∞,
that is, (x3n) is G-Cauchy. Since A is G-complete, there exists p ∈ A such that x3n → p. Now, the result
follows from a similar argument used in the proof of Theorem 4.6. 
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