We propose a subsampling method for robust estimation of regression models which is built on classical methods such as the least squares method. It makes use of the non-robust nature of the underlying classical method to find a good sample from regression data contaminated with outliers, and then applies the classical method to the good sample to produce robust estimates of the regression model parameters. The subsampling method is a computational method rooted in the bootstrap methodology which trades analytical treatment for intensive computation; it finds the good sample through repeated fitting of the regression model to many random subsamples of the contaminated data instead of through an analytical treatment of the outliers. The subsampling method can be applied to all regression models for which non-robust classical methods are available. In the present paper, we focus on the basic formulation and robustness property of the subsampling method that are valid for all regression models. We also discuss variations of the method and apply it to three examples involving three different regression models.
Introduction
Robust estimation and inference for regression models is an important problem with a long history in robust statistics. Earlier work on this problem is discussed in [1] and [2] . The first book focusing on robust regression is [3] which gives a thorough coverage of robust regression methods developed prior to 1987. There have been many new developments in the last two decades. Reference [4] provides a good coverage on many recent robust regression methods. Although there are now different robust methods for various regression models, most existing methods involve a quantitative measure of the outlyingness of individual observations which is used to formulate robust estimators. That is, contributions from individual observations to the estimators are weighted depending on their degrees of outlyingness. This weighting by outlyingness is done either explicitly as in, for example, the GMestimators of [5] or implicitly as in the MM-estimator of [6] through the use of  functions.
In this paper, we introduce an alternative method for robust regression which does not involve any explicit or implicit notion of outlyingness of individual observations. Our alternative method focuses instead on the presence or absence of outliers in a subset (subsample) of a sample, which does not require a quantitative characterisation of outlyingness of individual observations, and attempts to identify the subsample which is free of outliers. Our method makes use of standard non-robust classical regression methods for both identifying the outlier free subsamples and then estimating the regression model with the outlier free subsamples. Specifically, suppose we have a sample consisting of mostly "good data points" from an ideal regression model and some outliers which are not generated by the ideal model, and we wish to estimate the ideal model. The basic idea of our method is to consider subsamples taken without replacement from the contaminated sample and to identify, among possibly many subsamples, "good subsamples" which contain only good data points. Then estimate the ideal regression model using only the good subsamples through a simple classical method. The identification of good subsamples is accomplished through fitting the model to many subsamples with the classical method, and then using a criterion, typically a goodness-of-fit measure that is sensitive to the presence of outliers, to determine whether the subsamples contain outliers. We will refer to this method as the subsampling method. The subsampling method has three attractive aspects: 1) it is based on elements of classical methods, and as such it can be readily constructed to handle all regression models for which non-robust classical methods are available, 2) under certain conditions, it provides unbiased estimators for the ideal regression model parameters, and 3) it is     = , ,
i i E Y g x easy to implement as it does not involve the potentially difficult task of formulating the outlyningness of individual observations and their weighting. β Point (3) above is particularly interesting as evaluating the outlyingness of individual observations is traditionally at the heart of robust methods, yet in the regression context this task can be particularly difficult. To further illustrate this point, denote by an observation where i is the response and i the corresponding covariates vector. The outlyingness of obseravtion i i
here is with respect to the underlying regression model, not with respect to a fixed point in as is in the location problem. It may be an outlier due to the outlyingness in either i or i Y or both. In simple regression models where the underlying models have nice geometric representations, such as the linear or multiple linear regression models, the outlyingness of an i i may be characterized by extending measures of outlyingness for the location problem through for example the residuals. But in cases where i is discrete such as a binary, Poisson or multinomial response, the geometry of the underlying models are complicated and the outlyingness of i i may be difficult to formulate. With the subsampling methods, we avoid the need to formulate the outlyingness of individual observations but instead focus on the consequence of outliers, that is, they typically lead to a poor fit. We take advantage of this observation to remove the outliers and hence achieve robust estimation of regression models. It should be noted that traditionally the notion of an "outlier" is often associated with some underlying measure of outlyingness of individual observations. In the present paper, however, by "outliers" we simply mean data points that are not generated by the ideal model and will lead to a poor fit. Consequently, the removal of outliers is based on the quality of fit of subsamples, not a measure of outlyingness of individual points.
 
The rest of the paper is organized as follows. In Section 2, we set up notation and introduce the subsampling method. In Section 3, we discuss asymptotic and robustness properties of the subsampling estimator under general conditions not tied to a specific regression model. We then apply the subsampling methods to three examples involving three different regression models in Section 4. In Section 5, we discuss variations of the subsampling method which may improve the efficiency and reliability of the method. We conclude with a few remarks in Section 6. Proofs are given in the Appendix.
The Subsampling Method
To set up notation, let to estimate the unknown good data set , and then applies a (nonrobust) classical estimator to g S . The resulting estimator for β will be referred to as the subsampling estimator or SUE for β . Clearly, a reliable and efficient g S
S S
which captures a high percentage of the good data points in n but none of the bad points in m is the key to the robustness and the efficiency of the SUE. The subsampling algorithm that we develop below is aimed at generating a reliable and efficient g S .
The Subsampling Algorithm
A be a random sample of size s Let n taken without replacement from N S , which we will refer to as a subsample of N S . The key idea of the subsampling method is to construct the estimator g S n S for by using a sequence of subsamples from N S n n    . Let  1 2 3 be the subsequence of good subsamples, that is, subsamples which do not contain any outliers. Each of these sequences contains only a finite number of distinct subsamples. We choose to work with a repeating but infinite sequence instead of a finite sequence of distinct subsamples as that finite number may be very large and the infinite sequence set-up provides the most convenient theoretical framework as we will see below. Consider using the partial union 
to estimate the good data set n . Clearly, j B S is a subset of n . The following theorem gives the consistency Step 1: Randomly draw a subsample 1 A of size s n from data set S N .
Step 2: Using method  , fit the regression model (1) to the subsample 1 A obtained in Step 1 and compute the corresponding goodness-of-fit score 1  .
Step 3: Repeat Steps 1 and 2 for times. Each time record , , ,
the correspondingly ordered subsamples. This puts the subsamples in the order of least likely to contain outliers to most likely to contain outliers according to the  criterion.
Step little impact on its breakdown robustness as we will see later.
We conclude this subsection with an example typical of situations where we expect the algorithm to be successful in finding a good combined sample
n Example 1: Consider the following linear model
We generated observations from model (6) and then added outliers to form a data set of size . See Figure 1(a) for the scatter plot of this data set. To recover the 18 good data points, consider using the subsampling algorithm with the method of least squares as and the MSE (
as the criterion. For , there are 1140 such subsamples, 18 of which contain no outliers. We fitted the simple linear model using the method of least squares to all 1140 subsamples and computed the MSE for each fit. is likely the union of two good subsamples, recovering at least 17 of the 18 good data points.
For this example, the total number of distinct subsamples of size is only 1140, which is not large. will recover all 18 good data points in n . Consequently, the SUE reduces to the least squares estimator based on n and hence existing theory for the latter applies to the SUE.
Parameter Selection for the Subsampling Algorithm
In real applications, is difficult. Thus we need to use random sampling in Steps 1-3 of SAL ( s n r ). The parameter selection discussed below is for SAL ( s n r ) with random sampling only. Also, the discussion below is independent of the underlying regression model. Thus we will not deal with the selection of  and  (which is tied to the model) here but will address this for some regression models in Section 4 when we discuss specific applications.
The objective of SAL ( s ) is to generate a combined sample is efficient, that is, it captures a high percentage of points in n . The parameter selection strategy below centres around meeting these conditions. 1) Selecting s -The subsample size n Proper selection of s n is crucial for meeting condition (1). The first rule for selecting s n < s m n n is that it must satisfy  . Under this condition,
generated by Steps 1-3 are either good subsamples containing no outliers or subsamples containing a mix of good data points and outliers. The γ-score is the most effective in identifying good subsamples from such a sequence as they are the ones with small scores. If s , there will not be any good subsamples in the sequence. If s , there could be bad subsamples consisting of entirely outliers. When the outliers follow the same model as the good data but with a different β , the γ-scores for bad subsamples of only outliers may also be very small. This could cause the subsampling algorithm to mistaken such bad subsamples as good subsamples, resulting in violations of condition (1) .
In real applications, values of and may be unknown but one may have estimates of these which can be used to select m n s n . In the absence of such estimates, we recommend a default value of "half plus one", i.e. (1) is a simple linear model where , we will get trivially perfect fit for all subsamples. In this case, the s n = 2 p  -score is a constant and hence cannot be used to differentiate good subsamples from the bad ones.
2) Selecting -The number of subsamples to be combined in Step 5
The selection of is tied to condition (2) . For simplicity, here we ignore the difference between the pseudo-good subsamples identified
by the subsampling algorithm and the real good sub-
. This allows us to assume that 
For a given (desired) value of the efficiency
, we find the value needed to achieve this by solving (7) for ; in view of that must be an integer, we have
When s n is the default value of   int 0.5 1 N  , the maximum required to achieve a 99% efficiency
This maximum is reached when
In simulation studies, when is chosen by (8) , the observed efficiency, as measured by the actual number of points in g S divided by n , tends to be lower than the expected value used in (8) to find . This is likely the consequence of the dependence among the pseudo-good subsamples. We will further comment on this dependence in the next section.
3) Selecting -The total number of subsamples to be generated For a finite , the sequence   
Now let be the total number of good subsamples
Since the value of has been determined in step
is only a function of k and the desired value is determined by through
In real applications where and hence are unknown, we choose a working proportion   , we see that the efficiency curve rises rapidly as values increases. At , the efficiency reaches 99%. For this example, we also plotted the probability of having at least good subsamples i verses when the total number of subsamples is set at in Figure 3(a) . We see that at this value, the probability of having at least (required for 99% efficiency) is only about 0.96. To ensure a high probability of having at least 5 good subsamples, we need to increase . In Figure 3(b) , we plotted the same curve but at as was computed in Table 1 . The probability of having at least 5 good subsamples is now at 0.99. We first briefly discuss the asymptotic distribution of the SUE with respect to e , the size of the combined sample g S n n . We will refer to e as the effective sample size. Although e is random, it is bounded between s Copyright © 2012 SciRes. input vector is 
. Note that the determination of the algorithm parameters does not depend on the actual model being fitted.
β be the SUE for Let β and consider its asymptotic distribution under the assumption that g S S S may be viewed as random sample from the good data set n . Since n is a random sample from the ideal model (1), under the assumption g
Asymptotic and Robustness Properties of the Subsampling Estimator
Ŝ is also a random sample from model (1) . Hence β is simply the (classical) estimator In this section, we discuss the asymptotic and robustness Its asymptotic distribution is then given by the existing asymptotic theory for method . For example, for a linear model such as that in Example 1, the SUE β generated by the least squares method will have the usual asymptotic normal distribution under the assumption. The asymptotic normal distribution can then be used to make inference about β . Thus in this case, there is no need for new asymptotic theory for the SUE.
In some cases such as when it captures all the good data points, g S may indeed be considered as a random sample from the good data. Nevertheless, as we have noted in Section 2.1 that in general, g S * r
is not a random sample due to a selection bias of the subsampling algorithm; the subsamples forming g S are the subsamples which fit the model the best according to the  criterion, and as such they tend to contain only those good data points which are close to the underlying regression curve. For the simple linear model, for example, good data points at the boundary of the good data band are more likely to be missed by g S . Consequently, there may be less variation in g S than that in a typical random sample from the model. This may lead to an underestimation of the model variance although the SUE for β may still be unbiased. The selection bias depends on the underlying model and the method . Its impact on the asymptotic distribution of the SUE β needs to be studied on a case by case basis.
The Breakdown Robustness and the Breakdown Probability Function of the Subsampling Estimator
While a unified asymptotic theory for the SUE is elusive due to its dependence on the underlying model (1), the breakdown properties of the SUE presented below do not depend on the model and thus apply to SUEs for all models.
Consider an SUE( 
. By (10), the breakdown probability function is .
In deriving (14), we have assumed implicitly that the  criterion will correctly identify good subsamples without outliers. This is reasonable in the context of discussing the breakdown of the SUE as we can assume the outliers are arbitrarily large and hence any reasonable  criterion would be accurate in separating good subsamples from bad subsamples.
The concept of breakdown probability function can also be applied to traditional robust estimators. Let is uniformly smaller than the other two and hence this SUE is the most robust. This is not surprising as it is designed to handle 40% outliers. For comparison, the breakdown probability function of a hypothetical traditional robust estimator (non-SUE) with a breakdown point of 0.3 is also plotted (in solid line) in Figure 4 . Here we see that the SUE and the traditional robust estimator are complementary to each other; whereas the later will never breakdown so long as the proportion of outliers is less than its breakdown point but it will for sure breakdown otherwise, an SUE has a small probability of breaking down even when the proportion is lower than that it is designed to handle but this is compensated by the positive probability that it may not breakdown even when the proportion is higher. Incidentally, everything else being fixed, the value associated with the SUE increases rapidly as the working proportion increases. The excellent robustness of the SUE for 0 k = 0.4  , for example, comes at a price of a huge amount of computation.
The breakdown probability function may be applied to select parameter for the subsampling algorithm. Recall that in Section 2.2, after Note that everything else being equal, we can get a more robust SUE by using a larger k . For practical applications, however, we caution that a very large will compromise both the computational efficiency of the subsampling algorithm and the efficiency of the combined sample k g S as an estimator of the good data set. The latter point is due to the fact that in practice, the subsamples forming g S * r
are not independent random samples from the good data set; in the extreme case where k goes to infinity, the subsample with the smallest γ-score will appear infinitely many times, and thus all subsamples in the union of g S are repeats of this same subsample. This leads to the lowest efficiency for g S with
. Thus when selecting the value, it is necessary to balance the robustness and the efficiency of the SUE.
To conclude Section 3, we note that although the selection bias problem associated with the combined sample g S can make the asymptotic theory of the SUE difficult, it has little impact on the breakdown robustness of the SUE. This is due to the fact that to study the breakdown of the SUE, we are only concerned with whether g S contains any outliers. As such, the size of g S and the possible dependence structure of points within are irrelevant. Whereas in Section 3.1 we had to make the strong assumption that g S is a random sample from the good data in order to borrow the asymptotic theory from the classical method  , here we do not need this assumption. Indeed, as we have pointed out after (14) that the breakdown results in this section are valid under only a weak assumption, that is, the  criterion employed is capable of separating good subsamples from subsamples containing one or more arbitrarily large outliers. Any reasonable should be able to do so.


Applications of the Subsampling Method
In this section, we apply the subsampling method to three real examples through which we demonstrate its usefulness and discuss issues related to its implementation. For the last example, we also include a small simulation study on the finite sample behaviour of SUE.
An important issue concerning the implementation of the subsampling method which we have not considered in Section 2 is the selection of classical method  and goodness-of-fit criterion  . For linear regression and non-linear regression models, the least squares estimation (LSE) method and the mean squared error (MSE) are good choices for and , respectively, as the LSE and MSE are very sensitive to outliers in the data. Outliers will lead to a poor fit by the LSE, resulting in a large MSE. Thus a small value of the MSE means a good fit. For logistic regression and Poisson regression models, the maximum likelihood estimation (MLE) method and the deviance (DV) can be used as and , respectively. The MLE and DV are also sensitive to outliers. A good fit should have a small DV. If the ratio   DV e n p  is much larger than 1, then it is not a good fit.
Another important issue is the proper selection of the working proportion of outliers or equivalently the (estimated) number of outliers in the sample. This is needed to determine the and to run the subsampling algorithm. Ideally, the selected value should be slightly above the true number of outliers as this will lead to a robust and efficient SUE. If we have some information about the proportion of outliers in the sample such as a tight upper bound, we can use this information to select . In the absence of such information, we may use several values for to compute the SUE and identify the most proper value for the data set in question. For values above the true number of outliers, the SUE will give consistent estimates for the model parameters. Residual plots will also look consistent in terms of which points on the plots appear to be outliers. We now further illustrate these issues in the examples below. The well-known stackloss data from Brownlee [7] has 21 observations on four variables concerning the operation of a plant for the oxidation of ammonia to nitric acid. The four variables are stackloss ( ), air flow rate ( 1 x ), cooling water inlet temperature ( 2 x ) and acid concentration ( 3 x ). We wish to fit a multiple linear regression model,
 to this data. We use the LSE and MSE for and  , respectively, in the SUE. We also try three m values, and 6, which represent roughly 10%, 20% and 30% working proportion of outliers in the data. The subsample size is chosen to be the default size of s . The corresponding values for and k in the SAL and the estimates for regression parameters are given in Table 2 . For comparison, Table 2 also includes the estimates given by the LSE and MME, a robust estimator introduced in [6] . The residual versus fitted value plots for the LSE and SUE are in includes all the good data points in the data and the SUE is the most efficient. It is clear from Table 2 and Figure 5 that the LSE and the SUE with fail to identify any outliers and their estimates are influenced by the outliers. The robust MME identifies two outliers, and its estimates for 1 2 m ,   and 3  are slightly different from those
given by the SUE wi = 4 . Since the MME is usually biased in the estimation of the intercept 0 th m  , the esti te of 0 ma  from the MME is quite different. This data set has been analysed by many statisticians, for example, Andrews [8] , Rousseeuw and Leroy [3] and Montgomery et al. [9] . Most of these authors concluded that there are four outliers in the data (observations 1, 3, 4 and 21), which is consistent with the result of the SUE m with = 4 .
Note that the SUE is based on the combined sample which is a trimmed sample. A large value assumes more outliers and leads to heavier trimming and hence a smaller combined sample. This is seen from the SUE with where the effective sample size e is 15 instead of 17 for . Consequently, the resulting estimate for the variance is lower than that for . However, the estimates for the regression parameters under and are comparable, reflecting the fact that under certain conditions the SUEs associated with different parameter settings of SAL algorithm are all unbiased. = 4 = 6 = 4 m Example 3: Logistic regression for coal miners data Ashford [10] gives a data set concerning incidents of severe pneumoconiosis among 371 coal miners. The 371 miners are divided into 8 groups according to the years of exposure at the coal mine. The values of three variables, "years" of exposure (denoted by x ) for each group, "total number" of miners in each group, and the number of "severe cases" of pneumoconiosis in each group, are given in the data set. The response variable of interest is the proportion of miners who have symptoms of severe pneumoconiosis (denoted by ). The 8 group proportions of severe pneumoconiosis are plotted in Figure 6 (a) with each circle representing one group. Since it is reasonable to assume that the corresponding number of severe cases for each group is a binomial random variable, on page 432 of [9] the authors considered a logistic regression model for , i.e.,
To apply subsampling method for logistic regression, we choose the MLE method and the deviance DV as  and  , respectively. With groups, we set and 2 in the computation, and set the subsample size to and 2, respectively. The original data set has no apparent outliers. In order to demonstrate the robustness of the SUE, we created one outlier group by changing the number of severe cases for the 27.5 years of exposure group from original 8 to 18. Consequently, the sample proportion of severe pneumoconiosis cases for this group has been changed from the initial 8/48 to 18/48. Outliers such as this can be caused, for example, by a typo in practice. The sample proportions with this one outlier are plotted in Figure 6(b) . The regression parameter estimates from various estimators are given in Table 3 , where the M method is the robust estimator from [11] . The fitted lines given by the MLE, the SUE and the M method are also plotted in Figure 6 . For both data sets, the SUE with and 2 gives the same result. The SUE does not find any outliers for the original data set, while it correctly identifies the one outlier for the modified data set. For the original data set, the three methods give almost the same estimates for the parameters, and this is reflected by their fitted lines (of proportions) which are To analyse an enzymatic reaction data set, one of the models that Bates and Watts [12] considered is the wellknown Michaelis-Menton model, a non-linear model given by
where 0  and 1  are regression parameters, and the error LSE (dotted) and SUE (solid), and Figure 7(b) shows the residual plot from the SUE fit. Since there is only one mild outlier in the data, the estimates from the LSE and SUE are similar and they are reported in Table 4 . We also use model (16) to conduct a small simulation study to examine the finite sample distribution of the SUE. We generate 1000 samples of size where, for each sample, 10 observations are generated from the model with 0 Table 4 . For each sample, the SUE estimates are computed with s , and . . There are a small number of cases where the effective sample size is 12. These are likely cases where the "outliers" generated are mild or benign outliers and are thus included in the combined sample.
Secondary Criterion and Other Variations of the Subsampling Algorithm
The 5-step subsampling algorithm SAL ( s ) introduced in Section 2 is the basic version which is straightforward to implement. In this section, we discuss modifications and variations which can improve its efficiency and reliability. . However, it is clear from the discussion on parameter selection in Section 2.2 that there are likely more than good subsamples among the k generated by SAL ( s ). When there are more than r good subsamples, we want to use them all to form a larger and thus more efficient g S . We now discuss two alternatives to the original Step 5 (referred to as Step 5a and Step 5b, respectively) that can take advantage of the additional good subsamples.
Alternative Stopping Criteria for
Step 5a: Suppose there is a cut-off point for the  Step 5b: Instead of a cut-off point, we can use   
If either
Step 5a or 5b is used instead of the original
Step 5, we need to ensure the number of subsamples taken union of in (17) , the hypergeometric distribution is approximately a binomial distribution. Hence the required for having good subsamples with probability is approximately the same as before.
Consistency of Subsamples and Secondary
Criterion for Improved Reliability of the Subsampling Algorithm j β and β be the estimates given by (method Let 
