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ABSTRACT: Heterogeneous ozone chemistry occurring on aero-
sols is driven by interfacial chemistry and thus aﬀected by the surface
state of aerosol particles. Therefore, the eﬀect of electrolytes on the
structure of interfacial water has been under intensive investigation.
However, consequences for energy dissipation rates and mechanisms
at the interface are largely unknown. Using time-resolved sum
frequency generation spectroscopy, we reveal that the relaxation
pathway is the same for neat water−air as for aqueous solutions of
Na2SO4 and Na2CO3. We further show that similar lifetimes are
extracted from all investigated systems and that these lifetimes show
an excitation frequency dependent relaxation time from 0.2 ps up to
1 ps. Hence, despite static SFG on the same systems revealing that
the interfacial aqueous structure changes upon adding electrolytes, the vibrational dynamics are indistinguishable for both pure
water and diﬀerent electrolyte solutions.
■ INTRODUCTION
Physical and chemical processes occurring at aqueous
interfaces have been shown to play a prominent role in a
variety of ﬁelds ranging from the chemistry of atmospheric
aerosols and heterogeneous catalysis to biophysics and
biochemistry. For instance, the heterogeneous ozone chemistry
occurring on aerosols is largely driven by interfacial chemistry.1
In the case of atmospheric aerosols, the situation is especially
complicated because of the large number of diﬀerent
components aerosols can contain.2 Among these components
is a variety of ions, e.g., sodium, sulfate, and carbonate,
originating from natural, as well as artiﬁcial, sources.3,4 Sulfate,
for example, can be found in large quantities in urban areas,
since it is released during industrial production processes.5 On
the other hand, roughly 30% of the CO2 released by human
activity in the past few decades has been uptaken by the ocean
and a large part of it now resides in the form of CO3
2− within
the ocean itself.6
Given its relevance to environmental chemistry, the
structure of interfacial water in contact with ions has been
under intensive investigation throughout the past decades.7−13
While knowledge of the structure of interfacial water is
essential for understanding heterogeneous ozone chemistry,
understanding the dynamics of these interfaces is also
important, as in the course of chemical conversion on the
surface of the aerosol transport of excess energy to and from
the reaction sites is crucial. Yet, a molecular model of these
transport mechanisms is currently missing. How is the energy
transported to and from reaction sites? What is the eﬀect of
diﬀerent ions on the transport mechanisms?
Here we study, using sum-frequency-generation (SFG) and
its phase-resolved (PS) extension PS-SFG, the eﬀect of ions on
the structure and the vibrational dynamics of interfacial water.
SFG is a second-order nonlinear process that is interface-
speciﬁc owing to its selection rules.14 We use an infrared (IR)
beam in resonance with the O−H stretch vibration of the
water molecules. The O−H stretch vibrational frequency is a
marker of the strength of the local hydrogen bond network and
the intensity provides information about the degree of
alignment.15
SFG and PS-SFG have already been used to study the eﬀect
of ions on the hydrogen bond network of interfacial water. It
was found that ions can perturb the strength of the hydrogen
bonds at the interface, even though the ions are located several
hydration layers away from the interface. The results indicate
that ions increase the strength of the hydrogen bond network.
Furthermore, the relative order of ions at the interface was
investigated and an ion distribution model was developed.
With the help of PS-SFG the orientation of the dipole moment
at the aqueous-air interface was studied and it was shown that
certain ions can reverse the order of the dipole moment at the
interfacial region of water.7−9
To study the vibrational energy ﬂow, we present the ﬁrst
study on the vibrational dynamics of the water stretch vibration
under the inﬂuence of ions. We use pump−probe (PP) SFG to
probe the vibrational dynamics at the interface, the interface-
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speciﬁc counterpart to pump−probe IR spectroscopy. PP-SFG
adds an additional pump laser that is tunable in frequency and
time to the SFG setup. With its subpicosecond time resolution,
it is well suited to measure the lifetimes of the water stretch
vibration. PP-SFG can be used to measure how fast the
involved oscillators lose their excitation energy, how vibra-
tional energy is exchanged between molecules and how fast
they change their hydrogen bond partners. Previous PP, IR,
and SFG studies on water have shown a strong pump
frequency dependence of the relaxation time. Weakly bonded
hydrogen molecules relax slower than stronger bonded
hydrogen molecules.16 Studies of water in contact with lipids
at negative charged surfactants have revealed interesting
coupling dynamics between diﬀerent water species.17
As water in nature is rarely free of ions, it is important to
understand the eﬀects of ions on the water-vapor interface. It
remains unclear whether the ion induced changes to the
hydrogen bond network also inﬂuence the vibrational lifetimes
of the involved molecular vibrations.
■ METHODS
Laser pulses are produced by an oscillator (Mai Tai, Spectra
Physics) with a central wavelength of 800 nm and roughly 50
nm bandwidth. The Spitﬁre Ace is pumped by two Empowers
(22 mJ pulse energy at 527 nm) and has a power output of
about 10 W and a pulse length of 40 fs with a repetition rate of
1 kHz. The sum frequency signal is generated using a focused
broadband IR beam generated by a Topas-c with DFG stage
(p-polarized, 15 μJ, 350 cm−1, centered at 2500 cm−1, angle
40° to surface normal) and a fraction of the 800 nm output,
send into an etalon to generate a narrow-band visible laser
pulse (s-polarized, 20 μJ, 810 nm, angle 70°). The SFG signal
with a central frequency of 674 nm is sent into a spectrometer
and detected using an Andor Newton electron-multiplied
charged coupled device (EMCCD) camera. The integration
time of a single spectrum is between 100 and 200 s depending
on the speciﬁc signal intensity and laser power. To correct for
the frequency content of the IR beam, all SFG spectra are
normalized to the non-resonant SFG response of z-cut quartz.
The salts are SigmaAldrich ACS grade with a purity of more
than 99.9% and prior to dissolving them in D2O, the salts are
baked for 10 h at 650 °C. No CH contamination could be
observed in the SFG experiments. Both the Na2SO4 and
Na2CO3 solutions prepared at room temperature had a
molality of 1.8 mol/kg; the exact concentrations can be
found in Table 1.
To avoid heating eﬀects from the laser, the sample is rotated
such that subsequent laser pulses hit diﬀerent spots. A chiller is
used to keep the temperature of the sample constant during
the measurement. To minimize evaporation, the temperature is
maintained between 10 and 15°C, and an automated syringe is
used to keep the water level at a constant height throughout
the measurement.
The phase-resolved spectra are recorded in a setup described
in ref 18.
To generate the narrowband pump (p-polarized, ≈ 90 cm−1
full width at half-maximum, fwhm, 55 ° angle) at ≈2000 nm,
the idler output of a second Topas-c is sent into a BBO crystal
to generate ≈1000 nm IR pulses. These pulses are overlapped
with 800 nm pulses within a LiNbO3 crystal to generate the
narrowband pump pulses. By tuning the frequency of the
doubled idler and adjusting the phase-matching condition at
the LiNbO3 crystal, the infrared pump laser can be tuned
between 2350 and 2750 cm−1. The power varies from 5 to 10
μJ depending on the central pump frequency. The cross-
correlation of pump and probe is emitted at about 570 nm
after up-conversion with the visible laser pulse. Prior to each
pump−probe experiment, the pump−probe delay dependency
is measured and deﬁnes the instrument response function. The
instrument response function typically has a temporal width of
about 200 fs (Figure S1). To record pump−probe spectra, a
chopper blocks every second laser pulse of the pump and a
vibrating mirror separates the pumped and unpumped
response sending them onto diﬀerent sections of the CCD
camera. By dividing the pumped and unpumped spectrum, one
obtains the bleach:
ω ω ω=r t I t I( , ) ( , )/ ( )SFG pumped unpumped (1)
Dividing the two intensities allows for the correction of
correlated laser-induced uncertainties like spatial, spectral, and
temporal drift. To follow the bleach in time, we use an
automated delay stage to change the relative time diﬀerence
between pump- and probe laser pulses with a minimum step
size of 50 fs. The total time range is −10 to +20 ps where the
pump arrives after (before) the probe for negative (positive)
times. In total, 31 diﬀerent pump−probe time delays were
recorded.
To quantify the bleach intensity as a function of delay time,
we average a region of ±30 cm−1 around the central excitation
frequency for each delay time. Here, ±30 cm−1 equals ±σ of
the pump pulse width in frequency space and allows one to














with Nω being the number of measured probe frequencies, e.g.,
the number of pixels. To interpret the temporal dependency of
RSFG(t), we use a kinetic model, explained in the following.
The time dependence of the bleach signal RSFG(t) provides
insights into the vibrational dynamics at the water−air
interface. In analogy to bulk experiments, energy relaxation
at the water−air interface is commonly modeled with a four-
level model depicted in Figure 1. In this model, a pump pulse
excites a fraction of the molecules from the vibrational ground
Table 1. Used Salt Concentrations
salt amount/g D2O/mL molality/(mol/kg)
Na2CO3 64 ± 1 300 ± 1 1.8 ± 0.1
Na2SO4 62 ± 1 220 ± 1 1.8 ± 0.1
Figure 1. Energy level of the involved vibrational states. A pump pulse
excites molecules from the ground level N0 into N1. After a lifetime of
τ1 the molecules decay into an intermediate state N2 and after τ2 into
a long-lived heated ground state N3.
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state N0 into an excited state N1. The excited molecules stay in
N1 for an average lifetime of τ1 and decay via an intermediate
state N2 into the heated ground state N3. Due to the
absorption of the laser beam, the temperature of the system
changes. In particular, the cooling of the system occurs at time
scales much longer than our experiment resolves. Thus a stable
heated ground state is a reasonable assumption to account for
these temperature eﬀects. This kinetic model was ﬁrst
developed for pump−probe IR on bulk water and has been
successfully used to describe the processes at the interface of
water as well.19−21
The model in Figure 1 can be described with a system of
coupled ﬁrst-order linear diﬀerential equations given in eq
3−eq 6. N is the total number of oscillators, Ni(t) with i ∈ {0,
1, 2, 3} denotes the number of oscillators at time t in state i
and τi is the corresponding lifetime of the state Ni.
= − − −N t N N t N t N t( ) ( ) ( ) ( )0 1 2 3 (3)
τ= −N t t N td ( )/d ( )/1 1 1 (4)
τ τ= −N t t N t N td ( )/d ( )/ ( )/2 1 1 2 2 (5)
τ=N t t N td ( )/d ( )/3 2 2 (6)
To the best of our knowledge, this model has always been
solved numerically if used to describe SFG data. Typically a
Gaussian-shaped excitation function is applied within eqs 4 and
5 to account for the temporal width of the excitation pulse.
This makes it impossible to solve the diﬀerential equation
analytically. However, as we show below, if one ﬁrst solves the
diﬀerential equations and then convolves this solution with a
Gaussian instrument response function, a purely analytical
model function can be derived. This has the practical
advantage that no numerical diﬀerential equation solver is
needed anymore upon ﬁtting the data, leading to more robust
ﬁtting results.
The analytical solution to eq 3−6 is given by the eqs 7−10.
= − − −N t N N t N t N t( ) ( ) ( ) ( )0 1 2 3 (7)
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The pumping due to the probe is negligible and therefore we
assume N0(0) = N−n, N1(0) = n, N2(0) = 0 and N3(0) = 0 at
initial time t = 0 with n the number of initially excited
oscillators. This simpliﬁes eq 9 and eq 10 because only their
ﬁrst terms deviate from 0. Assuming an instantaneous
excitation pulse, the time dependent bleach RSFG(t) is modeled
by the population of involved vibrational states as show in eq
11.
τ τ∝
= − + +
R t S t c
N t N t N t cN t N
( ) ( , , , )
( ( ) ( ) ( ) ( )) / (0)
SFG 1 2





This assumes the same spectral shape of the ground state
N0(t) and the intermediate state N2(t) while RSFG is reduced by
the amount of oscillators in the ﬁrst excited state N1(t). The
scaling factor c accounts for the diﬀerences in the spectral
shape of the heated ground state N3(t) in comparison with
N0(t).
To account for the ﬁnite temporal width of the pump laser,
eq 11 must be convolved with the temporal proﬁle of the
excitation pulse resulting in eq 12.
τ τ∝ ∗R t S t c P t( ) ( , , , ) ( )SFG ext1 2 (12)
Here Pext(t) denotes an arbitrary shaped excitation function
and ∗ a convolution. By assuming a Gaussian excitation proﬁle
with width σ at time μ and amplitude A, the convolution
integral of eq 12 can be solved analytically resulting in eq 13.58
τ τ σ μ
τ τ σ μ
∝ ′
= ∗
R t S t c A
S t c G t A
( ) ( , , , , , , )
( , , , ) ( , , , )
SFG 1 2
1 2 (13)
Out of the six parameters of eq 13, three can be readily
determined independently. The width σ and the temporal
position μ of the excitation beam can be deduced from the
measured cross-correlation of the three involved laser beams
(Figure S1). Previous results from pump−probe IR measure-
ments for bulk D2O have indicated that τ2 is 700 fs.
15,20,22 The
free parameters are thus: The lifetime of the ﬁrst excited state
τ1, the amplitude of the excitation A and the amplitude of the
heat c. S′(t,τ1,c,A) is then used as a model function for a least-
square ﬁt to the measured RSFG(t) traces, and τ1 is thus
extracted as the lifetime of the initially excited vibrational state.
■ RESULTS AND DISCUSSION
To investigate the impact of ions on the structure and the
vibrational dynamics of the water−air interface, we ﬁrst turn
toward the structure. Structural information can be extracted
from the interfacial vibrational spectrum, as stronger hydrogen
bonds result in lower vibrational frequencies, and weaker
hydrogen bonds in higher vibrational frequencies.15 The
spectrum of just the interface is obtained by SFG spectroscopy
in which the incoming infrared beam is in resonance with the
molecular vibration of interest.14
An SFG spectrum of the O−D stretch vibration of D2O is
shown in Figure 2a. We use D2O instead of H2O as the
vibrational dynamics is slower.24 This also means that
conclusions drawn from D2O could be diﬀerent for H2O.
Around 2750 cm−1 the free O−D peak is visible. This relative
sharp peak originates from O−D groups pointing into the
vapor phase and thus having no hydrogen bond partner.25 Due
to the absence of hydrogen bond acceptors, these bonds
vibrate at a relatively high frequency. The relatively broad
feature from 2200 to 2550 cm−1 originates from hydrogen-
bonded O−D vibrations and consists of two peaks centered
around 2380 and 2510 cm−1. The origin of these two features
has previously been investigated using diﬀerent isotopic
dilutions of H2O, D2O, methanol, and ethanol mixtures. This
has allowed separating intramolecular and intermolecular
contributions and led to the conclusion, that the intra-
molecular coupling generates the double-peak feature, while
the intermolecular coupling induces a redshift of the O−H
stretch vibration.25−29
A solution of 1.8 M Na2CO3 in D2O shows a static SFG
spectrum that is substantially diﬀerent from that of the clean
water surface. The strongly hydrogen-bonded region from
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2200 to 2420 cm−1 is enhanced, whereas the weakly hydrogen
bond region from 2420 to 2600 cm−1 is reduced in intensity.
This hints toward an overall strengthening of the hydrogen-
bonded network in the presence of Na2CO3, while the free OD
appears unchanged.
In the case of Na2SO4, the spectral changes are diﬀerent. A
concentration of 1.8 M Na2SO4 in D2O causes a signal
enhancement from 2200 cm−1 on, until 2550 cm−1, while from
this point on, until the end of the free OD peak at 2800 cm−1,
the signal is identical with that of pure water. This can again be
interpreted as a strengthening of the hydrogen bond
network.30,31
To investigate the orientation of the water molecules at the
interface, we performed phase-resolved (PS) SFG measure-
ments. Figure 2b shows Im(χ(2)) of the same salt−D2O
solutions. The hydrogen-bonded region of D2O around 2300
cm−1 to 2600 cm−1 has a negative Im(χ(2)), indicative of a net
downward orientation of the O−D transition dipole moment
of interfacial water toward the bulk.32−34 Around 2620 cm−1,
the Im(χ(2)) changes sign, showing that the free OD at around
2750 cm−1 has an opposite and thus net orientation with the
O−D transition dipole moment out of the interface.
Adding 1.8 M Na2CO3 reduces the Im(χ
(2)) around the
weakly bonded 2550 cm−1 region and increases the Im(χ(2))
below 2490 cm−1. This supports the hypothesis of Na2CO3,
strengthening the interfacial hydrogen bonding network in
comparison with the neat D2O−air interface.
A solution of 1.8 M Na2SO4 in D2O enhances the Im(χ
(2))
as well in both the strongly and weakly hydrogen-bonded
region. The enhancement is similar as in the case of the static
SFG spectrum from Figure 2a and can again be interpreted as a
strengthening of the hydrogen-bonded network.
Nonetheless, this increase could also resemble χ(3)
contributions. From previous studies of charged interfaces, it
is known that χ(3) eﬀects can play a role in the observed SFG
and PS-SFG spectra.35−38 In particular, it was shown that the
existence of a static electric ﬁeld can induce an anisotropy
throughout the bulk water and thus alter the SFG signal. It is
commonly assumed that the electric ﬁeld induced by the
charge is screened by counterions eﬀectively over the Debye
length. The Debye length of saltwater with 2 M ion
concentrations is below 2 Å and thus smaller than a single
water layer, implying that the χ(3) contributions should be
insigniﬁcant.35,39,40 On the other hand, there is a remarkable
agreement between the Na2SO4 PS-SFG spectrum and a
constructed PS-SFG spectrum where the PS-SFG spectrum of
neat D2O and χ
(3) as reported by Shen et al.36 is used see
Figure S2. The resulting negative sign of the χ(3) contribution
implies that the positive ion Na+ is closer to the surface than
the negative ion SO4
2−.36 As Na+ prefers bulk hydration,41 we
conclude that both ions Na+ and SO4
2− are sub surface. This is
in line with simulation studies42 In the case of Na2CO3 the χ
(3)
contribution to the signal could be excluded based on the
spectral shape of the signal. For further information see Figure
S2. We can only speculate about the reason for the diﬀerence
of Na2SO4 and Na2CO3 in χ
(3) signal. It could be that Na2SO4
forms a double-layer-like structure, while CO3
2− and Na+
distribute more within the same water slab, creating an in-
plane electric ﬁeld that is not probed by SFG.
Static and phase-resolved SFG spectra of 1 M Na2SO4 and 1
M Na2CO3 in H2O have previously been reported by Allen and
co-workers.8,9 Even though the overall spectral shapes between
theirs and ours are comparable, there are some notable
diﬀerences. At present it remains unclear whether these
diﬀerences are the result of diﬀerent concentrations, D2O vs
H2O eﬀects, impurities, or phase errors.
43
From these and prior measurements,7−9 we conclude, that
ions in bulk have a direct eﬀect on the interfacial hydrogen
bonded network. However, from the SFG and the PS SFG
spectra nothing can be inferred about the vibrational dynamics
at the interface. Do ions increase or decrease the lifetimes of
the OD stretch vibration? Is the energy ﬂow dynamics
aﬀected? To shed some light on these questions, we now
turn toward the vibrational dynamics of the stretch vibration of
the interfacial hydrogen bond network.
To probe the vibrational dynamics at the interface, we use
pump−probe (PP) SFG. By tuning both, the pump−probe
time delay and the central pump frequency, we obtain
information about the relaxation time, as a function of the
excitation frequency.44,45 Exemplary data of the ratio of
pumped and unpumped SFG response (bleach) can be
found in Figure S3. The traces shown in Figure 3 are
constructed according to eq 2. For each trace between 5 and
25, transient SFG spectra at 31 diﬀerent pump−probe time
delays were measured and averaged. In Figure 3, traces for
Figure 2. Conventional (a) and phase-resolved (b) SFG of O−D
Stretch vibrations for D2O, 1.8 M Na2SO4 and 1.8 M Na2CO3.
Shading around the lines indicates uncertainty of the data based on 10
averaged spectra. The region of enlarged uncertainty at 2400 cm−1
originates from an unusual cluster of cosmic muon induced spikes.23
(c) Lifetimes of the OD stretch vibration for the given pump and
probe frequency respectively. Round dots indicate lifetimes extracted
from a four-level model. Squares indicate lifetimes extracted from a
single exponential ﬁt. The x error bars correspond to 1σ excitation
width, y error bars are ﬁt errors. In total, ≈24000 SFG spectra were
analyzed.
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D2O, Na2SO4, and Na2CO3 at three diﬀerent mean pump
frequencies each, are shown. At negative times, the pump pulse
arrives after the probe pulse, and thus, RSFG is 1. At around t =
0 ps, the pump and the probe pulses start to overlap in time,
and the ground state of the sample is bleached, resulting in a
decrease of RSFG and a consecutive recovery of the signal.
One notes that the magnitude of RSFG depends on the power
of the pump pulse and the IR absorption cross-section at the
pumped frequency. Because the pump power is highest at
around 2500 cm−1 as is the IR absorption, the largest bleach
can be seen around this pump frequency (see Figure S4).
Remarkably, D2O pumped close to the free OD at 2730 cm
−1
is an exception to that rule, as we observe a relative high RSFG
of 10%. Taking the overall picture into account, one can see
that the amplitude is largest for Na2SO4 and smallest for
Na2CO3 with D2O in between.
For long delay times (t ≥ 4 ps) RSFG of Figure 3 converges to
a value diﬀerent from one, but constant on the picosecond
time scale of the experiment. This late time signal represents,
as discussed in detail in the Supporting Information, the
elevated temperature of the system and the subsequent
weakening of the H-bonds after vibrational relaxation.
Depending on the inﬂuence of the heat, the value of this
constant can be either smaller or larger than one. D2O pumped
at 2400 cm−1 is an example for a long time signal smaller than
one, while most others show a signal exceeding one.
To extract relaxation times, the traces are modeled (see
Figure 3). The reproducible bump in the trace of D2O at delay
times of a few hundred femtoseconds, pumped at 2400 cm−1,
shows that a model with at least two lifetimes is needed to
describe the process. As such we use the four-level model
previously described in Figure 1 for pump frequencies exciting
within the range of the bonded OD stretch vibration (pump
frequency <2700 cm−1). For the free OD region (>2700 cm−1)
a single exponential model is used.46−48 The extracted lifetimes
of the ﬁrst excited state τ1 for all measured pump frequencies
and samples are shown in Figure 2 (c).
Figure 2c shows that we observe the shortest lifetimes of
≈0.2 ps for all samples around a pump frequencies of 2400
cm−1, and Figure S1 makes clear that the instrument response
function is the limiting property. Upon increasing the
excitation frequency to 2600 cm−1 an increase in lifetime up
to almost 1 ps is found. In the case of D2O, this nicely matches
previously obtained results.16 It was hypothesized that the
reason for this heterogeneity is the coupling of the OD-stretch
mode with an overtone of the OD bending mode.49−52 Around
2400 cm−1, the ﬁrst overtone of the bending mode overlaps
with the OD-Stretch vibration. Therefore the overtone
provides an eﬃcient relaxation path to the excited molecules.
Upon exciting the surface at a frequency of 2500 cm−1 or
higher, the coupling to the overtone of the bending mode
becomes less eﬃcient, leading to slower vibrational relaxation.
An alternative explanation is provided from theoretical work,
interpreting this frequency dependency as a hydration layer
eﬀect and correlating it with the number of H-bonds per water
molecules.53
Pumping close to the free OD peak (2700−2750 cm−1)
shows lifetimes around 0.5 ps for the stretch vibration. With
Na2SO4 and D2O having roughly 700 fs lifetime and Na2CO3
400 fs. The free OD was previously studied and showed
lifetimes around 800 fs.48
As apparent from Figure 2c, the diﬀerence in lifetimes
between the three samples D2O, Na2CO3, and Na2SO4 are
minimal. For speciﬁc pump frequencies, the lifetime of the
samples can be diﬀerent by more than 2σ, but the error bars
capture only the stability of the individual experiment, and do
not account for correlations between the ﬁtting parameters and
sample-to-sample variations. Taking the complete picture into
account there is no clear diﬀerence between the three samples.
This is somewhat surprising, because, as can be seen in Figure
2, parts a and b, the static SFG spectra of Na2SO4 and Na2CO3
show signiﬁcant diﬀerences from D2O, hinting toward
structural changes induced by the CO3
2− and SO4
2− ions.
Nevertheless, this structural change apparently does not
signiﬁcantly inﬂuence the vibrational dynamics of the involved
vibrational state within the uncertainty of the experiment. It
could, however, be that larger and more granular sampling rate
of the pump frequency, or an improved signal-to-noise ratio,
reveals diﬀerences between D2O−D2O and D2O−ion bind-
ings. However, given the fact that diﬀerences in the static
spectra appear through bands of about 100 cm−1, a 60 cm−1
wide pump pulse should be suﬃcient to resolve these
diﬀerences. Furthermore, lifetimes with diﬀerences of less
than 0.2 ps are challenging to detect with the currently
available measurement techniques.
■ CONCLUSION
Returning to the questions presented in the introduction of
this manuscript, we conclude that the interfacial water
structure of aerosol particles is ion-dependent. As such, the
surface structure can be responsible for unique properties of
aerosol particles. Still, because the interfacial vibrational
dynamics seem to be unaﬀected by the ion content, models
of excess energy transport do not need to take the speciﬁc ion
content into account. Instead, models taking solely the
properties of the static H-bond network of water into account
are likely suﬃcient to describe the details of excess energy
transport accurately, even for aerosol particles with high ion
Figure 3. Traces of D2O, Na2CO3, and Na2SO4 at three diﬀerent
pump frequencies. Lifetimes are extracted by ﬁtting a four-level
model. For pump frequencies greater than 2700 cm−1 a single
exponential ﬁt is used. Variations of 50 cm−1 in pump frequency can
arise due to precise calibrations performed after the individual
experiments. The shown traces were initially measured with the
intention of having the same pump frequency.
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concentrations. We further note that the four-level model, ﬁrst
developed for bulk water, can be used for interfacial water as
well, even if the H-bond network is perturbed by high ionic
concentrations. In addition, we show that the lifetime of the
stretch vibration depends on the excitation frequency and
ranges from about 0.2 ps to over 1 ps.
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