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 ملخص الرسالة
 
 
  ووتوبي دارامولاكلواني ال :الاسم الكامل
 
 يمظللالفي القنوات يتلاشى  OMIMواسع النطاق ال أنظمة قدرة  على :عنوان الرسالة
 
 هندسة الإتصلات التخصص:
 
 م5102مايو,  :تاريخ الدرجة العلمية
 
الهوائيات أصبحت ليارا قابا  )OMIMمتعددة  المخرجات ( و تعددة  المدلاتالم نطاق واسعأنظمة 
التعظليل المتعددة . هذا  و يتعاشى كلدسين وباحثين لتعحسين الاتصال ولكن يتعأثر أةائها من  للتعطبيق للمهن
ظروف تددة  في OMIMدلى نطاق واسع  طرروحة حققق مددلات حققيقها للوصلة الصادد الأالدمل 
) مع افتراض FZ( ستعقبايالا يجبار الإالصفر  ) وCRM( يالنسبة الجمد والتعظليل. باستعخدام القصوى
أساليب التعحليل تدبيرات جديد  للطاقة ارجوةيك باستعخدام  تستعمد )، وISCلومات حالة قنا  مثالية (مد
 رايليبال يتعاشى للمستعخدم المطلوب naiciRحقت  OMIMنطاق واسع  لأنظمة القائم دلى لحظة
 يتعاشىال نموذجلل تستعمد تدبيرات جديد  أيضا و ،يةوتداللية تعوزيدال naiciRو  )hgielyaR(
) الهوائيات. SB( ة بشكل كامل في المحطة الأساسيةلكا التعظليل مستعقلة ومترابط يةبركالم غاماال-غاماال
حقدث يزيد من القدر  ولكن الدكس دامل للمستعخدم المطلوب، -K naiciRزياةات بوجدت أن 
جهاز وجد ان المطلوب. قدر  المستعخدم ال نقصانمزيد الزياة  في داقة تميل إلى للتعدالل. في حالة التعظليل، 
يزيد ددة من كما   ، وكذلكالمتعددة  يتعاشىال حقت CRMأةاء أفضل من المتعلقي له  ،FZ ستعقبايالا
أوامر من حجم مماثل كما هو الحال مع هوائي  في من الزياةاتالتعحقيقي  أسدار، يزيد الهوائي SBمجمودة 
.SBواحد 
CHAPTER 1
INTRODUCTION
1.1 An Overview of Wireless Communication
Wireless communications has evolved rapidly over the past few decades. We have
moved on from the first generation technology which was based on analog systems
and made use in Advanced Mobile Phone System (AMPS) deployed in the early
1980’s to today’s current digital systems based on Long Term Evolution (LTE)
that carries voice, data and also Internet Services. It can be said that commu-
nication technologies have really evolved, and with this evolution we are able to
make efficient use of our smart phones and wireless devices to access the Internet,
make group calls while traveling either on a bus, on trains or even in airplanes.
Consequently, there has been an increase in number of users accessing wireless ser-
vices all over the world and as communication expands from urban to rural areas,
the numbers of users increases in a communication network. This in turn causes
the network provider to seek better network architecture in order to accommodate
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users and also accommodate the increase in data demands on the network.
Engineers and researchers are constantly trying to look at new ways to meet the
increasing demand from users for larger bandwidths, higher data rates, faster re-
sponse times and reliable communications. However wireless communication sys-
tems provide a challenge due to bandwidth limitations, power limitations, scarcity
of radio frequency (RF) spectrum, channel complexity. Furthermore, there exist a
diverse set of channel impairments such as path loss, multipath fading phenomena,
scattering, shadowing and interference that makes the communication engineers’
task even more difficult.
1.2 Multiple Input Multiple Output (MIMO)
systems
In recent research studies [1][2], it has been shown that the Multiple-Input Multi-
ple Output (MIMO) antenna systems is a favorable technology to help tackle the
challenges experienced with wireless communication channels. MIMO technol-
ogy utilizes multiple antennas at both the source which is called the transmitter
and the destination which is called the receiver. In MIMO channels received sig-
nals are sampled in the spatial domain [1] and then combined in such a way to
minimize errors and maximize data throughput by creating constructive multiple
parallel data streams. This results in an increase in the throughput and diversity
gain which improves overall communication quality. By using MIMO systems, the
2
multi-path phenomenon can be converted into benefit for wireless communication
systems [1][3]. It can also use the benefit of delay spread with random fading to
increase transmission rates [4].
MIMO systems have been implemented in different ways and this depends on
the use either to combat diversity or increase capacity [5][6]. It also offers many
benefits like beam forming gain, spatial diversity and spatial multiplexing [6].
When using multiple antennas it is possible to utilize other benefits rather than
array gains and diversity [1], by increasing the data transfer rate using the spa-
tial multiplexing ability of MIMO channels. Commercially MIMO systems have
now become a standard for current cellular systems,e.g. IEEE 802.16e and IEEE
802.11 wireless standards. MIMO technology can be implemented by utilizing dif-
ferent approaches viz by space- time coding, antenna selection, and beamforming
[1].
Currently the standards in wireless which includes both IEEE 802.11n/11ac
(WiFi) and 3GPPLTE-A have adopted MIMO techniques to achieve an increase in
spectral efficiency and also reliability. However these standards only access some
of the potential benefits of MIMO systems, because they use only a small number
of antennas(about 2-8) and achieve efficiencies of only about 15 bps/Hz or less [7].
The need for higher data rates has motivated the need for larger number of anten-
nas. Large-scale MIMO system has become a candidate to support higher data
rate demands in 5G (Fifth generation) networks [8][9] and future communication
systems. Large-scale MIMO systems equipped with tens to hundreds of antennas
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are capable of multigigabit rate transmissions at high spectral efficiencies of the
order of tens to hundreds of bps/Hz.
Large-scale MIMO systems have become an area of interest in wireless commu-
nications. Researchers at Lunds University and National Instruments recently
prototyped a scalable 128-antenna MIMO testbed for 5G wireless research which
is capable of real-time, two-way communication over frequency bands and also
offers the ability to accommodate more users at higher data rates with better
reliability while consuming less power and promises significant gains [10]. In the
developed prototype the base station uses a system design factor of 10 base station
antenna elements per user terminal (UT), providing 10 users with simultaneous,
full bandwidth access to the 100 antenna base station. The large-scale MIMO ap-
plication framework supports up to 20 MHz of instantaneous real-time bandwidth
that scales from 64 to 128 antennas and can be used with multiple independent
UTs [10].
Marzetta in his research in [11] showed that under realistic propagation conditions
large-scale MIMO can achieve a transmission rate of 17Mb/s for about 40 users in
a 20MHz channel in either uplink and downlink directions, producing an average
data rate of 730Mb/s per cell and an overall spectral efficiency of 26.5 bits/s/Hz.
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1.3 Thesis Scope and Motivation
In conventional MIMO systems, the antenna array is limited to a few antennas,
but with large-scale MIMO systems the antenna arrays can comprise up to a hun-
dred or few hundreds of antennas. Though higher rates can be achieved with an
increase in antennas but the analysis of large-scale MIMO systems differs from
conventional MIMO systems because things that initially start as random become
deterministic due to the presence of large arrays [12].
Inter-user interference still persists in the setup of large-scale MIMO systems, com-
plex techniques can be used to mitigate interference and improve performance. As
the size of the antenna arrays increases, the impacts of small scale fading cancels
out but large-scale fading still persists due to the presence of large array of an-
tennas. With the implementation of a large array at the BS, the random channel
vectors between users and the BS become pairwise orthogonal [12], based on liter-
ature review, there are several problems that are still open on large-scale MIMO
systems and considered to be the motivation of this thesis.
The main aim of this thesis is to provide moment based analysis for the per-
formance of large-scale MIMO capacity when subjected to both multipath and
shadowing conditions. The analysis is based on Uplink (transmission from users
to BS) large-scale MIMO with perfect Channel State Information (CSI) and using
maximal ratio combining (MRC) and zero forcing (ZF) receivers for the analysis.
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1.4 Thesis Contributions
In this thesis, using moment-based analysis, new bounds for the ergodic capacity
of large-scale MIMO when subjected to multipath and shadowing conditions is
derived. For the first part of the derivations the large scale fading due to shadowing
is assumed to be held constant. Under this assumption, the large-scale MIMO
uplink undergoes Rician fading with Rayleigh interference (Rician/Rayleigh) and
also Rician fading with Rician interference (Rician/Rician).
The large-scale MIMO uplink is analyzed with different values of the Rice factor,
and the ergodic capacity is derived with different receivers under perfect Channel
State Information. The second part of the thesis deals with the case when the
shadowing component is random variable. New expressions are derived for large-
scale MIMO for both independent shadowing and fully correlated shadowing. New
capacity bounds are also derived for these conditions. Monte-Carlo simulations
are carried out to verify the new bounds.
1.5 Structure of Thesis
The thesis is categorized into five chapters as follows:
Chapter 1 presents a brief background on the topic considered, the objectives of
the thesis and states the contributions of the thesis.
Chapter 2 gives an overview on conventional MIMO, basic terminologies and
principles of conventional MIMO systems, with a brief information on large-scale
6
MIMO systems as a candidate in 5G communications, detection in MIMO systems
and also the relevant previously published works .
Chapter 3 deals with multipath fading and derivation of new ergodic capacity
bounds using moment based analysis for large-scale MIMO, with large scale shad-
owing parameter held constant using MRC and ZF receivers (detectors). The
effect of interference on capacity in multipath fading is also evaluated.
Chapter 4 deals with large scale shadowing. In this case the shadowing param-
eter is a random variable with a lognormal distribution. The Gamma-gamma
composite fading model is used to derive the ergodic capacity for both indepen-
dent and correlated cases of shadowing.
Chapter 5 concludes the thesis and proposes future work in the large-scale MIMO
area.
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CHAPTER 2
BACKGROUND AND
LITERATURE REVIEW
2.1 Background
This section gives a brief description of conventional MIMO systems and working
principles. It also highlights the relevance of large-scale MIMO systems in current
telecommunication networks.
2.1.1 Conventional MIMO Systems
In conventional MIMO wireless channels both the transmitter and the receiver
are equipped with NT and NR array of antennas respectively, as the number of
transmit and receive antennas are increased, the degrees of freedom increases in
the propagation channel which leads to an improvement in data rate (high spectral
efficiency increase) without necessarily increasing the bandwidth [7], high speed
8
wireless backhaul connectivity sometimes adopt this type of MIMO configurations.
The reliability of this type of MIMO configuration scales according to the link
outage probability, on a rapidly varying channel as a function of both time and
frequency and where circumstances permit coding across many channel coherence
intervals, the achievable rate scales as min(NT ,NR)log(1+SNR), where SNR is the
Signal-to-noise ratio [13].
2.1.2 Channel State Information
Having a knowledge about the state of the instantaneous MIMO channel is es-
sential for researchers when designing MIMO systems [6][14]. The knowledge
available about the channel is the known as the channel state information (CSI).
The implementation of the system depends on the information about the knowl-
edge of the channel known by both transmitter and receiver. The receiver1 is
presumed to trace fully the channel fluctuations, but at the transmitter channel
acquisition can be quite challenging, this depends on the mechanism employed
to split transmission from location X to location Y and also the inversed direc-
tion transmission from location Y to point X [15][16]. When the CSI is amended
constantly at the transmitter it is aware of the current realization (instantaneous
value) of the channel, but in the case when the transmitter is not informed regu-
larly, but it acquires the statistics of the channel (i.e the distribution, the mean
1In wireless systems, the user in the downlink scenario for FDD schemes does not
usually have the CSI, while at the base stations, the transmitter has access to the CSI
easily.
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and variance e.t.c).
CSI at the Transmitter (CSIT ) is where the transmitter has information about
the channel gains, and CSI at Receiver (CSIR) is where the receiver also has in-
formation about the channel gain, for fast fading channels accuracy of channel
estimation is a challenge, since the channel varies rapidly, in that case a non-
coherent or blind technique is used, and also obtaining CSIT through a feedback
system is ineffective in fast fading, but in slow fading channels there is a possi-
bility to approximate the channel gains correctly using pilot assisted transmission
[7][11], CSIT based on measured CSI feedback received is effective in such type of
channels.
Channel gains is either independent or correlated, and it depends on different
factors which include spacing of antenna elements, scattering environments, in-
terferers etc. In some cases the system has limited (statistical) information of
the channel at transmitter, Channel Distribution Information at the transmitter
(CDIT) is used to update the transmitter about the channel distribution and
sometimes the receiver or transmitter may have only the mean or the variance of
the channel.
2.1.3 Capacity of MIMO Channels
A very important metric of characterizing any communication channel is known as
the Channel Capacity , it serves as a performance measure for communication
systems. Capacity is the maximum error-free data rate a channel can support
10
or the rate per unit bandwidth that can be sustained reliably over the MIMO
link [14][17][18]. To ascertain the capacity of the MIMO channel, the common
knowledge (mutual information) linking both the transmitted signal vector with
the received vector is calculated, signal vector that maximizes the mutual infor-
mation is determined, MIMO channel capacity depends heavily on the statistical
and antenna element correlations of the channel [14].
When transmission rate is greater than capacity the receiving antenna would make
decoding inaccuracy with significant likelihood. In MIMO systems capacity is a
key factor in such communication links and serves as guide in practical systems
for proper design of transmission of signals and processing of received signals.
2.2 Large-scale MIMO and 5G Networks
As 4G (Fourth generation) technologies (LTE and LTE-A) are been deployed
over the world, there still an increase in demand from users who have subscrip-
tions to mobile broadband systems every year. Subscribers crave for faster In-
ternet services on the move and with the increase in powerful gadgets and smart
phones, users have demanded for increased access speed to be able to cater for
advanced media and multimedia capabilities of such devices i.e., video streaming,
high-definition voice calls e.t.c. This demand has caused an explosion in wireless
mobility and devices, according to European Mobile Observatory there has been
about a 92% growth in mobile broadband per year since 2006 [19] and as the
number of wireless devices the ability to cater for future capacity challenges has
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resulted in the need to explore more research options in 5G networks.
Large-Scale MIMO systems plays a very important role in the setup of 5G net-
works, it is estimated that the 5G networks has the ability to achieve the capacity
of current 4G networks about a 1000 times what is currently on offer [20], the aim
of 5G networks is to connect the entire globe with error-free and ever-present com-
munication systems between people to people , machines to machines, people to
machines and vice-versa. 5G networks would be able to support communications
for higher mobility users like high-speed train users which run on velocities close
to 500 km/h. The whole aim of large-scale MIMO systems in 5G will be used to
exploit potentially large capacity gains that arises from the use of larger antenna
arrays, BS are equipped with large antenna arrays distributed around the cell and
are connected via optical fibers to the BS, mobile users have limited number of
antennas but together with the BS antenna arrays construct virtual large-scale
MIMO links. This technology is currently been deployed and it provides a very
interesting area of research [21][22].
2.3 Path loss and Fading
Using wireless radio channels for high-speed communication may sometimes not
be highly reliable due to severe challenges poised by susceptibility to noise, in-
terferences, path-loss, shadowing, multi-path and other channel impairments. As
the user movements varies all the time, these impairments also change over time
due to the mobility of the user. The received signal of the user will vary over time
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due to this [23][24].
2.3.1 Path loss, Small-scale Fading and Large-scale Fading
One major cause of fluctuation in the received signal power of users over distances
is caused by path-loss. Path-loss occurs due to power dissipation emitted by
the transmitter and the strength of the spreading of channel transmission. An
assumption is that the path-loss is always at a given transmit-receive distance
[23]. When obstacles are in the transmission path between the transmitter and
the receiver, this causes an effect on transmission which is known as Shadowing ,
this effect attenuates signal power at the receiver through scattering, reflection,
diffraction and absorption of signals, if the signal attenuation becomes very strong,
the signal at the receiver is blocked.
Multi-path is also an effect that occurs when the signals from the transmitter
reaches the receiver by various routes, it is caused by reflection and refraction due
to the vicinity of the receiver [23][24]. The magnitude of signal arriving at various
paths at the receiver is said to follow a statistical distribution known as Rayleigh
distribution, this is known as Rayleigh fading, but when one component dominates
such as a line-of-sight (LOS) component it follows a Rician distribution, this is
known as Rician fading. Small-Scale Fading is described by rapid and deep
amplitude variations which happens when the user’s receiver shifts over distances
of a few wavelengths (short travel distances). The fades occur due to multiple
reflections (multi-path) owing to surroundings in the vicinity of the receiver. In
13
narrowband signals, this causes a Rayleigh fading distribution of signal intensity
over short distances [25].
Large-Scale fading is caused by shadowing (shadowing variations happens over
distances that is correlative to the length of the obstructing body) due to variations
in both the profile of the terrain and the nature of the surroundings, and also
caused by large scatterers. In deeply shadowed conditions, the received signal
strength in the receiver can drop well below that of free space [25][23].
2.3.2 Slow and Fast Fading
In Slow fading channels, the channels stays almost constant over the entire time
while communication occurs where the channel coherence time Tc is far greater
than the transmitted symbol period [25]. When the capacity is less than the infor-
mation rate of transmission, then no detector can recover transmitted codewords
from the transmitter and the channel is said to be in outage [7][26]. The largest
rate of reliable communication when the channel is very poor at a certain outage
probability is called the outage capacity of the channel. For Fast fading channels,
the channel varies significantly over the entire transmission time, outage does not
occur in this channels rather an averaging is done over the time variation of this
channel. It is possible to achieve error-free reliable communication for this channel
which is known as the ergodic capacity [27].
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2.3.3 Fading Models
In literature there is a number of distribution models for fading and shadow-
ing, the following are the most commonly used distributions in communication in
multipath fading namely :
1. Rayleigh Distribution: If X and Y represent two independent and identi-
cally distributed (i.i.d.) Gaussian random variables (R.V.) with zero-mean
and equal variance σ2, the envelope Z = X + jY is Rayleigh-distributed
R.V., applying this in wireless communications to the in-phase and quadra-
ture components of a received signal r(t), the signal envelope
z(t) = |r(t)| =
√
r2I(t) + r
2
Q(t), (2.1)
has a Rayleigh distribution and its stationary probability density function
(PDF) is stated as [28]
fZ(z) =

z
σ2
exp (−z2/2σ2) , z ≥ 0
0 otherwise.
(2.2)
2. Rician Distribution: When the communication channel has a fixed LOS
component then the in-phase and quadrature components are non zero-mean
(the variances are equal but different means), and the signal received is the
superposition of a LOS component and a complex Gaussian component. The
received signal envelope has a Rician distribution [23] and its probability
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density is
fZ(z) =

z
σ2
I0
(
zs
σ2
)
exp
(
−(z2+s2)
2σ2
)
, z ≥ 0
0 otherwise,
(2.3)
where 2σ2 is the mean power in the NLOS multipath components and s2 is
the power of the LOS component, I0 is the modified Bessel function of the
zeroth order [29].
The Rician distribution is some described by a fading parameter Kr which
is known as the Rice factor and defined as
Kr =
s2
2σ2
, (2.4)
where Kr is a ratio of the power in the LOS components to the power
in other (NLOS) multipath components. When Kr = 0 the Rician fading
becomes Rayleigh and when Kr =∞ there is no fading, therefore the fading
parameter Kr serves as to measure the severity of fading, with large Kr it
implies mild fading and with small Kr implies severe fading.
3. Nakagami-m Distribution: This distribution provides a greater flexibility
to model random fading channels better when compared to either Rayleigh
or Rician distributions, the parameters of Nakagami-m can be varied to fit
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various empirical measurements and is stated as
fZ(z) =
2mmz2m−1
Γ(m)Ωm
exp
(−mz2
Ω
)
z ≥ 0, (2.5)
where Ω is the average received power and Γ(·) is the gamma function and
m is the fading severity parameter.
When m = 1 the distribution in Eqn.(2.5) reduces to the Rayleigh fading and
with m = (Kr+1)
2/(2Kr+1) the distribution approximates to Rician fading.
When m ≤ 1 Nakagami fading causes more severe performance degradation
of signals than Rayleigh fading. So, Nakagami-m distribution can model
both Rayleigh and Rician distributions as well as other distributions.
In the case of shadowing there are two important models used in this thesis and
these are:
1. Lognormal Distribution: This distribution is suitable in modeling the
effect of shadowing of the signal due to large-scale environmental obstacles
such as tall buildings in RF communications this leads to the local mean
power Ω fluctuating about a constant area mean power Pr [30] and this
follows a lognormal density as
fΩ(x) =
1
x
√
2piσ2
exp
(−ln2(x/Pr)
2σ2
)
, x > 0, (2.6)
where x is the ratio of transmit-to-receive power which is random and σ is
the shadow standard deviation, when σ → 0 there is no shadowing. With
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further analysis when required using the lognormal distribution becomes
complicated, an approximation is used and this is known as the gamma
distribution.
2. Gamma Distribution: This distribution is used as an approximation
[30][31] to the lognormal distribution for analytical tractability with the
probability density
fΩ(x) =
1
Γ(ms)
(
ms
Ωs
)ms
x(ms−1)exp
(
−xms
Ωs
)
x > 0, ms > 0, (2.7)
where ms is the shadowing severity parameter and Ωs is the shadow area
mean power. The relationships between the lognormal and gamma distri-
bution parameters is discussed in chapter 4.
2.3.4 Channel Coherence Bandwidth and Channel Coher-
ence Time
The channel coherence bandwidth, Bc is a statistical measure of the range of
frequencies over which the channel can be considered ’flat’ i.e., the estimated
maximum bandwidth where two frequencies of a signal are possible to encounter
correlated amplitude fading [25]. Two different signals with frequency separation
greater than Bc would be affected quite differently in the channel. The channel is
said to be flat if Bc is larger than communication signal bandwidth and frequencies
that are within a coherence bandwidth of each other are inclined to all fade in a
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comparable manner [23].
The channel coherence time Tc is a statistical amount of the time duration where
the channel impulse response is almost constant and it quantifies the affinity of
the channel response at various intervals. Tc also known as time period where
two received signals have an intense possibility for amplitude correlation [25].
If within transmission of a baseband message or communication, the reciprocal
bandwidth of the baseband signal is larger than coherence time of transmission
channel, distortion occurs at the receiver.
2.4 MIMO System Model
In a conventional MIMO wireless link both the transmitter array antennas NT and
and the receiver array antennas NR are both connected through a channel where
every receive antenna is subjected to a combination of the transmit antennas as
shown in the Figure 2.1 below [1]. The channel between the transmitter and re-
ceiver antenna pairs is assumed as narrowband time-invariant channel [32][13][17].
The channel coefficient at time l connecting the transmit antenna i and receive
antenna j is hji(l). In lth instant time xi(l) is transmitted signal from the ith
antenna and yj(l) is the received signal from the jth receive and the noise addi-
tive component is nj(l). xi(l), yj(l), and nj(l) are complex values. NT signals
transmitted shape the input vector signal2 x(l) and NR signals received shape the
2a denotes a scalar, a denotes a vector (column-vector) and A denotes a matrix.
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Figure 2.1: MIMO System
output vector signal y(l). The NR noise signals shape the noise vector n(l).
x(l) =

x1(l)
...
xNT (l)
 , y(l) =

y1(l)
...
yNR(l)
 , n(l) =

n1(l)
...
nNR(l)
 , (2.8)
where nj(l) is a zero mean complex symmetric Gaussian R.V. which is denoted
by nj(l) ∼ CN (0, σ2n) (CN denotes complex Gaussian zero mean), also the noise
at individual receiver antennas have identical variance σ2n.
The MIMO channel is described by a matrix H(l) with dimensions NR ×NT
given as
H(l) =

h1,1(l) · · · h1,NT (l)
...
. . .
...
hNR,1(l) · · · hNR,NT (l)
 . (2.9)
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The MIMO input-output relationship is stated below
y(l) =
√
ρH(l)x(l) + n(l), (2.10)
where ρ is a scalar which is the SNR of the link. A normalization is assumed
to take place where average total transmit power is unity [13], therefore E{‖x‖2}
= 1.
2.4.1 Singular Value Decomposition
Singular Value Decomposition (SVD) serves as a tool in mathematics which uses
factorization method for matrices and is widely used in signal processing, capacity
MIMO measurements, etc. We take an (N × M ) matrix A, the SVD theorem
states [15],
A = UΣV H . (2.11)
• The eigenvectors of AAH make up columns of U ∈ CN×N which is a unitary
matrix i.e.(UUH)= IN .
• The singular values in Σ ∈ RN×M are square roots of eigenvalues from AAH
or AHA. The singular values are the diagonal entries of the Σ matrix and
are arranged in descending order.
• The eigenvectors of AHA make up the columns of V. V ∈ CM×M which is
a unitary matrix i.e.(VV H)= IM .
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Calculating the SVD of the MIMO channel matrix H leads to the following fac-
torization
H = UΣV H , (2.12)
where U is an N R × r matrix , V is an N T × r and Σ is an r × r diagonal
matrix with diagonal elements the singular values σ1, σ2, ..., σr of the channel.
The column vectors of matrices U and V are orthonormal. UUH = I r and
VV H = I r , where I r is the r × r identity matrix. Using Eqn.(2.12) H can
be substituted into Eqn.(2.10) using this decomposition, hence the received signal
becomes in Eqn.(2.10)
y = UΣV Hx + n , (2.13)
by setting y′ = UHy, x′ = V Hx and n′ = UHn, Eqn.(2.10) can be rewritten as
y′ = Σx′ + n′, (2.14)
where y′= [y′1 ,..., y
′
NR
]T , x′= [x′1,..., x
′
NT
]T , Σ = diag(
√
λ1, ..,
√
λR, 0, ...0) and
r = min(NR, NT ) denotes the rank of the channel matrix.
2.4.2 MIMO Capacity based on CSI known at both Trans-
mitting and Receiving sides (Perfect CSI)
When the channel matrix H is only known at the receiving antennae, the trans-
mitter allocates equal power to the signals transmitted on the multiple trans-
mit antennas [14], but when the channel matrix is known to both receiver and
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transmitter, the transmitter allocates transmitted power more efficiently and thus
achieve higher rates [15][1]. With available CSI at both receiver and transmit-
ter an optimal power allocation could be exploited, this is called the water-filling
technique [16]. The main idea of water-filling strategy is allocation of increased
power to improve performance in sub-channels with higher SNR this maximizes
the data transmission in sub channels where power allocation in each sub-channel
is related to data rate using the Shannon Gaussian capacity formula [14][16].
A MIMO wireless channel with NT transmit and NR receive antennas in a
frequency-non selective channel is considered, the channel matrix H is of rank
r, H can be represented from Eqn.(2.12) and since H is known at both receiver
and transmitter sides, the transmitted signal vector of dimension r× 1 is pre-
multipled by matrix V and the received signal is pre-multipled by the matrix
UH therefore [18],
x v = Vx and y
′ = UHy . (2.15)
The transmitted signal vector x has zero-mean, complex-valued Gaussian ele-
ments. A constraint is placed such that the sum of the variances of the elements
in x is to be equal to NT i.e. E (x
Hx )=
∑r
k=1 E [|xk|2] =
∑r
k=1 σ
2
kx = NT .
Therefore the signal transmitted on the NT antennas is
√
ES
NT
Vx , the received
signal vector is written as
y =
√
ES
NT
HVx + ny =
√
ES
NT
UΣx + n . (2.16)
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The signal vector y is pre-multiplied by UH and the transformed r× 1 to obtain
y′ = UHy =
√
ES
NT
Σx + n′ . (2.17)
It can be observed that the channel characterized by NR×NT channel matrix is
equivalent to r decoupled SISO (Single-Input Single-Output) channels [18] whose
output is
y′ =
√
ESλk
NT
xk + n
′
k, k = 1, 2, .., r . (2.18)
Therefore the capacity of a MIMO channel for a specific power allocation at the
transmitter is given as [18]
C({σ2kx}) =
r∑
k=1
log2
(
1 +
Esλk
NTN0
σ2kx
)
. (2.19)
It can be noted that the energy transmitted per symbol on the kth sub channel is
Es
NT
σ2kx, the transmitter allocates total transmitted power across the NT antennas
so as to maximize C({σ2kx}), therefore the capacity of a MIMO channel in optimum
power allocation is stated as [18][15],
C = max{σ2kx}
r∑
k=1
log2
(
1 +
Esλk
NTN0
σ2kx
)
. (2.20)
The above Eqn.(2.20) solution satisfies the ”water- filling principle” which allo-
cates more power to sub channels which have low noise power, i.e., according to
the ratio N0
λk
less power to sub channels that have high power.
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2.4.3 MIMO Capacity based on CSI known at the Re-
ceiver
A flat fading MIMO channel is characterized by channel matrix H from Eqn.(2.12)
with NT transmit antennas and NR receive antennas, where x is the signal vector
transmitted is fixed with a zero mean and auto-covariance matrix Rxx, and the
received signal vector y is expressed is already in Eqn.(2.10) and n is the zero-
mean Gaussian noise received vector with covariance matrix Rnn = N0INR . Even
though H is a random matrix realization, it is treated as deterministic and the
receiver has a knowledge of it. From [17][18] the capacity is written as
C = maxtr(Rxx)=ES log2 det
(
INR +
1
N0
HRxxH
H
)
bps/Hz , (2.21)
and tr(Rxx) is the trace of signal covariance Rxx. In the event that the signals in
the transmitter are independent symbols and their energy per symbol is ES
NT
, with
a diagonal covariance matrix i.e. Rxx =
Es
NT
INT and trace (Rxx) = Es.
The capacity of Eqn.(2.21) simplifies to
C = log2 det
(
INR +
Es
N0NT
HHH
)
bps/Hz . (2.22)
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Using the eigenvalues of HHH by using the eigenvalue decomposition HHH =
QΛQH , the capacity rewritten as [18],
C = log2 det
(
INR +
Es
N0NT
QΛQH
)
= log2 det
(
INR +
Es
N0NT
QHQΛ
)
= log2 det
(
INR +
Es
N0NT
Λ
)
=
∑r
i=1 log2 det
(
INR +
Es
N0NT
λi
)
, (2.23)
where λi are the eigenvalues of Λ.
2.4.4 MIMO Capacity with Partial Transmit Channel
Knowledge
Sometimes the transmitter doesn’t obtain the immediate knowledge of the channel
information, although it can have a incomplete knowledge known as the statistics
of H. Since the transmitter has no information of H it is impossible to modify
the input covariance matrix at all-time instants, but it is feasible to assign power
in a stochastic way [1][15][27], by distributing power to the eigendirections which
are strong in average. The ergodic capacity of a MIMO channel using channel
distribution information at the transmitter (CDIT ) is [18]
C¯CDIT , C¯ = maxRxx≥0:Tr{Rxx}=1E{log2 det[INR + ρHRxxHH ]} , (2.24)
where Rxx is optimized to give a maximum ergodic mutual information.
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2.4.5 Ergodic Capacity
Without CSIT, dependable communication is still possible using coding over an
vast number of asymptotic channel coherence time, by even-out fading in the
channel. Using the CSIT, a maximum rate (R) for dependable communication
can be achieved and when R happens to be consistent over channel fading it is
known as the ergodic capacity [7][15]. An average is taken of the capacity in
the deterministic channel over the statistics of the channel matrix and is used to
determine the ergodic capacity.
The ergodic capacity for a MIMO channel can be obtained as an average expression
over the joint probability density function of the eigenvalues {λi} of the channel
matrix H [18], therefore ergodic capacity is given as
C¯MIMO = E
{∑r
i=1 log2
(
1 + Es
N0NT
λi
)}
=
∫∞
0
...
∫∞
0
[
∑r
i=1 log2
(
1 + Es
N0NT
λi
)
]p(λi, ..., λr)dλi, ..., dλr
. (2.25)
The ergodic capacity of some MIMO configurations under Rayleigh fading are
shown in Figures 2.2, 2.3 and 2.4.
2.4.6 Outage Capacity
For a non-ergodic channel when the channel stays constant and H can be held
fixed for all the uses of the channel, the channel fades cannot be estimated and it
is difficult to promise dependable communication. Instead of using the Shannon
capacity [27], a useful performance metric is known as Outage probability. It is
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the probability that the capacity C(h) is below some value for a specified threshold
capacity Cout [26]. The channel is assumed to be quasi-static for the duration of
a frame of data, but the channel matrix may change from frame to frame. The
outage probability is expressed as [18],
Pout = Pr(C(h) ≤ Cout) , (2.26)
the above equation (2.20) can be expanded as
Pout(Cout) , Pr (log2(1 + SNR|h|2) < Cout)
= Pr
(
|h|2 < 2Cout−1
SNR
)
.
(2.27)
2.4.7 Capacity plots for Conventional MIMO Systems
The capacity plots are shown below for SIMO systems (Figure 2.2).(where NT = 1
and NR ≥ 1 ), MISO systems (Figure 2.3) (where NR = 1 and NT ≥ 1 ) and are
compared to the MIMO system (Figure 2.4), it can be seen that as the number of
transmit and receive antennas increase the capacity of the MIMO system increases
tremendously as compared to the SIMO and MISO systems. Therefore at high
SNRs, the capacity increases linearly with the number of antenna pairs.
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Figure 2.2: Ergodic Capacity for SIMO system.
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Figure 2.4: Ergodic Capacity for MIMO system.
2.5 MIMO Detection
Low complexity signal processing schemes or algorithms are used for synchroniza-
tion, channel estimation, precoding, signal detection and channel decoding, these
play a key role in the practical implementation of MIMO systems [32][7]. The job
of MIMO detector at the receiver is to recover the symbols that are transmitted
simultaneously from multiple transmitting antennas and can sometimes be a bot-
tle neck in terms of overall performance and complexities. Detectors can generally
be classified as Maximum likelihood, Linear and Nonlinear detectors.
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2.5.1 Maximum Likelihood Detector (MLD)
The MLD is the optimum detector because it minimizes error probability, the
additive noise terms at the NR receiving antennas are i.i.d and zero mean Gaussian
therefore the joint conditional PDF (y|x) is also Gaussian at every phase, the
receiver makes use of ML decoding to detect effectively transmitted vector symbols
i.e., it selects the vector xˆ that minimizes the Euclidean distance metric [18]
µ(x) =
NR∑
m=1
|ym −
NT∑
n=1
hmnxn|2 . (2.28)
2.5.2 Linear Detectors
The principle of such detectors is processing the received signal vector y through
a linear filter W at every instant k, such that the combined channel matrix WH
equates to a diagonal matrix [15], which enables the individual detection of each
of the NT components of z using a decoder [18],
z = Wy =
√
Es
NT
WHx + Wn . (2.29)
The following receivers (detectors) use this principle in literature namely:
1. Maximal Ratio Combining Receivers : In exploiting spatial diversity that is
provided by MIMO systems, a desirable design is to choose weighting factors
which maximizes the receive SNR and minimizes the outage probability.
MRC obtains weights that maximizes the output of the SNR, this makes it
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optimal in terms of SNR. The received signal at the array elements using
Eqn.(2.10) in vector form is stated as
z = wHy = wHHx + wHn, (2.30)
because the average power of the input signal is unity, the instantaneous
output SNR can be written as [33],
γ =
|wHh|2
E{|wHn|2} . (2.31)
The denominator noise power is given as
Pn = E{|wHn|2} = E{|wHnnHw|},
= wHE{nnH}w = σ2wHINw,
= σ2wHw = σ2‖w‖2,
(2.32)
where IN is an N× N identity matrix, w is scaled such that ‖w‖ = 1,
therefore the SNR is rewritten as
γ =
|wHh|2
σ2
, (2.33)
by using the Cauchy-Schwarz inequality, the above Eqn.(2.32) becomes max-
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imum when w is linearly proportional to h i.e.
w = h, (2.34)
therefore the SNR reduces to
γMRC =
|hHh|2
σ2hHh
=
hHh
σ2
=
N−1∑
i=1
|hi|2
σ2
=
N−1∑
i=1
γi. (2.35)
The MRC SNR output is the sum of the received SNRs at all antennas.
The MRC can achieve the maximum SNR among all the linear combining
techniques [34].
2. Zero- Forcing Receivers (ZF): The ZF receiver inverts the channel matrix
and suppresses interference induced by the other antennas. It forms an
estimate of x by linearly combining the received signals {ym, 1 ≤ m ≤ NR},
the weighting matrix W is selected so that the inter-channel interference is
completely eliminated by setting NT = NR by setting W
H = H−1 [18],
xˆ = H−1y = x+ H−1n . (2.36)
Each element of the estimate xˆ is then quantized to the closet transmitted
symbol value. The estimate is not corrupted by inter-channel interference,
but it does not exploit the signal diversity inherent in received signal [18].
The output of ZF is only a function of the symbol vector to be detected and
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the noise, when NR>NT the weighting matrix W can be selected as pseudo
inverse of the channel matrix as
WH = (HHH)−1HH . (2.37)
3. Minimum Mean Squared Error (MMSE) Receiver : The MMSE detector
minimizes the combination of noise and interference but doesn’t fully remove
interference from other antennas. It does this by combining the received
signals {ym, 1 ≤ m ≤ NR} to form an estimate of the transmitted symbols
{xn, 1 ≤ n ≤ NT}, the linear combination is written in matrix form as [18],
xˆ = WHy , (2.38)
where W is an NR × NT weighting matrix, which is selected to minimize
the mean square error
J(W) = E[‖e‖2] = E[‖x−WHy‖2] , (2.39)
the minimization of J(W) leads to the solution for the optimum weight
vectors w1,w2, ...,wNT as wn = R
−1
yy rxny, where n = 1, 2, ...NT [18],
Ryy = E[yy
H ] = HRxxH
H +N0I , (2.40)
where Ryy is the auto correlation matrix (NR × NR) of the received signal
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vector y and,
Rxx = E[xx
H ] and rxny = E[x
∗
ny] , (2.41)
when the signal vector has uncorrelated and zero-mean components Rxx is
a diagonal matrix and N0 is the noise in the channel.
2.6 Previous Work on Large-scale MIMO Sys-
tems
2.6.1 Going Large: Large-scale MIMO Systems
Massive MIMO is also called large MIMO or large-scale MIMO, these are MIMO
systems that use tens to hundreds of array antennas in their communication ter-
minals. Different MIMO systems configurations can be used depending on the ap-
plication scenario, these include Point-point MIMO and Multi-User (MU) MIMO
configurations. For the MU-MIMO we have both point-to-multipoint (e.g. down-
link in cellular systems) and multipoint-to-point MIMO (e.g. uplink in cellular
systems). Large-scale MIMO systems involves using a large number of antennas
simultaneously serving a smaller number of terminals, this inequality in num-
bers emerges as a favorable performance condition and also a practical one. The
amount of terminals that can be served simultaneously is limited by the inability
to acquire the CSI for an unlimited number of terminals [13][32]. A typical applica-
tion scenario for point-to-point large MIMO configuration is providing high-speed
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wireless backhaul connectivity between BS using multiple antennas at each BS.
Also in MU-MIMO the communication is between the base station and multiple
user terminals, where the user terminals can be small devices like smart phones
or medium terminals like laptops or set-up boxes, but for user terminals like the
smart phones, only a limited number of antennas can be mounted due to space
constraints but in devices like setup boxes or laptops, a larger number of anten-
nas can be used at the user terminal. The use of tens to hundreds of antennas at
the base station end is not too difficult to implement, and the greater number of
antennas at the base station the greater the spatial degrees of freedom available
to perform precoding on the downlink and detection on the uplink [7][35].
Using conventional time and frequency division multiplexing via orthogonal fre-
quency division multiplexing (OFDM), larger number of terminals can be accom-
modated by using this methods, large-scale MIMO is a new research field both
in communication theory and propagation. The underlying reason behind large-
scale MIMO systems is to reap all the benefits of conventional MIMO systems,
but on a wider scale[36], the larger the number of BS receive antennas, the larger
the number of uplink users that can be supported in the system [26] and in the
multiuser downlink when a large number of transmit antenna is available at the
base station it allows for simple precoding methods and flexible user scheduling.
A distinguishing feature stated in [8] of large-scale MIMO systems is that a large
number of service-antennas work for a significant smaller number of autonomous
antennas which allows simplest multiplexing pre-coding and de-coding algorithms
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to be optimal. The law of large numbers helps in facilitating power-control and
resource allocation in such systems. In [9], the promise benefits of using large-
scale MIMO systems in 5G implementation is stated as providing enhancements
in spectral efficiency, power efficiency improvements, and channel responses are
smoothed out as all small- scale randomness reduces as channel observations in-
creases. For a number of active users orthogonality is sharpened as the number
of BS antennas increases and linear transceivers perform more optimally.
In [37] large-scale MIMO systems is stated as an enabling technology for 5G and
future networks in improving the peak rate and also increasing system capacity
of cellular networks. It also states that developments in antenna implementation
now supports active antenna element whereby the antenna element can dynami-
cally form a beam in a vertical or tilt domain, which is known as 3D MIMO. This
provides better coverage and also improves throughput in the areas when users
are distributed in different areas of buildings. In [21] a proposal to use large-scale
MIMO systems to combat interference and improve the rank of the overall channel
matrix is stated.
Some additional benefits of large-scale MIMO systems is no extra site cost, it
supports cell-wide and intercell load balancing which provides an increase in sig-
nal processing at a single site. Also adding more antennas at macro cells is a
viable option in future 5G systems. The authors in [38] state that in designing
5G mobile networks architectures and using high frequency bands in large-scale
MIMO antenna arrays with small form factors, the capacity can have a 10-fold
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increase when compared with conventional antenna systems and also it exploits
beamforming gain to extending the coverage of higher frequencies which suffer
from line-of sight attenuation. Large-scale MIMO systems is also used to provide
high-capacity wireless backhaul and fronthaul links in LOS conditions.
2.6.2 Channel Capacity
The initial work done in [27] and [14] on conventional MIMO channel capacity
laid the foundation for large-scale MIMO systems. The work provides summaries
of the ergodic capacity against the outage capacity for single-user MIMO chan-
nels, and also results for MIMO broadcast channels and multiple-access channels
(MAC ). They show that the CSI plays an important function in calculating ca-
pacity. The research of [39] uses the large dimensional random matrix theory to
derive deterministic equivalent ergodic sum rate and also an algorithm for large-
scale MIMO systems with LOS components, the work is extended in [40] which
considered relay- assisted MIMO cellular system, where two asymptotic sum rate
expressions is derived for large MIMO cellular systems for both a fixed number of
users and a large number of users respectively.
The ergodic capacity of MIMO systems operating in generalized-K fading condi-
tions is part of the work done in [41] using the Walsh matrix theory, an analytical
capacity bound is also derived for arbitrary values of the SNR with a number of
antenna elements using majorization theory. The research of [24] looks into fading
correlation for multi-antenna systems, part of the research done shows how fading
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correlations affect the capacity, and also the fading depends on the physical pa-
rameters of the antennas and the scatter characteristics. The findings show that
fading correlation can potentially lead to lower capacity than using i.i.d fading
assumptions. In [42] a new stochastic MIMO channel model was developed to be
able to predict capacity better and also improves spatial channel structure. The
research makes use of joint correlation properties of the receiver and the trans-
mitter.
The work in [43] makes use of random matrix and free probability theory to derive
a closed form expression of channel capacity for MIMO systems over composite
fading channels. Part of the work done in [44] deals with deriving upper and
lower capacity bounds, which was based on having perfect CSI for the downlink
and imperfect pilot-based CSI estimation for the uplink in large-scale MIMO with
non-ideal hardware. The research of [45] was interested in non-cooperative multi-
cell multi-user TDD (Time-division duplexing) systems. Tight approximations of
achievable rate for such systems was derived under imperfect channel estimation
and terminal-specific antenna correlation. Some of the results was applied to large
distributed antenna systems.
The research of [12] provided new sum rate bounds for MRC, ZF and MMSE
for perfect and imperfect CSI and how increase in antennas affect both spectral
and energy efficiency when compared to a single-antenna system. The research in
[12] was extended to [46] where power scaling for uplink massive mimo systems
was researched into. They showed that the transmit power of users can also be
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reduced without affect the performance of the communication on link.
2.6.3 Beamforming
Beamforming (BF) is a powerful technique which increases the link SNR through
focusing the energy into desired directions. By BF, the transmit and receive
antenna patterns can be focused into a specific angular direction by using an ap-
propriate choice of complex baseband antenna weights, the more correlated the
antenna signals, the better the BF, under LOS channel conditions, the receiver
and transmitter gains may add up, which leads to an upper limit of NT and NR
for the beamforming gain of a MIMO system where NT and NR is the number of
transmit and receive antennas respectively .
The beamforming for large-scale MIMO systems was considered in [47] which
investigated the performance of unconstrained size antenna arrays when the ef-
fects of far-field clustering scatters are considered and the average beamforming
gain to understand beamforming performance of large scale antennas, the results
show that beamforming gain grows with a decreasing rate as more antennas are
added, specially for non-zero angle spread channels, the work done in [48] con-
siders the problem of distributed transmit beamforming to a distant destination
using explicit feedback it was found that explicit feedback does not scale too well
for distributed MIMO. The research shows that distributed receive beamforming
using amplify-forward relays can be used to create spatial degrees of freedom. In
[45] part of the work done involves using beamforming to determine how many
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antennas are needed to achieve performance of both the MMSE and regularized
ZF processing. Using beamforming in the downlink, asymptotic tight approxima-
tion of achievable rate is derived in this paper.
A part of the work done in [35] uses beamforming training for channel estimation
to acquire CSI at each user, by allowing the base station to precode pilot se-
quences and forward to all users. The beamforming training employs using both
maximum-ratio transmission and ZF precoding techniques and compares the per-
formances. Also a simpler zero-forcing beamforming scheme was proposed in [49]
which was based on sparse matrix inversion, it was designed to work in a two
dimensional network where a large number of antenna elements are deployed uni-
formly in an m × m grid to cover large public venues.
A significant contribution of this paper using a matrix inversion algorithm to re-
duce complexity of the zero-forcing beamforming in distributed large-scale MIMO
system while keeping a negligible throughput loss. This research was extended to
[50], a part of the research done in [51] involves using beamforming schemes to
maximize large-scale MIMO, this is done by transmitting continuous precoding
matrix indicator (PMI) feedback signals through a series of patterns. Communi-
cation systems use PMI to report the CSI to the enhanced node B (eNB), this
increases feedback overhead as the number of antennas increases, the beamform-
ing schemes deployed solves this by implementing CSI reports and a codebook
extension.
In [52] the research is based on the performance analysis of zero-forcing beam-
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forming when used in a finite-antenna large-scale MIMO system which employs a
time-shifted pilot scheme. The time shifted pilot scheme is used to combat pilot
contamination using infinite base station antennas and using conjugate beamform-
ing, some mathematical expressions for sum-rate lower bounds and the signal-to-
interference ratios (SINR) of both the forward and reverse links is provided.
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CHAPTER 3
CAPACITY OF LARGE-SCALE
MIMO OVER MULTIPATH
FADING CHANNELS
3.1 Large-Scale MIMO Uplink Model
For the system model, the MU-MIMO uplink is used. In this system as shown
in Figure (3.1) there is one BS that is equipped with M antenna arrays which
receives signal vectors from K single-antenna users [12]. In this model3, users
transmit data using identical time-frequency resource, the received M × 1 vector
at the BS is
y =
√
puSx + n , (3.1)
where S is a representation of the M × K channel matrix between both the
3In previous chapter ρ was used to represent SNR, but pu is used for this model.
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Figure 3.1: Multi-User large-scale MIMO System
BS and the K users. smk
∆
= [S]mk is the channel coefficient linking the mth
antenna of the BS and the kth user. The vector of symbols transmitted by K
users simultaneously is
√
pux , pu is the mean transmitted individual user power
and n is a Gaussian noise vector ∼ CN (0, σ2n). The variance of the noise vector
is set to unity, pu is the normalized transmit SNR and has no dimension. The
channel matrix S is modeled as independent fast fading, large-scale fading and
log-normal shadowing. The coefficients of the channel matrix smk is written as
smk = hmk
√
γk, m = 1, 2, ...,M k = 1, 2, ...,K , (3.2)
where hmk models fast fading parameter from the desired user to the antenna
of the BS.
√
γk models both path-loss and shadowing and is presumed to be
already known and is independent over m and is held constant in this section
[35]. This presumption holds because the distances separating users and the BS is
far greater than the distance in-between the antennas, therefore the γk parameter
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doesn’t vary quickly in time. The channel matrix S can be written as
S = HΓ
1
2
s , (3.3)
H is defined as the M × K matrix of fast fading elements linking the K users
with the BS, its coefficients is given as [H ]mk = hmk , and Γs is K × K diagonal
matrix and [Γs]kk = γk.
In matrix notation the channel matrix S is modeled as
S =

h1,1
√
γk · · · h1,k√γk
...
. . .
...
hm,1
√
γk · · · hm,k√γk
 m = 1, 2, ...,M , k = 1, 2, ...,K . (3.4)
3.2 Achievable and Asymptotic Rates for Mul-
tipath Fading Channels
In [12], the achievable rate for the Rayleigh fading was derived for the desired
user in a large-scale MU-MIMO system. This section extends that work when
the desired user experiences Rician fading. As the number of antennas at the BS
grows large, the transmit power of users can be reduced, and a good Quality of
Service (QOS ) can still be maintained. New achievable rates are derived for the
uplink in the BS. In theory MLD can be used to obtain optimal performance of
the BS, but because the complexity of the detector increases exponentially with
K, other detectors are used as M and K become large, although M is considerably
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greater than K i.e., M  K  1, the detectors used are MRC, ZF and MMSE
which perform well [11] in reported literature. The MRC is used in this section
and the case of perfect CSI is only considered.
3.2.1 Capacity Bounds for Full CSI at the Receiver
With the BS having perfect CSI, i.e., the channel matrix S is known, W is a
M×K linear detector matrix which depends on S , the signal received can be split
into different data outflows by using the linear detector and it is multiplied with
W H in [33][46],
r = W Hy . (3.5)
For the MRC linear detector from [33],
W = S , (3.6)
by combining both Eqn.(3.1) and Eqn.(3.5) the vector received using a linear
decoder is
r =
√
puW
HSx +W Hn , (3.7)
letting both rk and xk be the kth elements of K× 1 vectors r and x, respectively
using this new notation in Eqn.(3.7) we have
rk =
√
puw
H
k skxk +
√
pu
K∑
i=1,i 6=k
wHk s ixi +w
H
k n , (3.8)
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where
√
pu
K∑
i=1,i 6=k
wHk s ixi is due to interferers, both w k and sk are the kth
columns of matrices W and S respectively. Assuming an ergodic channel, the
achievable uplink rate for the kth user is given by [53] [12],
RP,k = E
log2
1 + pu|wHk sk|2
pu
K∑
i=1,i 6=k
|wHk si|2 + ‖ wk ‖2

 . (3.9)
where E is the expectation.
Eqn.(3.9) is a lower capacity bound where data transmission is encoded for differ-
ent realizations from the sources of randomness which enter the model from both
the channel and noise. The uplink sum rate per cell is given as
CP =
K∑
k=1
RP,k . (3.10)
With the BS having a perfect CSI, user transmit power can be scaled with M
according to pu =
Eu
M
if needed, where Eu is held constant. Using the MRC from
Eqn.(3.6), wk = sk the achievable uplink rate in Eqn.(3.9) of the kth user can be
written as
RmrcP,k = E
log2
1 + pu ‖ sk ‖4
pu
K∑
i=1,i 6=k
|sHk si|2 + ‖ sk ‖2

 , (3.11)
Using the convexity of log2
(
1 + 1
x
)
in Eqn.(3.11) and applying Jensen’s inequality
i.e., (E[Y ] = E[ρ(X)] ≥ ρ(E[(X)]) [12][28], a lower bound is derived for the
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achievable rate in Eqn.(3.11),
RmrcP,k ≥ R˜mrcP,k ∆= log2
1 +
E

pu
K∑
i=1,i 6=k
|sHk si|2 + ‖ sk ‖2
pu ‖ sk ‖4


−1 . (3.12)
3.2.2 Capacity Analysis for MRC Receivers
The analysis of the SINR for MRC receivers in large-scale MIMO is derived in
this subsection. Using the inner terms of Eqn.(3.12) i.e.,
E

pu
K∑
i=1,i 6=k
|sHk si|2 + ‖ sk ‖2
pu ‖ sk ‖4
 , (3.13)
we can rewrite the above equation by taking common term of the denominator
‖ sk ‖2 to have
E


pu
K∑
i=1,i 6=k
|sHk si|2
‖ sk ‖2
+ 1

(
1
pu ‖ sk ‖2
) , (3.14)
for the first term in Eqn.(3.14) i.e.,

pu
K∑
i=1,i 6=k
|sHk si|2
‖ sk ‖2
+ 1
 , (3.15)
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by dealing with the numerator and denominators without the summation and
power notations we have
|sHk si|2
‖ sk ‖2
, (3.16)
therefore we can define a R.V. s˜i where
s˜i
∆
=
sHk si
‖ sk ‖ , (3.17)
where s˜i is independent of sk [53]. The mean and variance of the R.V. s˜i condi-
tioned on sk are respectively [53],
E[s˜i|sk] = s
H
k
|sk|E[si], (3.18)
and
E[|s˜i|2|sk] = s
H
k E[sisHi ]sk
|sk|2 , (3.19)
The above expressions hold for an arbitrary number of antennas and interference
sources. By using the results obtained in Eqn.(3.17) s˜i, Eqn.(3.14) reduces to
(
pu
K∑
i=1,i 6=k
E{|s˜i|2}+ 1
)
E
{
1
pu ‖ sk ‖2
}
(3.20)
In the next section different fading scenarios that occur in literature are discussed
and new tractable formulas for ergodic capacity are derived by using the above
analysis in this section.
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3.2.3 Rician Fading with Independent Rayleigh Interfer-
ers
In this model, a desired kth user undergoes Rician fading and is also affected by in-
terference with Rayleigh distribution. By setting smk = hmk
√
γk using Eqn.(3.19),
E{|s˜i|2} is evaluated in Eqn.(3.20). For analytical tractability, a set of complex-
valued vectors are defined for the analysis, for users
Sk =

h1,k
√
γk
...
hm,k
√
γk
 , S
H
k =
[
hH1,k
√
γk · · · hHm,k
√
γk
]
m = 1, 2, ...,M , k = 1, 2, ...,K .
(3.21)
for the interferers we have
Si =

h1,i
√
γi
...
hm,i
√
γi
 , S
H
i =
[
hH1,i
√
γi · · · hHm,i
√
γi
]
m = 1, 2, ...,M , i = 1, 2, ..., I .
(3.22)
Proposition 1: Under Rician fading and perfect CSI with M ≥ 2, a lower
bound on the ergodic uplink achievable rate from the kth user using the MRC is
derived by substituting Eqn.(A.22) in Eqn.(3.12),
R˜mrcP,k = log2
1 + 2pu(M − 1)γk
(pu
K∑
i=1,i 6=k
γi + 1)(1F1 (M − 1,M ; KrM) e−KrM)
 . (3.23)
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where 1F1 is the Kummer’s confluent Hypergeometric function.
Proof : The proof is derived in Appendix A.
Remark 1: when Kr= 0 it matches perfectly to that in [12] as Rayleigh fading
with γk =
1
2
.
Proposition 2: Under Rician fading and perfect CSI with M ≥ 2, a lower
bound on the ergodic uplink asymptotic rate is derived as
R˜mrcP,k = log2
1 + 2Mpu(1 +Kr)(2M + 2KrM)3γk
(pu
K∑
i=1,i 6=k
γi + 1)(8M(1 +Kr)(M + 2KrM) + (2M + 2KrM)3)
 ,
(3.24)
Proof : The proof is derived in Appendix A.
Remark 2: If only the first term in Eqn.(A.17) is used in Eqn.(3.24), therefore we
have
R˜mrcP,k = log2
1 + 2Mpu(1 +Kr)γk
(pu
K∑
i=1,i 6=k
γi + 1)
 . (3.25)
3.2.4 Rician Fading with Independent Rician Interferers
In the case of Rician interferers the fast fading coefficients hm,i are i.i.d complex-
valued random variables with densities hm,i ∼ CN (
√
Ki,1) and |hm,i|2 follows a
noncentral chi-square distribution.
Using Theorem 1.4.5 in [54] and the corollary A of [53], a 2M dimensional random
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vector v is defined as
v =

h1,i
...
hm,i
 , (3.26)
where
E[v] =
√
Ki

1
...
1
 and E[(v− E[v])(v− E[v])
T ] = (1/2)I2M (3.27)
by setting s
∆
=
√
2 v, s meets the conditions in the corollary A of [53].
For the analysis in this section a new set of complex-valued vectors are defined
using Eqn.(3.26), for users
Sk =
√
2

h1,k
√
γk
...
hm,k
√
γk
 , S
H
k =
√
2
[
hH1,k
√
γk · · · hHm,k
√
γk
]
1 ≤ k ≤ K, 1 ≤ m ≤M.
(3.28)
and for interferers
Si =
√
2

h1,i
√
γi
...
hm,i
√
γi
 , S
H
i =
√
2
[
hH1,i
√
γi · · · hHm,i
√
γi
]
1 ≤ i ≤ I, 1 ≤ m ≤M.
(3.29)
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From Eqn.(3.20), evaluating E{|s˜i|2} using the new set of vectors we have
E{|s˜i|2} =
√
2
[
hH1,k
√
γk h
H
2,k
√
γk
]
E
√2
h1,i
√
γi
h2,i
√
γi
√2 [hH1,i√γi hH2,i√γi
]√2
h1,k
√
γk
h2,k
√
γk

√2 [hH1,k√γk hH2,k√γk
]√
2
h1,k
√
γk
h2,k
√
γk


(3.30)
by evaluating the inner terms of the numerator in Eqn.(3.30), we have
E[sisHi ] = 2
E
 |h1,i|2γi h1,ihH2,iγi
hH1,ih2,iγi |h2,i|2γi

 (3.31)
from Eqn.(3.27) and since V ar(h) = E[|h|2] − (E[h])2 with V ar(h) = 1/2 and
(E[h])2 = Ki, where Ki is the interference Rice factor then E[|h|2] = Ki + 1/2 and
due to independence i.e., (E[h1,ihH2,i] = E[hH1,ih2,i] = 0), Eqn.(3.31) reduces to
E[sisHi ] = 2(Ki + 1/2)γi
1 0
0 1
 , (3.32)
then,
sHk E[sisHi ]sk =
√
2
[
hH1,k
√
γk h
H
2,k
√
γk
]
.2(Ki + 1/2)γi
1 0
0 1
√2
h1,k
√
γk
h2,k
√
γk
 .
(3.33)
53
Evaluating Eqn.(3.33) from left to right , the equation reduces to
sHk E[sisHi ]sk = 4(Ki + 1/2)γiγk
[|h1,k|2 + |h2,k|2] . (3.34)
The denominator in Eqn.(3.30) is evaluated as
√
2
[
hH1,k
√
γk h
H
2,k
√
γk
]√
2
h1,k
√
γk
h2,k
√
γk
 = 2γk [|h1,k|2 + |h2,k|2] , (3.35)
combining the results of both Eqn.(3.34) and Eqn.(3.35) in Eqn.(3.30)
E{|s˜i|2} = 4(Ki + 1/2)γiγk [|h1,k|
2 + |h2,k|2]
2γk [|h1,k|2 + |h2,k|2]
= 2(Ki + 1/2)γi .
. (3.36)
Remark 3: When Ki= 0 (No Rician Interference), E{|s˜i|2} in Eqn.(3.36) equates
to that of Eqn.(A.10) (Rayleigh Interference).
Using the result of Eqn.(3.36) in Eqn.(A.22) a new proposition is obtained.
Proposition 3: Under Rician fading and perfect CSI with M ≥ 2 and the
presence of Rician interferers, the uplink achievable rate from the kth user using
MRC is,
R˜mrcP,k = log2
1 + 2pu(M − 1)γk
(2pu
K∑
i=1,i 6=k
(Ki + 1/2)γi + 1)(1F1 (M − 1,M ; KrM) e−KrM)
 ,
(3.37)
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Proof : The proof is derived using Appendix A.
Using the asymptotic expression in Eqn.(3.25), another proposition is stated.
Proposition 4: By using asymptotic equations in Eqn.(A.19) under Rican
fading and perfect CSI with M ≥ 2, in the presence of Rician interferers the uplink
achievable rate from the kth user using MRC is
R˜mrcP,k = log2
1 + 2Mpu(1 +Kr)γk
(2pu
K∑
i=1,i 6=k
(Ki + 1/2)γi + 1)
 . (3.38)
Proof : The proof is derived using Appendix A.
3.3 Capacity Analysis for Zero Forcing Re-
ceivers
The analysis for Zero-Forcing (ZF) receivers with perfect CSI is slightly different
from that of MRC receivers. Using ZF receivers [18],
WH = (SHS)−1SH , (3.39)
which can be reduced to have
WHS = IK . (3.40)
Using Eqn.(3.40), the vector elements in Eqn.(3.9) can be written as wHk si = νki
, where νki= 1 for k = i and νki = 0, otherwise. Using this notation in Eqn.(3.9),
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therefore Eqn.(3.11) becomes
RzfP,k = E
{
log2
(
1 +
pu[
(SHS)−1
]
kk
)}
, (3.41)
where
[
(SHS)−1
]
kk
denotes the (k, k)th (diagonal) elements of (SHS)−1.
By making use of Jensen’s inequality as previously stated in Sec.(3.2.1) in
Eqn.(3.41), a lower bound using ZF receivers on the achievable rate is
RzfP,k ≥ R˜zfP,k = log2
(
1 +
pu
E
{[
(SHS)−1
]
kk
}) . (3.42)
3.3.1 ZF receivers in Rician Fading with Independent
Rayleigh Interferers
For the kth user in Rician fading channels with ZF receivers, the denominator in
Eqn.(3.42), i.e., SHS follows a complex non-central Wishart distribution, which is
denoted by SHS v WK(p,Σ, Θ) [55], where p represents the degrees of freedom,
Σ is the covariance matrix and Θ is the noncentrality matrix.
From [56], the n-th inverse moment of the determinant of a complex non-central
Wishart distribution is defined as
E{|A|−n} =1 F1
(p
2
− n, p
2
;Θ
) e−tr(Θ)
2kn
Γk(
p
2
− n)
Γk(
p
2
)
, (3.43)
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where A follows a non-central complex Wishart distribution, 1F1 is the confluent
hypergeometric function and Γk is the multivariate gamma function [57]. By
setting the values for n = 1, p = 2M, tr(Θ) = 2KrM, therefore, Eqn.(3.43) reduces
to
E{|A|−1} =1 F1 (M − 1,M ; 2KrM) e
−2KrM
2k
Γk(M − 1)
Γk(M)
. (3.44)
Remark 4: When (Θ) = 0 (i.e., Kr = 0) the non-central Wishart distribution
reduces to the central Wishart matrix used in [12]. Since the SNR distribution of
each stream is the same the subscript k in
[
(SHS)−1
]
kk
can be dropped [58].
Proposition 5: Using ZF receivers in Rician fading channels with M ≥ 2 (i.e.,
by replacing Eqn.(3.44) in Eqn.(3.42)), a lower bound for the achievable uplink
rate from the desired user is
R˜zfP,k = log2
(
1 +
2kpuγkΓk(M)
1F1 (M − 1,M ; 2KrM) e−2KrMΓk(M − 1)
)
. (3.45)
3.4 Results and Discussions
Fig. 3.2 shows the exact plots against the asymptotic plots which shows that
the asymptotic derivations work perfectly as the exact derivations when M grows
large. Fig. 3.3 shows the plot when Kr is set to 0 (−∞ dB) and it matches
to the previous work in [12] as Rician fading equates to Rayleigh fading. The
simulations in Fig. 3.3 shows the ergodic capacity based on Perfect CSI, the lower
bound and the Monte Carlo simulations is carried out with Kr = 0 (this matches
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Figure 3.2: Comparison between exact and asymptotic plots under Rician fading
Kr = 0 (-∞ dB) using MRC receivers with transmit power pu = 10 dB.
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Figure 3.3: Ergodic Capacity matching between Rician and Rayleigh Fading with
Kr = 0 ( -∞ dB) using MRC receivers with transmit power pu = 10 dB.
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Figure 3.4: Ergodic Capacity under Rician Fading with Monte Carlo simulations
Kr = 0 ( -∞ dB) using MRC receivers with transmit power pu = 10 dB.
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Figure 3.5: Ergodic Capacity under Rician Fading with increasing values of Kr
using lower bounds of MRC receivers with transmit power pu = 10 dB.
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Figure 3.6: Ergodic Capacity under Rician Fading with Monte Carlo simulations
with increasing values of Kr using MRC receivers with transmit power pu = 10
dB.
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Figure 3.7: Ergodic Capacity under Rician Fading with Rician interference (Kr
= 3dB) using lower bounds of MRC receivers with transmit power pu = 10 dB.
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Figure 3.8: Ergodic Capacity under Rician Fading with Rician interference (Ki =
6dB) using lower bounds of MRC receivers with transmit power pu = 10 dB.
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Figure 3.9: Ergodic Capacity under Rician Fading with Monte Carlo simulations
Kr = 0 ( -∞ dB) using ZF receivers with transmit power pu = 10 dB.
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Figure 3.10: Ergodic Capacity under Rician Fading with increasing values of Kr
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Figure 3.11: Comparison of Ergodic Capacity under Rician Fading with increasing
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Figure 3.12: Ergodic Capacity under Rician Fading with increasing number of
K-user antennas (Kr = 3dB) using ZF receivers.
to the Rayleigh scenario in [12]). With an increase in Kr (−∞ dB to 10 dB)
it can be seen that the desired user uplink rate increases (4.7 bits/s/Hz to 8.3
dB bits/s/Hz) as M increases as well from 20 to 100 antennas, where a large Kr
indicates more mild fading scenario [23] and also as the number of base station
antennas M increases the capacity of the desired user also improves as shown in
Fig. 3.5 and Fig. 3.6.
Figure 3.6 also shows the Monte Carlo simulations with the analytical results of
the lower bound capacity expressions that have been derived it can be seen that
the simulation either matches (Kr = -∞ dB) or slightly above the bounds in the
case of (Kr = 3 dB and 6 dB) this goes in agreement with the achievable rate
equal to or greater that the lower bound derived (see Sec. 3.2.1). The plot in
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Fig. 3.7 shows the effect of interference on capacity, with an increase in Ki of
interferers the capacity of the desired user reduces (Kr = 3 dB is kept constant)
and this shows the effect of multipath fading in respect to capacity. Fig. 3.8 shows
when the fading effect on the desired user is reduced in the presence of interferers
(Ki = 10 dB) by an increase in Kr of the desired user there is an improvement in
capacity.
The simulation of Fig. 3.9 shows the performance of the ZF receiver using Monte
Carlo simulations matching with the lower bounds derived (Kr = −∞ dB), it
can be observed that the capacity for the desired user is increased using the ZF
receiver with perfect CSI, due to its ability to negate inter-user interference the
ZF gives a better performance than the MRC from the simulations with the same
increase of Kr under Rician fading (see Figure 3.11).
Fig. 3.10 shows Monte Carlo simulations using the ZF receiver for a desired user
uplink rate matching with the lower bounds derived as the Rician factor (Kr =
−∞ dB, 3 dB and 6 dB) increases, and improvement of the desired user uplink
rate is seen to increase from 8 bits /s/Hz to 11 bits/s/Hz with an increase in M
antennas from 20 to 100 antennas.
The improvement in capacity using large-scale MIMO can be seen with an increase
in K single-antenna users, higher rates is achieved as the BS transmits data among
different users using identical time-frequency resources as shown using the ZF
receiver in Fig. 3.12, as the number of users increase the uplink sum rate capacity
(12 bits/s/Hz to 58 bits/s/Hz) with an increase in M antennas from 20 to 100
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antennas increases tremendously which shows the viability of large-scale MIMO
[36]. The computational complexity (Multivariate Gamma function) is added
using the ZF receiver as when compared to the MRC receiver.
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CHAPTER 4
CAPACITY OF LARGE-SCALE
MIMO OVER SHADOWED
FADING CHANNELS
4.1 Composite Fading Models
In general, large-scale MIMO channels undergo both small and large scale fading
(due to large antenna arrays) [10]. Small scale fading is caused by local scatterers
around receivers and large scale fading is caused by reflection, scattering and
diffraction due to large scatterers, i.e., terrain, vegetation just to name a few.
Small scale fading is known as multi-path fading and large scale fading results in
shadowing and when these phenomena occur simultaneously, it is called composite
fading.
Small-scale multipath fading is usually modeled using either Rayleigh, Rician
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or Nakagami distributions in literature [59] and large-scale fading (shadowing)
is often modeled using the log-normal distribution. Different composite fading
models have being proposed in literature for both line-of-sight (LOS) and non
line-of-sight (NLOS) multipath fading as highlighted by the Table 4.1 below [60].
Table 4.1: Proposed composite fading models in wireless RF channels
Model Multipath Shadowing Summary
Rayeleigh-lognormal Rayleigh lognormal Best Fit for NLOS channels
but not tractable.
Rician-lognormal Rician lognormal Best Fit for LOS channels
but intractable
Nakagami-lognormal Nakagami lognormal Best Fit for both NLOS
and LOS channels but in-
tractable.
K-distribution Rayleigh gamma Limitation to NLOS chan-
nels only but tractable.
Gamma-Gamma Nakagami gamma A good fit for both LOS and
NLOS channels and also
tractable.
Weibull-gamma Weibull gamma Currently no empirical vali-
dation and not as tractable
as the gamma-gamma
model.
Nakagami-Inverse Gaussian Nakagami Inverse Gaussian Provides a good fit to
lognormal-based models but
its less tractable than the
gamma-gamma model.
Beckmann-lognormal Beckmann lognormal A generic scattering model
but not tractable.
η - µ gamma η - µ gamma Flexible model but its less
tractable than the gamma-
gamma model.
In reference to the Table 4.1 above the gamma-gamma composite fading model
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would be used in this section since it provides tractability and also provides a good
fit for both NLOS (Rayleigh) and LOS (Rician) multipath fading. In the previous
chapter the shadowing parameter γk was held constant, but in this chapter the
parameter γk is assumed to be a random variable.
4.2 The Gamma-Gamma Composite Fading
Model
When the random variation of the envelope of the received signal, due to small-
scale multipath fading, is modeled by a Nakagami distribution [60], the PDF of
the received power γ, conditioned on the average local power Ω, takes the form of
a Gamma distribution:
pγ/Ω(x) =
1
Γ(mm)
(mm
Ω
)mm
xmm−1 exp
(
−mmx
Ω
)
, x > 0,mm ≥ 0.5, (4.1)
where Γ(·) is the Gamma function and mm is the Nakagami multipath fading
parameter.
The variation of the average local power, due to shadowing, is usually modeled
by the lognormal distribution [30]. However, the analytically better tractable
Gamma distribution has also shown a good fit to data obtained through propaga-
tion measurements [61][62]. It is used to approximate the lognormal distribution
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for the relevant range of shadowing severity in wireless channels (see Sec. 2.3.3).
The relationship between the parameters of the gamma model and lognormal
model (in Sec. 2.3.3) is derived as [30],
ms =
1
e(
σs
8.686
)2 − 1 , (4.2)
Ωs = Pr
√
(ms + 1)/ms , (4.3)
ms is the shadowing parameter, Ωs is the local average power, σs standard devia-
tion of the lognormal model. The standard deviation expressed in dB (shadowing
spread or ’dB-spread’) is denoted as σdB= 8.686σs [30] and Pr is the constant area
mean power.
Adopting the gamma shadowing model and using the combination of both
Eqn.(2.7) and Eqn.(4.1), the gamma-gamma PDF is derived as [60],
fγ(x) =
2
Γ(ms)Γ(mm)
Ξms+mmx(
ms+mm
2 )−1
×K(ms−mm)(2Ξ
√
x), x > 0,mm ≥ 0.5,ms > 0,
(4.4)
where K(ms−mm)(·) is the modified Bessel function of the second kind and order
(ms −mm) and Ξ =
√
mmms
Ω0
.
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4.3 Achievable Rates for Composite Fading
Channels
4.3.1 Capacity Bounds for Independent Multipath Fading
and Shadowing
The shadowing component, i.e., γk, is usually modeled with a lognormal distri-
bution but due to issues with tractability using the lognormal distribution, an
approximation to the gamma distribution has been proposed in reported litera-
ture [30][59] and this was stated in Chapter 2.
For the analysis, each element in the channel matrix S will follow a gamma-gamma
distribution hence,
‖ skm ‖2 = s2k1 + s2k2 + ...+ s2km
= γk1|hk1|2 + γk2|hk2|2 + ...+ γkm|hkm|2.
(4.5)
When the elements in Eqn.(4.5) are i.i.d, the distribution is well approximated by
another gamma-gamma model R.V. whose PDF is derived as [31][62],
fs(s; m˜s, m˜m, Ω˜) =
2(m˜sm˜m)
m˜s+m˜m
2 s
m˜s+m˜m
2
−1
Γ(m˜s)Γ(m˜m)Ω˜
m˜s+m˜m
2
K(m˜s−m˜m)
[
2s1/2
√
m˜sm˜m/Ω˜
]
(4.6)
where m˜s > 0 and m˜m > 0 are the distribution shaping parameters, K(m˜s−m˜m) is
the modified Bessel function of the second kind and order (m˜s−m˜m) [29, 8.407/1].
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The distribution shape parameters in Eqn.(4.6) are
m˜s = Mms + εs (4.7)
m˜m = Mmm (4.8)
Ω˜ = MΩs , (4.9)
where εs is the adjustment parameter and can be expressed as [62],
εs(M,ms,mm) = (M − 1)−0.127− 0.95ms − 0.0058mm
1 + 0.00124ms + 0.98mm
. (4.10)
The desired user follows a gamma-gamma R.V. while the interferers follow a
lognormal R.V., therefore for the interfering shadowing component γi in Eqn.(A.4)
follows a standard lognormal distribution. Re-evaluating the terms in Eqn.(A.5)
as,
E[sisHi ] =
E (|h1,i|2)E (γi) 0
0 E (|h2,i|2)E (γi)
 , (4.11)
which leads to
sHk E[sisHi ]sk =
[
hH1,k
√
γk{E (|h1,i|2)E (γi)} hH2,k
√
γk{E (|h2,i|2)E (γi)}
]h1,k
√
γk
h2,k
√
γk

= [|h1,k|2γk{E (|h1,i|2)E (γi)}+ |h2,k|2γk{E (|h2,i|2)E (γi)}] .
(4.12)
By setting E (γi) = e0.5σ
2
for standard lognormal distribution [63] and with
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E (|h1,i|2) = E (|h2,i|2) = 1, therefore Eqn.(A.10) reduces to
E{|s˜i|2} = e0.5σ2i . (4.13)
Proposition 6: Under the gamma-gamma model and perfect CSI with M ≥
2 with independent shadowing for the desired user and lognormal shadowing for
the interferers, the ergodic uplink achievable rate from the kth user using MRC
can be obtained by substituting the expressions of Eqn.(4.13) and Eqn.(B.5) in
Eqn.(3.12),
R˜mrcP,k = log2
1 + puMΩsΓ(Mmm)Γ(Mms + εs)
(pu
K∑
i=1,i 6=k
e0.5σ
2
i + 1)((Mmm)(Mms + εs)Γ(Mmm − 1)Γ(Mms + εs − 1))
 .
(4.14)
Using the relation Γ(n)= (n-1)Γ(n − 1), the expression in Eqn.(4.14) is reduced
to
R˜mrcP,k = log2
1 + puMΩs(Mmm − 1)(Mms + εs − 1)
(pu
K∑
i=1,i 6=k
e0.5σ
2
i + 1)(Mmm)(Mms + εs)
 . (4.15)
Proof : The proof is derived in Appendix B.
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4.3.2 Capacity Bounds for Independent Multipath Fading
and Fully Correlated Shadowing
In the case of fully correlated shadowing the antenna array elements at the BS
undergoes fully correlated shadowing, although in general literature shadowing
and multipath components are independent. This section deals with correlation
among shadowing components that sometimes exists in some physical scenarios
when the receiving antennas or antenna ports are not sufficiently spaced by at
least tens of meters apart from one another in the array at the BS [60] [31].
So
‖ skm ‖2 = s2k1 + s2k2 + ...+ s2km
= γk (|hk1|2 + |hk2|2 + ...+ |hkm|2) ,
(4.16)
therefore ‖ skm ‖2 becomes a sum of identically distributed and fully correlated
gamma-gamma R.V’s, with new parameters
m˜s = ms (4.17)
m˜m = Mmm (4.18)
Ω˜ = MΩs . (4.19)
The multipath fading parameter is scaled by M, while the shadowing parameter
remains the same, since fully correlated shadowing is experienced while the mul-
tipath (small-scale fading) components remain independent.
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Using the derivations from the previous section and substituting the new values
of the shaping parameters m˜s, m˜m and Ω˜ in Eqn.(4.15),
Proposition 7: Under the gamma-gamma model and perfect CSI with M ≥
2 with fully correlated shadowing for the desired user and lognormal shadowing
for the interferers, the ergodic uplink achievable rate from the kth user using MRC
is,
R˜mrcP,k = log2
1 + puMΩs(Mmm − 1)(ms − 1)
(pu
K∑
i=1,i 6=k
e0.5σ
2
i + 1)(Mmm)(ms)
 . (4.20)
4.4 Results and Discussions
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Figure 4.1: Ergodic Capacity under Rayleigh Fading with Independent Shadowing
using MRC receivers (mm = 1,Ωs = 1) with transmit power pu = 10 dB.
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Figure 4.2: Ergodic Capacity under Rayleigh Fading with fully Correlated Shad-
owing using MRC receivers (mm = 1,Ωs = 1) with transmit power pu = 10 dB.
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Figure 4.3: Comparison of Ergodic Capacity under Rayleigh Fading with both
Independent and fully Correlated Shadowing using MRC receivers (mm = 1,Ωs =
1) with transmit power pu = 10 dB.
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Figure 4.4: Comparison of Ergodic Capacity under Rayleigh Fading and dis-
tributed shadowing spread diminished (mm = 1,Ωs = 1) with transmit power pu
= 10 dB.
The plot of Figure 4.1 shows the capacity for a desired user under Rayleigh
fading (mm= 1) and independent shadowing at the BS, in comparing this with
Figure 3.2 it shows a drop in capacity for the desired user, this is significant be-
cause of the presence of shadowing. It can be observed also that as the shadowing
spread (σdB) increases the shadowing parameter (ms) decreases which indicates
severe shadowing conditions and it can be seen from the Figure 4.1 the drop rate
in capacity from about 4.3 bits/s/Hz to about 3.2 bits/s/Hz at M = 20 antennas,
with an increase in σdB from 2 dB to 9 dB.
In the case of fully correlated shadowing at the BS, as shown in Figure 4.2 the
effect of correlation is clearly seen to degrade performance of large-scale MIMO
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when antennas are not sufficient spaced with a drop rate of about 3 bits/s/Hz in
capacity with an increase in σdB of about 5 dB, hence the user suffers and the
capacity rate drops severely as the shadowing spread increases.
Figure 4.3 shows a comparison for both independent and correlated cases for large-
scale fading, it can be seen that for the case of σdB = 2 dB the capacity in both
cases is similar to each other but as the shadowing spread increases, i.e., when
σdB = 5 dB, the capacity in the case of correlated shadowing reduces greatly from
about 4.2 bits/s/Hz to about 3.3 bits/s/Hz when compared to that for the inde-
pendent case where the capacity for the desired user reduces from 4.3 bits/s/Hz
to about 4 bits/s/Hz with an increase in shadowing spread of 3 dB at M = 20
antennas, this shows the effect that correlation has on the capacity in large-scale
MIMO systems.
Figure 4.4 shows a comparison when the shadowing spread σdB tends to zero i.e.,
no shadowing in the case of independent shadowing with mm= 1 it matches to
that of Rayleigh fading where Kr = 0 in (Sec 3.2.3) which validates the results and
shows without the presence shadowing large-scale MIMO improves capacity of the
desired user in the presence of small-scale fading as more antennas are added to
the BS.
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CHAPTER 5
CONCLUSION
5.1 Conclusions
In this thesis, using moment-based analysis, the ergodic capacity of large-scale
MIMO systems was derived. New capacity bounds were developed for large-scale
MIMO channels. The bounds developed incorporate both multipath fading and
large scale fading (shadowing) for large-scale MIMO systems with an assumption
of perfect CSI, where there is a large number of antennas at the BS. Using both
MRC and ZF receivers, it was shown that the ZF receivers perform better than
MRC in the presence of multipath and interference. It was also shown that as
more K single-antennas users are added the capacity increases in magnitude.
This work was split into two major analysis sections, where the large scale fading
component was held constant and the multipath fading capacity bounds were
derived. Secondly both the shadowing and multipath fading were incorporated
as composite fading. Using the tractable gamma-gamma model, new capacity
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bounds were derived for this case. The multipath fading was based on Rician
fading with Rayleigh and Rician interference, it was shown as the Rician factor
Kr increases the uplink sum rate increases, and in the case of shadowing as the
shadowing spread (σdB) increases the shadowing parameter ms reduces which
indicates severe shadowing and results in the reduction of the capacity of the
desired user. Both independent and correlated shadowing analysis were carried
out and it was shown, using the developed bounds that the capacity of the desired
user reduces significantly in the correlated case when compared to independent
shadowing.
In summary the main results are:
• Novel expressions for the ergodic capacity bounds for a desired user with
Rician multipath fading and independent Rayleigh interferers.
• Novel expressions for the ergodic capacity bounds for a desired user with
Rician multipath fading and independent Rician interferers.
• Novel expressions for the ergodic capacity bounds for a desired user with
gamma-gamma composite fading with independent shadowing at the BS.
• Novel expressions for the ergodic capacity bounds for a desired user with
gamma-gamma composite fading with fully correlated shadowing at the BS.
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5.2 Future Research
In this work independent multipath fading was assumed for the development of the
capacity bounds with perfect CSI, this can be extended to the case of correlated
multipath fading using imperfect CSI. Using the analysis provided telecommuni-
cation engineers while building antenna arrays for large-scale MIMO should make
sure that there is sufficient spacing between the BS station antennas to avoid cor-
related shadowing so as to avoid drop in sum rate for desired users.
The analysis provided in this work deals with single-antennas users and this can
be extended to multi-antenna systems, where there are multiple users and multi-
antennas arrays per user also shadowing with partial correlations, and the case
of imperfect CSI can also be considered for future work. In general, large-scale
MIMO offers opportunity of increasing capacity at the cost of adding more an-
tennas at the BS and also averages out small-scale fading as more antennas are
added but large-scale fading effect still remains.
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APPENDIX A
DERIVATIONS OF THE CAPACITY BOUND FOR
RICIAN MULTIPATH FADING CHANNELS
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In carrying out the analysis an assumption is made for tractability which can
be applied to arbitrary number of antennas and interference sources, both Sk and
Si are set as column vector of order 2×1. The mean and variance of the new R.V.
s˜i are derived as follows, from Eqn.(3.18)
E[s˜i|sk] =
[
hH1,k
√
γk h
H
2,k
√
γk
]
∣∣∣∣∣∣∣∣
h1,k
√
γk
h2,k
√
γk

∣∣∣∣∣∣∣∣
E

h1,i
√
γi
h2,i
√
γi

 , (A.1)
with Rayleigh interferers which are i.i.d, zero-mean unit variance complex Gaus-
sian R.V., therefore E
(
h1,i
√
γi
)
= E
(
h2,i
√
γi
)
= 0 therefore Eqn.(A.1) reduces to
0, i.e.,
E[s˜i|sk] = 0. (A.2)
For the variance of s˜i, Eqn.(3.19) becomes
E{|s˜i|2} =
[
hH1,k
√
γk h
H
2,k
√
γk
]
E

h1,i
√
γi
h2,i
√
γi
[hH1,i√γi hH2,i√γi
]
h1,k
√
γk
h2,k
√
γk

[hH1,k√γk hH2,k√γk
]h1,k
√
γk
h2,k
√
γk


.
(A.3)
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Taking the inner term of the numerator in Eqn.(A.3) i.e., E[sisHi ] and evaluating
the multiplication of the inner matrices,
E[sisHi ] = E
 |h1,i|2γi h1,ihH2,iγi
hH1,ih2,iγi |h2,i|2γi
 . (A.4)
Since the interference coefficients are independent from each other i.e.,
(E[h1,ihH2,i] = E[hH1,ih2,i] = 0) then Eqn.(A.4) reduces to
E[sisHi ] = γi
E (|h1,i|2) 0
0 E (|h2,i|2)
 , (A.5)
then
sHk E[sisHi ]sk =
[
hH1,k
√
γk h
H
2,k
√
γk
]
γi
E (|h1,i|2) 0
0 E (|h2,i|2)

h1,k
√
γk
h2,k
√
γk
 . (A.6)
Evaluating the terms in Eqn.(A.6) from left to right
sHk E[sisHi ]sk =
[
hH1,kγi
√
γk{E (|h1,i|2)} hH2,kγi
√
γk{E (|h2,i|2)}
]h1,k
√
γk
h2,k
√
γk

= [|h1,k|2γiγk{E (|h1,i|2)}+ |h2,k|2γiγk{E (|h2,i|2)}] ,
(A.7)
by making use of the notation in [28] where V ar(X) = E[X2] − (E[X])2, with
Rayleigh interferers which are i.i.d, zero-mean, unit variance complex Gaussian
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R.V., therefore E (|h1,i|2) = E (|h2,i|2) = 1, then Eqn.(A.7) reduces to
sHk E[sisHi ]sk = γiγk
[|h1,k|2 + |h2,k|2] , (A.8)
the denominator in Eqn.(A.3) can be expressed as
|sk|2 = |sHk sk| =
[
hH1,k
√
γk h
H
2,k
√
γk
]h1,k
√
γk
h2,k
√
γk

= γk [|h1,k|2 + |h2,k|2] .
(A.9)
Combining the results obtained in Eqn.(A.8) and Eqn.(A.9) in Eqn.(A.3),
E{|s˜i|2} = γiγk [|h1,k|
2 + |h2,k|2]
γk [|h1,k|2 + |h2,k|2]
= γi
(A.10)
Special Case: No Shadowing i.e., γi = 1 therefore Eqn.(A.10) reduces to
E{|s˜i|2} = 1. (A.11)
Lemma 1: By setting s˜i
∆
=
sHk si
‖sk‖ and conditioning on sk, and using the
results of Eqn.(A.10) in Eqn.(3.20) s˜i is a Gaussian R.V. with zero mean and fixed
variance γi, i.e s˜i ∼ CN (0,γi) that independent of sk .
Therefore achievable rate in Eqn.(3.20) reduces to
R˜mrcP,k =
(
pu
K∑
i=1,i 6=k
γi + 1
)
E
{
1
pu ‖ sk ‖2
}
(A.12)
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The second term in Eqn.(A.12) ‖ sk ‖2 follows a noncentral chi-squared distribu-
tion (χ2p,ξ) with p = 2M degrees of freedom and centrality parameter ξ = 2KrM ,
where Kr is the Rice factor (See Sec. 2.3.3) [53]. It follows then that the Exact
n-th inverse moment of the noncentral chi-squared distribution is given by [64][65],
E
{(
1
χ2p,ξ
)n}
= 1F1
(
p
2
− n, p
2
;
ξ
2
)
e−
ξ
2
2n
Γ(p
2
− n)
Γ(p
2
)
, (A.13)
where 1F1
(
p
2
− n, p
2
; ξ
2
)
is the Krummer confluent hypergeometric function.
By setting n = 1, p = 2M and ξ = 2KrM we have, Eqn.(A.13) becomes
E
{(
1
χ2p,ξ
)}
= 1F1 (M − 1,M ; KrM) e
−KrM
2
Γ(M − 1)
Γ(M)
, (A.14)
and Γ(·) is the gamma function [66].
Since
Γ(M − 1)
Γ(M)
=
1
M − 1 and replacing this in Eqn.(A.14)
E
{(
1
χ2p,ξ
)}
= 1F1 (M − 1,M ; KrM) e
−KrM
2
1
M − 1 . (A.15)
Using Eqn.(A.15) therefore a closed expression for the second term in Eqn.(A.12)
is derived as,
E
{
1
pu ‖ sk ‖2
}
= 1F1 (M − 1,M ; KrM) e
−KrM
2
1
(M − 1)pu , (A.16)
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Instead of using Eqn.(A.13) the asymptotic expression for the n-th inverse moment
of the noncentral chi-squared distribution can also be used in the following lemma.
Lemma 2: The Asymptotic expansion of the n-th inverse moment of the
noncentral chi-squared distribution is stated from [64] as,
E
{(
1
χ2p,ξ
)n}
= A1
(
p,
ξ
n
)
+ A2
(
p,
ξ
n
)
+ A3
(
p,
ξ
n
)
+ O
(
p−n−3
)
, (A.17)
where
A1
(
p, ξ
n
)
=
1
(p+ ξ)n
,
A2
(
p, ξ
n
)
=
n(n+ 1)(p+ 2ξ)
(p+ ξ)n+2
,
A3
(
p, ξ
n
)
=
n(n+ 1)(n+ 2){(3n+ 1)p2 + (12n+ 4)pξ + (12n+ 12)ξ2}
6(p+ ξ)n+4
by making use of the first and second term only in Eqn.(A.17) and inputing the
values for n, p and ξ ,
A1 (p, ξ) =
1
2M(1 +Kr)
,
A2 (p, ξ) =
(2)(2M + 4KrM)
(2M + 2KrM)3
=
4(M + 2KrM)
(2M + 2KrM)3
.
Using the above values for the first and second term in Eqn.(A.17),
E
{(
1
χ2p,ξ
)}
=
1
2M(1 +Kr)
+
4(M + 2KrM)
(2M + 2KrM)3
=
8M(1 +Kr)(M + 2KrM) + (2M + 2KrM)
3
2M(1 +Kr)(2M + 2KrM)3
,
(A.18)
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therefore using Eqn.(A.18) the second term in Eqn.(A.12) can be written as
E
{
1
pu ‖ sk ‖2
}
=
8M(1 +Kr)(M + 2KrM) + (2M + 2KrM)
3
2Mpu(1 +Kr)(2M + 2KrM)3
. (A.19)
Based on Eqn.(A.16), two important properties of the Krummer confluent hyper-
geometric function occurs when the last term KrM either goes to zero (Kr= 0)
or grows large (M →∞) [66][67].
When a,b is fixed and |z| = 0
1F1 (a, b; z) = 1 , (A.20)
and using [68] a,b is fixed and |z| → ∞
1F1 (a, b; z) =
Γ(b)(−z)−a
Γ(b− a)
[
n∑
k=0
(−1)k(a)k(a− b+ 1)k zk
k!
+O(z−n−1)
]
+
ezza−bΓ(b)
Γ(a)
[
n∑
k=0
(b− a)k(1− a)k zk
k!
+O(z−n−1)
] ,
(A.21)
where (a)k is called the Pochhamer symbol [68].
By substituting Eqn.(A.16) in Eqn.(A.12) we obtain
E

pu
K∑
i=1,i 6=k
|s˜i|2 + 1
pu ‖ sk ‖2
 =
(
pu
K∑
i=1,i 6=k
γi + 1
)(
1F1 (M − 1,M ; KrM) e
−KrM
2
1
(M − 1)pu
)
.
(A.22)
87
APPENDIX B
DERIVATION FOR THE INVERSE MOMENT OF
GAMMA-GAMMA DISTRIBUTION.
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The next step is to derive the inverse moment of the gamma-gamma distri-
bution to be used in Eqn.(3.20) i.e. E
{
1
‖ skm ‖2
}
. By rewriting Eqn.(4.6) in a
compact manner [69],
fs(s) =
2Ξ
β+1
2 s
β−1
2
Γ(m˜s)Γ(m˜m)
Kα
[
2s1/2
√
Ξ
]
, s ≥ 0 (B.1)
where α = m˜s - m˜m, β = m˜s + m˜m -1 and Ξ = m˜sm˜m/Ω˜.
Using [70] the inverse moment of the gamma-gamma model using the its PDF is
derived,
E
[
1
s
]
=
∞∫
0
fs(s)
s
ds
=
2Ξ
β+1
2
Γ(m˜s)Γ(m˜m)
∞∫
0
s
β−3
2 Kα
[
2s1/2
√
Ξ
]
ds
(B.2)
applying a change of variable in Eqn.(B.2) i.e., let x = s1/2 therefore 2xdx = ds,
rearranging the indices and substituting this in the above equation, Eqn.(B.2)
reduces to
E
[
1
s
]
=
4Ξ
β+1
2
Γ(m˜s)Γ(m˜m)
∞∫
0
xβ−2Kα
[
2x
√
Ξ
]
dx (B.3)
The integral in Eqn.(B.3) is evaluated using [29, eq.(6.561/16)] i.e.,
∞∫
0
xµKv (ax) dx = 2
µ−1a−µ−1Γ
(
1 + µ+ v
2
)
Γ
(
1 + µ− v
2
)
, (B.4)
by setting µ = β-2, a = 2
√
Ξ and v = α, and replacing the original values of β
and α in Eqn.(B.2), the inverse moment of the gamma- gamma distribution can
89
be expressed as
E
[
1
s
]
=
Γ(m˜s − 1)Γ(m˜m − 1)Ξ
Γ(m˜s)Γ(m˜m)
. (B.5)
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