Consider a nite population u, which can be viewed as a realization of a superpopulation model. A simple ratio model (linear regression, without intercept) with heteroscedastic errors is supposed to have generated u. A random sample is drawn without replacement from u. In this setup a two stage wild bootstrap resampling scheme as well as several other useful forms of bootstrapping in nite populations will be considered. Some asymptotic results for various bootstrap approximations for normalized and Studentized versions of the well-known ratio and regression estimator are given. Bootstrap based con dence intervals for the population total and for the regression parameter of the underlying ratio model are also discussed.
Introduction
Resampling methods for nite populations is an important topic of current research. We refer to 2] for a survey. In the present paper the situation is considered where the nite population is viewed as a realization of a certain superpopulation model.
1
This enables us to incorporate auxiliary information (past experience) in the statistical analysis. The authors rst came across this problem in a 1994 statistical consultation project at CWI with the Netherlands postal services PTT Post. In this setup a new resampling scheme called`two stage wild bootstrapping' is proposed and studied.
Suppose that the nite population y 1;N ; : : : ; y N;N is a realization of the following superpopulation model : Y i;N = x i;N + " i;N (1.1) where " i;N are independent random variables with E " i;N = 0; E " Given a realization y 1;N ; : : : ; y N;N we draw a random sample without replacement.
Denote by s = fi 1 ; : : : ; i n g u = f1; : : : ; Ng, the coordinates of the (necessarily distinct) drawn observations. Let P denote the probability measure generated by the superpopulation model and let be the probability induced by random sampling without replacement from a nite population. Our asymptotic analysis will only require n ! 1 and N ? n ! 1. No further restrictions on the sample fraction f = n=N are needed.
It should be noted that the heteroscedastic regression superpopulation model (1.1) involves N + 1 parameters, while the number n = jsj of elements drawn without replacement from the nite population fy 1;1 ; : : : ; y N;N g is only equal to fN; i.e., the sample size n is usually considerably less than the number of parameters involved. In such cases consistent estimation of the underlying high-dimensional model (1.1) is clearly impossible, but -essentially because of a CLT type argument similar to the one given by R. Beran in his contribution to a discussion of a paper by C.F.J. Wu ( 18] )-some appropriate form of wild bootstrapping may still work. In fact, only certain weighted averages of the ;N , will show up in the asymptotics, rather than all the 2 i;N 's (1 i N) separately. Our main results (c.f. section 3) can be viewed as an extension of the already existing theory of wild bootstrapping for heteroscedastic regression models (c.f., e.g. 10], 11], 18]) to the situation considered in the present paper, where such models serve as an underlying superpopulation structure for a nite population fy 1;1 ; : : : ; y N;N g at hand. In a way the only thing we do is prove that some suitable forms of wild bootstrapping indeed provide consistent estimates for the distribution of various statistics of interest in a nite population context, such as the population total. In particular, we will propose and study a resampling scheme called two stage wild bootstrapping, which not only imitates the underlying -model (1.1), but also properly re ects the random sampling scheme without replacement from a nite population in the`wild bootstrap world'. Some other useful forms of bootstrapping in nite populations will also be considered.
In this paper we consider the ratio estimator: Our aim is two fold: In the rst place we want to validate bootstrap based inference about unknown parameters of the actual nite population fy 1;N ; : : : ; y N;N g at hand, e.g. the parameter N = P N i=1 y i;N , the population total. Secondly we focus on the regression parameter of the underlying superpopulation model , which in a way describes how the nite population is supposed to be generated.
Estimators of N and based on^ RA and^ RE are discussed in section 2. This section also contains some preliminary results of CLT-type. Some asymptotic theory for various bootstrapped versions of these estimators will be developed in section 3. The proofs of the main results are given in the appendix.
Preliminaries
De ne y N = N ?1 P N i=1 y i;N , the population mean, y n = n ?1 P i2s y i;N , the sample mean. The quantities x N ; x n ; " N ; " n are de ned in the similar way. In addition we de ne we have,in P -probability , as n ! 1; N ? n ! 1 (2.14)
By Theorem 2.1 we have that q n=(1 ? f) ^ RE ?B N is asymptotically normal and that the di erence jx n ?x N j tends in -probability to zero. This result and the identity (2.13) and the asymptotic normality (2.14) entail, in P -probability, as n ! 1 and N ? n ! 1, The rst term in the right-hand side of (2.16) tends to a (non degenerate) normal distribution by .10)). In the next section we introduce bootstrap based con dence intervals for (c.f. Remark 3.3).
Bootstrapping
Much is known about di erent forms of bootstrapping in a variety of regression models, such as the residual method, the paired bootstrap, and the wild bootstrap. We refer to 10], 11], 13] and 18]. Bootstrapping in nite population models also received a lot of attention. For instance, the asymptotic behavior of the bootstrap for strati ed sampling without replacement from a nite population has recently been explored in 3] (see also the references given in their paper). These authors proposed a two stage resampling procedure in order to mirror the original sampling scheme: simple random sampling without replacement in each stratum and show that the resulting bootstrap is second order e cient. Our situation as described in the introduction, is somewhat intermediate between these two models. We work conditionally given a realization of the superpopulation model (1.1) (i.e. conditionally given the nite population at hand) and employ the auxiliary information provided by the regression model (1.1) to motivate the use of statistics like^ RA ;^ RE ;^ RA ;^ RE and^ RE;c in our study.
In this section we propose and study three di erent bootstrap resampling schemes for estimating the distributions of normalized and Studentized versions of^ RA and RE . As an application various bootstrap con dence intervals for the population total 
Our rst and perhaps most promising bootstrap resampling scheme, which we call two stage wild bootstrapping, is as follows: given a sample s = fi 1 ; : : : ; i n g from popu- in -probability.
Combination of (3.4) with (2.9) and the fact that n n directly yields that the bootstrap approximation given by the left hand side of (3.4) is indeed asymptotically consistent in estimating the distribution of the left hand side of (2.9). A similar remark applies of course to (3.5) and (2.10). The corresponding assertions concerning the normalized and Studentized versions of^ RA are now obvious and therefore omitted.
Remark 3.1 In principle, it appears possible to strengthen the assertions of Theorem 3.1 slightly, by showing that the weak convergences in (3.2)-(3.5) are valid in a stronger almost sure sense, rather than in -probability. To show this one would certainly need some of the results in 16]. Because Theorem 3.1 (as well as the other theorems in this section) in its present form, appears to be su cient for practical applications we didn't pursued this point here.
Here is our second result. In a way we adapt the familiar`paired bootstrap' resampling scheme (c.f. also 11]) to our nite population setup. Similarly as in Theorem 3.1 we apply a two stage procedure to obtain consistent bootstrap approximations. with f 0 = n 0 =n.
Finally we propose an extremely simple wild bootstrap variant. Instead of employing a two stage resampling procedure to mimic random sampling without replacement in the bootstrap world, we chose the Z i 's (`wild bootstrap component') properly to re ect sampling from a nite population as well. Studentized versions of (3.6), (3.7) and (3.8), (3.9) are certainly also possible. In view of (3.3) and (3.4), this appears to be an easy matter and is therefore omitted. This is a simple consequence of (3.3), similarly as (2.11) is easily implied by (2.7). The two stage wild bootstrap con dence interval (3.10) for N has coverage probability 1 ? + o(1), as n ! 1; N ? n ! 1. Because Studentization was employed in the construction of (3.10) and the two stage resampling procedure mimics sampling without replacement from a nite population in the bootstrap world one may expect that in fact the interval is second order e cient, i.e. the coverage probability is equal to 1 ? + o( 1 p n ), provided the distribution of the Z's is chosen such that the skewness of (2.11) (c.f. also 10]) and a more careful choice of the design parameters n 0 and k of the resampling scheme will be needed. We don't expect however, that the other two bootstrap methods we discussed in section 3 will be second order e cient. An investigation along these lines appears feasible, but outside the scope of the present paper. The authors hope to report on these matters elsewhere.
Secondly one may be interested in a slight extension of our set up, namely the case that the superpopulation model (c.f. (1.1) ) is still valid, but strati ed sampling, in stead of simple random sampling, from the nite population is employed. I.e., we now assume that the population = fy 1;N ; : : : ; y N;N g at hand, is divided into L disjoint strata 1 ; : : : ; L , where = S L l=1 l . We note in passing that one may try to use the super population model (1.1) to obtain an e cient strati cation of (c.f. 17]; see also 14]). However, at this point, we will consider the situation that the strati cation of in L subpopulations (strata) is already known a priori, as appears to be frequently the case in sample surveys. In each stratum (of size N l ) a simple random sample (of size n l ) is drawn. I.e., if we take a sample (without replacement) of size n l from stratum l and require n l ! 1 and N l ? n l ! 1 in each stratum l (l = 1; : : : ; L), while the number of strata L is kept xed, we may extend the results of this paper in a fairly straightforward manner. We omit further details.
In the third place one may want to extend our results to a more general class of statistics, e.g. the one described in (1.4) . This appears to be a straightforward matter and is therefore omitted. Finally it may be of some interest -as already alluded to in the introduction -to consider superpopulation models of a more general type, such as the general linear regression model. Such an extension is certainly possible, but will not be pursued here.
Appendix
This section contains the proofs. We only prove the statements in the case of the regression estimator but for the ratio estimator similar arguments hold.
Proof of Lemma 2. (1) n;N ( 2 ) + d (2) n;N ( 2 ): Assumption (B) and the fact thatB N ? = O P (N ?1=2 ) entail that for every > 0, lim n!1; N?n!1 d (1) n;N ( =2) = 0 in P -probability. Application of H older's inequality yields E d ! 0 for some 0 < < 1, n ! 1; N ? n ! 1. Hence d (2) n;N ( =2) Next we rst prove Theorem 3.2 (`paired bootstrap') and then proceed by proving Theorem 3.1 (`two stage wild bootstrapping'). In part, we will exploit the argument given in our proof of Theorem 3.2 again in the somewhat more complicated setting we consider in the proof of Theorem 3.1. Finally, we conclude the appendix with a fairly easy proof of Theorem 3. n and x 2 n and (xy) between x n y n and x n y n . We suppress the dependence of R on n 0 ; k and n.
Next we prove a CLT for P i2s 1" where denotes the standard normal distribution. Next we take the expected value w.r.t. Z: P (T n y) = E Z P (T n y j Z) = E Z y ? M(Z) (Z) j Z ! + E Z r n (Z):
As r n (z) ! 0, pointwise in z, and jr n (z)j 2, we have by dominated convergence E Z jr n (Z)j ! 0 as n ! 1. As before, conditionally on Z 1 ; : : : ; Z n , the rst part of (5.18) tends to zero inprobability, whereas the second part goes to zero in P Z -probability. Notice that at this point we also invoke moments inequalities and the Von Bahr-Esseen inequality. t u Proof of Theorem 3. 
