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Abstract
We deﬁne a new family of partial orders generalizing the weak order on Coxeter groups
called T-orders, where T is a set of reﬂections determining the covers in this order. We show
that the Grassmann and Lagrange orders on the Coxeter groups of type An and Bn introduced
by Bergeron and Sottile are in fact T-orders. These partial orders were used to compute
certain products in the cohomology ring of the ﬂag manifolds associated to the complex
Chevalley groups of these types. We exhibit T-orders generalizing these orders to partial
orders for the Coxeter groups of type Dn; E6; and E7:
r 2003 Elsevier Science (USA). All rights reserved.
MSC: 06A07; 05E15 (14M15)
Keywords: Weak order; Bruhat order; T-order; Coxeter group; Flag manifold; Pieri formula
1. Introduction and statement of results
In an effort to further understand combinatorial properties of the Littlewood–
Richardson coefﬁcients, Bergeron and Sottile deﬁned a new partial order on the
symmetric group called the Grassmannian order in [2]. They further extended their
work to a partial order (called the Lagrangian order) on the Coxeter group of type Bn
in [3]. These partial orders enabled Bergeron and Sottile to compute some products
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in the cohomology rings of ﬂag manifolds and establish new relations among all
structure constants.
One difﬁculty in working with these orders is that their deﬁnitions can be
somewhat complicated and in any case lack easy generalizations to other Coxeter
groups. In 2000 Evani, in her Ph.D. thesis [7], gave a permutation statistic based
deﬁnition of the Grassmannian order. This work was continued in [1], where the
authors simpliﬁed Evani’s proof and derived many of the properties of the
Grassmannian order from the permutation statistic deﬁnition.
In this article we continue the investigation of the orders of Bergeron and Sottile
and provide a general framework for understanding such orders based on subsets of
the full set of reﬂections of the Coxeter group in question. In particular, we provide a
general framework for these orders that allows them to be viewed as generalizations
of the weak order. Moreover, this generalization allows one to create many different
partial orders, even allowing one to interpolate between the weak order and the
Grassmannian and Lagrangian orders. Finally, we suggest what might be reasonable
orders to consider for other Coxeter groups that might allow calculations like the
ones that Bergeron and Sottile do in other systems.
We begin by setting some notation. A partial order on a set S is a reﬂexive, anti-
symmetric, transitive relationp on S; and a partially ordered set P ¼ ðS;pÞ is a set
S and a partial orderp on S: We say that b is a cover of a in P if apb and apcpb
implies a ¼ c or a ¼ b: In this case, we write a!b: As in this paper we will have
many different partial orders on a given set, we shall typically subscript the orders
and use the! symbol with the subscript to denote the cover in that particular order.
We call a sequence a1!a2!?!ak (where aiAS for all i and ai is covered by aiþ1) a
saturated chain in P: Finally, we say that a partial order on S is rooted at a if for all
bAS we have apb:
A Coxeter system of type M is a pair ðW ; RÞ where W is a group, R ¼ frigni¼1 is a
set of generators for W ; and M ¼ ðmijÞni;j¼1 is a symmetric matrix, called a Coxeter
matrix, satisfying mijAN and mii ¼ 1 for all i; j: The group W is deﬁned by the
relations ðrirjÞmij ¼ 1:
The length of vAW ; denoted lðvÞ; with respect to R equals k if k is the smallest
integer such that v ¼ ri1ri2?rik for some rijAR: The (left) weak order on W with
respect to R; denoted pw; is deﬁned by its covers as follows: u!wv if and
only if
(1) v ¼ ru for some rAR;
(2) lðvÞ ¼ lðuÞ þ 1:
Thus, the length is the rank function of the weak order. A reflection of W is a
conjugate of ri for some riAR; and the riAR are called fundamental reflections.
Next, let TCW be a set of reﬂections containing R: A T-gallery for vAW is a
sequence
G :¼ epwt1pwt2t1pw?pwtk?t2t1 ¼ v;
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where tiAT for i ¼ 1; 2;y; k: Such a gallery is said to have length k; denoted by
lTðGÞ ¼ k; and we say that G is a minimal T-gallery if there are no T-galleries from e
to v of shorter length.
We deﬁne the T-order on W as follows: For u; vAW we have upT v if and only if
there is a minimal T-gallery for v passing through u: For example if T ¼ R; then the
T-order is (by deﬁnition) the weak order. Note that pT is necessarily a ranked
order.
In Section 2 we provide the following method to determine if a given partial order
on W is a T-order.
Theorem 1. Suppose p is a partial order on W rooted at the identity e with rank
function r and let TCW be a set of reflections containing R: If
(W) for u; vAW ; upv implies upwv;
(C) the relation u!v implies v ¼ tu for some tAT ; and
(R) for uAW and tAT ; upwtu implies rðtuÞprðuÞ þ 1; with equality if and only if
uptu;
then p is the T-order on W :
In Section 3 we brieﬂy study the Grassmannian order on the symmetric group. Let
ðW ; RÞ be the Coxeter system of type M ¼ An: Then W ¼ Symðn þ 1Þ; ri ¼ ði; i þ 1Þ
(for i ¼ 1;y; n), and for i; jAf1;y; ng;
mij ¼
1 if i ¼ j;
3 if ji  jj ¼ 1;
2 otherwise:
8><
>:
In [2] the authors deﬁned a partial order called the Grassmann order on the
Coxeter group An in terms of the action on ½n þ 1
 ¼ f1; 2;y; n þ 1g: This order is
deﬁned as follows: For u; vAAn we have upGv if and only if:
(G1) For all aA½n þ 1
; aouðaÞ implies uðaÞpvðaÞ:
(G2) For all aA½n þ 1
; a4uðaÞ implies uðaÞXvðaÞ:
(G3) For all a; bA½n þ 1
; aovðaÞ; vouðbÞ (or a4vðaÞ; b4vðbÞ), and aob;
vðaÞovðbÞ ) uðaÞouðbÞ:
Using Theorem 1 we obtain the following characterization of this partial order.
Theorem 2. Let ðW ; frigni¼1Þ be the Coxeter system of type An; i.e. W ¼ Symðn þ 1Þ
and ri ¼ ði; i þ 1Þ; and let
TG ¼ fði; jÞ j 1piojpng:
Then the Grassmann order is equivalent to the TG-order.
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Note that TG is the set of all reﬂections of W : Consequently, this theorem implies
that apGb if and only if there exists a TG-gallery for b that goes through a; or more
precisely, that b can be written as a product of reﬂections tktk1?t1 such that
tm?t1pwtmþ1?t1 for m ¼ 1;y; k and a ¼ tp?t1 for some ppk:
In Section 4 we study the Lagrange order. Let ðW ; RÞ be the Coxeter
system of type M ¼ Bn: Then W is the group of all permutations on a set of size 2n
preserving a given partition of this set into 2-subsets. More explicitly we can think of
the set as ½7n
 ¼ fn;y;2;1; 0; 1; 2;y; ng and have the group act on this set
subject to the relation wðiÞ ¼ wðiÞ; for all i ¼ 1; 2;y; n: For k ¼ 1; 2;y; n we set
k ¼ k: The generators ri are then represented by the following permutations:
for 1pion we have ri ¼ ðn  i; n  ði  1ÞÞðn  i; n  ði  1ÞÞ; and rn ¼ ð1; 1Þ:
(Note that every element of W ﬁxes 0 in this description, but later as we shall
relate the groups of type Bn and A2n; it is easier to include 0 here.) The matrix M is
given by
mij ¼
1 if i ¼ j;
3 if ji  jj ¼ 1; i; jon;
4 if fi; jg ¼ fn  1; ng;
2 otherwise:
8>><
>>:
In [3] the authors deﬁned a partial order called the Lagrange order on the Coxeter
group Bn in terms of the action on ½7n
 as follows:2
For u; vABn we have upLv if and only if
(L1) Whenever aA½7n
 with a4uðaÞ we have uðaÞXvðaÞ; and
(L2) Whenever a; bA½7n
 with aob; vðaÞ4a; vðbÞ4b; and vðaÞovðbÞ then
uðaÞouðbÞ:
The rank function of this order is given by (see [2])
rLðuÞ ¼
X
a;04uðaÞ
juðaÞj #fða; bÞ j 0oaob; a ¼ uðaÞ4uðbÞg
#fða; bÞ j aob; a4uðaÞ; b4uðbÞ; uðaÞ4uðbÞg 
X
04a4uðaÞ
jaj:
Using Theorem 1 we obtain the following characterization of the Lagrange order.
Theorem 3. Let ðW ; frigni¼1Þ be the Coxeter system of type Bn and let
TL ¼ frrl rl1?rkl j 1pkplpng:
Then the Lagrange order is equivalent to the TL-order.
2Actually they deﬁned it for a group BN acting on Z\f0g:
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Here, for u; vAW we deﬁne uv ¼ v1uv: Note that rrll ¼ rl so all fundamental
reﬂections are in T : In terms of permutations of ½7n
 the set T in Theorem 3 consists
of all reﬂections of the form ði; iÞ and ði; jÞði; ; Þ: Thus T contains all reﬂections of W
except those of the form ði; ; Þði; jÞ:
In Section 5 we generalize the Grassmannian and Lagrange orders to
Coxeter groups of type M ¼ Dn; E6; and E7: The resulting partial orders (deﬁned
on p. 15) will be called rooted m-Bruhat–Chevalley orders, where ðM; mÞ (ma|) is
one of
(1) M ¼ An; mDf1; 2;y; ng;
(2) M ¼ Dn; mDf1; n  1; ng;
(3) M ¼ E6; mDf1; 6g; or
(4) M ¼ E7; m ¼ f7g:
Bearing the characterization of the Grassmann and Lagrange order as a Tm-order in
mind we construct a Tm-order from each rooted m-Bruhat–Chevalley order pm by
taking
Tm ¼ fr a reflection of W j u!mur for some uAWg:
Theorem 4. Let ðM; mÞ be one of the above. Then the Tm-order derived from the
m-Bruhat–Chevalley order on the Coxeter group of type M satisfies
Tm ¼ fall reflections of Wg:
Problems. (1) Apparently the rooted m-Bruhat–Chevalley order is equivalent to its
derived T-order if ðM; mÞ ¼ ðAn; f1; 2;y; ngÞ: It would be interesting to know if this
is true also of the other rooted m-Bruhat–Chevalley orders.
(2) We would like to see if the partial orders here will be suitable for ﬁnding Pieri-
type formulas for ﬂag manifolds of type Dn; E6; and E7: In connection with this we
note that in [3] the authors use a rather complicated labeled version of the Lagrange
order on Bn for deriving their Pieri-type formula for the ﬂag manifold of type Cn:
Could it be that the rooted m-Bruhat–Chevalley order for Cn we deﬁne in Section 5
might also serve that purpose?
(3) We construct the rooted m-Bruhat–Chevalley orders from so-called
m-Bruhat–Chevalley orders. It follows from our construction that we can only
deﬁne these for Dynkin diagrams M and subsets m of the collection of indices
labeling the so-called minuscule weights. This restricts our generalization of the
Grassmann and Lagrange orders to the list given in Table 1. We wonder if this
connection with minuscule weights is merely a coincidence emerging from our
method or that it has actual implications for the Schubert calculus of the associated
ﬂag manifolds.
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2. T-orders
We begin this section by deriving an important property of T-orders, and then we
will prove Theorem 1. Let P be a set. A sequence p1; p2;y; pk; where piAP for
i ¼ 1; 2;y; k; is called coherent with respect to some partial order p on P if
p1pp2p?ppk: If ðP;pÞ is a partially ordered set, then for any p; qAP we deﬁne
the p–q interval to be the set
½p; q
 ¼ fx;AP j ppxpqg:
Proposition 5. Let ðW ; RÞ be a Coxeter system and let T be a set of reflections
containing R: Then for u; v; wAW with upT w; the map v/vu1 defines an
isomorphism ½u; w
T-½e; wu1
T :
Proof. Since upT w we have upww: If upwvpww; then also vu1pwwu1; and
therefore every T-gallery from u to w can be translated to give a T-gallery from e to
wu1 and vice versa. Thus left translation by u (and u1) is a length-preserving
bijection between T-galleries from u to w and from e to wu1: Restricting this to
those of minimal length shows that translation by u (and u1) is a bijection of
minimal T-galleries, and the result follows. &
We now prove Theorem 1.
Proof (Theorem 1). Suppose p is a partial order on W rooted at e with rank
function r satisfying properties (W), (C), and (R). Let T+R be the set of reﬂections
given in property (C). Then we can write any sequence of covers in the p order as
G :¼ e!t1!t2t1!?!tk?t2t1;
where tiAT for i ¼ 1; 2;y; k:
By property (W) the sequence G is coherent for the weak order and hence
is a T-gallery. We must prove that G is a minimal T-gallery, i.e., that it has minimal
length.
As G consists of proper covers in p we have rðtk?t2t1Þ ¼ k: By property (R)
however, for any reﬂections siAT ði ¼ 1;y; lÞ we have rðsl?s1Þpl:
Consequently, if
e; s1; s2s1;y; sl?s1
is a T-gallery for w ¼ tk?t1 (and thus sl?s1 ¼ w), it must be the case that
lXrðsl?s1Þ ¼ rðwÞ ¼ k:
Thus this T-gallery is minimal. This proves that apb implies apT b:
For the reverse direction, we need to establish that if t1;y; tkAT are such that
e!T t1!T t2t1!T?!T tk?t2t1
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is a saturated chain in the T-order for w ¼ tk?t1; then it is a saturated chain in the
p-order. For this we again examine rðtk?t2t1Þ: Since apTb implies apwb;
property (R) implies rðtk?t2t1Þpk: Consequently there exists a saturated chain of
length at most k in thep-order. But we already showed that saturated chains in the
p-order are necessarily saturated chains in the T-order, implying that a minimal T-
gallery for w is of length rðtk?t1Þ: By assumption, a saturated chain from e to w in
the T-order has length k: Consequently rðtk?t1ÞXk; implying that rðtk?t1Þ ¼ k:
To get equality, condition (R) gives by induction that rðts?t1Þ ¼ 1þ rðts1?t1Þ so
that ts1?t1!ts?t1 for all s: This implies that
e!t1!t2t1!?!tk?t1
as desired. &
3. The Grassmann order
In this section we prove Theorem 2. Let ðW ; RÞ be a Coxeter system of
type M ¼ An: The Grassmannian order on W was deﬁned in Section 1. For uAW
deﬁne
um ¼ faA½n þ 1
 j uðaÞ4ag;
uk ¼ faA½n þ 1
 j uðaÞoag:
An inversion for uAW is a pair ða; bÞ with a; bA½n þ 1
 such that aob and uðaÞ4uðbÞ:
The set of inversions of u is denoted InvðuÞ: We can reﬁne this notion as follows:
u| ¼ fða; bÞAInvðuÞ j aAum; bAumg;
umk ¼ fða; bÞAInvðuÞ j aAum; bAukg;
u} ¼ fða; bÞAInvðuÞ j aAuk; bAukg:
It turns out (see [1]) that the ﬁxed point inversions play no effective role in the
Grassmannian order.
Let rGðuÞ be the rank of u in the Grassmannian order.
Proposition 6 (Bennett et al. [1, Corollary 2]). For uAW we have
rGðuÞ ¼ jumkj  ju|j  ju}j:
In [1], it is shown that the rank function together with the weak order relation
determines the Grassmannian order. The three conditions for the T-order arise
naturally in the proof, and it was this that led to the idea of codifying orders by the
reﬂection set T :
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Proposition 7 (Bennett et al. [1, Proposition 5]). For u; vAW ; upGv implies upwv:
Let T be the set of all reﬂections. Note that T+R:
Proposition 8 (Bennett et al. [1, Corollary 17]). The set T has the property that u!Gv
implies u ¼ tv for some tAT :
Proposition 9 (Bergeron and Sottile [2], Bennett et al. [1, Proposition 13]). For uAW
and tAT ; upwtu implies rGðtuÞprGðuÞ þ 1; and moreover equality holds if and only if
upGtu:
Proof (Theorem 2). By Propositions 7–9 above, the Grassmann order satisﬁes
conditions (W), (C), and (R) respectively where T is the set of all reﬂections. The
result now follows from Theorem 1. &
4. The Lagrange order
We prove that the Lagrange orderpL with rank function rL has properties (W, C,
R) from Theorem 1. The proof proceeds along the lines of the proof for the
Grassmannian order, and indeed, the proofs of each of the three conditions are
similar to those for the Grassmannian order in [1]. In particular, we analyze the
inversion sets on related permutations and use the Bergeron–Sottile characterization
of the rank function.
Recall that we view Bn as a subgroup of Symð½7n
Þ; and use the notation a ¼ a:
We will think of Bn as acting on the set ½7n
 from the left.
Then every reﬂection in Bn is either of the form ði; iÞ with 1pipn; or of the form
ði; jÞði; ; Þ; or of the form ði; ; Þði; jÞ for some 1piojpn:
We will need the notion of a root as a subset of Bn (see [8, Chapter 2]). We
simultaneously view Bn as a chamber system over the set I ¼ f1; 2;y; ng where
xBiy if and only if y ¼ rix (note that all actions are from reverse side in comparison
to loc. cit.). The group Bn acts as a group of automorphisms on this chamber system
by multiplication from the right in addition to acting on the set ½7n
:
For every reﬂection r we let aþr (resp. a

r ) be the set of elements x such that there
exists a gallery g ¼ ðe ¼ c0; c1;y; ck ¼ xÞ with the property that cj1r ¼ cj for an
even (resp. odd) number of j’s with 1pjpk: It can be shown that this is well-deﬁned.
This entails that x and y are in the same (opposite) root if and only if for any gallery
g ¼ ðx ¼ d0; d1;y; dl ¼ yÞ we have dj1r ¼ dj for an even (resp. odd) number of j’s
with 1pjpl: The sets aþr and ar are called respectively the positive root and negative
root associated with r:
Note that aerr ¼ aer ; for e ¼ þ;; and Bn ¼ aþr 2ar ; where 2 denotes disjoint
union.
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We will ﬁrst identify these roots in terms of inversions. For 1piojpn and the
indicated reﬂection r we deﬁne two sets bþr and b

r as follows:
r bþr b

r
ði;iÞ fw j ði; iÞeInvðwÞg fw j ði; iÞAInvðwÞg
ði; jÞði;jÞ fw j ði; jÞ; ðj;iÞeInvðwÞg fw j ði; jÞ; ðj;iÞAInvðwÞg
ði;jÞði; jÞ fw j ðj; iÞ; ði; jÞeInvðwÞg fw j ðj; iÞ; ði; jÞAInvðwÞg
Lemma 10. For e ¼ þ; we have aer ¼ ber:
Proof. Note that
ði; jÞAInvðwÞ 3 ðj;iÞAInvðwÞ and
ði; jÞAInvðwÞ 3 ðj; iÞAInvðwÞ
so that Bn ¼ bþr 2br :
Now let 1piojpn and r ¼ ði; jÞðj;iÞ: Suppose that c and d are chambers in Bn
with cBld and lon; that is d ¼ rlc: Let cAber and dAbZr for e; ZAfþ;g:
We claim that cr ¼ d if and only Z ¼ e: By deﬁnition of a root and since e is
contained in the positive root, we then have aþr ¼ bþr and ar ¼ br :
Let us now prove our claim. Assume ﬁrst that cr ¼ d: Then dðiÞ ¼ ðcrÞðiÞ ¼
cðrðiÞÞ ¼ cðjÞ and dðjÞ ¼ ðcrÞðjÞ ¼ cðrðjÞÞ ¼ cðiÞ so that Z ¼ e; as desired.
Now assume that Z ¼ e: Then dðiÞ ¼ ðrlcÞðiÞ ¼ rlðcðiÞÞ and dðjÞ ¼ ðrlcÞðjÞ ¼
rlðcðjÞÞ: So if for instance cðiÞocðjÞ; then as dðiÞ4dðjÞ and rl ¼ ðn  l; n  l 
1Þððn  lÞ;ðn  l  1ÞÞ; we must have cðiÞ ¼ n  l  1 and cðjÞ ¼ n  l or cðiÞ ¼
ðn  lÞ and cðjÞ ¼ ðn  l  1Þ so that d ¼ rlc ¼ cr: The cases where r ¼ ði; iÞ
and/or rl ¼ ð1; 1Þ are handled similarly. &
Lemma 11. Let z; yABn: Then, the following are equivalent:
(1) zpwy;
(2) for any reflection r we have zAar ) yAar ;
(3) InvðzÞDInvðyÞ:
Proof. ð1Þ3ð2Þ: Since the weak order is the T-order where T is the set of all
fundamental reﬂections, we see that zpwy if and only if there is a minimal gallery in
the chamber system Bn from e to y through z: By Proposition 2.8 of Ronan [8] with
x ¼ 1 this happens precisely if z is contained in every root that contains both e and y;
that is, if z is contained in every positive root on y: The result now follows since
ar ¼ Bn\aþr :
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ð2Þ3ð3Þ: As Lemma 10 shows the negative roots are precisely those having the
corresponding inversions (see chart) this follows immediately. &
Lemma 12. For u; vABn we have upLv implies upwv: In particular, umkDvmk;
u|Dv|; and u}Dv}:
Proof. From (L1) it immediately follows that ukDvk: Moreover, it follows from
(L1) that if aA½7n
; then a4uðaÞ implies uðaÞXvðaÞ: That is, if aouðaÞ then
aouðaÞpvðaÞ so umDvm: Consequently umkDvmk:
From (L2) combined with the above, we claim that if ða; bÞAu| then ða; bÞAv|:
Indeed, if uðaÞ4a and uðbÞ4b then vðaÞ4a; vðbÞ4b by (L1) and so, by (L2), if
uðaÞ4uðbÞ; then vðaÞ4vðbÞ: Thus u|Dv|: Clearly if ða; bÞAu}; then ðb;aÞAu|
which implies ðb;aÞAv| and that in turn implies ða; bÞAv}: Thus u}Dv}:
To ﬁnish the proof, it remains to show that inversions ða; bÞ of u with uðaÞ ¼ a or
uðbÞ ¼ b are inversions of v: Let us assume that uðaÞ ¼ a and ða; bÞ is an inversion of
u: Then bAuk implying bAvk: If ða; bÞ is not an inversion of v; we would then have
vðaÞovðbÞpuðbÞouðaÞ ¼ a: But then vðaÞ4vðbÞXuðbÞ4uðaÞ ¼ a4 b:
But vðbÞovðaÞ; vðbÞ4 b; and vðaÞ4 a imply uðbÞouðaÞ; a contra-
diction. Thus ða; bÞ is an inversion of v in this case.
On the other hand, if ða; bÞ is an inversion of u with uðbÞ ¼ b; we have aAum; so
that aAvm and aob ¼ uðbÞouðaÞpvðaÞ by (L1). If ða; bÞ were not an inversion of v;
we would have aovðaÞ; bovðbÞ; and vðaÞovðbÞ which would imply by (L2) that
uðaÞouðbÞ which it is not. Hence ða; bÞ is again an inversion of v:
Consequently InvðuÞDInvðvÞ; which, by Lemma 11, implies upwv: &
We now examine Bn as a subgroup of A2n; viewed as the symmetric group acting
on the set ½7n
: Recall that we denote the Grassmann order on this group bypG: By
Proposition 6 its rank function can be expressed as rGðuÞ ¼ jumkj  ju|j  ju}j: The
following is proved in [3].
Theorem 13. (1) The Lagrange order is the order induced on Bn as a subgroup of A2n
by the Grassmann order.
(2) If cðuÞ ¼ jfiA½n
 j i  uðiÞo0gj; then
rLðuÞ ¼ ðrGðuÞ þ cðuÞÞ=2:
We will now look at covers in the Lagrange order. Let
TL ¼ fði; jÞði; ; Þ j 1piojpng,fði; iÞ j 1pipng:
Notice that TL contains R ¼ fði; i þ 1Þði; iþ 1Þ j 1pipng,fð1; 1Þg:
Lemma 14. For u; vABn; u!Lv implies v ¼ tu for some tATL:
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Proof. By Theorem 2.11(4) in [3] u!Lv if and only if e!Lvu1 and this is clearly
equivalent to rLðvu1Þ ¼ 1: Set t ¼ vu1: By Theorem 13 rLðtÞ ¼ ðrGðtÞ þ cðtÞÞ=2
and as rGðtÞ ¼ 1; we either have rGðtÞ ¼ 2 and cðtÞ ¼ 0 or rGðtÞ ¼ 1 and cðtÞ ¼ 1:
The latter case only occurs if t is a reﬂection of the form ði; iÞ for some iA½n
: In the
former case we do not have sign changes so we may look at t restricted to ½n
 and we
get rGj½n
ðtÞ ¼ 1; so t is a cover of e in the Grassmann order and therefore by
Theorem 2 is a reﬂection of the form ði; jÞði; ; Þ for some 1piojpn: &
Recalling that ri ¼ ðn  i; n  i þ 1Þ for ion and rn ¼ ð1; 1Þ; a straightforward
check shows for ioj that
ði; jÞði; ; Þ ¼ rrl rl1?rkl and
ði; iÞ ¼ rrnrn1?rln ;
where l ¼ n  i and k ¼ n  j þ 1: Consequently,
TL ¼ frrl rl1?rkl j 1pkplpng:
Lemma 15. For uABn and tATL; upwtu implies rLðtuÞprLðuÞ þ 1; and equality holds
if and only if upLtu:
Proof. If t is of the form ði; jÞði; ; Þ; then cðtuÞ ¼ cðuÞ; and by Theorem 13, it sufﬁces
to show that rGðtuÞ ¼ rGðuÞ þ 2: By Proposition 9 we know that for any reﬂection
t0 ¼ ða; bÞ of ½7n
; we have rGðt0uÞprGðuÞ þ 1: Thus
rGðði; jÞði; ; ÞuÞp 1þ rGðði; ; ÞuÞ
p 2þ rGðuÞ
so that rLðtuÞprLðuÞ þ 1; as desired. Moreover, we have equality if and only if we
have equality in both steps of the above equation. But by Proposition 9, equality
implies upGtu: Theorem 13 implies that this holds if and only if upLtu as desired.
Now let t ¼ ði; iÞ (i40). Recalling that cðtuÞ ¼ jfjA½n
 j j  tuðjÞo0gj and noting
that j  tuðjÞ ¼ j  uðjÞ if and only if uðjÞ ¼7i; it follows that cðtuÞ ¼ cðuÞ71; so
that cðtuÞpcðuÞ þ 1: Considered as an element of A2n however, tATG; so that
rGðtuÞprGðuÞ þ 1 by Proposition 9. Consequently,
2rLðtuÞ ¼ rGðtuÞ þ cðtuÞ
p 1þ rGðuÞ þ 1þ cðuÞ
¼ 2þ 2rLðuÞ:
Thus rLðtuÞp1þ rLðuÞ as desired. Again, equality holds if and only if equality holds
in the above equation, and again this holds if and only if upLtu by Theorem 13. &
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5. Generalizations to other Coxeter groups
We will now generalize the procedure for creating the Grassmann and Lagrange
orders for the Coxeter groups of type An and Bn to Coxeter groups of type Dn; E6;
and E7 and exhibit the corresponding T-orders.
We ﬁrst consider certain sub-orders of the Bruhat–Chevalley order pBC : Let
ðW ; frigiAIÞ be a Coxeter system with diagram M; and label the nodes of the
diagram in the standard way by the elements of I ¼ f1; 2;y; ng (see [5]). Recall that
u!BCv in the Bruhat–Chevalley order on W if
(1) ur ¼ v for some reﬂection r and
(2) lðuÞ þ 1 ¼ lðvÞ;
where lðwÞ denotes the length of a reduced expression in the generators ri for wAW :
This partial order plays a key role in Chevalley’s formula for computing certain
products in the Chow ring associated to the Chevalley group with diagram M (see
[6, Proposition 10]). As we do not wish to go into the background of this formula, we
will simply state it and indicate our interest in it. We refer the interested reader to
Chevalley’s paper [6].
We ﬁrst introduce some notation needed only in the remainder of this section. Let
F be the root system of type M and let D be a Z-basis of size n for F (in fact there are
many such bases). Let Fþ denote the set of positive roots, that is, the roots whose
coefﬁcients on the basis D are all positive. Let D ¼ fa1; a2;y; ang: For any root a let
rðaÞ be the reﬂection sending a to a: Then for each i ¼ 1; 2;y; n; the fundamental
reﬂection ri equals rðaiÞ:
Chevalley’s formula explicitly describes multiplication of cohomology classes
XðwÞ; wAW ; as follows (here Si ¼ X ðw0riÞ with w0 the longest element of W ):
½Si
½X ðvÞ
 ¼
X
u
cðai; bÞX ðvÞ:
Here u runs over all elements in W with u!BCv such that v ¼ urðbÞ: For aAD and
bAF the coefﬁcient cða; bÞ is deﬁned as follows:
cða; bÞ ¼ aða; bÞ /a j aS
/b j bS;
where aða; bÞ is the coefﬁcient of a in the expression for b as a linear combination of
elements in D and /  j  S is the bilinear form on F:
Remark 16. Chevalley’s formula works for any spherical diagram M: If we take
M ¼ An and i ¼ k; then in the sum we get a coefﬁcient of 1 exactly for those u such
that u!kv in the k-Bruhat order, and all the other coefﬁcients are 0: Note that this is
also true for Monk’s formula.
If we take M ¼ Bn and i ¼ n; then in the sum we get a coefﬁcient of 1 exactly
for those u such that u!0v in the 0-Bruhat order, and all the other coefﬁcients
are 0:
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We will use Remark 16 as the characteristic property to generalize the k-Bruhat
and 0-Bruhat orders.
Consider the sets
MinðMÞ ¼ fiAI j cðai; bÞAf0; 1g for all bAFþg:
One can then verify that we get one of the pairs in Table 1. Notice that MinðMÞ
only depends on M since W acts as a linear isometry group on F that is transitive on
the collection of Z-bases for F:
We now deﬁne a partial order on the Coxeter group with diagram M that
coincides with the k-Bruhat order for An and the 0-Bruhat order for Bn:
Deﬁnition 17. For mDMinðMÞ; let upmv if and only if
(1) ur ¼ v; where rAR; and
(2) lðuÞ þ 1 ¼ lðvÞ
and take the transitive closure. Here
R ¼
S
mAmfrmgWIfmg if M ¼ An; Dn; E6; E7;
frn; rrnn1gWIfng if M ¼ Bn;
fr1gWIf1g,frrn1?r1n g if M ¼ Cn:
8><
>:
We call this order the m-Bruhat–Chevalley order on W :
For M ¼ An and m ¼ fkg we have the k-Bruhat order deﬁned in [2], while for
M ¼ Bn and m ¼ fng we have the 0-Bruhat order deﬁned in [3].
Remark 18. Note that for M ¼ An; Dn; E6; and E7 the set R is the collection of all
reﬂections rb such that aðam; bÞ ¼ 1: For these diagrams we have aðam; bÞ ¼ cðam;bÞ:
For M ¼ Bn the set frngWIfng is the collection of reﬂections rb such that aðan; bÞ ¼
cðan; bÞ ¼ 1 and the reﬂections rbAfrn1grnWIfng where aðan; bÞ ¼ 2 and /b j bS ¼ 2:
For M ¼ Cn the set fr1gWIf1g is the collection of reﬂections rb such that aða1; bÞ ¼
cðan; bÞ ¼ 1 and the reﬂection rrn1?r1n where aða1; bÞ ¼ 2 and /b j bS ¼ 2:
We are now in a position to deﬁne the generalizations of the Grassmann and
Lagrange order. Deﬁne the rooted m-Bruhat–Chevalley order on W by setting upmv if
and only if there exists zAW such that
zpmuzpmvz
and take the transitive closure. Note that the identity eAW is the unique minimal
element for this partial order.
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For M ¼ An and m ¼ f1; 2;y; ng the rooted m-Bruhat–Chevalley order is the
Grassmann order. For M ¼ Bn and m ¼ fang the rooted m-Bruhat–Chevalley order is
the Lagrange order.
Bergeron and Sottile proved that in the Grassmann order all reﬂections cover the
identity. This is true also of the other simply laced rooted m-Bruhat–Chevalley orders
given m as in Table 1.
Proposition 19. Let ðW ; frigiAI Þ be a Coxeter group with diagram M defined over I
and let mDI be non-empty. Let ðM; mÞ be one of the following:
(1) M ¼ An; mDf1; 2;y; ng;
(2) M ¼ Dn; mDf1; n  1; ng;
(3) M ¼ E6; mDf1; 6g;
(4) M ¼ E7; m ¼ f7g:
Then in the rooted m-Bruhat–Chevalley order on W all reflections cover the identity.
In the proof we will use the following notation. For JDI we let MJ ¼ ðmklÞk;lAJ
and WJ ¼ /rj j jAJS: One can verify that ðWJ ; frjgjAJÞ is a Coxeter system with
diagram MJ : For u; vAW we write the conjugate of u under v as uv ¼ v1uv:
Proof. We will prove the following: Given m1Am and a reﬂection rAW there exists a
K ¼ fm1; m2;y; mkgDI and wAWIK with r ¼ rðrm2 rm1 Þðrm3 rm2 Þ?ðrmk rmk1 Þwm1 : Moreover,
MK is of type Ak and m1 labels one of the end-nodes.
Let r be any reﬂection. We proceed by induction on the pairs ðM; mÞ in the list. If
M ¼ A1 and m ¼ f1g then r can only be r1 and we must take K ¼ f1g and w ¼ e:
Now suppose MaA1: Then since M is simply laced and connected any two
reﬂections are conjugate and so rAW Wfm1g: It was proved by Blok and Brouwer [4]
that
W Wfm1g ¼
[
jAI
W
WIfm1g
fjg ;
and so rAW
WIfm1g
fjg for some jAI :
Table 1
Dynkin diagrams and their minuscule weights
M MinðMÞ
An f1; 2;y; ng
Bn fng
Cn f1g
Dn f1; n  1; ng
E6 f1; 6g
E7 f7g
E8; F4; G2 |
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If reWIfm1g then r ¼ rwm1 for wAWIfm1g and we can take K ¼ fm1g:
Otherwise rAWIfm1g: In fact rAWI2 for some connected component MI2 of
MIfm1g for, if MIfm1g is disconnected then generators corresponding to distinct
connected components of MIfm1g commute and r is the conjugate of only one of
these generators. Let m2 be the unique neighbor of m1 in M2 ¼ MI2 : One veriﬁes
easily that if m2 ¼ fm2g then ðM2; m2Þ is again in the above list.
By induction we can now ﬁnd K2 ¼ fm2; m3;y; mkgDI2 and wAWI2K2 with
r ¼ rðrm3 rm2 Þðrm4 rm3 Þ?ðrmk rmk1 Þwm2 : In addition MK2 is of type Ak1 and m2 labels one of the
end-nodes.
Substituting rm2 ¼ r
rm2 rm1
m1 we are done. It is clear that the diagram induced on
K ¼ fm1; m2;y; mkg is of type Ak and that m1 labels one of the end-nodes. Notice
that r
ðrm2 rm1 Þðrm3 rm2 Þ?ðrmk rmk1 Þ
m1 ¼ rmk :
Let r; m1; K ¼ fm1; m2;y; mkg; and wAWIK be as above. Let Z ¼
ðrm2rm1Þðrm3rm2Þ?ðrmk rmk1Þ so that r ¼ rZwm1 : Set z ¼ ðZwÞ1: We now prove that
zpmez!mrz:
It is clear that zpmez ¼ z: As for the second inequality we have zrm1 ¼ rz where
m1Am: Thus in order to show z!mrz we only have to establish that lðzÞ þ 1 ¼
lðzrm1Þ:
First of all, since wAWIK and Z; rm1AWK we have lðzÞ ¼ lðw1Þ þ lðZ1Þ and
lðzrm1Þ ¼ lðw1Þ þ lðZ1rm1Þ so we may assume that w ¼ e:
Now z and zrm1 are elements of a Coxeter group of type Ak where m1 is the label of
one of the end-nodes. Writing i for rmi we get z ¼ Z1 ¼ ððk  1ÞkÞ?ð23Þð12Þ and
zrm1 ¼ ððk  1ÞkÞ?ð23Þð12Þ1: Now using that non-neighboring labels commute we
can rewrite these as z ¼ ððk  1Þðk  2Þ?21Þðkðk  1Þ?2Þ and zrm1 ¼ ððk  1Þðk 
2Þ?21Þðkðk  1Þ?21Þ:
Keeping this notation one can easily check that 1ð21Þð321Þ?ðkðk  1Þ?21Þ is an
expression of length kðk þ 1Þ=2 for the longest element w0 in the Coxeter group of
type Ak and hence is the reduced expression for this element. Since the above
expressions for z and zrm1 are subwords of the above expression for w0; they are
reduced and so their length is simply the number of generators in these expressions.
We ﬁnd lðzÞ þ 1 ¼ lðrzÞ so that zpmez!mrz:
This implies e!mr: Suppose that this is not the case and sAW satisﬁes spmr: Then
there is some element a with apmsapmra: As r is a fundamental reﬂection we have
lðraÞplðaÞ þ 1; so either s ¼ e or s ¼ r: &
From the rooted m-Bruhat–Chevalley order we construct a T-order in the
following way.
T ¼ fr a reflection of W j u!mur for some uAWg:
It was proved by Bennett et al. [1] that this method applied to the Grassmann
order yields a T-order which is in fact equivalent to the Grassmann order. Similarly,
Theorem 3 shows that this method applied to the Lagrange order yields a T-order
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which is in fact equivalent to the Lagrange order. As the Grassmann order is the
rooted m-Bruhat–Chevalley order for M ¼ An and m ¼ f1; 2;y; ng and the
Lagrange order is the rooted m-Bruhat–Chevalley order for M ¼ Bn and m ¼ fng;
the above orders in some sense generalizes the Grassmann and Lagrange order for
the Coxeter groups of type Dn; E6; and E7:
We can now prove Theorem 4.
Proof (Theorem 4). In the construction of the set T above take u ¼ e: Then
according to Proposition 19 we can take v ¼ r to be any reﬂection. &
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