In this work we investigate the possibility of the pattern formation for a reaction-diffusion system with nonlinear diffusion terms. Through a linear stability analysis we find the conditions which allow a homogeneous steady state (stable for the kinetics) to become unstable through a Turing mechanism. In particular, we show how cross-diffusion effects are responsible for the initiation of spatial patterns. Finally, we find a Fisher amplitude equation which describes the weakly nonlinear dynamics of the system near the marginal stability.
Introduction
Since the pioneering work of Turing 6 it is well known that, in a reactiondiffusion system describing the interaction between two species (or reactants), different diffusion rates can lead to the destabilization of a constant steady state followed by the transition to a nonhomogeneous steady state (pattern).
A steady state is Turing unstable if it is stable as a solution to the reaction system (without diffusion terms), but unstable as a solution of the full reaction-diffusion system. 2, 4 This mechanism, known as diffusion driven instability, is used to model the pattern appearance.
In certain models, as the classical Lotka-Volterra competition-diffusion system, classical diffusion is not sufficient to describe the pattern formation since no Turing unstable steady state arise no matter what the diffusion rates are. Thus, to model segregation, Shigesada, Kawasaki and Teramoto proposed the nonlinear evolution system (1). Here u, v are the population densities of two competing species. The system tries to describe the tendency of the species to diffuse (faster than predicted by the usual linear diffusion) toward lower density areas:
. The non-negative parameters a i , b i and c i are respectively the self diffusion, the cross diffusion and the diffusion coefficients. The constants γ ij > 0 represent the competitive interaction and the parameter Γ describes alternatively the relative strength of reaction terms or the size of the spatial domain. In this work we are interested to describe the mechanism of pattern formation for the system (1) with homogeneous Neumann boundary conditions. In section 2 we perform a linear stability analysis of the system (1) and we recover how the cross-diffusion is the key mechanism of pattern formation. In section 3, through a weakly nonlinear analysis, we derive the Fisher equation which describes the dynamics near marginal stability; as a special case we find travelling wave solutions.
Linear analysis
The kinetic part of the system (1) has four fixed points:
Let (u 0 , v 0 ) denote one of the fixed point. The linearized system in the neighborhood of (u 0 , v 0 ) is:
where:
We look for conditions on the parameters such that (u 0 , v 0 ) is stable to spatially uniform perturbations (stable for the kinetics) but unstable to non-homogeneous perturbations (diffusion driven instability). It is well known that (u 0 , v 0 ) is stable for the kinetics if tr(J(u 0 , v 0 )) < 0 and det(J(u 0 , v 0 )) > 0. One can therefore derive the following classification of the equilibria in absence of the diffusion terms:
(i) the trivial equilibrium is always unstable for the kinetics; (ii) A is a stable equilibrium point if µ 1 − µ 2 γ12 γ22 < 0; (iii) B is a stable equilibrium point if µ 1 γ21 γ11 − µ 2 > 0; (iv) C is a stable equilibrium point if γ 11 γ 22 − γ 12 γ 21 > 0 (weak interspecific competition). Moreover, the conditions µ 1 γ 22 − µ 2 γ 12 > 0 and µ 2 γ 11 − µ 1 γ 21 > 0 must hold for the existence of the point C.
This means that C exists and is a stable equilibrium point when both the points A and B are unstable.
Standard linear analysis leads to the following dispersion relation, which gives the eigenvalue λ as a function of the wavenumber k:
Spatial patterns arise in correspondence of those modes k for which Re(λ) > 0. The analysis of the dispersion relation for the A and B fixed points shows that the diffusion terms have a stabilizing effect. The dispersion relation of the C point reads:
where
Being tr(D) > 0 and tr(J) < 0, the only way one can have Re(λ) > 0 for some k = 0 is when h(k 2 ) < 0. This implies that, for Turing instability, the following two conditions must hold:
By the expression (7) of q it follows that the only potential destabilizing mechanism is the presence of the cross-diffusion terms. The conditions on the existence and stability of the point C imply that only one of the two expressions γ 22 v 0 − γ 21 u 0 or γ 11 u 0 − γ 12 v 0 can be less than zero. Therefore when b 1 has a destabilizing effect then b 2 has a stabilizing one and vice versa. In what follows we choose the case γ 22 v 0 − γ 21 u 0 < 0 without loss of generality.
Let us now define the quantities α and β as:
and the quantity ξ + as the positive root of:
One can easily see that the critical value b * 1 = β/α + ξ + is such that, when b 1 > b * 1 , the conditions (8) are satisfied and the system has a finite k pattern-forming stationary instability. The unstable wavenumbers stay in between the roots of h(k 2 ), denoted by k 3 Hence, for Γ small enough, the pattern does not form, because no allowable modes would be in [k
In Fig 2 we show a pattern, computed using a spectral methods. The initial datum is a random periodic perturbation of the equilibrium C. 
Amplitude equation near marginal stability
The stability diagram in the (µ 2 , µ 1 ) plane of the system (1) is: The dotted curve separating regions II and III is the C stability boundary: C is stable in region II, unstable in region III and does not exist in regions I and IV. The point A is stable in region IV and unstable otherwise; the pooint B is stable in region I and unstable otherwise. We want to perform a weakly nonlinear analysis near the A state stability boundary. The growth rate of the A fixed point is λ = Γ µ 1 − µ 2 γ12 γ22 which is zero along the stability boundary. Close to the boundary we define:
Substituting the perturbation expansion:
into (1) written in terms of the rescaled variables, it follows:
We have obtained a slave condition for v 1 and the Fisher equation which describes the weakly nonlinear dynamics of u 1 .
Travelling wave solutions to the Fisher equation (10) are obtained substituting z = η − ωt into (10): we obtain the eigenvalue relation:
The critical damping ω = ω * = 2 √ h defines the minimum front speed. There exists a non-negative trajectory which connects the states C and A when ω > ω * . Moreover, the Fisher equation has the following exact analytical solution:
where ξ = ± Γ 24h η + 5Γ 12 τ , which is a travelling wave with front speed 5/ √ 6ω * . Numerical simulations show that, near marginal stability, the front propagates following (with very good approximation) the profile (14), see Extensive numerical simulations show that the solution assumes the travelling front profile independently of the initial conditions. Analogous results are recovered if one performs the same analysis for the point B. Finally, the weakly nonlinear analysis near the marginal stability of the point C is much more complicated and it will be the subject of a forthcoming paper.
