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Abstract
In the present communication, we propose an exponential entropy of order β for an intuitionistic fuzzy set and a new intuitionistic
fuzzy divergence measure for the intuitionistic fuzzy sets along with their proof of validity. Further, a new algorithm for image edge
detection has been framed on the basis of the proposed intuitionistic information measures. The implementation and applicability
of the proposed algorithm have been illustrated by taking diﬀerent sample images. The obtained results have been ﬁnally analyzed
and found to be better than the existing ones.
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1. Introduction
Images are among the most important information carriers currently used. The ﬁeld of image processing develops
theories to process these images, either to extract speciﬁc information, to improve their quality or either to prepare
them for other applications. Over the years, several methods have been proposed for the image edge detection, which
is the method of marking points in a digital image, where intensity changes sharply for which diﬀerent type of method-
ologies have been implemented in various applications. Most of the traditional edge-detection algorithms in image
processing typically convolute a ﬁlter operator and the input image, and then map overlapping input image regions to
output signals which lead to considerable loss in edge detection1. Research has clearly demonstrated that methods in-
volving Gaussian ﬁltering suﬀer from problems such as edge displacement, vanishing edges and false edges2. Another
problem faced by few methods like the anisotropic diﬀusion lies in obtaining the locations of semantically meaningful
edges at coarse scales generated by convoluting images with Gaussian kernels3. However, studies have shown that
there is no such loss in the fuzzy based methods and the results are better. Chaira and Ray13 applied Intuitionistic
Fuzzy Sets (IFSs) and intuitionistic fuzzy divergence measures for edge detection. The results were dependent on
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the selection of hesitation constant. Chaira14 provided that better results are obtained by using Intuitionistic Fuzzy
Set theory because it considers more number of uncertainties, and as medical images are low contrasted with vague
region/boundaries, intuitionistic fuzzy set gives better result. Fuzzy set theory4 may give better result, as it considers
only one uncertainty parameter i.e. the membership function. When membership function is not always accurately
deﬁned due to the lack of personal error, an intuitionistic fuzzy set may help in solving the problem.
In literature, diﬀerent generalization of Fuzzy Sets have been presented by various researchers. Among them,
intuitionistic fuzzy sets (IFSs) proposed by Atanassov5,6,7,8 turned out to be the most suitable tool for modelling the
hesitancy arising from imprecise or/and imperfect information. IFSs are deﬁned using two characteristic functions,
namely the membership and the non-membership, describing the belongingness or non-belongingness of an element
of the universe to the IFS respectively.
An intuitionistic fuzzy set A˜ in a ﬁnite set X may be mathematically represented as A˜ =
{〈
x, μA˜(x), νA˜(x)
〉
: x ∈ X},
where μA˜ : X → [0, 1] and νA˜ : X → [0, 1] with the condition 0 ≤ μA˜(x) + νA˜(x) ≤ 1, ∀x ∈ X. The numbers μA˜(x)
and νA˜(x) denotes the degree of membership and non-membership of an element x to a set A˜ respectively. For each
element x ∈ X, the amount πA˜(x) = 1 − μA˜(x) − νA˜(x) is called the degree of indeterminacy (hesitation part). It is the
degree of uncertainty whether x belongs to A˜ or not. We denote IFS(X) the set of all the IFSs on X.
2. Exponential Entropy of Intuitionistic Fuzzy set of Order β
Bustince and Burillo9 present the axiomatic deﬁnition for the entropy of the intuitionistic fuzzy sets. The following
conditions give the intuitive idea for the degree of fuzziness of the intuitionistic fuzzy set, i.e., for the entropy of the
intuitionistic fuzzy set:
(i) It will be null when the intuitionistic fuzzy set is a fuzzy set;
(ii) It will be maximum if the intuitionistic fuzzy set is completely intuitionistic;
(iii) An intuitionistic entropy of the intuitionistic fuzzy set will be equal to its complement;
(iv) If the degree of membership and the degree of non-membership of each element increase, the sum will do so as
well, and therefore, this intuitionistic fuzzy set becomes less fuzzy, and therefore the entropy should decrease.
In view of the above stated points and the axiomatic deﬁnition of entropy for an intuitionistic fuzzy set is given as
Deﬁnition 1. A real-valued function E : IFS(X) → [0, 1] is called the entropy measure on IFS(X), if E satisﬁes
the following properties:
(E1) E(A˜) = 0⇔ A˜ is a fuzzy set;
(E2) E(A˜) = 1⇔ μA˜(x) = νA˜(x), ∀x ∈ X;
(E3) E(A˜) ≤ E(B˜) if A˜ is less fuzzy than B˜, i.e., μA˜(x) ≤ μB˜(x) and
νA˜(x) ≥ νB˜(x) for μB˜(x) ≤ νB˜(x) or μA˜(x) ≥ μB˜(x) and νA˜(x) ≤ νB˜(x) for μB˜(x) ≥ νB˜(x), ∀x ∈ X;
(E4) E(A˜) = E(A˜c), where A˜c is the complement of A˜.
Theorem 1. The following proposed intuitionistic exponential fuzzy entropy of order β given by
Eβ(A˜) =
1
n
n∑
i=1
[
1 − (μ(xi) + ν(xi))β · e1−(μ(xi)+ν(xi))β
]
; where β ∈ [0, 1], (1)
is a valid intuitionistic fuzzy entropy of intuitionistic fuzzy set.
Proof: In order to prove that the measure (1) is a valid intuitionistic fuzzy entropy, we shall show that four
properties (E1-E4) are satisﬁed.
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E1. Eβ
(
A˜
)
= 0⇔ 1ne
n∑
i=1
[
1 − (μA˜ (xi) + νA˜ (xi))β e1−(μA˜(xi)+νA˜(xi))β
]
= 0
⇔
[
1 − (μA˜ (xi) + νA˜ (xi))β e1−(μA˜(xi)+νA˜(xi))β
]
= 1, ∀xi ∈ X ⇔ (μA˜(xi) + νA˜(xi))β = 1, ∀xi ∈ X ⇔ A˜ is fuzzy set.
E2. Eβ(A˜) = 1⇔ 1ne
n∑
i=1
[
1 − (μA˜ (xi) + νA˜ (xi))β e1−(μA˜(xi)+νA˜(xi))β
]
= 1
⇔
[
1 − (μA˜ (xi) + νA˜ (xi))β e1−(μA˜(xi)+νA˜(xi))β
]
= 0, ∀xi ∈ X ⇔ (μA˜(xi) + νA˜(xi))β = 0, ∀xi ∈ X.
E3. It is trivial.
E4. Let A˜ and B˜ be two intuitionistic fuzzy sets such that A˜ 
 B˜, then μA˜(xi) ≤ μB˜(xi), νA˜(xi) ≤ νB˜(xi), which implies
that
(
μA˜ (xi) + νA˜ (xi)
)β ≤ (μB˜ (xi) + νB˜ (xi))β. Consider the real-valued function φ (x) = xβe1−xβ . It may be noted
that ∂φ
∂x ≥ 0 for all values of x ∈ [0, 1] for any β ∈ [0, 1], which shows that the function φ is an increasing
function on [0, 1]. Since 0 ≤ (μA˜ (xi) + νA˜ (xi))β ≤ (μB˜ (xi) + νB˜ (xi))β ≤ 1, therefore, φ (μA˜ (xi) + νA˜ (xi))β ≤
φ
(
μB˜ (xi) + νB˜ (xi)
)β and (μA˜ (xi) + νA˜ (xi))β e1−(μA˜(xi)+νA˜(xi))β ≤ (μB˜ (xi) + νB˜ (xi))β e1−(μB˜(xi)+νB˜(xi))β .We may rewrite
the above inequality as 1 − (μA˜ (xi) + νA˜ (xi))β e1−(μA˜(xi)+νA˜(xi))β ≥ 1 − (μB˜ (xi) + νB˜ (xi))β e1−(μB˜(xi)+νB˜(xi))β . Hence
Eβ
(
A˜
)
≥ Eβ
(
B˜
)
. Thus, the proposed entropy (1) satisﬁes all the four properties of intuitionistic fuzzy entropy
function.
3. Intuitionistic Fuzzy Directed Divergence Measure
Divergence measures based on entropy functions represent the dissimilarity between pairs of probability distribu-
tions, and are therefore widely used for the process of statistical inference10. Divergence measures between intuition-
istic fuzzy sets play a signiﬁcant role in many applications of intuitionistic fuzzy set theory, viz. image processing,
pattern recognition and decision making problems etc. Hung and Yang12 proposed J-divergence of intuitionistic fuzzy
sets with its applications to pattern recognition.
The divergence measure between IFSs A˜ and B˜, denoted by D(A˜, B˜), satisﬁes the following properties (D1-D3):
D1. 0 ≤ D(A˜, B˜) ≤ 1 and as D(A˜, B˜) = 0, if and only if A˜ = B˜;
D2. D(A˜, B˜) = D(B˜, A˜);
D3. Let A˜, B˜ and C˜ be IFSs in X, such that A˜ ⊆ B˜ ⊆ C˜. Then D(A˜, B˜) ≤ D(A˜, C˜) and D(B˜, C˜) ≤ D(A˜, C˜).
Let A˜ =
{
(x, μA˜(x), νA˜(x)|x ∈ X)
}
and B˜ =
{
(x, μB˜(x), νB˜(x)|x ∈ X)
}
be two intuitionistic fuzzy sets over the single
point universal set X = {x}. Considering the hesitation degree, the interval or range of the membership degree of
the two intuitionistic fuzzy sets A˜ and B˜ may be represented as [μA˜(x), μA˜(x) + πA˜(x)] and [μB˜(x), μB˜(x) + πB˜(x)],
respectively. The interval is due to the hesitation or the lack of knowledge in assigning the membership values.
Theorem 2. The following proposed intuitionistic fuzzy divergence measure given by
DβIF(A˜, B˜) =
(
Eβ(A˜) + Eβ(B˜)
2
)
− Eβ
(
A˜ + B˜
2
)
, (2)
is a valid divergence measure between A˜ and B˜ based on the proposed entropy (1).
Proof:
D1. Consider the function f (x) = (1− xβ)e1−xβ where x ∈ [0, 1]. We get f ′(x) = (x−2)e1−x and f ′′(x) = βx2 e1−x
β
[(4β−
1)x2β − 2(β − 1)xβ − βx3β] > 0, since x ∈ [0, 1] and β ∈ [0, 1]. Consequently f is a convex function. Therefore,
for any two points x1 and x2 in [0, 1] the following inequality holds:
f (x1) + f (x2)
2
≥ f
( x1 + x2
2
)
. (3)
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On substituting the considered function into (3), we get
(1 − x1β)e(1−x1β) + (1 − x2β)e1−x2β
2
−
(
1 − x1
β + x2β
2
)
e1−(
x1
β+x2
β
2 ) ≥ 0. (4)
Now, we putting x1 = μA˜(x) + νA˜(x) and x2 = μB˜(x) + νB˜(x) in above the equation, we have D
β
IF(A˜, B˜) ≥ 0.
Moreover, equality holds if and only if x1 = x2, i.e., μA˜(x) = μB˜(x) and νA˜(x) = νB˜(x).
D2. It is obvious that DβIF(A˜, B˜) = D
β
IF(B˜, A˜).
D3. Let A˜ ⊆ B˜ ⊆ C˜, then we have μA˜(x) ≤ μB˜(x) ≤ μC˜(x) and νA˜(x) ≤ νB˜(x) ≤ νC˜(x), which implies A˜+B˜2 
 A˜+C˜2 which
is further implies that H
(
A˜+C˜
2
)
≤ H
(
A˜+B˜
2
)
and also H(B˜) ≤ H(C˜). Therefore,
D(A˜, B˜) =
1
2
(
H(A˜) + H(B˜)
)
− H
(
A˜ + B˜
2
)
≤ 1
2
(
H(A˜) + H(C˜)
)
− H
(
A˜ + C˜
2
)
= D(A˜, C˜) (5)
Thus, D(A˜, B˜) ≤ D(A˜, C˜) and similarly, we can easily prove that D(B˜, C˜) ≤ D(A˜, C˜). Hence, the proposed
intuitionistic fuzzy divergence measure (2) is a valid divergence measure for intuitionistic fuzzy sets.
4. Experimental Setup for Edge Detection and Algorithm
A few crisp and fuzzy edge detection methods have been found in literature. Lopera et al.15 applied Jensen-
Shannon divergence measure to obtain the gray level histogram by sliding a double window over an image for edge
detection. Tao and Thomson17 used gradient approximations as input variables to obtain the output. In their approach
two fuzzy sets, large and small, were used as linguistic variables and 16 fuzzy rules from 16 contour structures were
obtained. Kenneth et al.16 proposed a fuzzy edge detector for edge detection. They used several fuzzy templates and
then detect edges of an image using a similarity measure. Chaira and Ray13 also applied a set of 16 fuzzy templates
in edge detection using intuitionistic fuzzy set. We also taken a set of 16 fuzzy templates each of size 3 × 3, which
represents diﬀerent types of edge proﬁles. All these 16 fuzzy templates are represented in Fig 1. The choice of
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Fig. 1. Set of Sixteen 3 × 3 matrices
templates is crucial which reﬂects the type and direction of edges. The templates are the examples of the edges, which
are also the images, where a, b and 0 represent the pixels of the edge templates, and the values of a and b have been
chosen randomly. It may be noted that the size of the templates should be less than the size of image. The whole
normalized image is divided into 3 × 3 non-overlapping blocks (image windows), then each template is imposed at
each blocks. The DβIF intuitionistic fuzzy divergence value of the each image window with 16 fuzzy image template
is calculated using the max–min relationship13, as given below:
DβIF(i, j) = maxN
[min
r
DβIF(ai j, bi j)], (6)
The set of all intuitionistic fuzzy divergence values DβIF(ai j, bi j) between the image window A˜ and the template B˜
for each elements ai j and bi j is calculated. Using this value of D
β
IF(i, j), we update the center of processed window
in the original image. When all the windows are processed, then the original image is transformed into intuitionistic
fuzzy divergence image. Finally, the intuitionistic divergence image is being threshold to get the edge detection of the
image. The proposed algorithm is being presented through the following ﬂow chart given in Fig 2.
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Fig. 2. Flow Chart of the Algorithm
5. Results and Discussion
The values of a and b in the edge templates are chosen randomly. The results with various values of a and b are
obtained but the results are not good for the higher values of a and b. The best edge detected results are found when
we take the smaller values for a and b. It may also be observed that on increasing the number of templates there is
no major change in edge detection results and while decreasing the number of templates, many edges are found to
be missing. Hesitation constant c is introduced for the image as well as to the templates. Hesitation constant for the
image is marked as c1 and for the templates as c2. Also, the results with various values of hesitation constant c1,
c2, β and threshold value Th are shown in ﬁgures. After applying the various values of these parameters, we found
that the results for the edge-detection are found to be better, when c1 = 0.3, c2 = 0.04, β = 0.99 and threshold value
Th = 0.05 to Th = 0.10. Further, the obtained results using the proposed method have been compared with the results
of Chaira and Ray13 in MATLAB and the obtained results are found to be better.
A. ‘Coins’ gray scale image taken of size 246 x 300, is shown in ﬁgure 3. The results are shown with the varying
values of a, b, c1, c2, β and Th. we found that, the best results for edge-detection are found when a = 0, b = 0,
c1 = 0.3, c2 = 0.04, β = 0.99 and threshold value Th = 0.05. With these parametric values the gray matter is
clearly extracted from our proposed method. In the result with the higher values of a = 0.9, b = 0.9 and/or higher
values of c1 = 0.5, c2 = 0.9 edges are not properly detected.
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 Original Image c1=0.04, c2=0.3, a=0, b=0, Th=0.05, Beta=0.99 c1=0.5, c2=0.9, a=0, b=0, Th=0.05, Beta=0.99
c1=0.3, c2=0.04, a=0.9, b−0.9, Th=0.05,
Beta=0.99
c1=0.3, c2=0.04, a=0.1, b=0.1, Th=0.05,
Beta=0.99
c1=0.3, c2=0.04, a=0, b=0, Th=0.05, Beta=0.99
Fig. 3. Coins Image
B. ‘Rice’ gray scale image taken of size 256 x 256. The results are obtained with the varying values of a, b, c1, c2, β
and Th. We found that, if we ﬁx c1 = 0.3, c2 = 0.04 and vary a = 0 − 0.9, b = 0 − 0.9, β = 0.2 − 0.99 or to any
bigger value and Th = 0.05 − 0.15, there is not a major impact on the edge detection. The results are better when
the values of a, b are kept smaller, Th is near to 0.10 and β is near to 1. So, the results are found to be better with
a = 0, b = 0, c1 = 0.3, c2 = 0.04, β = 0.99 and Th = 0.10.
C. ‘Coins’ gray scale image taken of size 246 x 300. Here we have applied the proposed method on the original
image and the results are obtained.
D. ‘Rice’ gray scale image taken of size 256 x 256. Here we have applied the proposed method on the image and the
results are obtained with c1 = 0.3, c2 = 0.04, a = 0, b = 0, β = 0.99 and Th = 0.10 for the edge-detection.
Fig. (a)  Original Image Fig. (b) c1=0.3, c2=0.04, a=0, b=0,Th=0.10, Beta=0.99
Fig. (c) c1=0.05, c2=0.1, a=0.2, b=0.2,
Th=0.11
Fig. 4. Rice Image
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E. ‘Cameraman’ gray scale image taken of size 256 x 256. Here we have applied the proposed method on the image
and the results are obtained with c1 = 0.3, c2 = 0.04, a = 0, b = 0, β = 0.99 and Th = 0.05 for the edge-detection.
All the results above obtained based on the proposed intuitionistic fuzzy divergence measure are found to be better
than the results of Chaira and Ray13.
6. Conclusions
In this paper, we proposed a new divergence measure for intuitionistic fuzzy sets along with their proof of validity
which depends on the proposed entropy of order β. This divergence measure has been applied on various images for
edge detection. Experimental results have shown that the edge detection is completely dependent on the selection of
hesitation degree c1, c2 and β. The proposed method has provided wonderful results as compared with other existing
methods. The proposed method can further be applied in medical diagnosis and satellite image processing.
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