To elucidate the time development of quasi-stationary states, a simple barrier penetration problem has been studied. Both approximate expressions and numerical results for some parameters were obtained for the decay rate. First, irregular oscillations occur for a short time. Second, the exponential region follows. Third, further oscillations occur during which the decay rate dips to negative values, so that the probability of finding the undecayed system increases briefly at several times, Fourth and finally, the decay rate decreases like an inverse power of the time.
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The result for the large-time inside ( -
2T e'm' 6 3 Again, only the leading terms in 1/G have been kept.
W'e now seek an expression that gives, at least qualitatively, the behavior of the wave function at all except very early times. For G))1, the resonance in the integrand of (1) near q= sir is sharp. Then the neighborhood of q=0 becomes important as soon as the effect of the resonance is made negligible by the rapid oscillations of exp( -iTq') there. The wave function for all except early times is approximated therefore inside the well by the sum of (2a) and (5a), and outside by the sum of (2b) The time average of P, taken over a long time, approximates the expectation value of the momentum of the particles that emerge from the well. During the time in which exponential decay is valid, P eh/2u, the magnitude of the momentum that would be found in the well if the barrier were impenetrable and the state stationary. At very large times, when only the second term in (7) is important, P 5/2aT= ma/t.
(10)
The quantity P will be examined further in the next section.
NUMERICAL STUDIES
The approximations used above are good for large G, that is, for 0E/E((1. For such "narrow" states, the second and third terms in (7) do not become important until very many mean lives have elapsed. If one begins with any reasonable number of decaying systems, the inXfsin(eirL -eT 7r/4-)+m7rL cos(eirL -eT 7r/4) -j. (7) The barrier parameter G has been eliminated through (4). The first term is dominant in the exponential region a. ", d is the consequence of (2b) The third part of (7) at some instants. There follows then the approximately exponential region, which, in turn, gives way to a region of violent oscillations that are described. qualitatively by the last term of (7). The remainder of the decay is displayed in Fig. 4 . Between T= 10 and 20, the negative dips in the current occur. As a check, the first dip around T=10.85 was studied in some detail.
A numerical integration of~*over the well was made at T=10.75 and 7=10.95. The increase of the probability of finding the particle inside equals the time integral of the negative current, within the 2% accuracy of the calculation. These oscillations do not depend strongly on details of the initial state: With optimum choice of phase, an admixture of 45% of the n= 2 function is necessary to drive the current positive at 7= 10.85. Finally, near T=20, the power-law behavior of the second term in (7) appears. The numerical results are inaccurate here because the current in the very large time region is given by the small difference of large quantities.
The mean momentum P, defined in (8), is displayed in Figs. 5 and 6. Since the current rises from zero faster than the density at very small times, P -+~as T~O. plausible. At very early times, the high-momentum cornponents leave the well rapidly. Then, during the exponential region, the bulk of the components that have approximately the resonance energy determines the decay. The decay is exponential because only the size, not the shape, of the wave function changes appreciably. Finally, after the components near the resonance are depleted, the very low momentum components come out. Khal6n's theorem' can be viewed as follows: As the state evolves over long times, the high-energy components are depleted preferentially, and the mean energy of the emitted particles approaches the lowest energy in the spectrum. Such lowering of the mean energy will cause a steady lengthening of the mean life, which is equivalent to a slower than exponential decay.
For G= 20, hE/E=0. 018. The decay was followed in any detail only through the beginning of the exponential region. Enough points were calculated at later times to locate roughly the end of the exponential 7.6h/2ma', does equal the energy found in the exponential region if we take that energy to be P'/2m. to perniit neglect of all but the lowest powers of 1/G. There is, however, fair agreement regarding the location of the exponential, oscillatory, and power-law regions, and regarding the magnitude of the terms in (7). 
MEASURABILITY
The detailed results displayed above are, of course, valid only for our rather artidcial model, but many quasi-stationary states will develop in a similar fashion. One can usually expect that there will first be a short time during which the initially specihed state adjusts to the interactions that determine its decay. Second, i507 there will be a period of approximately exponential decay, governed by a pole responsible for a resonance. Third, oscillations of the decay rate can result from cross terms between the residue at the resonance pole and the contributions from the low-energy part of the spectrum. Fourth, only the low-energy end of the spectrum is important, and the decay rate decreases as some inverse power of the time.
There is no formal obstacle to the observation of these e6ects, as can be seen by examining any thought experiment of the kind commonly used in discussions of this sort. We must find an operator R such that the required 4'(x, O) is an eigenfunction of R with eigenvalue r. We measure R, and know, whenever r results, that we have at that instant prepared %(x,O). After some time t&, we examine the system to see whether it has decayed; it does not matter that this examination disturbs the system. Many repetitions of these operations for each of many times t& will then yield all required information. There are no uncertainty principle limitations on the observability of all the features that have been discussed, even though we must measure times much smaller than E/A.
The experimental difficulties of such measurements are, of course, tremendous. The frequency E/h of the oscillations will usually be so high that only the time average can be observed. Furthermore, the 6rst and second terms in (7) become equal when n'x exp(T/v. ) = (T/r)'(E/4E)', that is, for narrow states, when T/r 5 1n(E/hE). 
