Abstract. We describe the spectrum of bilateral operator-weighted shifts.
Introduction
Throughout this note, L(H) will denote the algebra of all bounded linear operators acting on a complex Hilbert space H and l 2 (Z, H) will be the usual Hilbert space of all square summable sequences (x n ) n∈Z whose elements are in H. For an operator T ∈ L(H), we denote by σ(T ), σ su (T ), σ ap (T ), and σ p (T ) the spectrum, the surjectivity spectrum, the approximate point spectrum, and the point spectrum of T , respectively. We also denote by r(T ) the spectral radius of T , and by q(T ) the minimum modulus of σ(T ), that is, q(T ) = 0 i fT is not invertible,
if T is invertible.
Moreover, we let m(T ) := inf{ T x : x = 1} stand for the lower bound of T and recall that the sequence (m(T n ) 1 n ) n≥1 converges and its limit, denoted by r 1 (T ), equals its supremum.
Let (A n ) n∈Z be a two-sided sequence of uniformly bounded invertible operators in L(H), and let (B n ) n∈Z be the sequence given by
where for an element x = (. . . ,
In [5, Theorem 2], Herrero provided some spectral inclusions for hyponormal bilateral operator-weighted shifts. He then deduced that the spectrum of a hyponormal bilateral operator-weighted shift of multiplicity k (i.e., H = C k ) is the union of at most k annuli (see [5, Corollary 3] ). In [2] , Ben-Artzi and Gohberg introduced the concepts of Bohl exponent and canonical splitting projection to describe the spectrum and the essential spectrum of S when H = C k and max sup
But these two concepts are quite complicated and are not easy to apply in concrete situations except when the corresponding weight sequence is particularly special. In [6] , Li, Ji and Sun first proved that each operator-weighted shift, S, of finite multiplicity k, is unitarily equivalent to a k × k upper-triangular operator matrix, M, whose coefficients are scalar weighted shifts. Therefore, they completely describe the essential spectrum of S in terms of the scalar weighted shifts situated on the diagonal of M.
In [4] , the author described the local spectrum of S at most points of l 2 (Z, H) and used some tools from local spectral theory to describe completely the spectrum of all bilateral operator-weighted shifts satisfying Dunford's condition (C) (see [4, Theorem 4.2] ).
The main goal of the present note is to describe the spectrum of bilateral operator-weighted shifts that have no restriction on the corresponding weight sequences. We feel that our approach, which is based on local spectral theory, is simpler and more accessible than the approach of Ben-Artzi and Gohberg.
Main results
We begin this section by fixing some notation that will play a crucial role in the rest of this note. For an injective bilateral scalar weighted shift T with a bounded weight sequence (υ n ) n∈Z , we set
Keep in mind that
The spectrum of T and its parts are described in terms of the above quantities.
Theorem 2.1. The following assertions hold. (i) The spectrum of T is given by
Otherwise,
Proof. See [9, Theorem 3] and [10, Theorem 5].
For every nonzero x ∈ H, we let x (n) := (δ n,k x) k∈Z (n ∈ Z), where δ n,k is the usual Kronecker-delta symbol. Let S x be the restriction of S to H(x), the closed linear span of (B n x)
It is an injective bilateral scalar weighted shift on H(x) with the weight sequence B n+1 x / B n x n∈Z . The local resolvent set, ρ T (x), of an operator T ∈ L(H) at a point x ∈ H is the set of all λ ∈ C for which there exists an analytic function φ :
The local spectrum of T at x, denoted by σ T (x), is equal to the complement of ρ T (x) in C, and is clearly a closed subset of σ(T ) (see [1] and [7] ).
The following lemma is quoted from [4, Lemma 2.1], and will be used in the sequel (see also [3 
, Proof of Theorem 2.1]).

Lemma 2.2. For every nonzero x ∈ H, we have σ S (y) = σ S x (y) for all y ∈ H(x).
Theorem 2.3. If (e i ) i∈I is an orthonormal basis of H, then
σ(S) = σ ap (S) ∪ i∈I {λ ∈ C : q(S e i ) ≤ |λ| ≤ r(S e i )} .
Proof. Since each S e i is a bilateral scalar weighted shift, the identity σ(S e i ) = {λ ∈ C : q(S e i ) ≤ |λ| ≤ r(S e i )} (i ∈ I)
follows from Theorem 2.1(i). On the other hand, it follows from Lemma 2.2 and [1, Theorem 2.43] that
for all i ∈ I. As σ p (S e i ) ⊂ σ p (S) for all i ∈ I, we see that
for all i ∈ I. Hence, i∈I
{λ ∈ C : q(S e i ) ≤ |λ| ≤ r(S e i )} ⊂ σ(S).
Now, assume that there is
for all i ∈ I. Thus, all finite combinations of elements of H(e i )'s are in the range of (S − λ 0 ), which is now clearly dense in l 2 (Z, H). Therefore, λ 0 ∈ σ ap (S) and the proof is complete.
In the rest of this section, we assume that H = C k and let (e i ) 1≤i≤k be the canonical orthonormal basis of C k . In [6, Theorem 2.1], Li, Ji and Sun proved that S is unitarily equivalent to a bilateral operator-weighted shift for which all the weights are k × k upper-triangular matrices. Thus, we may and shall assume that each A n is a k × k upper-triangular matrix:
The following gives the complete description of the spectrum of S.
Theorem 2.4. The spectrum of S is given by
where each T i is the bilateral scalar weighted shift on l 2 (Z) with the weight sequence
σ ap (T i ), and so, by Theorem 2.3, we have
To finish the proof, it suffices to show that
It is clear that each B n is also a k×k upper-triangular matrix that has, of course, the following form:
Note that, since each A n equals B n+1 B n −1 , we have υ
for all n ∈ Z and all i. On the other hand, each S e i is a bilateral scalar weighted shift with the weight sequence
. For every i, we have
Indeed, we have
Now, we fix an integer i such that (1 ≤ i ≤ k) and, in view of Theorem 2.1(ii), shall consider two cases.
Case 1. Assume that r − (T i ) < r + 1 (T i ) and recall that, in this case, we have
(see Theorem 2.1(ii)). Moreover, in view of the above inequalities, we have
. From these inequalities and (2.3), it follows that
From these inclusions, (2.1) and (2.2), it is clearly seen that the desired identity, (2.4), holds. Case 2. Now, assume that r − (T i ) ≥ r + 1 (T i ). By Theorem 2.1(ii), we have σ ap (T i ) = {λ ∈ C : r 1 (T i ) ≤ |λ| ≤ r(T i )}.
In view of (2.5) and (2.6), we clearly have q(S e i ) ≤ r(T i ) and r 1 (T i ) ≤ r(S e i ).
From these, we see that σ ap (T i ) intersects σ(S e i ) and the desired identity, (2.4), holds in this case too.
Additional facts and comments
Recall that an operator T ∈ L(H) is said to be hyponormal if T * T ≥ T T * and note that the bilateral operator-weighted shift S is hyponormal if and only if A * n+1 A n+1 ≥ A n A * n for all n ∈ Z. An operator T ∈ L(H) is said to satisfy Dunford's condition (C) provided that, for every closed subset F of C, the linear subspace H T (F ) := {x ∈ H : σ T (x) ⊂ F } is closed. It is well known that all hyponormal operators enjoy Dunford's condition (C) (see [8, Proposition 1] ).
