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a b s t r a c t
This paper considers a finite-buffer batch arrival and batch service queue with single
and multiple vacations. The steady-state distributions of the number of customers in the
queue at service completion, vacation termination, departure, arbitrary and pre-arrival
epochs have been obtained. Finally, various performance measures such as average queue
length, average waiting time, probability that the server is busy, blocking probabilities,
etc. are discussed along with some numerical results. The effect of certain model
parameters on the key performance measures have also been investigated. The model has
potential application in several areas including manufacturing, internet web-server and
telecommunication systems.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Usefulness of batch arrival and batch service queues have been well established and is highlighted in Chaudhry and
Templeton [1] and in recent papers by Chang et al. [2], Chang and Choi [3]. These queues are considered to be an effective
instrument in modelling and analysis of the complex communication networks, manufacturing and production systems
wherein jobs (packets) arrive in batches and they are also served in batches by the server(s). Besides, in numerous
applications it is observed that when no customers are available in the queue at the service completion epoch, the server
takes off for a random length of time, termed as vacation. The vacation period may be utilized to carry out some other work.
In queueing literature such phenomenon is often referred to as vacation queue and has been a topic of intensive research
for more than three decades due to its wide applicability in several areas including the one mentioned above. For more
details and versatile implementation of vacation queue, one can refer to the comprehensive survey by Doshi [4] and the
books by Takagi [5,6], Tian and Zhang [7]. Vacation queues have also been studied for the case of batch arrival (service),
see for example, Baba [8], Dshalalow and Yellen [9], Lee et al. [10,11], Sikdar and Gupta [12]. Whereas in [8] analysis of the
MX/G/1 queue with multiple vacations have been discussed, in [9] the analysis of MX/G/1 queue with (r,N) policy have
been presented. The batch serviceM/G/1 queue with single vacation where customers are served in batches of maximum
size ‘b’ with aminimum threshold value one is discussed in [10]. Further in [11] analysis of batch service queuewith single as
well as multiple vacations is carried out under the condition that the server is allowed to serve customers in batches of fixed
size ‘b’. Recently, in [12] authors have considered the batch serviceM/G/1 queue with single vacation where customers are
served in batches of maximum size ‘b’ with a minimum threshold value ‘a’.
Another aspect which is frequently encountered in real applications is about the availability of limited waiting space
with the server. In this case one of the main concerns of a system designer is to provide a sufficient buffer space so that
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the loss probability is kept minimal. To this end, it is essential to calculate the loss probability accurately. There has been
considerable effort in this direction and a few authors have considered queueing models with finite buffer and vacations,
see for example, Lee [13], Frey and Takahashi [14,15], Gupta and Sikdar [16,17] etc. In [13] analysis of theM/G/1/N queue
with multiple vacations have been carried out by taking service completion and vacation termination epochs as imbedded
points. The same model have been analyzed in [14] by considering departure epochs as imbedded points. Further in [15] a
MX/G/1/N queue with close-down and multiple vacations have been analyzed. Recently, in [16,17] authors have studied
batch service M/G/1/N queue with single and multiple vacations, respectively. Whereas in [16] server goes on a vacation
when he finds less than ‘a’ customers in the queue, in [17] server goes on vacation when the system becomes empty.
In this paper, we consider a single server batch arrival batch service queue with finite capacity: MX/GY/1/N queue.
Whereas the customers arrive in batches of random size, they are served in batches of random size. Further server is allowed
to take vacation(s) if he finds an empty queue at service completion epoch. He may take single or multiple vacation(s). The
analytic analysis of the model is carried out using the supplementary variable and the imbedded Markov chain methods.
We obtain the distributions of number of customers in the queue at service completion, vacation termination, departure,
arbitrary and pre-arrival epochs. Various performance measures such as loss probability of the first customer, an arbitrary
customer, and the last customer in a batch, average queue length etc, have been obtained. It may be remarked here that
recently, Chang et al. [2], Chang and Choi [3] have considered the MX/GY/1/N queue without and with set-up times,
respectively. Using the imbeddedMarakov chain technique they obtained the queue length distributions at departure epoch
and next, using the renewal theory they established numerically stable relationship for the queue length distributions
at departure, arbitrary and arrival epochs. Finally, they presented useful performance measures and variety of numerical
results. One may note here that they have not considered any vacation policy in their model.
The model discussed in this paper has potential application in several areas mentioned above. One specific practical
application fitting ourmodel is the following: consider amanufacturing systemwhere production orders arrive at the system
in batches of random size and form a single queue based on the order of their arrival. Items are manufactured in batches of
random size which is decided at the beginning of the production process according to batch service rule discussed above.
That is when i (where i ∈ I+ is the production capacity) orders are present in the queue, production begins and takes
min(i, the whole queue length) orders at a time. Whenever the production ends and no orders are present, the production
facility is shut down for a random length of time (vacation) which can be utilized for machine maintenances or can be
utilized for other secondary work.
The rest of the paper is organized as follows. In Section 2, we provide the model formulation of MX/GY/1/N queueing
systems with single and multiple vacations. We obtain the steady-state distributions of number of customers at service
completion, vacation termination, departure, arbitrary and pre-arrival epochs in Section 3. We also present service batch
size distribution at the beginning of the service. Some special cases and useful performance measures are presented in
Sections 4 and 5, respectively. Section 6 is devoted on numerical results and discussion. Finally, Section 7 concludes the
paper.
2. Model formulation
We assume that customers arrive at the system in batches according to a compound Poisson process with mean batch
arrival rate λ, where the batch size X is a random variable (r.v.) with probability mass function (p.m.f.) P(X = i) = xi, i =
1, 2, . . . , probability generating function (p.g.f.) X(z) = ∑∞i=1 xiz i and mean batch size E(X). Customers accepted by the
system are served by a single server who has a random serving capacity Y with p.m.f. P(Y = i) = yi, i = 1, 2, . . . , B, finite
mean E(Y ), and p.g.f. Y (z). If the queue length is less than the service capacity Y = i at the beginning of a service, the server
does not wait until the number of customers reaches i, but takes all customers waiting in the queue for service at that time.
That is, at the beginning of a service with capacity i, the server takes min(i, the whole queue length) customers for service.
If the server finds no customers present in the queue at service completion epoch of a batch, it enters into the vacation phase
of random length V . At the end of the vacation, if the server finds one or more waiting customers in the queue, it begins
to serve them according to batch service rule discussed above. Otherwise, if the server finds an empty system at the end
of that vacation, it either goes for another vacation (multiple vacation (MV)) or enters into the idle phase (single vacation
(SV)). We analyze both MV and SV models together and for that purpose we introduce an indicator function (δ) as follows:
δ = 1 yields the results for the MV policy and δ = 0 gives the results for SV policy. The queue has finite-buffer capacity
of size N , so that at any time maximum N + B customers can be present in the system. The batches which upon arrival are
unable to find enough space in the buffer for all the members of the batch are, either fully rejected, or a part of the batch is
rejected. Some queueing protocols that are based on the former strategy is known as total batch rejection policy, whereas
the protocol based on the latter one is known as the partial batch rejection policy. Since the partial batch rejection policy
utilizes the buffer space in an optimal manner, we consider only this policy in this paper. However, the analysis of total
rejection policy can be carried out in a similar manner.
Let S(x) {s(x)} [S∗(θ)] be the distribution function (D.F.) {probability density function (p.d.f.)} [Laplace–Stieltjes transform
(L.S.T.)] of the service time S of a typical batch. Similarly, let V (x) {v(x)}[V ∗(θ)] be the D.F. {p.d.f.} [L.S.T.] of a typical vacation
time V of the server. Themean service (vacation) time is θs = −S∗(1)(0) (θv = −V ∗(1)(0)), where f ∗(j)(d) is the jth derivative
of f ∗(θ) at θ = d. The service-, vacation-times are assumed to be independent and identically distributed random variables
(i.i.d.r.vs) and they are independent of the arrival process. The traffic intensity is given by ρ = λE(X)θs/E(Y ).
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The state of the system at time t is described by the following r.vs., namely
• Nq(t)= number of customers present in the queue excluding the batch in service,
• S˜(t)= the remaining service time of the batch in service,
• V˜ (t)= the remaining vacation time of the server,
• ξ(t) =
{
2, if the server is busy,
1, if the server is on vacation,
0, if the server is in dormancy.
We define the joint probability densities of the queue length Nq(t), state of the server ξ(t) and the remaining service
(vacation) time S˜(t) (V˜ (t)), respectively by
Pi(x; t)dx = P(Nq(t) = i, x < S˜(t) ≤ x+ dx, ξ(t) = 2), 0 ≤ i ≤ N, x ≥ 0,
Qi(x; t)dx = P(Nq(t) = i, x < V˜ (t) ≤ x+ dx, ξ(t) = 1), 0 ≤ i ≤ N, x ≥ 0,
R0(t) = P(Nq(t) = 0, ξ(t) = 0).
As we shall discuss the model in limiting case i.e., when t → ∞ the above probabilities are denoted by Pi(x) =
limt→∞ Pi(x, t), Qi(x) = limt→∞ Qi(x, t), and R0 = limt→∞ R0(t), respectively.
The probability that a total of n customers arrive in an interval of length x is given by
pn(x) =
n∑
k=0
e−λx
(λx)k
k! b
(k)
n , n ≥ 0,
where {b(k)n } is the k-fold convolution with itself (i.e. the arrival form a compound Poisson process),
b(0)n ≡
{
1, n = 0
0, n > 0.
Let gk and hk be the conditional probability that exactly k customers arrive during a service time and a vacation time,
respectively. Hence for all k ≥ 0, we have
gk =
∫ ∞
0
pn(x)dS(x) and hk =
∫ ∞
0
pn(x)dV (x).
Let G(z) and H(z) be the p.g.f. of gk and hk, respectively, and are given by
G(z) =
∞∑
k=0
gkzk = S∗(λ− λX(z)) and H(z) =
∞∑
k=0
hkzk = V ∗(λ− λX(z)).
3. Steady-state distributions at various epochs
In this section, we will carry out the analytic analysis ofMX/GY/1/N queue with SV as well as MV and obtain the queue
length distributions at various epochs.
3.1. Steady-state distribution at service completion/vacation termination epochs
Let t0, t1, . . . , be the time epochs at which either service completion or vacation termination occurs. The state of the
system at tn is defined as {Nq(tn), η(tn)} where Nq(tn) is the number of customers in the queue at epoch tn and η(tn) is the
state of the server at tn. Let η(tn) = 0 indicates that the imbedded point is a vacation termination instant, and η(tn) = 1
indicates that the imbedded point is a service completion instant. In the limiting case, i.e. when n → ∞, {Nq(tn), η(tn)}
forms an imbedded Markov chain. Thus, in the limiting case we have
P+i = limn→∞ P(Nq(tn) = i, η(tn) = 1), and Q
+
i = limn→∞ P(Nq(tn) = i, η(tn) = 0), 0 ≤ i ≤ N.
Therefore, P+i is the steady-state probability of i (0 ≤ i ≤ N) customers in the queue at the service completion epoch of
a batch and Q+i be the steady-state probability of i (0 ≤ i ≤ N) customers in the queue at the vacation termination epoch.
Observing the system at two consecutive imbedded points, we have the transition probability matrix (TPM) P with four
block matrices of the form
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P =

0 0 · · · 0 0 · · · 0 0 M0,0 M0,1 · · · M0,N−1 M0,N
L1,0 L1,1 · · · L1,N−B L1,N−B+1 · · · L1,N−1 L1,N 0 0 · · · 0 0
L2,0 L2,1 · · · L2,N−B L2,N−B+1 · · · L2,N−1 L2,N 0 0 · · · 0 0
...
...
...
...
...
...
...
...
...
...
LB,0 LB,1 · · · LB,N−B LB,N−B+1 · · · LB,N−1 LB,N 0 0 · · · 0 0
0 LB+1,1 · · · LB+1,N−B LB+1,N−B+1 · · · LB+1,N−1 LB+1,N 0 0 · · · 0 0
0 0 · · · LB+2,N−B LB+2,N−B+1 · · · LB+2,N−1 LB+2,N 0 0 · · · 0 0
...
...
...
...
...
...
...
...
...
...
0 0 · · · LN,N−B LN,N−B+1 · · · LN,N−1 LN,N 0 0 · · · 0 0
S0,0 S0,1 · · · S0,N−B S0,N−B+1 · · · S0,N−1 S0,N T0,0 T0,1 · · · T0,N−1 T0,N
L1,0 L1,1 · · · L1,N−B L1,N−B+1 · · · L1,N−1 L1,N 0 0 · · · 0 0
L2,0 L2,1 · · · L2,N−B L2,N−B+1 · · · L2,N−1 L2,N 0 0 · · · 0 0
...
...
...
...
...
...
...
...
...
...
LB,0 LB,1 · · · LB,N−B LB,N−B+1 · · · LB,N−1 LB,N 0 0 · · · 0 0
0 LB+1,1 · · · LB+1,N−B LB+1,N−B+1 · · · LB+1,N−1 LB+1,N 0 0 · · · 0 0
0 0 · · · LB+2,N−B LB+2,N−B+1 · · · LB+2,N−1 LB+2,N 0 0 · · · 0 0
...
...
...
...
...
...
...
...
...
...
0 0 · · · LN,N−B LN,N−B+1 · · · LN,N−1 LN,N 0 0 · · · 0 0

,
where the elements ofP can be obtained from the following expressions:
Li,j =

gj
B∑
k=i
yk, 1 ≤ i ≤ B, j = 0,
gj
B∑
k=i
yk +
i−1∑
k=1
gj−kyi−k, 1 ≤ i ≤ B, 1 ≤ j ≤ N − 1,
B∑
k=1
gj−i+kyk, j ≥ i− B, B+ 1 ≤ i ≤ N, 0 ≤ j ≤ N − 1,
gcj
B∑
k=i
yk +
i−1∑
k=1
gcj−kyi−k, 1 ≤ i ≤ B, j = N,
B∑
k=1
gcj−i+kyk, B+ 1 ≤ i ≤ N, j = N,
S0,j =

(1− δ)
(
gj
B∑
k=1
xk
B∑
l=k
yl +
B∑
k=1
xk
k∑
l=1
yk−lgj−l +
∞∑
k=B+1
xk
B∑
l=1
yl gj−k+l
)
, 0 ≤ j ≤ N − 1,
(1− δ)
(
gcj
B∑
k=1
xk
B∑
l=k
yl +
B∑
k=1
xk
k∑
l=1
yk−l gcj−l +
∞∑
k=B+1
xk
B∑
l=1
yl gcj−k+l
)
, j = N,
M0,j =
{
hj, 0 ≤ j ≤ N − 1,
hcj , j = N,
T0,j =
{
δhj, 0 ≤ j ≤ N − 1,
δhcj , j = N.
Note that gcj =
∑∞
i=j gi, h
c
j =
∑∞
i=j hi, yi = 0 if i ≤ 0, gj = 0 if j < 0, and
∑b
i=a yi = 0 if b < a.
In the TPM, the top left corner refers to a transition from service completion to service completion, the top right corner
refers to a transition from service completion to vacation termination, the bottom left corner refers to a transition from
vacation termination to service completion and lastly the bottomright corner refers to a transition fromvacation termination
to vacation termination state.
Now the service completion and vacation termination epoch probabilities can be obtained by solving the system of
equations
[P+,Q+] = [P+,Q+]P with [P+, Q+]e = 1,
where [P+,Q+] = [P+0 , P+1 , . . . , P+N , Q+0 ,Q+1 , . . . ,Q+N ] and e is a column vector of size 2(N + 1) with all its components
being unity. For solving the system of equations we have used the algorithm given by Grassmann et al. [18].
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3.2. Steady-state distribution at departure epoch
In this section we obtain queue length distribution at departure epoch using the relations between distributions of
number of customers in the queue at service completion and departure epochs. LetΠ+i denote the steady-state probability
that i customers are left in the system at a departure epoch of a batch. AsΠ+i is proportional to P
+
i and
∑N
i=0Π
+
i = 1, the
relation between P+i andΠ
+
i is given by
Π+i =
P+i
N∑
i=0
P+i
, 0 ≤ i ≤ N.
3.3. Steady-state distribution at arbitrary epoch
To obtain the queue length distribution at arbitrary epoch, we develop relations between distributions of number of
customers in the queue at service completion (vacation termination) and arbitrary epochs. For this we make use of the
supplementary variable technique. Now relating the state of the system at two consecutive time epochs t and t + dt and
using probabilistic arguments, in steady state, we obtain the following system of differential-difference equations:
−P (1)0 (x) = −λP0(x)+ s(x)
B∑
i=1
(Pi(0)+ Qi(0))
B∑
k=i
yk + s(x)(1− δ)R0 λ
B∑
i=1
xi
B∑
k=i
yk, (1)
−P (1)n (x) = −λPn(x)+ λ
n∑
i=1
xi Pn−i(x)+ s(x)
B∑
i=1
(Pn+i(0)+ Qn+i(0)) yi
+ s(x)(1− δ)R0 λ
B∑
i=1
xn+iyi, 1 ≤ n ≤ N − B− 1, (2)
−P (1)n (x) = −λPn(x)+ λ
n∑
i=1
xiPn−i(x)+ s(x)
N∑
i=n+1
(Pi(0)+ Qi(0)) yi−n
+ s(x)(1− δ)R0 λ
(
N−1∑
i=n+1
xi yi−n +
∞∑
i=N
xi yN−n
)
, N − B ≤ n ≤ N − 1, (3)
−P (1)N (x) = λ
N−1∑
i=0
∞∑
k=N−i
xkPi(x), (4)
−Q (1)0 (x) = −λQ0(x)+ v(x)(δQ0(0)+ P0(0)), (5)
−Q (1)n (x) = −λQn(x)+ λ
n∑
i=1
xi Qn−i(x), 1 ≤ n ≤ N − 1, (6)
−Q (1)N (x) = λ
N−1∑
i=0
∞∑
k=N−i
xkQi(x), (7)
λR0 = Q0(0), (8)
where P (1)i (x) = (d/dx)Pi(x) and Q (1)i (x) = (d/dx)Qi(x).
Now, let us define the Laplace transforms of Pi(x) and Qi(x), 0 ≤ i ≤ N , as
P∗i (θ) =
∫ ∞
0
e−θxPi(x)dx,
and
Q ∗i (θ) =
∫ ∞
0
e−θxQi(x)dx.
It follows that
P∗i (0) ≡ Pi =
∫ ∞
0
Pi(x)dx,
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and
Q ∗i (0) ≡ Qi =
∫ ∞
0
Qi(x)dx,
where Pi is the probability that there are i customers in the queue when the server is busy. Similarly, Qi is the probability
that there are i customers in the queue while the server is on vacation.
Multiplying (1)–(7) by e−θx and integrating w.r.t. x over 0 to∞, we get
(λ− θ)P∗0 (θ) = S∗(θ)
B∑
i=1
(Pi(0)+ Qi(0))
B∑
k=i
yk + S∗(θ)(1− δ)R0 λ
B∑
i=1
xi
B∑
k=i
yk − P0(0), (9)
(λ− θ)P∗n (θ) = λ
n∑
i=1
xiP∗n−i(θ)+ S∗(θ)
B∑
i=1
(Pn+i(0)+ Qn+i(0)) yi + S∗(θ)(1− δ)R0λ
B∑
i=1
xn+iyi − Pn(0),
1 ≤ n ≤ N − B− 1, (10)
(λ− θ)P∗n (θ) = λ
n∑
i=1
xiP∗n−i(θ)+ S∗(θ)
N∑
i=n+1
(Pi(0)+ Qi(0)) yi−n
+ S∗(θ)(1− δ)R0 λ
(
N−1∑
i=n+1
xiyi−n +
∞∑
i=N
xi yN−n
)
− Pn(0), N − B ≤ n ≤ N − 1, (11)
−θP∗N(θ) = λ
N−1∑
i=0
∞∑
k=N−i
xk P∗i (θ)− PN(0), (12)
(λ− θ)Q ∗0 (θ) = V ∗(θ)(δQ0(0)+ P0(0))− Q0(0), (13)
(λ− θ)Q ∗n (θ) = λ
n∑
i=1
xi Q ∗n−i(θ)− Qn(0), 1 ≤ n ≤ N − 1, (14)
−θQ ∗N (θ) = λ
N−1∑
i=0
∞∑
k=N−i
xk Q ∗i (θ)− QN(0). (15)
Now using the above equations we first obtain a few results in the form of lemmas which will be used later in deriving
relations among queue length distributions. Also these results have their own interpretations.
Lemma 1. The mean number of entrances into the vacation states per unit of time equals the mean number of departure from
the vacation states per unit time i.e.
P0(0) =
N∑
i=1
Qi(0)+ λ(1− δ)R0.
Proof. Setting θ = 0 in (9)–(12), adding them, after simplification we get the desired result. 
Lemma 2.
N∑
i=0
Pi = θs
N∑
i=0
Pi(0) = P{server busy}, (16)
N∑
i=0
Qi + (1− δ)R0 = θv
N∑
i=0
Qi(0)+ (1− δ)R0 = P{server in dormancy or on vacation}. (17)
∑N
i=0 Pi(0) denotes the mean number of service completion per unit of time and multiplying this by θs will give P{server busy}.
Similarly, the other result can be interpreted.
Proof. Differentiating (9)–(12) w.r.t. θ , we get
(λ− θ)P∗(1)0 (θ)− P∗0 (θ) = S∗(1)(θ)
B∑
i=1
(Pi(0)+ Qi(0))
B∑
k=i
yk + S∗(1)(θ)(1− δ)R0λ
B∑
i=1
xi
B∑
k=i
yk, (18)
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(λ− θ)P∗(1)n (θ)− P∗n (θ) = λ
n∑
i=1
xiP
∗(1)
n−i (θ)+ S∗(1)(θ)
B∑
i=1
(Pn+i(0)+ Qn+i(0)) yi
+ S∗(1)(θ)(1− δ)R0λ
B∑
i=1
xn+iyi, 1 ≤ n ≤ N − B− 1, (19)
(λ− θ)P∗(1)n (θ)− P∗n (θ) = λ
n∑
i=1
xiP
∗(1)
n−i (θ)+ S∗(1)(θ)
N∑
i=n+1
(Pi(0)+ Qi(0)) yi−n
+ S∗(1)(θ)(1− δ)R0λ
(
N−1∑
i=n+1
xiyi−n +
∞∑
i=N
xi yN−n
)
, N − B ≤ n ≤ N − 1, (20)
−θP∗(1)N (θ)− P∗N(θ) = λ
N−1∑
i=0
∞∑
k=N−i
xk P
∗(1)
i (θ). (21)
Setting θ = 0 in (18)–(21), adding them and using Lemma 1, after simplification we obtain the first result of Lemma 2.
Similarly, from (13)–(15) we obtain the second result. 
3.4. Relation between queue length distributions at service completion (vacation termination) and arbitrary epochs
We first relate the service completion (vacation termination) epoch probabilities P+i (Q
+
i ) with the probabilities Pi(0)
and Qi(0)which are given by
P+i = P(i customers in the queue just prior to service completion epoch|≤N customers in
the queue just prior to service completion or vacation termination epoch),
= Pi(0)
N∑
i=0
(Pi(0)+ Qi(0))
,
= 1
τ
Pi(0), 0 ≤ i ≤ N. (22)
Similarly,
Q+i =
1
τ
Qi(0), 0 ≤ i ≤ N, (23)
where τ = ∑Ni=0(Pi(0) + Qi(0)). The arbitrary epoch probabilities in terms of service completion (vacation termination)
epoch probabilities can be obtained by using the following lemma.
Lemma 3. The relation between service completion (vacation termination) and arbitrary epoch probabilities are given by
R0 = τ
λ
Q+0 , (24)
P0 = τ
λ
[
B∑
i=1
(P+i + Q+i )
B∑
k=i
yk − P+0
]
+ (1− δ)R0
B∑
i=1
xi
B∑
k=i
yk, (25)
Pn =
n∑
i=1
xi Pn−i + τ
λ
[
B∑
i=1
(P+n+i + Q+n+i)yi − P+n
]
+ (1− δ)R0
B∑
i=1
xn+iyi, 1 ≤ n ≤ N − B− 1, (26)
Pn =
n∑
i=1
xiPn−i + τ
λ
[
N∑
i=n+1
(P+i + Q+i )yi−n − P+n
]
+ (1− δ)R0
(
N−1∑
i=n+1
xi yi−n +
∞∑
i=N
xiyN−n
)
,
N − B ≤ n ≤ N − 1, (27)
Q0 = τ
λ
[
P+0 − (1− δ)Q+0
]
, (28)
Qn =
n∑
i=1
xiQn−i − τ
λ
Q+n , 1 ≤ n ≤ N − 1. (29)
Finally, PN , and QN can be obtained using Lemma 2.
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Proof. Dividing (8) by τ and using (23) we get (24). Rest of the equations can be obtained by setting θ = 0 in (9)–(11) and
(13) and (14), dividing these by τ , and using (22) and (23). 
Lemma 4. Let Πi denote the probability that there are i customers in the queue at arbitrary epoch. Then
Πi =
{
P0 + Q0 + (1− δ)R0, i = 0,
Pi + Qi, 1 ≤ i ≤ N. (30)
Lemma 5. The probability that the server is busy is given by
P{server busy} =
θs
N∑
i=0
P+i
θs
N∑
i=0
P+i + θv
N∑
i=0
Q+i + λ−1(1− δ)Q+0
.
Proof. Let Θb {Θi} be the random variable denoting the length of busy {dormancy or vacation} period and θb {θi} be the
mean length of a busy {dormancy or vacation} period, then we have
P{server busy} = θb
θb + θi and
θb
θi
=
N∑
i=0
Pi
N∑
i=0
Qi + (1− δ)R0
.
Using Lemma 2 and Eq. (24), and then dividing numerator and denominator by τ , using (22) and (23), we get the desired
result. One may note here that τ is frequently needed for algebraic manipulation. 
3.5. Steady-state distribution at arrival epoch of an arbitrary customer
Inwhat followswe present the relationships between queue length distributions at arrival epoch and arbitrary epoch. Let
P−i (Q
−
i ) be the probability that an arbitrary customer of an arriving batch finds i (0 ≤ i ≤ N) customers in the queue when
the server is busy (on vacation). Similarly, R−0 represents that an arbitrary customer of an arriving batch finds no customers
in the queue when the server is in the state of dormancy.
Lemma 6. The arrival epoch probabilities {P−i , Q−i , R−0 } of an arbitrary customer in an arriving batch are given by
P−i =
i∑
k=0
Pkx−i−k, 0 ≤ i ≤ N − 1, P−N =
N∑
k=0
Pk
∞∑
j=N−k
x−j ,
Q−i =
i∑
k=0
Qkx−i−k, 0 ≤ i ≤ N − 1, Q−N =
N∑
k=0
Qk
∞∑
j=N−k
x−j ,
R−0 = R0
∞∑
j=0
x−j ,
where x−r = 1E(X)
∑∞
i=r+1 xi, r ≥ 0, Takagi [5] denotes the probability of r customers ahead of an arbitrary customer in his batch.
Proof. First we prove the derivation of P−i . We have
P−i =
i∑
k=0
P(an arbitrary customer in an arriving batch finds queue size k, server busy and i− k
customers ahead in his batch)
=
i∑
k=0
Pk x−i−k, 0 ≤ i ≤ N − 1,
P−N =
N∑
k=0
∞∑
l=N−k
P(an arbitrary customer in an arriving batch finds queue size k, server busy and
N − k or more customers ahead in his batch)
=
N∑
k=0
Pk
∞∑
l=N−k
x−l .
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Proceeding in a similar way it is easy to prove the remaining parts of the lemma. 
3.6. Distribution of number of customers in the service of a batch
In this section we obtain the distribution of number of customers in a batch at the beginning of the service. This
distribution is often needed to set-up costmodels as well as in the study of inter-departure time distribution, Dümmler [19].
Let the r.v. S denote the service size at the beginning of the service of a batch. Further for fixed i let the r.v. Si, i = 1, . . . , B
denotes the number of customers in the batch at the beginning of the batch service and sk,i be its pmf i.e sk,i = P(Si = k), k =
1, . . . , i. By observing departure epochs of the batch, we have
sk,i =

Π+0 +Π+1 k = 1,
Π+k 1 < k < i,
N∑
j=i
Π+j k = i,
with s1,1 =∑Nj=0Π+j . Now unconditioning on iwe have
P(S = k) =
B∑
i=1
yisk,i k = 1, . . . , B. (31)
Remark. It may not be easy to find the service batch size distribution at arbitrary epoch as we do not have explicit relation
betweenΠ+j andΠj. However, the above distributionmay be sufficient to find an average load of the server at the beginning
of the service.
4. Special cases
In this section, we present some existing results in the literature which are special cases of our model.
Case 1: If P(V = 0) = 1, our single vacation model reduces to the ordinaryMX/GY/1/N queueing systemwithout vacation.
In this case
V ∗(λ− λX(z)) = 1 i.e. h0 = 1.0 and hj = 0,∀ j ≥ 1.
Using these conditions, we get P+0 = Q+0 ,Q+j = 0,∀j ≥ 1 and hence P+i = Π+i . Therefore, from [P+,Q+] = [P+,Q+]P
we get the same system of equations as those given in (3.1)–(3.3) of Chang et al. [2]. It is seen that for the same set of model
parameters as those given in Table A.1. of [2], our numerical results match exactly with the one presented in Table A.2–A.4
of [2].
Case 2: If x1 = 1.0 and yj =
{
1, j = B,
0, otherwise.
It can be seen that our model reduces toM/GB/1/N queue with SV and MVmodels, respectively which are discussed by
Gupta and Sikdar [16,17]. In this case also our results match exactly with those given by them.
5. Performance measures
Performance measures are important features of any queueing system as they reflect the efficiency of the queueing
system under consideration. As the queue length distributions at various epochs are known one can easily obtain various
performance measures such as the average queue length (Lq) = ∑Ni=1 iΠi, the average queue length when the server is
busy (Lq1) =∑Ni=1 iPi and the average queue length when the server is on vacation (Lq2) =∑Ni=1 iQi. Next we compute the
blocking probabilities of the first-, an arbitrary- and last- customer of an arriving batch.
(i) Blocking probability of the first customer in a batch
Let PBF be the probability that the first customer in a batch (and therefore the whole batch) is being lost upon arrival. The
first customer is being lost if there is no waiting place, i.e., there have been N customers in the queue upon arrival. Hence,
the blocking probability of the first customer of an arriving batch is given by PBF = PN + QN .
(ii) Blocking probability of an arbitrary customer of a batch
Let PBA be the probability that an arbitrary customer in a batch is being lost upon arrival. An arbitrary customer in a batch
is being lost if he finds n (0 ≤ n ≤ N) customers in the queue upon arrival and k ≥ N − n customers ahead in his batch.
Hence, the blocking probability of an arbitrary customer of a batch is PBA =∑Nn=0(Pn+Qn)∑∞k=N−n x−k +(1−δ)R0∑∞k=N x−k .
(iii) Blocking probability of the last customer of a batch
Let PBL be the probability that the last customer in a batch is being lost upon arrival. The last customer in a batch is being
lost if he finds n (0 ≤ n ≤ N) customers in the queue upon arrival and his batch size is k ≥ N + 1− n. Hence, the blocking
probability of the last customer of a batch is given by PBL =∑Nn=0(Pn + Qn)∑∞k=N+1−n xk + (1− δ)R0∑∞k=N+1 xk.
Let Wq be the average waiting time in the queue of an arbitrary customer of a batch. Then by Little’s rule, we have
Wq = Lq/λ′ where λ′ = λE(X)(1− PBA) is the effective arrival rate.
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Table 1
Distributions of the number of customers in the queue at various epochs for theMX/DY /1/10/MV (vacation time follows E4 distribution) queue
n P+n Q+n Π+n Pn Qn Πn P−n Q−n
0 0.092089 0.141720 0.120191 0.137336 0.144910 0.282247 0.036141 0.038134
1 0.047597 0.006669 0.062122 0.065901 0.003997 0.069898 0.049869 0.035373
2 0.047931 0.000196 0.062558 0.068973 0.000091 0.069064 0.066286 0.035291
3 0.060979 0.020012 0.079587 0.073106 0.011991 0.085097 0.072867 0.027004
4 0.060243 0.014515 0.078627 0.069205 0.008539 0.077744 0.076724 0.020993
5 0.073991 0.027503 0.096569 0.074402 0.016367 0.090768 0.071112 0.009605
6 0.080270 0.003363 0.104765 0.092423 0.001558 0.093981 0.077137 0.008212
7 0.064165 0.002535 0.083746 0.067164 0.001164 0.068328 0.075808 0.007162
8 0.046548 0.005665 0.060752 0.039386 0.002616 0.042002 0.067194 0.004816
9 0.049787 0.003658 0.064980 0.043269 0.001662 0.044931 0.059047 0.003302
10 0.142591 0.007973 0.186103 0.072612 0.003328 0.075940 0.151590 0.006331
Sum 0.766191 0.233809 1.000000 0.803777 0.196223 1.000000 0.803777 0.196223
P(server busy) = 0.803777, P(S = 1) = 0.345851, P(S = 2) = 0.125559, P(S = 3) = 0.258373, P(S = 4) = 0.270217, Lq = 3.770111, Lq1 = 3.527303,
Lq2 = 0.242808, PBF = 0.075940, PBA = 0.157922, PBL = 0.232769,Wq = 1.472747.
Table 2
Distributions of the number of customers in the queue at various epochs for theMX/DY /1/10/SV (vacation time follows E4 distribution) queue
n P+n Q+n Π+n Pn Qn Πn P−n Q−n
0 0.114724 0.069538 0.129592 0.154948 0.062679 0.314087 0.040776 0.016495
1 0.059056 0.003272 0.066709 0.075114 0.001729 0.076842 0.056465 0.015300
2 0.057301 0.000096 0.064727 0.075010 0.000039 0.075049 0.074228 0.015265
3 0.071639 0.009819 0.080923 0.077037 0.005187 0.082224 0.080294 0.011680
4 0.070542 0.007122 0.079684 0.073138 0.003693 0.076832 0.083428 0.009080
5 0.086052 0.013495 0.097204 0.077515 0.007079 0.084594 0.075717 0.004154
6 0.089863 0.001650 0.101508 0.092093 0.000674 0.092767 0.079976 0.003552
7 0.071612 0.001244 0.080892 0.067359 0.000503 0.067863 0.077554 0.003098
8 0.052316 0.002780 0.059096 0.040996 0.001132 0.042128 0.068492 0.002083
9 0.055230 0.001795 0.062388 0.044499 0.000719 0.045218 0.060074 0.001428
10 0.156940 0.003912 0.177278 0.040957 0.001440 0.042396 0.121664 0.002739
Sum 0.885276 0.114724 1.000000 0.818667 0.084874 1.000000 0.818667 0.084874
P(server busy) = 0.818667, P(S = 1) = 0.357040, P(S = 2) = 0.125679, P(S = 3) = 0.254061, P(S = 4) = 0.263220, R0 = 0.096459, R−0 = 0.096459,
Lq = 3.403498, Lq1 = 3.298475, Lq2 = 0.105023, PBF = 0.042396, PBA = 0.124402, PBL = 0.198832,Wq = 1.278637.
Table 3
Distributions of the number of customers in the queue at various epochs for theMX/HEY2 /1/20/MV (vacation time follows D distribution) queue
n P+n Q+n Π+n Pn Qn Πn P−n Q−n
0 0.189441 0.076070 0.257923 0.149021 0.238058 0.387079 0.078432 0.125294
2 0.097929 0.052893 0.133329 0.077572 0.063233 0.140805 0.082027 0.071444
4 0.063591 0.025395 0.086578 0.050602 0.017986 0.068588 0.058490 0.029837
6 0.039630 0.011181 0.053956 0.031672 0.006139 0.037811 0.037080 0.009732
8 0.023286 0.003865 0.031704 0.018680 0.001676 0.020356 0.022162 0.002710
10 0.013358 0.001066 0.018187 0.010748 0.000375 0.011123 0.012849 0.000662
12 0.007602 0.000254 0.010351 0.006131 0.000076 0.006207 0.007357 0.000143
14 0.004380 0.000054 0.005963 0.003537 0.000014 0.003551 0.004210 0.000028
16 0.002411 0.000010 0.003282 0.001951 0.000002 0.001953 0.002359 0.000005
18 0.001242 0.000002 0.001691 0.001009 0.000000 0.001009 0.001341 0.000001
20 0.001407 0.000000 0.001916 0.001170 0.000000 0.001170 0.001624 0.000000
Sum 0.734489 0.265511 1.000000 0.582937 0.417063 1.000000 0.582937 0.417063
P(server busy) = 0.582937, P(S = 1) = 0.501892, P(S = 2) = 0.204524, P(S = 3) = 0.293583, Lq = 2.491655, Lq1 = 1.996393, Lq2 = 0.495262,
PBF = 0.001170, PBA = 0.001624, PBL = 0.001886,Wq = 0.875687.
6. Numerical results
To demonstrate the applicability of the results obtained in previous sections, a variety of numerical results have been
presented for a combination of various service- and vacation-time distributions viz. exponential (M), deterministic (D),
Erlang (Ek, each phase has mean 1/kµ) and hyperexponential (HE2, with parameters σ1, σ2, µ1, µ2) in self-explanatory
tables. In the bottomof these tables distribution of number of customers in a batch at the beginning of the service, and various
performance measures are given. We have computed various state probabilities of MX/DY/1/10 (vacation time follows E4
distribution) queue with MV and SV in Tables 1 and 2, respectively, with input parameters: λ = 0.8, θs = 0.833333,
θv = 0.666667, x1 = 0.1, x3 = 0.3, x4 = 0.2, x5 = 0.4, y1 = 0.2, y2 = 0.1, y3 = 0.3, y4 = 0.4 and ρ = 0.873563. In
Tables 3 and 4 we have given the results for the MX/HEY2 /1/20 (vacation time follows D distribution) queue with MV and
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Table 4
Distributions of the number of customers in the queue at various epochs for theMX/HEY2 /1/20/SV (vacation time follows D distribution) queue
n P+n Q+n Π+n Pn Qn Πn P−n Q−n
0 0.219296 0.062829 0.280896 0.165388 0.188508 0.429592 0.087046 0.099215
2 0.104015 0.043686 0.133232 0.079034 0.050072 0.129106 0.085348 0.056574
4 0.064557 0.020974 0.082691 0.049289 0.014242 0.063531 0.057776 0.023626
6 0.039671 0.009235 0.050814 0.030419 0.004861 0.035280 0.035799 0.007706
8 0.023172 0.003192 0.029680 0.017832 0.001327 0.019159 0.021195 0.002146
10 0.013261 0.000880 0.016987 0.010235 0.000297 0.010532 0.012244 0.000524
12 0.007543 0.000210 0.009662 0.005834 0.000060 0.005895 0.007003 0.000113
14 0.004346 0.000045 0.005567 0.003366 0.000011 0.003377 0.004006 0.000022
16 0.002392 0.000009 0.003064 0.001856 0.000002 0.001858 0.002245 0.000004
18 0.001233 0.000002 0.001579 0.000960 0.000000 0.000960 0.001276 0.000001
20 0.001397 0.000000 0.001789 0.001113 0.000000 0.001113 0.001545 0.000000
Sum 0.780704 0.219296 1.000000 0.594049 0.330255 1.000000 0.594049 0.330255
P(server busy) = 0.594049, P(S = 1) = 0.521503, P(S = 2) = 0.199564, P(S = 3) = 0.278933, R0 = 0.075696, R−0 = 0.075696, Lq = 2.327059,
Lq1 = 1.934881, Lq2 = 0.392178, PBF = 0.001113, PBA = 0.001545, PBL = 0.001794,Wq = 0.817776.
Fig. 1. Impact of buffer size on blocking probability of the first customer (for MV, left side) and blocking probability of the first-, arbitrary- and last-
customer (for SV, right side).
SV, respectively, with input parameters: λ = 1.5, σ1 = 0.4, σ2 = 0.6, µ1 = 2.0, µ2 = 2.71429, θv = 0.8333333, x1 = 0.3,
x2 = 0.5, x3 = 0.2, y1 = 0.2, y2 = 0.2, y3 = 0.6, and ρ = 0.5.
In the first graph of Fig. 1, we have plotted blocking probability of the first customer (PBF ) against buffer size (N) in
MX/HE2Y/1/N/MV queue for different mean vacation time. Also, in the second graph we have plotted blocking probability
of the first-, arbitrary- and last-customer (PBA, PBF , PBL) against buffer size forMX/HE2Y/1/N/SV queue with different mean
vacation time. For both the plots we have considered vacation time to follow D distribution with the following input:
λ = 0.5, µ1 = 0.9, µ2 = 2.7142857, σ1 = 0.4, σ2 = 0.6, x1 = 0.2, x2 = 0.3, x3 = 0.2, x4 = 0.3, y1 = 0.1, y3 =
0.2, y4 = 0.5, y5 = 0.2 and ρ = 0.233823. From these figures, it can be seen that as N increases probabilities of blocking
asymptotically approaches to zero. This is due to the fact that the model behaves as an infinite buffer queue. One may note
here that the blocking probabilities are higher for higher mean vacation time.
Fig. 2, shows the impact of buffer size on the mean waiting time for MV and SV, respectively. Four types of vacation time
distributions (D,M,HE2 and E2) are assumed. We have considered service time to follow E4 distribution with the following
inputs: λ = 1.8, θs = 0.4545, θv = 5.0, x1 = 0.5, x2 = 0.5, y1 = 0.5, y3 = 0.5 and ρ = 0.613636. From these figures it
can be seen that average waiting time increases with increase of the buffer size.
Fig. 3, shows the impact of buffer size on the mean waiting time and mean queue length. We have considered service
time asHE2 distribution and vacation time as D distribution (with θv = 2.0 (left) and θv = 5.0 (right), respectively) with the
following inputs: λ = 0.5, µ1 = 0.9, µ2 = 2.7142857, σ1 = 0.4, σ2 = 0.6, x1 = 0.2, x2 = 0.3, x3 = 0.2, x4 = 0.3, y1 =
0.1, y3 = 0.2, y4 = 0.5, y5 = 0.2 and ρ = 0.233823. From these figures it can be seen that mean waiting time and mean
queue length increases initially but finally it becomes constant with further increase of the buffer size. One may note here
that mean waiting time and mean queue length are higher for MV than the SV queue.
7. Conclusions
In this paper we have successfully analyzed MX/GY/1/N queue with single and multiple vacations. The distributions
of number of customers at various epochs have been obtained. It will be interesting to derive waiting-time distribution
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Fig. 2. Impact of buffer size on mean waiting time for various vacation time distributions for MV (left side) and SV (right side).
Fig. 3. Impact of buffer size on mean waiting time (left side) and mean queue length (right side).
of an arrival, which is difficult if not impossible and left for future investigation. The present model can be generalized to
BMAP/GY/1/N queue using the procedure discussed in this paper.
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