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PROFILES FOR THE RADIAL FOCUSING ENERGY–CRITICAL
WAVE EQUATION IN ODD DIMENSIONS
CASEY RODRIGUEZ
Abstract. In this paper we consider global and non-global radial solutions of the focusing energy–
critical wave equation on R×RN where N ≥ 5 is odd. We prove that if the solution remains bounded
in the energy space as you approach the maximal forward time of existence, then along a sequence
of times converging to the maximal forward time of existence, the solution decouples into a sum
of dynamically rescaled solitons, a free radiation term, and an error tending to zero in the energy
space. If, in addition, we assume a bound on the evolution that rules out formation of multiple
solitons, then this decoupling holds for all times approaching the maximal forward time of existence.
1. Introduction
Consider the focusing energy–critical wave equation
∂2t u−∆u = |u|
4
N−2u, (t, x) ∈ R× RN ,(1.1)
~u(0) = (u0, u1) ∈ H˙1 × L2,
where ~u(t) is the vector in H˙1 × L2
~u(t) := (u(t, ·), ∂tu(t, ·)).
Equation (1.1) is locally well–posed in the energy space H˙1×L2 for all N ≥ 3: for any initial data
(u0, u1) ∈ H˙1 × L2, there exists a unique solution u defined on a maximal interval of existence
Imax(u) = (T−(u), T+(u)) such that ~u(t) ∈ C(Imax; H˙1 × L2) and u ∈ S(J) for any compact
J ⊂ Imax(u) where
S(J) = L
2(N+1)
N−2 (J × RN).
Moreover, if ‖(u0, u1)‖H˙1×L2 ≪ 1, then Imax(u) = R and u scatters forward and backwards in time:
there exists v±L (t) = S(t)(v
±
0 , v
±
1 ) so that
lim
t→±∞
‖~u(t)− ~v±L (t)‖H˙1×L2 = 0.
The energy of the solution is constant on Imax(u):
E(~u(t)) :=
1
2
∫
RN
(|∇u(t)|2 + |∂u(t)|2) dx− N − 2
2N
∫
RN
|u(t)| 2NN−2 dx = E(~u(0)).
The Cauchy problem (1.1) is invariant under scaling
u(t, x) 7→ uλ(t, x) := 1
λ
N−2
2
u
(
t
λ
,
x
λ
)
.
This scaling leaves unchanged the energy E(~u(t)), as well as the H˙1 × L2 of the initial data. For
this reason, (1.1) is called energy–critical.
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In this work, we will study the dynamics of radial solutions to (1.1) that are bounded in the
energy space forward in time, i.e.,
sup
t∈[0,T+(u))
‖∇u(t)‖2L2 + ‖∂tu(t)‖2L2 <∞.(1.2)
We call these solutions type II solutions. In the case T+ = T+(u) <∞, we call these solutions type
II blow–up solutions.
The Cauchy problem (1.1) has an explicit stationary solution:
W (x) =
1(
1 + |x|
2
N(N−2)
)N−2
2
.
W is the the unique (up to sign, dilation, and translation) nonnegative nontrivial C2 solution to
the elliptic equation
−∆W = |W | 4N−2W, x ∈ RN .(1.3)
It is the unique (up to sign and dilation) radial nontrivial H˙1 solution to (1.3). W is also the unique
(up to sign, dilation, and translation) extremizer for the Sobolev inequality
‖f‖
L
2N
N−2
≤ CN‖∇f‖L2 ,
where CN is the best constant (see [27]). Because of these characterizations, W is referred to as
the ground state.
Kenig and Merle, [19] classified the possible dynamics for for solutions below the energy of the
ground state. Indeed, if 3 ≤ N ≤ 5 and
E(~u) < E(W, 0),
the following dichotomy holds:
• If ‖∇u0‖L2 < ‖∇W‖L2 , then Imax(u) = R and u scatters both forward and backwards in
time.
• If ‖∇u0‖L2 > ‖∇W‖L2 , then Imax(u) is finite.
The case ‖∇u0‖L2 = ‖∇W‖L2 is impossible if E(~u) < E(W, 0). Solutions with threshold energy,
E(~u) = E(W, 0) were classified by Duyckaerts and Merle [10] for 3 ≤ N ≤ 5 and by Li and Zhang
[25] for N ≥ 6.
For type II solutions, is is known that ‖∇W‖2L2 is a sharp threshold for finite time blow–up
and scattering. Indeed, we have the following generalization (see [13]) of the scattering part from
Kenig–Merle result: If 3 ≤ N ≤ 5, u(t) is a type II solution, and
sup
t∈[0,T+(u))
‖∇u(t)‖2L2 +
N − 2
2
‖∂tu(t)‖2L2 < ‖∇W‖2L2 (u non–radial),
sup
t∈[0,T+(u))
‖∇u(t)‖2L2 < ‖∇W‖2L2 (u radial),
then T+(u) = +∞ and u scatters forward in time.
In dimension N = 3, Krieger, Schlag, and Tataru [24] constructed, for every δ > 0, a radial type
II blow–up solution u so that T+(u) = 1 and
sup
0≤t<1
‖∇u(t)‖2L2 ≤ ‖∇W‖2L2 + δ.
The blow–up occurs via a bubbling off of the ground state W :
~u(t) =
(
1
λ(t)
1
2
W
(
x
λ(t)
)
, 0
)
+ ~v(t),
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with λ(t) = (1 − t)1+ν for ν > 1/2. The error v(t) is regular up to t = 1. This result was later
extended to cover the case 0 < ν ≤ 1/2 by Krieger and Schlag [23].
In dimension N = 4, Hillairet and Raphael [17] constructed, for every δ > 0, a radial C∞ type
II blow–up solution u so that T+(u) = 1,
sup
0≤t<1
‖∇u(t)‖2L2 ≤ ‖∇W‖2L2 + δ,
and again, the blow–up occurs via a bubbling off of the ground state W :
~u(t) =
(
1
λ(t)
W
(
x
λ(t)
)
, 0
)
+ ~v(t),
with λ(t) = (1− t) exp(−
√
log |1− t|(1+o(1)) as t→ 1−. The construction of such type II blow–up
solutions in higher dimensions is still open.
This type of bubbling behavior is believed to be characteristic of all radial type II solutions that
either break down in finite time or do not scatter forward in time. More precisely, it is believed that
if u is a radial type II solution of (1.1), and either T+(u) < +∞ or T+(u) = +∞ and u does not
scatter forward in time, then u(t) asymptotically decouples into a sum of dynamically rescalings
of W , a radiation term, and a term which goes to zero in H˙1 × L2 as t → T+(u). This soliton
resolution type conjecture was verified in the seminal work by Duyckaerts, Kenig, and Merle [14]
for N = 3, and along a sequence of times approaching T+(u) by Coˆte, Kenig, Lawrie, and Schlag
[7] for N = 4. For results of this type for other equations, see for example [5] [6] [20] [22].
In this paper, we treat the case N ≥ 5 and odd. The following results are the higher dimensional
analogs of the main results for N = 3 [12] and N = 4 [7]. We distinguish two cases: blow–up and
global defined solutions.
Theorem 1.1 (Type II blow–up solutions). Let N ≥ 5 be odd. Let u be a radial solution to (1.1)
with T+(u) < +∞ that satisfies (1.2). Then there exists (v0, v1) ∈ H˙1×L2, a sequence tn → T+(u),
an integer J0 ≥ 1, J0 sequences of positive numbers {λj,n}n, j = 1, . . . , J0, J0 signs ιj ∈ {±1} such
that
λ1,n ≪ λ2,n ≪ · · · ≪ λJ0,n ≪ T+(u)− tn,
and
~u(tn) = (v0, v1) +
J0∑
j=1
 ιj
λ
N−2
2
j,n
W
(
x
λj,n
)
, 0
+ o(1) in H˙1 × L2 as n→∞.
Furthermore
lim
t→T+(u)
∫
|x|≤T+(u)−t
1
2
|∇u(t)|2 + 1
2
|∂u(t)|2 − N − 2
2N
|u(t)| 2NN−2 dx = J0E(W, 0).
If we make an additional assumption on the size of ∇u(t) inside the backwards light cone, then we
obtain the decomposition above for any sequence of times and can prove the following classification
of type II blow–up solutions.
Theorem 1.2 (Type-II blow-up solutions below 2‖∇W‖2L2). Let u be a radial solution to (1.1)
with T+(u) < +∞ that satisfies (1.2). Assume in addition, that
sup
t∈[0,T+(u))
∫
|x|≤T+(u)−t
|∇u(t)|2dx < 2‖∇W‖2L2 .
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Then there exists (v0, v1) ∈ H˙1×L2, a continuous positive function λ(t) defined for t < T+(u) close
to T+(u), and a sign ι ∈ {±1} such that
lim
t→T+(u)
λ(t)
T+(u)− t = 0,
and
~u(t) = (v0, v1) +
(
ι
λ(t)(N−2)/2
W
(
x
λ(t)
)
, 0
)
+ o(1) in H˙1 × L2 as t→ T+(u).
In the globally defined case, the solution is, at least for a sequence of times, a sum of rescaled
W and a finite energy solution to the linear wave equation:
∂2t v −∆v = 0, (t, x) ∈ R× RN ,(1.4)
~v(0) = (v0, v1) ∈ H˙1 × L2.
Theorem 1.3 (Type II global solutions). Let N ≥ 5 be odd. Let u be a radial solution to (1.1) with
T+(u) = +∞ that satisfies (1.2). Then there exists a solution vL to the linear wave equation (1.4),
a sequence tn → +∞, an integer J0 ≥ 0, J0 sequences of positive numbers {λj,n}n, j = 1, . . . , J0,
J0 signs ιj ∈ {±1} such that
λ1,n ≪ λ2,n ≪ · · · ≪ λJ0,n ≪ tn,
and
~u(tn) = ~vL(tn) +
J0∑
j=1
 ιj
λ
N−2
2
j,n
W
(
x
λj,n
)
, 0
 + o(1) in H˙1 × L2 as n→∞.
Furthermore for all A > 0, the limit
EA := lim
t→+∞
∫
|x|≤t−A
1
2
|∇u(t)|2 + 1
2
|∂u(t)|2 − N − 2
2N
|u(t)| 2NN−2 dx
exists and
lim
A→+∞
EA = J0E(W, 0).
As in the blow–up case, if we assume a bound on ∇u(t) which prevents there being more than
one soliton, then we can prove a global–in–time decomposition along all t→ +∞.
Theorem 1.4 (Type-II global solutions below 2‖∇W‖2L2). Let u be a radial solution to (1.1) with
T+(u) = +∞ that satisfies (1.2). Assume in addition, that there exists an A > 0 so that
lim sup
t→+∞
∫
|x|≤t−A
|∇u(t)|2dx < 2‖∇W‖2L2 .
Then, there exists a solution vL to the linear wave equation (1.4), so that one of the following holds:
(1) u(t) scatters to vL(t), i.e.
~u(t) = ~vL(t) + o(1) in H˙
1 × L2 as t→ +∞.
(2) There exists a continuous positive function λ(t) such that
lim
t→+∞
λ(t)
t
= 0,
and
~u(t) = ~vL(t) +
(
ι
λ(t)(N−2)/2
W
(
x
λ(t)
)
, 0
)
+ o(1) in H˙1 × L2 as t→ +∞.
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Note that, at least for one sequence of times, Theorem 1.1 and Theorem 1.3 give a complete
description of type II radial blow–up solutions as a sum of rescaled, decoupled solitons W . We
expect that such a decomposition still holds for all sequences of times, but at the moment this
remains open.
The outline of this article is as follows. In Section 2 we gather preliminary results that will be
essential to the proof. These include the local well–posedness theory for (1.1) developed in [4] for
higher dimensions, the linear and nonlinear profile decompositions from [2] [3], the exterior energy
estimates for the linear wave equation from [21], and the rigidity of radial solutions to (1.1) with
compact trajectories proved for 3 ≤ N ≤ 5 in [11] which we extend to N ≥ 6. In Section 3 we show
that no energy can concentrate in the self–similar region of the backwards light cone for type II
blow–up solutions. In Section 4 we show that no energy can concentrate in the self–similar region of
the forward light cone for global type II solutions. The results from these two sections follow from
channels of energy arguments that use the exterior energy estimates for the linear wave equation
from [21]. Such channels of energy arguments have become very useful in the study of nonlinear
wave equations. See, for example, [11] [13] [12] [14] [7] for the energy-critical equation, [26] for the
energy subcritical equation, [15] [9] for the energy supercritical equation, and [5] [6] [20] [22] for
wave maps. In Section 5 we prove Theorem 1.1 and Theorem 1.3. The vanishing of the energy in
self–similar regions established in Section 3 and Section 4 allows us to establish that the errors in
the expansions in Theorem 1.1 and Theorem 1.3 vanish in the Strichartz sense. By using another
channels of energy argument, we are able to show these errors vanish in the energy space. Finally,
in Section 6 we prove Theorem 1.2 and Theorem 1.4 using methods recently developed in [16].
Acknowledgments: This work was completed during the author’s doctoral studies. The author
would like to thank his adviser, Carlos Kenig, for introducing him to nonlinear dispersive equations
and for his invaluable patience and guidance.
2. Preliminaries
In this section, we establish preliminary results that will be essential in the proofs of Theorem
1.1 and 1.3. Unless otherwise indicated, we assume N ≥ 3 is arbitrary.
2.1. Cauchy Problem. In this subsection, we review the the local well–posedness theory for (1.1)
developed in [4] with N ≥ 6. Analogous statements hold in 3 ≤ N ≤ 5, and we refer the reader to
Section 2 of [11] for a review. If I is an interval, we denote
S(I) = L
2(N+1)
N−2 (I × RN ),
W (I) = L
2(N+1)
N−1
(
I; B˙
1
2
,2
2(N+1)
N−1
)
.
For 0 < s < 1 and 1 < p <∞, B˙s,2p is the standard Besov space on RN with norm
‖f‖
B˙s,2p
=
(∫
RN
|y|−N−2s‖f(x+ y)− f(x)‖2Lpxdy
) 1
2
.
Let S(t) be the propagator for the linear wave equation (1.4). We have that
S(t)(v0, v1) = cos(t|∇|)v0 + sin(t|∇|)|∇| v1.
By Strichartz estimates, if v(t) = S(t)(v0, v1), then
‖v‖S(R) + ‖v‖W (R) ≤ C(N)(‖(v0, v1)‖H˙1×L2).
A solution to (1.1) on an interval I, where 0 ∈ I, is a function u such that ~u(t) ∈ C(I; H˙1 × L2),
J ⋐ I =⇒ ‖u‖S(J) + ‖u‖W (J) <∞,
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and u(t) satisfies the Duhamel formulation
u(t) = S(t)(u0, u1) +
∫ t
0
sin((t− s)|∇|)
|∇|
(
|u(s)| 4N−2u(s)
)
ds.
By [4], there exists a small δ0 > 0 such that for any interval I containing 0 and any (u0, u1) ∈
H˙1 × L2 such that
‖S(t)(u0, u1)‖S(I) < δ0,
there exists a unique solution u to (1.1) on I. Sticking together these local solutions, we get that for
any initial condition (u0, u1) ∈ H˙1 × L2, there exists a unique solution u of (1.1), which is defined
on a maximal interval of definition Imax(u) = (T−(u), T+(u)).
If ‖S(t)(u0, u1)‖S(I) = δ < δ0, then u is close to S(t)(u0, u1) in the following sense: there exists
a constant C = C(N) > 0 and an exponent α = α(N) with 0 < α < N+2N−2 such that
‖u(·)− S(·)(u0, u1)‖S(I) + ‖u(·) − S(·)(u0, u1)‖W (I) + sup
t∈I
‖~u(t)− ~S(t)(u0, u1)‖H˙1×L2
≤ Cδα‖(u0, u1)‖
N+2
N−2
−α
H˙1×L2
.
Any solution u of (1.1) satisfies the blow–up criterion T+(u) < ∞ =⇒ ‖u‖S(0,T+(u)) = +∞.
An analogous statement holds for negative time. As a consequence, if ‖u‖S(0,T+(u)) < ∞, then
T+(u) = +∞. Furthermore, in this case, the solution scatters forward in time in H˙1 × L2: there
exists a solution vL of the linear equation (1.4) such that
lim
t→+∞
‖~u(t)− ~vL(t)‖H˙1×L2 = 0.
An analogous statement holds in negative time.
These facts along with Strichartz estimates yield that if ‖(u0, u1)‖H˙1×L2 ≪ δ0, then the solution
u of (1.1) with initial data (u0, u1) is global, scatters forward and backwards in time, and satisfies
‖u‖S(R) + ‖u‖W (R) + sup
t∈R
‖~u(t)‖H˙1×L2 ≤ C‖(u0, u1)‖H˙1×L2 .
2.2. Profile Decomposition. An essential tool in our analysis will be the linear and nonlinear
profile decompositions of Bahouri and Gerard (see [2]).
2.2.1. Linear profile decomposition. Let {(u0,n, u1,n)}n be a bounded sequence of radial functions
in H˙1 × L2. By Theorem 1.1 of [3], there exists a subsequence of {(u0,n, u1,n)}n (that will still be
denoted by {(u0,n, u1,n)}n) with the following properties. There exists a sequence {U jL}j≥1 of radial
solutions to the linear wave equation (1.4) with initial data {(U j0 , U j1 )}j in H˙1×L2, and, for j ≥ 1,
sequences {λj,n}n, {tj,n}n with λj,n > 0, tj,n ∈ R that satisfying the pseudo-orthogonality property
j 6= k =⇒ lim
n→∞
λj,n
λk,n
+
λk,n
λj,n
+
|tj,n − tk,n|
λj,n
= +∞.(2.1)
such that, if
wJ0,n := u0,n −
J∑
j=1
1
λ
N−2
2
j,n
U jL
(−tj,n
λj,n
,
x
λj,n
)
wJ0,n := u1,n −
J∑
j=1
1
λ
N
2
j,n
∂tU
j
L
(−tj,n
λj,n
,
x
λj,n
)
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then
lim
J→∞
lim sup
n→∞
‖wJn‖S(R) = 0
where
wJn(t) = S(t)(w
J
0,n, w
J
1,n).
We say that {(u0,n, u1,n)}n admits a profile decomposition with profiles {U jL}j and parameters
{λj,n, tj,n}j,n. The following expansions hold for all J ≥ 1:
‖u0,n‖2H˙1 =
J∑
j=1
∥∥∥∥U jL(−tj,nλj,n
)∥∥∥∥2
H˙1
+ ‖wJ0,n‖2H˙1 + on(1)
‖u1,n‖2L2 =
J∑
j=1
∥∥∥∥∂tU jL(−tj,nλj,n
)∥∥∥∥2
L2
+ ‖wJ1,n‖2L2 + on(1)
E(u0,n, u1,n) =
J∑
j=1
E
(
U jL
(−tj,n
λj,n
)
, ∂tU
j
L
(−tj,n
λj,n
))
+ E(wJ0,n, w
J
1,n) + on(1)
We will denote
U jL,n(t, x) =
1
λ
N−2
2
j,n
U jL
(
t− tj,n
λj,n
,
x
λj,n
)
.
By rescaling and time-translating each profile U jL and be extracting subsequences, we can, without
loss of generality, assume for each fixed j that either we have
tj,n = 0 for all n ≥ 1, or lim
n→∞
−tj,n
λj,n
= ±∞.(2.2)
The following lemma from [11] (see Lemma 2.5) will allow us to obtain control of the parameters
appearing in a profile decomposition.
Lemma 2.1. Let {(u0,n, u1,n)}n be a bounded sequence of functions in H˙1×L2 admitting a profile
decomposition with profiles {U jL}j and parameters {λj,n, tj,n}j,n. Let {µn}n be a sequence of positive
numbers such that
lim
R→∞
lim sup
n→∞
∫
|x|≥Rµn
|∇u0,n|2 + |u1,n|2dx = 0.
Then, for all j the sequences
{
λj,n
µn
}
n
and
{
tj,n
µn
}
n
are bounded. Moreover, there exists at most one
j such that
{
λj,n
µn
}
n
does not converge to 0.
A technical tool used in obtaining new profile decompositions from old ones is the following
lemma proved in [11] (see Lemma 4.1) in odd dimensions and later in [8] (see Lemma 9) in even
dimensions.
Lemma 2.2. Let {(w0,n, w1,n)}n be a bounded sequence of radial functions in H˙1 × L2 and let
wn(t) = S(t)(w0,n, w1,n). Suppose that
lim
n→∞
‖wn‖S(R) = 0.
Let χ ∈ C∞0 be radial so that χ ≡ 1 on |x| ≤ 1 and supp ψ ⊂ {|x| ≤ 2}. Let {λn}n be a sequence of
positive numbers and consider the truncated data
(w˜0,nw˜1,n) = ϕ(x/λn)(w0,n, w1,n),
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where wither ϕ = χ or ϕ = 1− χ. Let w˜n(t) = S(t)(w˜0,n, w˜1,n). Then
lim
n→∞
‖w˜n‖S(R) = 0.
2.2.2. Nonlinear profile decomposition. Using the local well-posedness of (1.1) for the first case
appearing in (2.2) and the existence of wave operators for (1.1) for the second case appearing in
(2.2), one can construct a radial solution U j of (1.1) such that −tj,n/λj,n ∈ Imax(U j) for large n
and
lim
n→∞
∥∥∥∥~U j (−tj,nλj,n
)
− ~U jL
(−tj,n
λj,n
)∥∥∥∥
H˙1×L2
= 0.
We call U j the nonlinear profile associated to {U jL}, {λj,n, tj,n}. Note that in the case that
lim
n→∞
−tj,n
λj,n
= +∞,
the nonlinear profile U j scatters at +∞, i.e. if T−(U j) < T , then
‖U j‖S(T,+∞) <∞.
A similar statement holds if limn−tj,n/λj,n = −∞. We will denote
U jn(t, x) =
1
λ
N−2
2
j,n
U j
(
t− tj,n
λj,n
,
x
λj,n
)
.
Because the profiles interact so weakly due to the orthogonality of the parameters, we have the
following approximate superposition principle for the nonlinear evolution.
Proposition 2.3. Let {(u0,n, u1,n)}n be a bounded sequence of radial functions in H˙1×L2 admitting
a profile decomposition with profiles {U jL} and parameters {λj,n, tj,n}. Let θn ∈ [0,+∞). Assume
∀j ≥ 1, ∀n ≥ 1, θn − tj,n
λj,n
< T+(U
j) and lim sup
n→∞
‖U j‖
S
(
−tj,n
λj,n
,
θn−tj,n
λj,n
) <∞.
Let un be the solution of (1.1) with initial data (u0,n, u1,n). Then for large n, un is defined on
[0, θn],
lim sup
n→∞
‖un‖S(0,θn) <∞,
and
∀t ∈ [0, θn], ~un(t, x) =
J∑
j=1
~U jn(t, x) + ~w
J
n(t, x) + ~r
J
n(t, x),
with
lim
J→∞
lim sup
n→∞
[
‖rJn‖S(0,θn) + sup
t∈[0,θn]
∥∥~rJn(t)∥∥H˙1×L2
]
= 0.
An analogous statement holds if θn < 0.
Proposition 2.3 was proved previously for 3 ≤ N ≤ 5 in [11]. We give a proof of Proposition 2.3
for N ≥ 6 in Appendix A using a stability result from [4].
In the above decomposition, we have the following localized orthogonality property.
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Lemma 2.4. Let {u0,n, u1,n)}n, {U jL}j , {tj,n, λj,n}j,n and θn satisfy the assumptions of Proposition
2.3. Let {ρn}n, {σn} be sequences with 0 ≤ ρn < σn ≤ +∞. Then
j 6= k =⇒ lim
n→∞
∫
ρn≤|x|≤σn
∇t,xU jn(θn, x) · ∇t,xUkn(θn, x) dx = 0,
j ≤ J =⇒ lim
n→∞
∫
ρn≤|x|≤σn
∇t,xU jn(θn, x) · ∇t,xwJn(θn, x)
+∇t,xU jn(θn, x) · ∇t,xrJn(θn, x) dx = 0.
The proof for even N was given in [8] (see Corollary 8). We give a proof of Lemma 2.4 for odd
N in Appendix B.
2.2.3. Ordering of the profiles. Let {(u0,n, u1,n)}n be a bounded sequence of radial functions in
H˙1×L2 admitting a profile decomposition with profiles {U jL})j and parameters {λj,n, tj,n}j,n, and
let U j be their nonlinear profiles. We introduce the following pre-order 4 on the profiles as follows.
Definition 2.5. For j, k ≥ 1, we say that
{U jL, {tj,n, λj,n}} 4 {UkL, {tk,n, λk,n}}
or simply (j) 4 (k) if there is no ambiguity, if one of the following holds:
(1) Uk scatters forward in time,
(2) U j does not scatter forward in time and
∀T < T+(U j), lim
n→∞
λj,nT + tj,n − tk,n
λk,n
< T+(U
k)
The above limit exists due to the arguments in [16].
We say that (j) ≺ (k) if
(j) 4 (k) and ((k) 4 (j) does not hold. )
The following lemma proved in [16] (see Claim 3.7) states that we may always assume the profiles
appearing in a profile decomposition are ordered.
Lemma 2.6. Let {(u0,n, u1,n)}n be a bounded sequence of radial functions in H˙1 ×L2 admitting a
profile decomposition with profiles {U jL} and parameters {λj,n, tj,n}. Then one can assume without
loss of generality that the profiles are ordered, that is
∀j ≤ k, (j) 4 (k).
2.3. Energy Trapping. Using variational arguments stemming from the fact thatW is the unique
(up to translation, scaling, and change of sign) minimizer in the Sobolev inequality, we have the
following lemma from [11] (see Claim 2.3).
Lemma 2.7. Let f ∈ H˙1(RN ). Then
‖∇f‖2L2 ≤ ‖∇W‖2L2 and E(f, 0) ≤ E(W, 0) =⇒ ‖∇f‖2L2 ≤ NE(f, 0).
Moreover, there exists c > 0 such that if ‖∇f‖2L2 ≤
(
N
N−2
)N−2
2 ‖∇W‖2L2 , then
E(f, 0) ≥ cmin
{
‖∇f‖2L2 ,
(
N
N − 2
)N−2
2
‖∇W‖2L2 − ‖∇f‖2L2
}
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2.4. Linear Behavior. We now state a localization property and exterior energy estimates for
solutions to the linear wave equation (1.4). Lemma 2.8 can be easily deduced in odd dimensions
by the strong Huygens principle (see Lemma 4.1 in [11]), but is in fact true also in even dimensions
(see Lemma 9 in [8]).
Lemma 2.8. Let v be a solution of the linear wave equation (1.4), with initial data (v0, v1). Let
{λn}n, {tn}n be two sequences with λn > 0 and tn ∈ R. Let
vn(t, x) =
1
λ
N−2
2
n
v
(
t
λn
,
x
λn
)
and assume limn→∞
tn
λn
= ℓ ∈ [−∞,+∞]. Then, if ℓ = ±∞,
lim
R→∞
lim sup
n→∞
∫
||x|−|tn||≥Rλn
|∇vn(tn)|2 + |∂tvn(tn)|2 + |vn(tn)|
2
|x|2 dx = 0,
and if ℓ ∈ R,
lim
R→∞
lim sup
n→∞
∫
{|x|≥Rλn}∪{|x|≤
1
R
λn}
|∇vn(tn)|2 + |∂tvn(tn)|2 + |vn(tn)|
2
|x|2 dx = 0
Exterior energy bounds for solutions to the linear equation were first shown for N = 3 in [11] (see
Lemma 4.2) and for N = 5 in [20] (see Proposition 4.1). These bounds were recently generalized
to all odd dimensions in [21] (see Corollary 1 and Theorem 2).
Proposition 2.9. Let N ≥ 3 be odd. Let v be a solution to the linear wave equation (1.4) with
radial initial data (v0, v1). Then for every R > 0
max
±
inf
±t≥0
∫
|x|>R+|t|
|∇v(t)|2 + |∂tv(t)|2dx ≥ 1
2
∥∥∥π⊥P (R)(v0, v1)∥∥∥2
H˙1×L2(|x|>R)
(2.3)
Here
P (R) := span
{
(|x|2k1−1, 0), (0, |x|2k2−1) : k1 = 1, . . . ,
[
N + 2
4
]
, k2 = 1, . . . ,
[
N
4
]}
,
and π⊥P (R) denotes the orthogonal projection onto the compliment of this plane. The left hand side
of (2.3) vanishes for all data in P (R).
In the case R = 0, we have
max
±
inf
±t≥0
∫
|x|>|t|
|∇v(t)|2 + |∂tv(t)|2dx ≥ 1
2
‖(v0, v1)‖2H˙1×L2(2.4)
We remark that Proposition 2.9, specifically (2.4), is false in even dimensions for arbitrary data
(v0, v1). However, if N ≡ 0 mod 4, then (2.4) holds for data of the form (v0, 0). If N ≡ 2 mod 4,
then (2.4) holds for data of the form (0, v1). For more details, see [8].
The right-hand side of (2.3) can be computed explicitly viz∥∥∥π⊥P (R)(v0, v1)∥∥∥2
H˙1×L2(|x|>R)
=
∫ ∞
R
(|∇v0(r)|2 + |v1(r)|2) r4dr
−
[N+24 ]∑
i,j=1
λi(R)λj(R)
R2i+2j−N−2
N + 2− 2i− 2j
−
[N4 ]∑
i,j=1
µi(R)µj(R)
R2i+2j−N
N − 2i− 2j
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where
λj(R) =
[N+24 ]∑
i=1
−RN+2−2i−2j
(N − 2j)(N + 2− 2i− 2j)aiaj
∫ ∞
R
v′0(r)r
2i−2dr, 1 ≤ j ≤
[
N + 2
4
]
,
µj(R) =
[N4 ]∑
i=1
RN−2i−2j
N − 2i− 2j bibj
∫ ∞
R
v1(r)r
2i−1dr, 1 ≤ j ≤
[
N
4
]
,
with explicit constants ai’s and bi’s depending only on i and N . For more details, see [21].
2.5. Classification of solutions with the compactness property. Finally, we have the fol-
lowing classification of radial solutions u to (1.1) with pre-compact trajectories in H˙1 × L2 up to
symmetries. We say that a radial solution u to (1.1) has the compactness property on an interval
J ⊆ Imax(u) if there exists a function λ(t) > 0, t ∈ J so that the trajectory
K =
{(
λ(t)(N−2)/2u(t, λ(t)·), λ(t)N/2∂tu(t, λ(t)·)
)
: t ∈ J
}
is pre-compact in H˙1 × L2.
Theorem 2.10. Let u be a nonzero radial solution of (1.1). Assume that u has the compactness
property on Imax(u). Then there exists λ0 > 0 and a sign ι0 ∈ {±1} such that
u(t, x) =
ι0
λ
N−2
2
0
W
(
x
λ0
)
.
Theorem 2.10 was proved in [11] (see Theorem 2) for 3 ≤ N ≤ 5. We give a proof of Theorem
2.10 for N ≥ 6 in Appendix C.
3. Self-similar regions for blow–up solutions
In this section we show that no energy of the singular part (see below) of the solution can
concentrate in the self similar region |x| ≃ T+ − t. This allows us to deduce that the expansion in
(1.1) holds in a slightly weaker sense (see Section 5).
3.1. Extraction of the linear term. By [11] (see Section 3), there exists (v0, v1) ∈ H˙1×L2 such
that
(u(t), ∂tu(t)) ⇀ (v0, v1) as t→ 1−
weakly in H˙1 × L2. In fact, one has the stronger property that if ϕ ∈ C∞0 and if ϕ = 1 near the
origin, then
(1− ϕ)(u(t) − v0, ∂tu(t)− v1)→ 0 as t→ 1−(3.1)
in H˙1×L2. The construction of (v0, v1) in [11] is stated for N ≤ 5 but requires only the small data
theory which is valid for all N ≥ 3.
Let v be the solution to (1.1) with initial data (v0, v1) at time t = 1. We call v the regular part of
u and a = u−v its singular part. Note a is well-defined on [t−, 1) for some t− > max{T−(u), T−(v)}.
By finite speed of propagation and (3.1), it follows that ~a is supported in the cone
{(t, x) : t− ≤ t < 1 and |x| ≤ 1− t} .(3.2)
We claim limt→1− E(~a(t)) exists, and in fact,
lim
t→1−
E(~a(t)) = E(u0, u1)− E(v0, v1).(3.3)
11
Indeed, since (u(t), ∂tu(t)) ⇀ (v0, v1) and (v(t), ∂tv(t)) → (v0, v1) in H˙1 × L2 as t → 1−, we have
that ∫
RN
|∇t,x(u− v)(t)|2dx =
∫
RN
|∇t,xu(t)|2 + |∇t,xv(t)|2 − 2∇t,xu · ∇t,xv(t)dx
=
∫
|∇t,xu(t)|2 − |∇t,xv(t)|2dx+ o(1)
as t→ 1−. Now ∫
RN
|u(t)| 2NN−2 dx =
∫
RN
|v(t)| 2NN−2 dx+
∫
RN
|a(t)| 2NN−2 dx+ ǫ(t),
where
ǫ(t) .
∫
RN
(
|v(t)|N+2N−2 |a(t)|+ |v(t)||a(t)|N+2N−2
)
dx.
Since supp ~a(t) ⊆ {|x| ≤ 1− t} and v(t) is regular up to t = 1, it easily follows that limt→1− ǫ(t) = 0
which yields the claim.
The goal of this section is to prove the following:
Proposition 3.1. Let u and a be as above. Then
∀c0 ∈ (0, 1), lim
t→1−
∫
c0(1−t)≤|x|≤1−t
(|∇a(t, x)|2 + |∂ta(t, x)|2) dx = 0.
The proof is based on the main argument from Section 3 of [12] adapted to higher dimensions.
3.2. Renormalization. Assume without loss of generality that t− = 0. The proof proceeds by
contradiction. Assume that there exists a sequence {tn}n in (0, 1) and c0 > 0 such that
∀n, tn < 1 and lim
n→∞
tn = 1,∫
c0(1−tn)≤|x|≤1−tn
(|∇a(tn, x)|2 + |∂ta(tn, x)|2) dx ≥ c0.
Let T ∈ (0, 1), and let
In =
[
T − tn
1− tn , 1
)
.
Note that for large n, [0, 1) ⊂ In. Define for τ ∈ In,
un(τ, y) = (1− tn)(N−2)/2u (tn + (1− tn)τ, (1 − tn)y) ,
vn(τ, y) = (1− tn)(N−2)/2v (tn + (1 − tn)τ, (1 − tn)y) ,
and note that (3.2) implies
supp (~un(τ)− ~vn(τ)) ⊆ {|y| ≤ 1− τ}.(3.4)
3.3. Profile decomposition and analysis of the profiles. After extraction of a subsequence,
suppose {~un(0) − ~vn(0)}n admits a profile decomposition with profiles {U jL}j and parameters {λj,n, τj,n}j,n:
~un(0, y) = ~vn(0, y) +
J∑
j=1
~U jL,n(0, y) + ~w
J
n(0, y).
As usual, we will assume that for all j,
τj,n = 0 for all n ≥ 1, or lim
n→∞
−τj,n
λj,n
= ±∞,
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and that the following limits exist in [−∞,∞]:
τ˜j = lim
n→∞
−τj,n,
λ˜j = lim
n→∞
λj,n
Lemma 3.2. Fix j ≥ 1. Then
τ˜j ∈ [−1, 1]
and the sequence {λj,n}n is bounded.
Proof. By (3.4) and an application of Lemma 2.1 with µn = 1 for all n, it is immediate that for all
j, the sequences {λj,n}n, {−τj,n}n are bounded. Hence, τ˜j , λ˜j ∈ R.
Fix j ≥ 1. If τj,n = 0 for all n, then we are done. Assume
lim
n→∞
−τj,n
λj,n
= ±∞,
and, seeking a contradiction that |τ˜j| = 1 + η > 1. Then limn→∞ −τj,nλj,n = ±∞ implies λ˜j = 0. Let
ǫ > 0. By Lemma 2.8, there exists R = R(ǫ) > 0 such that
lim sup
n→∞
∫
||y|−|τj,n||≥Rλj,n
|∇U jL,n(0)|2 + |∂tU jL,n(0)|2dy < ǫ.
Since |τ˜j | = 1 + η > 1 and limn→∞ λj,n = 0, we have for large n
{||y| − |τj,n|| ≤ Rλj,n} ⊂ {|y| ≥ 1}.
Then, (3.4), Lemma 2.4, and our choice of R imply that as n→∞
0 =
∫
|y|≥1
|∇(un − vn)(0)|2 + |∂t(un − vn)(0)|2dy
≥
∫
|y|≥1
|∇U jL,n(0)|2 + |∂tU jL,n(0)|2dy + o(1)
≥
∫
||y|−|τj,n||≤Rλj,n
∇U jL,n(0)|2 + |∂tU jL,n(0)|2dy + o(1)
≥ ‖~U jL,n(0)‖2H˙1×L2 − ǫ+ o(1).
This implies by conservation of the free energy,
‖(U j0 , U j1 )‖2H˙1×L2 = ‖~U
j
L,n(0)‖2H˙1×L2 < 2ǫ.
Since ǫ was arbitrary, we have that U jL ≡ 0, a contradiction. Thus, |τ˜j| ≤ 1. 
Since ~u(tn) ⇀ ~v(0) in H˙
1 × L2, the term ~vn(0) may be viewed as a profile 1
λ
N−2
2
0,n
U0L
(−τ0,n
λ0,n
)
,
(
y
λ0,n
)
,
1
λ
N−2
2
0,n
∂τU
0
L
(−τ0,n
λ0,n
)
,
(
y
λ0,n
)
up to a term converging to 0 in H˙1 × L2. Namely:
(U00,L, U
0
1,L) = (v0, v1), λ0,n =
1
1− tn , τ0,n = 0.
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By the pseudo-orthogonality of the parameters, there is at most one index j ≥ 1 such that λ˜j > 0.
For this profile, we have
|τj,n|
λj,n
≤ C,
for all n. Hence, for this profile we can assume τj,n = 0 for all n. Reordering the profiles, we will
always assume that this index is 1, setting U1 = 0 if there is no index with the preceding property.
Since λ˜1 > 0, after rescaling we can also assume that λ1,n = 1 for all n.
Claim 3.3. The profile ~U1(0) is supported in {|y| ≤ 1}.
Proof. Let (ψ0, ψ1) ∈ C∞0 × C∞0 with supp (ψ0, ψ1) ⊂ {|y| > 1}. By the construction of a profile
decomposition, we have
~un(0)− ~vn(0) ⇀ ~U1(0)
in H˙1 × L2. The support property (3.4) then implies
0 = lim
n→∞
∫
∇ψ0 · ∇(un(0)− vn(0)) + ψ1(un(0)− vn(0))dy
=
∫
ψ0 · ∇U1(0) + ψ1∂τU1(0)dy.
The claim follows. 
The idea of the proof of Proposition 3.1 is to rule out three cases, one of which must arise in the
above profile decomposition in order for energy concentration to occur in the self similar region.
Informally, these cases are: U1 6= 0 and all of the other profiles are concentrating energy closer to
the origin than U1, or there is a profile U j , j ≥ 2, that is concentrating energy further into the
self-similar region than U1, or all of the profiles are concentrating energy at the origin (in particular
U1 = 0) and energy concentration in the self-similar region arises from the dispersive error wJn .
We will now make these three cases more precise. Let
r0 = inf{ρ ∈ [0, 1] : supp ~U1(0) ⊆ {|y| ≤ ρ}}.
The three cases mentioned previously can be distinguished as follows:
• Case 1: r0 > 0 and for all j ≥ 2, |τ˜j | ≤ r0.
• Case 2: there exists j ≥ 2 such that |τ˜j| > r0.
• Case 3: r0 = 0 and for all j ≥ 2, τ˜j = 0.
These three possible cases yield the following lemma as a consequence.
Lemma 3.4. Let I+n = In ∩ [1/2,+∞), and let I−n = In ∩ (−∞,−1/2]. Then there exists η1 > 0
such that the following holds for large n; for all sequences {θn}n with θn ∈ I+n , or for all sequences
{θn}n with θn ∈ I−n ∫
|y|≥|θn|
|∇τ,y(un − vn)(θn, y)|2 dy ≥ η1.
This will contradict the following claim and conclude the proof of Proposition 3.1.
Claim 3.5. Let u satisfy the assumptions of Proposition 3.1. Let θ+n =
1
2 and θ
−
n =
T−tn
1−tn
. Then
for large n, θ±n ∈ I±n and
lim
n→∞
∫
|y|≥|θ±n |
∣∣∇τ,y(un − vn)(θ±n , y)∣∣2 dy = 0.
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Proof of Claim 3.5. Going back to the original variables, we write∫
|y|≥|θ±n |
∣∣∇τ,y(un − vn)(θ±n , y)∣∣2 dy = ∫
|x|≥(1−tn)|θ
±
n |
∣∣∇t,x(u− v)(tn + (1− tn)θ±n , x)∣∣2 dx.(3.5)
For θ+n , the right-hand side of (3.5) is equal to∫
|x|≥ 1−tn
2
∣∣∣∣∇t,xa(1 + tn2 , x
)∣∣∣∣2 dx = 0, for all n ≥ 1,
since supp ~a
(
1+tn
2
) ⊆ {|x| ≤ 1−tn2 }. For θ−n , the right-hand side of (3.5) is equal to∫
|x|≥tn−T
|∇t,xa (T, x)|2 dx→
∫
|x|≥1−T
|∇t,xa (T, x)|2 dx = 0, as n→∞,
since tn → 1 and supp ~a (T ) ⊆ {|x| ≤ 1− T}. 
Proof of Lemma 3.4. We begin with Case 1.
Case 1. Denote by r = |y| the radial variable. By definition of r0, supp ~U1(0) ⊆ {|y| ≤ r0} and for
small positive ǫ0 < r0/100, ∫
r0−ǫ<|y|<r0
∣∣∇U10 (0)∣∣2 + |U11 |2dy = η0
is small and positive. Define radial functions
(
U˜0, U˜1
)
∈ H˙1 × L2 by
U˜0(r) =
{
U10 (r0 − ǫ0) if 0 ≤ r ≤ r0 − ǫ0
U10 (r) if r > r0 − ǫ0
U˜1(r) =
{
0 if 0 ≤ r ≤ r0 − ǫ0
U11 (r) if r > r0 − ǫ0
.
Let U˜ be the solution to (1.1) with initial data (U˜0, U˜1). Note that, by the small data theory,
‖(U˜0, U˜1)‖2H˙1×L2 = η0 and η0 sufficiently small imply U˜ is globally defined and forward and back-
wards in time.
Let ϕ ∈ C∞, be radial such that ϕ(y) = 1 if |y| ≥ r0 − ǫ0 and ϕ(y) = 0 if |y| ≤ r0 − 2ǫ0. Fix
J ≥ 1 and define
u˜0,n = vn(0) + U˜(0) + ϕ
J∑
j=2
U jL,n(0) + ϕw
J
0,n,(3.6)
u˜0,n = ∂τvn(0) + ∂τ U˜(0) + ϕ
J∑
j=2
∂τU
j
L,n(0) + ϕw
J
1,n.(3.7)
The above definition is independent of J .
Let u˜n be the solution of (1.1) with data (u˜0,n, u˜1,n) at τ = 0. Note that
|y| ≥ r0 − ǫ0 =⇒ (un(0, y), ∂τun(0, y)) = (u˜0,n(y), u˜1,n(y)) .
By finite speed of propagation, if τ ∈ Imax(un) ∩ Imax(u˜n), then
|y| ≥ r0 − ǫ0 + |τ | =⇒ (un(τ, y), ∂τun(τ, y)) = (u˜n(τ, y), u˜n(τ, y)) .
We divide the proof into four steps.
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Step 1. In this step we show that for ǫ0 sufficiently small, either for all τ ≥ 0 or for all τ ≤ 0 we
have ∫
r0−ǫ0+|τ |≤|x|≤r0+|τ |
|∇τ,xU˜(τ)|2dx ≥ η0
4
.(3.8)
Note that by choosing ǫ0 sufficiently small, we can insure that∥∥∥π⊥P (r0−ǫ0) (U˜0, U˜1)∥∥∥2H˙1×L2 ≥ 3η04 .(3.9)
Indeed, by the Cauchy-Schwarz inequality for 1 ≤ i ≤ [N+24 ]∫ r0
r0−ǫ0
U˜ ′0(r)r
2i−2dr ≤ C(r0)ǫ
1
2
0 η
1
2
0 .
Similarly for 1 ≤ i ≤ [N4 ] ∫ r0
r0−ǫ0
U˜1(r)r
2i−1dr ≤ C(r0)ǫ
1
2
0 η
1
2
0 .
By the remark following (2.9), for ǫ0 sufficiently small∥∥∥π⊥P (r0−ǫ0)(U˜0, U˜1)∥∥∥2 ≥ η0 − C(N, r0)ǫ0η0 ≥ 3η04
Denote by U˜L the solution to the linear wave equation (1.4) with data
~˜U(0) = (U˜0, U˜1). As
η0 =
∥∥∥ ~˜U(0)∥∥∥2
H˙1×L2
is small, the small data theory for the Cauchy problem (1.1) implies that for all
τ ∈ R, ∥∥∥ ~˜U(τ)− ~˜UL(τ)∥∥∥2
H˙1×L2
≤ Cη
N+2
N−2
0
By Proposition 2.9, (3.9), and by choosing η0 sufficiently small, we have either for all τ ≥ 0 or for
all τ ≤ 0 ∫ r0+|τ |
r0−ǫ0+|τ |
|∇τ,rU˜(τ, r)|2rN−1dr ≥
∫ r0+|τ |
r0−ǫ0+|τ |
|∇τ,rU˜L(τ, r)|2rN−1dr − Cη
N+2
N−2
0
≥ 1
2
∥∥∥π⊥P (r0−ǫ0) (U˜0, U˜1)∥∥∥2H˙1×L2 − CηN+2N−20
≥ η0
4
as desired. Let us assume that (3.8) holds for al τ ≥ 0. The case τ ≤ 0 is similar.
Step 2. In this step, we show that for each fixed J ≥ 2,
ϕ(y)
J∑
j=1
(
U jL,n(0, y), ∂τU
j
L,n(0, y)
)
=
J∑
j=1
ϕ(|τ˜j |)
(
U jL,n(0, y), ∂τU
j
L,n(0, y)
)
+ o(1)(3.10)
as n→∞ in H˙1 × L2.
Let 2 ≤ j ≤ J . We first consider the case that limn→∞ −τj,nλj,n ∈ {±∞}. Let ǫ > 0. Since j ≥ 2,
we have that λj,n → 0 as n→∞. Observe that∥∥∥ϕ~U jL,n(0)− ϕ(|τ˜j |)~U jL,n(0)∥∥∥2
H˙1×L2
.
∫
|∇ϕ(y)|2|U jL,n(0, y)|2dy(3.11)
+
∫
|ϕ(y)− ϕ(|τ˜j |)|2|∇τ,yU jL,n(0, y)|2dy.(3.12)
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By Lemma 2.8, there exists R = R(ǫ) > 0 such that for n sufficiently large∫
||y|−|τj,n||≥Rλj,n
|∇U jL,n(0, y)|2 + |∂tU jL,n(0, y)|2 +
|U jL,n(0, y)|2
|x|2 dy < ǫ.
Hence (3.12) can be estimated as n→∞ by
(3.12) . ǫ+ sup
||y|−|τj,n||≤Rλj,n
|ϕ(y) − ϕ(|τ˜j |)|2‖(U j0 , U j1 )‖2H˙1×L2
. ǫ+ o(1),
where the implied constant depends only on ϕ and ‖(U j0 , U j1 )‖H˙1×L2 . Similarly, using Ho¨lder’s
inequality and Sobolev embedding H˙1 →֒ L 2NN−2 , we have as n→∞
(3.11) .
∫
||y|−|τj,n||≥Rλj,n
|U jL,n(0, y)|2
|x|2 dy + |{||y| − |τj,n|| ≤ Rλj,n}|
2
N ‖∇U jL,n(0)‖2L2
. ǫ+R2o(1).
where the implied constant depends only on ϕ,r0, and ‖(U j0 , U j1 )‖H˙1×L2 . This proves (3.10) in the
case that limn→∞
−τj,n
λj,n
∈ {±∞}.
Suppose now that we are in the case τj,n = 0 for all n ≥ 1 (recall we always assume that either
τj,n = 0 for all n or limn−τj,n/λj,n ∈ {±∞}) . Then τ˜j = 0. Therefore, we wish to show that
lim
n→∞
∥∥∥ϕ~U jL,n(0)∥∥∥2
H˙1×L2
= 0.(3.13)
We estimate∥∥∥ϕ~U jL,n(0)∥∥∥2
H˙1×L2
.
∫
|∇ϕ(y)|2|U jL,n(0, y)|2dy +
∫
|ϕ(y)|2|∇τ,yU jL,n(0, y)|2dy.
By Lemma 2.8, there exists R = R(ǫ) > 0 such that for n sufficiently large∫
{|y|≥Rλj,n}∪{|y|≤
1
R
λj,n}
|∇U jL,n(0, y)|2 + |∂tU jL,n(0, y)|2 +
|U jL,n(0, y)|2
|x|2 dy < ǫ.
Since limn→∞ λj,n = 0, we have {|y| ≥ r0 − 2ǫ0} ⊂ {|y| ≥ Rλj,n} for n sufficiently large. This fact,
our choice of R, and the support properties of ϕ imply
lim sup
n→∞
(∫
|∇ϕ(y)|2|U jL,n(0, y)|2dy +
∫
|ϕ(y)|2|∇τ,yU jL,n(0, y)|2dy
)
. lim sup
n→∞
∫
{|y|≥Rλj,n}
|∇U jL,n(0, y)|2 + |∂tU jL,n(0, y)|2 +
|U jL,n(0, y)|2
|x|2 dy . ǫ,
where the implied constant depends only on ϕ. Since ǫ was arbitrary, this proves (3.13) and
concludes Step 2.
Step 3. In this step we show that for each fixed j ≥ 2, we have:
lim
n→∞
∥∥∥S(t)(ϕ(|τ˜j |)U jL,n(0, y), ϕ(|τ˜j |)∂τU jL,n(0, y))∥∥∥
S(0,r0/4)
= 0,(3.14)
and that
lim
J→∞
lim sup
n→∞
∥∥S(t)(ϕwJ0,n, ϕwJ1,n)∥∥S(R) = 0.(3.15)
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Indeed (3.15) follows from Lemma 2.2. To show (3.14), we write∥∥∥S(t)(U jL,n(0, y), ∂τU jL,n(0, y))∥∥∥ 2(N+1)N−2
S(0,r0/4)
=
∫ r0/4−τj,n
λj,n
−
τj,n
λj,n
∫
RN
∣∣∣U jL(τ, y)∣∣∣ 2(N+1)N−2 dydτ.(3.16)
If |τ˜j | ≤ r0/4, then ϕ(|τ˜j |) = 0 and (3.14) follows. If τ˜j > r0/4 (respectively τ˜j < −r0/4), then the
lower limit (respectively upper limit) in the integral (3.16) tends to +∞ (respectively −∞) and
(3.14) follows.
Step 4. In this step we conclude the proof of Lemma 3.4 for Case 1. By Step 2 and (3.15) from
Step 3, we have that the sequence {(u˜0,n, u˜1,n)}n admits a profile decomposition
u˜0,n = vn(0) + U˜0(0) +
J∑
j=2
ϕ(|τj |)U jL,n(0) + w˜J0,n,
u˜1,n = ∂τvn(0) + U˜1(0) +
J∑
j=2
ϕ(|τj |)∂τU jL,n(0) + w˜J1,n,
where
lim
J→∞
lim sup
n→∞
‖w˜Jn‖S(R) = 0.
By Proposition 2.3, Step 2 (3.14), and the local theory for the Cauchy problem we have that
~˜un
(r0
4
)
= ~vn
(r0
4
)
+ ~˜U
(r0
4
)
+
J∑
j=2
ϕ(|τ˜j |)~U jL,n
(r0
4
)
+ ~˜wJn
(r0
4
)
+ ~˜rJn
(r0
4
)
with
lim
J→∞
lim sup
n→∞
∥∥∥~˜rJn (r04 )∥∥∥H˙1×L2 = 0.
Let ψ ∈ C∞ be radial such that ψ(y) = 1 if |y| ≥ r0, and ψ(y) = 0 if |y| ≤ 9r0/10. Fix J ≥ 1,
and define
(uˇ0,n, uˇ1,n) = ϕ(y)
(
~˜un
(r0
4
)
− ~vn
(r0
4
))
.
Let uˇn be the solution to (1.1) with ~ˇun
(
r0
4
)
= (uˇ0,n, uˇ1,n), and note that by finite speed of propa-
gation
|y| ≥ 5r0
4
− ǫ0 =⇒
(
uˇn
(r0
4
, y
)
, ∂τ uˇn
(r0
4
, y
))
=
(
un
(r0
4
, y
)
, ∂τun
(r0
4
, y
))
.
By the same reasoning as in Step 2, we see that for all 2 ≤ j ≤ J ,
ψ(y)ϕ(|τ˜j |)~UJL,n
(r0
4
, y
)
= ψ
(∣∣∣r0
4
+ τ˜j
∣∣∣)ϕ(|τ˜j |)~UJL,n (r04 , y)+ o(1)(3.17)
in H˙1 × L2 as n→∞. Since |τ˜j| ≤ r0 for all j, if τ˜j < 0 then
∣∣ r0
4 + τ˜j
∣∣ is outside the support of ψ.
If τ˜j > 0, then ψ
(∣∣ r0
4 + τ˜j
∣∣)ϕ(|τ˜j)| = ϕ(τ˜j). These facts and (3.17) imply that (uˇ0,n, uˇ1,n) admits
the following profile decomposition
uˇ0,n = vn
(r0
4
)
+ ψ(y)U˜
(r0
4
)
+
∑
τ˜j>0
ϕ(|τj |)U jL,n
(r0
4
)
+ wˇJ0,n,
uˇ1,n = ∂τvn
(r0
4
)
+ ψ(y)∂τ U˜
(r0
4
)
+
∑
τ˜j>0
ϕ(|τj |)∂τU jL,n
(r0
4
)
+ wˇJ1,n
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where
lim
J→
lim sup
n→∞
‖S(t)(wˇJ0,n, wˇJ1,n‖S(R) = 0.
By the same reasoning as in Step 3, we see that for every j ≥ 2 with τ˜j > 0,
lim
n→∞
∥∥∥S(t)(ϕ(|τ˜j |)U jL,n (r04 , y) , ϕ(|τ˜j |)∂τU jL,n (r04 , y))∥∥∥S(r0/4,+∞) = 0.
By the smallness of η0, the solution to (1.1) with initial data
(
ψU˜
(
r0
4
)
, ψ∂˜τ U˜
(
r0
4
))
is globally
defined, scatters, and coincides with U˜ for any τ, y such that τ ≥ r0/4, |y| ≥ τ + r0 − ǫ0. Hence by
Proposition 2.3, if τ ≥ r0/4 and |y| ≥ τ + r0 − ǫ0,
~un(τ, y)− ~vn(τ, y) = ~˜U(τ, y) +
∑
τ˜j>0
ϕ(τ˜j)~U
j
L,n(τ, y) +
~ˇwJn(τ, y) + ~ˇr
J
n(τ, y)(3.18)
where
lim
J→∞
lim sup
n→∞
[
sup
τ≥r0/4
∥∥~ˇrJn (τ)∥∥H˙1×L2 + ‖rˇJn‖S((r0/4,∞))
]
= 0.
Let θn ∈ I+n ⊂
[
r0
4 ,∞
)
. By Lemma 2.4 and Step 1, for large n we have that∫
r0−ǫ0+θn≤|y|≤r0+θn
|∇τ,y(un − vn)(θn, y)|2dy
≥
∫
r0−ǫ0+θn≤|y|≤r0+θn
|∇τ,yU˜(θn, y)|2dy + on(1)
≥ η0
8
.
This proves Lemma 3.4 for Case 1.
Case 2. Assume that there exists j ≥ 2 such that |τ˜j | > r0. Let r˜0 = supj≥2 |τ˜j| > r0, and choose
ǫ0 <
r˜0−r0
100 . By reordering the profiles, we may assume that r˜0−ǫ0 < |τ˜2| ≤ r˜0. Assume that τ˜2 > 0.
The case τ˜2 < 0 is similar. Let ϕ ∈ C∞, be radial such that ϕ(y) = 1 if |y| ≥ r˜0 − ǫ0 and ϕ(y) = 0
if |y| ≤ r˜0 − 2ǫ0. Define
u˜0,n = v0,n + ϕ
J∑
j=2
U jL,n(0) + ϕw
J
0,n(3.19)
u˜1,n = v1,n + ϕ
J∑
j=2
∂τU
j
L,n(0) + ϕw
J
1,n.(3.20)
The proof proceeds exactly as in Case 1 (without (U˜ , ∂τ U˜)), replacing r0 wit r˜0 up to (3.18).
Let θn ∈ I+n ⊂
[
r˜0
4 ,∞
)
. Since λ2,n → 0, by Lemma 2.8 there exists R0 > 0 such that
lim sup
n→∞
∫
||y|−(θn−τ2,n)|≥R0λ2,n
|∇τ,yU2L,n(θn, y)|2dy <
1
2
‖(U20 , U21 )‖2H˙1×L2 .
For n sufficiently large, we have {|y| ≤ θn + r˜0 − ǫ0} ⊂ {||y| − (θn − τ2,n)| ≥ R0λ2,n}. Indeed, if
|y| ≤ θn + r˜0 − ǫ0, then as n→∞
θn − τ2,n − |y| ≥ −τ2,n − (r˜0 − ǫ0)
= τ˜2 − (r˜0 − ǫ) + o(1)
≥ R0λ2,n.
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Lemma 2.4 and conservation of the free energy imply that as n→∞∫
r˜0−ǫ0+θn≤|y|
|∇τ,y(un − vn)(θn, y)|2dy
≥
∫
r˜0−ǫ0+θn≤|y|
|∇τ,yU2L,n(θn, y)|2dy + o(1)
=
∫
RN
|∇τ,yU2L,n(θn, y)|2dy −
∫
|y|≤r˜0−ǫ0+θn
|∇τ,yU2L,n(θn, y)|2dy + o(1)
≥ ‖(U20 , U10 )‖2H˙1×L2 −
∫
||y|−(θn−τ2,n)|≥R0λ2,n
|∇τ,yU2L,n(θn, y)|2dy + o(1)
≥ 1
4
‖(U20 , U10 )‖2H˙1×L2
This concludes Case 2.
Case 3. We now assume that r0 = 0 (so that U
1 ≡ 0) and τ˜j = 0 for all j. Our assumption on u
implies that that there exists ǫ0 > 0 such that for all J ≥ 2
lim sup
n→∞
∫
|y|≥ǫ0
|∇wJn,0|2 + |wJ1,n|2dy ≥ η0.
Let ϕ ∈ C∞ be radial such that ϕ = 1 if |y| ≥ ǫ0 and ϕ = 0 if |y| ≤ ǫ0/2. Define (u˜0,n, u˜1,n) as
in (3.19) and (3.20) from Case 2, and let u˜n be the solution to (1.1) with initial data (u˜0,n, u˜1,n).
Then Lemma 2.8 and Lemma 2.2 imply
lim
n→∞
∥∥∥∥∥∥
J∑
j=2
ϕ~U jL,n(0)
∥∥∥∥∥∥
H˙1×L2
= 0,
lim
J→∞
lim sup
n→∞
‖S(τ)(ϕwJ0,n, ϕwJ1,n)‖S(R) = 0.
Hence
u˜0,n = v0,n + w˜0,n, u1,n = v1,n + w˜1,n,
where
lim
n→∞
‖S(τ)(w˜0,n, w˜1,n)‖S(R) = 0,
lim sup
n→∞
∫
|y|≥ǫ0
|∇w˜0,n|2 + |∂τ w˜0,n|2dy ≥ η0.
In particular, (w˜0,n, w˜1,n) ⇀ 0 in H˙
1×L2 as n→∞. This implies (since P (ǫ0) is finite dimensional)
lim
n→∞
∥∥πP (ǫ0)(w˜0,n, w˜1,n)∥∥2H˙1×L2(|x|≥ǫ0) = 0
which yields
lim sup
n→∞
∥∥∥π⊥P (ǫ0)(w˜0,n, w˜1,n)∥∥∥2H˙1×L2(|x|≥ǫ0) ≥ η0.
Hence, either for all τ ≥ 0 or for all τ ≤ 0 and for all n sufficiently large∫
ǫ0+|τ |<|y|
|∇w˜n(τ)|2 + |∂τ w˜n(τ)|2dy ≥ η0
2
where wn(t) = S(t)(w˜0,n, w˜1,n). We then argue as in Case 1 and Case 2 using Proposition 2.9 and
Proposition 2.3 directly for all τ ≥ 0 or for all τ ≤ 0 globally in time. This concludes Case 3. 
4. Self–similar regions for global solutions
In this section we construct the linear term vL appearing in Theorem 1.3 and show that no
energy of u − vL can concentrate in the self similar region |x| ≃ t. This allows us to deduce that
the expansion in Theorem 1.3 holds in a slightly weaker sense (see Section 5). After constructing
vL, the proof is very similar to the finite time blow–up case.
4.1. Extraction of the linear term. In this subsection we construct the linear solution appearing
in Theorem 1.3. The main property that this solution has is that it completely captures the linear
behavior of the nonlinear wave in exterior regions. More precisely, we have the following.
Proposition 4.1. Let N ≥ 3. Let u be a radial solution of (1.1) such that T+(u) = +∞. Then
there exists a radial solution vL of the linear wave equation (1.4) such that
S(−t)~u(t) ⇀ ~vL(0) in H˙1 × L2 as t→ +∞,
and for all A ∈ R
lim
t→+∞
∫
|x|≥t−A
|∇t,x(u− vL)(t, x)|2dx = 0.(4.1)
The proof of Proposition 4.1 is essentially the same as those in [12] (N = 3) and [7] (N = 4)).
Let {ϕδ}δ be a family of radial C∞ functions on RN , defined for δ > 0 such that
0 ≤ ϕδ ≤ 1, |∇ϕδ| ≤ Cδ−1,
ϕδ(x) =
{
1 if |x| > 1− δ,
0 if |x| < 1− 2δ.
Lemma 4.2. Let u be as in Proposition (4.1), and let ǫ > 0 be small. Then there exists tn → +∞
and δ > 0 small such that ϕδ
(
x
tn
)
~u(tn) admits a profile decomposition with profiles {U jL}j and
parameters {λj,n, tj,n}j,n such that
∀j ≥ 2, lim
n→∞
− tj,n
λj,n
= +∞,(4.2)
∀n ≥ 1, t1,n = 0 and ‖(U10 , U11 )‖H˙1×L2 ≤ ǫ.(4.3)
Proof. We divide the proof into two steps.
Step 1. In this step we show that there exists δ′ > 0 and a sequence sn → +∞ such that {ϕδ′~u(sn)}n
admits a profile decomposition with profiles {Vj}j and parameters {µj,n, sj,n}j,n satisfying
∀j ≥ 2, lim
n→∞
− sj,n
µj,n
∈ {±∞} and lim
n→∞
−sj,n
sn
∈ [−1, 2δ′ − 1] ∪ [1− 2δ′, 1],
s1,n = 0 and ‖(V 10 , V 11 )‖H˙1×L2 ≤
ǫ
2
.
First, note that by finite speed of propagation and the small data theory
lim
R→∞
lim sup
t→+∞
∫
|x|≥R+t
|∇u(t)|2 + (∂u(t))2dx = 0.(4.4)
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Indeed, let ǫ > 0 be small, and define (u˜0, u˜1) ∈ H˙1 × L2 by
u˜0(r) =
{
u0(R) if 0 ≤ r ≤ R
u0(r) if r > R
,
u˜1(r) =
{
0 if 0 ≤ r ≤ R
u1(r) if r > R
.
Choose R > 0 large enough so that
‖(u˜0, u˜1)‖2H˙1×L2 =
∫
|x|≥R
|∇u0|2 + |u1|2dx < ǫ2 ≪ δ20 ,
where δ0 is from the local Cauchy theory. Let u˜ be the solution to (1.1) with initial data (u˜0, u˜1).
Then by the local Cauchy theory, u˜ is global and
sup
t∈R
‖(u˜(t), ∂tu˜(t)‖H˙1×L2 ≤ Cǫ.
By finite speed of propagation, u˜(t, x) = u(t, x) for |x| ≥ R+ t so
lim sup
t→+∞
∫
|x|≥R+t
|∇u(t)|2 + (∂u(t))2dx ≤ Cǫ
as desired.
Since u(t) remains bounded in the energy space on [0,+∞) by assumption, there exists a sequence
{sn}n with sn → +∞ such that {~u(sn)}n admits a profile decomposition with profiles {V˜ jL}j ,
parameters {µj,n, sj,n}j,n, and remainder (w˜J0,n, w˜J1,n). As we can always extract subsequences,
without loss of generality we will always assume that all real valued sequences converge in R¯. In
particular, either
lim
n→∞
−sj,n
µj,n
= ±∞, or ∀n ≥ 1, sj,n = 0.
Define
τj = lim
n→∞
−sj,n
sn
.
Claim 4.3. For all j, |τj | ≤ 1, and limn→∞ µj,nsn = 0, except for at most one index j, for which the
limit is finite.
Proof. Consider (u0,n, u1,n) = (u(sn), ∂tu(sn)). By (4.4),
lim
R→∞
lim sup
n→∞
∫
|x|≥Rsn
|∇u0,n|2 + |u1,n|2dx = 0.
Hence we can apply Lemma 2.1 and deduce that for all j, |τj| < ∞. Moreover limn→∞ µj,nsn < ∞,
and for all j except at most one, the limit is 0.
If τj = 0 then we are done. Suppose τj 6= 0 and that |τj| = 1 + η, η > 0. In particular, this
means we are also assuming that
lim
n→∞
|sj,n|
µj,n
=∞.
By (4.4) and Lemma 2.4,
lim
R→+∞
lim sup
n→∞
∫
|x|≥sn+R
|∇t,xV˜ jL,n(0)|2dx = 0.
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We will combine this will Lemma (2.8). Let ǫ > 0. There exists R and N0 such that for all n ≥ N0∫
||x|−|sj,n||≥Rµj,n
|∇t,xV˜ jL,n(0)|2dx < ǫ.
We note that for fixed R˜ large and for n large,
{||x| − |sj,n|| ≤ Rµj,n} ⊂ {|x| ≥ sn + R˜}.
Indeed if ||x| − |sj,n|| ≤ Rµj,n, then
|x| ≥ |sj,n| −Rµj,n = |sj,n|
sn
(
1−R µj,n|sj,n|
)
sn
= (1 + η + o(1))(1 −Ro(1))sn
≥ (1 + δ)sn
for some δ > 0 and for all n sufficiently large. Since sn → +∞, for n sufficiently large {|x| ≥
sn + δsn} ⊂ {|x| ≥ sn + R˜} which proves the desired inclusion.
Hence for all n ≥ N1, ∫
RN
|∇t,xV˜ jL,n(0)|2dx ≤ 2ǫ.
By conservation of the free energy and since ǫ was arbitrary, V˜ jL ≡ 0, which is a contradiction.
Thus, |τj| ≤ 1. 
Next, not that if j is such that limn→∞
µj,n
sn
> 0 (and finite by the previous claim), we cannot
have limn→∞
|sj,n|
µj,n
= ∞. Hence sj,n = 0 for all n. This happens for at most one j. We assume
j = 1. By rescaling, we can also assume µ1,n = sn.
We now claim
supp
(
~˜V 1(0)
)
⊆ {|x| ≤ 1}.(4.5)
Indeed, first note that by definition of the profiles,(
s
N−2
2
n u(sn, sn·), s
N
2
n ∂tu(sn, sn·)
)
⇀ (V˜ 10 , V˜
1
1 )
in H˙1×L2 as n→∞. Let (ψ0, ψ1) ∈ C∞0 ×C∞0 with supp(ψ0, ψ1) ⊂ {|x| > 1+ η} for some η > 0.
By Cauchy-Schwarz and (4.4), we have that∣∣∣∣∫
RN
∇ψ0 · ∇V˜ 11 + ψ1V˜ 11 dx
∣∣∣∣ . limn→∞
(∫
|x|≥sn+ηsn
|∇u(sn)|2 + |∂tu(sn)|2dx
) 1
2
= 0.
This proves the desired support property of V˜ 1. Define the first profile
(V 10 (y), V
1
1 (y)) = ψδ′(y)(V˜
1
0 (y), V˜
1
1 (y))
with parameters µ1,n = sn, s1,n = 0. For δ
′ sufficiently small, ‖(V 10 , V 11 )‖H˙1×L2 < ǫ. As in Step 2
of the proof of Lemma (3.4), we have that for each fixed j ≥ 2,
ϕδ′
(
x
sn
)(
V˜ jL,n(0, x), ∂tV˜
j
L,n(0, x)
)
= ϕδ′(|τj |)
(
V˜ jL,n(0, x), ∂tV˜
j
L,n(0, x)
)
+ o(1)(4.6)
as n→∞ in H˙1 × L2. Indeed, after a change of variables,∥∥∥∥ϕδ′ ( xsn
)
~˜V jL,n(0, x) − ϕδ′(|τj |)~˜V jL,n(0, x)
∥∥∥∥
H˙1×L2
=
∥∥∥ϕδ′ (x) ~ˇV jL,n(0, x)− ϕδ′(|τj |)~ˇV jL,n(0, x)∥∥∥
H˙1×L2
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where Vˇ jL is just V˜
j
L with new parameters
{
τj,n
sn
,
λj,n
sn
}
j,n
. We can then reapply the argument from
Step 2 of the proof of Lemma 3.4 verbatim to obtain (4.6). Moreover, if |τj | ≤ 1 − 2δ′, then
ϕδ′
(
x
sn
)(
V˜ jL,n(0), ∂tV˜
j
L,n(0)
)
= o(1) in H˙1 × L2 as n→∞. Define new profiles
V jL = ϕδ′(|τj |)V˜ jL , with parameters {µj,n, sj,n}j,n.
Then
ϕδ′
(
x
sn
)
(u(sn), ∂tu(sn)) =
J∑
j=1
ϕδ′
(
x
sn
)(
V˜ jL,n(0), ∂tV˜
j
L,n(0)
)
+ ϕδ′
(
x
sn
)
(w˜J0,n, w˜
J
1,n)
=
J∑
j=1
(
V jL,n(0), ∂tV
j
L,n(0)
)
+ (ǫJ0,n, ǫ
J
1,n) + ϕδ′
(
x
sn
)
(w˜J0,n, w˜
J
1,n)
where
lim
n→∞
‖(ǫJ0,n, ǫJ1,n)‖H˙1×L2 = 0.
By Lemma (2.2)
lim
J→∞
lim sup
n→∞
∥∥∥∥S(t)ϕδ′ ( xsn
)
(w˜J0,n, w˜
J
1,n)
∥∥∥∥
S(R)
= 0.
Thus, we obtain that
{
ϕδ′
(
x
sn
)
~u(sn)
}
has the desired profile decomposition. This concludes Step
1.
Step 2. Let un be the solution to (1.1) with initial data ϕδ′
(
x
sn
)
~u(sn). We use Proposition 2.3
with θn = sn/2. Indeed, by construction, for j ≥ 2, limn→∞ |sj,n|µj,n = +∞ and |τj | ∈ [1− 2δ′, 1]. So
lim
n→∞
−sj,n
µj,n
= +∞ =⇒ lim
n→∞
sn/2− sj,n
µj,n
= +∞,
lim
n→∞
−sj,n
µj,n
= −∞ =⇒ lim
n→∞
sn/2− sj,n
µj,n
= lim
n→∞
−sj,n
µj,n
(
1− sn
2sj,n
)
= −∞.
Thus, we can apply Proposition 2.3 to obtain
~un(sn/2) =
J∑
j=1
~V jn (sn/2) + ~w
J
n(sn/2) + ~r
J
n(sn/2)
where
lim
J→∞
lim sup
n→∞
[
‖rJn‖S(0,sn/2) + sup
t∈[0,sn/2]
‖~rJn(t)‖H˙1×L2
]
= 0.
Let
tn =
3
2
sn, tj,n = sj,n − sn
2
, δ =
δ′
3
.
Since ~un(0, x) = ~u(sn, x) if |x| ≥ (1− δ′)sn, by finite speed of propagation
|x| ≥ (3/2 − δ′)sn = (1− 2δ)tn =⇒ ~un(sn/2, x) = ~u(tn, x).
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Thus,
ϕδ
(
x
tn
)
~u(tn) =ϕδ
(
x
tn
)
~u(sn/2)
=
J∑
j=1
ϕδ
(
x
tn
)
~V j(sn/2) + ϕδ
(
x
tn
)
~wJn(sn/2)
+ ϕδ
(
x
tn
)
~rJn(sn/2).
The conclusion of the lemma follows from a similar analysis as in Step 1. 
Proof of Proposition 4.1. We divide the proof into two steps.
Step 1. First, we show that for all A ∈ R there exists a radial solution vAL of the linear wave
equation (1.4) such that
lim
t→+∞
∫
|x|≥t−A
|∇t,x(u− vAL )(t, x)|2dx = 0.(4.7)
Consider the sequence given {tn}n given by Lemma 4.2, and let un be the solution to (1.1) with
initial data ϕδ
(
x
tn
)
~u(tn) at t = 0. By Proposition 2.3, (4.2), and (4.3), it follows that for n large
un is globally defined and scatters for positive times. Let n be large and fixed and let v˜L,n be the
solution to the linear equation (1.4) such that
lim
t→+∞
‖~un(t)− ~˜vL,n(t)‖H˙1×L2 = 0.
By finite speed of propagation, ~u(tn + t, x) = ~un(t, x) for |x| ≥ (1− δ)tn + t, t ≥ 0. Thus,
lim
t→+∞
∫
|x|≥−δtn+t
|∇t,xu(t, x)−∇v˜L,n(t− tn, x)|2 = 0.
By choosing n large enough so that −δtn ≤ −A, we get (4.7) with vAL (t, x) = v˜L,n(t− tn, x).
Step 2. Let {tn}n be a sequence tending to +∞ so that, after extraction, S(−tn)~u(tn) has a weak
limit (v0, v1) in H˙
1 × L2 as n → ∞. After further extraction, we can assume that the sequence
~u(tn) has a profile decomposition
~u(tn) = ~vL(tn) +
J∑
j=2
~U jL,n(0) + (w
J
0,n, w
J
1,n).
Here we have chosen the first profile U1L = vL with parameters λ1,n = 1, t1,n = −tn. Let A ∈ R,
and let vAL be the linear solution from Step 1. Then ~u(tn)− vAL (tn) admits a profile decomposition
~u(tn)− ~vAL (tn) = ~vL(tn)− ~vAL (tn) +
J∑
j=2
~U jL,n(0) + (w
J
0,n, w
J
1,n)
By the localized orthogonality of the profiles (2.4), we get that (4.7) implies that
lim
n→∞
∫
|x|≥tn−A
|∇t,x(vL − vAL )(tn, x)|2dx = 0.
Since vAL − vL is a solution to the linear wave equation, the previous line and the decay of the free
energy outside of the light cone |x| ≥ t−A implies that
lim
t→+∞
∫
|x|≥t−A
|∇t,x(vL − vAL )(t, x)|2dx = 0.
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This together with (4.7) yields (4.1).
Let {t˜n}n be another sequence tending to +∞ such that S(−t˜n)~u(t˜n) ⇀ (v˜0, v˜1) in H˙1×L2. The
previous argument implies that for all A ∈ R
lim
t→+∞
∫
|x|≥t−A
|∇t,x(vL − v˜L)(t, x)|2dx = 0.
By Lemma 2.8, given ǫ > 0 there exists A > 0 sufficiently large so that
lim sup
t→+∞
∫
|x|≤t−A
|∇t,x(vL − v˜L)(t, x)|2dx < ǫ.
By conservation of the free energy, these facts imply that∫
RN
|∇(v0 − v˜1)|2 + |v1 − v˜1|2dx ≤ ǫ.
Since ǫ was arbitrary, we obtain (v0, v1) = (v˜0, v˜1). 
Before turning to the main result of this section, we first prove an analog of (3.3) which will be
used in a later section.
Claim 4.4. Let u and vL be as in Proposition 4.1. Let a(t) = u(t)−vL(t). Then limt→+∞E(a(t), ∂ta(t))
exists and in fact
lim
t→+∞
E(a(t), ∂ta(t)) = E(u0, u1)− 1
2
‖(v0, v1)‖2H˙1×L2 .(4.8)
Proof. Since
S(−t)~u(t)⇀ ~vL(0) in H˙1 × L2 as t→ +∞,
conservation of the free linear energy implies∫
RN
|∇t,xa(t)|2dx =
∫
RN
|∇t,xu(t)|2dx+ ‖(v0, v1)‖2H˙1×L2 − 2
∫
RN
∇t,xS(−t)~u(t) · (v0, v1)dx
=
∫
RN
|∇t,xu(t)|2dx− ‖(v0, v1)‖2H˙1×L2 + o(1),
as t→ +∞.
We claim that
lim
t→∞
∫
RN
|vL(t)|
2N
N−2 dx = 0.(4.9)
Since the linear propagator S(t) is unitary on H˙×L2, we may assume that (v0, v1) ∈ C∞×C∞ and
supp (v0, v1) ⊆ {|x| ≤ R} for some R > 0. By finite speed of propagation, supp ~vL(t) ⊆ {|x| ≤ R+t}
for t > 0. We also have the dispersive estimate
∀x ∈ RN ,∀t > 0, |vL(t, x)| ≤ Ct−
N−1
2 .
Hence ∫
RN
|vL(t)|
2N
N−2 dx ≤Ct−N(N−1)N−2 |{|x| ≤ R+ t}|
=Ct−
N(N−1)
N−2 (R + t)N → 0 as t→ +∞
as desired.
26
As in the finite time blow–up case,∫
RN
|u(t)| 2NN−2 dx =
∫
RN
|v(t)| 2NN−2 dx+
∫
RN
|a(t)| 2NN−2 dx+ ǫ(t)
=
∫
RN
|a(t)| 2NN−2 dx+ ǫ(t) + o(1),
where
ǫ(t) .
∫
RN
(
|v(t)|N+2N−2 |a(t)|+ |v(t)||a(t)|N+2N−2
)
dx.
By Ho¨lder’s inequality, Sobolev’s inequality, and (4.9), it easily follows that limt→+∞ ǫ(t) = 0. This
concludes the proof of the claim. 
4.2. Exclusion of energy concentration in the self–similar region. The goal of the subsec-
tion is to prove the following global analog of Proposition 3.1.
Proposition 4.5. Let u and vL be as above. Then
∀c0 ∈ (0, 1), lim
t→+∞
∫
|x|≥c0t
(|∇(u− vL)(t, x)|2 + |∂t(u− vL)(t, x)|2) dx = 0.
The proof of Proposition 4.5 will be very similar to the proof of Proposition 3.1. As in the finite
time blowup case, we argue by contradiction. Suppose the conclusion of (4.5) does not hold. Then
there exists a sequence of times {sn}n and c0 > 0 such that sn → +∞ and for all n∫
|x|≥c0sn
(|∇(u− vL)(sn, x)|2 + |∂t(u− vL)(sn, x)|2)dx ≥ c0.
Let v be the unique solution to (1.1) such that T+(v) = +∞ and
lim
t→+∞
‖~vL(t)− ~v(t)‖H˙1×L2 = 0.
Without loss of generality, we can assume that v(t) is defined on [0,+∞). Note that by our
definition of v and (4.1), we have for all A ∈ R
lim
t→+∞
∫
|x|≥t−A
|∇t,x(u− v)(t, x)|2dx = 0.
Let
un(τ, y) = s
N−2
2
n u(sn + snτ, sny),
vn(τ, y) = s
N−2
2
n v(sn + snτ, sny).
for τ ∈ [−1,+∞) and y ∈ RN . Note that
lim
n→∞
∫
|y|≥1
|∇τ,y(un − vn)(0, y)|2dy = lim
n→∞
∫
|x|≥sn
|∇t,x(u− v)(sn, x)|2dx = 0.(4.10)
After extraction, assume that ~un(0)−~vn(0) admits a profile decomposition with profiles {U jL}j and
parameters {λj,n, τj,n}j,n. As usual we will assume either
τj,n = 0 for all n ≥ 1, or lim
n→∞
−τj,n
λj,n
= ±∞,
and that the following limits exist in [−∞,+∞]:
τ˜j = lim
n→∞
−τj,n,
λ˜j = lim
n→∞
λj,n.
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Lemma 4.6. Fix j ≥ 1. Then
τ˜j ∈ [−1, 1],
and the sequence {λj,n}n is bounded. Furthermore,
lim
n→∞
snλj,n +
1
λj,nsn
+ |τj,n + 1|sn = +∞.(4.11)
Proof. The claims that τj ∈ [−1, 1] and that the sequence {λj,n}n is bounded follow almost verbatim
as in the finite time blow–up case. One simply uses (4.10) instead of (3.4). The last claim in Lemma
(4.6) follows from the fact that S(−sn)(~u(sn)− ~v(sn)) ⇀ 0 in H˙1 × L2 as n→∞. 
As in the proof of Proposition 3.1, by orthogonality of the parameters and (4.10) there is at most
one index j ≥ 1 such that λ˜j > 0. Reordering the profiles, we will always assume that this index is
1, setting U1 = 0 if there is no index j with the preceding property. We can also assume that for
all n, τ1,n = 0 and λj,n = 1. It follows from (4.10) that ~U
1(0) is supported in {|y| ≤ 1}. Let
r0 = sup{ρ : supp ~U1(0) ⊆ {|y| ≤ ρ}}.
As in the finite time blowup case, we consider three cases:
• Case 1: r0 > 0 and for all j ≥ 2, |τ˜j | ≤ r0.
• Case 2: There exists j ≥ 2 such that |τ˜j | > r0.
• Case 3: r0 = 0 and for all j ≥ 2, τ˜j = 0.
These three cases yield the following consequence.
Lemma 4.7. Let I+ = [1/2,+∞), and let I− = [−1,−1/2]. Then there exists η1 > 0 such that the
following holds for large n; for all sequences {θn}n with θn ∈ I+, or for all sequences {θn}n with
θn ∈ I− ∫
|y|≥|θn|
|∇τ,y(un − vn)(θn, y)|2 dy ≥ η1.
Proof. The proof is a verbatim copy of the proof of Lemma 3.4 and we omit it. 
Lemma 4.7 contradicts the following claim which finishes the proof of Proposition 4.5.
Claim 4.8. Let u satisfy the assumptions of Proposition 4.5. There exists sequences {θ±n }n ∈ I±
such that
lim
n→∞
∫
|y|≥|θ±n |
∣∣∇τ,y(un − vn)(θ±n , y)∣∣2 dy = 0.
Proof of Claim 4.8. We go back to the original variables and write∫
|y|≥|θ±n |
∣∣∇τ,y(un − vn)(θ±n , y)∣∣2 dy = ∫
|x|≥sn|θ
±
n |
∣∣∇t,x(u− v)(sn + snθ±n , x)∣∣2 dx.(4.12)
Taking θ−n = −1 implies that right hand side of (4.12) goes to 0 as n → ∞. Let σn = sn + θ+n sn.
Then ∫
|x|≥sn|θ
±
n |
∣∣∇t,x(u− v)(sn + snθ±n , x)∣∣2 dx = ∫
|x|≥σn−sn
|∇t,x(u− v)(σn, x)|2 dx.
For each n, we have that
lim
t→+∞
∫
|x|≥t−sn
|∇t,x(u− v)(t, x)|2 dx = 0.
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Thus, we can choose σn ≥ 32sn (and hence θ+n ≥ 12) so that
lim
n→∞
∫
|y|≥|θ+n |
∣∣∇τ,y(un − vn)(θ+n , y)∣∣2 dy = limn→∞
∫
|x|≥σn−sn
|∇t,x(u− v)(σn, x)|2 dx = 0.

5. Expansion as a sum of rescaled solitons
In this section, we prove Theorem 1.1 and Theorem 1.3.
5.1. Expansion up to a dispersive error. In this subsection, we show that Proposition 3.1
(respectively Proposition 4.5) implies:
Corollary 5.1. Let N ≥ 5 be odd. Let u be a radial solution to (1.1) with T+(u) < +∞ that
satisfies (1.2). Then there exists (v0, v1) ∈ H˙1 × L2, a sequence tn → T+(u), an integer J0 ≥ 1, J0
sequences of positive numbers {λj,n}n, j = 1, . . . , J0, J0 signs ιj ∈ {±1}, and a sequence {w0,n}n
in H˙1 such that
λ1,n ≪ λ2,n ≪ · · · ≪ λJ0,n ≪ T+(u)− tn,
and
~u(tn) = (v0, v1) +
J0∑
j=1
 ιj
λ
N−2
2
j,n
W
(
x
λj,n
)
, 0
+ (w0,n, 0) + o(1) in H˙1 × L2 as n→∞.
where
lim
n→∞
‖S(t)(w0,n, 0)‖S(R) = 0.
Corollary 5.2. Let N ≥ 5 be odd. Let u be a radial solution to (1.1) with T+(u) = +∞ that satisfies
(1.2). Then there exists a solution vL to the linear wave equation (1.4), a sequence tn → +∞, an
integer J0 ≥ 0, J0 sequences of positive numbers {λj,n}n, j = 1, . . . , J0, J0 signs ιj ∈ {±1}, and a
sequence {w0,n}n in H˙1 such that
λ1,n ≪ λ2,n ≪ · · · ≪ λJ0,n ≪ tn,
and
~u(tn) = ~vL(tn) +
J0∑
j=1
 ιj
λ
N−2
2
j,n
W
(
x
λj,n
)
, 0
+ (w0,n, 0) + o(1) in H˙1 × L2 as n→∞.
where
lim
n→∞
‖S(t)(w0,n, 0)‖S(R) = 0.
Corrollary 5.1 follows from Proposition 5.1 in [11] and Proposition 3.1. Corrollary 4.5 follows
from the proof of Corrollary 4.2 in [12] and Proposition 4.5. The main idea of the proof in the finite
time blow–up case, say, is that the vanishing of the energy in self–similar regions implies that there
is a sequence of times {tn}n approaching the maximal forward time of existence so that the time
derivative ∂t(u−v)(tn) goes to 0. Taking a profile decomposition along this sequence of times {tn}n
and using Proposition 2.3, one deduces that the nonlinear profiles for this profile decomposition
satisfy the elliptic equation −∆U = |U |4/(N−2)U . Hence, each profile must be W up to sign change
and scaling.
5.2. Expansion in the energy space. In this subsection, we conclude the proofs of Theorem 1.1
and Theorem 1.3.
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5.2.1. Finite time blow–up solutions. Assume that u satisfies the assumptions of Theorem 1.1 (with
T+ = 1). Let w0,n be as in Corrollary 5.1. Theorem 1.1 will follow from Corrollary 5.1 and
lim
n→∞
‖w0,n‖H˙1 = 0.(5.1)
This will follow in a similar fashion as in the case N = 3 (see Section 4.2 of [12]) and N = 4
(see Proposition 5.4 in [7]) using channels of energy. We will deduce 5.1 by using the following
technical lemma which states that in exterior regions we can remove each soliton arising in the
above decomposition by adjusting the sequence of times {tn}n.
Lemma 5.3. Let u be as in Corrollary 5.1. For all k = 1, . . . , J0 +1, there exists (after extraction
of subsequences in n), a sequence {tkn}n such that tn ≤ tkn < 1 and a sequence
{(
uk0,n, u
k
1,n
)}
n
in
H˙1 × L2 such that for large n
∀x ∈ RN , |x| ≥ tkn − tn =⇒
(
u
(
tkn, x
)
, ∂tu
(
tkn, x
))
=
(
uk0,n (x) , u
k
1,n (x)
)
,(5.2)
and (
uk0,n, u
k
1,n
)
=
(
v
(
tkn
)
, ∂tv
(
tkn
))
+
J0∑
j=k
 ιj
λ
N−2
2
j,n
W
(
x
λj,n
)
, 0
(5.3)
+
(
wn(t
k
n − tn), ∂twn(tkn − tn)
)
+ o(1),(5.4)
in H˙1 × L2 as n→∞.
The statement and proof of Lemma 5.3 is identical to that in [12] (see Lemma 4.5) and we omit
it.
Proof of Theorem 1.1. By Lemma 5.3 with k = J0 + 1, we have(
uJ0+10,n , u
J0+1
1,n
)
=
(
v
(
tJ0+1n
)
, ∂tv
(
tJ0+1n
))
+
(
wn(t
J0+1
n − tn), ∂twn(tJ0+1n − tn)
)
+ o(1),(5.5)
in H˙1×L2 as n→∞ where tn ≤ tJ0+1n < 1. Denote by uJ0+1n the solution of (1.1) with initial data(
uJ0+10,n , u
J0+1
1,n
)
at t = 0. By Proposition 2.3, for t ∈ [0, t0] (t0 > 0 small enough so that 1 + t0 is in
the domain of v),
~uJ0+1n (t) = ~v
(
tJ0+1n + t
)
+ ~wn
(
tJ0+1n + t− tn
)
+ ~rn(t),(5.6)
where
lim
n→∞
sup
t∈[0,t0]
‖~rn(t)‖H˙1×L2 = 0.
By finite speed of propagation and (5.12),(
uJ0+1n (t, x), ∂tu
J0+1
n (t, x)
)
=
(
u
(
tJ0+1n + t, x
)
, ∂tu
(
tJ0+1n + t, x
))
(5.7)
for 0 < t < 1− tJ0+1n , |x| ≥ t+ tJ0+1n − tn.
Since ∂twn(0) = 0, wn(−t) = wn(t). Thus, by Proposition 2.9, for all t ∈ R,∫
|x|≥|t|
|∇wn(t)|2 + |∂twn(t)|2dx ≥ 1
2
∫
RN
|∇w0,n|2 + |w1,n|2dx.(5.8)
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By (5.6), (5.7), and (5.8) with t = 1−t
J0+1
n
2 , we get∫
|x|≥
1+t
J0+1
n
2
−tn
∣∣∣∣∇a(1 + tJ0+1n2
)∣∣∣∣2 + ∣∣∣∣∂ta(1 + tJ0+1n2
)∣∣∣∣2 dx(5.9)
≥ 1
2
∫
RN
|∇w0,n|2 + |w1,n|2dx+ o(1).(5.10)
As tn ≤ tJ0+1n , we have
1 + tJ0+1n
2
− tn = 1− t
J0+1
n
2
+ tJ0+1n − tn ≥ 1−
1 + tJ0+1n
2
.
Since supp ~a(t) ⊆ {|x| ≤ 1− t},∫
|x|≥
1+t
J0+1
n
2
−tn
∣∣∣∣∇a(1 + tJ0+1n2
)∣∣∣∣2 + ∣∣∣∣∂ta(1 + tJ0+1n2
)∣∣∣∣2 dx = 0,
which shows
lim
n→∞
∫
RN
|∇w0,n|2 + |w1,n|2dx = 0.
It remains to show
lim
t→1+
∫
|x|≤1−t
1
2
|∇u(t)|2 + 1
2
|∂tu(t)|2 − N − 2
2N
|u(t)| 2NN−2 dx = J0E(W, 0).
Let {tn}n be as in the statement of Theorem 1.1. Then since v(t) is regular up to t = 1 and
a(t) = u(t)− v(t) is supported in B1−t, we have∫
|x|≤1−t
1
2
|∇u(t)|2 + 1
2
|∂tu(t)|2 − N − 2
2N
|u(t)| 2NN−2 dx = E(a(t), ∂ta(t)) + o(1)
as t→ 1+. Hence
lim
t→1+
∫
|x|≤1−t
1
2
|∇u(t)|2 + 1
2
|∂tu(t)|2 − N − 2
2N
|u(t)| 2NN−2 dx = lim
t→1+
E(a(t), ∂ta(t))
= lim
n→∞
E(a(tn), ∂ta(tn))
= J0E(W, 0).
This completes the proof of Theorem 1.1. 
5.2.2. Global solutions. Assume that u satisfies the assumptions of Theorem 1.3. Let w0,n be as in
Corrollary 5.2. Theorem 1.3 will follow from Corrollary 5.2 and
lim
n→∞
‖w0,n‖H˙1 = 0.(5.11)
This will follow in a similar fashion as the finite time blow–up case. The technical tool analogous
to Lemma 5.3 is the following lemma.
Lemma 5.4. Let u be as in Corollary 5.2. For all k = 1, . . . , J0 + 1, there exists (after extraction
of subsequences in n), a sequence {tkn}n such that tn ≤ tkn and a sequence
{(
uk0,n, u
k
1,n
)}
n
in H˙1×L2
such that for large n
∀x ∈ RN , |x| ≥ tkn − tn =⇒
(
u
(
tkn, x
)
, ∂tu
(
tkn, x
))
=
(
uk0,n (x) , u
k
1,n (x)
)
,(5.12)
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and (
uk0,n, u
k
1,n
)
=
(
vL
(
tkn
)
, ∂tvL
(
tkn
))
+
J0∑
j=k
 ιj
λ
N−2
2
j,n
W
(
x
λj,n
)
, 0
(5.13)
+
(
wn(t
k
n − tn), ∂twn(tkn − tn)
)
+ o(1),(5.14)
in H˙1 × L2 as n→∞.
Proof of Theorem 1.3. By Lemma 5.4 with k = J0 + 1, we have(
uJ0+10,n , u
J0+1
1,n
)
=
(
v
(
tJ0+1n
)
, ∂tv
(
tJ0+1n
))
+
(
wn(t
J0+1
n − tn), ∂twn(tJ0+1n − tn)
)
+ o(1),(5.15)
in H˙1 × L2 as n → ∞ where tn ≤ tJ0+1n . Denote by uJ0+1n the solution of (1.1) with initial data(
uJ0+10,n , u
J0+1
1,n
)
at t = 0. By Proposition 2.3, for all t ≥ 0,
~uJ0+1n (t) = ~vL
(
tJ0+1n + t
)
+ ~wn
(
tJ0+1n + t− tn
)
+ ~rn(t),(5.16)
where
lim
n→∞
sup
t∈[0,∞)
‖~rn(t)‖H˙1×L2 = 0.
By finite speed of propagation and (5.12),(
uJ0+1n (t, x), ∂tu
J0+1
n (t, x)
)
=
(
u
(
tJ0+1n + t, x
)
, ∂tu
(
tJ0+1n + t, x
))
(5.17)
for t ≥ 0, |x| ≥ t+ tJ0+1n − tn.
Since ∂twn(0) = 0, wn(−t) = wn(t). Thus, by Proposition 2.9, for all t ∈ R,∫
|x|≥|t|
|∇wn(t)|2 + |∂twn(t)|2dx ≥ 1
2
∫
RN
|∇w0,n|2 + |w1,n|2dx.(5.18)
By (5.16), (5.17), and (5.18), we have for any sequence of times sn ≥ tJ0+1n ,∫
|x|≥sn−tn
|∇(u− vL)(sn)|2 + |∂t(u− vL)(sn)|2dx ≥ 1
2
∫
RN
|∇w0,n|2 + w1,n|2dx+ o(1).
Since, for any fixed n,
lim
s→∞
∫
|x|≥s−tn
|∇(u− vL)(s)|2 + |∂t(u− vL)(s)|2dx = 0,
we can find a sequence sn ≥ tJ0+1n such that
lim
n→∞
∫
|x|≥sn−tn
|∇(u− vL)(sn)|2 + |∂t(u− vL)(sn)|2dx = 0.
This shows
lim
n→∞
∫
RN
|∇w0,n|2 + |w1,n|2dx = 0
as desired.
It remains to show that for all A > 0,
lim
t→+∞
∫
|x|≤t−A
1
2
|∇u(t)|2 + 1
2
|∂tu(t)|2 − N − 2
2N
|u(t)| 2NN−2 dx
exists, and
lim
A→+∞
lim
t→+∞
∫
|x|≤t−A
1
2
|∇u(t)|2 + 1
2
|∂tu(t)|2 − N − 2
2N
|u(t)| 2NN−2 dx = J0E(W, 0).
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To lessen notation, let
e(u(t)) =
1
2
|∇u(t)|2 + 1
2
|∂tu(t)|2 − N − 2
2N
|u(t)| 2NN−2 .
By Claim 4.4, and Proposition 4.5, we have that
lim
t→+∞
∫
RN
|vL(t)|
2N
N−2 dx = 0,
lim
t→+∞
∫
|x|≥t/2
|∇(u− vL)(t)|2 + |∂t(u− vL)(t)|2dx = 0.
This along with conservation of the free energy imply that as t→ +∞,∫
|x|≤t−A
e(u(t))dx = E(u0, u1)−
∫
|x|≥t−A
e(u(t))dx
= E(u0, u1)−
∫
|x|≥t−A
e(v(t))dx + o(1)
= E(u0, u1)− 1
2
∫
|x|≥t−A
|∇t,xv(t)|2dx+ o(1)
= E(u0, u1)− 1
2
‖(v0, v1)‖2H˙1×L2 +
1
2
∫
|x|≤t−A
|∇t,xv(t)|2dx+ o(1).
By the monononicity of the free energy in exterior light cones, the limit
lim
t→+∞
∫
|x|≤t−A
|∇t,xv(t)|2dx
exists. Hence limt→+∞
∫
|x|≤t−A e(u(t))dx exists. By Lemma 2.8 and Claim 4.4
lim
A→+∞
lim
t→+∞
∫
|x|≤t−A
|∇t,xvL(t)|2dx = 0,
lim
t→+∞
E(u(t) − vL(t), ∂tu(t)− ∂tvL(t)) = E(u0, u1)− 1
2
‖(v0, v1)‖2H˙1×L2 .
Thus, if {tn}n is from the Theorem 1.3, then
lim
A→+∞
lim
t→+∞
∫
|x|≤t−A
e(u(t))dx = E(u0, u1)− 1
2
‖(v0, v1)‖2H˙1×L2
= lim
t→+∞
E(u(t) − vL(t), ∂tu(t)− ∂tvL(t))
= lim
n→∞
E(u(tn)− vL(tn), ∂tu(tn)− ∂tvL(tn))
= J0E(W, 0).
This completes the proof of Theorem 1.3. 
6. Type II solutions below 2‖∇W‖2L2
6.1. Blow–up solutions. This subsection is devoted to proving Theorem 1.2. We assume that u
is a type II solution with T+(u) = 1 and
sup
0≤t<1
∫
|x|≤1−t
|∇u(t)|2dx < 2‖∇W‖2L2 .(6.1)
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We denote the regular part of u(t) by v(t) and the singular part a(t) = u(t)− v(t) as defined in
Section 3. Recall that supp a(t) ⊂ {|x| ≤ 1− t}, ~a(t) ⇀ 0 in H˙1 × L2 as t→ 1−, and
lim
t→1−
E(a(t), ∂ta(t)) = E(u0, u1)− E(v0, v1).
By Theorem 1.1, we know that there exists a sequence of times tn → 1−, an integer J0 ≥ 1, J0
scales λj,n and signs ιj for 1 ≤ j ≤ J0 so that
λ1,n ≪ λ2,n ≪ · · · ≪ λJ0,n ≪ 1− tn,(6.2)
and
~a(tn) =
J0∑
j=1
 ιj
λ
N−2
2
j,n
W
(
x
λj,n
)
, 0
 + o(1) in H˙1 × L2 as n→∞.(6.3)
The assumption (6.1) and the definition of a(t) imply that
lim sup
t→1−
‖~a(t)‖2
H˙1×L2
< 2‖∇W‖2L2 .(6.4)
By orthogonality of the scales λj,n, there can be only one soliton above, i.e., J0 = 1. Moreover, by
replacing u with −u if necessary, we can assume that ι = 1, so that
~a(tn) =
(
1
λ
N−2
2
n
W
(
x
λn
)
, 0
)
+ o(1) in H˙1 × L2 as n→∞,(6.5)
with
λn ≪ 1− tn.
Moreover, this implies that
E(u0, u1)− E(v0, v1) = lim
t→1−
E(a(t), ∂ta(t)) = E(W, 0).(6.6)
The proof will continue in a similar manner as in [7]. We divide the proof of Theorem 1.2 into
several steps.
Step 1: Preliminary observations on a profile decomposition. Let τn → 1−. We wish to show that
(after passing to a subsequence if necessary) the decomposition (6.5) holds for the sequence {τn}n.
After passing to a subsequence, we obtain a profile decomposition
~a(τn) =
J∑
j=1
~U jL,n(0) + ~w
J
n(0).(6.7)
By Lemma 2.6, we may assume that the profiles are preordered as in Definition (2.5) with
i ≤ j =⇒ {~U iL, λi,n, ti,n} 4 {~U jL, λj,n, tj,n}.
We may also view (6.7) as profile decomposition for {~u(τn)}n since (v0, v1) is the weak limit of ~u(t)
in H˙1 × L2 as t → 1. Indeed we can view ~v(τn), up to an error o(1) in H˙1 × L2, as a profile ~U0L
with initial data (v0, v1) and parameters λn,0 = 1, tn,0 = 0, and nonlinear profile v(t) and we write
~u(τn) = ~v(τn) +
J∑
j=1
~U jL,n(0) + ~w
J
n(0).(6.8)
By 2.1 and the support properties of a(t), we must have |tj,n|+ λj,n ≤ Cj(1− τn).
Since u(t) breaks down at t = 1 and v(t) is regular up to t = 1, Proposition 2.3 implies that
at least one of the nonlinear profiles U j with j ≥ 1 does not scatter forward in time. By our
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pre–ordering this means that the nonlinear profile U1 does not scatter forward in time. We claim
that
{U1L, λ1,n, t1,n} ≺ {U0L, 1, 0}.(6.9)
If (6.9) does not hold, then
∀T < T+(v0, v1) =⇒ lim
n→∞
T − t1,n
λ1,n
< T+(U
1),(6.10)
where T+(v0, v1) is computed from the evolution starting at t = 1. Since v(t) exists in a neighbor-
hood of t = 1, choose T > 0 with T < T+(v0, v1). We know that |t1,n| + λ1,n ≤ C(1 − τn). This
means that
lim
n→∞
T − t1,n
λ1,n
= +∞,
which contradicts (6.10). Thus, (6.9) holds.
By orthogonality of the H˙1 norm in our profile decomposition, we must have for all j ≥ 1 and
for all J ≥ 1,
lim sup
n→∞
‖∇U jL,n(0)‖2L2 < 2‖∇W‖2L2 ,(6.11)
lim sup
n→∞
‖∇wJ0,n‖2L2 < 2‖∇W‖2L2 .(6.12)
If N ≥ 4, then
2 ≤
(
N
N − 2
)N−2
2
.
Indeed, by elementary calculus the function (x− 2) log
(
x
x−2
)
is strictly increasing on [4,∞). This
fact along with (6.11), (6.12), and Lemma 2.7 imply that for all j, J ≥ 1 for all n sufficiently large,
E(~U jL,n(0)) ≥ 0, E(~wJn(0)) ≥ 0,
as well as
lim
n→∞
E(~U jL,n(0)) = 0 =⇒ limn→∞ ‖
~U jL,n(0)‖H˙1×L2 = 0,
lim
n→∞
E(~wJn(0)) = 0 =⇒ limn→∞ ‖~w
J
n(0)‖H˙1×L2 = 0.
These imply that for the nonlinear profile U j , either E(~U j) > 0 or U j ≡ 0.
Step 2: Minimization process and consequences. Here we use the general compactness argument
for profile decompositions of ~u(τn) developed in [16]. We first introduce some notation from [16].
Let S0 denote the set of sequences {τn}n with τn → 1 so that ~u(τn) admits a pre–ordered profile
decomposition. Let T = {τn}n ∈ S0, and let
J0(T ) = # of profiles of ~u(τn) that do not scatter forward in time.(6.13)
Since u(t) breaks down at time t = 1, we must have J0(T ) ≥ 1 for any T ∈ S0. However, by the
small data theory there exists δ0 > 0 so that if ‖~U jL‖H˙1×L2 < δ0, then U j is global and scatters in
both time directions. In particular, if U j does not scatter forward in time, then ‖~U jL‖2H˙1×L2 ≥ δ20 .
Since we are assuming u is type II,
sup
0≤t<1
‖(u(t), ∂tu(t))‖H˙1×L2 =M <∞.
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By orthogonality of the free energy, if J ∈ N and J ≤ J0(T ), then
Jδ20 ≤ lim sup
n→∞
J∑
j=1
‖~U jL,n(0)‖2H˙1×L2 ≤ lim supn→∞ ‖(u(τn), ∂tu(τn))‖
2
H˙1×L2
≤M2.
Thus, J0(T ) ≤M2δ−20 for all T ∈ S0.
Define
J1(T ) = min{j ≥ 1 : j ≺ j + 1}.
Here ≺ is the strict order from Definition (2.5). By our definition of J0(T ), we must have J1(T ) ≤
J0(T ). Hence, J1(T ) is uniformly bounded on S0 as well.
Now define
JM = max{J0(T ) : T ∈ S0},(6.14)
S1 = {T ∈ S0 : J0(T ) = JM}.(6.15)
For T ∈ S1, we define E(T ) to be the sum of the energies of the nonlinear profiles that do not
scatter, i.e.,
E(T ) =
JM∑
j=1
E(~U j).(6.16)
Let
Em = inf{E(T ) : T ∈ S1}.(6.17)
We now recall a result from [16] (see Corollary 4.3).
Lemma 6.1. The infimum Em is attained, i.e., there exists T0 ∈ S1 so that
Em = E(T0).
With the above lemma, we can define
S2 = {T ∈ S1 : E(T ) = Em} 6= ∅,(6.18)
Jm = min{J1(T ) : T ∈ S2},(6.19)
S3 = {T ∈ S2 : J1(T ) = Jm} 6= ∅.(6.20)
In the radial setting, necessarily Jm = 1. This follows from the following lemma proved in [16]
(see Lemma 4.11).
Lemma 6.2. There exists T0 ∈ S3 such that for all j = 1, . . . , Jm,
tj,n = 0,
λj,n = λ1,n,
and U j has the compactness property on Imax(U
j).
By orthogonality of the parameters, it follows that Jm = 1. Moreover, by Proposition 2.10, after
rescaling λ1,n, we have that U
1 = ±W .
To proceed further, we distinguish two cases:
• Case 1: v(t) scatters forward in time.
• Case 2: v(t) does not scatter forward in time.
We now determine the value of JM based on what case we are in.
Claim 6.3. In Case 1, we have JM = 1 and Em ≥ E(W, 0). In Case 2, we have JM = 2 and
Em ≥ E(W, 0) + E(v0, v1).
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Proof. Let T0 = {τn}n be the sequence of times given by Lemma 6.2. Then Jm = 1 and U1 = ±W .
Since T0 ⊂ S3 ⊂ S2,
Em =
JM∑
j=1
E(U j).
By (6.6), we have E(u0, u1) = E(W, 0) + E(v0, v1). We now perform an expansion of E(~a) along
T0. We know that all the nonzero profiles, as well as wJn have positive energy. Then in Case 1,
Em = E(W, 0) +
JM∑
j=2
E(~U j) ≥ E(W, 0).
If we are in Case 2, then for some 2 ≤ jL ≤ JM , U jL = v. Hence,
Em = E(W, 0) +
JM∑
j=2
E(~U j) ≥ E(W, 0) + E(v0, v1).
We now prove the statements about JM . Suppose we are in Case 1. Then for J sufficiently large,
there exists an index jL with JM + 1 ≤ jL ≤ J so that U jL = v. By the Pythagorean expansion of
the energy,
E(u0, u1) =
JM∑
j=1
E(~U j) +
J∑
j=JM+1
E(~U j) + E(~wJn) + o(1)
= E(W, 0) +
JM∑
j=2
E(~U j) +
J∑
j=JM+1
E(~U j) + E(~wJn) + o(1)
≥ E(W, 0) +
JM∑
j=2
E(~U j) + E(v0, v1) + o(1).
as n → ∞. Subtracting E(W, 0) + E(v0, v1) from both sides, letting n → ∞, and using the fact
that E(u0, u1) = E(W, 0) + E(v0, v1), we obtain
0 =
JM∑
j=2
E(~U j).
Hence JM = 1 in Case 1. In Case 2, one similarly shows that JM = 2. 
Step 3: Compactness of the singular part, a(t). In this step, we prove the following result.
Lemma 6.4. For any sequence {τn}n, with τn → 1, there exists a subsequence, still denoted by τn,
and scales λn > 0 so that
(
λ
(N−2)/2
n a(τnλnx), λ
N/2
n ∂ta(τn, λnx)
)
converges in H˙1 × L2.
Proof. Let τn → 1. After passing to a subsequence and reordering, we may assume {τn}n ∈ S0 so
that the profile decomposition of ~u(τn) is pre–ordered. By Step 1 and Step 2, we know that (v0, v1)
is a profile and that either JM = 1 or JM = 2 depending on whether or not v(t) scatters forward in
time. We also know that ~U1L ≺ (v0, v1). Further, all of the profiles other than (v0, v1) have positive
energy and so does ~wJn . As we shall see, Lemma 6.4 follows from the following claim.
Claim 6.5. All of the profiles that scatter forward in time must be identically 0,
lim
n→∞
‖(wJ0,n, wJ1,n)‖H˙1×L2 = 0,(6.21)
and the nonlinear profile U1 cannot scatter backwards in time.
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Proof. To prove the first two parts of the claim, we again rely on the positivity of the energies.
Since JM = 1 or JM = 2, we know {τn}n ∈ S1. In Case 1 we have
E(W, 0) = E(u0, u1)− E(v0, v1) = E(~U1) +
J∑
j=2
E(~U j) + E(~wJn) + o(1)
≥ Em +
J∑
j=2
E(~U j) + E(~wJn) + o(1)
≥ E(W, 0) +
J∑
j=2
E(~U j) + E(~wJn) + o(1).
By canceling E(W, 0) from both sides, we have that U j = 0 for all j ≥ 2 and limn→∞ ‖(wJ0,n, wJ1,n)‖H˙1×L2 =
0. The same proof applies in Case 2 as well.
We now prove that the nonlinear profile U1 cannot scatter backward in time. Suppose this was
not the case, and that U1 scatters as t → −∞. Let t0 > 0 be small so that v(t) is defined on
[1− 2t0, 1]. Proposition 2.3 gives for all tn ∈ [−t0, 0], for large n,
~u(τn + tn) = v(τn + tn) + ~U
1
n(tn) + o(1),
in H˙1 × L2. Set tn = 1− τn − t0. This gives
~u(1− t0)− ~v(1− t0) = ~U1n(1− τn − t0) + o(1),(6.22)
in H˙1 × L2. Since U1 does not scatter forward in time, ‖~U1n(1 − τn − t0)‖H˙1×L2 ≥ 1C δ0 where δ0
is from the local Cauchy theory. Hence (6.22) is a nontrivial profile decomposition for the fixed
function ~u(1− t0)− ~v(1− t0) 6= 0. This means that necessarily 1− τn − t0 − t1,n = c0 and λ1,n = 1
for all n. But by Step 1, λ1,n ≤ C(1− τn) for all n. This is a contradiction, and thus U1 does not
scatter backward in time. 
Since ~U1L ≺ (v0, v1), U1 does not scatter forward in time. By the claim, U1 does not scatter
backwards in time. We then have that
∣∣∣−t1,nλ1,n ∣∣∣ ≤ C < ∞. Hence, we can assume without loss of
generality that t1,n = 0 for all n. We now have that
(a(τn, x), ∂ta(τn, x)) =
 1
λ
N−2
2
1,n
U1
(
0,
x
λ1,n
)
,
1
λ
N
2
1,n
∂tU
1
(
0,
x
λ1,n
)+ o(1)(6.23)
in H˙1 × L2 as n→∞. This proves the lemma. 
Step 4: Conclusion of the Proof of Theorem (1.2). Let {τn}n be any sequence with τn → 1. From
Step 3, we know that there exists a function λ(t) > 0, t ∈ [0, 1) so that the trajectory
K =
{(
λ(t)(N−2)/2a(t, λ(t)·), λ(t)N/2∂ta(t, λ(t)·)
)
: t ∈ [0, 1)
}
has compact closure in H˙1 × L2. Hence, after extraction, there exists (U0, U1) ∈ H˙1 × L2 so that(
λ(τn)
(N−2)/2a(τn, λ(τn)·), λ(τn)N/2∂ta(τn, λ(tn)·)
)
→ (U0, U1)
in H˙1 × L2 as n→∞.
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Let U be the solution to (1.1) with data (U0, U1). By Lemma 8.5 from [11], we have that U has
the compactness property on Imax(U). By Theorem 2.10, U = ±W up to scaling. As this is true
for any sequence {τn}n, a diagonal argument gives that
d
(
~a(t),O+ ∪ O−)→ 0 as t→ 1,(6.24)
where d is the H˙1 × L2 distance to a set and
O± =
{( ±1
λ
N−2
2
W
( ·
λ
)
, 0
)
: λ > 0
}
.
It is easy to see that
d0 = d
(O+,O−) > 0.
Define the sets of time
U± = {t ≥ 0 : d (~a(t),O±) < d0/2} .
By our definition of d0, U+ and U− are disjoint. We have also proved that for some t0 sufficiently
close to 1, [t0, 1) ⊂ U+ ∪ U−. By continuity of t 7→ ~a(t), both U+ and U− are open.
By the conclusion of Theorem 1.1, U+ ∩ [t0, 1) is not empty. By connectedness, [t0, 1) ⊂ U+. In
view of (6.24), this implies that there exists a function λ(t) > 0 such that
lim
t→1
(
λ(t)
N−2
2 a(t, λ(t)·), λ(t)N2 ∂ta(t, λ(t)·)
)
= (W, 0) in H˙1 × L2.
By Lemma A.1 of [7] (with G = (R×, ·) acting on H˙1 × L2 by scaling), we can choose λ to be
continuous. This completes the proof of Theorem 1.2.
6.2. Global solutions. In this subsection, we prove Theorem 1.4. We assume that u does not
scatter in forward time, so that our goal is to prove that there exists a positive continuous function
λ(t) such that
lim
t→∞
λ(t)
t
= 0,
and
~u(t) = ~vL(t) +
(
ι
λ(t)(N−2)/2
W
(
x
λ(t)
)
, 0
)
+ o(1) in H˙1 × L2 as t→∞.(6.25)
We also assume that there exists A > 0 such that
lim sup
t→∞
∫
|x|≤t−A
|∇u(t)|2 + |∂tu(t)|2dx < 2‖∇W‖2L2 .(6.26)
By Theorem 1.3, we have that there exists a sequence tn → +∞, an integer J0 ≥ 0, J0 sequences
of positive numbers (λj,n), j = 1, . . . , J0, J0 signs ιj ∈ {±1} such that
λ1,n ≪ λ2,n ≪ · · · ≪ λJ0,n ≪ tn,
and
~u(tn) = ~vL(tn) +
J0∑
j=1
 ιj
λ
N−2
2
j,n
W
(
x
λj,n
)
, 0
 + o(1) in H˙1 × L2 as n→∞.(6.27)
As in the blow–up case, we divide the proof of Theorem 1.4 into steps.
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Step 1: Preliminary observations on a profile decomposition. Let v(t) be the unique solution to
(1.1) such that
lim
t→∞
‖~v(t)− ~vL(t)‖H˙1×L2 = 0.
Let a(t) = u(t)− v(t).
By Proposition 4.5 and Lemma 2.8, we know that
lim
t→+∞
∫
|x|≥t/2
|∇a(t)|2dx = 0,
lim
t→+∞
∫
|x|≤t/2
|∇v(t)|2dx = 0.
Hence, as t→∞, ∫
RN
|∇a(t)|2dx =
∫
|x|≤t/2
|∇a(t)|2dx+ o(1)
=
∫
|x|≤t/2
|∇u(t)|2dx+ o(1)
< 2‖∇W‖2L2 + o(1).
Hence for all t ≥ T ,
‖∇a(t)‖2L2 < 2‖∇W‖2L2 .(6.28)
The convergence (6.27) becomes
~a(tn) =
J0∑
j=1
 ιj
λ
N−2
2
j,n
W
(
x
λj,n
)
, 0
 + o(1) in H˙1 × L2 as n→∞.(6.29)
By orthogonality arguments, (6.28) implies J0 ≤ 1.
We claim J0 = 1. By Claim 4.4, E(~a(t)) has a limit. By (6.29),
lim
t→+∞
E(~a(t)) = J0E(W, 0).
If J0 = 0, then by Lemma 2.7, we have that
lim
t→+∞
‖~u(t)− ~vL(t)‖H˙1×L2 = limt→∞ ‖~a(t)‖H˙1×L2 = 0,
which implies u scatters forward in time. This contradicts our initial assumption that u does not
scatter forward in time. Thus J0 = 1, and
lim
t→+∞
E(~a(t)) = E(W, 0).
Moreover, after a sign change, we assume that ι1 = 1 so that (6.29) becomes
~a(tn) =
(
1
λ
N−2
2
n
W
(
x
λn
)
, 0
)
+ o(1) in H˙1 × L2 as n→∞.
Let τn → +∞. We now make some observations about the profile decomposition of ~a(τn). By
Lemma 2.6, we may assume that {τn}n ∈ S0, i.e. the profile decomposition {~U jL, λj,n, tj,n}j≥1 is
ordered by 4. By Lemma 2.1 and Proposition 4.5, we have that the parameters satisfy
λj,n + |tj,n| ≤ Cjτn.
Claim 6.6. Let ~U0L = ~vL(0), λ0,n = 1, and t0,n = τn (with nonlinear profile U
0(t) = v(t)). Then
{~U jL, λj,n, tj,n}j≥0 is a profile decomposition for ~u(τn).
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Proof. The only thing that needs to be checked is the pseudo–orthogonality of the parameters. This
is a consequence of the construction of a profile decomposition and ~S(−t)u(t) ⇀ (v0, v1). 
This situation is the general case. More precisely, as S(−t)~u(t)⇀ (v0, v1) as t→ +∞, and from
the general construction of profile decomposition (see [3]), we have
Claim 6.7. Let {τn}n be any sequence tending to +∞. The sequence {~u(τn)}n admits a profile
decomposition with profiles {U j}j and parameters {λj,n, tj,n}j,n ordered by 4. Then for some jL ≥ 2,
U jLL = vL, λjL,n = 1, tjL,n = τn.
Also, {U jL, λj,n, tj,n}j 6=jL is a 4–ordered profile decomposition of ~a(τn).
Since u does not scatter in forward time, by Proposition 2.3 at least one of the nonlinear profiles
U j does not scatter forward in time. Due to the ordering, 4, this means that U1 does not scatter
forward in time. Since U0 = v scatters forward in time, we conclude that 1 ≺ 0.
By the Pythagorean expansion of the H˙1 norm and the bound on a (6.28), we have
∀j ≥ 1, lim sup
n→∞
‖∇U jL(−tj,n/λj,n)‖2L2 < 2‖∇W‖2L2 ,
∀J ≥ 1, lim sup
n→∞
‖∇wJ0,n‖2L2 < 2‖∇W‖2L2 .
As in the blow–up case Lemma 2.7 implies that for all j, J ≥ 1, for all n sufficiently large,
E(~U jL(−tj,n/λj,n)) ≥ 0,
E(~wJn(0)) ≥ 0,
as well as
∀j ≥ 1 E(~U j) > 0 or U j = U jL ≡ 0,
lim
n→∞
E(~wJn(0)) = 0 =⇒ limn→∞ ‖(w
J
0,n, w
J
1,n)‖H˙1×L2 = 0.
Step 2: Minimization process and consequences. We again use a general compactness argument for
profile decompositions of ~u(τn) developed in [16]. This step is similar to the finite time blow–up
case. We first recall some notation.
Let S0 denote the set of sequences {τn}n with τn → +∞ so that ~u(τn) admits a pre–ordered
profile decomposition. Let T = {τn}n ∈ S0, and let
J0(T ) = # of profiles of ~u(τn) that do not scatter forward in time.
J1(T ) = min{j ≥ 1 : j ≺ j + 1}.
Here ≺ is the strict order from Definition 2.5. As in the finite time blow–up case, J1(T ) ≤ J0(T )
which is uniformly bounded on S0 so that J1(T ) is uniformly bounded on S0 as well.
Now define
JM = max{J0(T ) : T ∈ S0},(6.30)
S1 = {T ∈ S0 : J0(T ) = JM}.(6.31)
For T ∈ S1, we define E(T ) to be the sum of the energies of the nonlinear profiles that do not
scatter, i.e.,
E(T ) =
JM∑
j=1
E(~U j).(6.32)
Let
Em = inf{E(T ) : T ∈ S1}.(6.33)
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Again by [16] the infimum Em is attained, i.e., there exists T0 ∈ S1 so that
Em = E(T0).
We then define
S2 = {T ∈ S1 : E(T ) = Em} 6= ∅,(6.34)
Jm = min{J1(T ) : T ∈ S2},(6.35)
S3 = {T ∈ S2 : J1(T ) = Jm} 6= ∅.(6.36)
In the radial setting, necessarily Jm = 1. This again follows from the lemma proved in [16]:
Lemma 6.8. There exists T0 ∈ S3 such that for all j = 1, . . . , Jm,
tj,n = 0,
λj,n = λ1,n,
and U j has the compactness property on Imax(U
j).
By orthogonality of the parameters, it follows that Jm = 1. Moreover, by Proposition 2.10, after
rescaling λ1,n, we have that U
1 = ±W . We now make the following claim.
Claim 6.9. We have that JM = 1 and Em ≥ E(W, 0).
Proof. Let T0 = {τn}n be the sequence of times given by Lemma (6.8). Then Jm = 1 and U1 = ±W .
Since T0 ⊂ S3 ⊂ S2,
Em =
JM∑
j=1
E(U j).
We know that all of the nonzero profiles other than v, as well as wJn have positive energy. We also
know that vL must appear in the profile decomposition, at some index jL with jL > JM , because
vL has a scattering profile v. This implies that Em ≥ E(W, 0).
We now show JM = 1. Up to an o(1) term in H˙
1 × L2,
~u(τn)− ~v(τn) =
JM∑
j=1
~U jL,n(0) +
jL−1∑
j=JM+1
~U jL,n(0) + ~w
jL
n (0).
By the Pythagorean expansion of the energy, we obtain
E(W, 0) = lim
n→∞
E(~a(τn))
≥ E(W, 0) +
JM∑
j=2
E(~U j).
This implies that JM = 1 as desired. 
Step 3: Compactness of the singular part, a(t). In this step, we prove the following result.
Lemma 6.10. For any sequence {τn}n, with τn → +∞, there exists a subsequence, still denoted
by τn, and scales λn > 0 so that
(
λ
(N−2)/2
n a(τnλnx), λ
N/2
n ∂ta(τn, λnx)
)
converges in H˙1 × L2.
Proof. Let τn → +∞. After passing to a subsequence and reordering, we may assume {τn}n ∈ S0
so that the profile decomposition of ~u(τn) is pre–ordered. By Step 1 and Step 2, we know that vL
is a profile, JM = 1, and Em ≥ E(W, 0) We also know that ~U1 does not scatter forward in time.
Further, all of the profiles other than vL have positive energy and so does ~w
J
n . As in the finite time
blow–up case, Lemma 6.10 follows from the claim:
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Claim 6.11. All of the profiles other than vL that scatter forward in time must be identically 0,
lim
n→∞
‖(wJ0,n, wJ1,n)‖H˙1×L2 = 0,(6.37)
and the nonlinear profile U1 cannot scatter backwards in time.
Proof. To prove the first two parts of the claim, we again rely on the positivity of the energies.
Since JM = 1, we know {τn}n ∈ S1. If vL = U jLL , then for all J ≥ jL, we have (up to an o(1) term)
~u(τn)− ~v(τn) = ~U1L,n(0) +
jL−1∑
j=2
~U jL,n(0) +
J∑
j=jL+1
~U jL,n(0) + ~w
J
n(0).
The Pythagorean expansion of the energy yields
E(W, 0) = E(~U1) +
jL−1∑
j=2
E(~U j) +
J∑
j=jL+1
E(~U j) + E(~wJn(0)) + o(1)
≥ E(W, 0) +
jL−1∑
j=2
E(~U j) +
J∑
j=jL+1
E(~U j) + E(~wJn(0)) + o(1).
This shows U j = 0 for all j 6= jL and (6.37).
We now prove that the nonlinear profile U1 cannot scatter backward in time. Suppose this were
not that case, and that U1 scatters as t → −∞. Choose t0 > 0 so large so that t0 > T−(v). Set
θn = t0 − τn. Proposition 2.3 gives for n sufficiently large
~u(t0)− ~v(t0) = ~U1n(t0 − τn) + o(1),(6.38)
in H˙1×L2. Since U1 does not scatter forward in time, ‖~U1n(τn− t0)‖H˙1×L2 ≥ 1C δ0 where δ0 is from
the local Cauchy theory. Hence (6.38) is a nontrivial profile decomposition for the fixed function
~u(t0)− ~v(t0) 6= 0. This means that necessarily t0 − τn − t1,n = c0 and λ1,n = 1 for all n. But then
t1,n → +∞ as n→∞. This is a contradiction since U1 does not scatter forward in time. Thus, U1
does not scatter backwards in time. 
By the claim, U1 does not scatter forward or backwards in time. We then have that
∣∣∣−t1,nλ1,n ∣∣∣ ≤
C <∞. Hence, we can assume without loss of generality that t1,n = 0 for all n. We now have that
(a(τn, x), ∂ta(τn, x)) =
 1
λ
N−2
2
1,n
U1
(
0,
x
λ1,n
)
,
1
λ
N
2
1,n
∂tU
1
(
0,
x
λ1,n
)+ o(1)
in H˙1 × L2 as n→∞. This proves the lemma. 
Step 4: Conclusion of the Proof of Theorem (1.4). Here the argument is exactly the same as the
corresponding step for the finite time blow–up case, and we only sketch it. Let {τn}n be any
sequence with τn → +∞. From Step 3, we know that there exists a function λ(t) > 0, t ∈ [0, 1) so
that the trajectory
K =
{(
λ(t)(N−2)/2a(t, λ(t)·), λ(t)N/2∂ta(t, λ(t)·)
)
: t ∈ [0,+∞)
}
has compact closure in H˙1 × L2. By Lemma 8.5 from [11] and Theorem 2.10, after extraction,(
λ(τn)
(N−2)/2a(τn, λ(τn)·), λ(τn)N/2∂ta(τn, λ(tn)·)
)
→ (±W, 0)
in H˙1 × L2 as n→∞.
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A continuity argument implies that the sign can be chosen independent ofn {τn}n. This implies
that there exists a function λ(t) > 0 such that
lim
t→1
(
λ(t)
N−2
2 a(t, λ(t)·), λ(t)N2 ∂ta(t, λ(t)·)
)
= (W, 0) in H˙1 × L2.
By Lemma A.1 of [7] we can choose λ to be continuous. This completes the proof of Theorem 1.4.
Appendix A.
In this appendix, we prove the Proposition 2.3 forN ≥ 6. First, we recall a long time perturbation
result from [4] (see Theorem 3.6). We denote the following spaces
S(I) = L
2(N+1)
N−2 (I × RN ),
W (I) = L
2(N+1)
N−1
(
I; B˙
1
2
,2
2(N+1)
N−1
)
,
W ′(I) = L
2(N+1)
N+3
(
I; B˙
1
2
,2
2(N+1)
N+3
)
,
For 0 < s < 1 and 1 < p <∞, B˙s,2p is the standard Besov space on RN with norm
‖f‖
B˙s,2p
=
(∫
RN
|y|−N−2s‖f(x+ y)− f(x)‖2Lpxdy
) 1
2
.
We denote the nonlinearity F (u) = |u| 4N−2u.
Proposition A.1. Let N ≥ 6. Assume u˜ is a near solution on I × RN
∂2t u˜−∆u˜ = F (u˜) + e,
such that
sup
t∈I
‖(u˜(t), ∂tu˜(t))‖H˙1×L2 + ‖u˜‖W (I) ≤ E
‖u˜0 − u0‖H˙1 + ‖u˜− u1‖L2 + ‖e‖W ′(I) ≤ ǫ
Then there exists ǫ0 = ǫ0(N,E) such that if 0 < ǫ < ǫ0, there exists a unique solution to (1.1) on
I × RN with initial data (u0, u1) such that
sup
t∈I
‖(u˜(t)− u(t), ∂tu˜(t)− ∂tu(t))‖H˙1×L2 + ‖u˜− u‖S(I) ≤ Cǫc
where C > 0 and 0 < c < 1 depend only on N and E.
We remark that the theorem stated in [4] assumes smallness of ‖D 12 e‖
L
2(N+1)
N+3
t,x (I×R
N )
rather than
of the slightly weaker norm ‖e‖W ′(I), but the proof adapts nearly verbatim.
Proof of Proposition 2.3. Let u˜Jn(t, x) =
∑J
j=1 U
j
n(t) +wJn(t). We will apply Proposition A.1 to u˜
J
n
and un for n and J large. We first note that the hypotheses, Strichartz estimates, and a simple
bootstrapping argument imply that
∀j ≥ 1, lim sup
n→∞
[
‖U jn(t)‖W (0,θn) + sup
t∈[0,θn]
‖(U jn(t), ∂tU jn(t))‖H˙1×L2
]
<∞
By orthogonality of the linear energy, there exists J0 ≥ 1 such that∑
j>J0
‖(U j0 , U j1 )‖2H˙1×L2 ≪ δ0
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where δ0 is as in the local Cauchy theory. By the small data theory, U
j is globally defined for all
j > J0 and
‖U j‖S(R) + ‖U j‖W (R) + sup
t∈R
‖(U j(t), ∂tU j(t))‖H˙1×L2 ≤ C‖(U j0 , U j1 )‖H˙1×L2 .
Hence ∑
j>J0
‖U j‖
2(N+1)
N−2
S(R) +
∑
j>J0
‖U j‖
2(N+1)
N−1
W (R) +
∑
j>J0
sup
t∈R
‖(U j(t), ∂tU j(t))‖2H˙1×L2 <∞
Let J ≥ 1. We first prove that the orthogonality of the parameters
i 6= j =⇒ lim
n→∞
λi,n
λj,n
+
λj,n
λi,n
+
|ti,n − tj,n|
λj,n
= +∞,(A.1)
implies ∥∥∥∥∥∥
J∑
j=1
U jn(t)
∥∥∥∥∥∥
2(N+1)
N−1
W (0,θn)
=
J∑
j=1
‖U jn(t)‖
2(N+1)
N−1
W (0,θn)
+ on(1)(A.2)
∥∥∥∥∥∥
J∑
j=1
U jn(t)
∥∥∥∥∥∥
2(N+1)
N−2
S(0,θn)
=
J∑
j=1
‖U jn(t)‖
2(N+1)
N−2
S(0,θn)
+ on(1)(A.3)
as n→∞. Recall that if a1, . . . , aJ are real numbers, then for all p ≥ 2∣∣∣∣∣∣
∣∣∣∣∣∣
J∑
j=1
aj
∣∣∣∣∣∣
p
−
J∑
j=1
|aj|p
∣∣∣∣∣∣ ≤ C(J)
∑
i 6=j
|ai|p−1|aj |.
This fact implies that∥∥∥∥∥∥
J∑
j=1
U jn(t)
∥∥∥∥∥∥
B
1
2 ,2
2(N+1)
N−1
=
J∑
j=1
‖U jn(t)‖
B
1
2 ,2
2(N+1)
N−1
+O
 J∑
i 6=j
Ri,jn (t)
 ,
where the implied constant depends only on J and
Ri,jn (t) =
(∫
RN
|y|−N−1‖|∆yU in(t, x)||∆yU jn(t, x)|
N+3
N−1 ‖
N−1
N+1
L1
dy
) 1
2
.
We now show using (A.1) that
i 6= j =⇒ lim
n→∞
∫ θn
0
∣∣Ri,jn (t)∣∣ 2(N+1)N−1 dt = 0.(A.4)
By density, we assume that U i, U j ∈ C∞0 (R × RN ) and extend the integration in t to R. Suppose
first that
lim
n→∞
λi,n
λj,n
+
λj,n
λi,n
= +∞.
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Without loss of generality, suppose that λi,n/λj,n → 0 as n→∞. By Ho¨lder’s inequality in x then
in y,
Ri,jn (t) ≤
(∫
RN
|y|−N−1‖∆yU in(t, x)‖
N−1
N+1
L
2(N+1)
N−1
‖∆yU in(t, x)‖
N+3
N−1
L
2(N+1)
N−1
dy
) 1
2
(A.5)
≤ ‖U in(t)‖
N−1
2(N+1)
B
1
2 ,2
2(N+1)
N−1
‖U jn(t)‖
N+3
2(N+1)
B
1
2 ,2
2(N+1)
N−1
.(A.6)
Note that by a change of variables in x and y,
∀i ≥ 1, ‖U in(t)‖
B
1
2 ,2
2(N+1)
N−1
= λ
− N−1
2(N+1)
i,n
∥∥∥∥U i( t− ti,nλi,n
)∥∥∥∥
B
1
2 ,2
2(N+1)
N−1
.
By (A.6) and a change of variables in t we obtain
∫
R
∣∣Ri,jn (t)∣∣ 2(N+1)N−1 dt ≤ (λi,nλj,n
) N+3
2(N+1)
∫
R
‖U i(t)‖
B
1
2 ,2
2(N+1)
N−1
∥∥∥∥U j (λi,nλj,n t+ ti,n − tj,nλj,n
)∥∥∥∥N+3N−1
B
1
2 ,2
2(N+1)
N−1
dt.
(A.7)
Since we are assuming that U i, U j ∈ C∞0 (R×RN ) and λi,n/λj,n → 0, the right side of (A.7) tends
to 0 as n→∞. Thus
lim
n→∞
∫
R
∣∣Ri,jn (t)∣∣ 2(N+1)N−1 dt = 0.
Suppose now that there exists a constant C so that C−1λi,n ≤ λj,n ≤ Cλi,n. After extraction
and rescaling we may assume that λi,n = λj,n. Then (A.1) reads
i 6= j =⇒ lim
n→∞
|ti,n − tj,n|
λj,n
= +∞.
Returning to (A.7), we have that∫
R
∣∣Ri,jn (t)∣∣ 2(N+1)N−1 dt ≤ ∫
R
‖U i(t)‖
N−1
2(N+1)
B
1
2 ,2
2(N+1)
N−1
∥∥∥∥U j (t+ ti,n − tj,nλj,n
)∥∥∥∥ N+32(N+1)
B
1
2 ,2
2(N+1)
N−1
dt.(A.8)
Since we are assuming that U i, U j ∈ C∞0 (R × RN ) and |ti,n − tj,n|/λj,n → +∞, U i(t) and
U j
(
t+
ti,n−tj,n
λj,n
)
will have disjoint support in t for large n. This implies that the right side of
(A.8) is 0 for large n so that
lim
n→∞
∫
R
∣∣Ri,jn (t)∣∣ 2(N+1)N−1 dt = 0.
Thus the orthogonality of the parameters implies
lim
n→∞
∫
R
∣∣Ri,jn (t)∣∣ 2(N+1)N−1 dt = 0
which implies (A.2). The proof for (A.3) is similar (and simpler) and we omit it.
By (A.2) and (A.3),
lim
J→∞
lim sup
n→∞
(‖u˜Jn‖W (0,θn) + ‖u˜Jn‖S(0,θn)) <∞.
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Similarly
lim
J→∞
lim sup
n→∞
[
sup
t∈[0,θn]
‖(u˜Jn(t), ∂tu˜Jn(t)‖H˙1×L2
]
<∞.
Let
eJn = F
 J∑
j=1
U jn(t) + w
J
n(t)
− J∑
j=1
F (U jn(t).
We claim that
lim
J→∞
lim sup
n→∞
‖eJn‖W ′(0,θn) = 0.(A.9)
By the triangle inequality, this reduces to proving
lim
J→∞
lim sup
n→∞
∥∥F (u˜Jn(t)−wJn(t))− F (u˜Jn(t))∥∥W ′(0,θn) = 0,(A.10)
and
lim
J→∞
lim sup
n→∞
∥∥∥∥∥∥F
 J∑
j=1
U jn(t)
− J∑
j=1
F (U jn(t)
∥∥∥∥∥∥
W ′(0,θn)
= 0.(A.11)
We now estimate the left hand side of (A.10). By the fundamental theorem of calculus we obtain
‖F (f)− F (g)‖
B˙
1
2 ,2
2(N+1)
N+3
.
(∫
RN
|y|−N−1
∥∥∥|∆y(f − g)(x)||g(x)| 4N−2 ∥∥∥2
L
2(N+1)
N+3
x
dy
) 1
2
(A.12)
+
(∫
RN
|y|−N−1
∥∥∥|∆yg(x)||(f − g)(x)| 4N−2∥∥∥2
L
2(N+1)
N+3
x
dy
) 1
2
.(A.13)
We apply this estimate to u˜Jn − wJn and u˜Jn. Let ǫ > 0 be small. Choose J0 = J0(ǫ) so that
lim sup
n→∞

∥∥∥∥∥∥
∑
j>J0
U jn
∥∥∥∥∥∥
S(R)
+
∥∥∥∥∥∥
∑
j>J0
U jn
∥∥∥∥∥∥
W (R)
 < ǫ.
Ho¨lder’s inequality in space and time, (A.12), (A.13), and our choice of J0 imply for large n, the
term
∥∥F (u˜Jn(t)−wJn(t))− F (u˜Jn(t))∥∥W ′(I) is
.
∥∥∥∥∥∥∥∥∥
∫
RN
|y|−N−1
∥∥∥∥∥∥∥|∆ywJn(t, x)|
∣∣∣∣∣∣
J0∑
j=1
U jn(t, x)
∣∣∣∣∣∣
4
N−2
∥∥∥∥∥∥∥
2
L
2(N+1)
N+3
x
dy

1
2
∥∥∥∥∥∥∥∥∥
L
2(N+1)
N+3
t (0,θn)
(A.14)
+ ‖wJn‖W (R)ǫ
4
N−2 + ‖u˜Jn‖W (0,θn)‖wJn‖
4
N−2
S(R).
where the implied constant is independent of n and J . By Strichartz estimates and the boundedness
of the sequence {(wJ0,n, wJ1,n)}n in H˙1 × L2,
‖wJn‖W (R) ≤ C0.
Since limJ→∞ lim supn ‖wJn‖S(R) = 0, we have for all J and n sufficiently large,
‖wJn‖W (R)ǫ
4
N−2 + ‖u˜Jn‖W (0,θn)‖wJn‖
4
N−2
S(R) ≤ (C0 + 1)ǫ
4
N−2 .
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Thus to show (A.10), we are reduced to showing that for each 1 ≤ j ≤ J0,
lim
J→∞
lim sup
n→∞
∥∥∥∥∥∥
(∫
RN
|y|−N−1
∥∥∥∥∣∣∆ywJn(t, x)∣∣ ∣∣U jn(t, x)∣∣ 4N−2∥∥∥∥2
L
2(N+1)
N+3
x
dy
) 1
2
∥∥∥∥∥∥
L
2(N+1)
N+3
t (0,θn)
(A.15)
= 0,
where
lim
J→∞
lim sup
n→∞
‖wJn‖S(R) = 0.
Without loss of generality, we may assume U j is smooth and compactly supported on R × RN .
By a change of variables
(A.15) = lim
J→∞
lim sup
n→∞
∥∥∥∥∥∥
(∫
RN
|y|−N−1
∥∥∥∥∣∣∆yw˜Jn(t, x)∣∣ ∣∣U j(t, x)∣∣ 4N−2∥∥∥∥2
L
2(N+1)
N+3
x
dy
) 1
2
∥∥∥∥∥∥
L
2(N+1)
N+3
t
,
where
w˜Jn(t, x) = λ
N−2
2
j,n w
J
n(λj,nt+ tj,n, λj,nx+ xj,n).
Note that
lim
J→∞
lim sup
n→∞
‖w˜Jn‖S(R) = lim
J→∞
lim sup
n→∞
‖wJn‖S(R) = 0
By a slight abuse of notation, we will continue to write wJn instead of w˜
J
n during the rest of the
argument. Let ϕ ∈ C∞0 (R×RN) be nonnegative, such that ϕ ≡ 1 on a neighborhood of the support
of U j. Then∣∣wJn(t, x+ y)− wJn(t, x)∣∣ ∣∣U j(t, x)∣∣ 4N−2 ≤ ∣∣(ϕwJn)(t, x+ y)− (ϕwJn)(t, x)∣∣ ∣∣U j(t, x)∣∣ 4N−2
+ |U j(t, x)| 4N−2 |wJn(x+ y)||ϕ(t, x + y)− ϕ(t, x)|.
We insert this estimate into (A.15), and we see that
(A.15) ≤
∥∥∥∥∥
(∫
RN
|y|−N−1
∥∥∥|∆y(ϕwJn)(t, x)| ∣∣U jn(t, x)∣∣ | 4N−2∥∥∥2
L
2(N+1)
N+3
x
dy
) 1
2
∥∥∥∥∥
L
2(N+1)
N+3
t (0,θn)
+
∥∥∥∥∥
(∫
RN
|y|−N−1
∥∥∥|∆yϕ(t, x)||wJn(t, x+ y)| ∣∣U jn(t, x)∣∣ | 4N−2∥∥∥2
L
2(N+1)
N+3
x
dy
) 1
2
∥∥∥∥∥
L
2(N+1)
N+3
t (0,θn)
.
By Ho¨lder’s inequality in space and time and the fact ‖ · ‖
B˙
1
2 ,2
2
≃ ‖ · ‖
H˙
1
2
, the first term appearing
on the right hand side above is dominated by
‖ϕwJn‖L2(R;H˙ 12 )‖U j‖
4
N−2
L
4(N+1)
N−2
,
while the second term is dominated by
‖ϕ‖
L2(N+1)/5
(
R;B˙
1
2 ,2
2(N+1)
5
)‖wJn‖S(R)‖U j‖
4
N−2
L∞ .
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Since limJ→∞ lim supn ‖wJn‖S(R) = 0, we have that
(A.15) . lim sup
J→∞
lim sup
n→∞
(∫ ‖(ϕwJn)(t)‖2
H˙
1
2
dt
)1/2
+ ‖wJn‖S(R)‖ϕ‖
L2(N+1)/5
(
B˙
1
2 ,2
2(N+1)
5
)

. lim sup
J→∞
lim sup
n→∞
(∫
‖(ϕwJn)(t)‖2
H˙
1
2
dt
)1/2
.
where the implied constant depends only on U j . By interpolation, Ho¨lder’s inequality in space,
and conservation of the free energy we obtain
‖(ϕwJn)(t)‖2
H˙
1
2
≤ ‖(ϕwJn)(t)‖L2‖(ϕwJn)(t)‖H˙1 . ‖wJn(t)‖
L
2(N+1)
N−2
where the implied constant depends on ϕ and supn ‖(u0,n, u1,n)‖H˙1×L2 . Ho¨lder’s inequality in time
yields
lim sup
J→∞
lim sup
n→∞
∫
|t|≤T
‖(ϕwJn)(t)‖2
H˙
1
2
dt . lim sup
J→∞
lim sup
n→∞
‖wJn‖S(R) = 0.
This shows (A.15) = 0 as desired. Tracing back through the argument, this yields (A.10).
We now show (A.11). Estimating similarly to (A.12) and (A.13) we obtain for fixed J ≥ 1,∥∥∥∥∥∥F
 J∑
j=1
U jn(t)
− J∑
j=1
F (U jn(t))
∥∥∥∥∥∥
B˙
1
2 ,2
2(N+1)
N+3
≤ C(J)
∑
i 6=j
Ri,jn (t)
where
Ri,jn (t) =
(∫
RN
|y|−N−1‖|∆yU in(x)||U jn(x)|
4
N−2 ‖2
L
2(N+1)
N+3
x
dy
) 1
2
If i 6= j, then orthogonality of the parameters implies that
lim
n→∞
∫ θn
0
∣∣Ri,jn (t)∣∣ 2(N+1)N+3 dt = 0.
Hence, for each fixed J ≥ 1,
lim
n→∞
∥∥∥∥∥∥F
 J∑
j=1
U jn(t)
− J∑
j=1
F (U jn(t))
∥∥∥∥∥∥
W ′(0,θn)
= 0,
which shows (A.11).
Thus, we have shown that
lim
J→∞
lim sup
n→∞
‖e˜Jn‖W ′(0,θn) = 0.
This along with
(u˜Jn(0), ∂tu˜
J
n(0)) = (un(0), ∂tun(0)) + o(1) in H˙
1 × L2 as n→∞,
yield the conclusion of Proposition 2.3 by Theorem A.1. 
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Appendix B.
In this section we prove Lemma 2.4 for odd N . Lemma 2.4 was proved for even N in [8] using
Fourier methods. The proof for odd N follows in a very similar fashion.
We first reduce Lemma 2.4 to the case θn = 0. Indeed, let sj,n =
θn−tj,n
λj,n
. Extracting subse-
quences, we can assume that sj,n has a limit sj in R¯ as n→∞. Observe that there exists a unique
solution V jL of the linear wave equation such that
lim
n→∞
∥∥∥~V jL(sj,n)− ~U jn(sj,n)∥∥∥
H˙1×L2
= 0.
Indeed, if sj ∈ Imax(U j), then we can take V jL(t) = S(t − sj)~U j(sj). If sj = +∞ (respectively
sj = −∞), then our assumption that lim supn→∞ ‖U jn‖S(0,θn) < ∞ implies U j scatters forward in
time (respectively backwards in time) and the existence of V jL follows.
Letting τj,n = −θn + tj,n, it is easy to see that the parameters {λj,n, τj,n} are orthogonal. By
Proposition 2.3, we have ~u(θn) admits the following profile decomposition
~u(θn) =
J∑
j=1
~V JL,n(0) + (η
J
0.n, η
J
1,n),
where
(ηJ0,n, η
J
1,n) = (w
J
n(θn), ∂tw
J
n(θn) + (r
J
n(θn), ∂tr
J
n(θn)) + on(1) in H˙
1 × L2.
After these considerations, we see that it suffices to prove Lemma (2.4) with U jn replaced with V
j
L,n
and with wJn + r
j
n replaced by ηJn . So without loss of generality, we may suppose that we are in the
case θn = 0 for all n. By the construction of a profile decomposition,
∀J ≥ 1,∀1 ≤ j ≤ J, ~S(tj,n/λj,n)
(
λ
(N−2)/2
j,n w
J
0,n(λj,n·), λN/2j,n wJ1,n(λj,n·)
)
⇀ 0.
This along with orthogonality of the parameters easily imply that the case θn = 0 reduces to the
following lemma.
Lemma B.1. Let N ≥ 3 be odd. Let (w0,n, w1,n) be a bounded sequence of radial functions in
H˙1 × L2. Let {tn}n, {rn} be two sequences with rn ≥ 0. Assume that ~S(−tn)(w0,n, w1,n) ⇀ 0 in
H˙1 × L2 as n → ∞. Then for any (u0, u1) ∈ H˙1 × L2, one has (after passing to a subsequence if
necessary)
lim
n→∞
∫
|x|≥rn
∇t,xS(tn)(u0, u1) · (∇w0,n, w1,n)dx = 0,
lim
n→∞
∫
|x|≤rn
∇t,xS(tn)(u0, u1) · (∇w0,n, w1,n)dx = 0.
Before proceeding further, we establish conventions and gather facts that will be needed for the
proof. The solution u(t) to the linear equation (1.4) with initial data (u0, u1) is given by
u(t) = cos(t|∇|)u0 + sin(t|∇|)|∇| u1.
The Fourier transform of f is defined to be
fˆ(ξ) =
∫
RN
e−ix·ξf(x)dx, f(x) = (2π)−N
∫
RN
eix·ξ fˆ(ξ)dξ,(B.1)
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and Parseval’s identity is ∫
RN
f(x)g(x)dx = (2π)−N
∫
RN
fˆ(ξ)gˆ(ξ)dξ.(B.2)
If f is radial, then fˆ is also radial. Recall that
σ̂SN−1(ξ) = (2π)
N
2 |ξ|−νJν(|ξ|), ν = N − 2
2
,
where Jν is the Bessel function of the first kind of order ν. It is characterized as being the solution
to Bessel’s equation
x2J ′′ν (x) + xJ
′
ν(x) + (x
2 − ν2)Jν(x) = 0
which is regular at x = 0 (unique up to a multiplicative constant). The inversion formula takes the
form
f(r) = (2π)−
N
2
∫ ∞
0
fˆ(ρ)Jν(rρ)(rρ)
−νρN−1dρ.
For the solution u(t, r), this means that
u(t, r) = (2π)−
N
2
∫ ∞
0
(
cos(tρ)fˆ(ρ) +
sin(tρ)
ρ
)
Jν(rρ)(rρ)
−νρN−1dρ,
∂tu(t, r) = (2π)
−N
2
∫ ∞
0
(
− sin(tρ)ρfˆ(ρ) + cos(tρ)
)
Jν(rρ)(rρ)
−νρN−1dρ.
The standard asymptotics for the Bessel functions are given by
Jν(x) =
√
2
πx
[(1 + ω2(x)) cos(x− τ) + ω1(x) sin(x− τ)] ,(B.3)
J ′ν(x) =
√
2
πx
[ω˜1(x) cos(x− τ)− (1− ω˜2(x)) sin(x− τ)] ,(B.4)
with phase-shift τ = (N − 1)π4 , and with the bounds (for n ≥ 0, x ≥ 1),
|w(n)1 (x)|+ |ω˜(n)1 (x)| ≤ Cnx−1−n,(B.5)
|w(n)2 (x)|+ |ω˜(n)2 (x)| ≤ Cnx−2−n.(B.6)
Finally, we have the following limit (in the sense of distributions)
lim
ǫ→0+
∫ ∞
r0
cos(ar)e−ǫrdr = lim
ǫ→0+
1
2
(
e−r0(ia+ǫ)
ia+ ǫ
− e
r0(ia−ǫ)
ia− ǫ
)
= πδ0(a)− sin(r0a)
a
.(B.7)
We now turn to the proof of Lemma B.1.
Proof Lemma B.1. The proof is very similar to the proof of Lemma 6 from [8], and we focus on the
main difference. By conservation of the free energy, we have∫
RN
∇t,xS(tn)(u0, u1) · (∇w0,n, w1,n)dx
=
∫
RN
(∇u0, u1) · ∇t,xS(−tn)(w0,n, w1,n)dx→ 0 as n→∞.(B.8)
Hence, to prove the lemma, we only need to show
lim
n→∞
∫
|x|≥rn
∇t,xS(tn)(u0, u1) · (∇w0,n, w1,n)dx = 0.(B.9)
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Since the linear propagator S(t) is unitary, we may suppose that (u0, u1), (w0,n, w1,n) ∈ S(RN ) ×
S(RN ) with Fourier support away from the origin. We may also assume (after passing to a subse-
quence) that the sequences
{tn}n, {rn}n, {tn − rn}n, and {tn + rn}n,
have limits in R¯.
If {tn}n has a limit in R, then ∇t,xS(tn)(u0, u1) converges strongly in (L2)N+1 and (∇wn,0, w1,n)
converges weakly to 0 in (L2)N+1. The dominated convergence theorem shows that
1|x|≥rn(∇wn,0, w1,n) ⇀ 0,
in (L2)N+1 as n→∞. This shows (B.9) in the case lim tn ∈ R.
Suppose that lim tn ∈ {±∞} and lim rn ∈ [0,∞). Let ǫ > 0. By Lemma 2.8, there exists
R = R(ǫ) so that
lim sup
n→∞
∫
||x|−|tn||≥R
|∇t,xS(t)(u0, u1)|2dx < ǫ.
Since lim |tn| = ∞ and lim rn ∈ [0,∞), for n sufficiently large, {|x| ≤ rn} ⊂ {||x| − |tn|| ≥ R}. By
(B.8),
lim sup
n→∞
∣∣∣∣∣
∫
|x|≥rn
∇t,xS(tn)(u0, u1) · (∇w0,n, w1,n)dx
∣∣∣∣∣
≤ lim sup
n→∞
∣∣∣∣∣
∫
|x|≤rn
∇t,xS(tn)(u0, u1) · (∇w0,n, w1,n)dx
∣∣∣∣∣ ≤ supn ‖(w0,n, w1,n)‖H˙1×L2√ǫ.
This shows (B.9) in the case lim rn ∈ [0,∞).
It remains to treat the case where both {tn}n and {rn}n have infinite limits. We use the Fourier
representation of S(t)(u0, u1) using Bessel functions. Using the asymptotics (B.3) and (B.5) and
the boundedness of the Hilbert and Hankel transforms on the half line (see the end of the proof of
Lemma 6 in [8]), it can be shown that in this case (B.9) is equal to
lim
ǫ→0+
∫ ∞
rn
∫ ∞
0
(cos(tn)ρ)ρû0(ρ) + sin(tnρ)û1(ρ)) sin(rρ− τ)(rρ)−ν−
1
2 ρN−1dρ∫ ∞
0
ŵ0,n(σ)σ sin(rσ − τ)(rσ)−ν−
1
2σN−1dσe−ǫrrN−1dr
+
∫ ∞
rn
∫ ∞
0
(− sin(tn)ρ)ρû0(ρ) + cos(tnρ)û1(ρ)) cos(rρ− τ)(rρ)−ν−
1
2 ρN−1dρ∫ ∞
0
ŵ0,n(σ) cos(rσ − τ)(rσ)−ν−
1
2σN−1dσe−ǫrrN−1dr
up to an o(1) term as n→∞. We now show that the above limit is o(1) as n→∞.
In order to carry out the r–integration, we use (note 2τ ∈ Zπ when N is odd)
cos(rρ− τ) cos(rσ − τ) =1
2
[(−1)N−12 cos(r(ρ+ σ)) + cos(r(ρ− σ))],
sin(rρ− τ) sin(rσ − τ) =1
2
[−(−1)N−12 cos(r(ρ+ σ)) + cos(r(ρ− σ))].
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Carrying out the r–integration and passing to the limit, (B.7) yields the expression (up to a
constant) ∫ ∞
0
∫ ∞
0
(cos(tn)ρ)ρû0(ρ) + sin(tnρ)û1(ρ)) ρ
N−1
2 σŵ0,n(σ)σ
N−1
2(
πδ0(ρ− σ)− sin(rn(ρ− σ))
ρ− σ + (−1)
N−1
2
sin(rn(ρ+ σ))
ρ+ σ
)
dρdσ
+
∫ ∞
0
∫ ∞
0
(− sin(tn)ρ)ρû0(ρ) + cos(tnρ)û1(ρ)) ρ
N−1
2 ŵ1,n(σ)σ
N−1
2(
πδ0(ρ− σ)− sin(rn(ρ− σ))
ρ− σ − (−1)
N−1
2
sin(rn(ρ+ σ))
ρ+ σ
)
dρdσ.
The δ0 make the following contribution∫ ∞
0
ρû0(ρ) (cos(tnρ)ρŵ0,n(ρ)− sin(tnρ)ŵ1,n(ρ)) ρN−1dρ
+
∫ ∞
0
û1(ρ)
(
sin(tnρ)ρ̂(w0,n)(ρ) + cos(tnρ)ŵ1,n(ρ)
)
ρN−1dρ
which tends to 0 since S(−tn)(w0,n, w1,n) ⇀ 0 in H˙1 × L2.
Next, we extract terms involving the Hilbert transform kernel 1ρ−σ . These terms contribute (up
to a constant)∫ ∞
0
∫ ∞
0
ρû0(ρ) (cos(tnρ)ρŵ0,n(σ)− sin(tnρ)ŵ1,n(σ)) sin(rn(ρ− σ))
ρ− σ (ρσ)
N−1
2 dρdσ
+
∫ ∞
0
∫ ∞
0
û1(ρ) (sin(tnρ)ρŵ0,n(σ) + cos(tnρ)ŵ1,n(σ))
sin(rn(ρ− σ))
ρ− σ (ρσ)
N−1
2 dρdσ.
Using simple trigonometric identities, the terms involving u0 can be transformed into∫ ∞
0
∫ ∞
0
ρû0(ρ) [sin((tn + rn)(ρ− σ)) + sin((tn − rn)(ρ− σ))]
[cos(tnσ)σŵ0,n(σ)− sin(tnσ)ŵ1,n(σ)]
+ ρû0(ρ) [cos((tn + rn)(ρ− σ))− cos((rn − tn)(ρ− σ))]
[sin(tnσ)σŵ0,n(σ) + cos(tnσ)ŵ1,n(σ)]
(ρσ)
N−1
2
ρ− σ dρdσ.
Let F1 be the Fourier transform on R. Define
u˜0 = F1
(
1R+ρû0(ρ)ρ
N−1
2
)
∈ L2(R).
Then with some constant c,∫ ∞
0
e±iBn(ρ−σ)
ρû0(ρ)ρ
N−1
2
ρ− σ dρ = cF1 (sign(· ±Bn)u˜0) (σ).
If Bn has a limit in R¯, then this converges strongly in L
2(R). In our case Bn = tn ± rn. Thus, the
terms involving u0 can be reduced to the form 〈fn, f˜n〉 → 0 where f˜n converges strongly in L2(R)
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and fn ⇀ 0 in L
2(R). Analogously, the terms involving u1 can be transformed into∫ ∞
0
∫ ∞
0
û1(ρ) [sin((tn + rn)(ρ− σ))− sin((tn − rn)(ρ− σ))]
[sin(tnσ)σŵ0,n(σ) + cos(tnσ)ŵ1,n(σ)]
− û1(ρ) [cos((tn + rn)(ρ− σ)) − cos((tn − rn)(ρ− σ))]
[cos(tnσ)σŵ0,n(σ)− sin(tnσ)ŵ1,n(σ)] (ρσ)
N−1
2
ρ− σ dρdσ.
which converges to 0 by the same reasoning.
Finally, we extract the terms involving the Hankel transform kernel 1ρ+σ . These terms contribute
(up to a constant)∫ ∞
0
∫ ∞
0
ρû0(ρ) (cos(tnρ)ρŵ0,n(σ) + sin(tnρ)ŵ1,n(σ))
sin(rn(ρ+ σ))
ρ+ σ
(ρσ)
N−1
2 dρdσ
+
∫ ∞
0
∫ ∞
0
û1(ρ) (sin(tnρ)ρŵ0,n(σ)− cos(tnρ)ŵ1,n(σ)) sin(rn(ρ+ σ))
ρ+ σ
(ρσ)
N−1
2 dρdσ.
Using the same type of trigonometric identities as before, the terms involving u0 can be transformed
into ∫ ∞
0
∫ ∞
0
ρû0(ρ) [cos((tn − rn)(ρ+ σ))− cos((tn + rn)(ρ+ σ))]
[sin(tnσ)σŵ0,n(σ) + cos(tnσ)ŵ1,n(σ)]
+ ρû0(ρ) [sin((tn + rn)(ρ+ σ))− sin((tn − rn)(ρ+ σ))]
[cos(tnσ)σŵ0,n(σ)− sin(tnσ)ŵ1,n(σ)] (ρσ)
N−1
2
ρ+ σ
dρdσ.
As in the case of the Hilbert transform, define
uˇ0 = F1
(
1R−ρû0(ρ)ρ
N−1
2
)
∈ L2(R),
and notice ∫ ∞
0
e±iBn(ρ+σ)
ρû0(ρ)ρ
N−1
2
ρ+ σ
dρ = cF1 (sign(· ∓Bn)uˇ0) (σ).
By the same reasoning as in the case of the Hilbert transform, the terms involving u0 converge to
0. Similarly, the terms involving u1 can be transformed into∫ ∞
0
∫ ∞
0
û1(ρ) [cos((tn − rn)(ρ+ σ)) − cos((tn + rn)(ρ+ σ))]
[cos(tnσ)σŵ0,n(σ)− sin(tnσ)ŵ1,n(σ)]
− û1(ρ) [sin((tn + rn)(ρ+ σ)) − sin((tn − rn)(ρ+ σ))]
[sin(tnσ)σŵ0,n(σ) + cos(tnσ)ŵ1,n(σ)]
(ρσ)
N−1
2
ρ− σ dρdσ.
These terms converge to 0 by the same reasoning as before. This completes the proof of Lemma
B.1. 
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Appendix C.
In this appendix, we give a proof of Theorem 2.10 for N ≥ 6. Theorem 2.10 was proved for
3 ≤ N ≤ 5 in Section 6 of [11]. The proof for N ≥ 6 will follow in a very similar fashion and we will
highlight the main differences. We split the proof up into several steps. Without loss of generality,
we may assume that λ is continuous on Imax(u) (see [18], Remark 5.4).
Proof of Theorem 2.10. We divide the proof into four steps.
Step 1: u is globally defined. In this step we show that Imax(u) = R. Suppose not, i.e., T
+(u) <∞.
By rescaling, we may assume that T+ = 1. We first remark that by the compactness of K, we have
E(u0, u1) > 0 and T
−(u) = −∞ (cf. Section 2 of [16]). By Section 4 of [19], λ(t) ≤ C(1− t), and
supp (u(t), ∂tu(t)) ⊆ {|x| ≤ 1− t}. By Section 6 of [19], self–similar, compact blow–up is excluded.
This implies that there exists a sequence {τn}n such that
τn ∈ (0, 1), lim
n→∞
τn = 1, lim
n→∞
λ(τn)
1− τn = 0.
We find that there exists a sequence {tn}n such that
∀n,∀σ ∈ (0, 1 − tn), 1
σ
∫ tn+σ
tn
∫
RN
|∂tu(t, x)|2dxdt ≤ 1
n
.(C.1)
(see Section 5 of [11]). Let (U0, U1) ∈ H˙1 × L2 be such that for a subsequence
lim
n→∞
(λ(tn)
(N−2)/2u(tn, λ(tn)·), λ(tn)N/2∂tu(tn, λ(tn)·)) = (U0, U1), in H˙1 × L2.
Let U be a solution of (1.1) with initial condition (U0, U1) and τ0 ∈ (0, T+(U)). Then by Proposi-
tion A.1,
lim
n→∞
∫ τ0
0
∫
RN
λ(tn)
N (∂tu(tn + λ(tn)s, λ(tn)x))
2dxds =
∫ τ0
0
∫
RN
(∂tU(t))
2dxdt.
By (C.1) and a change of variables, we obtain
lim
n→∞
lim
n→∞
∫ τ0
0
∫
RN
λ(tn)
N (∂tu(tn + λ(tn)s, λ(tn)x))
2dxds = 0.
This implies that ∂tU ≡ 0 for t ∈ [0, τ0] so that −∆U0 = |U0|4/(N−2)U0. Hence, U = 0 or U = W
up to the invariances of the equation. If U = 0, then ‖(u(tn), ∂tu(tn))‖H˙1×L2 → 0 as n → ∞. By
the small data theory, u is global and scatters, contradicting T+(u) <∞. Thus, U =W up to the
invariances of the equation. By conservation of energy, E(u0, u1) = E(W, 0).
The solution u of (1.1) has threshold energy E(W, 0), is not globally defined, and satisfies u0 ∈ L2
(since supp u0 ⊂ B1). By the main result of [25], u has to be the special solution W+ constructed
in this paper which satisfies ‖u(t) −W‖H˙1 ≤ ect as t → −∞. Since supp (u0, u1) ⊆ {|x| ≤ 1}, by
finite speed of propagation supp (u(t), ∂tu(t)) ⊆ {|x| ≤ 1 + |t|}. Hence, as t→ −∞
|t|2−N ≃
∫
|x|≥1+|t|
|∇W |2dx ≤
∫
RN
|∇W −∇u(t)|2dx ≤ e−2c|t|,
which is impossible. We conclude that u must be globally defined.
Step 2: E(u0, u1) = E(W, 0). The proof that E(u0, u1) = E(W, 0) is exactly the same as Steps 2–3
of Section 6 of [11] and we omit it. The key again is that the only radial solution to the elliptic
equation −∆U = |U |4/(N−2)U is W up to the invariances of the equation.
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Step 3: Convergence in mean to W . By the main result of [25], ‖∇u(t)‖2L2 ≥ ‖∇W‖2L2 for all t. If
this were not the case, u would scatter in at least one time direction, contradicting the compactness
of K.
Define
d(t) =
2(N − 1)
N − 2
∫
RN
|∂tu(t)|2dx+ 2
N − 2
(∫
RN
|∇u(t)|2dx−
∫
RN
|∇W |2dx
)
≥ 0.
By the variational characterization of W (see [1] and [27]), for any t0, d(t0) = 0 if and only if
(u(t0), ∂tu(t0)) = (W, 0). In this step we will show by a virial argument that
lim
T→∞
1
T
∫ T
−T
d(t)dt = 0.(C.2)
This step and the following step will follow very closely Steps 4–5 of [11] which is based on Section
3 of [10].
Choose a function ϕ ∈ C∞0 such that ϕ = 1 for |x| ≤ 1, and write ϕR(x) = ϕ(x/R). Let
gR(t) =
∫
RN
ϕRu(t)∂tu(t)dx,
and note that |gR(t)| ≤ C0R where C0 depends only on supt ‖~u(t)‖H˙1×L2 . Using that u solves (1.1),
we get by integration by parts
g′R(t) = d(t) +AR(t),(C.3)
where
|AR(t)| ≤
∫
|x|≥R
|∇u(t)|2 + |∂tu(t)|2 + |u(t)|
2N
N−2 +
|u(t)|2
|x|2 dx.(C.4)
Let ǫ > 0. As in the Step 4 of [11], we deduce that that there exists a constant C1 independent of
ǫ, and a time t1(ǫ) such that
∀T > 2t1(ǫ),∀t ∈ [t1(ǫ), T ], g′ǫT (t) ≥ d(t)− C1ǫ.
This follows from the compactness of K and the fact that lim|t|→+∞ λ(t)/|t| = 0. Integrating from
t1(ǫ) to T , we obtain ∫ T
t1(ǫ)
d(t)dt ≤ (C0ǫ+ C1ǫ)T,
and thus,
lim sup
T→+∞
1
T
∫ T
0
d(t)dt ≤ lim sup
T→+∞
1
T
∫ T
t1(ǫ)
d(t)dt ≤ (C1 + C2)ǫ.
The same proof works for negative time, yielding (C.2).
Step 4: Conclusion of the proof. In this step we show that d(t) ≡ 0. As in the proof of Lemma 3.8
in [10], by refining the bound on gR(t) and the estimate on AR(t) (using gR(t) and AR(t) vanish
if u is W ), and by modulating the solution around W for small d(t), we conclude from (C.3) that
there is a constant C = C(K) > 0 such that
∀σ, τ ∈ R, σ < τ =⇒
∫ τ
σ
d(t)dt ≤ C
(
sup
σ≤t≤τ
λ(t)
)
(d(σ) + d(τ)).(C.5)
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Using compactness and modulation arguments similar to those used to prove Lemma 3.10 in [10],
we get the following control on λ(t):
σ + λ(σ) ≤ τ =⇒ |λ(σ)− λ(τ)| ≤
∫ τ
σ
d(t)dt.(C.6)
Let {σn}n and {τn}n be two sequences such that
lim
n→∞
σn = −∞, lim
n→∞
τn = +∞,
lim
n→∞
d(σn) = lim
n→∞
d(τn) = 0.
These sequences exist by Step 3. We prove that λ is bounded. Let n0 ≥ 1 be such that d(τn) ≤ 1/4C
for all n ≥ n0. Here C is the constant appearing in (C.5). For large n, let tn ∈ [τn0 , τn] be such
that
λ(tn) = sup
τn0≤t≤τn
λ(t).
If (after passing to a subsequence) limn→∞ λ(tn) = +∞, then by the continuity of λ, limn→∞ tn =
+∞. In particular, for large n, τn0 + λ(τn0) ≤ tn. By (C.6) and (C.5), this implies that
λ(tn) ≤ λ(τn0) +
∫ tn
τn0
d(t)dt
≤ λ(τn0) + Cλ(tn)(d(τn0) + d(τn))
≤ 1
4C
+
1
2
λ(tn),
a contradiction if limn→∞ λ(tn) = +∞. Thus, λ is bounded on [0,∞). A similar proof yields that
λ is bounded on (−∞, 0]. The boundedness of λ and (C.5) imply that∫
R
d(t)dt = lim
n→∞
∫ τn
σn
d(t)dt ≤ C lim
n→∞
(d(σn) + d(τn)) = 0,
which implies that d(t) = 0 for all t. The concludes the proof of Theorem 2.10. 
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