Abstract. Programmable Logic Controllers are widely used in industry. Reliable PLCs are vital to many critical applications. This paper presents a novel symbolic approach for analysis of PLC systems. The main components of the approach consists of: (1) calculating the uncertainty characterization of the PLC systems, (2) abstracting the PLC system as a Hidden Markov Model, (3) solving the Hidden Markov Model using domain knowledge, (4) integrating the solved Hidden Markov Model and the uncertainty characterization to form an integrated (regular) Markov Model, and (5) harnessing probabilistic model checking to analyze properties on the resultant Markov Model. The framework provides expected performance measures of the PLC systems by automated analytical means without expensive simulations. Case studies on an industrial automated system are performed to demonstrate the effectiveness of our approach.
INTRODUCTION
Programmable Logic Controllers are widely used in industry. Many PLC applications are safety critical. There are a lot of studies on the modeling and verification of PLC programs. Most of them transfer PLC programs to automata [3, 9, 1] or Petri nets [7] . Formal methods [16, 6, 14] are also proposed for analysis. Most of these methods consider the static individual PLC program that is isolated from its operating environment and verify some functional properties based on traversing the transferred model. The existent deterministic analysis of PLC programs are valuable, but the uncertain errors caused by noise, environment, or hardware should not be neglected [11] .
In this paper, we present a symbolic framework for the formal analysis of PLC system. 5 We develop a probabilistic method to model the inherent uncertainty property of the PLC system. Then, we abstract the PLC system as a Hidden Markov Model, and generalize the Baum-Welch algorithm to solve the Hidden The simplest Markov model is the Markov chain which is a random process with the property that the next state depends only on the current state. It models the state of a system with a random variable that changes over time. A discrete time Markov model can be defined as a tuple S, π, A, L , where
• S = {S 1 · · · S N } is a set of states. We use q t to denote the state of the system at time t(t ∈ N + ).
• π = {π 1 · · · π N } is the initial state distribution, where π i = P r[q 1 = S i ] is the probability that the system state at time unit 1 is S i .
• A = {a ij }(∀i, j ∈ N ) is the state transition probability matrix for the system and a ij = P r[q t+1 = S j |q t = S i ].
• L is a set of atomic propositions labeling states and transitions.
In a regular Markov model, the state is directly visible to the observer, and therefore the state transition probabilities are the only parameters. This model is too restrictive to be applicable to many problems of interest. Here, we extend the concept of Markov model to include the case where the observation is a probabilistic function of the state. In a Hidden Markov Model, the state is not directly visible, but the output, dependent on the state, is visible. Each state has a probability distribution over the possible output observations. Hence the sequence of observations generated by a hidden Markov model gives certain information about the sequence of states.
Formally, a Hidden Markov Model is defined as a tuple M = S, O, π, A, B, L . The items S, π, A and L are defined as above. The remaining two items of the tuple are defined as:
• O = {O 1 · · · O M } is a set of observations that the system can generate. We use v t to denote the observation generated by the system at time t(t ∈ N + ).
• B = {b ik } is the observation state probability matrix of the system:
, which means the probability that the system generates observation O k in state S i .
Given an observation sequence
in our framework, we need to consider the following problem:
• How to adjust the model parameters A, B to maximize P r(Q o |M ).
The problem has been solved by an iterative procedure such as the BaumWelch method [2, 5] and equivalently the EM method [4] or gradient techniques [12] . In this paper, we generalize Baum-Welch method with additional weights.
SYMBOLIC FRAMEWORK
We present a symbolic framework for the formal analysis of PLC systems. The framework is applicable from the implementation process to the deployment process of the system. It contains three main procedures: (1) Uncertainty characterization of a PLC ladder program, which can reflect the inner quality of the system. (2) Hidden Markov Model construction and its solution, which can reflect the actual operating environment of the PLC system. 
Modeling Uncertainty of PLC systems
In a PLC, the program is executed through periodic scanning. In each cycle, the inputs are first sampled and read. Then, the program instructions are executed. Finally, the outputs are updated and sent to the actuators. The uncertainty characterization calculation refers to evaluating the effects of errors caused by input sampling and program execution. The sampling error happens when the actual input is 1 (or 0), but the sensor samples a 0 (or 1). Program execution error happens when the output of each ladder logic is 1 (or 0), mainly for the AN D logic (a ∧ b) and OR logic (a ∨ b), but the actual output of the logic execution turns out to be 0 (or 1). The probability of these two kinds of errors depends on noise, environment, hardware, etc.
The uncertainty calculation can be divided into three steps. We first define the output of each rung on the logic checkers and the output of instructions such as timer and counter. They are connected by ladder logic (a ∧ b, a ∨ b). Then, we build an abstract syntax tree (AST) for the output expression, with which we can give a topological sort for each ladder logic (∧(a, b), ∨(a, b)). Finally, we can use the third algorithm presented in the technical report [17] to process each node in the abstract tree, until we arrive at the root node. The uncertainty characterization of this ladder rung can be described as follows:
The first factor denotes the probability that the output of this ladder rung should be 0 (denoted by P 0 o ), but the root node of the abstract syntax tree propagates a P ε (0 → 1) error. The second factor is similar. An example is shown in Fig. 3 . Because each ladder logic diagram may have many ladder rungs, we can get the following theorem: Theorem 1. The uncertainty characterization of the whole PLC system f is
Where f (o) n means the uncertainty characterization of the n-th ladder rung. 
Construction of Hidden Markov Model
Unlike the previous methods which consider an individual PLC program that is isolated from its operating environment, we construct a Hidden Markov Model (HMM) to reflect the control principle of the whole PLC system. Our model manifests the dynamic characteristics of all the possible execution paths of the PLC system. The HMM depicts how the PLC system transfers from one state to another with a hidden probability.
As mentioned in Section 2, a HMM can be defined as a tuple S, O, π, A, B, L . We abstract the PLC system as a tuple. S is the set of normal states of the PLC system. Each state of the PLC system is composed of the states of the physical devices which are actuated by the PLC ladder program. Then, each state of the PLC system can be identified by the primary outputs of the PLC ladder rungs. O contains the observations corresponding to the state set S. It is a probabilistic function of the state and can be abstracted from basic functional requirements and from events corresponding to the physical outputs of the system. L is a set of atomic propositions {L} labeling states and transitions. Since the PLC works in a periodic scanning manner and there may be timer instructions in the ladder logic diagram, we extend the label with time attribute to reflect the time property of the PLC system. The recursive syntax of the label is defined as:
It is composed of three components. The first component I is the sequence of the primary inputs of the PLC ladder program. The sequence will determine the outgoing transitions of each state. The second component T is the time attribute related to the timer instructions in the ladder program, which means the corresponding state S i transfers to state S j with a time delay T . The value of T is a positive integer N + . O is the set of observations that the primary input will trigger in the dedicated state S j of the transition.
Solving the Hidden Markov Model
After we obtain the knowledge about the PLC systems' observations, states, and transitions among those states, we need to solve the unknown parameters of the HMM, especially for the parameters of the state transition probability A. We give two methods to solve the HMM by using three kinds of domain knowledge. If the domain knowledge is from a domain expert or the runtime monitoring method, the problem can be addressed by the extended Baum-Welch algorithm.
Extended Baum-Welch Method The extended Baum-Welch algorithm is based on two kinds of domain knowledge. The first kind of knowledge relies on domain expert. In a particular application, this can be done by asking the domain expert to directly provide a set of sequences of the PLC system's observations. The observation sequences are representative of the expert's knowledge of the PLC system's actual operating environment. The second kind of domain knowledge is from runtime monitoring. If the PLC has been deployed on the system, the system is already in use, we can observe the execution of the system many times to attain the observations.
After we get the observation sequence
of the HMM from time unit 1 to T , we need to adjust the model parameters M (A, B, π) to maximize the probability of the observation sequence. The Baum-Welch algorithm applies a dynamic programming technique to estimate the parameters. It makes use of a forward-backward procedure based on two variables:
is the probability of the partial observation sequence O 1 O 2 · · · O t , and system model is in state S i at time unit t, and β t (i) is the probability of the partial observation sequence from t + 1 to the end, given state S i at time unit t and the model M . We compute the parameter a ij as follows:
is the probability of the system in state S i at time t, given the observation sequence O and the model M .
is the probability of the system in state S i at time t and in state S j at time t+1, respectively, with M and O. b j (O t+1 ) denotes the probability that the system is in state j, and the observations is O t+1 . Then, the expected number of all the transitions from S i and the transitions from S i to S j can be defined as
The expected number of observing observation O k in state S i can be defined as T t=1,vt=O k γ t (i). For a single observation sequence, the iterative calculation formulas for state transition and observation probabilities can be defined as:
The numerator of a ij denotes the expected number of transitions from state S i to S j , the denominator of a ij denotes the expected number of transitions going out of state S i . The numerator of b ij denotes expected number of times in state S i and observing symbol O j , the denominator of b ij denotes the expected number of times in state S i .
For different observation sequences
is the k th observation sequence, the other symbols are similar. We need to adjust the model parameter of model M to maximize P (Os|M ). We extend the method presented in [13] with a weight
Then, the iterative calculation formulas for state transition and observation probabilities can be changed to:
The meaning of the numerator and denominator of the extended formulas are the same with the original formula described above. Then, we can choose an initial model M = (A, B, π) and use the initial model to compute the right side of the iterative calculation formulas. Once we get the new model M = (A, B, π), we can use M to replace M and repeat this procedure until the probability of observation sequence P (Os|M ) and P (Os|M ) are equal or |P (Os|M )−P (Os|M )| < θ, θ is the precision limit you want.
With these two methods, we can build the solved HMM to show the real operating environment in an particular application. We can get value of the state transition matrix, each element a ij is also identified with a label L, L → I/T /O.
Construction of Combined Regular Markov Model
The uncertainty characterization of the PLC system itself shows the inherent behaviors of the system, which evaluates the effects of the errors from input sampling and the errors from program execution. The solved HMM shows the operating environment of the system in a particular application with the use of normal states and the transitions. Then, we construct a new Markov model to combine these two properties.
The first step is to add the abnormal state caused by the uncertainty characterization. Since the system would go into an abnormal state from any normal states, we build an abnormal state (U ) for all normal states (S n ). When a normal state transits to an abnormal state, it can be recovered by the system itself or by human intervention, and reset to the initial state. We also need to add these two kinds of transitions into the solved HMM. Then, we can get all the nodes and transitions of the new Markov model M .
The second step is to initiate the transition matrix of the new model M . We need to assign values to different transitions. The probability of a normal state transmitting to the abnormal state depends on the value of the uncertainty calculation. The recovering transitions depends on the design of the system or the workers. After we add these states and transitions to the matrix A, the value of a ij based on operating environment needs to be adjusted, by multiplying with a coefficient. The matrix A and A are given by:
In the new matrix, the last row and the last column are for the abnormal state U , the remaining rows and columns are for the normal states S n . The probability from the normal states to the abnormal state is f , which is the value of the uncertainty characterization. We know that the error probability is the same for all the normal states, because uncertainty characterization f is the inner quality of the PLC ladder program. The recovering transition probability from abnormal state U to the initial state is r U 0 , The system will remain in the abnormal state with a probability 1 − r U 0 in case of some uncertainty that can-not be recovered by the system or the operators. The transition probability between the normal states is a ij (1 − f ). a ij is the transition probability between the normal states when the system is without uncertainty. The result of a ij multiplied by the coefficient 1 − f is the transition probability combined with the uncertainty characterization.
Theorem 2. The new transition matrix A satisfies the property of regular Markov model
Proof. According to the solved HMM's matrix A:a 00 + a 01 + · · · + a 0n = 1
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The new Markov model combines the inherent property and the operating environment of the PLC system. It closely mimics the actual execution of the PLC in real life applications. Based on this model, we can analyze the runtime properties of the PLC system using model-checking technology.
Property Analysis with PRISM
After building the integrated Markov model, we can perform probabilistic model checking using PRISM [8] . First, we need to specify the Markov model in PRISM modeling language. Second, the rewards used to specify additional quantitative measures of interest should be added into the model. Finally, we specify the properties about the PLC system.
A PRISM model comprises a set of modules which represent different aspects of the system. The behavior of the PRISM model is specified by guarded commands. Synchronization between different modules can be implemented by augmenting guarded commands with action labels. We now describe the combined Markov model S , π , A , L in PRISM manner. The module is derived from the transition matrix A of the model. We declare a variable S, whose value range from [0, n+1]. Then, we build a label command for each arrow of the matrix A on this variable.
Then, we focus on extending the model with rewards. There are two kinds of rewards and the structure is:
rewards "reward name" component endrewards
The component for state rewards is guard : reward and the component for transitions is [Label] guard : reward. The guard is a predicate over the state variables, Label is the command label in each module, and the reward is a realvalued expression that will assign quantitative measures we care about the states and the transitions that are satisfied with the guard.
In the domain of PLC system, the main properties we care about are the timing and the reliability of the system. So, we define two representative rewards for the model. The first is about the time property. It can be derived from the element T of the transition label L. We add a reward component [L i ] true : T for each transition into the reward. The reward reflects the elapsed time of each transition in the model. The other is a state reward. We associate a number 1 to all the normal states with the reward component S : 1. These can be used to get the long-run availability of the system. We can also define other kinds of reward, such as power consumption of each transition and state.
After we describe the probabilistic model and rewards in PRISM manner, we can analyze some properties of the model. We can specify the properties in PRISM's specification language. We can use the P and S operator to specify quantitative time instant or long-run properties respectively. For example, we can use the following specification to describe the execution state of the PLC system in the long-run (U denote the abnormal state of the system, S denote the normal state of the system):
Property 1: S =? [!U ], the probability that the PLC system is not in failure in the long-run.
We can extend the above property with bounded variant of time. The following two properties specifications describe the reliability of the PLC system in a time period:
, the probability that the PLC system has no error during t time units.
We can also use the R operator to get the expected value defined in terms of a reward structure. We can get many performance measures of the system. Based on the two rewards defined above, we specify two properties about time:
, the cumulative time of the system being in normal states during the t time units. Property 4: R "T "=? [F U ] : the cumulative time of the system passed before the first uncertainty state happens.
CASE STUDIES
We apply our framework to an actual industrial PLC system which was originally published in [15] . The system is shown in Fig. 4 . It consists of three pistons (A, B, C) which are operated by solenoid valves (V 1 , V 2 , V 3 ). Each piston has two corresponding normally open limit sensor contacts. Three push buttons are provided to start the system (switch SW 1), to stop the system normally (switch SW 2) and to stop the system immediately in emergency (switch SW 3). In a manufacturing facility [15] , such piston systems can be used to load/unload parts from a machine table, or to extend/retract a cutting tool spindle, etc.
Piston A is controlled by valve V 1 . When the value of V 1 is 1 and the piston is at the left side, the piston will move from left to the right, and the movement is denoted by A + . When the value of V 1 is 0 and the piston is at the right side, the piston will move back to the left side, and the movement is denoted by A − . We can see that the movement of A will affect the value of sensors (a 0 , a 1 ). Initially, piston A is at the left side and the normally open sensor contact a 0 is closed. Hence, the value of a 0 is 1, a 1 is 0. When V 1 turns out to be 1 at this time, the piston will move to the right side (A + ). Then, the open sensor contact a 0 will break and the sensor contact a 1 will close. Hence, the value of a 0 changes to 0 and a 1 changes to 1, automatically. We can use this property to design ladder programs to control the system.
There are many PLC ladder programs that can be used to control this system. Let us see the example in Fig. 1 . The ladder program is the same as the third ladder diagram in [15] . It contains four ladder rungs, which includes 8 primary Fig. 4 . Industrial automated system originally published in [15] input contacts (SW 1, SW 3, a 0 , a 1 , b 0 , b 1 , c 0 , c 1 ). SW 1 and SW 3 are changed by human operation, the others are automatically changed by movements of the pistons. We can construct an automata model for the operating principle of the PLC system. The state is denoted by the outputs of the ladder. The system has six normal states (S 0 , S 1 , S 2 , S 3 , S 4 , S 5 ), and an uncertainty state corresponding to the all kinds of failure caused by the uncertainty characterization. The six normal states are the states of the Hidden Markov Model. In the Fig. 5 , each normal state has some corresponding observations linked by dotted line. In this system, the four states have only one corresponding observation and state S 5 has 3 corresponding observations. The transitions are labeled with the primary input sequences. The time unit for each transition is 1 time unit except that the transition between state S 3 and S 4 is 6 time units. We introduce the control theory of the model with more detail below.
At first, the system is in a blank state named S 0 . In this state, the pistons stay at the left side. So, the values of (a 0 , a 1 , b 0 , b 1 , c 0 , c 1 ) are (1, 0, 1, 0, 1, 0) . In the first execution cycle of the PLC system, when the worker press the start switch(SW 1), the system is activated. The values of (V 1 , V 2 , V 3 , T ) are (1, 0, 0, 0). The piston A will move to the right side(A + ). The values of (a 0 , a 1 , b 0 , b 1 , c 0 , c 1 ) change to (0, 1, 1, 0, 1, 0) . The second execution cycle, the values of (V 1 , V 2 , V 3 , T ) are (1, 1, 0, 0) . The piston B will move to the right side(B + ). The values of (a 0 , a 1 , b 0 , b 1 , c 0 , c 1 ) changes to (0, 1, 0, 1, 1, 0) . The third execution cycle, the values of (V 1 , V 2 , V 3 , T ) are (0, 1, 1, 0) . The piston A will move back to the left and the piston C will move to the right side simultaneously (A − C + ). The values of (a 0 , a 1 , b 0 , b 1 , c 0 , c 1 ) changes to (1, 0, 1, 0, 0, 1) . If we press SW 3, the pistons B and A will move to the left side (A − B − ). The fourth execution cycle, since the value of c 1 and a 0 are 1, the timer instruction is activated. In the next five time units, the value for output (V 1 , V 2 , V 3 , T ) will not change. Then, the system will keep static for five time units. At the sixth time units, the values of (V 1 , V 2 , V 3 , T ) are (0, 0, 0, 1). Then, Pistons B and C will move to the left side (B − C − ). The values of (a 0 , a 1 , b 0 , b 1 , c 0 , c 1 ) changes to (1, 0, 1, 0, 1, 0) . We can build the Hidden Markov Model for the PLC system using the operating principle presented in Fig. 5 . The states of the Hidden Markov Model are the normal states in the automata. The transition Label L between two hidden states is also derived from the figure. Element I is the eight primary inputs on the automata label. Element T is the time for each state transition of the original automata. The set of Observations is composed of the content in the rectangle of the Fig. 5 . Hence, we can get the matrix A, B for the hidden markov model:
S0 S1 S2 S3 S4 S5 S0 a00 a01 a02 a03 a04 a05 S1 a10 a11 a12 a13 a14 a15 S2 a20 a21 a22 a23 a24 a25 S3 a30 a31 a32 a33 a34 a35 S4 a40 a41 a42 a43 a44 a45 S5 a50 a51 a52 a53 a54 a55
S0 b00 b01 b02 b03 b04 b05 S1 b10 b11 b12 b13 b14 b15 S2 b20 b21 b22 b23 b24 b25 S3 b30 b31 b32 b33 b34 b35 S4 b40 b41 b32 b43 b44 b45 S5 b50 b51 b52 b53 b54 b55
The element a 23 means the probability that the state S 2 transmit to state S 3 . The element b 10 means the probability that we can observe that piston A moves to the right when the system is in state S 1 . The semantic of the other elements are the same.
There is a real-life application that the operating environment of the system is representative of one movement sequence O:
Hence, we need to solve the matrix A and B using the Baum-Welch algorithm or by simulation to get a maximum P (O|M ). Then, we need to combine the solved Hidden Markov Model M with the uncertainty state caused by the uncertainty characterization. We assume that the sampling error for each primary input contacts is 0.05, and the execution error for each ladder logic unit is 0.3. Using the method in Section 3.1, the uncertainty characterization of the PLC system is 9.80%. That means the system will go into an uncertainty state with probability 0.098 from any normal states. The system will recover to the initial state with probability 0.9 from the uncertainty state. The combined matrix is as follows: 
We can describe the model of this example in PRISM as described in Section 3.5. We extend the model with rewards to help us analyze the system. The time property is derived from the time element T of the Markov model transition label L. In addition, we present a reward power for each state. The reward denote the power consumption for valid piston movements in each state.
At last, we can initiate some properties that we care about the system model. The first property is based on the reward oper, and denote the long term availability of the system. The second property is based on the reward time, and denote the first time that it is in failure. The third property is based on the reward power, and denote the valid power consumption during 1000 time units.
We can do more experiments on the system presented in [15] . There are four ladder programs presented in that paper. Although the four PLC programs have the same sampling error and execution error probability, their inner property are different due to different arrangements of primary inputs and logic executions. We set the input sampling error probability to 0.05 and change the value of execution error probability, denoted by ε. Using the method presented in Section 3.1, we can obtain the uncertainty characterization for the four ladder programs in Table 1 . We have also devised random simulations to confirm the correctness of the uncertainty characterization. The values get by random simulations is presented in Table 2 . A more visual representation for ladder3 is shown in Fig.6 . In the following, we will show how operating environment affect the performance of one PLC system. We use the example described in Fig. 1 , which is also the same as the third ladder diagram in [15] . We have described two operating environment examples above, which are denoted by two sets of observation sequences. We compare the three properties in these two operating environment with the help of PRISM. The results are shown in Table 3 . From Table 3 , we can see the long term availability for the second example (env=2) is always better than the first example. The first failure time for the second example come faster than the first one. The total number of valid piston movements for the first operating environment is bigger than the second. A more visual representation is shown in Fig.7,8,9 (the green line is for the second application environment). We can come to the conclusion that: for the same PLC system, properties of the system are different in different application operating environment. 
Conclusion
This paper presents a symbolic framework for the formal analysis of PLC systems. The framework is based on the uncertainty calculation of the PLC system itself and the Hidden Markov Model of the whole PLC system. We solve the Hidden Markov Model by extending the Baum-Welch algorithm or simulation to reflect the particular operating environment of the system's application. With the help of PRISM we can perform probabilistic model checking on the combined Markov Model. The techniques used in our framework allows us to obtain expected performance measures of the PLC system, which are more accurate and closer to the real-world run-time state, by automated analytical means. We can compare the performance of different PLC system designs for an particular application. Our future effort focus on the automatic techniques that transfer PLC into Hidden Markov Model and a more accurate calculation of the uncertainty characterization of PLC.
