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ABSTRACT
The transport of the energy contained in electrons, both thermal and
suprathermal, in solar flares plays a key role in our understanding of many aspects
of the flare phenomenon, from the spatial distribution of hard X-ray emission to
global energetics. Motivated by recent RHESSI observations that point to the
existence of a mechanism that confines electrons to the coronal parts of flare
loops more effectively than Coulomb collisions, we here consider the impact of
pitch-angle scattering off turbulent magnetic fluctuations on the parallel trans-
port of electrons in flaring coronal loops. It is shown that the presence of such
a scattering mechanism in addition to Coulomb collisional scattering can signif-
icantly reduce the parallel thermal and electrical conductivities relative to their
collisional values. We provide illustrative expressions for the resulting thermo-
electric coefficients that relate the thermal flux and electrical current density to
the temperature gradient and the applied electric field. We then evaluate the ef-
fect of these modified transport coefficients on the flare coronal temperature that
can be attained, on the post-impulsive-phase cooling of heated coronal plasma,
and on the importance of the beam-neutralizing return current on both ambient
heating and the energy loss rate of accelerated electrons. We also discuss the
possible ways in which anomalous transport processes have an impact on the
required overall energy associated with accelerated electrons in solar flares.
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X-rays, gamma rays
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1. Introduction
A solar flare involves a complex set of energy release and transport mechanisms, with
both non-thermal and thermal elements (see, e.g., Tandberg-Hanssen & Emslie 1988; Holman et al.
2011, for reviews). In particular, it is generally accepted (e.g., Kontar et al. 2011b) that a
significant fraction of the energy released is in the form of deka-keV electrons. These electrons
gain energy through as-yet-not-fully-understood process(es) associated with the reconnection
of stressed, current-carrying magnetic fields (see, e.g., Zharkova et al. 2011, for a review).
They lose energy principally through Coulomb collisions (e.g., Brown 1972; Emslie 1978),
although ohmic losses associated with driving the beam-neutralizing return current through
the finite-resistivity ambient medium (Knight & Sturrock 1977; Emslie 1980; Spicer & Sudan
1984; Holman 1985; Larosa & Emslie 1989; van den Oord 1990; Zharkova et al. 1995; Zharkova & Gordovskyy
2005, 2006; Battaglia & Benz 2008), may also be significant.
Early impulsive phase models (e.g., Brown 1971) assumed, largely for simplicity, that
the electrons are accelerated out of a “point source” at or near the apex of a coronal loop.
However, estimates (e.g., Holman et al. 2003, 2011) of the number of accelerated electrons
required to produce a strong hard X-ray burst, combined with even generous estimates of
the number density of electrons in the acceleration region, show that an acceleration region
extending over a substantial portion of the flare volume is required. Additional evidence for
an extended acceleration region includes the following:
• While many observations (e.g. Petrosian et al. 2002; Emslie et al. 2003) point to an
acceleration site in the corona and the production of hard X-ray footpoints by electrons
precipitating into the chromosphere, the appearance of coronal hard X-ray sources (e.g.
Masuda et al. 1995; Kane & Hurford 2003; Jiang et al. 2006; Kobayashi et al. 2006;
Krucker et al. 2007; Tomczak & Ciborski 2007), in particular extended nonthermal
coronal sources (Veronig & Brown 2004; Xu et al. 2008; Kontar et al. 2011a; Guo et al.
2012a,b; Jeffrey et al. 2014) shows that the accelerated electrons are, at least in some
events, fully confined to the extended coronal region where the acceleration occurs;
• RHESSI (Lin et al. 2002) observations reveal that the accelerated electron distribu-
tion is nearly isotropic (e.g., Kontar & Brown 2006). This favors stochastic accelera-
tion mechanisms operating throughout an extended region (e.g., Hamilton & Petrosian
1992; Melrose 1994; Bian & Browning 2008; Bykov & Fleishman 2009; Petrosian 2012;
Bian et al. 2012);
Simo˜es & Kontar (2013) have shown that the number of electrons trapped in extended
coronal sources significantly exceeds the number consistent with purely collisional transport
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of these electrons to the chromospheric footpoints. They thus argue that some form of non-
collisional scattering mechanism confines electrons to the coronal part of the loop (and hence
to the acceleration region), even in coronal-source-plus-footpoint events. Jeffrey et al. (2014)
have noted that observed variation of hard X-ray source length with photon energy is not
consistent with a purely collisional transport model but rather with one in which parallel
transport proceeds through a process involving both collisions and noncollisional scattering.
Kontar et al. (2014) further showed, through analysis of similar events, that the mean free
path associated with the noncollisional process is of order 108 cm, an order of magnitude or
so less than the collisional mean free path.
Local fluctuations in the magnetic field are already well known to be responsible for
angular scattering and isotropization of the particle distribution, leading to spatial diffusion
along the guiding magnetic field (Jokipii 1966; Schlickeiser 1989; Shalchi 2009). Cross-field
diffusion of particles in turbulent magnetic fields has also long been considered as a mecha-
nism for cosmic-ray transport (Jokipii 1966; Jokipii & Parker 1969; Shalchi et al. 2009), for
the transport of solar energetic particles (Matthaeus et al. 2003; Laitinen et al. 2013), and
for transport of thermal electrons in coronal loops (Galloway et al. 2006; Gkioulidou et al.
2007; Bitane et al. 2010). In this context, Kontar et al. (2011a) and Bian et al. (2011) have
shown that the width (perpendicular to the guiding magnetic field) of extended coronal hard
X-ray sources increases slowly with energy, consistent with transport of energetic electrons
across the guiding field lines through collisionless scattering off magnetic inhomogeneities.
In summary, hard X-ray observations of solar flares strongly suggest that electrons are
accelerated in an extended region, within which a combination of Coulomb collisions and
collisionless pitch-angle scattering operate. In this paper we explore the implications that
the addition of such a non-collisional scattering process has for the transport of electrons of
all energies, both thermal and non-thermal, in the flaring corona.
Soft X-ray observations (e.g., Holman et al. 2011, as a recent review) show that the
overall spectrum (and hence the distribution of emitting electrons in the flaring corona) is
often near-Maxwellian, with a temperature of a few ×107 K. Such fits to flare soft X-ray
spectra also provide estimates of the emission measures EM ≡ ∫ n2 dV of the soft-X-ray-
emitting volume; in large flares this can be ≃ 1049 cm−3 or higher. Since the emitting
volume is of order 1027 cm3, this requires a density of order 1011 cm−3. At such densities
and temperatures, the collisional mean free path is of order 108 cm, significantly less than
the characteristic source length L ∼ V 1/3 ≃ 109 cm. Thus, unlike in other situations (e.g., in
the solar wind), collisional processes are important in determining the ambient conditions in
the plasma, which accounts for the very good fit of Maxwellian forms to observed soft X-ray
spectra.
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In a collisional environment, transport of quantities such as heat and electric charge are
principally determined (e.g. Spitzer 1962) by local gradients in temperature and density. The
presence of additional non-collisional scattering processes does not change this essentially
local nature of plasma transport phenomena. However, collisionless scattering processes
affect the transport coefficients and hence the values of heat flux and current that arise from
prescribed values of the local temperature gradient and large-scale electric field. In this
paper, we evaluate this effect quantitatively, and we also discuss how substantial deviations
from the classical (Spitzer 1962) values of the thermoelectric transport coefficients can have
very significant implications for several areas of importance to the solar flare problem. Such
implications include:
• Suppression of thermal conduction will result in a higher coronal temperature for a
prescribed heating rate (e.g., by nonthermal electrons) and so possibly account for
very hot sources observed to be confined in the corona (e.g., Karpen & DeVore 1987;
Jakimiec et al. 1998);
• A reduction in the thermal conductivity coefficient κ‖ will lengthen the conductive
cooling time τcool ≃ 3nkT/(κ‖T 7/2/L2) from its classical value (Moore et al. 1980) and
so offers a possible resolution to the long-standing conundrum of the apparent need for
continued energy input to coronal plasma after the impulsive phase.
• Nonthermal electrons lose energy in driving a beam-neutralizing return current through
the finite resistivity of the ambient atmosphere. For a given beam current density j‖,
a reduction in the electrical conductivity σ‖ increases the role of return current losses
relative to Coulomb collisions, and this can have significant implications for the spatial
distribution of hard X-ray emission and for the energy deposition profile throughout the
ambient atmosphere, and hence the hydrodynamic response of the solar atmosphere
(e.g., Nagai & Emslie 1984; Mariska et al. 1989; Allred et al. 2005). Confinement of
nonthermal electrons through enhanced resistivity may also offer an alternative ex-
planation for loop-top coronal sources (Kane & Hurford 2003; Veronig & Brown 2004;
Xu et al. 2008; Guo et al. 2012a,b; Jeffrey et al. 2014). And, because the hard X-ray
production of a population of accelerated electrons depends inversely on the energy
loss rates of the accelerated electrons, the results will change the required total energy
content in these accelerated electrons, a quantity of considerable importance in the
overall energetics of solar eruptive events (Emslie et al. 2012).
In Section 2 we consider the combined effects of collisional and turbulent scattering on
the effective mean free path used to compute quantities such as the thermal conductivity
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κ‖ and the electrical conductivity σ‖. In Section 3 we study this problem more formally,
using a Chapman-Enskog expansion of the kinetic equation for the electron phase-space
distribution function f(z, v, µ), and we derive expressions for the various thermoelectric
coefficients that link transport quantities (thermal flux, electrical current density) to the
local environment (temperature gradient, electric field). We do this first for a model of
isotropic scattering where the explicit dependence of the diffusion coefficient Dµµ on pitch
angle µ is, for simplicity, discarded. Scattering by magnetostatic fluctuations, which is
generally not isotropic, is addressed in Section 4. In Section 5 we discuss the application
of these results to several aspects of solar flares, including the heating of coronal plasma by
non-thermal electrons and the subsequent cooling of this hot plasma by thermal conduction
to the chromosphere (Section 5.1), and the role of return currents in ohmic heating of the
corona and in the dynamics of the nonthermal electron population (Section 5.2). In Section 6
we summarize the results and present our conclusions.
2. Effects of Pitch-Angle Scattering on Particle Transport
The basis of turbulent scattering theory in plasmas was developed some time ago (see
Sagdeev & Galeev 1969, for a review). Here we adopt the philosophy that turbulence can be
thought of as playing a role similar to collisions, resulting in a “rescaling” of the transport
coefficients with respect to their collisional values. We also focus on elastic angular scatter-
ing, which is the predominant effect for scattering of particles by low-frequency turbulence
(Rudakov & Korablev 1966).
2.1. Modeling the scattering frequency and mean free path
The pitch-angle diffusion coefficient Dµµ of charged particles in a magnetized plasma is
related to the angular scattering frequency ν (s−1) by
Dµµ = ν
(1− µ2)
2
, (1)
where µ is the cosine of the pitch-angle relative to the guiding magnetic field. In the case
where angular scattering is a superposition of two additive processes, collisional and turbu-
lent, the scattering frequency can be written as
ν(v) = νC(v) + νT (v) . (2)
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Here the collisional contribution is given by
νC(v) =
4πne e
4 ln Λ
m2e
1
v3
≡ v
λC(v)
, (3)
where we have introduced the collisional mean free path
λC(v) =
m2e
4πne e4 lnΛ
v4 ≡ λei
(
v
vte
)4
. (4)
Here e and me are the electronic charge (esu) and mass (g), respectively, ne (cm
−3) is the
ambient electron density, ln Λ is the Coulomb logarithm, and the thermal mean free path
λei =
(2kB)
2
2πe4 lnΛ
T 2e
ne
≃ 10
4 T 2e
ne
, (5)
which, by definition, is the collisional mean free path of electrons with thermal speed v =
vte ≡
√
2kBTe/me, where kB is Boltzmann’s constant.
Similarly, the turbulent contribution to the angular scattering frequency may be written
νT (v) =
v
λT(v)
, (6)
which involves a (generally velocity-dependent) quantity λT, identifiable as the “turbulent
mean free path.” The physical origin of the turbulence is, for the moment, left unspecified.
However, in order to exploit the analogy with collisional scattering we assume a velocity
dependence for the turbulent mean free path of the form
λT (v) = λ0
(
v
vte
)α
, (7)
corresponding to a turbulent scattering frequency
νT (v) =
v
λ0
(
v
vte
)−α
. (8)
Using this approach, we can express the total scattering frequency resulting from a combi-
nation of collisions and turbulent scattering in the form
ν(v) =
v
λ(v)
, (9)
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where the “effective,” or simply the, mean free path λ(v) is given by
1
λ(v)
=
1
λC(v)
+
1
λT(v)
=
1
λei
(vte
v
)4
+
1
λT(v)
=
1
λei
(vte
v
)4
+
1
λ0
(vte
v
)α
. (10)
We will find it convenient to introduce the dimensionless ratio
R =
λei
λ0
. (11)
By equations (3), (4), (8), and (11), the total scattering frequency can be written in the
form
ν(v) =
vte
λei
1 +R(v/vte)
4−α
(v/vte)3
, (12)
with the corresponding expression
λ(v) =
λei (v/vte)
4
1 +R(v/vte)4−α
(13)
for the mean free path.
The parameter R is the ratio of two length scales, collisional and turbulent, and here
plays the role of a transport reduction factor. In the presence of turbulence, the scattering
frequency for thermal electrons with v ∼ vte is ν = νei(1+R), an increase by a factor (1+R)
relative to the collisional value νei = vte/λei. When R is large, this increased scattering
frequency corresponds to a decrease of the the mean free path by a factor ≃R.
Pitch-angle scattering due to turbulence is in general not isotropic; the scattering fre-
quency may also depend on pitch angle, say as
νT (v, µ) =
v
λ0
(
v
vte
)−α
|µ|β . (14)
In such cases, the mean free path is related to the scattering frequency by the relation
λT (v, µ) =
3v
4
∫ +1
−1
(1− µ2)
ν(v, µ)
dµ . (15)
We caution that in the limit of very large R, one cannot compute the mean free path simply
by first taking this limit in Equation (12) and then substituting this into Equation (15). For
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example, it is easily checked that, for pure turbulent scattering (ν = νT ) and certain values
of β (e.g., β = 1), the expression (15) for the purely turbulent mean free path diverges.
Physically, this is because for such values of β turbulent scattering alone is incapable of
scattering particles through the 90◦ (µ = 0) “barrier.” It is therefore essential, in general, to
include collisional effects even in the limit of large R = λei/λ0, so that the mean free path
given by Equation (15) remains finite. The corresponding scattering frequency is given (cf.
Equation (12)) by
ν(v, µ) =
vte
λei
1 +R |µ|β (v/vte)4−α
(v/vte)3
. (16)
The existence of a turbulent spectrum of magnetic fluctuations transverse to the guiding
magnetic field is well-documented (see, e.g., Shalchi 2009, for a review). Such fluctuations
can be considered as quasi-static provided the characteristic particle velocity (a few vte for the
electrons that carry the bulk of the thermal flux) is larger than λB/τB, where λB and τB are
respectively the correlation length and time associated with the fluctuations. Typically, the
turbulent mean free path parameter λ0 is proportional to the inverse square of the fractional
level of the magnetic fluctuations, i.e.,
λ0 ≃ λB
(
δB⊥
B0
)−2
, (17)
so that the value of the ratio R is
R =
λei
λ0
≃
(
λei
λB
) (
δB⊥
B0
)2
=
104 T 2e (δB⊥/B0)
2
ne λB
. (18)
2.2. Effect on transport coefficients
We now consider in a semi-quantitative way the impact of adding turbulent scattering
on various transport coefficients. The “collisionality” of a plasma is inversely proportional to
the ratio of the collisional mean free path λC to the temperature gradient length scale LT ; low
values the collisional Knudsen number KnS ≡ λC/LT imply a high degree of collisionality
and vice versa. (Here the subscript S stands for Spitzer (1962).) The collisionality of
the solar electron population ranges from quite high (KnS ∼ 10−2) close to the Sun to
very low (KnS ∼ 1) in the solar wind at 1 AU. For coronal loops, LT is of the order of
the loop length L, therefore the collisional Knudsen number KnS ≃ 104T 2e /neL. Taking
ne = 10
10 cm−3 and L = 109 cm, the collisional Kundsen number KnS = 10
−15T 2e , meaning
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that the range of temperatures Te = 10
6−107 K corresponds to collisional Knudsen numbers
KnS = 10
−3 − 10−1.
Now let us consider the heat flux density carried by electrons along the field line, which
for free-streaming electrons may be straightforwardly written as
q‖ = nemev
3
te = neme
(
2kBTe
me
)3/2
. (19)
However, we know from Fick’s law that when the collisional Knudsen number λ/LT is
small, the thermal flux is driven by the local temperature gradient. Hence we write T
3/2
e =
−λC T 1/2e dTe/dz, resulting in an approximate expression for the parallel heat flux in a colli-
sional environment:
q‖ = −2ne kB (2kBTe)
1/2
m
1/2
e
λC
dTe
dz
≡ −κ‖,S dTe
dz
. (20)
Adding collisionless scattering effects gives
q‖ = −2ne kB (2kBTe)
1/2
m
1/2
e
λ
dTe
dz
≡ −κ‖ dTe
dz
, (21)
where
κ‖ =
2ne kB (2kBTe)
1/2
m
1/2
e
λ (22)
is the thermal conductivity, which, through the form of λ (Equation (13)), includes the
effects of both collisional and non-collisional scattering.
When the turbulent transport reduction factor R = λei/λ0 is small, the mean free path
takes on its collisional value λ ≃ λei and the parallel heat conductivity correspondingly
assumes the standard (e.g., Spitzer 1962) collisional form κ‖S = 2nekB (2kBTe)
1/2 λei/m
1/2
e =
kB(2kBTe)
5/2/(πm
1/2
e e4 ln Λ). (Note that this is density independent because λei ∝ T 2e /ne.)
On the other hand, when the turbulent reduction factor R is large, the heat conductivity
becomes significantly suppressed relative to the collisional value and obeys the (generally
density dependent) scaling κ‖ = 2nekB(2kBTe)
1/2λ0/m
1/2
e = R−1κ‖S.
Next we consider the electrical conductivity in a turbulent plasma. As usual, this can
be obtained by writing the balance between the electric force and the friction force acting
on an electron:
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− eE‖ − ν mev‖ = 0 , (23)
where E‖ (statvolt cm
−1) is the component of the electric field in the direction of the back-
ground guiding magnetic field. From this we find the parallel current density (defined by
j‖ = −enev‖) to be j‖ = (nee2/ν me)E‖ = (nee2λ/mevte)E‖, leading to the Ohm’s law
j‖ =
nee
2λ
m
1/2
e (2kBTe)1/2
E‖ ≡ σ‖E‖ , (24)
where the electrical conductivity
σ‖ =
nee
2λ
m
1/2
e (2kBTe)1/2
. (25)
Again, when R≪ 1, the mean free path takes on its collisional value and the parallel electric
conductivity obeys the collisional scaling σ‖S = nee
2λei/mevTe = (2kBTe)
3/2/(2πm
1/2
e e2 ln Λ).
On the other hand, when the turbulent reduction factor R ≫ 1, the electric conductivity
becomes significantly suppressed relative to the collisional value and obeys the scaling σ‖ =
nee
2λ0/mevte = R
−1 σ‖S .
We may summarize the above discussion into one simple and rather obvious expression,
valid for v ≃ vte,
νei
ν
∼ λ
λei
∼ Kn
KnS
∼ D‖
D‖S
∼ κ‖
κ‖S
∼ σ‖
σ‖S
∼ 1
1 +R
. (26)
An enhanced rate of angular scattering yields reduced conductivities compared with the
collisional (Spitzer) values.
3. The modified Spitzer problem
In this section we will improve upon the dimensional estimates above by using a a more
rigorous Chapman-Enskog expansion of the electron kinetic equation, i.e., by solving a stan-
dard (Spitzer 1962) collisional transport problem that includes an additional non-collisional
source of pitch-angle scattering. The model will involve two important non-dimensional
parameters: the Knudsen number Kn, which measures the degree of collisionality vs. free-
streaming and is assumed to be smaller than unity, and the turbulent reduction factor R (as
defined above), which measures the additional role of collisionless scattering. Note that these
non-dimensional numbers are independent; thus the large-R asymptotic solutions should not
– 11 –
be confused with the collisionless limit Kn→∞: collisions are always essential (even when
R ≫ 1) to drive the electrons toward the Maxwellian distribution and to keep the overall
mean free path finite.
3.1. Isotropic scattering
We first consider the impact of an additional source of isotropic scattering on the trans-
port coefficients. (This will set up the framework for later addressing the problem of angular
scattering by a spectrum of transverse magnetostatic fluctuations, which is generally not
isotropic.) Let us consider, then, the one-dimensional kinetic equation for a gyrotropic
(∂/∂φ = 0) electron distribution function f(z, θ, v, t) under the action of an electric field E‖
parallel to the ambient magnetic field B,
∂f
∂t
+ v‖ b.∇f −
eE‖
me
b.∇
v
f = Stv(f) + Stθ(f) , (27)
where z (cm) is the position of the particle gyrocenter along the magnetic field with direction
b = B0/B0, θ is the pitch angle (cos θ = v.B0/vB0 = v‖/v) and v =
√
v2‖ + v
2
⊥ is the electron
speed. Transforming to the variables (z, µ, v, t), with µ = cos θ being the pitch-angle cosine,
this Fokker-Planck equation may be rewritten as
∂f
∂t
+ µ v
∂f
∂z
− eE‖
me
µ
∂f
∂v
− eE‖
me
(1− µ2)
v
∂f
∂µ
= Stv(f) + Stµ(f) . (28)
The velocity scattering operator
Stv(f) =
1
v2
∂
∂v
[
v2D(v)
(
∂f
∂v
+
me
kBTe
fv
)]
(29)
describes collisional diffusion in velocity space and collisional drag. The diffusion coefficient
in velocity space is given by
D(v) =
4πe4 ln ΛnekBTe
m3e
1
v3
, (30)
whereas the pitch-angle scattering operator takes the form
Stµ(f) =
∂
∂µ
[
Dµµ
∂f
∂µ
]
=
∂
∂µ
[
ν(v)
2
(1− µ2) ∂f
∂µ
]
. (31)
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While the velocity-space scattering operator (29) is responsible for kinetic energy change,
the pitch-angle scattering operator (31) is responsible for momentum change at constant
kinetic energy. We recall that the scattering frequency ν(v), and hence (Equation (1)) the
pitch-angle diffusion coefficient Dµµ, are sums of two components – collisional and turbulent
pitch-angle diffusion; thus Dµµ = D
C
µµ +D
T
µµ.
The right hand side of Equation (28) vanishes identically for a Maxwellian distribution,
i.e.,
Stv(f0) + St
µ(f0) = 0 , (32)
where
f0(v) = ne
(
me
2πkBTe
)3/2
e−mev
2/2kBTe . (33)
However, if T and/or n are not uniform – Te = Te(z) and/or ne = ne(z) – then the (local)
Maxwellian does not cancel the spatial transport term on the left hand side of the Fokker-
Planck equation (28). This deviation from the homogeneous equilibrium state is responsible
for the spatial flux of particles in the plasma and of what they carry (e.g., kinetic energy,
electric charge). In this situation, we use a standard Chapman-Enskog expansion of the
electron kinetic equation and write the distribution function as the sum of a zeroth order
isotropic Maxwellian distribution plus a small flux-carrying anisotropic correction:
f = f0(z, v) + ǫf1(z, µ, v) , (34)
where the expansion parameter ǫ is of the order of the (small) Knudsen number in the
plasma, i.e., ǫ ∼ Kn. All operators being linear, we obtain at order ǫ an equation for f1:
Stv(f1) +
∂
∂µ
[
Dµµ(v)
∂f1
∂µ
]
= µ v
∂f0(z, v)
∂z
− µ
(
eE‖
me
)
∂f0(z, v)
∂v
, (35)
where f0 is the Maxwellian distribution (33). By solving this equation for the lead anisotropic
component f1, we can obtain expressions for both the heat flux and the electric current.
This constitutes a standard Spitzer (1962) problem which becomes easily tractable in the
Lorentz plasma approximation1, i.e., if one assumes that the scattering is angular only, i.e.,
1This approximation is, for the Coulomb interaction, equivalent to the Lorentz gas approximation which
has immobile heavy hard spheres as scattering agents, as in the Drude-Lorentz model of electric conductivity,
hence the name “Lorentz plasma” (e.g., Kruskal & Bernstein 1964), see also (Rudakov & Korablev 1966) for
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Stv(f1) = 0. For such a case, Equation (35) can be immediately integrated once over µ to
give
∂f1
∂µ
=
µ2
ν (1− µ2)
[
v
∂f0(z, v)
∂z
− eE‖
me
∂f0(z, v)
∂v
]
+
C
ν (1− µ2) . (36)
The choice of the integration constant
C = −
[
v
∂f0(z, v)
∂z
− eE‖
me
∂f0(z, v)
∂v
]
yields
∂f1
∂µ
= −1
ν
[
v
∂f0(z, v)
∂z
− eE‖
me
∂f0(z, v)
∂v
]
, (37)
which ensures the regularity of f1 at µ = ±1.
Since we are, for now, adopting an isotropic scattering model in which the scattering
frequency ν is independent of the pitch angle cosine µ, one can integrate Equation (37) once
more to obtain
f1(z, v, µ) = −µ
ν
[
v
∂f0(z, v)
∂z
− eE‖
me
∂f0(z, v)
∂v
]
. (38)
Evaluating the pertinent space and velocity derivatives of f0, and assuming a constant pres-
sure along z: ne(z)kBTe(z) = Pe = constant, we obtain
f1(z, v, µ) = −µv
ν
[(
mev
2
2kBTe
− 5
2
)
1
Te
dTe
dz
+
eE‖
kBTe
]
f0 , (39)
with
ν(v) =
v
λc(v)
+
v
λT(v)
=
vte
λei
1 +R(v/vte)
4−α
(v/vte)3
. (40)
It is convenient to introduce the normalization
x =
v
vte
, (41)
the analogy between low-frequency electrostatic turbulence and the Lorentz gaz
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so that the zero-order Maxwellian distribution (Equation (33)) at a given location (i.e., given
values of Te and vte) can be written in the form
f0(x) = π
−3/2ne v
−3
te e
−x2 . (42)
Further, Equation (40) becomes
ν =
vte
λei
Rx4−α + 1
x3
, (43)
and thus the expression (39) for f1 becomes
f1 = −µλei x
4
Rx4−α + 1
[(
x2 − 5
2
)
1
Te
dTe
dz
+
eE‖
kBTe
]
f0 . (44)
We can now compute the heat flux from
q‖(z) = 2π
∫ ∞
0
dv v2
∫ 1
−1
dµ µ
(
mev
2
2
)
v f1(z, v, µ) , (45)
which yields
q‖(z) = 2πkBTe v
4
te
∫ ∞
0
dx x5
∫ 1
−1
dµ µ f1(z, x, µ)
= − 4
3
√
π
ne kBTe vte λei
∫ ∞
0
dx
x9
Rx4−α + 1
[(
x2 − 5
2
)
1
Te
dTe
dz
+
eE‖
kBTe
]
e−x
2
.(46)
Writing this in the form
q‖ = −κ‖ dTe
dz
− α‖E‖ , (47)
gives the thermoelectric coefficients
κ‖ =
4
3
√
π
ne kB vte λei
∫ ∞
0
x9
Rx4−α + 1
(
x2 − 5
2
)
e−x
2
dx (48)
and
α‖ =
4
3
√
π
ne e vte λei
∫ ∞
0
x9
Rx4−α + 1
e−x
2
dx , (49)
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respectively.
Similarly, substituting for f1 from Equation (39) in the expression for the parallel current
density
j‖(z) = −2π e
∫ ∞
0
dv v2
∫ 1
−1
dµ µ v f1(z, v, µ) (50)
gives
j‖(z) = −2πe v4te
∫
dx x3
∫ 1
−1
dµ µ f1(z, x, µ)
=
4
3
√
π
ne e vte λei
∫ ∞
0
dx
x7
Rx4−α + 1
[(
x2 − 5
2
)
1
Te
dTe
dz
+
eE‖
kBTe
]
e−x
2
, (51)
and writing this in the form
j‖ = β‖
dTe
dz
+ σ‖E‖ (52)
gives the identifications
β‖ =
4
3
√
π
ne e vte λei
Te
∫ ∞
0
x7
Rx4−α + 1
(
x2 − 5
2
)
e−x
2
dx (53)
and
σ‖ =
4
3
√
π
ne e
2 vte λei
kBTe
∫ ∞
0
x7
Rx4−α + 1
e−x
2
dx . (54)
Note that enforcing the current neutrality condition j‖ = 0 in Equation (52) shows that E‖ =
(−β‖/σ‖) dTe/dz. Substituting this condition into Equation (47) implies that the thermal
conductivity coefficient in a current neutralized environment is given by κ∗ = κ‖ − α‖β‖/σ‖.
We now provide explicit expressions for these coefficients in the R ≪ 1 (collision-
dominated) and R≫ 1 (turbulence-dominated) limiting regimes.
3.2. Limit of small R
As expected, in the limit R≪ 1 we can replace the term (Rx4−α+1) in the denominators
of the integrands in expressions (48), (49), (53), and (54) with unity, thus recovering the
collisional (Spitzer 1962) values. Noting that the integral
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∫ ∞
0
dx xn e−x
2
=
1
2
Γ
(
n+ 1
2
)
=
1
2
(
n− 1
2
)
! (55)
gives the purely collisional results
κ‖ =
2Γ(6)− 5Γ(5)
3
√
π
nekB vte λei =
40√
π
nekB vte λei ; (56)
α‖ =
2Γ(5)
3
√
π
ne e vte λei =
16√
π
ne e vte λei ; (57)
β‖ =
2Γ(5)− 5Γ(4)
3
√
π
ne e vte λei
Te
=
6√
π
ne e vte λei
Te
; (58)
and
σ‖ =
2Γ(4)
3
√
π
nee
2 vte λei
kBTe
=
4√
π
nee
2 vte λei
kBTe
. (59)
Finally, in the zero-current regime, the effective thermal conductivity coefficient is
κ∗ ≡ κ‖ −
α‖β‖
σ‖
=
16√
π
nekB vte λei . (60)
3.3. Limit of large R
On the other hand, when R≫ 1 we replace the term (Rx4−α+1) in the denominators of
the integrands in expressions (48), (49), (53), and (54) with Rx4−α. This gives the following
expressions:
κ‖ =
2Γ(8+α
2
)− 5Γ(6+α
2
)
3
√
π
nekB vte λei
R
, (61)
α‖ =
2Γ(6+α
2
)
3
√
π R
ne e vte λei , (62)
β‖ =
2Γ(6+α
2
)− 5Γ(4+α
2
)
3
√
π R
ne e vte λei
Te
; (63)
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and
σ‖ =
2Γ(4+α
2
)
3
√
π R
nee
2 vte λei
kBTe
; (64)
The case α = 0 is of special interest as it corresponds (Equation (7)) to a velocity-independent
turbulent mean free path λT . In this case we have
κ‖ =
2
3
√
π R
nekB vte λei , (65)
α‖ =
4
3
√
π R
ne e vte λei , (66)
β‖ = − 1
3
√
π R
ne e vte λei
Te
; (67)
and
σ‖ =
2
3
√
π R
nee
2 vte λei
kBTe
. (68)
In a zero-current scenario, the effective thermal conductivity coefficient is
κ∗ ≡ κ‖ −
α‖β‖
σ‖
=
4
3
√
π R
nekB vte λei . (69)
As expected from the simple dimensional arguments of the previous Section, in the turbulence-
dominated limit of large R the transport coefficients are suppressed by a factor of R with
respect to the Spitzer values.
Figure 1 shows the full dependence on R of all four thermoelectric coefficients for the
case α = 0. We note from this Figure that in the turbulence-dominated high-R limit, one
cross-transport coefficient (β‖) has not only changed in magnitude, but also in sign, compared
to its collisional value (compare Equations (58) and (67)). Physically, this sign reversal is a
consequence of the form of the Maxwellian distribution. In a uniform pressure environment,
f0(z, v) ∼ ne(z)
[Te(z)]3/2
e−mv
2/2kBTe(z) =
(
Pe
kB
)
[Te(z)]
−5/2 e−mv
2/2kBTe(z) , (70)
from which we see that there are two contributions to the temperature gradient dTe/dz, one
involving the derivative of the normalization coefficient T
−5/2
e and the other the derivative
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of the width of the Maxwellian velocity profile. The relative signs of these terms depend on
the value of the speed v: increasing the temperature flattens the Gaussian velocity profile,
leading to a general increase in f0 at a high speeds but a general decrease at low speeds. As
a consequence, the spatial derivative
∂f0(z, v)
∂z
=
∂f0(z, v)
∂Te
dTe
dz
, (71)
that appears in the expression (38) for the lead anisotropic component f1(z, v, µ) changes
sign at some value of v. The overall sign of a particular transport coefficient (e.g., κ‖, β‖)
depends on the relative contributions of the particular moments of f1(v, z, µ) that appear
2
in the expression for that coefficient. Higher-order moments of the velocity distribution are
dominated by larger values of v, so that an increase in temperature generally leads to an
increase in that moment, while lower-order moments place a greater weight on lower values
of v, leading to a reduced increase (or even a decrease) in that moment. And, since (1) the
moments of the velocity distribution involved in the calculation of κ‖ and β‖ depend on the
value of R; and (2) the moments involved in the calculation of κ‖ are generally higher than
those involved in the calculation of β‖, it follows that the signs of the various thermoelectric
coefficients are not necessarily invariant with respect to the value of R.
Consider for definiteness the case of a negative temperature gradient, i.e., a temperature
that decreases in the positive z direction (the case of a positive temperature gradient is
entirely similar). Also consider first the collisional (low-R) limit, for which the fourth-power
dependence of the collision frequency ν causes all the moments involved to be quite high,
specifically, the ninth and eleventh moments for κ‖ (Equation (48)) and the seventh and
ninth moments for β‖ (Equation (53)). These high velocity moments are all dominated by
large values of v; thus, as we move toward increasing values of z (i.e., toward regions of lower
temperature), the predominant effect is a reduction in f0(z, v) with z: ∂f0(z, v)/∂z < 0.
Both the heat flux and electron flow are predominantly carried by high-velocity electrons
that move in the positive-z direction to fill this relative void in f0, and hence they are
both oriented in the positive-z direction, i.e., along the direction of decreasing temperature.
Indeed, we see from Equation (38) that the lead anisotropic term is aligned with the positive-
z direction: f1(z, v, µ) ∝ µ. The coefficients κ‖ and β‖ are therefore both positive (the former
since q‖ ∼ −κ‖ dTe/dz and the latter since the conventional current j‖ ∼ β‖ dTe/dz flows in
the opposite direction to the electron flow, i.e., in the negative-z direction).
2Note that only one term arises in evaluating the velocity-space derivative ∂f0(z, v)/∂v that prefixes the
electric field E‖ term in the expression for f1(z, v, µ). Thus only one velocity-moment term appears in each
of the expressions for α‖ and σ‖, and the signs of these two thermoelectric coefficients are therefore fixed.
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However, in the turbulence-dominated (high-R) limit, the velocity-distribution moments
involved are all (four powers) lower because of the weaker velocity dependence of the col-
lision frequency ν = νT (compare Equation (7) [with α = 0] and Equation (4)). Since the
expression (48) for κ‖ still involves relatively-high-order velocity moments (fifth and ninth),
this reduction of all the moment orders is not sufficient to reverse the direction of the heat
flux; it remains parallel to the direction of the negative temperature gradient. However, the
considerably lower-order velocity moments (third and fifth) present in the expression (53)
for β‖ are such that the value of the pertinent moments are now dominated by lower-velocity
electrons. At these velocities a decrease in temperature causes an increase in f0(z, v). At
the pertinent velocities, the spatial derivative of the isotropic zero-order term is therefore
now positive: ∂f0(z, v)/∂z > 0, and so (Equation (38)) the lead anisotropic term now aligns
in the negative-z direction (f1(z, v, µ) ∝ −µ). The net result is that the predominant (low-
velocity) electron flow is now in the negative-z direction, i.e., in the direction of positive
temperature gradient, antiparallel to the heat flux. The conventional current and the heat
flux are now both in the positive z direction, and so κ‖ > 0 and β‖ < 0.
We remind the reader that all the above results have been derived under the simplifying
assumption that the turbulent collision frequency νT is independent of pitch angle µ, corre-
sponding to isotropic scattering. While this has provided illustrative results on the impact
of turbulent scattering on the various transport coefficients, in actual physical situations the
scattering rate ν may depend on the pitch angle µ (and/or on the velocity v). This is indeed
the case when angular scattering is produced by the presence of a spectrum of magnetic
fluctuations in the plasma, next to be considered.
4. Transport reduction from pitch-angle scattering by transverse magnetic
fluctuations
Magnetostatic fluctuations δB⊥ perpendicular to the background magnetic field B0zˆ are
a source of pitch-angle scattering in magnetized plasmas. For slab turbulence the pitch-angle
diffusion coefficient takes the form
DTµµ =
π
2
(1− µ2) Ωce
k‖W (k‖)
B20
∣∣∣∣
k‖=Ωce/v‖
, (72)
where W (k‖) is the spectral energy density of the magnetic fluctuations in wavenumber, i.e.,∫
W (k‖) dk‖ = (δB⊥)
2. The significance of the condition
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Fig. 1.— Transport coefficients values, relative to their collisional (Spitzer; R = 0) limit as
a function of R for the case α = 0 (turbulent mean free path λT independent of velocity).
The blue dashed line indicates negative values, which appear only for β‖ in the high-R limit;
see explanation in the text.
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Ωce = k‖v‖ ≡ k‖ |µ| v (73)
in the expression (72) is that scattering of electrons occurs as a result of gyro-resonance with
zero-frequency magnetic modes during their cyclotronic orbits.
We shall consider the following form of the wavenumber spectrum:
W (k‖) = C(q) (δB⊥)
2 λB
[
1 + (k‖λB)
2
]−q
, (74)
where C(q) is a normalization constant. Substituting this in Equation (72) and using Equa-
tion (1) gives the corresponding turbulent scattering frequency:
νT =
2DTµµ
1− µ2 = π C(q) Ωce
(
δB⊥
B0
)2 (
Ωce λB
|µ|v
)[
1 +
(
ΩceλB
|µ|v
)2]−q
. (75)
Notice the explicit dependence on µ which originates from the resonance condition (73).
Introducing the normalized gyroradius (or rigidity parameter)
rte =
vte
ΩceλB
, (76)
we obtain, in the regime r ≪ 1,
νT = π C(q) Ωce
(
δB⊥
B0
)2
r2q−1te
(
v
vte
)2q−1
|µ|2q−1 , (77)
which has the form (cf. Equation (14))
νT =
(
vte
λ0
)(
v
vte
)1−α
|µ|β , (78)
with
1− α = β = 2q − 1 (79)
and
λ0 =
vte
π C(q) Ωce
(
δB⊥
B0
)2
r2q−1te
=
1
π C(q)
λB
(
B0
δB⊥
)2
r2−2qte . (80)
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Note that the parameter λ0 is not the turbulent mean free path. Rather, the turbulent mean
free path is defined in terms of the parallel diffusion coefficient, which is itself a functional
of the pitch-angle diffusion coefficient (or the scattering frequency):
λT ≡ 3
v
D‖ =
3v
8
∫ +1
−1
dµ
(1− µ2)2
DTµµ
=
3v
2
∫ 1
0
dµ
(1− µ2)
νT
. (81)
Substituting for νT from Equation (78), we obtain an expression for the turbulent mean free
path:
λT = λT0
(
v
vte
)α
= λT0
(
v
vte
)2−2q
, (82)
where λT0 is the turbulent mean free path at v = vte:
λT0 =
3
2π C(q)
λB
(
B0
δB⊥
)2
r2−2qte
∫ 1
0
dµ (1− µ2)µ1−2q
=
3
4π C(q)(1− q)(2− q) λB
(
B0
δB⊥
)2
r2−2qte . (83)
For a typical spectrum, e.g., 2q = 5/3, λT ∼ v2−2q ∼ v1/3, so that λT is only weakly
dependent on velocity and hence on temperature (λT ∝ T 1/6e ). Therefore, the case of a
velocity-independent (or temperature-independent) mean free path (which corresponds pre-
cisely to the case q = 1) deserves particular attention. However Equation (83) shows that the
turbulent mean free path formally diverges as q → 1, which seems to suggest (Equation 10))
that there is no reduction of transport below the collisional value in this case. In practice
this divergence in λT is avoided by considering the additional influence of collisions, with
the result that the turbulent mean free path becomes finite and weakly (logarithmically)
dependent on velocity (see below and the appendix in Kontar et al. 2014).
Returning to the result (37), which for an isobaric plasma can be written (cf. Equa-
tion (39))
∂f1
∂µ
= − v
ν(v)
[(
mev
2
2kBTe
− 5
2
)
1
Te
dTe
dz
+
eE‖
kBTe
]
f0 , (84)
we now have
ν(v) =
vte
λei
1 +R|µ|2q−1x2q+2
x3
, (85)
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where we have used the same normalization x = v/vte and definition of the ratio R = λei/λ0
as before. Substituting Equation (85) into Equation (84), we obtain
∂f1
∂µ
= −λei x
4
1 +R|µ|2q−1x2q+2
[(
x2 − 5
2
)
1
Te
dTe
dz
+
eE‖
kBTe
]
f0 . (86)
This is the generalization of Equation (44) to the case where DTµµ is proportional to |µ|2q−1
(Equations (78) and (79)).
Since, in the absence of collisions, the turbulent mean free path diverges for q ≥ 1, the
transport coefficients will also diverge for q ≥ 1 in the absence of collisions. We therefore
focus on the physically-relevant q < 1 (α > 0) cases. The singular case q = 1 (α = 0) will
be dealt with separately.
4.1. The case q < 1
Except for the additional µ integral which produces a factor that depends on the value
of the dimensionless spectral index q, there will be no difference in the scalings for large
R compared to those already given above for the case of isotropic scattering. Hence, while
the necessary integrals can be evaluated in the large R limit, it is simpler to replace the
anisotropic scattering problem by an equivalent isotropic one, i.e., set
ν(v) =
vte
λei
1 +Rx2q+2
x3
, (87)
but with
R =
λei
λT0
(88)
instead of R = λei/λ0. This will lead to the previously given results of Section 3 with a
somewhat different definition of R; these results are valid provided q < 1, i.e., α > 0.
4.2. The case q = 1
In the Lorentzian case q = 1, corresponding to
W (k‖) =
(δB⊥)
2
π
(1/λB)
(1/λB)2 + k2‖
, (89)
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we have
νT = |µ|
(
δB⊥
B0
)2
v
λB
=
|µ|v
λ0
, (90)
so that
R =
λei
λ0
=
(
λei
λB
) (
δB⊥
B0
)2
≃ 10
4 T 2e (δB⊥/B0)
2
ne λB
. (91)
Equation (86) can be analytically integrated over µ to give
f1 =


− λei
R
ln(1 +Rx4µ)
[(
x2 − 5
2
)
1
Te
dTe
dz
+
eE‖
kBTe
]
f0 ; µ > 0
λei
R
ln(1− Rx4µ)
[(
x2 − 5
2
)
1
Te
dTe
dz
+
eE‖
kBTe
]
f0 ; µ < 0 .
(92)
This result can now be substituted in the expressions for the normalized heat flux
(cf. Equation (46)) and the current density (Equation (51)). Exploiting the hemispherical
antisymmetry of Equation (92) in evaluating the integral over µ, we obtain
q‖ = − 4nekBTevTeλei√
π R
∫ ∞
0
dx x5
[(
x2 − 5
2
)
1
Te
dTe
dz
+
eE‖
kBTe
]
e−x
2
∫ 1
0
dµ µ ln(1 +Rx4µ)
(93)
and
j‖ =
4ne e vTeλei√
π R
∫ ∞
0
dx x3
[(
x2 − 5
2
)
1
Te
dTe
dz
+
eE‖
kBTe
]
e−x
2
∫ 1
0
dµ µ ln(1 +Rx4µ) . (94)
Making the substitution y = 1 + Rx4µ and then integrating by parts, the integral over µ
evaluates to
∫ 1
0
dµ µ ln(1 +Rx4µ) =
1
2(Rx4)2
{[
(Rx4)2 − 1] ln(1 +Rx4) +Rx4(1− 1
2
Rx4
)}
. (95)
The values of the thermoelectric transport coefficients κ‖, α‖, β‖ and σ‖ may now be ob-
tained by substituting the expression (95) for the µ integral in the expressions (93) and (94).
These transport coefficients are best represented in relation to their Spitzer (R = 0) values.
We find
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κ‖
κ‖,S
=
3
2R
∫∞
0
1
(Rx4)2
{
[(Rx4)2 − 1] ln(1 +Rx4) +Rx4 (1− 1
2
Rx4
)}
x5
(
x2 − 5
2
)
e−x
2
dx∫∞
0
x9
(
x2 − 5
2
)
e−x2 dx
;
(96)
α‖
α‖,S
=
3
2R
∫∞
0
1
(Rx4)2
{
[(Rx4)2 − 1] ln(1 +Rx4) +Rx4 (1− 1
2
Rx4
)}
x5 e−x
2
dx∫∞
0
x9 e−x2 dx
; (97)
β‖
β‖,S
=
3
2R
∫∞
0
1
(Rx4)2
{
[(Rx4)2 − 1] ln(1 +Rx4) +Rx4 (1− 1
2
Rx4
)}
x3
(
x2 − 5
2
)
e−x
2
dx∫∞
0
x7
(
x2 − 5
2
)
e−x2 dx
;
(98)
and
σ‖
σ‖,S
=
3
2R
∫∞
0
1
(Rx4)2
{
[(Rx4)2 − 1] ln(1 +Rx4) +Rx4 (1− 1
2
Rx4
)}
x3 e−x
2
dx∫∞
0
x7 e−x2 dx
. (99)
For R ≪ 1, we have a collision-dominated regime, and the results (96) through (99)
should approach unity. Indeed, for R≪ 1, the logarithm may be expanded in a Taylor series
ln(1 + q) = q − q2/2 + q3/3− . . ., giving
1
2(Rx4)2
{[
(Rx4)2 − 1] ln(1 +Rx4) +Rx4(1− 1
2
Rx4
)}
R≪1−→ 1
3
Rx4 (100)
in place of Equation (95). (This result may also be obtained quickly by expanding the
logarithm to first order in the integral
∫ 1
0
dµ µ ln(1 +Rx4µ).) Using the limiting form in the
numerators of (96) through (99) yields unity for all four ratios, as it should.
On the other hand, for the turbulence-dominated transport regime characterized by
R≫ 1, we obtain
κ‖
κ‖,S
R≫1−→ 3
∫∞
0
x5
(
x2 − 5
2
)
e−x
2
dx
2
∫∞
0
x9
(
x2 − 5
2
)
e−x2 dx
(
lnR
R
)
=
1
40
(
lnR
R
)
; (101)
α‖
α‖,S
R≫1−→ 3
∫∞
0
x5 e−x
2
dx
2
∫∞
0
x9 e−x2 dx
(
lnR
R
)
=
1
8
(
lnR
R
)
; (102)
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β‖
β‖,S
R≫1−→ 3
∫∞
0
x3
(
x2 − 5
2
)
e−x
2
dx
2
∫∞
0
x7
(
x2 − 5
2
)
e−x2 dx
(
lnR
R
)
= − 1
12
(
lnR
R
)
; (103)
and
σ‖
σ‖,S
R≫1−→ 3
∫∞
0
x3 e−x
2
dx
2
∫∞
0
x7 e−x2 dx
(
lnR
R
)
=
1
4
(
lnR
R
)
. (104)
Note both the lnR/R dependence of these expressions and also the change of sign of β‖ at
large R (which occurs for the same reasons given in the discussion at the end of Section 3).
5. Application to solar flares
5.1. Heating and cooling of flare coronal plasma
A solar flare is ubiquitously characterized by enhanced emission in soft X-rays (e.g.,
Culhane 1969; Culhane & Acton 1970; Antonucci et al. 1982); indeed, the commonly-used
GOES classification of flares is based on the soft X-ray flux in the (1 − 8)A˚ soft X-ray
waveband. The plasma responsible for emitting these soft X-rays is generally located in the
corona and has a temperature ∼> 107 K (e.g., Reeves & Golub 2011). The in situ heating
(Cargill & Priest 1983; Feldman et al. 2004; Raymond et al. 2007) to these temperatures is
generally believed to be due to a combination of ohmic heating associated with current dis-
sipation in the primary site of magnetic reconnection, plus collisional heating by accelerated
nonthermal particles, notably electrons. Ohmic heating by passage of the beam-neutralizing
return current (see Section 5.2) through the flaring corona may also play a role.
The heat energy transported by both nonthermal electrons and thermal conduction
(Heinzel & Karlicky´ 2003) to the chromosphere causes local heating and a corresponding
increase in the emission measure of 107 K gas, enhancing the overall soft X-ray emission.
Further, the pressure gradients established by this rapid heating of chromospheric material
through the region of radiative instability from T ≃ 105 K to T ≃ 107 K (Cox & Tucker
1969), drive a significant hydrodynamic response of the solar atmosphere (e.g., Nagai & Emslie
1984; Mariska et al. 1989; Allred et al. 2005), in particular an upward motion of soft-X-ray-
emitting plasma into the corona, a process somewhat incorrectly, but nevertheless ubiqui-
tously, termed “chromospheric evaporation.”
The hot 107 K plasma thus created subsequently cools through radiation, conduction to
the chromosphere, and flow of enthalpy. Estimating the pertinent cooling times shows that,
under the assumption of classical, collisional (Spitzer 1962) conductivity, thermal conduction
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generally dominates the cooling time at the highest temperatures. However, in many events
the thermal plasma is sustained well beyond the duration of the impulsive hard X-ray burst
(and hence heating by nonthermal electrons), for times much longer than the conductive
cooling time. This has led to the suggestion (e.g., Moore et al. 1980; Emslie et al. 2012)
that energy is somehow injected, by unknown processes, into the corona after the impulsive
phase has ceased. However, it is important to realize that this conclusion is based on thermal
conductive losses governed by a purely collisional model of heat transport, which may not
be valid if, as suggested above, turbulent processes play a significant role in the region of
electron transport.
To illustrate, let us consider a flare volume of V ≃ 1027 cm3, with a plasma of density
ne = 10
10 cm−3 embedded in a magnetic field B ≃ 103 Gauss. The magnetic energy density
is B2/8π ≃ 105 erg cm−3 and the total available magnetic energy is (B2/8π)V ≃ 1032 erg,
which is a good estimate of the amount of energy released by magnetic reconnection in a large
flare (e.g., Emslie et al. 2012). Taking the flare duration as τ ≃ 102 s, this corresponds to a
released power of 1030 erg s−1. This energy is transformed into kinetic energy of the particles,
thermal and non thermal. A fraction, say 10%, of this energy goes into the kinetic energy
of non-thermal electrons (Emslie et al. 2012), giving a power 1029 erg s−1 in accelerated
electrons, a number close to that inferred from observations of hard X-ray emission in flares
(e.g., Holman et al. 2011). This corresponds to a volumetric heating rate due to fast electrons
Q ≃ 100 erg cm−3 s−1.
With these parameters established, we can now consider the heating (by fast electrons)
and cooling (by conduction) of the soft X-ray emitting plasma, governed by the energy
equation
∂(nekBTe)
∂t
= −∂q‖
∂z
+Q . (105)
As we have seen above, the conductive heat flux takes the form
q‖ = −2nekB (2kBTe)
1/2
m
1/2
e
λ
dTe
dz
, (106)
where λ is the mean free path, representing the combined effect of Coulomb collisions and
turbulent scattering,
λ =
λei
1 +R
, (107)
and where the turbulent reduction factor
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R =
λei
λ0
=
104 T 2e (δB⊥/B0)
2
ne λB
. (108)
When R≫ 1, i.e., when the turbulent parameter λ0 is much smaller than the collisional mean
free path λei (corresponding to λ0 ≪ 104T 2e /ne), heat transport is regulated predominantly
by turbulence. We call this a “turbulence-dominated regime,” although we again stress
(cf. Section 2.1) that the role of collisions in maintaining a near Maxwellian distribution of
background electrons remains important. On the other hand, turbulence plays a negligible
role when R≪ 1.
Let us first balance the terms on the right side of Equation (105) to obtain an estimate
of the steady-state temperature in the presence of a heat source Q balanced by thermal
conduction:
2nekB
(
2kBTe
me
)1/2
λ
(
Te
L2
)
≃ Q , (109)
from which follows the scaling law
Te ≃ m
1/3
e
2kB
(
QL2
neλ
)2/3
. (110)
The vast majority of theoretical studies concerning the response of coronal loops to heating
use the collisional (Spitzer 1962) conductivity and corresponding mean free path λei; this in-
cludes the determination of equilibrium scaling laws and temperature distribution for active
region loops (e.g., Rosner et al. 1978; Craig et al. 1978; Martens 2010) and the modelling of
evaporative cooling and enthalpy-based response to coronal heating (e.g., Antiochos & Sturrock
1978; Cargill et al. 1995; Reale 2010; Cargill et al. 2012). When the mean free path is in-
deed close to its collisional value λei (Equation (5)), Equation (110) gives the scaling law
appropriate to a collisional regime of transport (Rosner et al. 1978) :
Te ≃ m
1/7
e
2kB
(
2πe4 ln Λ
)2/7
Q2/7 L4/7 ≃ 50Q2/7 L4/7 . (111)
Note that this is independent on the density ne, and that this scaling follows straightforwardly
from the familiar balancing relation Q ∝ T 7/2e /L2 appropriate to a collisional environment.
Substituting the values Q ≃ 100 erg cm−3 s−1 and L ≃ 109 cm, we obtain
Te ≃ 3× 107K , (112)
a value nicely consistent with soft X-ray emission.
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On the other hand, returning to Equation (110) with R ≫ 1, we now obtain the fun-
damentally different scaling law for the equilibrium temperature in a turbulence dominated
regime:
Te ≃ m
1/3
e
2kB
(
Q
ne
)2/3
L4/3λ
−2/3
B
(
δB⊥
B0
)4/3
, (113)
which now depends on the density ne. With a magnetic field perturbation ratio δB⊥/B0 ≃ 0.1
and a magnetic correlation length λB ≃ 106 cm (λ0 ≃ 108 cm) gives the significantly larger
temperature
Te ≃ 1× 108K . (114)
Hence, for a given heating rate Q and loop properties ne and L, the turbulent suppression
of heat transport associated with large values of R leads to a higher steady-state temper-
ature than that obtained by using Spitzer conductivity. Plasma at temperatures ∼108 K
(≃ 10 keV) can make a meaningful contribution to the hard X-ray emission from the flare.
Since thermal conduction is inhibited, possibly also by other collective plasma processes
(Brown et al. 1979; Smith & Brown 1980), such 108 K temperatures will likely be confined
rather than extending along the entire magnetic loop. For a given heating rate Q, Equa-
tions (111) and (113) give quite different dependencies of the flaring coronal temperature Te
on the loop length L (L4/7 and L4/3, respectively), a result that should be observationally
testable.
We note that the steady state temperature Te = 3 × 107 K in Equation (112) above
was obtained by assuming a collisional transport regime. Such an assumption is valid only
under the dual conditions that both the Knudsen number Kn = λei/LT and the turbulent
reduction factor R are ≪ 1. Consistency therefore demands that we evaluate the validity of
these two assumptions. We find that at these temperatures (and densities ne ∼ 1010 cm−3),
the collisional mean free path λei is actually of the order of the loop length L ≃ 109 cm;
thus the Knudsen number is of order unity and so the use of a collision-related expression
for the heat flux is somewhat questionable. In such conditions the heat flux is instead
determined (e.g.. Brown et al. 1979) by a flux-limited value equal to a fraction of the free-
streaming limit (Equation (19)), leading to a generally higher equilibrium temperature and
conductive cooling time than is appropriate for the collisional case. With regard to the
second assumption, the main thrust of the present paper is that, whether or not the Knudsen
number is small, the heat flux may be further limited (by a factor ≃ R) by the presence
of collisionless pitch-angle scattering. Thus, if the turbulent mean free path is substantially
less than the collisional mean free path (or, for Knudsen numbers of order unity or more, the
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length of the flaring loop), then the much larger temperatures (Te ∼ 108 K; Equation (114))
appropriate to a turbulence-dominated regime apply.
We now turn to a consideration of the role of conduction in cooling the coronal plasma
after the energy input Q has ceased. Balancing the heating and conductive cooling in
Equation (105)), and using the expression (106), we obtain an expression for the cooling
time-scale τc:
τc ≃ m
1/2
e
(2kBTe)1/2
L2
λ
=
(
L
vte
) (
L
λ
)
=
(
L
vte
) (
L
λei
)
(1 +R) . (115)
The cooling time τc is thus the free-streaming transport time-scale L/vte of thermal electrons
multiplied by the inverse of the Knudsen number Kn = λ/L. For a temperature Te ≃
3 × 107 K (Equation (112)), the electron thermal speed vTe ≃ 3 × 109 cm s−1, so that for a
loop length L ≃ 109 cm, the free-streaming escape time is L/vte ≃ 0.3 s. The collisional mean
free path λei ≃ 109 cm and hence L/λei ∼ 1, which when R ≪ 1, yields a cooling time of
the order of the free-streaming time scale. A smaller initial temperature Te ≃ 107 K has the
collisional mean free path decreased by an order of magnitude giving a cooling time τc ∼ 3s.
These time scales are much shorter than the duration of the soft X-ray emission, which has
led to the realization that the coronal plasma will cool very rapidly after the cessation of the
energy input term Q, to the point where some form of post-impulsive-phase energy input
to the corona is needed to sustain the soft X-ray emission for the observed times ∼> 100 s
(see, e.g., Moore et al. 1980; Emslie et al. 2012). However, in the presence of turbulence the
cooling time τc is further enhanced by a factor (1+R), and so cooling by thermal conduction
parallel to the guiding magnetic field can thus be significantly inhibited. This increase in the
cooling time significantly reduces the previously-assumed requirement (Moore et al. 1980;
Emslie et al. 2012) for post-impulsive phase heating of the coronal plasma.
Before moving on, we parenthetically note that similar issues regarding thermal con-
ductivity (and its suppression) in stochastic magnetic fields arise in the context of galaxy
cluster formation and in the theory of cooling flows (Fabian 1994; Chandran & Cowley 1998;
Malyshkin & Kulsrud 2001).
5.2. Return current effects
The very significant electrical currents associated with the injection of non-thermal
electrons necessitate a current-neutralizing return current, set up by a combination of elec-
trostatic and inductive processes, the relative role of which has been a matter of some debate
(Knight & Sturrock 1977; Emslie 1980; Spicer & Sudan 1984; Holman 1985; Larosa & Emslie
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1989; van den Oord 1990; Zharkova et al. 1995; Zharkova & Gordovskyy 2005, 2006; Battaglia & Benz
2008; Codispoti et al. 2013). However, irrespective of the detailed physics responsible for es-
tablishing this return current, driving it through the finite resistivity of the ambient medium
requires a local electric field E‖ = j‖/σ‖, which in turn causes both an Ohmic heating rate
Qrc = j‖ E‖ = j2‖/σ‖ and an additional energy loss rate |dE/dt| = e E‖ v = j‖ E‖/ne = j2‖/ne σ‖
for each of the accelerated electrons.
Now, the transport of non-thermal electrons is dominated by non-diffusive cold-target
energy losses (see, e.g., Brown 1971, 1973; Emslie 1978), and hence we expect that the
transport of such electrons, and hence the current density j‖ that they carry, is largely
unaffected by collisionless pitch-angle scattering. (Although Kontar et al. (2014) have shown
that the direct beam current j‖ is also reduced somewhat due to the presence of pitch-angle
scattering, the reduction factor is not as large as the transport coefficient reduction factors
R considered here, so that we may assume that the current density j‖ associated with the
injected electrons is essentially the same as in the purely collisional case.) Any change
in ohmic energy losses is therefore driven primarily by changes in the parallel electrical
conductivity σ‖. Reducing the value of σ‖ through turbulence results in a greater rate of
Ohmic heating Qrc (and hence higher coronal heating rates) and also a greater energy loss
rate |dE/dt| for the accelerated electrons.
This enhancement of the return-current electron energy loss rates affects the heating rate
as a function of position (Emslie 1980) and hence the hydrodynamic response of the atmo-
sphere (e.g., Nagai & Emslie 1984; Mariska et al. 1989). It also reduces the amount of energy
precipitating into the chromospheric footpoints, thus possibly accounting for the “gentle”
evaporation observed by, e.g., Zarro & Lemen (1988). Enhanced return current energy losses
also result in a more effective confinement of hard-X-ray-producing electrons in the corona,
which may offer an alternative explanation for loop-top coronal sources (Kane & Hurford
2003; Xu et al. 2008; Guo et al. 2012a,b; Jeffrey et al. 2014).
Estimates of the ratio of return current heating to collisional energy loss in the flaring
corona show that, for moderately large flares they are comparable (see Figure 3 of Emslie
1980). The same figure shows that the ratio of return current heating to collisional energy
loss in the chromosphere, where most of the electron heating occurs, can be up to several
percent. Thus, enhancing the return current heating/energy loss rate by even an order of
magnitude through turbulent modification of the electrical conductivity σ‖ and could possi-
bly transform the flaring corona into a return-current-dominated regime (Knight & Sturrock
1977; Larosa & Emslie 1989; van den Oord 1990; Zharkova et al. 1995). This has very signif-
icant implications, ranging from the spatial distribution of hard X-ray emission and electron
heating, to the total number of accelerated electrons required to produce a given hard X-ray
– 32 –
intensity (Zharkova & Gordovskyy 2005, 2006).
A more dominant role for return current losses in the energy loss rate for accelerated
electrons has a possibly even more interesting effect. Since the energy loss rate for an
individual electron |dE/dt| = e E‖ v = e v j‖/σ‖, which is proportional to the injected current
j‖ and hence the electron injection rate, and since the total hard X-ray yield is proportional
to the injection rate divided by the energy loss rate (Brown & Emslie 1988), it follows that
the hard X-ray yield in a return-current-loss dominated regime is independent of the injected
number of electrons (Emslie 1980). Such a possible saturation of hard X-ray flux with
increasing flare intensity has been reported by Alexander & Daou (2007).
6. Summary and conclusions
Motivated by observations (Kontar et al. 2011a; Bian et al. 2011) suggesting the pres-
ence of magnetic fluctuations in flaring loops and also (Simo˜es & Kontar 2013) suggesting
that turbulent pitch-angle scattering plays a significant role in the transport of energy by
both thermal and non-thermal electrons in solar flares, we have derived formulae for the
thermal and electrical conductivities in the presence of both collisions and magnetic turbu-
lence.
The enhanced electron confinement effected by the addition of collisionless pitch-angle
scattering can reduce the thermal conductivity of the corona, thus decreasing thermal con-
ductive losses and so increasing coronal temperatures compared to those in a model with
collisionally-dominated transport. This may explain the localization of coronal X-ray sources
in the apex of the loop (see, e.g., Holman et al. 2011, for a review). It also increases the
cooling time for the flare-heated coronal plasma, possibly alleviating the need for post-
impulsive-phase heating by unidentified processes (Moore et al. 1980; Emslie et al. 2012).
Finally, it means that the corona becomes more of a “warm” target in the calculation of
the energy loss rate of accelerated electrons, which has an impact on the relationship be-
tween the source-integrated electron spectrum and the injected spectrum (Brown & Emslie
1988; Brown et al. 2003; Emslie 2003; Kontar et al. 2011b, 2015) and hence on the over-
all energetics associated with accelerated electrons (de Jager et al. 1986; Miller et al. 1997;
Holman et al. 2003; Emslie et al. 2004, 2005, 2012).
The suppressed value of the electrical conductivity may significantly increase the impor-
tance of ohmic heating, both in the thermodynamics of the flare-heated atmosphere and in
the propagation of the accelerated electrons themselves. In particular, because the inclusion
of return current energy losses affects the “bremsstrahlung efficiency” (energy of hard X-rays
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produced per electron energy injected in the corona), it may significantly alter the injected
electron flux required to produce given hard X-ray flux, with further attendant implications
for the overall role of accelerated electrons in flare energetics.
Because of these important implications for quantitative details of the impulsive phase of
solar flares and even for its overall viability (see, e.g., Brown et al. 2009), we urge workers in
the field to consider such anomalous transport effects in their modeling of particle transport,
thermal conduction, and the electrodynamics of solar flares.
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