Whatever we can say, we say in rhythms of symbols-e.g., words written as marks on paper. What a mark symbolizes to us or to other agents cannot be predicted on the basis of measurement and calculation. Without admitting any explicit notion of an agent, quantum theory implies a role for an unpredictable symbol-handling agent. To accept agents and symbols into physics is to see mechanisms, especially clocks, not in isolation but as tools that agents build and adjust as needed. We model a symbol-handling agent by combining a modified Turing machine with an adjustable clock, needed to allow communication of symbols from one agent to another.
Introduction
"A sort of revolution both in our biological and our epistemological views has been brought about by Waddington's declaration at the beginning of his work on the "strat-egy" of genes to the effect that no physical science can be complete so long as the term "Mind" (or mental life) is excluded from its vocabulary. Yet Waddington is by no means a vitalist or finalist. It is just that, being a biologist whose work is inspired by cybernetics, he understands that no theory of organization and adaptation dares leave cognitive adaptations out of account." (J. Piaget [1, p. 67] ).
Writing equations on a blackboard, I am a living organism with a beating heart, enmeshed in rhythms of life, including the constructed technological rhythms, such as those of the internet. I write equations as chalk marks on the blackboard (or sometimes as strokes of a keyboard), one mark after another, as one of the rhythms of my life. When they work as I intend, you share my interpretation of the marks as expressions of symbols, often mathematical symbols.
The writing and reading of mathematical symbols has a physical aspect and quite another as-pect. Physically, one works with chalk at a blackboard or with a keyboard and screen, and calcu-lated results are expected to be independent of who calculated them. Yet, as noted by Schro¨dinger in 1925, mathematics, and indeed written communication in general, involves "the unquestioning acceptance of a more-than-physical-that is, transcendental -significance in a large number of thin sheets of wood-pulp covered with black marks such as are now before you" [2] . That is, what a mark drawn on paper means to you or to me as a symbol transcends what can be measured or calculated. Symbols mean something only to agents that recognize them.
The communication of symbols from one agent to another involves synchronizing rhythms of symbols. In biological literature, we see discussions of rhythms in organisms [3] , and we see discussions of symbols [4] [5] [6] , but little about rhythms of symbols and even less about synchro-nization. When we turn to mainstream physics, with its emphasis on particles and fields, we find no explicit vocabulary for agents or symbols. Recently, however, a crack opened in physics for discussions of agents and symbols, for example in the work of Fuchs and Schack [7] and Briegel [8] . Below we review our widening of this crack, by means of importing into physics experi-ence drawn from the engineering of digital communications, such as the Internet, with rhythms of symbols.
Without admitting any explicit notion of an agent, the language of quantum theory implies a role for an unpredictable, symbol-handling agent. Written sequences of symbols express both evidence ("what happens") and explanations of that evidence. Unlike classical physics, quantum theory distinguishes its expressions of evidence from its expressions of explanations. It does this by providing distinct mathematical forms: probabilities for evidence vs. wave functions and operators for explanations. We call an explanation that implies given evidence admissible For any given evidence, we proved that infinitely many conflicting explanations are admissible [9] [10] [11] . To arrive at an explanation, an agent must reach beyond logic to make, in effect, a guess, a guess that cannot be predicted. The unpredictability of an admissible explanation is distinct from quantum uncertainty. While uncertainty is expressed by a probability distribution determined by a measurement model [12] that depends on ones choice of explanation, arriving at an explanation is a matter for which no probability distribution can be available.
In earlier writing we spoke of "choosing" an explanation, a usage that we now disavow, for the following reason. "Choosing an explanation" suggests picking some explanation out of list, as if the set of explanations admissible for given evidence were a finite set, so that, at least in principle, the admissible explanations could be listed. In that case the guess would not only produce an explanation but would also reveal explicitly the admissible explanations that one rejects. But the set of admissible explanations is not enumerable. When you guess an explanation, you do more than pick from a list: something is created. In arriving at a guessed explanation, you can't know what you have excluded. (That rules out thinking in Venn diagrams, as if you could see what was excluded by going to an intersection of two finite sets.)
Guessed explanations predict future evidence, and these predictions feed into the design of future experiments. Different guessed explanations lead to different experimental designs, leading to different bodies of evidence that call for more explanations and hence more guesses. (In addition, surprises happen on the experimental workbench. Without breaking strands of logical connections, these surprises lead investigators to revise explanatory equations.) In this way, the proof of the unpredictability of explanations shows physical investigation as an open cycle of developing physical understanding, dependent on symbol-handling that transcends logic and measurement. This open cycle of "guess and test" is illustrated in Fig. 1 . While such a cycle is hardly controversial, its implications are. Some people assume endlessly evolving concepts and techniques, while others assume that the cycle converges toward a limit point of an ultimate truth. The proof of unpredictability of explanations weighs in favor of the evolving open cycle, and against an ultimate "truth" even as a limiting case.
FIG. 1.
Physicists' exploration as a loop of "guess and test".
In parallel to the gap between evidence and its explanations in physics, H. Okamoto challenges biologists to reject, even in principle, the hope of Comprehensive, Molecular-resolution, Real-time, Volume-imaging (CMRV) of a cell [13] . Dropping CMRV would establish unpredictability as a cornerstone of biology. In its place I think of a "principle of peepholes." At an exhibit of surprises that infest visual perception [14] , I once looked through a peephole in a wall at what seemed to be a room containing a step ladder and some chairs; then I walked around the wall and into the room to find only half a step ladder and a strip of paint on the floor; I had been completely fooled. But in physical and biological investigations how can I "walk around the wall"? To suppose that I can "see what's 'really' there" is to blind oneself to a mystery inherent in life.
Given that what a person or another organism does with symbols demonstrably affects the material world with which the organism interacts, traffic in symbols back and forth between the developing evidence on the work bench and theory on the blackboard cries out for inclusion as a topic within the discipline of physics. In the next section we discuss the use of symbols to ex-press motion. In Sec. III we discuss the motion of symbols that flow among what we shall call symbol-handling agents, focusing on a meshing of rhythms of symbols that we call logical syn-chronization. We offer a mathematical model of a symbol-handling agent that combines a modified Turing machine with an adjustable clock. The clock steps the Turing machine, while the Turing machine adjusts the clock as needed to maintain logical synchronization in communicating with another such machine. In Sec. IV we describe, at a variety of levels of detail, actions of physicists as symbol-handling agents, both at the blackboard of theory and at the experimental workbench, as they construct and implement concepts of time and space. Sec. V is devoted to rhythms of human investigators and of the automated surrogates used in their investigations. In Sec. VI we hypothesize that all living organisms employ logically synchronized rhythms of symbols. We invite collaboration to explore, in a variety of contexts for people and other living organisms, sit-uations involving logical synchronization of rhythms of symbols that differ from those used in physics. A few possible examples are sketched. Sec. VII concludes with a brief summary and discussion.
Symbols of motion
Physicists symbolize motion by writing equations, such as the classic equation for the height  of an object dropped at time    from a height y 0 ,
, where g is the acceleration due to gravity. The graph of the equation of with abscissa  and ordinate  is half of a parabola which pictures the relation between height  and a time variable . Again, something transcendental is going on here. The graph of the falling object does not fall; it sits still on the page. So does the sequence of symbols "    −    "; one reads the symbols as a kind of still pictograph of the motion of an object.
Let us look at how one obtains, for a falling weight, experimental evidence in the form of the parabola. One associates the variable  on the blackboard with a count of oscillations of a rhythm on the workbench, the rhythm of some cyclic process. The counting of the cycles gives a clock. One starts the clock-think of a second hand moving over a clock face-and drops the weight in front of a meter stick. One arranges for the clock to trigger a camera to take one snapshot after another as a clock hand moves along a sequence marks on a clock face. Each snapshot shows a reading of the meter stick at which the falling weight appears. Thus, one gets a sequence of records of height along the meter stick, with successive records corresponding to successive positions of the hand on the clock face. The plot of meter-stick readings vs. clock-face positions corresponds (to within some error) to the parabola defined by the equation. (The Schrödinger "transcendental" applies to the comprehension of the sequence of marks that one reads as the symbols in equation, to the comprehension of the marks on the dial and to the marks on the meter stick.)
Strictly speaking, we ought not to say that a certain sequence of symbols "is" an equation of physics. Symbols are not symbols except in relation to agents that generate and respond to them. A symbol is a feature of a material entity recognizable by some communicating agents.
While I can choose to set my clock to agree with "official time," in some cases a different choice makes sense. To begin with a homely example, sometimes I judge whether it is safe to cross a street in the face of oncoming traffic. If I think in terms of meters and seconds, I estimate the number of seconds that it takes me to cross the street in comparison with the seconds for an oncoming car to reach me. I compute the seconds for the car to reach me from my estimate of meters to the car and the meters/second of its speed. But I actually do better by forgetting the seconds of an "official clock" and judging my motion in relation to car motion directly. Although I value my use of seconds as units in the International System of Units (SI) both in daily life and as they support technology (e.g. the Global Positioning System (GPS)), SI seconds are only one motion that can be chosen as a reference for other motions, and no motion has any universal primacy. From that point of view to anoint the motion that makes the SI second as "the" unit of time is to make an idol, an idol celebrated in both Newtonian and quantum physics.
Motions of Symbols
Agents manipulate symbols, for example when they compute, and they also transmit symbols to other agents and, conversely, receive symbols from them. The flow of symbols from a transmitting agent to a receiving agent requires the meshing of two rhythms. In this section we focus on the need to avoid a logical confusion stemming from inadequate separations between symbols. While most of the our experience has been with the operation of computers linked by digital communications, we suspect that such interleaving must occur in situations of biological interest, such as the reading of DNA codes.
Race condition and logical confusion
A circumstance that interferes with the adequate interleaving of symbols is the so-called race condition, a condition that can occur in digital communications, leading to a type of error, termed logical confusion. Before the invention of computers, the race condition doomed efforts in World War I to synchronize a machine gun on an airplane to shoot through a rotating propeller without hitting it. Though long known to engineers, the race condition deserves notice as a topic in physics, and, we suspect, in code biology.
FIG. 2. Glitch as logically inconsistent fan-out.
In digital communications between computers, a race condition occurs as follows. Computers are stepped by clocks, and the receiving computer executes one step after another, triggered by ticks of its clock. Digital communications are designed for a symbol to arrive in between ticks, and not overlapping a tick. But sometimes a bit symbol arrives at the receiving computer just as its clock ticks, constituting a race condition. The pernicious effect of a race condition comes about because computations require what is called fan-out: a symbol in a memory element at one moment is copied at the next moment into two memory elements. An example is a single bit (which can be a 0 or a 1) arriving at a 1-bit memory element. One might think that a bit arriving just as the clock ticks would fan out to a pair of 1's or a pair of 0's, at random, but the effect of a race condition is more pernicious: the fan-out sometimes generates conflicting copies, a situation of logical confusion called a "glitch" as illustrated in Fig. 2 .
A race condition engenders an unstable state, which we studied in detail for a 1-bit memory, both theoretically and in measurements. The 1-bit memory, called a flip-flop, has two stable states, used to express "0" and "1", along with an unstable intermediate state through which the flip-flop passes in making a transition between the stable states. We wanted to measure the half-life of the unstable intermediate state. A key parameter in this measurement is the waiting time  between the occurrence of the race condition and the measurement of the fan-out. To determine how the fraction of trials that glitched varied with  , we made runs of trials for various values of  [11] . For each trial of each run, we had to set up a race condition, trying to generate the unstable state. The unstable state, teetering on a hilltop of energy, takes care to generate. To generate it, we employed a feedback loop that delicately adjusted the timing of symbol arrival relative to the clock tick in response to running statistics, so that in about about half of a series of trials the flip-flop would eventually tip toward 1 and in the other half toward 0. In each trial, the output of a flip-flop  fans out to a pair of flip-flops  and  that act as "observers". The unstable state is indicated when  and  exhibit unequal bit values. (In our detections of glitches, at some trials  registered 1 while  registered 0; while for other trials it was the other way around.)
Remarks:
1. As discussed in [11] , the use of feedback from results of past trials to set up a current trial requires a coupling between blackboard and workbench.
2. The frequency of glitches cannot be obtained from averages of the  responses and the  responses after fan-out, for these averages do not tell how many trials show the -bit un-equal to the -bit for a given flip-flop . Might this technique of measuring unstable states of individual flip-flops be adapted to explore unstable states of biological or biochemical interest?
3. The need to measure individual flip-flops prior to averaging calls to mind a remark by Schro¨dinger in "What is life?": the tradition in statistical mechanics of averaging over pop-ulations cannot illuminate biological processes, such as DNA replication, in which single molecules play essential roles [15] .
Logical synchronization to avoid glitches
To avoid a race condition the rhythm of arriving symbols and the rhythm of a receiving agent have to mesh, rather like a game in which you toss a ball back and forth with a friend: you play in a cycle of alternating phases, and you can't catch and toss in the same phase of the cycle. A computer operates in an analogous cycle, with a phase for reading from memory and a distinct phase for writing into memory. To avoid the threat of a race condition, each symbol arriving at a computer has to arrive during a phase of writing, a condition that we call logical synchronization [10, 11] .
Model of symbol-handling agents
Under suitable circumstances symbol-handling agents can maintain logical synchronization. Assuming these circumstances, we conceive of an agent as having capacities expressed by several mechanisms, the first of which is the capacity to compute. We invoke a Turing machine as a formal expression of a computational mechanism. One thinks of it as automating pencil and paper computations. It has a finite internal memory, along with an unlimited memory, visualized as a paper tape divided into squares, with a single symbol on each square. A computation proceeds one step after another. The machine introduced by Turing in1936 expresses the logic by which each step is determined by the preceding steps. Implicit in the purely logical structure of a computation that runs in isolation, which is what the Turing machine portrays, is a rhythm, but a rhythm isolated from any other rhythm with which it might be compared.
Heading toward a capacity to communicate, we invoke a lesser known variation of the Turing machine, called by Turing a choice machine, which allows for the relation between one step and another to be modified by the arrival of symbols from outside the machine [16] . In going from step to step, a choice machine goes through phases of a cycle, with a phase of writing a mark on a square of its tape, a phase of reading a mark from a square, and a phase for moving left or right to scan the next square.
Symbol transmission from agent to agent, however, involves symbols from a transmitting agent arriving at a receiving agent. Avoiding glitches requires the meshing of two rhythms, and we want to express how this meshing-logical synchronization-can, under appropriate circumstances, be maintained. To maintain logical synchronization, the agents need a mechanism by which to regulate the rhythm of the receiving choice machine in relation to the rhythm of symbols it receives from other agents. We think of an agent's choice machine as stepped by a cyclic process that the agent can adjust as needed. For this cyclic process, one can picture a pendulum clock, with the pendulum adjusted by the agent, so as to maintain, when possible, logical synchronization of the symbols it receives with the rhythm of this pendulum. (To help our own thinking, we made a pendulum of adjustable rate by tying a weight to a string that ran up and over a horizontal pipe, like a chinning bar, and then down into our hand. By pulling the string a small amount and than releasing it, we could pump the pendulum to maintain its motion, and by pulling or releasing with our hand we could adjust the swing rate of the pendulum. It was instructive to get two such pendulums swinging, leave one with a fixed length of string from the pipe to the weight while fiddling with the string of the other pendulum so as to bring it into synchronization with the first.) An agent driving this pendulum as primitive oscillator exhibits a noteworthy feature: the agent has to work in rhythms compatible with the device. In particular the pumping action of the in-vestigator's hand must be properly phased to the swings of the pendulum. (A child standing on a playground swing pumps its legs in a full cycle for each half cycle of the swing.) There is a story for cybernetics here: Accepting agency in physics transforms the image of a pendulum from something isolated into a tool that an agent uses, and that for this use the agent, while conforming to the rhythm, must adjust that rhythm to which the agent conforms, that is to adjust the pendulum relative to the rhythm of other pendulums.
While we would like to postulate that a symbol-handling agent is stepped by ticks of an ad-justable clock, a clock is no mathematical entity, so we have to be careful. We represent a ticking clock by numerical readings imagined as coincident with other events of relevance. For exam-ple, each moment of symbol-handling agent is associated a numeric interval corresponding to the readings of its clock during that moment.
An additional capacity is crucial to the notion of a symbol-handling agent. For an agent to to adjust its clock so as to maintain logical synchronization, the agent must monitor the phases in which successive symbols arrive and react to deviations of these phases from some nominal aiming point. It is measured phase deviations from an aiming point that feed back to the agent's adjusting of its (or in some cases of another agents') clock.
Monitoring phases at which symbols arrive from another agent is a capacity beyond computa-tion, for the following reason. Just as a play of checkers tolerates variations in spatial placement within an allowed leeway, any computing mechanism that implements the specification of a choice machine must be tolerant of phase variations within some leeway. That means a choice machine ignores the phase variations that, for clock regulation, have to be detected. The agent's capacity to detect variations in phases of arriving symbols entails augmenting the choice machine by a capacity that is "analog" in the sense of detecting gradations of phases.
With this finding, we come to the interesting insight into the relation between the discrete and the continuous. Apart from rare failures, two digital computers, performing the same computation, put out identical strings of symbols. Their interchangeability depends on their tolerance of limited variations in the signals that carry their symbols, and it is this tolerance to variations in signals that allows long, error free computations. Analog computation, which deals with gradations, has no such tolerance: two analog computers may give answers that, for easy computations, differ only a little, but that "little" grows with the complexity of the computation that they perform. For this reason we characterize analog computations as idiosyncratic: they vary under interchange of the actors that perform an agent's role. What we have found then is that a digital network, which is to say a network of symbol-handling agents, depends not only on the capability of the agents to compute, but also on their idiosyncratic responses to phase variations, responses that allow the reshaping of symbols to preserve their clarity.
In summary:
1. An symbol-handling agent interprets certain signals as symbols, consistent with the inter-pretation of another agent, which requires logical synchronization, which in turn requires that agents have clocks that they adjust to limit unpredictable deviations in phases.
2. Logically synchronized agents can be interchangeable in their recognition of symbols, but not in their determinations of phases: phase determination is analog, not digital.
3. Logical synchronization transcends calculation.
(In earlier work we spoke of symbol-handling agents as live clocks [17] or open machines [10] ).
Remark:
One can ask for a quantum description of any machine that acts the part of a symbol handling agent. Note that a wave function "" for such a machine would itself be a symbol written so to speak in the memory of an agent. Physics is expanded by recognizing networks of unpredictable symbol-handling by which to portray ways in which symbols can be employed, both in classical physics and in quantum physics.
"Agent" as a dual-use word
Similarly to the way one speaks of a pendulum, one speaks of a "symbol-handling agent" in two ways: (1) as an entity mathematically defined, and (2) as a physical entity, the behavior of which corresponds in certain regards to the mathematical definition. That is, we slide back and forth in our use of 'symbol-handling agent', sometimes meaning its mathematical definition, and other times speaking of the 'agent' as doing this or that, meaning what is done is done by something that has certain properties that correspond to the mathematical definition of a symbol-handling agent.
With its adjustable clock and its openness to communications, the symbol-handling agent is open to the unpredictable. Among its capabilities, a symbol-handling agent has the computational capacity of a process-control computer-by the way, not a quantum computer, but a classical process control computer (CPC)-that can make unambiguous distinctions among symbols. Most modern experiments involve a network of people and CPC's in contact with the workbench of experimental entities. Records in a network of CPC's offer a view of evidence and its explanations to do with the investigation. At a coarser level of modeling, one can model an investigator working through a CPC to participate in an experiment as a single symbol-handing agent, pictured in Fig. 3 . In a huge variety of situations, including the behavior of flip-flops just discussed, uses of rhythms of symbols with their unpredictable relations demonstrably affect the material world with which people and other organisms interact.
Rhythms that make time and space
In special relativity, Einstein reconceived space and time-or spacetime -in terms of symbol-carrying light signals sent from one clock to another [18] . Here we look more broadly at mech-anisms of navigation, from the perspective that the spacetime of Einstein is one among a variety of ways to utilize rhythms of symbols for the management of motion by ourselves and by other organisms. According to an organisms needs and resources, alternatives to the physicist's time and space can be customized.
Walking at night when the lights are out, I have an image of how things would look if I could see, and I adjust that image when I bump into something, touch a doorway, etc. It is not only at night that I make use of images of what I cannot see. Walking to a cafe for lunch, I imagine how it will be to walk back, going a different way to pick up a newspaper. I can "see myself walking back," as if I have an internal blackboard on which to make still pictures, along with a projector to display movies. Some kind of internal blackboard is essential to the use of symbols, whether by people, by other organisms, or by robots.
FIG. 3. Investigator and computer as communicating agents.
The word time has diverse uses, but for a concept of time in theoretical physics one focuses on the proper clock, as an idealization defined mathematically. If physical clocks could act exactly as proper clocks, they would have to be manufactured exactly alike, so as to be perfectly inter-changeable, and they would have to be absolutely insulated from any influences on their tick rates. No clock would be influenced by any other clock. But that's not how physical clocks behave; they talk to each other in rhythms of symbols. Physical clocks, including those used by standards laboratories to generate Universal Coordinated Time, (UTC) and national "official time" as broad-cast by radio and over the internet by the National Institutes of Science and Technology (NIST), never tick quite alike. (Over the years, clock stability improves, but correspondingly smaller differences in clock readings matter.) The result is that the production of time broadcasts makes use of adjustable clocks embedded in communications networks with layers of feedback by which clocks are intentionally adjusted to so as to maintain chosen relations between clock readings and arrivals of signals carrying readings of other clocks. These adjustments make use of "blackboard" calculations carried out in CPCs, into which engineers program images expressed in mathematics, including the mathematics of general relativity. When the engineers think of a way to improve the performance, they change the programs that regulate clock adjustments; that is, they update the blackboard images. Thus, clocks that generate time broadcasts act as symbol-handling agents that take part in and react to rhythms of symbols in layers of feedback loops [10, 17] . The agent-clocks at national laboratories not only generate time, they also generate coordinates for space (and, speaking relativistically, for spacetime). The International Bureau of Weights and Measures (BIPM) specifies the SI meter as the distance traveled by light in a certain small fraction of a second, 1/299792458. In effect, the BIPM conceives of distance in terms of radar, so that the distance from a tracking station to say an aircraft is specified in terms of the difference in clock readings at the transmission of a signal and the return of its echo. The global network of clock-agents engaged in rhythms of symbols produces, among other things, the GPS coordinates (and maps) that we get on cell phones.
The SI second is specified as 9 192 631 770 cycles of the oscillation of "the radiation corre-sponding to . . . the cesium 133 atom." That seems to mean that the SI second is what cesium clocks generate, but these clocks are fragile, one cannot rely on just one of them, and no two of them tick quite alike. Consequently, as discussed above, one has comparisons and adjustments over a net-work of agent-clocks. Furthermore, cesium as the standard is likely to be replaced within a decade or so by an optical atomic clock, based on a different element, with an instability less that that of cesium by an order of magnitude or more. And that will not be the end of the long history of clock development.
Differences in clock rhythms are not just nuisances, they convey information, as in Doppler radar, and in clock differences that indicate gravitational effects [10, 17] . The following striking example, asserted by relativity theory, puts a nail in the coffin of the hope for a single ultimate clock. Suppose two proper clocks start from the same event at which they show the same readings, travel along paths that separate them and then bring them back together; then they differ in their readings by an amount that depends on the paths they have traveled. 
Agent-to-agent signaling
The comparison of the clocks of two separated agents requires the transmission of symbol-bearing signals from one agent to another. Agents can record their clock readings as they transmit and receive symbols, as illustrated in Table I , which displays clock readings at the receipt of a symbol in the form  .φ, where m is a count of cycles of the agent's clock and φ is the (idiosyncratic) phase within the cycle.
Graphs as mathematical expressions of evidence
When considering communication among symbol-handling agents, it is convenient to re-express the record as a path in a graph (graph in the sense of a set of vertices linked by edges), as in Fig. 4 Assuming they can tell which agent sent a symbol that they receive (and in response to what) communicating agents can assemble such paths into a graphs displaying a history of clock readings for a network. For example, graph fragments for agents A and B can be pasted together by condensing a signal edge of the graph for agent A for transmission to agent B and the signal edge for reception of A's transmission by agent B into a single edge from the transmission vertex of A to the reception vertex of B, as illustrated in Fig. 5 .
FIG. 4.
Graph fragment for record of agent A.
FIG. 5. Graph fragment for records of Agents A and B combined.
Such graphs show evidence of agents' clocks without assuming any concept of time or space. As discussed in [10] , records of that form can be used to weigh for or against hypotheses concern-ing a spacetime manifold with some hypothesized metric tensor field, for example as proposed by the International Astronomical Union [19] .
Graphs and spacetime
In formulating special relativity, Einstein based the concept of spacetime on a form of synchro-nization of proper clocks, which we call Einstein synchronization. It involves the transmission of signals that carry numerical clock readings, but Einstein synchronization involves no cycles or phases, and so is distinct from logical synchronization. There are networks of agents for which logical synchronization is possible while Einstein synchronization is impossible, and vice versa [17] . Graphs for agent-to-agent communications can be drawn for networks satisfying Einstein syn-chronization, as illustrated in the spacetime diagram of Fig. 6 for a row of six proper clocks. The spacetime diagram can also be read as a graph for a case of logically synchronized clocks under the conditions that (1) phases are ignored and (2) all the clock readings at the transmission and reception of signals are integer-valued, and so have the form n.0 for some integer n.
FIG. 6.
Fragment of graph for six agents exchanging signals with neighbors. Figure 7 shows an example of a spacetime diagram for a network in which one set of agents is in motion relative to another set of agents.
FIG. 7.
Graph for sets of agents S and S! moving past one another. Solid boxes indicate a meeting between an agent of one set and an agent of another set. All edges are directed downward.
Spacetime diagrams such as Figs. 6 and 7 have a symmetry in the direction of increasing clock readings and so as graphs can be be "wrapped around" to form marked graphs [20] , as in Fig. 8 (see [21] for further discussion of the wrapping of graphs to form marked graphs).
Rhythms of the investigators
As noted earlier, the use of a driven pendulum as a timer in an investigation requires that the investigating agency synchronize its delivery of energy to the swings of the pendulum. In general, when we investigate rhythms of subjects of interest, our own rhythms become involved, including the rhythms of the instruments that we use, such as computers and oscilloscopes. Is is worth distin-guishing (1) an investigator/participant entering into a rhythmic activity with other agents (danc-ing, playing in a symphony, sports) from (2) an investigator measuring relations among rhythms of other agents. Vertical edges are understood to be downward-directed.
Entering into a rhythm
Entering into a rhythm happens when I listen to you speak. To hear you, I have to generate a closely matching rhythm, a behavior at the core of pattern theory [22] . Another excellent ex-ample is the pulsilogium, consisting of a pendulum that one adjusts in length in order to make its swings match a rhythm of interest, such as a heart beat [23, p.136] . An interesting finding in the engineering of digital communications is that entering into a rhythm (called signal acquisition) involves adjusting the frequency and phase of a clock, and that the (NIST) time required for this is stochastic, with no fixed upper bound [24] .
Measuring rhythms
There are several ways for an investigator to measure a rhythm.
Measurer chooses a reference clock
One way to measure a rhythm is for the measurer to choose a clock as a reference motion and to count ticks of the reference clock while the rhythm being measured progresses, obtaining and recording a ratio of a count of oscillations of the measured rhythm to a count of ticks of the clock. In many cases one chooses as a reference motion a clock set to agree with a national time standard, but in some cases it is better to use ones own heart beat or any of many other rhythms as the reference motion.
An interesting example is the use of a reference clock that ticks rapidly with respect to the clock of a digital computer, in effect making a fast-frame movie of the behavior of the "digital" computer clock. The computer clock signal that a programmer views as having discrete values of 0 or 1 is displayed as in Fig. 10 . Seen through the eyes of a fast reference clock, the digital clock shows up as a continuously varying voltage-an "analog" signal.
FIG. 10. Continuous behavior of "digital" clock measured against faster
clock, e.g. by an oscilloscope.
As computer clocks increase in their rate of oscillation, it is challenging to find a faster reference clock. The counting of glitches discussed above avoids the need for a reference clock in detecting the "on edge" condition of a flip-flop. This is a good place to mention a property of signals that carry symbols in digital computers. Logical synchronization of a rhythm of symbols such as 0 and 1 with a receiving agent's clock means that the incoming signal that carries the symbols is constant during each tick of the receiving agent's clock. As illustrated in Fig. 11 , the signal can change from one symbol to another during an interval between ticks of the receiving agent's clock.
FIG. 11.
Symbol-carrying signal logically synchronized to clock.
Counting phase variations between pendulums
When I put two pendulums swinging at slightly different rates, I could not count to the rhythms of both. However, I can track the alternations of the two swinging in phase and then out of phase; that is, I can count these shifts in relative phasing of the two pendulums. In physics, a prime example of attending to phase changes between two signals without resort to a third clock is the measurement of gravitational radiation, as done in 2015 by the Laser Interferometer Gravitational-Wave Observatory (LIGO) [25] . The detection of gravitational oscillations requires a precision better than what can be obtained by any known technique that uses a reference clock to supply a "third-rhythm". LIGO detects gravitational oscillation by use of an interferometer that tracks phase variations in two signals, analogous to our watching phase variation between two pendulums, but with an astoundingly high a precision.
Recording of rhythms for later analysis
Using a reference clock to drive a recorder, one can make a record of multiple rhythms, a record that resembles the musical score for an orchestra. A nice example is found in the fast-frame sound movies reported by Condon, showing the matching of various bodily rhythms when two people are in conversation [26] .
Buffering of packets of symbols
Communication of symbols from one agent to another can involve more than one level of rhythm. An example is communication by letter through the mail, where a finer rhythm is the writing one character after another, and the coarser rhythm is that in which I put a letter in the mail box, leading to your receiving the letter. In electronic communications, multiple levels of rhythms are also involved. An incoming succession of symbols, rather than having to be synchronized with the receiving agent's clock, is written at its own rhythm into a passive auxiliary memory reserved for it, a memory that in engineering parlance is called a buffer. The buffer goes unread until well after the succession of symbols is recorded into it, so that it is free of any rapid rhythm that would have to be logically synchronized with the incoming stream of symbols. The buffer takes part in a coarser rhythm involving a phase in which the receiver reads the sequence of symbols residing in it. A telephone answering machine serves as a buffer for speech.
The buffer has the property of not being an agent; it plays a passive role, being stepped by the rhythm of the incoming signal during the arrival of symbols, and then being stepped by the receiving agent's clock when when the receiving agent reads its contents. So there is a coarser cycle involved than that of reading and writing by either of the communicating agents. The buffer allow the sender and the receiver to communicate symbols in packets. Crucial to science in all its branches is the use of written reports that play the role of buffers.
Biological alternatives to spacetime
We hypothesize that logical synchronization of rhythms of symbols occurs in all living organ-isms. An implication of this hypothesis is that all living organisms have "internal blackboards". Such internal blackboards presumably include the "writing" in the form of DNA, rewritten under mutations, in analogy to the change that happens in human agents when an equation is revised to reflect an updated guess.
The graphs showing evidence of agent-to-agent communications, shown above, presuppose agents record readings of their clocks at the transmission and the reception of symbols. Most biological organisms to not do this spontaneously, but when we who investigate them join our measuring devices to them, we can arrange in some cases for such records to be generated.
E. Coli
The bacterium E. Coli is reported to carry out what Selfridge calls a 'run-and-twiddle' strategy [27] . The behavior of the bacterium depends on its responding to successive changes in the con-centration of nutrients where it is, without any information about the nutrient concentration "in other places". In effect the E. Coli has a clock that involves no signaling back and forth with sepa-rated clocks, and hence no production of spatial awareness. Reacting to changes in concentration does require some form of memoryan internal blackboard, but without the visual organization by which I picture the rooms through which I walk at night.
Frog
Lettvin, having extensively investigated frog vision, observes that "A frog starves to death in the presence of dead flies, not because he is fastidious, but because he does not see them." [28] The frog sees nothing that is still; thus, it sees differently from how I see. In physics, motions are linked to tangent spaces of derivatives with respect to spacetime coordinates; put more simply, physics deals not just with space and time coordinates, but with rates of change, an in particular with velocities relative to one or another frame of reference. For the frog, there is a gap in its velocity space, giving the frog's "time and space" a topology with a hole in it, distinct from that of people who can see a coffee cup motionless on a desk.
Neural mechanisms for navigation
Neural mechanisms for navigation, such as place cells and grid cells in rodents, draw attention. While similarities of neural mechanisms are interesting, so are differences: differences in how the mechanisms develop in a relation to environments typical of a species, as well as differences in mechanisms within individuals in relation to environments in which animals of a given species develop. The non-topgraphic organization of place cells [29] invites attending to differences in terms of direct comparisons of rhythms of symbols, stripped as much as possible from the tradi-tional invocation of spacetime coordinates.
Discussion
The sections above review how physicists express both evidence and its explanations in rhythms of symbols. In quantum physics, evidence is expressed symbolically in one mathematical form, while explanations are expressed in a distinct other mathematical form. We recalled that, based on this distinction of symbolic expressions, there is a place in physics for unpredictable guesses that have consequences for the evolution of the material world. Symbol-handling matters, as we elaborated by introducing a kind of symbol-handling agent that communicates successive symbols to other such agents. We reported on how the communication of symbols from a sending agent to a receiving agent requires a form of synchronization of the agents, so that a symbol arrives at a receiving agent during a suitable phase of the agent's rhythm. A key finding was that the main-tenance of this logical synchronization, as we called it, requires an agent to react to unpredictable deviations in phases of symbol arrivals.
We also discussed consequence of failures to maintain logical synchronization, along with a technique for measuring such failures in terms of recordable logical conflicts. We wonder if that technique can be adapted to explore unstable intermediate states relevant to living organisms.
Traditional explanations of evidence share three characteristics: (1) they are presented as computable algorithms, (2) they take for granted some "anointed" externally supplied clock as a reference for motion, and (3) they ignore their relation to unpredictability. By attending to unpredictability, we broadened the "elements of physics" to include symbol-handling agents that react to unpredictable and idiosyncratic phase deviations, as they must in order to achieve rhythms of symbolic communication.
Symbol handling generally occurs in cybernetic networks of agents, containing feedback loops within feedback loops. There are known mathematical means of expression to deal with such networks, involving interlinked state machines, especially Petri nets. Some hints of this mathematics can be found in [21] , where references are given to more extensive discussions. Some further advances would be interesting, namely cyclic partial orders as expressing a limit in which discrete expressions of rhythms become continuous, but that is work for the future. In this report we focused mostly on logical synchronization. In the future, we invite collaborations to investigate a variety of functions of living organisms in terms of networks of symbol-handling agents.
