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In the development of the watershed, hydrodynamic, and water quality models for St. Louis Bay
in Mississippi, the Better Assessment Science Integrating Point and Nonpoint Sources (BASINS 2.0) -
Nonpoint Source Model (NPSM) was selected as the watershed model and the Environmental Fluid 
Dynamics Code (EFDC) which includes hydrodynamic and water quality models was selected as the Bay
model. Watershed model calibration was initially accomplished utilizing historical data collected by the 
U.S. Geological Survey (USGS), U.S. Environmental Protection Agency (USEPA), Mississippi 
Department of Environmental Quality (MDEQ), and Gulf Coast Research Laboratory (GCRL). The 
watershed model simulated nonpoint source flow and pollutant loadings for all sub-watersheds, routed flow
and water quality, and accounted for all major point source discharges in the St Louis Bay watershed.  The 
model was executed for the period of time spanning from 1965 through 1999 in order to quantify flow and 
pollutant loadings under a variety of hydrologic conditions. 
Time varying output from the watershed model was applied directly to the St. Louis Bay model. 
The Bay model, in turn, simulated hydrodynamics and water quality, including water depth, velocities, 
salinity, temperature, and fecal coliforms. Final Bay model calibration was performed utilizing a set of site 
specific data acquired on St. Louis Bay during the period July 14-18, 1998. Model verification was
conducted against another set of field data taken in the Bay, during April 18-27, 1999. Fecal coliform was




     
     
 
observed data are made qualitatively by using spatial and temporal comparisons. The response of model 
prediction calculations is consistent with trends of the observed data ranges. The applicability of the 
mathematical models is also demonstrated for the development of Total Maximum Daily Load (TMDL) for 
fecal coliform in the St. Louis Bay. The calibrated/verified model will be used as a planning tool to assess 
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The Clean Water Act requires delegated States to develop water quality standards that protect the 
quality of the nation’s waters.  Water quality standards designate beneficial uses for each water body and 
establish criteria that must be met within the waterbody to maintain the water quality necessary to support 
it’s designated use.  Section 303(d) of the Clean Water Act (CWA) requires States to identify the 
waterbodies within their state that are not meeting the designated beneficial uses established in the water 
quality standards.  This identification process, which results in what is often termed a “303(d) List”, is
required of States every two years.  A 303(d) List identifies the water body segments within a State that are 
threatened or impaired, as well as the reason for impairment. 
For those water body segments listed on a State’s 303(d) List, the Clean Water Act requires the 
development of a total maximum daily load (TMDL) for each pollutant parameter in exceedance of the 
water quality criteria. The concept of TMDL, as expressed in Section 303(d) of CWA includes not only
point source discharges, but also natural sources of the pollutant and so-called nonpoint sources that arise 
from the watershed (USEPA, 1991) or environs of the watercourse.  As a result, a TMDL is a much more 
complex determination, in part because it entails quantifying the concentrations of water quality parameters 
under a range of hydrometeorological conditions that change dynamically in time, and in part because it 
expands the geographical domain of the problem to the tributary network and watershed of the watercourse. 
Because of this complexity, the use of mathematical models for the watershed and waterbody is anticipated 
in the TMDL process to augment ongoing monitoring programs.
The objective of the investigation reported in this dissertation is to demonstrate the applicability of
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based analysis. Development of Total Maximum Daily Load (TMDL) can then be achieved. This is 
accomplished by selecting and customizing a suitable watershed, hydrodynamic and water quality models 
to estimate fecal coliform pollutant loadings from an estuarine drainage area and to perform both
hydrodynamic and water quality simulation. The watershed model was loosely coupled with a bay model. 
This project utilizes field studies of St. Louis Bay, Mississippi as a case study for the model development 
and application. The models were calibrated and verified against available historical data, as well as field 
survey data. The applicability of a loosely coupled model was demonstrated for the development of TMDL. 
This will insure that decisions derived from application of the mathematical models are technically sound
and legally defensible. The models will assist many agencies in development of appropriate load and waste 
load allocation strategies that will meet water quality standards. 
Nature of the Problem
In the Mississippi 1998 303(d) List of Impaired and Threatened Waterbodies, the Mississippi
Department of Environmental Quality (MDEQ) has identified twenty-one waterbody segments within the 
St. Louis Bay and surrounding drainage area as impaired for nonattainment of fecal coliform water quality
standards.  Current data indicate that fecal coliform concentration levels in the Bay and in several stream
segments of the surrounding drainage areas exceed the criteria established for the designated uses of these 
waterbodies, which include shellfish harvesting and primary contact recreation.  As a result, a TMDL for 
fecal coliform bacteria in the St. Louis Bay and surrounding drainage areas must be established.  
The St. Louis Bay study area, depicted in Figure 1.1, is comprised of the St. Louis Bay and 
surrounding drainage areas.  The St. Louis Bay is a vital water body in the Mississippi Gulf Coast Region. 
Metropolitan communities located within or near the study area include Bay St. Louis, Waveland, Pass 
Christian, and Long Beach.  The St. Louis Bay provides convenient and inexpensive navigation and 
transportation support for the economic activities of the area.  In addition to navigation, the Bay provides
extensive recreational opportunities and supports industrial development within the region. This
industrialization, in turn, has led to population growth and economic development within the adjoining
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Fi g ur e 1. 1:  St. L o uis B a y St u d y Ar e a wit hi n t h e Mississi p pi C o ast al W at ers h e d. 
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U nf ort u n at el y,  al o n g wit h  t h e  p o p ul ati o n  gr o wt h  a n d  i n d ustri al  d e v el o p m e nt  of  t h e  B a y  ar e a 
c o m es  a n  i n cr e as e d  p ot e nti al  f or  w at er  q u alit y  d e gr a d ati o n.    N u m er o us  st u di es  t hr o u g h o ut  t h e  p ast  f e w 
d e c a d es  h a v e  d e m o nstr at e d  s u c h  eff e cts.    T h e  U S E P A  i n  a n  A u g ust  4- 6, 1 9 7 2  st u d y  c o n cl u d e d  t h at  t h e 
J o ur d a n  Ri v er,  W olf  Ri v er,  B a y o u  P ort a g e,  J o h ns o n  B a y o u,  a n d  St.  L o uis  B a y s h o w e d e vi d e n c e of f e c al 
c olif or m c o nt a mi n ati o n at l e v els b e y o n d t h e w at er q u alit y crit eri a f or t h e s h ellfis h us e cl assifi c ati o n.  T h e 
st u d y  attri b ut e d  t h e  w at er  q u alit y  i m p air m e nts  t o  tri b ut ar y  dis c h ar g es,  ur b a n r u n off, a n d  dis c h ar g es  fr o m 






   




    
 
    
   
 
   
 
   
    










 - 4 -
The Gulf Coast Research Laboratory (GCRL) reported that the Jourdan River, Wolf River and 
Bayou Portage serve as major sources of fecal bacteria entering St. Louis Bay (GCRL, 1978). Storm sewer 
discharge and other nonpoint sources of pollution from the surrounding areas may also be contributors to
high fecal coliform levels in the Bay.
The Mississippi Water Quality Assessment Report (MDEQ, 1994) identified the St. Louis Bay as
the second most impaired waterway in the State of Mississippi.  Again, the predominant source of pollution
believed to be causing the impairment was nonpoint source pollution.  The lack of functional wastewater 
collection and treatment systems throughout Hancock County is considered the primary cause of pollution 
in the bayous, rivers, and the St. Louis Bay (Gulf Regional Planning Commission, 1998).  
Overall, these comprehensive surveys and reports have shown that the St. Louis Bay estuary has
been experiencing considerable environmental stress due to large pollutant loadings from a variety of point
and nonpoint sources. It is anticipated that the volume of wastewater generated by industry and 
surrounding municipalities, especially the communities of Waveland and Bay St. Louis, will continue to
increase in direct proportion to regional development.  Since nearly all municipalities and industries located 
along the Bay use the natural water system for ultimate waste disposal, the water quality of St. Louis Bay
will continue to be at significant risk. 
To achieve future attainment of water quality standards within the St. Louis Bay and surrounding
study area, watershed management must incorporate efforts to minimize both point and nonpoint sources of
pollution.  Successful development and implementation of a TMDL will aid in the efforts to restore and
maintain water quality within the Bay area. To establish a numerical TMDL for the Bay, mathematical 
models are necessary to evaluate alternative pollutant loading scenarios.  Water quality and hydrodynamic 
models that integrate both point and nonpoint sources using a watershed-based approach must be 
developed.  Such models can then be utilized as management and analysis tools to help identify appropriate 
control actions for implementation of the TMDL for fecal coliform in the Bay.
The watershed model chosen for application to St. Louis Bay basin was the nonpoint source model
(NPSM) within the BASINS 2.0 interface. The Environmental Fluid Dynamics Code (EFDC) was chosen





pertaining to the model selection process and additional details on the above mentioned models can be 
found in subsequent chapters. 
 
 
     
 
 
      
      
 
     
 











 - 5 -
Objectives of the Dissertation 
Generally stated the objectives of this dissertation are focused around the applicability of
mathematical modeling for water quality management in an estuarine environment utilizing watershed-
based approach. Specific objectives include: 
1. The development of a loosely coupled mathematical model for an estuarine system and to 
demonstrate its applicability for the development of TMDL. 
2. The linking of nonpoint source watershed model (NPSM) to a coupled hydrodynamic and water
quality model (EFDC). 
In addition to the contributions of this study listed above, several specific tasks were performed
and accomplished.  The following are the specific tasks which were accomplished in this study:
1. The estimation of the general pollutant loading of fecal coliform concentrations from various
sources in the lower and upper St. Louis Bay Watershed.
2. The application of the Geographic Information System (GIS) technology to store time series of
recorded/predicted flow rate, precipitation depth, and pollutant concentrations. 
3. The application of GIS and NPSM within BASINS 2.0 interface to simulate and predict flow
discharges and fecal coliform concentrations in major rivers within the St. Louis Bay watershed. 
4. The application of coupled hydrodynamic model and water quality model (EFDC) to simulate 
flow, salinity, tidal height, and water quality constituents, specifically fecal coliforms. 
5. The determination of parameters and kinetic rates in non-tidal rivers uses the nonpoint source 
model, NPSM, within the BASINS 2.0 interface. 
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Outline of Presentation 
The purpose of this dissertation is to develop a loosely coupled mathematical model and 
demonstrate its applicability for the development of TMDL on an estuarine system. The study utilizes field
studies of St. Louis Bay, Mississippi as a case study for the model development and application. The 
dissertation is organized such that overall water quality problem in St. Louis Bay Watershed and estuarine 
system is presented in Chapter 1. Chapter 2 presents a brief literature survey on the previous nonpoint
source pollution studies and a brief literature review of past and present development of mathematical 
models. In Chapter 3, the model selection process and an overview of the watershed and bay models were 
presented. Chapter 4 describes the development of watershed model. The development of bay model is
presented in Chapter 5. The model applications under design conditions to demonstrate the applicability of
the mathematical model for the development of TMDL are presented in Chapter 6. Lastly, some
conclusions relative to model development and its applicability for the quantification of TMDL are 








   
 









    
  




      




The purpose of this literature review is to provide the reader with a general overview of nonpoint
source pollution problems, watershed, hydrodynamic, and water quality models. The first part of the 
chapter gives a brief description of past and present studies pertaining to nonpoint source pollution. Finally,
a brief review of existing models which have been developed and applied in lakes, rivers, and estuaries is 
presented. 
Nonpoint Source Pollution Studies
In recent years, the contribution that non-point sources make to pollution in United States’s
surface waters has come under closer scrutiny. Non-point source, or diffuse pollution can be defined as
pollution that is not associated with a specific location, pipe effluent discharge, or “point”. Duda (1993) 
lists nonpoint sources of pollution to include agricultural activities, urban and industrial runoff, combined
sewer overflows and leaks, hazardous waste dumpsites, septic tank systems, mining and forest harvesting
activities, spills, atmospheric deposition, and hydrologic modifications. Intermittent discharges from these 
sources travel over land in a diffuse manner before reaching surface waters (Rifai et al., 1993). 
Numerous studies have shown that agricultural runoff from pastures contains fecal bacteria 
concentrations, which frequently exceed the U.S. Environmental Protection Agency (USEPA) 200 fecal 
coliform/100 ml standard for primary contact water (Doran and Linn, 1979; Jawson et al., 1982; Kunkle,
1970; Niemi and Niemi, 1991; Stephenson and Street, 1978). Watershed characteristics, land use 
management, and the proximity of domestic animals to streams play an important role in the severity of
fecal contamination (Tiedemann et al., 1988). Cattle grazing increases fecal coliform in agricultural 
runoff compared with background fecal coliform levels (Dixon et al., 1977; Doran and Linn, 1979; Gary et 
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Urban stormwater runoff is the portion of precipitation that drains from urban surfaces such as
roofs, streets, parking lots, and garages. Current interest in illicit or inappropriate connections to storm
drainage systems is an outgrowth of investigations into the larger problem of determining the role of urban
stormwater runoff as a contributor to problems with the quality of receiving water.  For example, Montaya 
(1987) found that slightly less than half the water discharged from Sacramento's Stormwater drainage
system was not directly attributable to precipitation. Most of the water comes from other sources, including
illicit and inappropriate entries to the storm drainage system (Donald, E.B et al., 1999).  
The relative significance of non-point sources in the overall spectrum of pollutants has also been
reassessed in recent years. In a national assessment compiled by USEPA (1992), four times as many waters
was found to be polluted by agricultural activities than by municipal point source discharges. Olem (1993) 
has identified non-point source pollution as the main reason that U.S. waters do not meet water quality
standards and, in an analysis of nutrient water pollution, Pucket (1995) found that non-point sources were 
the dominant source of nitrogen and phosphorus in the majority of streams.
Smith et al. (1992) found that 20 percent of all water quality samples at U.S. Geological Survey’s
main sampling stations across the country exceeded the 200 MPN/100 ml fecal coliform standard in the 
1980’s. The highest fecal coliform levels were collected in agricultural and urban watersheds. Forested and 
pastured watersheds have been reported to contain fecal coliform levels of 50 to 100 MPN/100 ml. Pitt 
(1998) reported a mean fecal coliform concentration in stormwater runoff of about 20,000 colonies per 100 
ml based on 1,600 storm runoff samples collected during the nationwide Urban Runoff Program (NURP) in
the early 1980’s. He also reported that a comparable mean fecal coliform concentration of about 22,000 
colonies per 100 ml that was derived from a second database containing 25 additional stormwater 
monitoring studies. The Center of Watershed (1999) recently developed a third database containing 34 
more urban stormwater monitoring studies. The database indicated a slightly lower mean concentration of
fecal coliform in urban stormwater of about 15,000 per 100 ml. 
Newell et al. (1992) and Baird et al. (1996) reported two studies on the characterization of
nonpoint sources and loadings to Galveston Bay and Corpus Christi Bay. The studies were aimed at 










     
   
  
  
   
   
 
 
    
     
    
  
       
  
  




included a wide array of diffuse pollutant types and sources from major storm water outfalls, land drainage, 
and human activity. Pollutants included toxics, fecal coliform bacteria, oxygen demanding substances, 
nutrients, and sediments. Source activities included urban development, agricultural activities, and runoff
from industrial and residential developments. The studies included a compilation of Event mean
Concentrations (EMC) for the Galveston and Corpus Christi Bay areas.  The reports included the results of
a GIS-based model used to calculate runoff and loadings of selected constituents to the bays. Information
from these studies was used to provide information for comparison of EMC values. 
Pitt (1998) stated that the most extreme bacteria concentrations in stormwater runoff from larger 
catchments (105 – 106) were usually associated with an inappropriate human discharge  such as failing
septic system, sanitary sewer overflows or illicit connections.  Fecal coliform levels were generally lower 
in stream baseflow than during storms, unless an inappropriate sewage discharge is present upstream
(USEPA, 1983). Fecal coliform levels were about 90 percent lower in runoff that occurs in winter than
during the summer months, although bacteria levels can increase sharply during snowmelt events (USEPA,
1983). 
Watershed Models 
Although some purely hydrologic and/or hydraulic models might contribute to analysis of
nonpoint source water quality in watersheds, only models with explicit water quality simulation capability
are described herein. More specifically, the models must be capable of simulating nutrients and/or coliform
loadings. Some reviews of models are available, although their usefulness diminishes with time since
publication due to dynamic nature of model changes. Reviews of process models for simulation of nonpoint
source water quality include those by Donigian and Huber (1991), De Vries and Hromadka (1993), 
Novotny and Olem (1994), Donigian et al. (1995), Singh (1995), Deliman et al. (1999), and Benaman et al. 
(2000). 
Developing a TMDL for a river or estuarine system requires the use of watershed loading models
to evaluate the effects of land uses and practices on pollutant loading to waterbodies. Watershed loading








    
  







   
    




   
       
 





These models can be grouped into three categories: simple methods, mid-range models, and detailed 
models.  These three categories of models are discussed below. 
Simple Methods
Watershed models that use simple methods can provide a rapid means of identifying critical areas
with minimal effort and data requirements. Simple methods are derived from empirical relationships
between physiographic characteristics of the watershed and pollutant export. They can be applied using a 
spreadsheet program. Simple methods are used when data are limited and budget and time are constrained. 
They can provide only rough estimates of pollutant loadings and have very limited predictive capability.
Because temporal variability is neglected, simple methods are not adequate to model water quality
problems for which loadings of shorter duration are important. They are sufficient for problems such as
nutrient loadings to and eutrophication of long-residence-time waterbodies (e.g., lakes, and reservoirs). 
Detailed review of these models can be found in Shoemaker et al. (1997). 
Mid-range Models
Mid-range watershed models can be used to evaluate pollution sources and impacts over broad 
geographic scales and can assist in defining target areas for pollution mitigation programs on a watershed
basis. Several mid-range models have an interface with geographic information system (GIS). Reliance on
site-specific data gives a mid-range model a broad range of regional applicability. However, the use of
simplifying assumptions limits the accuracy of their predictions and can restrict their analysis. Mid-range
models use a management-level approach to assess pollutant sources and transport in watersheds by
incorporating simplified relationships for the generation and transport of pollutants. They are relatively
simple and intended to be used to identify problem areas within large drainage basins or to make
preliminary, qualitative evaluation of Best Management Practice (BMP) alternatives. Unlike simple 
methods, which are restricted to predictions of annual or storm loads, mid-range models can be used to
assess the seasonal or interannual variability of nonpoint source pollutant loadings and to assess long-term
water quality trends. They are based on empirical relationships and default values. They require some site-










    
    










      
  
   






from multiple land uses and many individual source areas in a watershed. Mid-range models use smaller 
time steps to represent temporal variability (e.g., daily or hourly weather data). Detailed review of these 
models can be found in Shoemaker et al. (1997).
Detailed Models
Detailed models can be used to understand the watershed processes affecting the generation of
pollution (Shoemaker et al., 1997). They are able to identify causes of problems rather than simply
describing overall conditions. Calibrated and verified detailed models can provide accurate predictions of
variable flows and water quality at any point in a watershed. Detailed models can be used to simulate a 
storm event to predict flow and pollutant concentrations for a range of flow conditions. These models are 
complex. They require rate parameters for flow velocities and pollutant accumulation, settling, and decay
instead of capacity terms. The length of time steps is variable and depends on the stability of numerical 
solutions as well as the response time for the system. Algorithms in detailed models closely simulate the 
physical processes of infiltration, runoff, pollutant accumulation, instream effects, and groundwater/surface 
water interaction. The input and output of detailed models have greater spatial and temporal resolution. The 
manner in which physical characteristics and processes differ over space is incorporated within governing
equations. Linkage to biological modeling is possible because of the comprehensive nature of continuous
simulation models.  
Storage, Treatment, Overflow Runoff Model (STORM) was developed by the U.S. Army Corps of
Engineers (COE) for continuous simulation of runoff quantity and quality, including sediments and several 
conservative pollutants.  It can be used to simulate combined sewer systems (Hydrologic Engineering
Center, 1977). It was used for planning and evaluation of the trade-off-between treatment and storage
control options for combined sewer overflows (CSOs). It was designed for modeling stormwater runoff
from urban areas. It requires moderate to high calibration and input data. It can be used on mainframe 
computer and microcomputers. The model was applied to water quality planning in the City of Austin, 
Texas.
Soil and Water Assessment Tool (SWAT) is the watershed model developed by the Agricultural 
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SWRRB (Simulator for Water Resources in Rural Basins), has a significantly less process-based
formulation than Hydrological Simulation Program – FORTRAN (HSPF), most notably the Soil 
Conservation Service curve-number method for runoff and the Universal Soil Loss Equation for sediment
mobilization. It requires a significant amount of data and empirical parameters for development and 
calibration. The principle purpose of SWAT is computation of runoff and loadings from rural – especially
agriculture dominated-watersheds (William and Arnold, 1993). SWAT was applied for hydrologic 
modeling of watersheds in Pennsylvania and Indiana (Peterson and Hamlett, 1998 and Maguerra and Engel,
1998). It was also applied to a river basin in Texas simulating hydrologic and sediment transport (Arnold et
al., 1998). It is being applied to North Bosque watershed in Texas for simulating nutrients. 
Areal Nonpoint Source Watershed Environment Response Simulation Model (ANSWERS) was 
developed to evaluate the effects of land use, management practices, and conservation practices or 
structures on the quantity and quality of water from both agricultural and nonagricultural watersheds
(Bouraoui et al., 1993). It was developed on a storm event basis to enhance the physical description of
erosion and sediment transport processes. Data file preparation is complex and requires mainframe 
capabilities. It was used to evaluate management practices for agricultural watersheds and construction
sites in Indiana. It was also used to evaluate the relative importance of point and nonpoint source 
contributions to Saginaw Bay. The application involved the computation of unit area loadings under
different land use scenarios for evaluation of the trade-offs between load allocations (LAs) and wasteload 
allocations (WLAs). 
Multi-event urban runoff quality model (DR3M-QUAL) was developed for routing storm runoff
through a branched system of pipes and/or natural channels using rainfall as input. The model provides
detailed simulation of storm-runoff periods selected by the user and a daily soil-moisture accounting
between storms. Kinematic wave theory was used for routing flows over contributing overland-flow areas
and through the channel network.  The model can be used to simulate the quality of surface runoff from
urban watersheds. It can simulate impervious areas, pervious area, and precipitation contributions to runoff
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accounting of the accumulation and wash-off of water-quality constituents on effective impervious areas is 
maintained. The model was applied to several urban modeling studies (Lindner-Lunsford and Ellis, 1987). 
Simulation for Water Resources in Rural Basins – Water Quality (SWRRBWQ) model is based on
the field-scale Chemical, Runoff, and Erosion from the Agricultural Management System (CREAMS) 
model by USDA to simulate hydrologic, sedimentation, nutrient, and pesticide movement in large, complex
rural watersheds (Arnold et al., 1989). It uses a daily time step to evaluate the effect of management
decisions on water, sediment yields, and pollutant loadings. The model can be used to estimate pollutant
loadings from small watersheds or watersheds with uniform properties. Input requirements are high, and
experienced personnel are required for successful simulations. SWRRBWQ was used by National Oceanic 
and Atmospheric Administration (NOAA) to evaluate pollutant loadings to coastal estuaries and
embayments as part of its national Coastal Pollution Discharge Inventory. The model was run for all major 
estuaries on the east coast, west coast, and Gulf coast for a wide range of pollutants (Donigian and Huber, 
1991). 
Storm Water Management Model (SWMM) was developed by USEPA (Huber and Dickinson,
1988) to address urban stormwater and assist in storm-event analysis and derivation of design criteria for 
structural control of urban stormwater pollution and to run continuous simulation and application to
complex watersheds and land uses. It can be used to model several types of pollutants provided that input 
data are available. The model is data-intensive and requires special effort for validation and calibration. Its
application in detailed studies of complex watersheds requires a team effort of highly trained personnel. 
The model was applied to address various urban water quantity and quality problems in many locations in
the United States and other countries (Huber, 1992). EPA’s Office of Science and Technology distributes a 
Microsoft Windows interface for SWMM that makes the model more accessible. 
The Hydrological Simulation Program – FORTRAN (HSPF) was developed by USEPA for 
simulating water quantity and quality for a wide range of organic and inorganic pollutants from complex
watersheds (Bicknell et al., 1996). It uses continuous simulations of water balance and pollutant generation,
transformation, and transport. The model includes instream quality components for nutrient fate and




   




   
    
   
 
  
   
 
 
      
 
 
     
 
     




and benthic algae. Data requirements for HSPF are extensive, and calibration and verification are 
recommended. It can be run on microcomputers. The model requires highly trained personnel and team
effort. It was used by the Chesapeake Bay program to model total watershed contributions of flow, 
sediment, nutrients, and associated constituents to the tidal region of the bay (Donigian et al., 1994). 
Integrated Modeling Systems
This section presents some of integrated modeling systems which are easier to use, capable of
linking models to each other, capable of linking models to databases, and built from modules that allow the 
user the flexibility to choose a specialized analysis. Interfaces under development for models take
advantage of new graphical user interfaces (GUI) and software to ease data input, output analysis, and 
calibration/validation procedures. Most interface developments have focused on building shells, without 
modifying the original model code.  
Virginia Geographic Information System (PC-VirGIS) was developed at the Information Support
Systems Laboratory (ISSL), Biological Systems Engineering Department, Virginia Tech. The VirGIS 
database has approximately 20 layers of base and derived data covering 18 million acres in Virginia. These 
models use the spatial information contained in the VirGIS database. The watershed management system in
the modeling procedures for VirGIS includes instream routing, simulation of stream biological status, 
nonpoint source simulation models for sediment and nutrients, and groundwater recharge modeling.
GISPLM is a phosphorus loading model that was developed to address management issues in the 
Lake Champlain watershed (Artuso and Walker, 1997). Flows and phosphorus loads can be analyzed using
meteorological data, watershed features that can be accessed via a GIS, and other local data. Surface runoff
from pervious areas in GISPLM is predicted by HYDRO, a compiled Fortran program. Calculations are 
driven by daily precipitation and air temperature data, and algorithm and parameter estimates are taken
from the GWLF model. LOADS, another compiled Fortran program, calculates flows and phosphorus
loads based on runoff concentrations specified as a function of land use categories. Flows and loads from
each source category (runoff, animal units, and point sources) are totaled by model segment. Empirical 
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downstream ends of segments. The model was applied to the LaPlatte River watershed in Vermont and was 
developed for Northeastern watersheds. 
Linked Watershed/Waterbody Model (LWWM) was developed by Dames and Moore, Inc. and 
AscI Corporation for the Southwest Florida Water Management District (SWFWMD), is a linked model 
that can be used to evaluate and prioritize the effects of both point and nonpoint source loads on receiving
waters. The LWMM obtains GIS information from ARC/INFO coded output that used to generate land use 
and soil type data by subbasin for the RUNOFF Block of USEPA’s Storm Water Management Model
(SWMM). It simulates storm events to predict runoff contaminant loads and water quantity for nonpoint
sources. The time series of pollutant loads and the water quantity from SWMM are used as input for the 
River Hydrodynamics and Sediment Transport Model (RIVMOD), which calculates the longitudinal 
distributions of flows in a one-dimensional waterbody through time. USEPA’s Water Quality Analysis 
Simulation (WASP5) incorporates loads, flow distributions, and water quality data to simulate the 
movement and interaction of pollutants in water. It can be run on microcomputer. 
Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) is a multipurpose 
environmental system developed by USEPA’s Office of Water to help regional, state, and local agencies
perform watershed-and water quality-based studies. It integrates data on water quality and quantity, land
uses, and point and nonpoint source loadings, with supporting nonpoint and water quality models, 
providing the ability to perform assessments of any watershed. It has three major modules -–screening and
targeting, nonpoint source modeling to estimate loadings to receiving waters, and point-nonpoint
integration. The screening and targeting module helps the user characterize a watershed by examining river 
monitoring and status data such as drinking water supply sites, monitoring stations, and USGS gaging 
stations. The nonpoint source module helps the user estimate nonpoint source loadings of nutrients,
sediment bacteria, and toxics at a cataloging unit level anywhere in the country using data provided by the 
system. The model predicts loadings in mixed-land-use watersheds, including agricultural, forested, and
urban areas. The Nonpoint Source Model (NPSM) used in BASINS combines a Windows-based interface 
with USEPA’s Hydrologic Simulation Program-FORTRAN model, and linked to ArcView. Integration of
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calculations under mean and low flow conditions. It integrates the nonpoint source loadings with point
source loadings. For more detailed modeling approach, BASINS can use the nonpoint and point data with
USEPA’s QUAL2E water quality model. 
Receiving Water Models
The various physical, chemical, and biological processes considered by a receiving water model 
are represented mathematically by mechanistic and/or empirical relationships between forcing functions
and state variables (Jorgensen, 1995). Point and nonpoint source loadings to waterbody, river flow, 
temperature, tide, precipitation, wind, solar radiation are examples of forcing functions. Dissolved oxygen
(DO), nitrogen, and phosphorus concentrations define the state of the receiving water body. Receiving
water models are grouped into two classes including hydrodynamic models and water quality models. 
Hydrodynamic models simulate the dynamic or time-varying features of water transport which, include 
water quantity and velocity of flow. Hydrodynamic models employ numerical solutions of the fundamental 
equations in order to predict water movement based on bottom topography, shoreline geometry and 
external boundary conditions. Water quality models can simulate the chemical and biological processes that 
occur within a water body system, based on external and internal inputs and reactions. Other water quality
models can simulate toxic constituents and their transformations and degradation in waterbodies. 
Hydrodynamic models are either internally or externally coupled to water quality models for dynamic 
simulations of receiving waters. 
Review of One-dimensional Models 
Numerical models of estuarine and coastal processes were begun to be used in planning 
engineering works when Lorentz (1926) simulated the closure of the Zuider Zee in Netherlands.  Harleman
(1971) reviewed the early development of one-dimensional, estuarine models to simulate mixing and 
salinity. Ketchum (1950) derived the first one-dimensional transport model. The model was based on the 
tidal prism, the exchange ratio, and dilution of fresh water. Some flow models were based on the method of
characteristics (Lai, 1965; Baltzer and Lai, 1968). However, when computers were developed finite-








   
 
     
 
    
 
      
  





   
     




Harleman (1971) reviewed one-dimensional flow models that used explicit and implicit finite-
difference techniques (Edinger and Burchak, 1985). He developed models based on the implicit solution
technique (Harleman et al., 1968) and finite elements that included the MIT Transient Water Quality
Network Model (Harleman et al., 1977). The CE-QUAL-RIV1 (Environmental Laboratory, 1995) and 
Branch (Scraffranek et al., 1981) models were first developed for rivers and then expanded to simulate one-
dimensional estuaries. The basic equations of these models were coded to ignore baroclinic pressures and
are thus limited to small changes in density. These models are limited to the upper reaches of an estuary
where the effects of longitudinal density gradients and reversing  currents are limited (Conrads and Smith, 
1996). 
O’Connor (1960) and Thomann (1962) pioneered the finite-volume approach to modeling
estuarine water quality. It is similar to the box modeling approach (Officer, 1978) developed for one-
dimensional applications. However, finite volumes are now the basis of the state-of-the-art 
multidimensional water quality models CE-QUAL-ICM (Cerco and Cole, 1994) and WASP5 (Ambrose et 
al., 1993). Feigner and Harris (1970) developed a similar approach called link-node. 
The use of one-dimensional models is limited to simulations of averaged cross-sections based on
the Chezy or Manning equation to specify friction losses and dispersion coefficient to quantify mixing
(Martin et al, 1999). The slopes of channels should be mild. The models should be limited to well-mixed 
estuary.
Review of Two-dimensional Models 
A large number of two-dimensional, horizontal plane, finite-difference or finite element models
assumes that the estuary is well mixed vertically, and resolve longitudinal and lateral gradients (Martin et 
al., 1999). In practice, the longitudinal and lateral mass dispersion coefficients are taken to be equivalent. 
Two-dimensional, vertically averaged models represent lateral and longitudinal variations in velocity and
constituent concentration for estuaries with non-uniform cross-sections, branching channels, and
embayments. The models can account for the effect of the rotation of the earth and wind. Some of the 
models do not include the transport equation or the effect of salinity or temperature on baroclinic 




    




   
  
    
     
  
  




    









models available such as link-node models. The link-node models apply the one-dimensional equations of
motion in a two-dimensional framework consisting of a series of computational nodes that are connected by
channels. 
Review of Three-dimensional Models
The earliest 3-D circulation models were developed in the 1960s for applications to oceans and 
lakes (Smith, 1997). The first three-dimensional (3-D) models applicable to the modeling of tidal motions
in estuaries and coastal seas were done in the early 1970s (Heaps, 1972; Leendertse et al., 1973;
Sundermann, 1975). The ocean model by Bryan (1969) and the lake model by Liggett (1969) were based 
on an assumption known as the “rigid-lid” approximation in which the free surface is held constant and the 
surface gravity waves (including ocean tides and lake seiches) are filtered out of the solutions. These 
models were able to employ large time steps by eliminating the fast-moving waves so that long-term
simulations of large regions could be done economically (Smith, 1997). For purposes of studying large-
scale oceanic circulation on a coarse numerical discretization, rigid-lid models generally are adequate and 
are still being applied.
For lakes, rigid-lid models should only be used in studies for which the interest is in time periods
much longer than the dominant seiching period of the lake (Sheng, 1986). Sheng et al. (1978) compared a 
rigid-lid model with a model that solves directly for the variable free surface (free-surface model) and 
showed the rigid-lid model gave poor results during periods of active seiching of Lake Erie under spatially
and temporally varying winds. Huang and Sloss (1981) used a rigid-lid model on Lake Ontario and 
obtained reasonably good results for the mean monthly circulation.
In modeling studies for which the interest is in residual motions Nihoul and Ronday (1975) and 
Durance (1976) pointed out that the tidal motions must be considered because of the significant driving
force they produce on the residual circulation through nonlinear interactions. Smith (1997) pointed out that
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Finite-Difference Method
Leendertse et al. (1973) and Leendertse and Liu (1975, 1977) were the first to develop a 3-D
model for estuaries incorporating a fully time-varying free surface and using standard finite-difference grid 
boxes in all three dimensions. This model was noteworthy, because it was very complete in the equation
formulation, including nonlinear friction and advection, the effects of the Earth’s rotation, horizontal shear 
stresses, arbitrary bottom topography, coupled transport of salt with the hydrodynamics, density-gradient
forcing, and a physically realistic vertical turbulence parameterization (Leendertse and Liu, 1977). The 
details of the model formulation were thoroughly described in the series of Rand Corporation reports,
which benefited future investigators in the field. Smith (1997) noted that the significant drawback of the 
Rand model was its explicit, finite-difference scheme that limited the size of the time step to the time a 
surface gravity wave takes to travel between two adjacent horizontal grid points-a limitation referred to as
the Courant-Friedrich-Lewy (CFL or Courant) stability condition for the gravity waves. When using a high
resolution numerical grid in an estuary with areas of deep water, this limitation can be very severe. 
Freeman et al. (1972) presented a free-surface model for modeling the Great Lakes. This model 
generally resembled the Rand model except that vertical coordinate, z, was transformed into new
“normalized” coordinate called sigma “σ”. The time step for this model was limited by the same gravity
wave CFL stability condition as the Rand model and therefore was not practical for long-term simulations, 
especially on the computers available at that time. 
Spectral Method
The models by Heaps (1972, 1974) differed significantly from the other early models in that it
avoided the use of grid boxes in the vertical dimension and instead used a spectral method (Smith, 1997). 
In the spectral approach the horizontal components of current are expanded in terms of a set of functions
(called the basis set) through the water depth. A 3-D model using the spectral method is reduced essentially
to a 2-D model that determines the variation in the coefficients of the basis functions over the horizontal 
dimension and through time. The spectral method does account directly for the temporal variation in the 
free surface and improves computational efficiency by the reduction in the dimension of the problem by








     
   
   
 
     
   
   
 
 
    









functions, it can give superior numerical accuracy over the grid-box (Davies and Lawrence, 1994). 
Although efficient and numerically accurate, the early spectral models were not nearly as advanced in 
equation formulation as the finite-difference models. The model by Heaps (1972) solved only a linear form
of the governing equations and neglected advection, horizontal stresses, and density forcing terms. The
vertical, internal shear stresses were parameterized with an eddy viscosity that remained constant over the 
depth and with time. Good review papers on the progress in using spectral methods for representing the 
vertical current structure in 3-D models are Heaps (1980) and Davies et al. (1997a). 
The spectral method can be used in the horizontal dimension (Krauss and Wubber, 1982) but this
approach generally is attractive only if the region being modeled has regular boundaries or can be
transformed into one with regular boundaries (Davies, 1987). The set of basis functions in the spectral
method can be chosen as piecewise polynomial functions (either 2-D functions in the horizontal domain or 
1-D functions in the vertical domain), in which case the method actually can be regarded as a finite-element
method (Koutitas and O’Connor, 1982). 
A third category of spectral models uses a spectral approach in the time domain. These 3-D 
models are usually called harmonic models (Walters, 1992) and use a frequency-domain numerical scheme
to replace the traditional time-stepping approach. Pearson and Winter (1977) and Burau and Cheng (1989) 
also have previously developed harmonic models in two dimensions. Because models that are spectral in
time represent the unknowns of water level and velocity by a summation of harmonic functions with
astronomical tidal frequencies, they are particularly well suited for use in studying the propagation and
interactions of the astronomical constituents of the tide; these models are not particularly well suited for use 
in studies that deal with strong nonlinearities and a periodic forcing.
Although there are many applications for which spectral models are useful, they are still not 
ideally suited for most dynamically complex problems involving stratified estuaries with nonlinear effects 
that require an advanced parameterization of the turbulent processes (Smith, 1997). Therefore the 






    
    
    
 
    
 
   
















In general, the research on 3-D modeling has concentrated far more on the finite-difference and 
finite-volume method than the finite-element method (Smith, 1997). This emphasis on the finite-difference 
may be in part due to a perception that finite-element models were not fully competitive with finite-
difference models in terms of computational efficiency. The advantage of the finite-element method is its 
flexibility in allowing unstructured grid networks that can be employed to represent shoreline curvature 
better and to increase grid-point density where needed. This advantage has become less significant with the 
recent advances in curvilinear-coordinate in finite-difference models. Tetra Tech, Inc. (1996) reported that 
there is lack of reported results on coupling finite element models to water quality models. 
The progress on 3-D finite element models followed the same trends as for 3-D finite-difference 
models. Two early 3-D models (Kawahara et al., 1982) used explicit time discretizations with simple
elements. The model by Koutitas and O’Connor (1982) uses a time-splitting method (fractional step 
approach) to separate the horizontal computations from the vertical computations, which are both done 
using finite elements. Lynch and Werner (1987) and Walters (1992) chose an efficient spectral (harmonic) 
approach in the time domain for their 3-D finite-element models. These models separate the horizontal and 
vertical components of the solution much like mode-splitting models except that no time-stepping is 
employed. The model by Lynch and Werner (1987) is linear and allows either analytical or numerical
(finite-element) solutions in the vertical dimension. Lynch and Werner (1991) use mode-splitting in a non-
linear, time-stepping, 3-D finite-element model in which the external mode is solved via a semi-implicit 
method with a wave-equation rearrangement of the governing equations. A new approach for 3-D modeling 
has been demonstrated by Luettich et al. (1994) in which the velocity is replaced with shear stress as the 
dependent variable in the internal-mode computations of a mode-splitting, finite-element model. Additional 
references on finite-element models can be found in the review papers by Westerink and Gray (1991) and 
Davies et al (1997). 
Mode Splitting
Conventionally, the hyperbolic governing equations in the time domain are solved by a finite-
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to time is obviously possible, but not computationally efficient. If the governing equations are solved
implicitly, then the resultant algebraic system of equations is very large, and costly to solve. If an explicit 
solution is attempted, then the numerical scheme is subject to the limitation of Courant-Fiedrichs-Lewy (C-
F-L) stability condition. A physical interpretation of the C-F-L condition implies that the gravity wave in
the system should not propagate over one spatial grid spacing in one time step. This requirement can be
very stringent implying that when the maximum water depth is large or the minimum grid size is small, the 
integration time step must be kept to a small value. Consequently, the total computational effort becomes 
large. 
As an alternative to reduce the computational time of 3-D, explicit, finite-difference models while 
retaining the free-surface effects, a mode splitting technique, first used in lake circulation models (Simons, 
1974) and later in the development of an ocean model (Madala and Piacsek, 1977), has been adopted in
many 3-D estuarine models. This method has been adopted by numerous other investigators for use in 3-D
shallow water circulation modeling (Blumberg and Mellor, 1987; Sheng, 1983; Johnson et al., 1993, and 
Hamrick, 1992). In fact, the majority of 3-D shallow-water models now being used are mode-splitting
models. The mode-splitting technique also is being implemented for modeling the large-scale circulation of
the ocean (Semtner, 1995). 
The main idea of this technique is to split the over-all 3-D computations into two stages (Cheng
and Smith, 1990). A set of vertically averaged shallow water equations can be derived from the original 3-
D governing equations. The barotropic pressure gradient terms, or the propagation of the surface gravity
wave terms, are retained in the shallow water equations. More importantly, because of the hydrostatic 
approximation, the barotropic pressure gradients in the full 3-D system are the same as the pressure 
gradients in the 2-D shallow water system. The 2-D shallow water equations can be integrated with respect 
to time using a suitable explicit, semi-implicit, or implicit method. The numerical solutions of the 2-D 
system are known as the external solutions. The 2-D, depth-averaged system is solved for the water surface 
elevation and unit flow rates. Since the system is 2-D, even if it is subject to the stringent C-F-L stability
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When solving the full 3-D system the pressure gradient terms are calculated from the free surface 
elevation computed in the external mode. The C-F-L stability condition for the 3-D system is thus relaxed,
and the 3-D system can be integrated with a suitable numerical method using much greater time-steps.
Solutions of this mode are referred to as the internal mode solutions. The internal mode consists of
computation for the three velocity components u, v, and w; salinity; and temperature.  Following this 
technique, the time integration is carried out by switching between small time-step external mode and the 
large time-step internal mode and the over-all computational efficiency is improved. Depending on the 
physical situation and to some degree the computer being used (parallel or sequential), either the explicit or
the implicit time discretization method may be more computationally efficient with mode splitting. In either 
case, the use of mode splitting will usually lead to solutions that are far more computationally efficient than
those that solve the primitive 3-D equations directly using a fully explicit scheme (Smith, 1997). 
Although mode splitting has become widely accepted in 3-D modeling, it has several important 
drawbacks that are often overlooked (Smith, 1997). If an explicit time discretization is used for both modes
with time splitting, care must be taken to ensure that the external mode (2-D) velocities are the exact depth
averaged of the internal mode (3-D) velocities, otherwise the computations will become unstable. 
Dukowicz and Smith (1994) point out that it is necessary with the explicit-leapfrog, finite-difference 
scheme to integrate the external-mode equations over a time interval corresponding to twice the internal 
mode time step to ensure that the time-averaged 2-D variables are properly centered in time and satisfy the 
continuity equation. Splitting methods, in general, have an increased amount of poorly understood errors
associated with them; to keep these errors small, the maximum allowable time step of the internal mode 
calculations may have to be limited in certain cases. 
Vertical Coordinate System
Estuarine models are based on three methods to describe vertical variations in flow and water 
quality. The three methods include a Cartesian grid (z-grid), vertical stretching, (σ-grid), and isophycnic 
grid of constant density layers. Early three-dimensional models were multi-level, z-coordinate (or Cartesian
vertical coordinate) models applied to highly idealized ocean topography. This system is equivalent to the 
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layers varies as the depth changes, giving the grid a stair step configuration. Ocean and coastal estuary
geometries are complex and exhibit large changes in bottom depth, ranging from a very few meters near the 
coast to a few kilometers in the deep basins. It is difficult to resolve the water column accurately and 
efficiently in both shallow and deep regions of a basin simultaneously. Since the number of vertical levels
in an ocean model is constrained principally by economic considerations, either the deep or the near-
surface resolution is compromised.  Thus, for strong topographic variations, z-coordinate models are 
difficult to apply.  Thus, while three-dimensional z-coordinate models have enjoyed widespread application
to deep ocean basins, applications to shallow coastal regions or basins where shallow regions are not 
excluded are quite rare (Sheng, 1980). Since turbulent mixing plays an important role in the circulation in
the entire water column in shallow water, a better simulation of both the upper and bottom mixed layers is 
possible with a topographically conformal vertical coordinate system, the so-called sigma coordinate
system. Johnson et al. (1993), Leendertse (1989), and Casulli and Cattani (1994) provide examples of
models that use this z-grid system. 
Philips (1957) was the first to propose the use of the vertically stretched sigma grid (σ-grid) for
meteorological forecasting. Freeman et al. (1972) later used it for lake modeling. This grid system is useful
for coastal modeling where fine resolution in nearshore waters and coarse resolution in deeper waters is 
desirable, as long as the transition from shallow water to deep water is gentle. In a sigma-coordinate 
system, the number of vertical levels or layers in the water column is the same everywhere in the domain
irrespective of the depth of the water column. This is achieved by transformation of the governing
equations from z-coordinate to sigma-coordinate in the vertical as: 
z −η  (2.1)σ =
D 
where D = H + η, is the depth of the water column, and η is free-surface elevation. Notice that unlike the z-
coordinate system, where the layer thickness are uniform in the horizontal, it is normalized thickness that 
are uniform in the sigma-coordinate system, while layer thickness vary widely from grid point to grid point. 






   
 
   
 
    
   
 
    
    
  
    
   
     
   
     
    
 
 
   
- 25 -
regions of an ocean basin means inevitable loss of those grid points in shallower regions. Additionally, the 
sigma coordinate enables the bottom (benthic) boundary layer to be better resolved everywhere in the 
domain. It is easy to see that adequate resolution of the benthic layer everywhere in the domain can be 
achieved in z-coordinates only with the use of a prohibitively large number of levels in the verticals. 
The sigma coordinate transformation introduces additional terms to the equation of motion.
However, most of the additional terms introduced by the stretching are contained in the horizontal diffusion
terms. Since horizontal diffusion is usually small compared to the vertical diffusion and horizontal 
advection, only the leading terms are generally retained. Significant simplication of the equations may
result if one assumes that η << H and hence σ = z/H. However, this assumption may lead to some error if
one intends to apply the model to shallow waters where flooding and drying of land may occur during
storm surges (Sheng, 1983). 
Having the same number of layers of varying volume in time avoids some numerical problems 
with adding or substracting layers of disparate volumes. However, steep topography can lead to disparate 
volumes between elements in shallow waters versus elements in deep waters (Martin et al., 1999). 
Furthermore, shallow, well-mixed areas may be “over resolved” (Smith, 1997), leading to excessive
computations compared with a similar Cartesian grid system simulation. Several specific studies define the 
limits of σ-grid system in estuaries. Johnson et al. (1989) had to convert σ-grid model to a z-grid model in
simulating Chesapeake Bay. The σ-grid model failed to maintain correct salt stratification in deep channels 
during the simulations. Walters and Foreman (1992) were unable to adequately resolve the effects on flow
over the topography of the Vancouver Island continental shelf. Haney (1991) provided examples of the 
errors in the pressure gradients forces due to baroclinic circulation near steep topographic features when
using the σ-grid system in estuarine modeling. Janjic (1977) labeled this problem as “hydrostatic
inconsistency” due to spatial truncation errors (Martin et al., 1999). Smith (1997) noted that truncation
errors in σ grid models also occur in the space derivative of any variable, not just pressure. 
A third coordinate system is isopynic or multilayered which is a stack of constant density layers. 
Although simple transformation is appealing and conceptually realistic, the transformation is rarely used in
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maintaining horizontal constant density surfaces. Layers tend to converge and regularly intersect the 
surface and bottom causing numerical difficulties. Multilayered models have only been successfully
applied in the study of estuary fronts (Smith, 1997). 
Horizontal Coordinate System
There are three types of structured horizontal coordinate systems, which include rectangular grid,
stretching rectangular grid, and curvilinear coordinate system. Warsi (1982, 1999) and Thompson et al. 
(1985) give detailed information on grid generation. Earlier models of global or lake circulations generally
used a relatively coarse uniform rectangular grid in the horizontal direction of the computational domain.
However, complex shoreline and bottom topography and islands often exist in a lake or coastal
environment.  To resolve the effects of islands, embayments, and channels in sufficient detail, the grid
spacings must often be small and the number of grids may make computations uneconomical (Johnson,
1982). To reduce the grid-spacing limitations of rectangular grids, curvilinear coordinates were used in 
many model applications (Reid et al. 1977; Waldrop and Tatom, 1976, Blumberg and Herring, 1982;
Johnson, 1982). Curvilinear coordinates allow greater flexibility in the placement of horizontal points.
These systems map the irregular geometry of a typical estuary onto a rectangular computational grid.
Horizontal curvilinear coordinate systems (Smith, 1997) are conformal (Reid et al. 1977), generalized 
orthogonal (Waldrop and Tatom, 1976, Blumberg and Herring, 1982), and nonorthogonal (Johnson, 1982). 
Conformal transformations maintain certain angular relationships using analytical functions of complex 
variables. Orthogonality occurs when all intersecting lines are perpendicular. For estuarine modeling,
orthogonal grids are preferred over conformal grids to achieve closer grid spacing near shorelines. 
Thompson (1982) found that conformal grids are quite rigid. Nonorthogonal grids are even better adapted 
to mapping shorelines and irregular boundaries. Grid induced numerical errors are controlled by
maintaining nearly orthogonal grid lines  (Thompson, 1982; Smith, 1997). 
The great flexibility in matching boundaries is offset by the added terms in the transformed
governing equations. Johnson et al. (1991) list 30 additional terms appearing in the horizontal momentum
equations because of the nonorthogonal transformation of two Cartesian terms for diffusion of momentum. 
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gradient, and Coriolis acceleration. The orthogonal transformation is less complex but still includes a 
significant number of extra terms (Martin et al., 1999). Spaulding (1989) found that computation time is
doubled when Cartesian equations are transformed to a nonorthogonal coordinate system. Transformation
to an orthogonal system requires about 25% more computation time. Smith (1997) noted that curvilinear 
grid generation is tedious, curvilinear coordinates are not well adapted to wetting and drying of tidal flats, 
numerical dispersion is increased, and conservation in the advective terms is not guaranteed. 
Review of Available Hydrodynamic Models
Link-node tidal hydrodynamic model (DYNHYD5) is a one-dimensional model that uses a simple 
link-node concept to represent a waterbody (Ambrose et al., 1993). The link-node representation can be 
applied to branching systems such as tidal rivers. The model solves the one-dimensional equations of
continuity and momentum describing the movement of a long wave in a shallow water system. The model
is distributed as a companion model to WASP5 and is typically applied externally to provide flow transport 
computations, which are then input to WASP5. Most applications of DYNHYD5 will use a simulation time 
step on the order of 30 seconds to 5 minutes due to stability requirements.  The hydrodynamic output file 
created by DYNHYD5 can be stored at any user-specified interval for use by a water quality simulation
program.
MIKE3 is a three-dimensional, time-dependent, free surface model with wetting and drying of
shoals. It is maintained and marketed by the Danish Hydraulic Institute. It offers two different
hydrodynamic engines. The first of these assumes a hydrostatic pressure distribution and solves the 
equations of motion on sigma-coordinate grid. The second involves a non-hydrostatic formulation and
solution on a z-level coordinate grid. Nested grids are allowed. Numerous turbulence closure schemes may
be selected. The hydrodynamic model can be coupled to a water quality module, which focuses on
dissolved oxygen, organic matter, ammonia, nitrate, phosphorus, bacteria, and chlorophyll-a. It can also be 
coupled to an eutrophication model that includes carbon and nutrient cycling, phytoplankyon and 
zooplankton growth, oxygen balance, and benthic vegetation. The Danish Hydraulic Institute also markets
one and two-dimensional coupled hydrodynamic and water quality models, MIKE11 and MIKE21 (Warren




























ECOM/EM was developed by Hydroqual, Inc, which was based on ECOMsi, a three-dimensional,
free surface, finite difference, hydrodynamic code based on the community Princeton Ocean Model 
(Blumberg and Mellor, 1987), and eutrophication code based on the EUTRO code within WASP5 
(Hydroqual, Inc., 1998). The model allows for wetting and drying during a tidal cycle and contains various
options for turbulence closure in both the vertical and horizontal dimensions. The eutrophication code 
includes 25 state variables. These include different classes of phytoplankton, as well as both refractive and 
labile particulate and dissolved organic matter. It was applied to Massachusetts and Cape Cod Bays and 
New York Apex and adjacent estuaries.
Environmental Fluid Dynamics Computer Code (EFDC), is a comprehensive three-dimensional
numerical model capable of simulating hydrodynamics, salinity, temperature, suspended sediment, water 
quality, and the fate of toxic materials. The hydrodynamic portion of the model solves three-dimensional, 
vertically hydrostatic, free surface, turbulent averaged equations of motion for a variable-density fluid. The 
model uses stretched or sigma vertical coordinates and Cartesian or curvilinear orthogonal horizontal 
coordinates.  Dynamically coupled transport equations for turbulent kinetic energy, turbulent length scale, 
salinity and temperature are also solved. The two turbulence parameter transport equations implement the 
Mellor-Yamada level 2.5 turbulence closure scheme (Mellor and Yamada, 1982) as modified by Galperin
et al (1988). The EFDC model also simultaneously solves an arbitrary number of Eulerian transport-
transformation equations for dissolved and suspended materials. The model allows for drying and wetting
in shallow areas by a mass conservation scheme. A number of alternatives are in place in the model to 
simulate general discharge control structures such as weirs, spillways and culverts.  The theoretical and
computational basis for the model is documented in Hamrick (1992a). EFDC was integrated with a water 
quality model to develop a three-dimensional hydrodynamic-eutrophication model, HEM-3D (Park et al., 
1995). The water quality portion of the model simulates the spatial and temporal distributions of 21 water 
quality parameters including dissolved oxygen, suspended algae (3 groups), and various components of
carbon, nitrogen, phosphorus and silica cycles, and fecal coliform bacteria. Salinity, water temperature, and 
total suspended solids are needed for computation of the twenty-one state variables within the 
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water quality model, CE-QUAL-ICM  (Cerco and Cole, 1994). The model was used to develop a three-
dimensional hydrodynamic and salinity numerical model of the Indian River Lagoon/Turkey Creek, with
calibration and validation for St. Johns river water management district, Palatka, Florida (Tetra Tech, 
1994). 
Curvilinear Hydrodynamics in Three-Dimensions-Waterways Experiment Station (CH3D-WES) 
was developed as part of the Chesapeake Bay Model Package described by Cerco and Cole (1993). The 
model is derived from CH3D model (Sheng, 1986) and uses a general curvilinear horizontal grid and 
physical (Cartesian) vertical grid to provide computations of water surface, three-dimensional velocity
field, salinity, and temperature. Boundary fitted coordinates provide a generalized method of mapping
irregular geometry without requiring orthogonality (Thompson and Johnson, 1985). The original stretched 
vertical coordinate version of CH3D was modified for the Chesapeake Bay application by Johnson et al. 
(1989) to allow a fixed Cartesian vertical coordinate. Additionally, several changes in basic formulation as
well as extensive recoding for more efficient computing were performed.  The governing equations are 
solved using a numerically efficient finite-difference scheme described by Johnson et al. (1991). The major 
physical processes impacting estuarine circulation in the model are tides, wind, density effects (salinity and 
temperature), freshwater inflows, the earth’s rotation, and turbulence. An algebraic turbulence model based 
on the assumption of local equilibrium of turbulence was used for estimating vertical eddy viscosity and
diffusivity for Chesapeake Bay (Johnson et al, 1989). The water quality model (Cerco and Cole, 1989) is
based on the integrated compartment method (ICM). The present ICM, or box model, approach evolved 
from the U.S. Environmental Protection Agency’s Water Quality Analysis Simulation Program (WASP)
(Di Toro et al., 1983; Ambrose et al., 1986). ICM is an unstructured finite volume water quality model that 
may be applied to most waterbodies in one, two, or three dimensions (Cerco and Cole, 1994). The primary
advantage of box models is that they can be coupled with various hydrodynamic models. The third-order 
accurate quadratic upstream interpolation for convective kinematic with estimated streaming terms
(QUICKEST) scheme was implemented for horizontal advection with the capability to handle large 
variations in box lengths. The scheme is also used for advection of temperature and salinity. The Crank-
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implicit, central-difference scheme is used for vertical diffusion. The time step is adjusted automatically in
the model to satisfy the horizontal flow stability restriction. This feature was included to take advantage of
potentially larger time steps during less energetic periods of simulation.
Review of Available Water Quality Models
WASP5 is a modeling system for assessing the fate and transport of conventional and toxic 
pollutants in surface waterbodies (Ambrose, 1993). It can be applied in one, two, or three dimensions and is
designed for linkage with the link-node hydrodynamic model DYNHYD5 for dynamic simulation purposes 
that may be driven by either constantly repetitive or variable tides. It is best suited for one-dimensional 
longitudinal simulations, but was applied in two-dimensions to evaluate lateral variations in estuarine water 
quality (Shindala et al., 1996; Tetra Tech, Inc., 1989). It is not suited for systems with significant vertical 
stratification. Unsteady inflows may be specified, as well as wind that varies in speed and directions. 
WASP5 was successfully linked with other hydrodynamic programs such as RIVMOD (Dames and Moore, 
1994) and EFDC (Stoddard et al., 1995). WASP5 includes two submodels for water quality/eutrophication
and toxics, referred to as EUTRO5 and TOXI5, respectively. In EUTRO5, the transport and transformation
of up to eight state variables in the water column and sediment bed can be simulated. In TOXI5 the 
transport and transformation of one to three chemicals and one to three types of particulate material can be 
simulated. A significant advantage of the WASP5 system levels is that the EUTRO5 and TOXI5 submodels 
can be used at variable levels of complexity by considering different processes, variables, and 
computations. Shindala et al. (1996, 1998) used the model to simulate the transport and fate of dissolved 
oxygen (DO), biochemical oxygen demand (BOD), and phytoplankton for the development of
hydrodynamic and water quality models for Back Bay of Biloxi and Big Sunflower River in Mississippi.  
Hydrodynamic and Water Quality Model for Streams (CE-QUAL-RIV1) is a dynamic, one 
dimensional (longitudinal) water quality model for unsteady flows in rivers and streams (Zimmerman and
Dortch, 1989). The model has two submodels for hydrodynamics (RIV1H) and water quality (RIV1Q). 
Output from the hydrodynamic solution is used to drive the water quality model. Water quality constituents 
include temperature, dissolved oxygen, carbonaceous BOD, nitrogen and phosphorus compounds, coliform
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systems with multiple hydraulic control structures. The model was developed to simulate the transient 
water quality conditions associated with unsteady flows that can occur on highly regulated rivers. 
Zimmerman and Dortch (1989) applied the model to provide examples of potential water quality impacts
associated with operation alternatives for a regulation dam proposed for construction downstream from
Buford Dam on the Chattahoochee River near Atlanta, Georgia. 
Two-dimensional, Laterally Averaged, Hydrodynamic and Water Quality Model (CE-QUAL-W2) 
is a two-dimensional, laterally averaged hydrodynamic and water quality model (Cole and Burchak, 1994). 
This model is best applied to stratified waterbodies like reservoirs and narrow estuaries where large 
variations in lateral velocities and constituents do not occur. The model consists of directly coupled
hydrodynamic and water quality transport models. Hydrodynamic computations are influenced by variable 
water density caused by temperature, salinity, and dissolved and suspended solids. The model simulates the 
interaction of physical factors (flow and temperature), chemical factors (nutrients), and algal interactions. 
The constituents are arranged in four levels of complexity, permitting flexibility in model application. The 
model was applied to rivers, lakes, reservoirs, and estuaries (Martin, 1988; Barnese and Bohannon, 1994;
Huddleston et al., 2000). 
Three-dimensional, Time-variable, Integrated-compartment Eutrophication Model (CE-QUAL-
ICM) was developed as an integrated-compartment eutrophication model component of Chesapeake Bay
model package (Cerco and Cole, 1993), which also includes a three-dimensional hydrodynamic component
and a sediment-diagensis model. The model incorporates detailed algorithms for water quality kinetics. 
Interactions among the state variables are described in 80 partial differential equations that employs over 
140 parameters (Cerco and Cole, 1993). The state variables can be categorized into a group of five cycles-
the physical group and the carbon, nitrogen, phosphorus, silica, and dissolved oxygen cycles. A finite-
difference formulation is used to solve the mass conservation equation for each grid cell and for each state 
variable. CE-QUAL-ICM was coupled with the three-dimensional hydrodynamic and benthic-sediment
model components of the Chesapeake Bay model package to develop a state-of-the-art 3-D model of the 










    
    
 
   
    









     
 
  
   
CHAPTER III 
AN OVERVIEW OF SELECTED WATERSHED AND BAY MODELS
Watershed Model 
Watershed models typically simulate flow as a series of hydrologic and hydraulic processes. The 
kinds of processes modeled include surface runoff and water quality. The stormwater models considered
for use in this study are listed in Table 3.1 (Donigian et al, 1995). For prediction of stormwater impacts
upon Wolf River, Jourdan River, and St. Louis Bay, a continuous or time series simulation is preferred. As
noted by Donigian et al., (1995), HSPF or NPSM and SWMM are probably the most versatile and most
widely applicable. If detailed urban hydrology and hydraulics are simulated, SWMM is considered the 
most preferred. On the other hand, the water quality routines in HSPF for sediment erosion, pollutant
interactions and surface water quality are superior, and the capability to handle all types of land uses and
point and nonpoint pollutant sources efficiently (including urban and agriculture) is a definite advantage,
particularly when applied to large, complex basins.  In this study, the NPSM model, which incorporates 
most HSPF components, was selected.  The NPSM model is integrated into BASINS (Lahlou, M. et al., 
1998) within an ARCVIEW GIS environment.
Watershed Model Description
The U.S. EPA Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) 
system and the Nonpoint Source Model (NPSM) were used to predict the input of fecal coliform sources
and resulting fecal coliform concentrations in the St. Louis Bay watershed. BASINS is a multipurpose 
environmental analysis system for use in performing watershed and water quality-based studies. A
geographic information system (GIS) provides the integrating framework for BASINS and allows for the 
display and analysis of a wide variety of landscape information (e.g., landuses, monitoring stations, point
source dischargers). BASINS allows the user to define the watershed of interest, calculate non-point source 
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loads in the watershed, analyze point source loads, house national watershed data, and integrates 
environmental assessment models. BASINS includes three assessment tools: TARGET, ASSESS, and Data 






   
   












   
  
   
   
 
  
   
   
Table 3.1: Stormwater Models (Donigian et al., 1995) 
ACRONYM MODEL NAME MODEL SPONSOR 
SWMM Storm Water Management Model USEPA
HSPF or NPSM Hydrological Simulation Program-FORTRAN USEPA
STORM Storage, Treatment, Overflow, Runoff Model US Army Corps of Engineers 
CREAMS/GLEAMS Chemicals, Runoff, and Erosion from Agricultural 
Management System/Groundwater Loading Effects   
of Agricultural Management Systems 
US Department of Agriculture 
SWRRB Simulator for Water Resources in Rural Basins USEPA
AGNPS Agricultural Nonpoint Source Pollution Model US Department of Agriculture 
MOUSE Modeling of Urban Sewers Danish Hydraulic Institute 
Wallingford Wallingford Model Hydraulics Research Limited 
ANSWERS Areal Nonpoint Source Watershed Environment
Response Simulation
Purdue University
PRZM Pesticide Root Zone Model USEPA
UTM-TOX Unified Transport Model for Toxic Materials            USEPA
DR3M-QUAL Distributed Routing Rainfall Runoff Model USGS 
Three models, including the Nonpoint Source Model (NPSM) and river models QUAL2E 
(USEPA, 1995), and TOXIROUTE (Lahlou et al., 1998), are integrated into BASINS within an ARCVIEW 
GIS environment. This allows the user to assess watershed loadings and receiving water impacts at various
levels of complexity.  QUAL2E and TOXIROUTE river models were not applied in this study and will not 
be discussed in this section.
The nonpoint source loads are calculated using the NonPoint Source Model (NPSM) with
Hydrologic Simulation Program-Fortran (HSPF) as the model engine.  The NPSM model simulates 
nonpoint source runoff from selected watersheds, as well as the transport and flow of pollutants through 
stream reaches. NPSM has undergone continual development since its inception as the Stanford Watershed 
Model (Linsley et al. 1960; Crawford et al. 1966) that dates to the early 1960s. The technology embedded 
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in NPSM has been applied successfully to numerous watersheds throughout the United States and the 
world. 
 
Hydrological and Generalized Quality Constituent Transport Components of Watershed Model 
 
 
    







   
 
     
 
  
   
    
  
  
A detailed description of NPSM, which incorporates most HSPF components, can be found in
Bicknell et al. (1997). This section presents a brief summary of the hydrological transport processes
simulated by NPSM, which is based on HSPF version 11. NPSM is composed of three application modules
(PERLND, IMPLND, RCHRES) and six utility modules. The module PERLND simulates pervious land
segments, in agricultural areas, with homogenous hydrologic and climatic characteristics. The module 
IMPLND simulates impervious land segments such as reservoirs, where little or no infiltration occurs, and
RCHRES simulates physical and chemical processes occurring in the reach of an open channel or 
completely mixed bodies of water (Donigian et al., 1983a). 
Each application module requires input data such as climatic data, topographic maps, aerial
photos, soil maps, and landuse maps. Weather data includes precipitation, potential evapotranspiration, air 
temperature, wind velocity, and global radiation.  Figure 3.1 shows a schematic representation of the 
hydrological component of NPSM.  NPSM is a reservoir-type model consisting of six reservoirs, each
allowing different types of inflow and outflow. Precipitation goes to the interception reservoir and
evapotranspiration empties that reservoir. When the interception reservoir is full, precipitation goes to the 
surface detention reservoir. The surface detention reservoir empties into four lower reservoirs (interflow to 
active ground water) and also contributes to surface runoff. The interflow reservoir generates only
interflow. It has an important influence on a storm hydrograph. Although the surface detention reservoir
adds water to the interflow component, water is retained in storage or routed as outflow from the land
segment. Evapotranspiration is extracted from the interception reservoir and the three lowermost reservoirs. 
A part of the active ground water may leave the watershed as inactive ground water and never contribute to 
surface flow. The upper zone and lower zone storages affect the infiltration capacity of the soil profile. The 
interaction between these two reservoirs is defined in terms of nominal capacities. NPSM uses a large 
quantity of parameters to simulate hydrological processes in a watershed. However, the most important






















The NPSM is a distributed parameter model.  The watershed can be divided into multiple 
segments to which homogeneous characteristics are assigned. Relations for surface and ground water flow
between these segments are defined using the NETWORK module. Time series of runoff and pollutants
loadings generated on the land surface are transferred to the receiving stream for subsequent transport and 
transformation.
The generalized quality constituent in this study is fecal coliform. The fecal coliform transport and
kinetics can be simulated in the RCHRES in a dissolved state, or as sediment-associated loading. In this
study, fecal coliform is modeled in a dissolved state. 
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Table 3.2. Parameters for Hydrologic Components of NPSM. 
Identification Description Units 
INFILT Index zone nominal storage In/hr
IRC Interflow recession parameter None
INTFW Interflow inflow parameter None
UZSN Upper zone nominal storage Inches
LZSN Lower zone nominal storage Inches
LZETP Lower zone ET parameter None
AGWRC Basic ground-water recession water None
KVARY Ground-water recession flow 1/Inches
INFEXP Exponent in the infiltration equation -
INFILD Ratio between the maximum and mean
infiltration capacities 
-
The generalized quality constituent application module simulates fecal coliform behavior by
including the processes of advection, decay, and production of one generalized quality constituent. The 
decay rate is extremely sensitive to temperature and is related by the equation
(KB)T = (KB)20.(1.048)T-20 (3.1)  
where: 
(KB)T = KGEN= generalized first-order decay rate for a fecal coliform corrected for temperature 
(KB)20 = KGEND= base first-order decay rate for a qual @ 20 oC 
(1.048) = THGEN= temperature correction parameter for first-order decay
T = temperature in degrees C
Higher summer temperatures result in higher decay rates, whereas lower winter temperatures result in
higher persistence of fecal coliform bacteria. 
Overview of Urban and Nonurban Areas Simulation
Within the NPSM framework, the PERLND and IMPLND module sections are used to simulate 
hydrologic and water quality processes that produce nonpoint loadings to a stream from both surface and
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simulation for both pervious and impervious land areas, while the PWATER and IWATER performs the 
hydrologic simulation for all pervious and impervious land areas, respectively.
Typically, nonpoint loadings are calculated in nonpoint models by using one or more of three 
basic approaches, which include the following:
a. Potency factors and subsurface concentrations
b. First-order washoff and subsurface concentrations
c. Detailed modeling of land surface and soil processes
In the ‘potency factor’ approach, nonpoint loadings from the land surface are calculated as a 
function of the sediment loading rate, which in turn may be calculated from the Universal Soil Loss 
Equation (Wischmeier and Smith, 1978), or one of it’s modifications, or by detailed modeling of storm
runoff and soil erosion. The potency factor has been used in a number of nonpoint loading estimation
techniques and models, including the NPS model (Donigian and Crawford, 1976). 
The ‘first-order washoff’ approach includes a daily calculation of pollutant
accumulation/deposition on the land surface, and a subsequent washoff of pollutants for storm events as a 
first-order function of the storm runoff rate. This approach was originally developed for urban areas where 
impervious surfaces provide the major fraction of surface nonpoint loadings.  The well-known EPA Storm
Water Management Model (SWMM) (Huber and Dickinson, 1988), the Modified NPS Model, HSPF, and 
numerous other models use the first-order washoff approach. 
Both the potency factor and first-order washoff approaches are used exclusively for surface 
loadings. They rely on user-specified subsurface concentrations to define the subsurface pollutant
contributions.
The ‘detailed modeling’ approach involves the representation of soil chemical and biochemical 
processes that, in conjunction with hydrologic and erosion modeling, calculate both the surface and 
subsurface nonpoint loading contributions. For example, modeling nonpoint nutrient loadings often
involves the calculation of mineralization, nitrification/denitrification, immobilization, sorption/desorption,
plant uptake, and other soil nutrient processes as impacted by nutrient applications (fertilizer and manure), 











     





   
   
    
 




    




The PQUAL and IQUAL modules of NPSM allow both the potency factor and first-order washoff
approaches to nonpoint loading simulation. As shown in Table 3.3, these modules were used in this study
to simulate the nonpoint loadings for fecal coliform from forest, pasture, and urban (pervious and 
impervious) land uses. 
Table 3.3:  NPSM Modules to Simulate Nonpoint Loadings from Each Land Use 
Constituent Forest Agricultural/
Cropland 




Hydrology PWATER PWATER PWATER IWATER IWATER
Fecal Coliform Loading PQUAL PQUAL PQUAL PQUAL IQUAL
Overview of the Instream Model
Within the NPSM program, the RCHRES module sections are used to simulate hydraulics, 
sediment transport, water temperature, and water quality processes that result in delivery of flow and
loadings to the Bay. The structure chart of the RCHRES module sections is shown in Figure 3.2. Each
module section consists of a group of subroutines that perform the individual process simulation. For 
example, the HYDR module performs the flow/hydraulic simulation that drives the sediment transport and
pollutant advection. The water quality processes in the watershed model are performed by the RQUAL
module, which is further subdivided into submodels for performing simulation of different water quality
processes. All processes in the NPSM are simulated using a one-hour time step. 
The hydraulic simulation is performed by the HYDR module, and is based on a one-dimensional, 
storage routing or kinematic wave technique that is identical for both river reaches and reservoirs. Each
reach has a distinct set of parameters describing its geometry and channel roughness. The geometry is 
defined by the reach length and a table called FTABLE. The FTABLE has columns for the depth, surface 
area, volume, and flow rate. Each row contains the values appropriate to a specific water surface elevation
or depth, and intermediate values are obtained by linear interpolation. A key aspect of the instream
simulation is that each reach is considered to be completely mixed. This method results in pollutant



















Inputs to a reach are flow from upstream reaches, local runoff, and precipitation falling on the 
water surface. The outflows simulated are the sum of time dependent diversions, volume/geometry-
dependent outflows, and evaporative losses.  In addition to computing the outflow of a reach, the HYDR 
module computes other quantities used by the sediment transport and water quality modules. For NPSM 
model, the significant variables are the average depth, average velocity, bed shear stress, and surface area. 
Watershed Model Simulation
Based on the hydrology simulation, the PQUAL module simulates the nonpoint pollutant loadings
from the forestland, agricultural land, pastureland, and urban-pervious land.  The IQUAL module simulates 





   
     
 
   
      
  
   
 
 








Both PQUAL and IQUAL allow use of either the potency factor or first order washoff approach
for any nonpoint constituents that are simulated. In the watershed model, the first-order washoff approach
was selected for fecal coliform from both pervious and impervious land uses. 
In the first order washoff approach, simulation of surface runoff pollutant loads involves two 
components: daily accumulation and depletion (non-runoff related) of contaminants on the land surface, 
and washoff by overland flow during storm events. The constituent can be accumulated and removed by
processes that are independent of storm events such as street cleaning, decay, and wind erosion, and 
deposition, or it can be washed off by overland flow. The accumulation and removal rates have monthly
values to account for seasonal fluctuations: 
SOQO= SQO*(1.0 – EXP(-SURO*WSFAC)) (3.2) 
where: 
SOQO= washoff of the quality constituent from the land surface in quantity/acre per interval 
SQO= storage of available quality constituent on the surface in quantity/acre 
SURO= surface outflow of water in in./interval 
WSFAC= susceptibility of the quality constituent to washoff in units of 1/in. 
EXP= Fortran exponential function
The storage is updated once a day to account for accumulation and removal, which occurs independent of
runoff by the equation:
SQO= ACQOP + SQOS*(1.0 – REMQOP) (3.3) 
where: 
ACQOP= accumulation rate of the constituent, quantity/acre per day
SQOS= SQO at the start of the interval 
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The module computes REMQOP and WSFAC for this subroutine according to: 
REMQOP= ACQOP/SQOLIM (3.4) 
where: 
SQOLIM= asymptotic limit for SQO as time approaches infinity (quantity/acre), if no washoff
occurs and 
WSFAC= 2.30/WSQOP (3.5) 
where: 
WSQOP= rate of surface runoff which results in a 90 percent washoff in one hour, in./hr. 
Since the unit removal rate of the stored constituent (REMQOP) is computed from two other parameters, it 
does not have to be supplied by the user. 
Bay Model
Estuarine models are needed to assess the hydrodynamic and water quality conditions in the bay
and estuarine environments. This section presents a brief survey of available hydrodynamic models that 
were considered for the St. Louis Bay water quality-modeling project. Sheng (1986) provided a detailed 
review of available two-dimensional and three-dimensional circulation models for lakes and estuaries. 
Sheng (1989) also provided a review of circulation models, with particular emphasis on the evolution of a 
curvilinear-grid model developed for application to estuaries with complex geometries. A number of
existing models were reported in a document entitled “Estuarine and Coastal Modeling” published by the 
American Society of Civil Engineers (Spaulding, 1989). In 1990, Cheng and Smith (1990) provided a 
summary of the features of 3-D models. They provided a very brief review of only a few circulation models
in terms of important physical/mathematical features, (e.g., forcing function, dimensionality, temporal 
scale, spatial scale, turbulence parameterization, and boundary conditions) and numerical features 
(numerical method, spatial-differencing, time-integration, horizontal grid, vertical grid, and host computer)
of which the users should be aware. Most currently available three-dimensional models were developed for 
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The bay model selected for the St. Louis Bay water quality study was the Environmental Fluid
Dynamics Code (EFDC).  The model was selected based on a literature review and a 1996 review funded 
by King County to evaluate the following hydrodynamic and contaminant transport models: EFDC, 
TIDE3D/XTIDE3D, C3, TRIVAST, CH3D/ICM-TOXI, ECOM, GLLVHT/CE-QUAL-W2, 
RMA10/RMA11, BFHYDRO/WQMAP, “Peter Sheng”, "Wenrui Huang", and TELEMAC-3D (West 
Consultants, Inc., 1996). Other models as discussed by Cheng and Smith (1990) and Sheng (1989) above 
were also considered. 
EFDC is selected for use in the development of hydrodynamic and water quality simulations for 
St. Louis Bay because of its comprehensive development. In addition, the EFDC has a number of
advantageous features that support its use: (1) a user’s manual and algorithm documentation; (2) it is non-
proprietary; (3) it can run on many different types of computer platforms, including PCs; and (4) it has a 
good history of application to estuary systems. Wu and Hamrick  (Wu et al., 1996) have performed direct
benchmarking of the EFDC and ECOM hydrodynamic models and have estimates of the performance of
the EFDC relative to CH3D-WES. They also made estimates of the performance of EFDC’s built-in water 
quality model relative to the CE-QUAL-ICM water quality model.  Their study showed that EFDC was
estimated to be faster than other models for similar data input and simulation time performance results. 
Bay Model Description
The Bay model, Environmental Fluid Dynamics Code (EFDC), is a comprehensive three-
dimensional numerical model capable of simulating hydrodynamics, salinity, temperature, suspended
sediment, water quality, and the fate of toxic materials. The hydrodynamic portion of the model solves 
three-dimensional, vertically hydrostatic, free surface, turbulent averaged equations of motion for a 
variable-density fluid. The model uses stretched or sigma vertical coordinates and Cartesian or curvilinear 
orthogonal horizontal coordinates.  Dynamically coupled transport equations for turbulent kinetic energy, 
turbulent length scale, salinity and temperature are also solved. The two turbulence parameter transport 
equations implement the Mellor-Yamada level 2.5 turbulence closure scheme (Mellor and Yamada, 1982) 
as modified by Galperin et al (1988). The EFDC model also simultaneously solves an arbitrary number of
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drying and wetting in shallow areas by a mass conservation scheme. A number of alternatives are in place 
in the model to simulate general discharge control structures such as weirs, spillways and culverts.  The 
theoretical and computational basis for the model is documented in Hamrick (1992a). 
The water quality portion of the model simulates the spatial and temporal distributions of 21 water 
quality parameters including dissolved oxygen, suspended algae (3 groups), and various components of
carbon, nitrogen, phosphorus and silica cycles, and fecal coliform bacteria. Salinity, water temperature, and 
total suspended solids are needed for computation of the twenty-one state variables within the 
hydrodynamic model. Kinetic processes are similar to those in the Chesapeake Bay three-dimensional 
water quality model, CE-QUAL-ICM  (Cerco and Cole, 1994). 
The model has been applied to the James and York River estuaries in Virginia (Hamrick, 1992b, 
1995a) and the Chesapeake Bay estuarine system (Hamrick, 1994a). The model is currently being used for 
a wide range of environmental studies in the Chesapeake Bay system including simulations of pollutants 
and pathogenic organism transport and fate from point and nonpoint sources (Hamrick, 1991), simulation
of power plant cooling water discharges, simulation of oyster and crab larvae transport, and evaluation of
dredging and dredge spoil disposal alternatives (Hamrick, 1992b, 1994b, 1995b). It has also been used for a 
study of high fresh water inflow events in the northern portion of the Indian River Lagoon, Florida
(Moustafa and Hamrick, 1994). The physics of the EFDC model and many aspects of the computational
scheme are equivalent to the widely used Blumberg-Mellor model (Blumberg and Mellor, 1987) and 
USACE’s Chesapeake Bay model (Johnson et al, 1993). 
Hydrodynamic and Generic Transport Formulations
This section describes the basic equations used by the Environmental Fluid Dynamics Code
(EFDC), and provides an overview of the methods used to obtain a numerical solution. The information in
this section was obtained from a paper dealing with the application of the EFDC to Duwamish River and
Elliot Bay (King County Department of Natural Resources, 1999) and a technical report written by the 
author of the EFDC (Hamrick, 1992a).  
The EFDC model's hydrodynamic component is based on the three-dimensional hydrostatic
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c o or di n at e.    Usi n g  x  a n d  y  t o  r e pr es e nt  t h e  ort h o g o n al  c ur vili n e ar  c o or di n at es,  t h e  c o nti n uit y ( 3. 6)  a n d 
m o m e nt u m e q u ati o ns ( 3. 7 a n d 3. 8) ar e: 
( 3. 6) 
( 3. 7) 
( 3. 8)
∂ p = − g H b = − g H (ρ − ρ )ρ − 1  ( 3. 9)z o o 
( 3. 1 0)m  m  f = m  m  f − u ∂ m + v ∂ mx y e x y  y x  x y 
(τ ,τ ) = A  H − 1 ∂ (u ,v ) ( 3. 1 1)xz yz v  z 
w h er e u   a n d v   ar e  t h e  h ori z o nt al  v el o cit y  c o m p o n e nts  i n  t h e  di m e nsi o nl ess  c ur vili n e ar- ort h o g o n al 
h ori z o nt al c o or di n at es x  a n d y , r es p e cti v el y.  T h e s c al e f a ct ors of t h e h ori z o nt al c o or di n at es ar e m x  a n d m y . 
T h e v erti c al v el o cit y i n t h e str et c h e d v erti c al c o or di n at e z is w. T h e p h ysi c al v erti c al c o or di n at es of t h e fr e e 
s urf a c e a n d b ott o m b e d ar e z s*  a n d z b *  r es p e cti v el y.  T h e t ot al w at er c ol u m n d e pt h is H  ( H = z s*  - z b * ) a n d 
�  is t h e fr e e s urf a c e p ot e nti al w hi c h is e q u al t o g z s*.  T h e eff e cti v e C ori olis a c c el er ati o n fe  i n c or p or at e s t h e 
c ur v at ur e a c c el er ati o n t er ms, wit h t h e C ori olis p ar a m et er, f, a c c or di n g t o ( 3. 1 0). T h e s o ur c e t er m Q H i n t h e 
c o nti n uit y e q u ati o n ( 3. 6)  is  us e d t o  r e pr es e nt  dir e ct  r ai nf all,  e v a p or ati o n,  gr o u n d w at er  i nt er a cti o n,  w at er 
wit h dr a w als, a n d p oi nt a n d n o n p oi nt dis c h ar g e s. T h e Q x  a n d Qy  t er ms i n ( 3. 7) a n d ( 3. 8) r e pr es e nt a d diti o n al 
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vegetation resistance, wave Reynolds’ stresses due to high frequency surface gravity waves, and 
momentum sources due to subgrid scale jets.  Equation (3.9) is the vertical hydrostatic pressure balance in
terms of the kinematic excess pressure and the buoyancy variable b. Local density and in turn the 
buoyancy, depends upon excess pressure, salinity, temperature, and suspended sediment concentration
through an equation of state. The vertical turbulent viscosity Av relates the shear stresses to the vertical 
shear of the horizontal velocity components by (3.11).  Additional details concerning this equation are 
given in Hamrick (1992a). 
Numerical Solution
The numerical solution of the EFDC model equations uses a finite volume-finite difference spatial 
discretization with a MAC (marker-and-cell) (Peyret and Taylor, 1983) or C grid staggering of the discrete
variables (Arakawa and Lamb, 1977). The MAC grid method was introduced by Harlow and Welch (1965). 
The basic MAC grid structure is shown in Figures 3.3a. In this arrangement the pressure and depth
variables (η) are located at the center of the mesh boxes, and the transport velocities U (West-East 
transport) and V (North-South transport) at the center of the box boundaries facing the x and y directions, 
respectively. In other words, the velocity components are located on the faces of the primary or continuity
control volume with the depth, buoyancy, and concentration of transported constituents located at the 
centroid.  The excess pressure is defined on the top face of the continuity control volume. Horizontally
staggered control volumes are defined for the horizontal momentum equations with advective momentum
fluxes located on the faces and shear stresses located on the top faces.  An additional set of control 
volumes, staggered vertically are used for the transport equations for the turbulence parameters.  Figures
3.3b, 3.3c, and 3.3d show the expanded view of the grid representation needed to solve for ηi,j, Ui,j, and Vi,j, 
respectively. The use of a staggered grid topology avoids calculating all variables at all grid points and also
greatly simplifies the evaluation of gradient terms in the finite difference equations. Simple averaging is 
performed to evaluate variables at grid points where they are not defined (Sheng, 1975). Finite volume
spatial integration over the four sets of control volumes combined with finite difference approximations of
horizontal depth, excess pressure, and bottom elevation gradients results in centered, second order accurate 
 
 




Figure 3.3b: Expanded View of the Grid Representation and the Variables Needed to Solve for ηi,j 
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spatial discretizations.  The Coriolis and curvature accelerations in the momentum equations are discretized 
using a second order accurate, energy conserving scheme (Arakawa and Lamb, 1977). 
The model's time integration employs a second order accurate three-time level, finite difference 
scheme with an internal-external mode splitting procedure to separate the internal shear or baroclinic mode 











Figure 3.3d: Expanded View of the Grid Representation and the Variables Needed to Solve for Vi,j 
 
 







   
    

















   
      
  
 








Water Quality Model Formulations
This section presents the basic equations used in the EFDC's water quality model, and provides an
overview of the methods used to obtain a numerical solution. The information in this section was obtained
from a technical report written by Park et al. (1995). 
A water quality model with twenty-one state variables was developed and integrated into EFDC to
form a three-dimensional Hydrodynamic-Eutrophication Model (HEM-3D) of the Virginia Institute of
Marine Science (VIMS). The model, using physical transport data from EFDC, simulates the spatial and
temporal distributions of water quality parameters including dissolved oxygen, suspended algae (3 groups), 
various components of carbon, nitrogen, phosphorus, and silica cycles, and fecal coliform bacteria. A
sediment process model with twenty-seven state variables has also been developed.  
The governing mass-balance equation for each of the water quality state variables may be
expressed as: 
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y∂t ∂x ∂y ∂ ∂x ∂y ∂yz 
where: 
C= concentration of a water quality state variable 
u, v, and w = velocity components in the x-, y-, and z-directions, respectively
Kx, Ky, and Kz = turbulent diffusivities in the x-,y-, and z-directions, respectively
Sc = internal and external sources and sinks per unit volume
The governing mass-balance equation for water quality state variables (3.12) consists of physical 
transport, advective and diffusive, source-sink and kinetic processes. The last three terms on the left-hand 
side (LHS) of (3.12) account for the advective transport and the first three terms on the right-hand side 
(RHS) of (3.12) account for the diffusive transport. These six terms for physical transport are analogous to, 
and thus the numerical method of solution is the same as, those in the mass-balance equation for salinity in
the hydrodynamic model (Hamrick, 1992a). The last term in (3.12) represents the kinetic processes and 




    
 
 


















terms from the physical transport terms. The hydrodynamic model employs a second-order accurate three 
time-level advection scheme after integrating equation (3.12) over a cell volume, and thus its time step is 
2∆t where ∆t = tn+1 – tn. To achieve the same second-order accuracy, the solution scheme of the kinetic 
equation (3.14) is derived by dividing the solution procedure over a time period of 2∆t into two steps, 
alternating between explicit and implicit schemes.  
The kinetic processes included in this model use the formulations in the tidal prism water quality
model, TPM-VIMS (Kuo and Park, 1994), which are based upon the Chesapeake Bay three-dimensional
water quality model, CE-QUAL-ICM (Cerco and Cole, 1994).The equation for kinetic processes only, 
which will be referred to as kinetic equation, is: 
∂C = Sc 
∂t 
(3.13) 
which may be expressed as
∂C = KC + R 
∂t 
(3.14) 
where K is kinetic rate (time-1) and R is source/sink term  (mass volume-1 time-1). Equation (3.14) is 
obtained by linearizing some terms in the kinetic equations as described by Park et al. (1995), mostly
Monod type expressions. Hence, K and R are known values in (3.14). Equation (3.15) is identical to, and 
thus its numerical method of solution is the same as, the mass balance equation for salinity (Hamrick, 
1992a). 
The water quality model in the applied version of EFDC has twenty-one model state variables. 
The twenty-one state variables are cyanobacteria (blue-green algae), diatoms, green algae (others), 
refractory particulate organic carbon, labile particulate organic carbon, dissolved organic carbon, refractory
particulate organic phosphorus, labile particulate organic phosphorus, dissolved organic phosphorus, total
phosphate, refractory particulate organic nitrogen, labile particulate organic nitrogen, dissolved organic 
nitrogen, ammonium nitrogen, nitrate nitrogen, particulate biogenic silica, available silica, chemical oxygen






















water temperature and total suspended solid, that are needed for the computation of the above twenty-one
state variables, are provided by the hydrodynamic model. 
Fecal coliform bacteria are indicative of organisms from the intestinal tract of humans and other 
animals and can be used as an indicator bacteria as a measure of public health (Thomann and Mueller, 
1987). In the present model, fecal coliform bacteria have no interaction with other state variables, and have
only one sink term, die-off. The kinetic equation including external loads may be written as: 
∂(FCB) Τ−20 WFCB  (3.15) = −(KFCB)(TFCB) (FCB) +
∂t V 
where: 
FCB = bacteria concentration (MPN per 100 ml) 
KFCB = first order die-off rate at 20 C  (day-1) 
TFCB  = effect of temperature on decay of bacteria (C-1) 
WFCB = external loads of fecal coliform bacteria (MPN per 100 ml m3 day-1) 
Detailed descriptions of the hydrodynamic, sedimentation and water quality models and the numerical 
solution procedures implemented in EFDC are documented by Park et al. (1995) and Tetra Tech (1999). 
Initial and Boundary Condition Requirements
The hydrodynamic and transport equations given above simulate the movements of water, salinity, 
chemicals, and sediments within the model domain. The equations are first order in time and second order 
in space. Their solution requires initial and boundary conditions. An initial condition must be specified for 
each transport variable at each cell. Boundary conditions are prescribed at model boundaries for all time. 
Other sources such as combined sewage overflow (CSOs) and storm water are prescribed as external source 
boundary conditions. 
To develop the model for the St. Louis Bay, the geophysical and geochemical features of the study
area must be defined within the model domain. This includes defining the initial concentrations (IC) and

















initial data throughout the domain from the relatively limited physical data.  Below is a summary of the 
geophysical and geochemical features that must be defined in the model. 
Geophysical
• Initial water depth
• Initial water velocity
• Bottom elevation (bathymetry)
• Water elevations or flows over time (boundary condition)
• Wind speeds over time (boundary condition)





• Initial chemical concentration in water 
• Chemical decay in water (usually spatially constant) 
• Initial salinity








   
  
   
  
     
   
 
    
     
      
  





    
CHAPTER IV
WATERSHED MODEL DEVELOPMENT AND CALIBRATION 
Watershed Description and Data Summary
The study area for the watershed model development includes the St. Louis Bay and all upstream
subwatersheds that drain into the Bay.  Figure 4.1 illustrates the Mississippi Coastal Watershed and
identifies the subwatersheds included in the study area and the location of important data collection sites 
within or near the study area. The USGS hydrologic unit boundary names, identification numbers and
drainage areas indicated on Figure 4.1 are summarized in Table 4.1.  The study area, comprised of the Wolf
and Jourdan drainage basins that feed St. Louis Bay, is illustrated in Figure 4.2, which depicts the land use 
distribution throughout the study area.
Meteorological data (USEPA, Office of Science and Technology, 1999a) are available from
several climatological stations in the area and is distributed via the World Wide Web. Although the data
would be considered extensive for many purposes, it is very limited within the context of developing a 
computational watershed model. The most relevant data were obtained from the Wiggins Ranger Station,
Poplarville Experimental Station, Saucier Experiment Forest, Picayune, Bay St. Louis NASA, White Sand, 
Standard and Slidell weather stations. The location of these stations is indicated on Figure 4.1.  
A representative computational model requires that hourly boundary data (primarily precipitation)
be supplied to the model. However, Saucier Experiment Forest, White Sand, Wiggins, and Slidell are the 
only regional weather stations for which hourly data were recorded. Daily data were obtained from the 
remaining stations.  The daily data were disaggregated into hourly by using the METCMP (USGS, 1994) 
and WDMutil (USEPA Region 4, 1999b) programs obtained from the USGS and USEPA, respectively.
Disaggregation was based upon the hourly precipitation patterns measured at Saucier Experiment Forest, 
Wiggins Ranger Station, or White Sand as appropriate. Table 4.2 summarizes the location, frequency,
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Table 4.1: Study Area Sub-watersheds. 
Sub-watershed ID No. Stream Name Area (acres) 
03170009018 018 Wolf River 97,171 
03170009019 019 Murder Creek 19,756 
03170009020 020 Wolf River 77,991 
03170009026 026 Bayou Bacon 36,982 
03170009027 027 Jourdan River 24,126 
03170009028 028 Jourdan River 1,208 
03170009029 029 Hickory Creek 32,715 
03170009030 030 Catahoula Creek 21,702 
03170009031 031 Mill Creek 18,015 
03170009032 032 Bayou La Croix 27,853 
W6 W6 De Lisle Bayou 4681 
W7 W7 Bayou Portage 5272 
W8 W8 Johnson Bayou 3773 
W9 W9 Bayou Portage 730 
W10 W10 Unnamed Bayou/Bayou Portage 553 
W11 W11 Young Bayou/Bayou Portage 754 
W12 W12 Mallini Bayou 908 
W13 W13 Unnamed Bayou/Bayou Portage 666 
W14 W14 Unnamed Bayou /De Lisle Bayou 1390 
W15 W15 Unnamed Bayou/St. Louis Bay 309 
W16 W16 Unnamed Bayou/St. Louis Bay 1700 
W17 W17 Unnamed Bayou/St. Louis Bay 629 
W18 W18 Unnamed Bayou/St. Louis Bay 1047 
W19 W19 Cutoff  Bayou/St. Louis Bay 3192 
W20 W20 Rotten Bayou 18691 
W21 W21 Bayou La Terre 15462 
W22 W22 Bayou Coco 1499 
W23 W23 Bayou Talla 6096 
W25 W25 Unnamed Bayou/Jourdan River 4075 
W26 W26 Bayou Marone 5781 
W27 W27 Bayou Philip 13423 
W28 W28 Four Dollar Bayou 1256 
W29 W29 Breath Bayou 1466 
W30 W30 Edwards Bayou 1140 
W31 W31 Watts Bayou 1268 
W32 W32 Joes Bayou 907 















      
 
 
       
 
 
       
       
       
   




     






      










   
    
        
- 55 -
Table 4.2: St. Louis Bay Watershed Meteorological Data. 







Experiment Forest MS227840 
30 38 N,





















89 33 W Daily
1/1/1948-
Present White Sand
Standard MS228352 30 32 N,89 22 W Daily 1/1/1948-1988 Saucier Exp Forest
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MS220521 
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89 08 W Daily
6/1/1956-
Present Saucier Exp Forest 




The hydrologic model was developed by application of the USEPA supported BASINS2 interface 
and the coupled Non-Point Source Model (NPSM) (USEPA, 1998). Historical calibration was
accomplished utilizing the USGS flow data (USGS, 1999a, USGS, 1999b) at Landon and Lyman on the 
Wolf River and USGS flow data near Santa Rosa on Catahoula Creek/Jourdan River. The location of
gauging stations, available data, time period of availability and sampling frequency are summarized in
Table 4.3.  
As seen in Figure 4.1, the gauging stations at Lyman and Landon are located in the northern third 
of the St. Louis Bay drainage area. The USGS gauging station at Santa Rosa is located in the southwest 
region of the drainage area. NPSM calibration was made for this sub-watershed data and the calibrated
modeling parameters were applied throughout the remainder of the watershed. The limited data available at
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Table 4.3: Hydraulic and Water Quality Data for the St. Louis Bay Watershed.
Location USGS 
Station 
Available Data Duration Frequency
Wolf River at Landon 02481510 Stage, Discharge 8/1/1971-Present Daily
Wolf River at Landon 02481510 Fecal Coliform,others 1978-1986 ~Monthly
Wolf River at Lyman 02481500 Stage, Discharge 10/1/1964-9/30/1971 Daily
Catahoula Creek near 
Santa Rosa 02481570 Stage, Discharge 7/1/1962-9/30/1966 Daily
The most significant factors in developing a well calibrated computational BASINS2/NPSM 
model includes: (1) accurate sub-watershed delineation, (2) stream data assessment, (3) representative 
precipitation data, (4) land use data, and (5) proper selection of modeling parameters. In the following
section, each of these will be described for the Lyman, Landon, and Santa Rosa calibrations. 
BASINS2/NPSM Model Calibration at Lyman
This section presents the hydrologic model calibration utilizing the USGS flow data at Lyman on
the Wolf River. The location of the station is shown in Figure 4.3
Sub-watershed Delineation
NPSM delineation of the Wolf River watershed for calibration at Lyman is superimposed upon the 
land use map depicted in Figure 4.3. Note that the most southern reach on the Wolf River has been
delineated with a land area that approaches zero. This coupled with manual modification of stream reach
characteristics, enables accurate representation of the effective drainage area associated with the Lyman
gauging station within the NPSM simulation code. 
The Lyman gauging station reflects a drainage area of 65,527 hectares (253 square miles). This
drainage area was subdivided into three sub-watersheds for development of the NPSM simulation.



















Wetland USGS 02481500 
at Lyman Barren Land 
Tundra 
Perennial Snow or Ice 
4  0  4  8  12  Miles  
















elevation change in this drainage area is approximately 50 feet. Reach characteristics, drainage areas, and 
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03170009018 WolfRiver 35 12203 51343 0 96 63,677 Standard
03170009019 MurderCreek 0 4591 14928 76 82 19,677 Wiggins
03170009020 WolfRiver 722 13361 63440 0 371 77,894 Poplarville
All 161,248 
Table 4.5: Wolf River at Lyman River Characteristics.





03170009018 Wolf River 15.0 72.0 102.0 
03170009019 Murder Creek 10.0 157.87 209.94 
03170009020 Wolf River 28.7 222.760 242.38 
t ma 
Stream Data Assessment
As indicated in Table 4.3, stream stage and discharge measurements on the Wolf River are 
available from a USGS gauge station that was maintained near Lyman from October 1964 through 
September 1971. This data was downloaded from the USGS web site (USGS, 1999a). The stream
hydrograph is characterized by strong seasonal variation between typically wet late winter and early spring
seasons and very dry summer and fall seasons. A representative hydrograph for calendar year 1970 is
presented in Figure 4.4.  Strong seasonal storms are quite common in the area and their impact is readily
identified on the stream hydrographs. Model correlation for the dominant storm events and general 
correlation with the characteristically rapid storm recession portion of the hydrograph was deemed most








Hydrologic Flow Calibration at USGS 02481500 
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Meteorological Data
As with other hydrologic models, NPSM applies spatially uniform precipitation at the sub-
watershed level. Unfortunately, none of the weather stations are located within the Lyman sub-watershed.
Consequently, precipitation data of primary importance must be extrapolated from nearest available 
weather stations. For storm events exhibiting significant spatial variability, substantial experimentation was 
done to assess sensitivity of the hydraulic response to the prescribed precipitation data. Meteorological 
data for all historical stations in the U.S. is located at web site www.ncdc.noaa.gov for the National Climate 
Data Center.  
On a macroscopic scale, Figure 4.5 demonstrates spatial variability of precipitation by comparing
the total daily rainfall measured at various weather stations during 1970. As can be seen, measured 
precipitation varies by multiples of two to four for some of the major storm events.  










   
     
  






   
 
In order to develop a representative model of watershed hydraulics it is necessary to supply
precipitation data (and other atmospheric data) to the model at an hourly temporal resolution.  This level of
temporal resolution is required due to variability in watershed hydraulic response to variations in
precipitation hydrographs.  As noted earlier, the only data at hourly resolution is for the Saucier Experiment
Forest, Wiggins Ranger Station, White Sand, and Slidell WSFO weather stations. Remaining precipitation
data is only available at daily temporal resolution as shown in Table 4.2. Unfortunately, the hourly
available weather data is located furthermost from the region of interest and is expected to be least 
representative of actual conditions. Adequate precipitation data are available to develop the WDM 
precipitation input file applied in the NPSM for the period January 1965 through May 1999. 
Other required hourly meteorological data includes evaporation, temperature, wind speed, solar 
radiation, potential evapotranspiration, dewpoint temperature, and cloud cover which must be provided in
the Watershed Data Management (WDM) input file in order to run the NPSM model. However, these 
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was used for all simulation periods prior to 1970. Similarly meteorological data beyond 1995 has not been
released and consequently 1995 meteorological data was applied for simulations beyond 1995. The model
can be extended to include meteorological data beyond 1995 when it becomes available.  As a result, the 
WDM input file applied in the NPSM model includes precipitation and other meteorological data for the 
period January 1965 through May 1999.  
Because of the noted data deficiencies, the most reasonable approach to define representative 
precipitation data is to incorporate spatial variability by assigning different atmospheric data to each sub-
watershed and disaggregating daily data into required hourly data. This explains the application of different
weather station data throughout the watershed indicated earlier in Table 4.3. Precipitation disaggregation 
was accomplished by applying the USGS utility program METCMP (USGS, 1994). The WDMUtil 
(USEPA, Region 4, 1999b) program was used to import new hourly and daily data, disaggregate other 
meteorological data, and create new WDM input file for NPSM model.
Land Use Data
Geographic Information Retrieval and Analysis System (GIRAS) land use data from the 1970s is
made available by USEPA through BASINS2 and was downloaded from the BASINS2 web site (USEPA,
1998) for this project.  The BASINS default land use data, originally obtained from USGS, uses the 
Anderson Level I and Level II classifications. This data was applied to simulations for the period 1965 
through 1985. 
Hydrologic Modeling Parameters
Several studies (Jacomino, 1997, Fontaine, 1997, USEPA, Region 3, 1998a, 1998b, 1998c) have
been made applying NPSM (and its predecessor code HSPF) that assess the significance of the many
modeling parameters used to describe a selected watershed.  Much of this application data has been
compiled into a windows-based data database, HSPFParm, which contains HSPF model input parameter 
values applied in more than 40 projects throughout the United States (Donigian et al, 1999). Reference was

















   
     
   
   
 
 





For most referenced applications, it has been determined that the storage, infiltration and
interception parameters for the lower and upper soil zones (LZSN, LZS, UZSN, UZS, INFILT, CEPSC, 
LZETP, AGWS), and the friction and hydrograph parameters for stream reaches (NSUR, INTFW) are most
influential. Numerous simulations were made to assess sensitivity of the Lyman model to these NPSM 
parameters in conjunction with the previously noted variation in atmospheric and land use data. 
NPSM/HSPF hydrology parameters and value ranges (USEPA Office of Water, 1999c) and calibrated 
model values are presented in Table 4.6.  
Hydrologic Calibration Results
Using the described boundary data and watershed delineation, NPSM was applied to model the 
Lyman watershed for the period January 1965 through September 1971. As expected, simulation results
were most sensitive to the applied precipitation data. Simulations were made for four precipitation
strategies, which are summarized in Table 4.7. The various strategies utilized different combinations of
atmospheric data applied to the identified sub-watershed delineation. Each strategy represents a reasonable 
application of available measured precipitation to the defined Lyman sub-watersheds. Comparisons with
stream gauge data were made graphically and by calculation of integral stream volumetric flux on both
seasonal and individual storm variations.  Based upon these comparisons, strategy 4 produced simulation
results that best replicated field observations. 
After determination of the preferred precipitation scenario, the aforementioned NPSM parameters 
were adjusted to further refine model correlation with field data. Representative comparison of the 
observed and modeled daily stream flow rate is presented in Figures 4.6 – 4.8 for selected model years.
Comparison is quantified in Table 4.8 by comparing the percent error between modeled and measured 
stream volume on the basis of annual, seasonal, and major storm events. An analysis utility developed for
USEPA (USEPA Region 4, 1999d) was used to make this comparison. This utility integrates the modeled 








    
 















   
   
 










Table 4.6: NPSM/HSPF Hydrology Parameters and Value Ranges.
Name Definition Units 
Range of Values 
St. Louis Bay
WatershedTypical Possible 
MIN MAX MIN MAX 
PWAT-PARM2
FOREST Fraction forest cover None 0.0 0.5 0.0 0.95 0.0 
LZSN Lower zone nominal soil moisture storage Inches 3.0 8.0 2.0 15.0 14.10 
INFILT Index to infiltration capacity
In/ hr 0.01 0.25 0.001 0.50 0.10 
LSUR Length of overland flow Feet 200 500 100 700 300 
SLSUR Slope of overland flowplane None 0.01 0.15 0.001 0.30 0.035 
KVARY Variable groundwaterrecession
1/ 
inches 0.0 3.0 0.0 5.0 0.50 





PETMAX Temp below which ET is reduced °F 35.0 45.0 32.0 48.0 45.0 
PETMIN Temp below which ET is set to zero °F 30.0 35.0 30.0 40.0 35.0 
INFEXP Exponent in infiltration equation None 2.0 2.0 1.0 3.0 2.0 
INFILD Ratio of max/meaninfiltration capacities None 2.0 2.0 1.0 3.0 2.0 
DEEPFR Fraction of GW inflow to deep recharge None 0.0 0.20 0.0 0.50 0.40 
BASETP Fraction of remaining ETfrom baseflow None 0.0 0.05 0.0 0.20 0.05 
AGWETP Fraction of remaining ETfrom active GW None 0.0 0.05 0.0 0.20 0.20 
PWAT-PARM4
CEPSC Interception storage capacity Inches 0.03 0.20 0.01 0.40 
0.06-0.16   
(monthly variable
with land use)
NSUR Manning’s n (roughness)for overland flow None 0.15 0.35 0.10 0.50 0.05 
UZSN Upper zone nominal soil moisture storage Inches 0.1 1.0 0.05 2.0 1.97 
INTFW Interflow inflowparameter None 1.0 3.0 1.0 10.0 10.0 
IRC Interflow recessionparameter None 0.5 0.7 0.3 0.85 0.60 








Stream: Wolf River 
03170009019 
 Stream: Murder Creek
03170009020 
Stream: Wolf River 
 1  Saucier Exp Station  Saucier Exp Station  Saucier Exp Station
 2  Poplarville Exp Station  Poplarville Exp Station  Poplarville Exp Station
3 Standard Standard Standard 







Hydrologic Flow Calibration at USGS 02481500 

















J-66 F-66 M-66 A-66 M-66 J-66 J-66 A-66 S-66 O-66 N-66 D-66 
Time (mon, year) 
Observed Flow NPSM Flow 
Figure 4.6: Hydrologic Flow Calibration at USGS 02481500 Wolf River at Lyman – 1966. 
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Hydrologic Flow Calibration at USGS 02481500 
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Table 4.8:  Percent Error and Comparison of Observed and Computed Flow and Volume. 
Simulated Observed 
Year 1966 1968 1970 1966 1968 1970 
Total In-stream Flow 32.10 17.11 24.14 29.37 13.12 23.22 
Total of highest 10% flow 13.45 5.96 8.34 15.76 5.07 8.95 
Total of lowest 50% flow 5.01 3.09 4.19 2.81 1.93 4.31 
Summer flow volume (months 7-9) 4.34 1.61 3.46 2.94 1.64 3.46 
Fall flow volume (months 10-12) 4.33 6.32 6.84 2.94 3.27 6.01 
Winter flow volume (months 1-3) 18.39 6.78 10.00 20.43 5.75 8.86 
Spring flow volume (months 4-6) 5.04 2.40 3.84 3.40 2.46 4.89 
Total storm volume 25.60 13.08 20.74 25.12 10.76 19.64 
Summer storm volume (7-9) 3.19 0.87 2.74 2.38 1.36 2.64 
Errors (Simulated - Observed) 1966 1968 1970 
Error in total volume 8.51 23.35 3.83 
Error in 50% lowest volume 43.88 37.53 -2.87 
Error in 10% highest flows -17.18 14.98 -7.34 
Seasonal volume error-Summer 32.33 -1.73 0.09 
Seasonal volume error - Fall 40.08 48.30 12.23 
Seasonal volume error - Winter -11.11 15.22 11.31 
Seasonal volume error - Spring 32.46 -2.58 -27.21 
Error in storm volumes 1.89 17.75 5.28 
Error in summer storm volumes 25.26 -55.65 3.47 
As illustrated, the overall error in flow and volume between measured and simulated values is very
good. Stream base flow and the rising and recession limbs of storm hydrographs are well replicated and 
most major storm events are reproduced.  
As expected, the model does not replicate all major storm events equally well. It is informative to
contrast the storms of March 3-5, 1970 and May 28 – June 2, 1970. The March 3 event is indicative of a 
storm that is simulated well as illustrated in Figure 4.8. The spatial rainfall distribution is depicted in Figure 
4.9 for this event. As illustrated, there is very little spatial variability throughout the watershed for this 
storm event, leading to an accurate representation of watershed response. The May 28 event is indicative of
a storm that is not well simulated as illustrated in Figure 4.8. The spatial rainfall distribution for this event 
is depicted in Figure 4.10. As illustrated, there is substantial spatial variability, which leads to significant 
degradation of correlation between the NPSM model and field data. Similar evaluation of isolated storm
events exhibiting poor correlation improved the level of confidence in the computational model calibration
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si n c e  a  c a us e  f or  i s ol at e d  d e gr a d e d  c orr el ati o n  c a n  b e  i s ol at e d  a n d  attri b ut e d  t o  a p pli e d  b o u n d ar y  d at a 
r at h er  t h a n f u n d a m e nt al  w at ers h e d  m o d eli n g  p ar a m et ers.  H e n c e,  it  c o ul d  b e  c o n cl u d e d  t h at  t h e 
c o m p ut ati o n al m o d el is r e pr es e nt ati v e of t h e w at ers h e d a n d c o ns e q u e ntl y c a n b e a p pli e d wit h  c o nfi d e n c e as  
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# C o u nti e s. d bf 
# St o r m _ 1 9 7 0. d b f 




R ai nf all Di st ri b uti o n 
( M a y 2 8- J u n e 2, 1 9 7 0) 




   
   
 
 
      




      
 
Si mi l ar a n al ys e s w er e m a d e f or ot h er st or m e v e nts e x hi biti n g p o or c orr el ati o n. S u c h st or m e v e nts 
g e n er all y e x hi bit e d si g nifi c a nt  s p ati al  v ari a bilit y  t hr o u g h o ut  t h e  st u d y  ar e a  c o u pl e d  wit h  si g nifi c a nt 
t e m p or al  v ari a bilit y.  I m pr o v e m e nt  of  d at a  c orr el ati o n  f or  t h es e  e v e nts  will  r e q uir e  t h e  d e v el o p m e nt  of  a 
w at ers h e d  m o d el  at  m u c h  gr e at er  l e v el  of  d et ail  i n  s p ati al  a n d  t e m p or al  v ari ati o n  f or  b ot h  l a n d  us e  a n d 
at m o s p h eri c d at a. A w at ers h e d m o d el at t h at l e v el of d et ail is n ot p o ssi bl e or pr a cti c al utili zi n g N P S M a n d 
a v ail a bl e d at a. H o w e v er, it is si g nifi c a nt t o b e a bl e t o i d e ntif y t h e c a us e of dis cr e p a n ci es i n si m ul at e d a n d 
o b s er v e d fl o w.   
B A SI N S 2/ N P S M M o d el C ali b r ati o n at L a n d o n 
T his s e cti o n pr es e nts t h e h y dr ol o gi c m o d el c ali br ati o n utili zi n g t h e U S G S fl o w d at a at L a n d o n o n t h e W olf 


































4  0  4  8  12  Miles  USGS 02481510 Perennial Snow or Ice 
at Landon 




NPSM delineation of the Wolf River watershed for calibration at Landon is depicted in Figure 
4.11. The Landon gauging station reflects a drainage area of 79,772 hectares (308 square miles). This
drainage area was subdivided into three sub-watersheds for development of the NPSM simulation.
Delineation was based upon BASINS2 RF1 resolution river data and watershed topography. Reach
characteristics, drainage areas, and applied weather station data source for each river segment is
summarized in Tables 4.9 and 4.10.  
Stream Data Assessment
Daily discharge measurements are available for the Wolf River from a USGS gauge station that 
has been maintained near Landon from August 1, 1971 to present.  These data were downloaded from the 
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T a bl e 4. 9: W olf Ri v er W at er s h e d L a n d Us e Distri b uti o n i n E a c h S u b w at er s h e d f or H y dr ol o gi c C ali br ati o n 
o n W olf Ri v er at L a n d o n. 
L a n d 
Us e 
T y p e 
S u b-
w at e r s h e d 
St r e a m 
N a m e 
U r b a n 
o r 
B uilt- u p 
( a c r e s)
A g ri c ult u r e 
( c r o pl a n d/ 
p a st u r e) 
( a c r e s)
F o r e st 
( a c r e s)
W etl a n d 
( a c r e s)
B a r r e n 
( a c r e s)
T ot al 
A r e a 
( a c r e s)
A p pli e d 
W e at h e r 
St ati o n 
GI R A S 
0 3 1 7 0 0 0 9 0 1 8 
W olf 
Ri v er 
3 2 1 6 4 4 1 8 0 2 8 8 0 2 1 3 9 6, 9 7 4 St a n d ar d 
0 3 1 7 0 0 0 9 0 1 9 
M ur d er 
Cr e e k 
0 4 5 9 0 1 4 8 9 6 7 6 7 7 1 9, 6 3 9 Wi g gi ns 
0 3 1 7 0 0 0 9 0 2 0 
W olf 
Ri v er 
7 2 1 1 3 2 7 7 6 3 3 1 6 0 3 7 1 7 7, 6 8 5 P o pl ar v ill e
All 1 9 4, 2 9 8 
M A RI S 
0 3 1 7 0 0 0 9 0 1 8 
W olf 
Ri v er 
0 9 4 0 3 8 6 9 6 2 0 3 4 7 9 6, 7 1 2 S a u ci er 
0 3 1 7 0 0 0 9 0 1 9 
M ur d er 
Cr e e k 
0 3 1 8 9 1 6 2 3 6 0 2 4 1 9, 4 4 9 Wi g gi ns 
0 3 1 7 0 0 0 9 0 2 0 
W olf 
Ri v er 
5 4 4 
1 1 5 9 8 6 5 4 3 7 0 1 1 1 7 7, 6 9 0 P o pl ar v ill e
All 1 9 3, 8 5 1 
T a bl e 4. 1 0: Ri v er C h ar a ct eristi cs f or H y dr ol o gi c C ali br ati o n o n W olf Ri v er at L a n d o n. 
S u b w at e rs h e d St r e a m N a m e 
Ri v e r L e n gt h 
( mil e) 
� h 
(ft) 
Ri v e r El e v ati o n 
(ft) 
0 3 1 7 0 0 0 9 0 1 8 W olf Ri v er 2 5. 0 8 4. 0 8 4. 0 
0 3 1 7 0 0 0 9 0 1 9 M ur d er Cr e e k 1 0. 0 1 5 7. 8 7 2 0 9. 9 4 
0 3 1 7 0 0 0 9 0 2 0 W olf Ri v er 2 8. 7 2 2 2. 7 6 2 4 2. 3 8 
M et e or ol o gi c al D at a 
As  wit h  t h e  L y m a n  c ali br ati o n,  n o n e  of  t h e  a v ail a bl e  w e at h er  st ati o ns  ar e  l o c at e d wit hi n  t h e 
L a n d o n s u b- w at er s h e d.  C o ns e q u e ntl y,  m et e or ol o gi c al  d at a  w as  e xtr a p ol at e d  fr o m  n e ar e st  a v ail a bl e 
w e at h er st ati o ns.   T h e a p pli e d w e at h er st ati o ns f or h y dr ol o gi c c ali br ati o n o n t h e W olf Ri v er w at ers h e d ar e 
list e d i n T a bl e 4. 9. 
L a n d Us e D at a 
GI R A S  l a n d  us e  d at a  fr o m  1 9 7 0 s  is m a d e  a v ail a bl e  b y U S E P A  t hr o u g h  B A SI N S 2  a n d  w as 
d o w nl o a d e d  fr o m  t h e  B A SI N S 2  w e b  sit e  ( U S E P A  Offi c e  of  S ci e n c e  a n d  T e c h n ol o g y,  1 9 9 9 a)  f or  t his 









     












   
 
     
  




Retrieval and Analysis System (GIRAS) and uses the Anderson Level I and Level II classifications. This
data was applied to simulations for the period 1965 through 1985.  
Updated land use data from 1992-1993 were obtained from the Mississippi Automated Resource 
Information System (MARIS) data set and merged with the BASINS2 data by using the USEPA Watershed
Characterization System (WCS) utility program (USEPA, 1999e). This land use information is based on
data collected by the State of Mississippi's Automated Information System (MARIS, 1997). This dataset is
based on Landsat Thematic Mapper digital images taken between 1992 and 1993.  The MARIS data are 
classified on a modified Anderson level I and II system. The MARIS land use dataset was used for 
hydrologic calibration period 1988 through 1999. 
Hydrologic Modeling Parameters
Initial hydrologic calibration on Wolf River at Landon was accomplished utilizing historical data 
for period 1971 to 1985. Final hydrologic calibration on Wolf River at Landon was accomplished utilizing
historical data for period 1988 to 1999. Hydrologic parameters found in the initial hydrologic calibration at 
Lyman were used in the hydrologic calibration at Landon.   
Hydrologic Calibration Results
Using the boundary data and watershed delineation described, the Landon watershed was modeled 
from 1971 to present. As expected simulation results were most sensitive to the applied precipitation data. 
Simulations were made for four precipitation strategies summarized in Table 4.7. Each strategy represents a 
reasonable application of available measured precipitation to the defined Landon sub-watersheds. 
Comparisons with stream gauge data were made graphically and by calculation of integral stream
volumetric flux on both seasonal and individual storm variations. The integral stream quantities were 
calculated following the procedure (USEPA Region 4, 1999a) outlined by EPA for TMDL studies.
Results are illustrated in Figures 4.12 to 4.15 and Table 4.11 for selected times and events within
the modeled period. The results presented indicate that applying precipitation scenario four provides the 
best correlation with stream data measured at Landon. This is illustrated by comparing simulations for 





    
     







Measured versus calculated stream volume, using the optimal NPSM parameters and the preferred 
precipitation scenario 4 is depicted in Figures 4.12-4.15 for various time periods between 1972 and 1999. 
The overall trend of the comparisons is quite good with many of the major storm events being captured. 
As expected, however, there are isolated storm events for which data correlation is less than
desired.  As illustrated earlier for calibration at Lyman, events poorly represented by the model generally
exhibited a high level of spatial variability of precipitation.
Hydrologic Flow Calibration at USGS 02481510 












J-72 F-72 M-72 A-72 M-72 J-72 J-72 A-72 S-72 O-72 N-72 D-72 









Observed Flow NPSM Flow 
Figure 4.12: Hydrologic Flow Calibration at USGS 02481510 Wolf River at Landon–1972  










Hydrologic Flow Calibration at USGS 02481510 





















J-79 F-79 M-79 A-79 M-79 J-79 J-79 A-79 S-79 O-79 N-79 D-79 
Time (mon, year) 
Observed Flow NPSM Flow 
Figure 4.13: Hydrologic Flow Calibration at USGS 02481510 Wolf River at Landon–1979 








Hydrologic Flow Calibration at USGS 02481510 



















J-83 F-83 M-83 A-83 M-83 J-83 J-83 A-83 S-83 O-83 N-83 D-83 
Time (mon, year) 
Observed Flow NPSM Flow 
Figure 4.14: Hydrologic Flow Calibration at USGS 02481510 Wolf River at Landon–1983 




























J-94 F-94 M-94 A-94 M-94 J-94 J-94 A-94 S-94 O-94 N-94 D-94 
Time (mon, year) 
Hydrologic Flow Calibration at USGS 02481510 
Wolf River near Landon 
Observed Flow NPSM Flow 
Figure 4.15: Hydrologic Flow Calibration at USGS 02481510 Wolf River at Landon–1994 




 Simulated  Observed
1972 1979 1983 1972 1979 1983 
 Total In-stream Flow 31.35 43.27 49.56 27.15 39.39 41.35 
Total of highest 10% flow 14.11 18.26 21.49 13.63 17.99 20.18
Total of lowest 50% flow 3.29 5.76 6.75 2.38 5.30 4.63
 Summer flow volume (months 7-9) 1.77 10.59 5.45 1.34 10.13 3.85 
 Fall flow volume (months 10-12) 7.79 7.67 9.25 5.43 5.40 7.50 
 Winter flow volume (months 1-3) 13.40 16.08 20.42 13.59 15.22 15.49 
 Spring flow volume (months 4-6) 8.38 8.92 14.45 6.79 8.64 14.51 
 Total storm volume 29.43 40.87 43.78 25.19 36.61 37.55 
 Summer storm volume (7-9) 1.29 9.99 3.99 0.84 9.43 2.90 
Errors (Simulated - Observed) 1972 1979 1983  
 Error in total volume 13.38 8.97 16.57 
 Error in 50% lowest volume 27.80 8.58 31.35 
 Error in 10% highest flows 3.35 1.50 6.12 
Seasonal volume error -Summer 24.55 4.40 29.28 
 Seasonal volume error - Fall 30.30 29.56 18.89 
Seasonal volume error - Winter -1.42 5.33 24.15 
Seasonal volume error - Spring 18.94 3.24 -0.42 
 Error in storm volumes 14.43 10.41 14.22 
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BASINS2/NPSM Model Calibration at Santa Rosa
This section presents the hydrologic model calibration utilizing the USGS flow data at Santa Rosa 
on the Jourdan River. The location of the station is shown in Figure 4.16.
Sub-watershed Delineation
NPSM delineation of the Jourdan River watershed for calibration at Santa Rosa is depicted in
Figure 4.16. The Santa Rosa gauging station reflects a drainage area of 155 square miles. This drainage
area was subdivided into five sub-watersheds for development of the NPSM simulation. Delineation was 
based upon BASINS2 RF1 resolution river data and watershed topography. Reach characteristics, drainage
































































































River 0 31 1216 0 0 1,247 Picayune
03170009029 Hickory
Creek 21 9845 22946 0 17 32,829 Standard
03170009030 Catahoula 
Creek 0 7569 13774 0 6 21,343 Picayune









River 0 18 1174 0 39 1231 Picayune
03170009029 Hickory
Creek 27 4854 27699 30 13 32,623 Picayune
03170009030 Catahoula 
Creek 0 3924 17379 3 12 21,318 Picayune
03170009031 Mill Creek 0 6011 12155 8.9 0 18,166 Picayune
All 97,069 
Table 4.13: Jourdan River Watershed River Characteristics.






03170009027 Jourdan River 3.00 13.00 30.0 
03170009028 Jourdan River 2.40 7.0 42.50 
03170009029 Hickory Creek 17.70 104.67 98.34 
03170009030 Catahoula Creek 14.30 104.95 98.48 















   
 

















Flow measurements are available for the Jourdan River from a USGS gauge station that was
maintained near Santa Rosa from July 1, 1962 to September 30, 1966. These data were downloaded from
the USGS web site (USGS, 1999a). 
Meteorological Data
As with other hydrologic models, NPSM applies spatially uniform precipitation at the sub-
watershed level. The applied weather stations for hydrologic calibration on this watershed are listed in
Table 4.12. 
Land Use Data
GIRAS land use data from 1970s is made available by USEPA through BASINS2 and was 
downloaded from the BASINS2 web site (USEPA Office of Science and Technology, 1999a) for this
project.  The BASINS default land use data were originally obtained from USGS Geographic Information
Retrieval and Analysis System (GIRAS) and use the Anderson Level I and Level II classifications. This
data was applied to simulations for the period 1965 through 1985. 
Hydrologic Calibration Parameters
Initial hydrologic calibration on Jourdan River at Santa Rosa was accomplished utilizing historical 
data for period 1962 to 1966. Hydrologic parameters found in the initial hydrologic calibration on the Wolf
River at Lyman and Landon were used in the hydrologic calibration at Santa Rosa.  
Hydrologic Calibration Results
Using the boundary data and watershed delineation described, the Jourdan River watershed was
modeled from 1965 to 1966. As expected simulation results were most sensitive to the applied precipitation
data. Measured versus calculated stream flow, using the optimal NPSM parameters and the preferred 
precipitation scenario is depicted in Figures 4.17-4.18 for calendar years 1965 and 1966. The percent error 
in simulated and observed flow rates and volumes for the year 1965 are provided in Table 4.14. The 
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Hydrologic Flow Calibration at USGS 02481570 
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Table 4.14: Percent Error and Comparison of Observed and Computed Flow and Volume. 
 Simulated Observed 
Year 1965 1965 
Total  in-stream Flow 17.73 15.62 
Total of highest 10% flow 7.60 8.72 
Total of lowest 50% flow 2.89 1.58 
Summer flow volume (months 7-9) 3.15 2.04 
Fall flow volume (months 10-12) 5.32 2.87 
Winter flow volume (months 1-3) 7.11 9.56 
Spring flow volume (months 4-6) 2.15 1.15 
Total storm volume 15.88 14.01 
Summer storm volume (7-9) 2.68 1.63 
Errors (Simulated - Observed) 1965 
Error in total volume 11.88
Error in 50% lowest volume 45.42 
Error in 10% highest flows -14.83 
Seasonal volume error –Summer 35.27 
Seasonal volume error – Fall 45.97 
Seasonal volume error – Winter -34.45 
Seasonal volume error – Spring 46.54 
Error in storm volumes 11.76 
Error in summer storm volumes 39.14 
Watershed Water Quality Model Calibration
The establishment of the relationship between the instream water quality target and the waste 
source loadings is a critical component of TMDL development. It allows for the evaluation of management
alternatives that will achieve the desired source load reductions. The link can be established through several 
techniques, from qualitative assumptions based on sound scientific principles to sophisticated modeling
techniques. Ideally, in this study, the linkage will be supported by the instream monitoring data to 
associate the response of St. Louis Bay to flow and loading conditions. 
Several parameters are specified in NPSM in order to compute the quality of runoff from each
subwatershed in St. Louis Bay. In the present study, the concentration of fecal coliform was modeled. For 
each subwatershed in St. Louis Bay watershed, the NPSM requires pollutant accumulation and deposition
rates for fecal coliform bacteria. A review of the literature (USEPA, 1983, Najarian, et al., 1986) shows a 
large variation in pollutant loading rates from case studies performed across the country. In this section, the 
  
 
relationship between the instream water quality target and the waste source loadings will be established by 
using the instream monitoring data, flow, and loading conditions. 
 
Overview and Steps in the Water Quality Calibration Process 
 
Water quality calibration was begun after completion of the hydrology calibration described in 
 
 
    
  
 
     
 
   
 





   
    
   
   
 




section 4.1. Whereas, flow modeling deals with a single constituent – water quantity – and a single primary
source – precipitation, water quality must consider numerous constituents, various forms or species, and
multiple sources.  In the calibration of the watershed model for fecal coliform in St. Louis Bay watershed,
the sources modeled include point (municipal and industrial) discharge, watershed land uses, septic tanks 
and animal waste.  Fecal coliform contributions from all these sources are estimated or measured, 
hydrologic transport processes are superimposed, and then water quality modeling is performed to allow
adjustments in parameters and sources as part of the calibration process.
Water quality calibration is an iterative process. The model predictions are the integrated results of
all the assumptions used in developing the model input and in representing the modeled process. Difference 
in model predictions and the observations require the model user to re-evaluate these assumptions, in terms 
of both the estimated model input and model parameters, and consider the accuracy and uncertainty in the 
observations.
To develop a representative linkage between the sources and the instream water quality in all the 
reaches in St. Louis Bay watershed, model parameters were adjusted until reasonable nonpoint and point
source loading rates were found that produced acceptable correlation with available field data.  Parameters
related to fecal coliform surface loading as well as background concentrations in the reaches were adjusted 
by comparing the modeled in-stream concentrations to available observed data. This process was limited by
the absence of continuous data for high flow and storm flow conditions. The loading parameters for urban
and non-urban areas from Tetra Tech, Inc modeling studies (USEPA Region 3, 1998a, 1998b, 1998c) were 
applied as reference values in several instances. 
To summarize water quality calibration of the watershed model, the following steps were 














     
   
 












a. Develop expected ranges of nonpoint loadings from each land use as a basis for evaluating model 
estimates. 
b. Evaluate washoff rates. 
c. Evaluate and estimate production rates from animal waste contributions. 
d. Perform water quality model runs and calibration at selected subbasin and mainstem stations. 
Instream Water Quality Monitoring Data
Periodic monitoring for fecal coliform bacteria at a number of locations in the St. Louis Bay
watershed has been conducted over the years. However, only one historic monitoring site is located in the 
upper St. Louis Bay watershed (non-tidal area) found in the STORET database containing at least one fecal 
coliform bacteria data value. The site labeled USGS 02481510 as shown in Figure 4.1 was monitored by
USGS from 1978 to 1986 and from 1991 to 1999. The first survey 1978 to 1986 and the second survey
1991 to 1999 were used to calibrate and verify the model, respectively. This station was sampled 
approximately once per month throughout the study period.  A time-series plot of the fecal coliform data 
for station USGS 02481510 is shown in Figures 4.19a and 4.19b. From these figures it is apparent that
individual sample points are occasionally higher than the state water quality standards for monthly and
weekly daily averages of 200 and 400 MPN/100 mL, respectively. A summary of the fecal coliform data 
for the monitoring station on Wolf River near Landon is given in Table 4.15.
Table 4.15:  Summary of Fecal Indicator Bacteria from USGS 02481510 Station (1978-1986). 
Station 
Fecal Coliform Bacteria (MPN/100 mL) Fecal Streptococci 






















Fecal Coliform Profile at USGS 02481510 




































Fecal Coliform Calibration at USGS 02481510 









































   
 









     
    









Both fecal coliform (FC) and fecal streptococci (FS) were measured during the 1978-1986 survey. 
The ratio of fecal coliform to fecal streptococci can indicate possible sources of bacterial contamination.
Each warm-blooded species has a unique bacteria ratio of fecal coliform to fecal streptococci in the 
intestinal tract. In humans, this ratio is generally greater than 4.0 whereas in animals the ratio is usually less 
than 0.7. Therefore, ratios greater than 4.0 in stream-water samples indicate that the source of bacterial 
contamination is likely human waste. Conversely, ratios of less than 0.7 indicate a bacterial source, which
is non-human. Intermediate ratios indicate mixed or undetermined sources of bacterial contamination. The 
USGS station on Wolf River had a FC/FS ratio of 2.27 indicating the likely source of bacterial 
contamination is from mixed or undetermined sources (APHA, 1985). 
Assessment of Point Sources
The greatest potential source of human-generated fecal coliform contamination from point sources
is municipal wastewater.  Untreated municipal wastewater typically has a total coliform count of 1.0E+07 
to 1.0E+09 MPN/ 100 mL (Novotny and Olem, 1994), containing significant concentrations of fecal 
coliform bacteria, viruses, protozoans, and other parasites. Typical municipal wastewater treatment reduces
the total coliform count in effluent by approximately 3 orders of magnitude, to the range of 1.0E+04 to
1.0E+06 MPN/100 mL. Untreated municipal wastewater, while not discharged intentionally, may reach
waterbodies through leaks in sanitary sewer systems, overflows from surcharged sewers (non-combined
sewers), illicit connections of sanitary sewers to storm sewer collection systems, or unidentified broken
sanitary sewer lines. The potential significance of municipal wastewater as a bacteria source is shown in
Table 4.16, which compares typical coliform levels from several waste streams, including raw sewage, 
combined sewer overflows, failed septic systems, stormwater, and forest runoff.
There are no point sources permitted for fecal coliform bacteria in the upper St. Louis Bay
Watershed. Point sources discharging in the tidally influenced portion of the study area were considered to
















    
    
    
    
     
     
  
   
 
 






Table 4.16: Comparison of Bacterial Densities in Different Waste Streams  (Center of Watershed, 1999) 





Untreated municipal wastewater 2.3E+07 6.4E+06 1.2E+06 
Combined sewer overflow 1.04 - 107 104 – 106 106 
Failed septic systems 104 - 107 104 – 106 105 
Urban stormwater runoff 104 - 105 2.0x104 104 - 105 
Forest runoff 102 - 103 101 – 102 102 - 103 
Assessment of Nonpoint Sources
Nonpoint sources of fecal coliform bacteria are grouped into two components: urban and non-
urban areas. In urban areas, the main sources of loading are from surface stormwater flow, failing septic 
tanks, leakage of sanitary sewer systems, and domestic household pets. In non-urban areas, the sources of
fecal coliform are from runoff of wastes associated with the erosion of sediments, domestic animal farms,
wildlife, and failing septic tanks. 
The major rivers in St. Louis Bay Watershed are Wolf River and Jourdan River.  There are many
bayous in tidal areas such as Rotten Bayou, Bayou La Croix, Bayou De Lisle, and Bayou Portage. 
Adequate long-term data were not available to characterize the flow and bacterial loading from each of
these major rivers and bayous. As mentioned earlier, only one station on the Wolf River near Landon has 
long-term flow data and limited fecal coliform measurements. 
Based on available information for cattle, chickens and hogs from WCS (USEPA, 1999) and 
wildlife distribution estimates (Minnis, 1999; GAP, 1999), the daily fecal coliform loads were computed 
for each sub-watershed in tidal and nontidal areas in St. Louis Bay watershed using the EPA fecal coliform
spreadsheet (USEPA, 1999).  The average fecal coliform loading rates for different animal species used for 
total load computation are given in Table 4.17.  Farm animal population estimates for St. Louis Bay
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Table 4.17: Estimated Fecal Coliform Production Rates.
Animal Fecal Coliform ProductionRate Reference 
Beef Cow 5.40E+09 cfu/day Metcalf & Eddy, 1991 
Chicken 0.24E+09 cfu/day Metcalf & Eddy, 1991 
Turkey 0.13E+09 cfu/day Metcalf & Eddy, 1991 
Duck 11.0E+09 cfu/day Metcalf & Eddy, 1991 
Goose 49.0E+09 cfu/day LIRPB, 1982 
Deer 0.50E+09 cfu/day USEPA Region 3, 1998a 
Waste Source Representation
Both point and nonpoint sources were considered in the model. Point source inputs to the 
watershed model were developed for the 1978-1986 and 1991-1999 periods. These data represent all
loadings from municipal and industrial facilities and septic tanks that discharge to channel reaches in the 
watershed. There are no wastewater treatment plants or waste dischargers within the upper part of the 
watershed. Point sources discharging in the tidally influenced portion of the study area were considered to
be a direct discharge to the tidal Bay and were not included as part of the Watershed Model input data.  
The three major nonpoint source categories that were considered in this study were: forest land, 
agricultural land, and urban areas. A variety of parameters needed for predicting runoff and fecal loadings
were estimated for each of the land uses within the 31 subwatersheds. A fecal coliform spreadsheet 
developed by for EPA (Tetra Tech, 1999) was used to quantify point and nonpoint sources bacteria for the 
St. Louis Bay Watershed. This spreadsheet was used to calculate the fecal coliform loading from different
land uses.
As will be discussed later, several assumptions were made to quantify the fecal loading due to
farm practices and land management.
Failing Septic Systems
Septic system discharges were quantified based on the following information: the number of septic 
tanks within each of the 31 subwatersheds based on 1990 Census Data, assumed average daily discharge of





   
    
    
 






    
        
   















The septic tank failure rate was estimated to be fifty percent (50%) (MS Dept. of Health, 1999). The 
applied failure rate was further justified through model calibration.  The distribution of septic tanks in St.
Louis Bay watershed is shown in Figure 4.20. The number of septic tanks in each sub-watershed was
normalized by watershed area. Fecal loads from failing septic systems were input into the NPSM model as 
an equivalent point source discharge. Consequently, these discharges were assumed to be constant
throughout the simulation period. The fecal coliform loading due to septic tanks is shown in Table 4.19.
Wildlife
Fecal coliform loading parameters for forestland uses were based on the wildlife population within
the study area. The Department of Wildlife and Fisheries at Mississippi State University (GAP, 1999) 
incorporated the information of wildlife population into ARC/INFO GIS system. Deer are distributed 
throughout the watershed based on a density of 30 and 20 deer per square mile for Pearl River and
Pascagoula River Basins, respectively.  Since reported unit contributions of fecal coliform from small 
animals (ducks, geese, raccoons, squirrel etc.) are significantly lower than that from deer, fecal coliform
load from wildlife population was limited to only deer.  Deer population density of 30 deer per square mile
was utilized in this study. A fecal coliform production rate of 5.00E+08 counts/day/deer was used in the 
model as shown in Table 4.17.  Fecal coliform accumulation loading rate for deer population habitat (forest 
land use) is 2.34E+07 counts/acre/day.
Land Application of Hog and Cattle Manure
The fecal coliform spreadsheet was used to estimate the fecal coliform loadings contributed by
hog and cattle from each subwatershed.  Fecal coliform production rates of 1.08E+08 MPN/day/hog and
5.40E+09 MPN/day/cow were used to quantify the fecal coliform loadings (ASAE, 1998 and Metcalf and 
Eddy, 1991).  Manure application rates to pastureland vary on a monthly basis. Data from Pascagoula River 











Table 4.18: Livestock Population Estimates in St. Louis Bay Watershed. 
Subwatershed Beef Cows Swine      
(Hogs) 
Dairy Cows Poultry Cattle 
3170009018 1453 48 101 6 2759 
3170009019 495 4 28 2 954 
3170009020 1687 11 86 27146 3700 
3170009025 14 1 1 0 27 
3170009026 836 83 61 2 1567 
3170009027 193 13 13 1 366 
3170009028 3 0 0 0 6 
3170009029 793 70 56 2 1492 
3170009030 616 22 38 2 1187 
3170009031 946 36 59 3 1820 
3170009032 38 4 3 0 71 
W6 31 1 3 0 59 
W7 43 1 5 0 82 
W8 22 1 2 0 42 
W9 5 0 1 0 9 
W10 2 0 0 0 3 
W11 2 0 0 0 3 
W12 3 0 0 0 5 
W13 2 0 0 0 3 
W14 8 0 1 0 16 
W15 0 0 0 0 0 
W16 8 0 1 0 15 
W17 0 0 0 0 0 
W18 11 1 1 0 22 
W19 67 7 5 0 126 
W20 281 22 23 1 530 
W21 300 30 22 1 562 
W22 25 2 2 0 47 
W23 135 13 10 0 253 
W25 69 7 5 0 130 
W26 21 2 2 0 39 
W27 56 6 4 0 105 
W28 8 1 1 0 14 
W29 12 1 1 0 22 
W30 20 2 1 0 37 
W31 17 1 1 0 14 
W32 8 2 1 0 32 








































































L a m ar C o u nt y Bl o c k Gr o u p B g 7 3 
St o n e C o u nt y Bl o c k Gr o u p B g 1 3 1 
Stl o ui s b a y. s h p W E 
P e arl Ri v er C o u nt y Bl o c k Gr o u p B g 1 0 9 
H ar ri s o n C o u nt y Bl o c k Gr o u p B g 4 7 
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H a n c o c k C o u nt y Bl o c k Gr o u p B g 4 5 
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Manure produced by grazing beef and dairy cattle is assumed to be spread on pastureland
throughout the year. The number of grazing cattle is computed by subtracting the number of confined cattle
from the total number of cattle on each sub-watershed.  The cattle population was determined from the 
1997 Census of Agriculture Data, which was provided by WCS (Tetra Tech, 1999). A cattle population
survey conducted by USDA (1999) to primarily estimate the cattle distribution in each subwatershed was
referred. The cattle population distribution from this survey is shown in Figure 4.21. This survey data was
supplemented with direct field observations. The fecal coliform content of manure produced by grazing
cattle is estimated by multiplying the number of grazing cattle by a fecal coliform production rate of
5.40E+09 MPN/day/cow (Metcalf and Eddy, 1991).  It was assumed that no manure was applied to
cropland area. 
Land Application of Poultry Litter
The fecal coliform spreadsheet was used to estimate the concentration of bacteria, which
accumulates in the dry litter where poultry waste is collected.  The fecal coliform production rate of
6.75E+07 MPN/day/chicken (ASAE, 1998) was used to calculate the concentration of fecal coliform.  The 
chicken population was determined from the 1997 Census of Agriculture Data for the number of chickens
sold for each county per year, which was provided by WCS (Tetra Tech, 1999). The model in WCS
assumed a watershed area normalized chicken population.  Variable monthly loading rates of litter were 
applied to pastureland. No litter was applied to cropland area. 
Direct Contribution of Fecal Coliform Bacteria to Stream
The direct contribution of fecal coliform from cattle to a stream is represented as a point source in
the model.  About 4% of the cattle waste is assumed to be a direct pollution input to the streams. The 
initial approximation was based upon similar studies and was refined during the calibration process. The 
applied level correlates reasonably well with Mississippi Department of Agriculture and Commerce 
estimates. Although this factor is specifically associated with stream access, it is also used herein to
  
 
simulate the effect of other uncertain loads such as wildlife stream access and illicit human discharge into 
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0317009018 4.60E-01 4.68E+09 
0317009019 7.05E-02 7.18E+08 
0317009020 5.90E-01 6.01E+09 
0317009025 1.61E-02 1.64E+08 
0317009026 9.31E-02 9.47E+08 
0317009027 4.15E-02 4.22E+08 
0317009028 8.14E-04 8.28E+06 
0317009029 7.03E-02 7.15E+08 
0317009030 6.59E-02 6.71E+08 
0317009031 9.21E-02 9.37E+08 
0317009032 2.85E-02 2.90E+08 
W6 4.56E-02 4.64E+08 
W7 1.30E-01 1.32E+09 
W8 8.43E-02 8.58E+08 
W9 8.63E-03 8.78E+07 
W10 0.00E+00 0.00E+00 
W11 2.44E-02 2.48E+08 
W12 2.44E-02 2.48E+08 
W13 8.14E-03 8.28E+07 
W14 6.51E-03 6.62E+07 
W15 3.26E-03 3.31E+07 
W16 8.14E-03 8.28E+07 
W17 4.88E-03 4.97E+07 
W18 4.88E-03 4.97E+07 
W19 4.88E-03 4.97E+07 
W20 4.88E-03 4.97E+07 
W21 8.14E-02 8.28E+08 
W22 8.14E-02 8.28E+08 
W23 2.44E-03 2.48E+07 
W25 3.26E-03 3.31E+07 
W26 4.88E-03 4.97E+07 
W27 2.60E-02 2.65E+08 
W28 7.73E-02 7.87E+08 
W29 1.14E-01 1.16E+09 
W30 2.77E-02 2.82E+08 
W31 2.77E-02 2.82E+08 
W32 1.06E-02 1.08E+08 





    




   












   
    




The fecal coliform loading is calculated using the number of cattle in the stream and bacteria 
production rate of 5.4E+09 counts/day/cattle (Metcalf and Eddy, 1991). The fecal coliform loading rates
due to direct contribution of fecal coliform from cattle in each watershed is shown in Table 4.20.
Urban Development
The urban and barren areas in St. Louis Bay Watershed were combined and classified as high density, low
density, or transportation. Fecal coliform buildup rates for each classification were determined from
literature values as shown in Table 4.21 (Horner, 1992). 
Water Quality Calibration Results
Following the development of all required and initial nonpoint and water quality parameter values, 
the water quality calibration involved the following steps: 
a. Nonpoint loading rates were tabulated, analyzed and compared with the range of expected/literature 
values.
b. Simulated and observed instream concentrations were compared at the selected calibration sites. This
section focused primarily on the upper St. Louis Bay watershed.
c. The results of comparisons in steps (a) and (b) were analyzed to determine appropriate nonpoint and/or 
instream parameter adjustments for calibration.
d. The calibration involved numerous model runs at each selected site in order to maintain parameter 
consistency within and among the basins. 
Comparison of Expected/Literature and Simulated Nonpoint Loading Rates
The variability of the nonpoint source loading rate as a function of land use, climate, soil 
characteristics, topography, management practices, and other human activities has been a major topic of
environmental concern and investigation for more than twenty years. However, in spite of this concern,
exact quantitative predictions of expected loading rates for site specific conditions are difficult to derive
from available field monitoring due to the wide variations observed even within a specific land use 
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1 0 0 
2 5 0 
1 0 0 
1 0 0 
1 0 0 
1 0 0 
1 5 0 1 0 0 
2 0 0 
1 2 5 
1 0 0 


























0317009018 5.25E-04 1.38E+10 
0317009019 1.77E-04 4.67E+09 
0317009020 6.01E-04 1.58E+10 
0317009025 5.07E-06 1.34E+08 
0317009026 3.03E-04 7.99E+09 
0317009027 6.96E-05 1.84E+09 
0317009028 1.02E-06 2.70E+07 
0317009029 2.87E-04 7.56E+09 
0317009030 2.21E-04 5.83E+09 
0317009031 3.40E-04 8.96E+09 
0317009032 1.38E-05 3.65E+08 
W6 1.14E-05 3.02E+08 
W7 1.61E-05 4.25E+08 
W8 8.09E-06 2.13E+08 
W9 1.99E-06 5.26E+07 
W10 6.83E-07 1.80E+07 
W11 6.83E-07 1.80E+07 
W12 1.02E-06 2.70E+07 
W13 6.83E-07 1.80E+07 
W14 3.02E-06 7.96E+07 
W15 0.00E+00 0.00E+00 
W16 3.02E-06 7.96E+07 
W17 0.00E+00 0.00E+00 
W18 4.04E-06 1.07E+08 
W19 2.43E-05 6.41E+08 
W20 1.03E-04 2.70E+09 
W21 1.09E-04 2.87E+09 
W22 9.11E-06 2.40E+08 
W23 4.90E-05 1.29E+09 
W25 2.50E-05 6.59E+08 
W26 7.75E-06 2.04E+08 
W27 2.03E-05 5.34E+08 
W28 3.02E-06 7.96E+07 
W29 4.39E-06 1.16E+08 
W30 7.12E-06 1.88E+08 
W31 6.09E-06 1.61E+08 
W32 3.02E-06 7.96E+07 
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Table 4.21: Urban Loading Rates of Fecal Coliform.






1.54E+07 1.03E+07 2.00E+07 
The goal of this section was to define the expected range of loading rates from available literature, 
as a basis for evaluating and calibrating the model predicted loading rates, and determine if any changes or 
adjustments to the original nonpoint source parameters could be justified.  Unfortunately, there is no
previously reported loading rate data for St. Louis Bay watershed.  Consequently, loading rates 
recommended for nonpoint source modeling in Georgia and other studies (USEPA Region3, 1998a, 1998b, 
1998c, MDEQ, 1999) shown in Table 4.22 were used as a guide.  Table 4.22 provides a brief summary of
results from previous studies with ranges of loading rates for fecal coliform for the major land use 
categories in the Watershed Model. 
Daily fecal coliform loading rates for each land use in St. Louis Bay Watershed are summarized in
Table 4.23.  The total accumulation for each land use type was determined by combining the contributions
from each subwatershed. The loading rates are assumed constant throughout the year for forest, cropland,
and urban land. However, the loading rates for pastureland are varied monthly. In Table 4.22, the rates
given for pastureland are reported as an average of the monthly accumulation rates. Generally, the 
simulated loading rates for St. Louis Bay watershed are within the range of available literature values 
shown.
Instream Water Quality Concentrations
After reasonable nonpoint and point source loading rates were established, the instream water 
quality calibration focused on adjustments to selected instream parameters to improve agreement with
observed concentrations. The primary parameter of concern was the decay rate for fecal coliform.
Ideally, the fecal coliform decay rate should be determined in-situ.  This, however, would require 
an extensive monitoring effort under controlled environmental and loading conditions.  For purposes of this 





     
  
   
  
     
   
 
   


























range of fecal coliform decay rates in fresh water and marine environments.  Mancini (1978) recommended 
a fresh water morality rate of 0.80/day at 20° C.  Mitchell and Chamberlin (1978) provided a listing of in-
situ measured decay rates, provided in Table 4.24. 
For modeling of the St. Louis Bay, decay rates of 0.3/day - 0.8/day were investigated.  Based on
the available field data for calibration, a decay rate of 0.6/day at 20°C, in combination with a temperature 
correction factor of 1.07, was selected for fresh water. This decay rate yields acceptable calibration versus
filed data while improving the model margin of safety to help account for modeling uncertainties. Figures
4.22a and 4.22b show the water quality simulation results for one major station in the basin. In these 
figures, daily simulated and observed values of fecal coliform for both calibration and verification data 
were compared.  The simulation results for fecal coliform are generally quite good and within the range of
observed values for both calibration and verification data and are acceptable in view of the limited quantity
of calibration data available. 
Table 4.22: Literature Values of Land Use Loading Rates. 






















Urban 1.59E+10 1.01E+08 – 8.09E+10 
1.94E+08 – 
1.06E+10 5.01E+08 


























Urban 1.43E+11 - - 4.51E+09 
Agriculture 6.84E+11 - - 1.70E+10 – 8.51E+10 
Pastureland 6.84e+11 - - 1.70E+10 – 8.51E+10 
Forest 1.20E+10 - - 2.93E+08 – 6.18E+08 













Table 4.23: Fecal Coliform Loading Rates by Subwatershed and Land Use Type in Counts per day.







0317009018 2.34E+07 2.34E+07 0.00E+00 1.05E+09 
0317009019 2.34E+07 2.34E+07 0.00E+00 1.23E+09 
0317009020 2.34E+07 2.34E+07 7.18E+06 1.04E+09 
0317009025 2.34E+07 2.34E+07 7.18E+06 1.41E+10 
0317009026 2.34E+07 2.34E+07 7.18E+06 1.74E+09 
0317009027 2.34E+07 2.34E+07 7.18E+06 2.34E+07 
0317009028 2.34E+07 2.34E+07 0.00E+00 4.81E+11 
0317009029 2.34E+07 2.34E+07 7.18E+06 2.34E+07 
0317009030 2.34E+07 2.34E+07 7.18E+06 2.34E+07 
0317009031 2.34E+07 2.34E+07 7.18E+06 2.34E+07 
0317009032 2.34E+07 2.34E+07 7.18E+06 2.07E+09 
W6 2.34E+07 2.34E+07 7.18E+06 2.76E+08 
W7 2.34E+07 2.34E+07 7.18E+06 2.57E+08 
W8 2.34E+07 2.34E+07 7.18E+06 2.49E+08 
W9 2.34E+07 2.34E+07 7.18E+06 5.55E+08 
W10 2.34E+07 2.34E+07 7.18E+06 5.30E+08 
W11 2.34E+07 2.34E+07 7.18E+06 4.27E+08 
W12 2.34E+07 2.34E+07 7.18E+06 6.34E+08 
W13 2.34E+07 2.34E+07 0.00E+00 3.32E+08 
W14 2.34E+07 2.34E+07 7.18E+06 2.22E+08 
W15 2.34E+07 2.34E+07 7.18E+06 2.34E+07 
W16 2.34E+07 2.34E+07 7.18E+06 1.34E+08 
W17 2.34E+07 2.34E+07 7.18E+06 2.34E+07 
W18 2.34E+07 2.34E+07 7.18E+06 3.25E+09 
W19 2.34E+07 2.34E+07 7.18E+06 3.75E+09 
W20 2.34E+07 2.34E+07 7.18E+06 4.18E+08 
W21 2.34E+07 2.34E+07 7.18E+06 5.81E+08 
W22 2.34E+07 2.34E+07 7.18E+06 5.82E+08 
W23 2.34E+07 2.34E+07 7.18E+06 7.08E+08 
W25 2.34E+07 2.34E+07 7.18E+06 8.83E+08 
W26 2.34E+07 2.34E+07 7.18E+06 8.27E+08 
W27 2.34E+07 2.34E+07 7.18E+06 2.04E+08 
W28 2.34E+07 2.34E+07 7.18E+06 3.65E+08 
W29 2.34E+07 2.34E+07 7.18E+06 4.75E+08 
W30 2.34E+07 2.34E+07 7.18E+06 1.26E+09 
W31 2.34E+07 2.34E+07 7.18E+06 4.87E+09 
W32 2.34E+07 2.34E+07 7.18E+06 5.48E+08 






   
 
     
 
     
   
  
    
   
 





   
    
  
 





Event Mean Concentration (EMC)
In studies of stormwater runoff, it is important to express results from various studies in terms that 
facilitate comparison. For runoff studies, a technique is needed to compare constituent loads at different
locations and between different storms. Total load, or washoff, alone cannot be used for comparison, 
because large watersheds will generally yield more mass of a particular constituent than a similar small 
watershed, for similar storm characteristics. For comparison of loads between storms with varying
characteristics another method of comparison is needed. The total constituent load during a runoff event 
divided by runoff volume during the event yields an average concentration or Event Mean Concentration
(EMC). An EMC can be determined by collecting multiple runoff samples during a storm event while 
measuring flow over the course of the event and flow-weight averaging the measured constituent 
concentrations. 
The concentration of a nonpoint source constituent varies not only according to land use, 
precedent conditions, storm intensity, and storm duration, but may vary considerably during the course of a 
single event. Therefore, EMCs are more reliable for determining average concentrations and calculating
constituent loads (Baird et al., 1996). For this report, median values are used for comparing EMC values
from various studies.
Analysis of Agricultural Constituent Concentration
The collection of runoff concentrations from the watershed model simulations for the 1978–1985 
and 1988–1999 periods were compiled, tabulated, and analyzed. Agricultural nonpoint source 
concentration values are defined for two land use categories: cropland and pastureland. As shown in Table 
4.4, the subwatersheds 03170009018, 03170009019, and 03170009020 are mixed forest and agricultural
areas. Table 4.25 shows the comparison of EMCs from several selected studies. The summary as shown in
Table 4.26 is the result from the whole period of watershed model simulations. It is not limited to any
















































Cumberland River Summer 10 5.52 
Glatt River - 2.1 26.4 
Groundwater stream 10°C 110 0.504 
Leaf River (Mississippi) - 135 0.408 
Lower Illinois River June - September 
October and May
December - March









Missouri River Winter 115 0.48 






Sacramento River Summer 32 1.728 
"Shallow turbulent 
stream"
- 3.6 15.12 
Tennessee River
(Chattanooga) 
Summer 42 1.32 
Tennessee River
(Knoxville) 
Summer 53 1.032 
Upper Illinois River June - September 
October and May
December - March















Oxidation ponds 20°C 21.3 2.592 
Wastewater lagoon 7.9 - 25.5°C 79-276 0.696 - 0.1992 
Table 4.25: Comparison of Agricultural Median Fecal Coliform Concentration Values from Selected 
Studies. 
USGS 08201500 















Seco Creek near 
Yancy, Texas 
Land Use 
- 2500 - - Cropland 
37 2500 13000 - Pastureland 











Fecal Coliform Calibration at USGS 02481510 





















Measured NPSM Computed 200-Standard 











Fecal Coliform Calibration at USGS 02481510 





















Measured NPSM Computed Standard 


























    
 
 
   







Analysis of Urban Constituent Concentrations 
Urban land use categories comprise residential, commercial, industrial, and transportation. The 
methods used to select representative constituent concentrations from among the available databases are 
described below.
Among the available databases for obtaining urban EMCs are those from NPDES studies for 
Corpus Christi, Dallas-Fort Worth, and San Antonio; the Galveston Bay National Estuary Program NPS 
study; and the Nationwide Urban Runoff Program. Table 4.27 shows the comparison of EMCs from several
selected studies. The summary as shown in Table 4.28 is the results from the whole period of watershed 
model simulations. It is not limited to any stormwater event.  
Table 4.26: Summary of Fecal Coliform Concentrations from Watershed Model Simulations for 
Agricultural/Forest Areas. 
Simulation
Period Subwatershed Mean Maximum Minimum Median
1978 – 1986 
03170009018 131 4267 31 75 
03170009019 585 41760 35 234 
03170009020 191 7156 31 103 
1988 – 1998 
03170009018 139 2464 31 83 
03170009019 611 27961 35 281 
03170009020 205 5347 30 120 






















101 22000 37500 20000 40000 - Residential 
21000 22000 6150 6900 14800 - Commercial 
- - - 9700 31500 - Industrial 
- - - 53000 - - Transportation 
- - - - - 104 – 106 Urban Stormwater
















Table 4.28: Summary of Fecal Coliform Concentrations from Watershed Model Simulations for Mixed 
Urban Areas. 
Simulation
Period Subwatershed Mean Maximum Minimum Median
1988 - 1998 
W7 293 3489 34 151 
W8 2105 4879400 29 140 
W9 184 18506 19 102 
W10 27 207 10 26 
W11 353 31354 25 185 
W12 380 54320 22 173 
W13 148 3768 25 87 
W14 100 4214 30 62 
W15 116 12696 20 70 
W16 97 3857 32 60 
W17 103 4584 26 65 
W18 133 29693 24 68 
W19 535 91793 22 75 
W29 671 7769 35 385 
W30 336 35807 31 174 
W31 285 8024 28 156 
W32 313 49817 27 90 














    
    
   
 
   
 






    
CHAPTER V 
BAY MODEL CALIBRATION/VERIFICATION
Calibration resulted in a consistent set of model coefficients that are reasonable and reproduce the 
observed data for all state variables considered.  All model coefficients should be consistent between the 
calibration period and the verification period. The method used in determining the values for the model 
coefficients is essentially one of trial and error. The starting point is a set of rate constants and parameter 
values, that have been used in previous modeling studies (King County Natural Resources, 1999; Tetra 
Tech, 1997). 
Database 
Water quality in St. Louis Bay has been monitored for over two decades dating back to 1966, both
for shellfish harvesting and for specific studies.  Historical water quality and quantity data of surveys 
conducted in the St. Louis Bay and/or its major tributaries are summarized in Tables 5.1 and historical 
water level stations are given in Table 5.2.  The criteria for selecting an appropriate calibration/verification
data set are adequate temporal and spatial coverage, and available data for all variables considered in the 
computation. An intensive survey conducted in July 13-19, 1998 was used as a calibration data set, and a 
second intensive survey conducted in April 19-21, 1999 was used as a verification data set.  These two 
studies were selected because of the availability of a comprehensive set of data and adequate description of
boundary conditions during the study period.
Watershed Model Simulation Input into the Bay
A calibrated NPSM model, as discussed in chapter IV, was used to simulate the flow and fecal 
coliform loadings from each subwatershed in the study area listed in Table 4.1. Flow and fecal 
concentrations from each subwatershed were simulated for the period March 26 to July 31, 1998 for the 
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Table 5.1: Historical Water Quality and Quantity Data for St. Louis Bay Estuarine System. 
SURVEY DATE AGENCY WATER QUALITY DATA HYDROLOGICAL DATA WASTE SOURCES
12/5/66-11/16/67 
St. Louis Bay
MSBH Coliform, Fecal Coliform
April,1968-
April,1969 
GCRL Monthly T, Salinity, DO, pH (surface
and Bottom); Monthly P, PO4, NO3 
(Surface and Bottom)
Monthly Flow Averages (Surface and Bottom) -
6/28/71-11/21/72 
St. Louis Bay
GCRL T, pH, Turb., Salinity, Coliform, Fecal
Coliform, Enterococci 




Portage Bayou, Bay St.
Louis)
USEPA T, pH, Chloride, BOD5, TOC, DO,
TKN, NO2+NO3, TPHO, TC, FC
Daily USGS Stream Flow  Measurement near Lyman, MS;
Estimated Flow at Wolf  River Mouth (7/20-8/20/98)
Partial Tide Records at Louisville and Nashville Railroad
(L&N RR) bridge and Jourdan River Tide Gauges and 
Predicted “Tide Stage” 
Municipal Waste
Sources:
Long Beach #1 and 
#2;
Bay St. Louis STP;
Pass Christian STP




GCRL T, Salinity, pH, DO, Transparency,
Secchi Disk,Color  (Surface, 1,2, and 3 
meters) 
Salinity, Turb, TC, FC
NH3, NO2+NO3, Ortho_P, TP, SO4, S,
OC, IOC, Alk, Chloride, SS, Turb
Trace Metals
Current Magnitude and Direction
3 Tide Gage Stations (24 hrs Period 0400 3/21 – 0400 
3/22/78)
-
Sept. 24-28, 1984 
(Edwards Bayou,




Secchi depth, DO, pH,
Salinity, Cond, T Collected with depths
BOD5, SS, N, FC, DO, T, pH, SS,
TKN, NH3, ON, NO2+NO3 
Predicted St. Louis Bay Tides published by Cooperative 
Extension Service/Sea Grant Advisory Service  
Dye Study
2 WWTP
January  29-30, 1986 
(Pass Christian WWTP








MSDMR Salinity,  Temp., Fecal Coliform,






Res.Chlorine, pH, Sal, Cond, T, DO,FC
collected with Depth
 Composite Waveland





GCRL T, DO, %Sat, Cond, pH, Salinity,
Secchi Depth  collected with depth
pH, T, DO, Cond, Salinity, Secchi
Depth, TOC, TP, TKN, NH3,
NO2+NO3, DO%  Sat, Chloride,
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Table 5.2: CO-OPS Historical Water Level Station Index for St. Louis Bay.
Station Station Name Install Date Removal Date 
8746724 Johnson Bayou, MS 10/31/1978 02/01/1979 
8746737 Cuevas, Eastern Bayou Portage, MS 10/31/1978 02/01/1979 
8746819 Pass Christian YC, Mississippi Sound, MS 06/29/1979 12/17/1980 
8746908 Delisle, Delisle Bayou, MS 10/31/1978 02/01/1979 
8746943 Hendersen Ave, Bayou Portage, MS 10/31/1978 02/01/1979 
8747038 Hendersen Ave. Bridge, Wolf R., MS 05/31/1978 06/01/1979 
8747131 Mallini Bayou North, MS 10/31/1978 02/01/1979 
8747145 Mallini Bayou South, MS 10/31/1978 02/01/1979 
8747398 North Shore, Bay of St. Louis, MS 10/31/1978 02/01/1979 
8747437 Bay Waveland YC, Bay St. Louis, MS 05/31/1978 12/31/1996 
8747437 Bay Waveland YC, Bay St. Louis, MS 01/01/1997 11/10/1997 
8747438 Bay St Louis,  Bay St. Louis, MS 10/31/1978 02/01/1979 
8747674 Rotten Bayou East, MS 02/27/1979 06/01/1979 
8747739 Jourdan River Entrance, MS 10/31/1978 02/01/1979 
8747766 Waveland, Mississippi Sound, MS 10/28/1996 operating
8747819 Watts Bayou, Jourdan River, MS 10/31/1978 02/01/1979 
8747934 Cutoff Bayou, MS 02/27/1979 06/01/1979 
8747961 Rotten Bayou, MS 05/31/1978 06/01/1979 
8748005 Breath Bayou,  Jourdan River, MS 10/31/1978 02/01/1979 
8748087 Lower Jourdan River, MS 05/31/1978 06/01/1979 
8748145 Bayou La Croix, MS 05/31/1978 06/01/1979 
8748278 Bordage’s Marina, Bayou Caddy, MS 06/30/1978 10/01/1978 
8748318 Bayou Philip, MS 02/27/1979 06/01/1979 
8748371 Jourdan River, MS 05/31/1978 06/01/1979 
8748469 Bayou La Croix West, MS 02/27/1979 06/01/1979 
8748568 Jourdan River West, MS 02/27/1979 06/01/1979 
Bay model calibration and for the period January 1 to April 30, 1999 for the verification. The 
precipitation data from Poplarville, Picayune, Bay St. Louis at NASA, and Gulfport rain gauge stations
were used for the model simulations.  The precipitation data during the first intensive survey period (July
13-19, 1998) is shown in Figure 5.1a.  The precipitation data during the second intensive survey period 
(April19-21, 1999) is shown in Figure 5.1b. Computed flow for the calibration period is shown in Figure 
5.2a for the Wolf and upper Jourdan Rivers.  Measured flow in the Wolf River is in good agreement with
the computed flow at US Highway I-10.  Figure 5.2b shows a sample of the computed fecal coliform
concentrations at several major rivers and bayous used as input into the Bay Model calibration. Computed
and observed flows for the verification period are shown in Figure 5.3a for Bay model boundaries. A
sample of the computed fecal coliform concentrations at several major river and bayou boundaries is shown
in Figure 5.3b. 
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Figure 5.1b: Rainfall Data Distribution in St. Louis Bay (January 1- April 30, 1999). 
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Computed Observed @ CC1 
Figure 5.2a: Calibration Flow Profiles for the Wolf and Jourdan River Boundaries in the Bay Model 




Boundary Data for Hydrodynamic Calibration/Verification
The hydrodynamic model (EFDC) was configured to simulate four (4) physical characteristics of
the St. Louis Bay model: salinity, velocity, temperature, and water elevation. As a condition to the 
numerical solution of the equations used to predict the four variables, values for salinity, velocity, 
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Computed Observed @ CC1 
Figure 5.3a: Verification Flow Profiles for the Wolf  River, Bayou Portage, and Jourdan River Boundaries 
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Figure 5.3b: Verification Fecal Coliform Profiles at the Bay Model Boundaries (January 1 – May 31, 1999) 
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temperature, and water elevation must be specified at the model boundaries.  Conditions at the St. Louis 
Bay seaward boundary was defined by water elevation, temperature, and salinity time series. Conditions at 
the upstream boundaries (rivers and bayous) were defined by daily averaged river flow and freshwater 
(zero salinity). Freshwater flows computed by the calibrated/verified watershed model (BASINS Version 2) 
were prescribed at the upstream boundaries.
Hydrodynamic Calibration/Verification Database
Hydrodynamic data sources for St. Louis Bay used in the calibration are presented in Table 5.3. 
The location and type of hydrodynamic sampling stations are shown in Figure 5.4. As shown in the figure,
tidal stage measurements were made at Wolf River, Jourdan River, Rotten Bayou, and within the Bay. The 
observed tidal information (water elevation) measured at Waveland was used at the seaward boundary.
Current velocity and direction were measured at six stations within the bay.  Information on wind speed
and direction was obtained from the Slidell and Gulfport meteorological stations to define wind conditions
within the model domain. Temporal variation of wind speed and direction was introduced at model
boundary condition but no data was available describing spatial variation of wind conditions. Continuous
and water column profiles of salinity and temperature were taken at several stations during the survey as 
indicated in Figure 5.5. 
Bathymetric features for St. Louis Bay, major rivers and small bayous was obtained from National 
Oceanic and Atmospheric Administration (NOAA) bathymetric records with shore boundaries digitized
from the NOAA navigational charts.  Thalweg bathymetric data for the Wolf River, Jourdan River and for
the major Bayous was surveyed by MDEQ (2000) from the Bay to a point where the stream was no longer 
navigable.  Stream locations were digitized from United States Geological Survey (USGS) 7.5 minute 
maps. The bathymetric contour profile of St. Louis Bay is shown in Figure 5.6. 
Measurement of stream flows at the upstream model boundaries of Wolf River, Jourdan River, 
Rotten Bayou, Bayou La Terre and Bayou Bacon were conducted on July 1998 by MDEQ.  Transducers
were placed at these stations for continuous recording of stream stage.  Continuous stage taken on the Wolf
River at the USGS flow station near Landon was converted to flow by the established rating curve. 











































   
 
 




   
 













  Freshwater Inflows
07/14-19/98 
04/14-19/99 
MDEQ Tide Stage   Water Surface Elevation
07/14-19/98 
04/14-19/99 
Meteorology   Wind, Rain,  & Air Temp. 
07/14-19/98 
04/14-19/99 
Currents   Velocity  & Direction
Water Quality
(Endecos)
  Salinity, Temperature, Depth
04/98 – 7/98 
04/99 - 7/99 
NOAA    Meteorology   Precipitation, Wind Speed and Direction
04/98 – 7/98 




  Discharge at Wolf River near Landon
1972 OPC/MDEQ Bathymetry  Wolf River, Jourdan River, Bay
1991 NOAA Bathymetry  Bathymetry Map 
02/2000 MDEQ Bathymetry Wolf River, Jourdan River, Bay, Bayou Portage, 
Johnson Bayou, Rotten Bayou, Bayou La Croix,
Edwards/Watts Bayou
Rainfall data used in the calibration/verification and application were collected during the field survey
period by MDEQ. The National Oceanic and Atmospheric Administration (NOAA) monitor hourly and 
daily precipitation data at four (4) meteorological stations in the area. Daily precipitation at each weather 
station is presented in Figure 5.7a and Figure 5.7b for the calibration and verification period, respectively.
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Figure 5.7b:  Rainfall Data during the Intensive Survey (April 1–30, 1999). 





    
  
    




    
    
    
    
Model Segmentation for EFDC 
Two types of structured grids used in numerical modeling, curvilinear, and Cartesian, are applied
in the St. Louis Bay application. The Virginia Institute of Marine Science (VIMS) grid generation code
(GEFDC) processes both types using methods outlined by Mobley and Stewart (1980) and Ryskin and Leal 
(1983). A brief description of the orthogonal curvilinear grid generation is shown in Appendix F. 
Additional details concerning the curvilinear grid generation are given in Warsi (1999). The model grid is
composed of two merged “sub-grids”, one of each type. 
Three-dimensional segmentation in the Bay was selected to represent the spatial heterogeneity of
the water bodies in longitudinal and lateral directions. By using approximately equal surface areas, this type 
of segmentation is capable of representing the physical shape of the water system. Lateral segmentation for 
the hydrodynamic model of the St. Louis Bay is illustrated in Figure 5.8. The model simulation described
herein is for both the Bay and tributaries.  A Cartesian three-dimensional structured grid system generated
by GEFDC grid generator was used in the Bay area of this study. An orthogonal two-dimensional 
structured grid system is used for the tributaries.  In the transition area in the vicinity of river mouths, 
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Model Input Parameters 
Application of the EFDC model to St. Louis Bay is managed through a series of input files listed
in Table 5.4. Formation of machine-specific executable files for a particular application requires
customizing the efdc.par file, to specify a sufficient dimension for the grid indices, the number of layers, 
the boundary complexity, and the output capability. Two application-invariant files are required at the time 
of formation of the executable-model source code (efdc.for) and the common block declarations file 
(efdc.cmn). Once the executable file has been formed, the main input is read from file efdc.inp.  A
complete description of user designated input can be found in Hamrick (1996). 
Two files output by the GEFDC grid processor (dxdy.out and lxly.out) are renamed to dxdy.inp
and lxly.inp and used as input to the hydrodynamic portion.  Each devotes a full card image to each
horizontal cell in the grid.  File dxdy.inp includes for each cell, the I and J indices, the x and y horizontal 
dimensions, depth and bottom elevations, and bottom roughness and vegetation class.  The file lxly.inp
specifies both the horizontal cell center coordinates but also the cell orientations (Cartesian or curvilinear). 
The cell.inp is the most important file for grid generation and EFDC application.  It includes 
geometry or domain boundary and a designator file. This is accomplished by assigning a cell type (water or 
dry land) within the specified grid matrix. Figure A.2a shows the sample of cell.inp file and Table A.1 and
Figure A.2b list the cell identification number for each active cell (water cell) as used in salt.inp and 
temp.inp files. 
The files salt.inp and temp.inp are used to initialize the model domain with a pre-determined
salinity, temperature respectively. Each cell is represented by a card image with a horizontal cell counter in
field 1 and I and J in fields 2 and 3.  Salinity and temperature are input to each layer of the cells. 
Time series data for freshwater discharge is input to EFDC via file qser.inp.  The file pser.inp
specifies the tidal height time series at the open seaward boundary.  Meteorological data including
atmospheric pressure, air temperature, solar radiation, rainfall and evaporation is important to the model 
and is input via the file aser.inp.  Wind speed and direction are input in the file wser.inp. Salinity and
temperature specification at the St. Louis Bay mouth and upstream boundaries are also required. These 
variables were input via files sser.inp and tser.inp, respectively.

























    
  
      
 




Table 5.4: Files Required for Hydrodynamic Model Simulation.
Filename Type Comments 
Efdc.for Model Source No changes required 
Efdc.cmn Common block declarations No changes required 
Efdc.par Parameter input Array size specification
Efdc.exe Executable Machine specific 
Cell.inp Input Grid cell types 
Celllt.inp Input Grid cell types 
Dxdy.inp Input Cell dimensions, bottom roughness 
Lxly.inp Input Cell locations in UTM (m) 
Salt.inp Input Initial salinity concentration
Temp.inp Input Initial temperature 
Dye.inp Input Initial  dye (fecal coliform) concentration
Aser.inp Input Atmospheric data: Air temperature, solar radiation, Atm.
Pressure, evaporation, rainfall, cloud cover 
Wser.inp Input Wind speed and direction
Pser.inp Input Tidal height time series 
Qser.inp Input Time series data for freshwater discharge 
Tser.inp Input Temperature specification at boundaries
Sser.inp Input Salinity concentration specification at boundaries 
Specification of Initial Conditions 
When the EFDC model is first activated, an initial flow field of velocity, tidal height, and salinity
values is required. It is important that the residual effects of any inaccurate initial spatial distribution be
eliminated for each state variable (tidal elevation, velocity, salinity, and temperature) prior to comparing
model results to field data. It is advantageous to restart the model with a set of values from a prior run
which is as realistic as possible. 
In this study, water velocities and tidal heights were initialized to zero (level free surface) 
everywhere. Prescribed boundary conditions were used to drive the system until an equilibrium condition.
This is referred to as a “cold start”, and “spinup” refers to a period of simulation before the model reaches
equilibrium. 
The initial conditions of salinity and temperature were specified in salt.inp and temp.inp files, 
respectively.  Constant values were prescribed throughout the domain for each variable.
   
 
    
  
  
   
  
      
  
  
    
  
   
   
   
   




Geophysical Boundary Conditions 
Boundary condition specification depends on the type of application at hand. In this study, the 
model is capable of reading separate input files for time series specifications of tidal height as well as 
salinity at the seaward boundary and freshwater discharges at upstream locations. 
Bathymetric features for St. Louis Bay, the major rivers and small bayous were obtained from
National Oceanic and Atmospheric Administration (NOAA) and National Ocean Service (NOS) 
bathymetric records with shore boundaries digitized from the NOAA/NOS navigational charts
(NOAA/NOS, 1991).  These boundaries were compared to boundaries digitized from 7.5 minute United 
States Geological Survey (USGS) quad maps.  Bathymetric data surveyed by MDEQ, both in the Bay and 
in the rivers and bayous flowing into the Bay, were used to supplement bathymetric data from
NOAA/NOS.  The Bay model divides the depth in each cell into two equal layers in the model domain.
The downstream boundary point for the model is located just outside of St. Louis Bay mouth.
This downstream seaward boundary was forced by a tidal elevation series as measured at Waveland
(NOAA/NOS, 1999). 
The upstream boundaries of the Wolf River and Jourdan River are located outside the tidal 
influence, allowing the use of a simple flow time series boundary condition.  Flow conditions were defined
by computed flows from a calibrated/verified watershed model.  The flow discharges from small bayous
were computed as daily average flows at respective boundaries from the watershed model output. 
Information on wind speed and direction was obtained from Slidell and Gulfport meteorological
stations to define wind conditions within the model domain. The boundary conditions of surface water 
elevation, wind speed and direction, air temperature, atmospheric pressure, and solar radiation are shown in
Figures 5.9 through 5.13, respectively, for the 1998 calibration period.  Similar boundary conditions are 
shown in Figures 5.14 through 5.18 for the 1999 verification period. 
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Figure 5.9:  Surface Water Elevation at Waveland (NOAA/NOS, 1999) 
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Figure 5.10:  Wind Speed and Direction Profiles (NOAA, 1999) 
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Figure 5.11: Air Temperature Profile (NOAA, 1999) 
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Figure 5.14: Surface Water Elevation at Waveland (NOAA/NOS, 1999) 
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Figure 5.17: Atmospheric Pressure Profile (NOAA, 1999) 
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Figure 5.18: Solar Radiation Profile (NOAA, 1999) 
Geochemical Boundary Conditions 
Chemical and salinity data in the water columns and continuous data collection gathered from the 
intensive surveys at the Mississippi Sound (MS1) field station were used at the seaward boundaries for 
model calibration and verification.  Boundary conditions for the 1998/1999 calibration/verification periods
were specified for upstream boundaries at Wolf River, Jourdan River, Bayou La Croix, Rotten Bayou,
Bayou De Lisle, Bayou Portage, Four Dollar Bayou, Breath Bayou, Edwards Bayou, Watts Bayou, Joes
Bayou, Johnson Bayou, and Mallini Bayou, using field data collected at stations WR2, CC1, BLC2, BLT1, 
DLB2, BP2, FDB1, BB1, EB1, WB1, JB1, JNB1, and MB1.  The location of these stations is shown in
Figure 5.5.  For other small bayous, boundary concentrations were extrapolated from a nearby station.
Results of Hydrodynamic Calibration/Verification
The model was executed using the boundary conditions as described above for the calibration
period of 120 days (March 26-July 30, 1998). Bottom roughness was determined the most influential
modeling parameter for hydrodynamic calibration.  Bottom roughness values were adjusted until the
predicted results reasonably matched the observed data.  After several adjustments, a bottom roughness of 2
cm was selected for use in this study. The model results were compared against observed data taken in the 
study period (July 14-17, 1998).   
The temporal profiles of observed and predicted tide level and flow velocity are compared in
Figures 5.19 and Figure 5.20, respectively for the calibration period.  As shown in Figures 5.19 and B.1 
   
 
     
    
   
 
   
 
 







Appendix B, the predicted tide levels reasonably matched the observed data at five sampling stations; MS1,
JR2, WR1, BP1, and SLB1. These figures indicate that the model reasonably simulated the tide range and 
phase at a number of locations throughout St. Louis Bay. The velocity profiles at six (6) stations were
compared against observed data (Figures 5.20 and B.2 Appendix B). The magnitude of predicted data was
found to be in the range of observed data at each of the sampling stations.  Similar temporal profiles of tide 
and velocity are shown in Figures 5.21, 5.22, C.1, and C.2 Appendix C for the verification period (January
1- April 30, 1999). 
The hydrograph of the Wolf River, as shown in Figure 5.2, indicates a very wet hydrologic period 
for the first 45 days of the calibration period, followed by a relatively dry period with a low flow event 
occurring the last 75 days of simulation. This large variability in hydrology provided a good period in
which to assess the capability of the model to reproduce salinity distributions during both dry and wet 
periods. Because the model employs a turbulent-eddy-viscosity and diffusion-solution scheme, the 
turbulent mixing between the fresh and saline waters cannot be adjusted directly. Constants used in the 
scheme are considered universal and should not be adjusted (Hamrick, 1992a). However, a minimum
turbulent diffusion value is invoked in the model if the predicted value falls below the minimum turbulent 
value. The minimum turbulent diffusion value should not exceed 1x10-5 (m2/s) (King County Natural 
Resources, 1999). In this study, the minimum turbulent diffusion value was not adjusted. Overall the 
salinity time-series graphs in Figures B.3 and B.4 Appendix B for calibration period and Figures C.3 and 
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 Station SLB1@ US90 Bridge - Cell No: (107) 
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Figure 5.19 (continued) 























































































Figure 5.20: Temporal Profile of Observed and Calibrated Velocity, 1998 

















































































Figure 5.20 (continued) 
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Figure 5.21: Temporal Profile of Observed and Verified Tide Level, 1999 




































Surface Water Elevation 
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Figure 5.21 (continued) 
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Figure 5.22 (continued) 















































Figure 5.22 (continued) 
Water temperature in the EFDC model is a dynamic, computed physical parameter. Parameters, 
that impact the EFDC model water temperature include, wind speed, relative humidity, air temperature, and 
solar radiation. As shown in the Figures B.5 and B.6 Appendix B for calibration and Figure C.5 and C.6 for 
verification period, computed water temperatures are in general agreement with observations. 
Water Quality Calibration/Verification 
Water quality calibration for St. Louis Bay was accomplished utilizing the July 14-17, 1998 
intensive survey data (USEPA, 1998; MDEQ, 1998).  A similar set of data was collected from April 14-19, 
1999 (USEPA, 1999; MDEQ, 1999).  The starting point was a set of rate constants and parameter values
that were used in the initial calibration (Tetra Tech, 1997).  Model constants that were used in previous
modeling studies were also consulted (Bowie et. al., 1985). 
Water Quality Calibration/Verification Databases
Field data jointly collected by the United States Environmental Protection Agency (USEPA) and 
MDEQ during the first intensive survey July 14-17, 1998 (Table 5.5a) and the second intensive survey
April 19-21, 1999 (Table 5.5b) were used to calibrate and verify the model, respectively. The locations of
the water quality sampling stations for the July, 1998 and April, 1999 surveys are shown in Figures 5.5a  








































































































Table 5.5a: Water Quality Data Sources for St. Louis Bay Calibration, 1998 Study.
Date Agency Project Component Data Category
07/14-19/98 
 Insitu WQ Water Column Profiles  (4
Sampling Runs )
DO, Salinity,  Conductivity,  Temperature,
  WQ Study Ultimate BOD & Other Parameters
07/14-19/98   Continuous Dissolved Oxygen
DO, Salinity,  Conductivity,  Temperature,
pH








(2 Sampling Runs: High Slack and 
Low Slack)
Fecal Coliform 
07/17-18/98 Production and Respiration 
Measurements
  (Dark Bottle & Closed    Chamber
Techniques)
Respiration Rate
07/13-19/98 MDEQ   Point Source Water Quality Sampling
Fecal Coliform, Ultimate BOD & Other 
Parameters 
Table 5.5b: Water Quality Data Sources for St. Louis Bay Verification, 1999 Study.
Date Agency Project Component Data Category
04/14-19/99 
Insitu WQ Water Column Profiles  (4
Sampling Runs ) DO, Salinity,  Conductivity,  Temperature,
WQ Study Ultimate BOD & Other Parameters
04/14-19/99 Continuous Dissolved Oxygen










(2 Sampling Runs: High Slack and 
Low Slack)
Fecal Coliform 
04/17-18/99 Production and Respiration Measurements (Dark Bottle & Closed
Chamber Techniques)
Respiration Rate
04/13-19/99 MDEQ   Point Source Water Quality Sampling Fecal Coliform, Ultimate BOD & Other Parameters 
   
 
   
     




      
   








   
 
   





and 5.5b, where physical, chemical, and bacteriological parameters were collected from twenty-eight (28) 
stations. A water column and diurnal (diel) monitoring surveys were conducted by USEPA at the location
of the water quality sampling stations.  
Waste sources were sampled during the July 1998 calibration study (MDEQ, 1998) and again in
the April 1999 verification study (MDEQ, 1999b). The locations of the municipal, commercial, private 
waste sources and the location of marinas and shipyards are shown in Figure 5.23. Industrial, Municipal 
and domestic waste sources that were discharging into the Bay during the study period are listed in Table 
5.6. Waste sources from these marinas and shipyards were considered to be discharging into the municipal 
systems in this study. Unsewered subdivisions in St. Louis Bay are listed in Table 5.7 and shown in Figure
5.24. Non-point source pollution from septic tanks were approximated as point sources in the watershed 
model and the outputs from the watershed model for each watershed were input as point sources in the Bay
model.
Water Quality Calibration/Verification Input Parameters
The water quality parameter of concern in this study is fecal coliform. The first order decay rate 
and temperature correction factor were specified in wq3dwc.inp file. Pollutant discharges to the Bay are 
distributed spatially over the Bay in accordance with the delineation determined from the watershed model. 
Pollutant loadings from the major rivers and small bayous are simulated as point sources discharging into
the Bay model. 
Water Quality Calibration/Verification Initial and Boundary Conditions 
Successful calibration/verification of the water quality model requires an initial condition and
appropriate boundary conditions and waste loads. All of the boundary conditions incorporated in the model 
were either temporal or spatial variables, or both.  Since it was cost prohibitive to define many of the 
variables on an hourly basis, much of the data were approximated by a series of piecewise linear functions. 
The piecewise linear functions used in this model consist of a series of variables and break points either at 
high slack, low slack, mid-flood and mid-ebb or only high slack and low slack. 
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Table 5.6: Municipal, Commercial and Private Sewage Treatment Plants (MSDMR, 1997). 
ID 
No. 






















4 Diamondhead Util. Co. 180,000 St. Louis Bay Activated Sludge Considered 
5 Dupont Limited St. Louis Bay Considered 
6 Jourdan River Shores 50,000 Jourdan River  Considered 
7 Diamondhead Util. Co. 140,000 Rotten Bayou Activated Sludge Considered 
8 Clark Apartments 1,000 Delisle Bayou  Considered 
9 DeLisle Elem. School 8,000 Delisle Bayou  Considered 




11 Five-Star Resort 8,000 Wolf River Considered 
12 Pineville Elem. School 4,400 BayouPortage  Considered 
































   
   
   
 
 















Table 5.7: Unsewered Subdivision Draining into Area II Waters (MSDMR, 1997). 
SUBSECTION SUBDIVISION NO. DWELLINGS AREA OF DISCHARGE 
Waveland City of Waveland 357 Jackson Marsh, Grand Bayou
Clermont Harbor 292 Clermont Harbor 
 Lakeshore 149 Clermont Harbor, Bayou Caddy
Bayside Park Bayside Park 607 Turkey Bayou
Bay St. Louis Shoreline park 715 Bayou La Croix, Breath Bayou, Jourdan River
Jourdan River Estates, Jourdan 
Isles 300 
Edwards Bayou, Joe’s Bayou,
Jourdan River
City of Waveland 65 Edwards Bayou 
 Shoreline Park 897 
Bayou La Croix, Bayou 
Philip, Edwards Bayou,
Jourdan River
Cedar Point 60 Jourdan River 
Shiloh Ranch 217 Sand Bayou, Bayou Caddy
 Kline 160 Sand Bayou
W. Harrison Co. Glad Acres, Byrnewood 120 Bayou Portage 
De Lisle 434 De Lisle Bayou, Wolf River 
 Knollwood 107 Bayou Portage 
Hillcrest 79 Bayou Portage 
City of Long Beach 314 Canal #1, Canal#2, BayouPortage 
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Boundary Concentrations
Boundary concentrations are specified at the upstream boundaries and downstream (seaward) 
boundary junctions with the Mississippi Sound.  For the fecal coliforms calibration, the July 13-19, 1998 
intensive survey produced 3 data points at a station over a one-week survey period.  To fill in missing data 
between observed field data, the model internally employed a linear interpolation scheme to estimate the 
boundary conditions during non-sampled periods. A constant fecal coliform concentration of 2 MPN/100 
ml was specified at the seaward boundary. Daily computed fecal coliforms loadings from the 
calibrated/verified watershed model were specified at each of the upstream boundaries in wqpsl.inp file. 
The seaward boundary conditions were specified in wq3dwc.inp or/and cwqrs21.inp file.  
Waste Loads
The waste source survey conducted by MSDEQ during the period July 13-19, 1998 was used for 
calibration.  Flow discharges and fecal coliforms measurements reported in the Discharge Monitoring
Report (DMR) for industrial, municipal, and domestic waste sources were inputted into the model. Non-
point source loads from urban, forest, and agricultural runoff were incorporated into the Bay model through 
the calibrated/verified watershed model used to compute the flow and fecal coliforms loads from small 
watersheds.  These loads were introduced into the Bay model at the upstream of major rivers and small 
bayous. Non-point source loads from precipitation and atmospheric deposition of pollutants were not 
incorporated in the Bay model.  Table 5.8 presents the municipal, industrial, and domestic waste load 
inputs and receiving segments.  Table 5.9 shows the Bay model receiving segments for point source loads
from the watershed model.
Initial Conditions
For dynamic simulations where the transient concentration response is desired, initial 
concentrations are input closely reflecting the measured values at the beginning of the simulation. In this
study, initial conditions reflecting low slack condition was used since the simulation begin with low slack
condition. Fecal coliforms concentration of 2 MPN/100ml was used in the Bay and other tributaries. A
uniform initial condition of fecal coliforms in the Bay was input in wq3dwc.inp file. 
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Waveland Regional Wastewater Mgt. Dist. Time-Varying 75 24 1 
Diamondhead Util. Co. Time-Varying 59 31 2
Long Beach/Pass Christian Sewage Treatment
Plant
Time-Varying 132 29 3 
Coast Episcopal High School Time-Varying 144 31 4 
DeLisle Elem. School Time-Varying 119 38 5 
Discovery Bay Time-Varying 131 31 6 
Dupont  Outfall: 1N Time-Varying 96 40 7
Dupont  Outfall: 4N Time-Varying 97 40 8
Dupont  Outfall: 6N Time-Varying 98 38 9
Dupont  Outfall: 1A Time-Varying 99 40 10
Dupont  Outfall: 2A Time-Varying 100 40 11 
Dupont  Outfall: 3A Time-Varying 100 39 12 
Five-Star Resort Time-Varying 122 35 13 
Jourdan River Shores Time-Varying 41 31 14 
Long Beach Industrial Park Time-Varying 143 31 15 
Clark Apartments -*
Pineville Elem. School -*
Dixie White House Nursing Home -*
• No data available 
Results of Water Quality Calibration/Verification
The water quality model was calibrated using the July 13-19, 1998 survey data.  Verification used 
the April 14-19, 1999 data.  Ideally, fecal coliform decay rate should be determined in-situ. This, however, 
would require an extensive monitoring effort under controlled environmental and loading conditions. For 
purposes of this modeling project, an extensive search of the literature was conducted to determine the 
magnitude and the range of fecal coliform decay rates in fresh water and marine environments. Mancini 
(1978) recommended a fresh water and seawater mortality rate of 0.8/day and 1.4/day at 200 C,
respectively. Mitchell and Chamberlain (1978) provided a listing of in-situ measured decay rates, provided 
in Table 5.10.  For modeling of the St. Louis Bay, decay rates of 0.8/day – 1.4/day were investigated. 
Based on the available field data for calibration, a first order die-off rate 1.0/day at 20o C and temperature 
   
 
 
   




























correction factor 1.07 was selected for use in this calibration.  As with the bay model, simulation results 
from several segments are presented. The results of the water quality calibration/verification for fecal 
coliforms are shown in Figures D.1 and D.2 Appendix D.  These figures show reasonable agreement in the 
water quality trends between model simulation and field data for fecal coliform.  Examination of the 
calibration/verification profiles show that the water quality model, in general, reproduces most of the 
observed water quality data but does not compute every data point.  Despite the fact that fecal coliform data 
is difficult to simulate due to the high variability of bacteria in the environment, the model is capable of
predicting the fecal coliforms within the range of observed data. 










032/Bayou La Croix Bayou La Croix 64 6 16 
025/Jourdan River Catahoula Creek/Jourdan River 22 31 17 
026/Bayou Bacon Bayou Bacon/Jourdan River 23 31 18 
018/Wolf River Wolf River 149 35 19 
W6 Bayou De Lisle 126 38 26 
W7 Bayou Portage 145 31 27 
W8 Johnson Bayou 145 29 28 
W9 Unnamed Canal/Bayou Portage 132 30 29 
W10 Unnamed Bayou/Bayou Portage 126 31 30 
W11 Young Bayou/Bayou Portage 123 29 31 
W12 Mallini Bayou 116 29 32 
W13 Bayou Portage 131 31 33 
W14 Unnamed Bayou/Bayou De Lisle 115 38 34 
W15 Unnamed Bayou/Bayou De Lisle 111 38 35 
W16 Unnamed Bayou/Bay 105 40 36 
W17 Unnamed Bayou/Bay 100 40 37 
W18 Unnamed Bayou/Bay 92 40 38 
W19 Cutoff Bayou 74 33 39 
W20 Rotten Bayou 54 51 40 
W21 Bayou La Terre/Rotten Bayou 54 43 41 
W22 Bayou Coco/Jourdan River 49 31 42 
W23 Bayou Talla/Jourdan River 41 31 43 
W25 Unnamed Bayou/Jourdan River 31 31 45 
W26 Bayou Marone/Bayou La Croix 62 17 46 
W27 Bayou Philips/Bayou La Croix 66 20 47 
W28 Four Dollar Bayou 66 23 48 
W29 Breath Bayou 67 26 49 
W30 Edwards Bayou 75 26 50 
W31 Watts Bayou 77 26 51 
W32 Joes Bayou 81 28 52 
W33 Unnamed Bayou near Yacht Club 99 25 53 






















Table 5.10: Seawater Decay Rates of Coliform Bacteria (Droste, 1997). 





Denmark None 2.0 1.15 
England None 0.78-3.50 0.66-2.90 
Gentoffe, Denmark None 1.16 1.98 
Leaf River 
(Mississippi)
None 0.80-3.00 0.77-2.88 
Instanbul, Turkey None 1.78-3.45 0.67-1.30 
Manila Bay,
Philippines 
None 2.16-2.84 0.81-1.06 
Nice, France None 1.5 1.54 
Rio de Janeiro, Brazil None <1.0 > 2.3 
Santa Barbara, 
California 
Primary 0.37-5.47 0.42-6.01 
Santa Monica, 
California 
Secondary 6.5 0.354 
Seaside Heights, New
Jersey
Primary 1.05 2.2 
Sidmouth and 
Bridport, England 
- 0.57 - >> 4 <<0.56-4.04 
Titahi Bay, New
Zealand 
None 0.65 3.54 










   














The objective of this chapter is to demonstrate the applicability of the mathematical models 
described here for the development of TMDL for fecal coliform in the St. Louis Bay. Total maximum daily
loads (TMDLs) are comprised of the sum of individual waste load allocations (WLAs) for point sources, 
load allocations (LAs) for nonpoint sources, and natural background levels. In addition, the TMDL must 
include a margin of safety (MOS), either implicitly or explicitly, that accounts for the uncertainty in the 
relation between pollutant loads and the quality of the receiving waterbody. Conceptually, this definition is
denoted by the equation as provided by the U.S.Environmental Protection Agency (USEPA,1991a) follows:
TMDL = WLAs  + LAs +  MOS (6.1) 
The TMDL is the total amount of a pollutant that can be assimilated by the receiving water while 
still achieving water quality standards. The calculation of the TMDL provides a basis for the State of
Mississippi to develop an implementation plan for St. Louis Bay in order to bring it into compliance with
its water quality standards. 
Incorporation of a Margin of Safety 
The margin of safety (MOS) is part of the TMDL development process. There are two basic 
methods for incorporating the MOS (USEPA, 1991a):
a. Implicitly  incorporate the MOS using the conservative model assumptions to develop allocations
b. Explicitly specify a portion of the total TMDL as the MOS and use the remainder for allocations. 
For this study, the MOS is incorporated implicitly into the modeling process by utilizing a 
conservative fecal coliform decay rate, conservative loading and environmental conditions, and running a  
dynamic simulation to calculate the hourly fecal coliform values in the Bay and rivers. Dynamic simulation
of the model was done under selected design conditions, which, are discussed in the next section. 
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When developing a TMDL for St. Louis Bay, design conditions are those critical conditions that 
must be specified in order to determine attainment of water quality standards. In specifying conditions in
the St. Louis Bay, an attempt was made to use a reasonable “worst case” scenario.  In situations where 
nonpoint source loadings at wet weather flow conditions are more significant that the point source loadings, 
the use of low flow-related design conditions is inappropriate (USEPA, 1991a). Wet weather flow
conditions may be appropriate for analysis of nonpoint and intermittent point source discharges such as 
storm sewers. Other factors such as rainfall intensity and duration, time since previous rainfall, pollutant
accumulation rates, and stream flow previous to rainfall should be considered in selecting design conditions
for nonpoint source analysis. In general, for point sources, continuous point source discharges present the
greatest stress under low flow, dry weather conditions.  
For the development of TMDL for St. Louis Bay, mean annual rainfall data distribution based on
Saucier, Poplarville, Gulfport, Picayune, and Bay St. Louis rainfall stations were analyzed. As shown in
Figure 6.1 and Table 6.1a for the five (5) meteorological stations, year 1968 was considered a dry weather 
condition, while year 1995 was considered a wet weather condition. These two dry and wet year conditions
were used in this study to determine a wasteload allocation for point sources and a load allocation for 
nonpoint sources necessary for attainment of water quality standards in the Bay and in the oyster reef areas 
as shown in Figure 6.2. Total annual precipitation for year 1995 corresponds to approximately a ten-year 
return period, as shown by statistical analysis in Table 6.1b. While, the total annual precipitation for year
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Table 6.1a: Summary of Annual Rainfall Distribution in St. Louis Bay Watershed
YEAR Month Total 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
65 6.87 5.46 7.08 0.94 3.62 5.66 4.92 6.25 7.20 1.55 3.34 5.31 58.20 
66 10.63 12.25 4.19 5.86 4.82 3.95 5.46 6.23 2.99 2.45 2.23 5.21 66.28 
67 5.51 4.41 1.57 3.52 3.21 4.39 4.57 7.48 7.58 7.09 0.59 8.43 58.34 
68 2.16 2.63 2.28 2.63 3.77 3.24 4.24 3.99 4.09 1.58 5.04 7.14 42.77 
69 5.02 3.33 8.16 6.18 4.33 0.54 9.63 9.31 1.13 2.01 2.04 5.65 57.32 
70 3.99 4.41 7.10 1.73 5.53 5.21 6.73 8.24 3.12 6.84 1.62 6.36 60.88 
71 2.36 7.32 4.10 0.84 2.40 3.60 5.51 6.65 8.95 0.62 3.02 7.32 52.69 
72 10.08 4.24 6.03 1.90 10.64 2.43 5.44 3.26 2.62 2.38 5.42 8.25 62.69 
73 2.71 4.33 10.76 10.19 4.63 4.17 4.26 6.24 12.13 3.24 4.24 6.33 73.23 
74 6.35 5.46 5.96 9.38 5.79 3.18 4.20 6.45 6.79 0.47 5.49 4.91 64.43 
75 4.66 3.01 5.31 7.56 7.09 6.64 9.46 9.43 7.48 3.75 4.11 4.38 72.89 
76 1.76 3.85 4.57 1.24 6.86 5.12 4.46 2.87 3.14 5.35 5.93 5.40 50.53 
77 6.43 3.68 6.84 3.89 3.97 1.75 5.33 9.95 9.00 3.06 6.74 4.11 64.75 
78 10.27 2.96 3.38 3.70 10.82 6.58 7.33 5.78 3.03 0.00 3.83 4.75 62.43 
79 6.15 10.95 4.28 8.81 5.57 1.83 14.40 4.25 7.46 1.71 6.58 4.78 76.76 
80 4.95 1.75 14.27 13.55 14.01 2.37 5.77 1.62 4.17 4.50 3.47 1.26 71.70 
81 0.73 11.12 2.81 1.07 3.17 5.37 4.50 6.03 3.00 1.33 0.79 5.85 45.76 
82 3.72 7.92 5.31 6.17 2.30 4.82 7.73 5.81 2.00 2.41 6.62 7.39 62.19 
83 5.23 11.53 7.13 11.46 3.92 9.26 3.55 6.50 6.32 2.16 4.55 8.92 80.52 
84 4.24 5.79 4.21 3.00 4.37 4.93 6.05 9.38 1.92 3.56 2.98 3.07 53.50 
85 5.62 6.13 6.02 2.14 1.81 4.25 9.41 8.42 10.19 11.20 1.78 4.71 71.67 
86 2.81 3.83 4.65 2.14 3.55 3.89 2.66 4.22 4.72 4.97 8.40 4.93 50.77 
87 7.83 8.43 7.88 1.95 6.79 4.29 4.55 10.82 1.13 0.21 4.25 4.04 62.17 
88 3.86 10.52 10.13 5.40 1.79 1.92 8.80 12.22 10.68 1.87 2.57 3.76 73.52 
89 2.98 1.23 5.12 4.04 6.45 10.73 11.88 3.10 3.84 2.31 9.21 6.70 67.60 
90 6.64 10.19 6.22 3.61 7.08 3.41 3.51 2.78 2.29 2.89 2.78 4.83 56.24 
91 17.28 4.11 6.15 11.29 14.04 6.42 5.20 4.95 4.86 6.11 2.76 6.10 89.26 
92 11.24 8.60 6.23 3.03 1.57 8.05 6.71 8.48 4.12 0.36 11.65 6.27 76.31 
93 12.88 3.17 6.94 4.33 5.52 6.41 10.41 5.33 5.41 7.05 3.61 3.61 74.66 
94 4.12 1.73 5.24 4.70 3.79 6.68 10.23 3.96 5.53 6.01 4.51 4.98 61.48 
95 7.16 5.97 11.80 9.07 12.88 3.71 7.34 5.01 1.91 3.64 6.30 5.55 80.34 
96 6.02 3.49 8.41 9.27 4.41 5.52 7.01 6.87 3.62 2.70 2.03 6.84 66.19 
97 6.81 7.73 4.69 6.13 8.43 8.00 11.15 3.62 0.76 5.01 9.55 3.02 74.90 
98 16.18 5.47 9.78 3.80 0.73 1.98 8.69 3.38 14.78 1.88 4.45 2.17 73.28 
Mean 6.33 5.79 6.31 5.13 5.58 4.71 6.80 6.14 5.23 3.30 4.49 5.36 65.18 
Standard Deviation 10.64 
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Table 6.1b: Statistical Analysis of Annual Precipitation in St. Louis Bay Watershed.
Probabilities and Return Periods (Normal Distribution) Mean Std Dev 
65.18 10.64 
Probability of Less Than Probability of Exceedance 
Prob(P(x)=<)) Prob(P(x)=>)) 
Year Ppt, (x) PDF, f(x) F(x) Tr, yrs 1-F(x) Tr, yrs 
in 1/F(x) 1/(1-F(x)) 
5 4.20929E-09 0 
10 5.38259E-08 1.45088E-07 1.45088E-07 6892374.943 0.99999985 1.000000145 
15 5.51874E-07 1.51425E-06 1.65934E-06 602650.4294 0.99999834 1.000001659 
20 4.53685E-06 1.27218E-05 1.43812E-05 69535.46551 0.99998562 1.000014381 
25 2.99044E-05 8.61032E-05 0.000100484 9951.794738 0.99989952 1.000100494 
30 0.000158046 0.000469876 0.00057036 1753.2784 0.99942964 1.000570686 
35 0.000669725 0.002069427 0.002639787 378.8183778 0.99736021 1.002646774 
40 0.002275497 0.007363056 0.010002844 99.97157133 0.98999716 1.010103912 
68 42.8 0.004098577 0.008923704 0.018926548 52.83583655 0.98107345 1.019291673 
45 0.006199009 0.021186267 0.031189111 32.06247232 0.96881089 1.032193188 
50 0.013540493 0.049348756 0.080537866 12.41651965 0.91946213 1.087592369 
55 0.023714439 0.093137329 0.173675195 5.757874624 0.8263248 1.21017788 
60 0.033301013 0.142538629 0.316213825 3.162417081 0.68378618 1.462445478 
65 0.037494559 0.176988929 0.493202753 2.027563702 0.50679725 1.973175676 
70 0.033848954 0.178358782 0.671561536 1.48906682 0.32843846 3.044710374 
75 0.024501263 0.145875544 0.81743708 1.223335746 0.18256292 5.477563571 
80 0.014219945 0.096803021 0.914240101 1.09380457 0.0857599 11.66046146 
95 80.3 0.013666893 0.004183026 0.918423126 1.088822756 0.08157687 12.25837612 
85 0.006617189 0.047667593 0.966090719 1.035099479 0.03390928 29.49045119 
85.3 0.006276093 0.049857465 0.968280592 1.032758488 0.03171941 31.52643918 
90.3 0.002310868 0.021467405 0.989747996 1.010358196 0.010252 97.54190782 
95.3 0.000682224 0.007482732 0.997230729 1.002776962 0.00276927 361.1058005 
100.3 0.00016149 0.002109286 0.999340014 1.000660421 0.00065999 1515.184666 
105.3 3.065E-05 0.00048035 0.999820364 1.000179668 0.00017964 5566.820072 
110.3 4.66424E-06 8.82855E-05 0.99990865 1.000091359 9.135E-05 10946.87564 
115.3 5.69112E-07 1.30834E-05 0.999921733 1.000078273 7.8267E-05 12776.79431 
120.3 5.56776E-08 1.56197E-06 0.999923295 1.000076711 7.6705E-05 13036.97333 
Note: PDF=> Probability Density Function 
F(x) => Cumulative Probability Density Function 
Tr  => Return Period in Years 




































   
 



















St. Louis Bay Water Quality Criteria 
The State of Mississippi (MDEQ, 1995) water quality standards are based, in part, on the 
anticipated use of the waterbody.  The water quality criteria for fecal coliforms are summarized in Table 
6.2. 
Table 6.2: State of Mississippi Fecal Coliform Standards for Different Water Uses (MDEQ, 1995) 
Water Use Purpose Water Standards 
Public Water Supply Waters in this classification is for use as a source of raw
water supply for drinking and food processing purposes
For the months of May through October,
when water contact recreation activities
may expected to occur, fecal coliform
shall not exceed a geometric mean of 
200/100 ml nor shall more than 10 percent 
(10%) of the samples examined during
any month exceed 400/100 ml. For the
months of November through April, when
incidental recreational contact is not 
likely, fecal coliform shall not exceed
2000/100 ml as a geometric mean (either
MPN or MF count) based on at least five
samples taken over a 30-day period nor
exceed a maximum of 4000/100 ml in any
one sample.
Shellfishing Harvesting Waters for this use are for propagation and harvesting
shellfish for sale or use as a food product 
The median fecal coliform MPN of the
water shall not exceed 14 per 100 ml, and 
not more than ten percent (10%) of the
samples shall ordinarily exceed an MPN
of 43 per 100 ml in those portions or areas
most probably exposed to fecal
contamination during most unfavorable
hydrographic and pollutional conditions. 
Recreation The quality of waters in this classification is to be suitable
for recreational purposes, including such water contact 
activities as swimming and water skiing. 
Fecal coliform shall not exceed a 
geometric mean of 200 per 100 ml nor
shall more than ten percent (10%) of the
samples examined during any month 
exceed 400 per 100 ml. 
Fish and Wildlife Waters in this classification are intended for fishing and 
for propagation of fish, aquatic life, and wildlife
For the months of May through October,
when water contact recreation activities
may expected to occur, fecal coliform
shall not exceed a geometric mean of 
200/100 ml nor shall more than 10 percent 
(10%) of the samples examined during
any month exceed 400/100 ml. For the
months of November through April, when
incidental recreational contact is not 
likely, fecal coliform shall not exceed
geometric mean of 2000/100 ml, nor shall
more than ten percent (10%) of the
samples examined during any month 
exceed 4000/100 ml. 































































   
    
         
      
 
    
        




































J o e s 
B a y o u 
B a y o u 
C o c o 
W att s 
B a y o u 
R ott e n B a y o u 
Br e at h 
B a y o u 
M alli ni 
B a y o u 
J o h n 
B a y o 
C ut Off 
B a y o u 
E d w ar d s 
B a y o u 
B a y o u 
D e Li sl e 
F o ur 
D oll ar 




W 1 1 
W 1 2 
W 1 3 
W 1 4
W 1 5 
W 1 6 
W 1 7W 1 8 
W 1 9 
W 2 8 
W 2 9 
W 3 0 
W 3 1 
W 3 2 
W 3 3 
W a v el a n d T o n gi n g R e ef 
S ai nt St a ni sl a u s R e ef 
P a s s C hri sti a n T o n gi n g R 
D E M 0 3 1 7 0 0 0 9 ( m) 
0  -   1 
1  -   3 
3  -   5 
5  -   1 0 
1 1   - 3 0 
3 1   - 5 0 
5 1   - 7 0 
7 1   - 9 0 
9 1 - 1 2 7 
R e a c h Fil e, V 1 
# B a y o u s a n d Ri v e r s - N a m e 
# S u b w at e r s h e d s - N a m e 
Gri d S y st e m - 7 5 0 C ell s 
O y st er R e ef i n Ar e a II ( M S D M R, 1 9 9 7
O y st er R e ef  ( G C R L, 1 9 7 3) 
O y st er R e ef ( G C R L, 1 9 7 8) 
# O y st er R e ef  N a m e 
St . L o ui s B a y W at e r s h e d 
2  0  2  4  M ile s  
Fi g ur e 6. 2: O yst er R e efs i n St. L o uis B a y 
E xisti n g L o a di n g s f o r B a s eli n e Si m ul ati o n 
T h e  w at ers h e d  m o d el  w as  r u n  f or  b ot h  dr y  a n d  w et  y e ar  c o n diti o ns.  T h e  si m ul ati o n o ut p ut 
i n cl u d es t h e f e c al c olif or m c o n c e ntr ati o ns f or e xisti n g c o n diti o ns s u bj e ct e d t o t h e d esi g n y e ar pr e ci pit ati o n. 
T h e b as eli n e si m ul ati o n is d efi n e d as a si m ul ati o n f or e xisti n g c o n diti o ns b y usi n g e xisti n g n o n p oi nt s o ur c e 
l o a d,  a n d  p er mitt e d  p oi nt  s o ur c e  l o a d.  F or  e xisti n g  c o n diti o ns,  t h e  f e c al  c olif or m  l o a di n g  fr o m  t h e s e pti c 
s yst e ms  is  s h o w n i n T a bl e  6. 3.  F e c al  c olif or m  l o a di n g  r at es  d u e  t o  c attl e  a c c ess  t o  str e a ms  ar e  s h o w n  i n 
T a bl e 6. 4. T h e o v er all f e c al c olif or m l o a di n gs b y l a n d- us e c at e g or y f or St. L o uis B a y w at er s h e d s ar e gi v e n 
i n T a bl e 6. 5. 
T h e  b a y  m o d el  w as  als o  r u n  f or  b ot h  dr y  a n d  w et  y e ar  c o n diti o ns.  F or  t h e  s m all  s u b w at ers h e d s 
s urr o u n di n g t h e St. L o uis B a y, t h e w at ers h e d m o d el w as o nl y us e d t o si m ul at e t h e st or m w at er r u n off. A n 
E v e nt  M e a n  C o n c e ntr ati o n  ( E M C)  v al u e  of  2, 0 0 0  M P N/ 1 0 0  ml w as us e d  t o c o m p ut e  t h e  l o a di n gs  fr o m 
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urban land use in each subwatershed for the months of January, February, and December.  An EMC value 
of 20,000 MPN/100 ml was used to compute the loadings for the other months.  These concentrations are 
based upon extensive field surveys that analyzed urban runoff resulting from 1600 of storm runoff samples
collected during the Nationwide Urban Runoff Program (NURP) in the early 1980’s and 59 more recent 
urban stormwater monitoring studies throughout the United States (Pitt, 1998; Center of Watershed, 1999). 
It should be noted that fecal coliform loading from urban storm water constitutes a composite value that 
results from numerous sources including combined sewer overflows, sanitary sewer overflows, illegal 
sanitary connections to storm drains, transient wastewater dumping into storm drains, failing septic 
systems, domestic animals, and other small animals in urban areas. Table 6.6 shows the EMC values
various land use categories included in the model to compute the loadings from areas surrounding St. Louis
Bay. Permitted flow and concentration for municipal, industrial, and private waste sources were used for 
the application runs as shown in Table 6.7. 
Wet Year Simulation
The simulation period for the wet year weather was July 1, 1994 to December 31, 1995. The last
six months in 1994 were used to stabilize the model. The rainfall distribution for this period is shown in
Figure 6.3. The discharge hydrographs for the two major rivers, Wolf River and Jourdan River, are shown
in Figure 6.4. 
Boundary conditions such as wind speed, tidal elevation, and air and water temperature that were 
recorded in the St. Louis Bay Watershed were used in this base line simulation. Figure E.1 Appendix E 
shows representative computed temporal fecal coliform profiles in Wolf River, Jourdan River, and St. 
Louis Bay.  Refer to Figure A.2b for the correlation between the indicated cell number and the physical 
location within the estuary.  A contour plot of the computed fecal coliform during a critical violation period
is shown in Figure 6.5. Fecal coliform contour plot during a noncritical violation period is shown in Figure 
6.6. A summary of St. Louis Bay water quality standard violations for the wet year condition is given in
Table 6.8. Refer to Figure A.3 for the St. Louis Bay zones that were used in the statistical water quality
standard analysis. Figure 6.7 illustrates zones within St. Louis Bay that exhibit the most frequent violation
of fecal coliform water quality standards by plotting contours shaded by the number of exceedances 








    








detected during the simulation period. An exceedance in St. Louis Bay proper was defined as any day 
during which the fifteen-day median value exceeded the fecal coliform standards.  





3170009018 4.60E-01 4.68E+09 
3170009019 7.05E-02 7.18E+08 
3170009020 5.90E-01 6.01E+09 
3170009025 1.61E-02 1.64E+08 
3170009026 9.31E-02 9.47E+08 
3170009027 4.15E-02 4.22E+08 
3170009028 8.14E-04 8.28E+06 
3170009029 7.03E-02 7.15E+08 
3170009030 6.59E-02 6.71E+08 
3170009031 9.21E-02 9.37E+08 
3170009032 2.85E-02 2.90E+08 
W6 4.56E-02 4.64E+08 
W20 4.88E-03 4.97E+07 
W21 8.14E-02 8.28E+08 
W22 8.14E-02 8.28E+08 
W23 2.44E-03 2.48E+07 
W25 3.26E-03 3.31E+07 
W26 4.88E-03 4.97E+07 
W27 2.60E-02 2.65E+08 





3170009018 5.25E-04 1.38E+10 
3170009019 1.77E-04 4.67E+09 
3170009020 6.01E-04 1.58E+10 
3170009025 5.07E-06 1.34E+08 
3170009026 3.03E-04 7.99E+09 
3170009027 6.96E-05 1.84E+09 
3170009028 1.02E-06 2.70E+07 
3170009029 2.87E-04 7.56E+09 
3170009030 2.21E-04 5.83E+09 
3170009031 3.40E-04 8.96E+09 
3170009032 1.38E-05 3.65E+08 
W6 1.14E-05 3.02E+08 
W20 1.03E-04 2.70E+09 
W21 1.09E-04 2.87E+09 
W22 9.11E-06 2.40E+08 
W23 4.90E-05 1.29E+09 
W25 2.50E-05 6.59E+08 
W26 7.75E-06 2.04E+08 
W27 2.03E-05 5.34E+08 
W28 3.02E-06 7.96E+07 




























Table 6.5: Fecal Coliform Loading Rates by Subwatershed and Land Use Type 
Subwatershed Cropland Forest Urban Pastureland 
3170009018 2.34E+07 2.34E+07 7.18E+06 4.06E+08 
3170009019 2.34E+07 2.34E+07 0.00E+00 1.21E+09 
3170009020 2.34E+07 2.34E+07 7.18E+06 1.02E+09 
3170009025 2.34E+07 2.34E+07 7.18E+06 1.05E+08 
3170009026 2.34E+07 2.34E+07 7.18E+06 6.38E+08 
3170009027 2.34E+07 2.34E+07 7.18E+06 6.97E+08 
3170009028 2.34E+07 2.34E+07 0.00E+00 5.42E+08 
3170009029 2.34E+07 2.34E+07 7.18E+06 6.21E+08 
3170009030 2.34E+07 2.34E+07 7.18E+06 6.66E+08 
3170009031 2.34E+07 2.34E+07 7.18E+06 8.27E+08 
3170009032 2.34E+07 2.34E+07 7.18E+06 2.04E+09 
W6 2.34E+07 2.34E+07 7.18E+06 2.71E+08 
W20 2.34E+07 2.34E+07 7.18E+06 4.11E+08 
W21 2.34E+07 2.34E+07 7.18E+06 5.71E+08 
W22 2.34E+07 2.34E+07 7.18E+06 5.72E+08 
W23 2.34E+07 2.34E+07 7.18E+06 6.95E+08 
W25 2.34E+07 2.34E+07 7.18E+06 8.68E+08 
W26 2.34E+07 2.34E+07 7.18E+06 8.12E+08 
W27 2.34E+07 2.34E+07 7.18E+06 2.01E+08 
W28 2.34E+07 2.34E+07 7.18E+06 3.59E+08 
Table 6.6: EMC Values for Bay Model Loading Computations 
 
Land Use Type EMC Values 
for January, February, December 
(MPN/100ml)
EMC Values for 
March-October 
(MPN/100ml)
Urban/barren 2,000 20,000 
Pastureland 250 2,500 
Cropland 250 2,500 
Forest 10 100 
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Table 6.7: Municipal, Industrial, and Domestic Wasteload Inputs and Receiving Cells








Waveland Regional Wastewater 
Mgt. Dist. 
4,900,000 75 24 200 
Diamondhead Util. Co. 180,000 59 31 200 
Long Beach/Pass Christian
Sewage Treatment Plant 
1,560,000 132 29 200 
Coast Episcopal High School 8,000 144 31 200 
De Lisle Elem. School 8,000 119 38 200 
Discovery Bay 15,000 131 31 200 
Dupont  Outfall: 1N (Process 
WW) 
4,200,000 96 40 200 
Dupont  Outfall: 2A (Sanitary) 34,000 100 40 200 
Dupont  Outfall: 3A (Storm) 10,300,000 100 39 200 
Five-Star Resort 8,000 122 35 200 
Jourdan River Shores 50,000 41 31 200 
Long Beach Industrial Park 250,000 143 31 200 
An exceedance in major rivers and bayous was defined as any day during which the thirty-day geometric 
mean value exceeded the fecal coliform standard. 
Dry Year Simulation
The simulation period for the dry year weather was July 1, 1967 to December 31, 1968 with the 
last six months in 1967 were used to stabilize the model. The rainfall distribution for this period is shown in
Figure 6.8. The discharge hydrographs for two major rivers, Wolf River and Jourdan River, are shown in
Figure 6.9. The same boundary conditions as previously described above were used in this dry weather 
base line simulation.
Figure E.2 Appendix E shows the computed temporal fecal coliform profiles in Wolf River, 
Jourdan River, and St. Louis Bay.   A contour plot of the computed fecal coliform during a critical violation
period is shown in Figure 6.10. Fecal coliform contour plot during a noncritical violation period is shown in
Figure 6.11. A summary of St. Louis Bay water quality standard violations for the dry year condition is 




    
  
     
     
 







given in Table 6.9. Figure 6.12 presents contours of the number of violations in the dry weather baseline 
simulation.
TMDL assessment and the identification of remedial management practices are functions of state 
and national regulatory requirements and subsequently beyond the scope of this project. The alternative 
scenarios presented herein illustrate how a model, such as this one can be utilized as one of the tools to
conduct TMDL assessments. Although it is not appropriate to draw specific conclusions within this report,
it is worthwhile to make general observations based upon parametric studies conducted during the course of
this project. As expected, the various scenarios indicate that non-point sources have the greatest influence 
upon fecal coliform levels in the rural portions of the watershed.  The impact of the rural watershed loads
upon fecal coliform levels in the St. Louis Bay is much less significant. Loads from urban run-off appear to 
have the greatest influence upon the Bay fecal coliform level. Coupling application of this model with a 
post-audit utilizing well-planned field monitoring program, will serve to greatly facilitate the understanding
of the complex physical, biological, and chemical processes that occur in this tidal estuary. A more 
thorough understanding of the estuary will help regulatory bodies devise and evaluate alternative 
management strategies that result in practical attainment of water quality standards. 












Figure 6.3: Rainfall Distribution for Wet Year Application Run – 1995 























































Frame 001  09 Jan 2001      
Fecal Coliform Contour Profile - Critical Condition 
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Fecal Coliform Contour Profile - Non-Critical Condition 

















Frame 001  09 Jan 2001      








Frame 001  02 Nov 2000      
Fecal Coliform Bacteria Violation Profile 
Wet Year Application Run - 1995 Baseline 
















































2.60E+05 2.70E+05 2.80E+05 
Figure 6.7: A Violation Contour Plot for Wet Year Application Run – 1995 
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Table 6.8: Summary of St. Louis Bay Water Quality Standard Violations for Wet Year Condition
Cell Number I-Index J-Index Number of Violation Cell Number I-Index J-Index Number of Violation 
23 98 21 13 228 144 29 297 
24 99 21 24 229 145 29 365 
25 100 21 5 233 81 30 8 
42 99 22 27 254 115 30 7 
43 100 22 6 255 116 30 18 
59 75 23 16 256 117 30 26 
62 100 23 13 257 118 30 9 
63 101 23 4 258 119 30 17 
78 75 24 107 259 120 30 18 
80 100 24 45 260 121 30 18 
81 101 24 13 261 122 30 32 
92 112 24 12 264 132 30 81 
93 113 24 22 266 22 31 365 
97 75 25 75 267 23 31 365 
98 77 25 58 268 24 31 365 
99 99 25 43 269 25 31 365 
100 100 25 76 270 26 31 365 
101 101 25 27 271 27 31 365 
112 112 25 13 272 28 31 365 
117 67 26 175 273 29 31 323 
118 75 26 173 274 30 31 191 
119 77 26 152 275 31 31 191 
120 81 26 88 276 32 31 178 
123 100 26 33 277 33 31 152 
124 101 26 15 278 34 31 84 
134 111 26 8 279 35 31 44 
135 112 26 21 355 119 31 8 
139 67 27 82 356 120 31 9 
140 75 27 49 357 121 31 19 
141 77 27 61 358 122 31 24 
142 81 27 207 359 123 31 61 
146 99 27 93 376 140 31 25 
147 100 27 14 377 141 31 46 
158 111 27 3 378 142 31 67 
159 112 27 23 379 143 31 102 
163 67 28 10 380 144 31 236 
166 77 28 27 381 145 31 365 
167 81 28 338 427 74 33 150 
169 97 28 23 428 75 33 81 
170 98 28 27 578 139 35 19 
171 99 28 21 579 140 35 39 
183 111 28 3 580 141 35 142 
184 112 28 25 581 142 35 182 
191 81 29 146 582 143 35 198 
193 97 29 17 583 144 35 365 
194 98 29 9 584 145 35 365 
195 99 29 1 585 146 35 365 
208 112 29 13 586 147 35 365 
209 113 29 9 587 148 35 365 
212 116 29 11 588 149 35 334 
219 123 29 33 719 100 39 55 
220 132 29 30 720 101 39 24 
224 140 29 28 721 102 39 16 
225 141 29 46 722 103 39 34 
226 142 29 83 739 105 40 16 
227 143 29 127 








Figure 6.8: Rainfall Distribution for Dry Year Application Run - 1968 
























































Frame 001  09 Jan 2001      
Fecal Coliform Contour Profile - Critical Condition 
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Fecal Coliform Contour Profile - Non-Critical Condition 

















Frame 001  09 Jan 2001      
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Table 6.9: Summary of St. Louis Bay Water Quality Standard Violations for Dry Year Condition 
Cell Number I-Index J-Index Number of Violation 
23 98 21 7 
24 99 21 7 
42 99 22 7 
78 75 24 32 
100 100 25 4 
117 67 26 48 
118 75 26 35 
119 77 26 14 
120 81 26 12 
142 81 27 61 
146 99 27 12 
167 81 28 220 
191 81 29 17 
226 142 29 7 
227 143 29 67 
228 144 29 141 
229 145 29 365 
266 22 31 365 
267 23 31 365 
268 24 31 365 
269 25 31 365 
270 26 31 365 
271 27 31 365 
272 28 31 271 
273 29 31 178 
274 30 31 164 
275 31 31 171 
276 32 31 152 
277 33 31 116 
278 34 31 53 
279 35 31 13 
379 143 31 51 
380 144 31 112 
381 145 31 354 
427 74 33 48 
578 139 35 44 
579 140 35 50 
580 141 35 96 
581 142 35 160 
582 143 35 181 
583 144 35 363 
584 145 35 365 
585 146 35 365 
586 147 35 365 
587 148 35 365 
588 149 35 336 







    




   
 





   
   
  
  





This dissertation presents the development of a loosely coupled hydrologic, hydrodynamic and 
water-quality model of fecal coliform within the St. Louis Bay watershed. This dissertation also
demonstrates the applicability of the mathematical models for the attainment of Total Maximum Daily
Load (TMDL). The BASINS and NPSM software was applied to model watershed hydrology and in-stream
processes for the upper portion of the St. Louis Bay watershed. The developed watershed model was
loosely coupled with a three-dimensional hydrodynamic and water-quality model of the St. Louis Bay and
its major tributaries by applying the EFDC shallow-water solver. Application of this integrated model was 
successfully demonstrated by comparing historical data to the results of long-term simulation of the 
watershed and Bay. Additional predictive scenarios were presented that facilitate understanding of the 
dominant physical and biological processes impacting water-quality. 
Results presented demonstrate that the BASINS/NPSM watershed model provides excellent
representation of the watershed hydrology. Fecal coliform calibration data is limited within the study area 
but correlation between the model results and the available field data indicates adequate water-quality
simulation for initial TMDL assessment. Land use in the upper portion of the watershed that forms the 
Wolf and Jourdan Rivers is predominantly agricultural and forest. Model results indicate that dominant 
fecal coliform sources in the upper watershed are (1) the number of cattle and the level of stream access 
and (2) the number and maintenance condition of individual septic systems. Model results reinforce field
observations, which indicate that the fecal coliform level exceeded water-quality standards under certain
conditions. This model can be applied to facilitate understanding of the dominant processes and to help
devise and evaluate alternative management strategies that will result in attainment of water-quality
standards.
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The calibrated watershed model was linked with a three-dimensional hydrodynamic and water-
quality model of the St. Louis Bay and its primary tributaries. The EFDC modeling software was applied to
simulate both hydrodynamic and water-quality processes. Comparisons presented demonstrate that the 
EFDC model adequately simulates both hydrodynamic and water-quality in the Bay and tidal estuary. Fecal 
coliform loads from the upper portions of the watershed are less influential on Bay water-quality. 
Simulation results indicate that near-shore urban runoff has the most significant impact upon the Bay fecal 
coliform level. Bay model results reinforce field observations, which indicate that the fecal coliform level 
exceeded water-quality standards under certain conditions. Long-term field monitoring data supports this
conclusion. Again, the calibrated model can be applied to help understand the dominant processes in the 
tidal estuary and the bay and to help devise and evaluate alternative management strategies and field data 
collection programs that will result in attainment of water-quality standards. 
The developed model of this tidal estuary simulates complex physical, biological and chemical 
processes. A large number of modeling parameters have been defined based upon previous similar studies,
the best available data, standard modeling assumptions, and comparison with relevant literature. It is 
anticipated and recommended that the development of this model be continued to synthesize additional 
field data into the modeling process as that data becomes available. A model post-audit phase including
wet-weather monitoring and determination of site-specific rate coefficients is recommended to further 
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Table A.1: Cell Identification Number for St. Louis Bay Grid System Shown in Figures A.2a and A.2b
Cell No. I J Cell No. I J Cell No. I J Cell No. I J Cell No. I J Cell No. I J Cell No. I J Cell No. I J Cell No. I J Cell No. I J 
64 6 99 23 98 26 109 28 102 30 57 31 125 31 122 32 82 34 102 35 
64 7 100 23 99 26 110 28 103 30 58 31 126 31 123 32 83 34 103 35 
64 8 101 23 100 26 111 28 104 30 59 31 127 31 124 32 84 34 104 35 
64 9 102 23 101 26 112 28 105 30 60 31 128 31 125 32 85 34 105 35 
64 10 103 23 102 26 113 28 106 30 61 31 129 31 126 32 86 34 106 35 
64 11 104 23 103 26 114 28 107 30 62 31 130 31 54 33 87 34 107 35 
64 12 105 23 104 26 132 28 108 30 63 31 131 31 74 33 88 34 108 35 
64 13 106 23 105 26 64 29 109 30 64 31 132 31 75 33 89 34 109 35 
64 14 107 23 106 26 67 29 110 30 65 31 133 31 76 33 90 34 110 35 
64 15 108 23 107 26 75 29 111 30 66 31 134 31 77 33 91 34 111 35 
64 16 109 23 108 26 81 29 112 30 67 31 135 31 78 33 92 34 112 35 
62 17 110 23 109 26 96 29 113 30 68 31 136 31 79 33 93 34 113 35 
63 17 111 23 110 26 97 29 114 30 69 31 137 31 80 33 94 34 114 35 
64 17 112 23 111 26 98 29 115 30 70 31 138 31 81 33 95 34 115 35 
64 18 113 23 112 26 99 29 116 30 71 31 139 31 82 33 96 34 116 35 
64 19 114 23 113 26 100 29 117 30 72 31 140 31 83 33 97 34 117 35 
64 20 64 24 132 26 101 29 118 30 73 31 141 31 84 33 98 34 118 35 
65 20 75 24 64 27 102 29 119 30 74 31 142 31 85 33 99 34 119 35 
66 20 99 24 67 27 103 29 120 30 75 31 143 31 86 33 100 34 120 35 
64 21 100 24 75 27 104 29 121 30 76 31 144 31 87 33 101 34 121 35 
96 21 101 24 77 27 105 29 122 30 77 31 145 31 88 33 102 34 122 35 
97 21 102 24 81 27 106 29 123 30 78 31 54 32 89 33 103 34 123 35 
98 21 103 24 96 27 107 29 124 30 79 31 81 32 90 33 104 34 124 35 
99 21 104 24 97 27 108 29 132 30 80 31 82 32 91 33 105 34 125 35 
100 21 105 24 98 27 109 29 137 30 81 31 83 32 92 33 106 34 126 35 
101 21 106 24 99 27 110 29 22 31 82 31 84 32 93 33 107 34 127 35 
102 21 107 24 100 27 111 29 23 31 83 31 85 32 94 33 108 34 128 35 
103 21 108 24 101 27 112 29 24 31 84 31 86 32 95 33 109 34 129 35 
104 21 109 24 102 27 113 29 25 31 93 31 87 32 96 33 110 34 130 35 
105 21 110 24 103 27 114 29 26 31 94 31 91 32 97 33 111 34 131 35 
106 21 111 24 104 27 115 29 27 31 95 31 92 32 98 33 112 34 132 35 
107 21 112 24 105 27 116 29 28 31 96 31 93 32 99 33 113 34 133 35 
108 21 113 24 106 27 117 29 29 31 97 31 94 32 100 33 114 34 134 35 
109 21 114 24 107 27 118 29 30 31 98 31 95 32 101 33 115 34 135 35 
110 21 132 24 108 27 119 29 31 31 99 31 96 32 102 33 116 34 136 35 
111 21 64 25 109 27 120 29 32 31 100 31 97 32 103 33 117 34 137 35 
112 21 75 25 110 27 121 29 33 31 101 31 98 32 104 33 54 35 138 35 
113 21 77 25 111 27 122 29 34 31 102 31 99 32 105 33 79 35 139 35 
64 22 99 25 112 27 123 29 35 31 103 31 100 32 106 33 80 35 140 35 
97 22 100 25 113 27 132 29 36 31 104 31 101 32 107 33 81 35 141 35 
98 22 101 25 132 27 137 29 37 31 105 31 102 32 108 33 82 35 142 35 
99 22 102 25 64 28 138 29 38 31 106 31 103 32 109 33 83 35 143 35 
100 22 103 25 67 28 139 29 39 31 107 31 104 32 110 33 84 35 144 35 
101 22 104 25 75 28 140 29 40 31 108 31 105 32 111 33 85 35 145 35 
102 22 105 25 76 28 141 29 41 31 109 31 106 32 112 33 86 35 146 35 
103 22 106 25 77 28 142 29 42 31 110 31 107 32 113 33 87 35 147 35 
104 22 107 25 81 28 143 29 43 31 111 31 108 32 114 33 88 35 148 35 
105 22 108 25 96 28 144 29 44 31 112 31 109 32 115 33 89 35 149 35 
106 22 109 25 97 28 145 29 45 31 113 31 110 32 116 33 90 35 54 36 
107 22 110 25 98 28 64 30 46 31 114 31 111 32 117 33 91 35 80 36 
108 22 111 25 99 28 67 30 47 31 115 31 112 32 118 33 92 35 81 36 
109 22 112 25 100 28 75 30 48 31 116 31 113 32 119 33 93 35 82 36 
110 22 113 25 101 28 81 30 49 31 117 31 114 32 120 33 94 35 83 36 
111 22 114 25 102 28 95 30 50 31 118 31 115 32 54 34 95 35 84 36 
112 22 132 25 103 28 96 30 51 31 119 31 116 32 76 34 96 35 85 36 
64 23 64 26 104 28 97 30 52 31 120 31 117 32 77 34 97 35 86 36 
65 23 67 26 105 28 98 30 53 31 121 31 118 32 78 34 98 35 87 36 
66 23 75 26 106 28 99 30 54 31 122 31 119 32 79 34 99 35 88 36 
75 23 77 26 107 28 100 30 55 31 123 31 120 32 80 34 100 35 89 36 
98 23 81 26 108 28 101 30 56 31 124 31 121 32 81 34 101 35 90 36 
Cell No. I J Cell No. I J Cell No. I J 
91 36 54 38 721 102 39 
92 36 83 38 722 103 39 
93 36 84 38 723 104 39 
94 36 85 38 724 105 39 
95 36 86 38 725 54 40 
96 36 87 38 726 92 40 
97 36 88 38 727 93 40 
98 36 89 38 728 94 40 
99 36 90 38 729 95 40 
100 36 91 38 730 96 40 
101 36 92 38 731 97 40 
102 36 93 38 732 98 40 
103 36 94 38 733 99 40 
104 36 95 38 734 100 40 
105 36 96 38 735 101 40 
106 36 97 38 736 102 40 
107 36 98 38 737 103 40 
108 36 99 38 738 104 40 
109 36 100 38 739 105 40 
110 36 101 38 740 54 41 
111 36 102 38 741 54 42 
112 36 103 38 742 54 43 
113 36 104 38 743 54 44 
114 36 108 38 744 54 45 
115 36 109 38 745 54 46 
116 36 110 38 746 54 47 
117 36 111 38 747 54 48 
118 36 112 38 748 54 49 
54 37 113 38 749 54 50 
82 37 114 38 750 54 51 
83 37 115 38 
84 37 116 38 
85 37 117 38 
86 37 118 38 
87 37 119 38 
88 37 120 38 
89 37 121 38 
90 37 122 38 
91 37 123 38 
92 37 124 38 
93 37 125 38 
94 37 126 38 
95 37 54 39 
96 37 85 39 
97 37 86 39 
98 37 87 39 
99 37 88 39 
100 37 89 39 
101 37 90 39 
102 37 91 39 
103 37 92 39 
104 37 93 39 
107 37 94 39 
108 37 95 39 
109 37 96 39 
110 37 97 39 
111 37 98 39 
112 37 99 39 
113 37 100 39 
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Figure B.2:  Temporal Profile of Observed and Calibrated Velocity, 1998 
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Station SLB6 - Cell No: (608) 
Salinity Profile 
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Figure B.4: Diurnal Salinity Profiles at St. Louis Bay, July 1-19, 1998 
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Station BP1 - Cell No: (364) 
Figure B.4 (continued)
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Figure B.5 (continued)
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Figure B.6: Diurnal Temperature Profiles at St. Louis Bay, July 1-19, 1998 
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Station WR2 - Cell No: (588) 
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Figure C.1: Temporal Profile of Observed and Verified Tide Level, 1999 
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Figure C.2: Temporal Profile of Observed and Verified Velocity, 1999. 

















































































   
    



























Salinity Profile Salinity Profile 


























5  6  7  8  9  10 11  12 13 14 15 16 17 18 19  20  21  22 23  24 25  5  6  7  8  9  10  11 12  13 14  15  16  17  18 19 20  21  22 23  24 25  
Time (days) Time (days) 
MIN MEAN MAX Computed MIN MEAN MAX Computed 
Salinity Profile Salinity Profile 




















5  6  7  8  9  10 11 12  13 14  15  16 17  18 19 20  21  22  23 24 25  5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
Time (days) Time (days) 
MIN MEAN MAX Computed MIN MEAN MAX Computed 
Salinity Profile Salinity Profile 



















05  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  
5  6  7  8  9  10  11 12 13 14  15 16  17  18 19 20  21 22  23  24  25  
Time (days) 
Time (days) 
MIN MEAN MAX Computed MIN MEAN MAX Computed 
























     
 
      
Salinity Profile 
Station SLB6 - Cell No:  (608) 
Salinity Profile 











































5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  
Time (days) Time (days) 
MIN MEAN MAX Computed MIN MEAN MAX Computed 
Salinity Profile Salinity Profile 
























5  6  7  8  9  10 11 12  13  14 15 16 17 18  19  20 21 22 23 24 25  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  
Time (days) Time (days) 
MIN MEAN MAX Computed MIN MEAN MAX Computed 
Salinity Profile Salinity Profile 



















5 6 7 8 9 10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  5 6 7 8 9  10 11  12  13 14 15  16  17  18 19 20 21 22 23 24 25  
Time (days) Time (days) 











    

























MIN MEAN MAX Computed 
Salinity Profile 




















MIN MEAN MAX Computed 
Salinity Profile 




















MIN MEAN MAX Computed 
Figure C.3 (continued)





         
          








Station MS1- Cell No: (30) 
Salinity Pro 





































5  6  7  8  9  10  11 12 13 14  15 16  17  18 19  20  21  22 23  24  25  5  6  7  8  9  10 11 12  13  14  15 16 17  18 19 20  21  22 23  24 25  
Time (days) Time (days) 
Observed Computed Observed Computed 
Salinity Profile Salinity Profile 



















5  6  7  8  9  10 11  12 13  14 15 16  17  18  19 20 21  22 23  24 25  5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
Time (days) Time (days) 
Observed Computed Observed Computed 
Salinity Profile 
Station SLB4 - Cell No:   (548) 
Salinity Pro file 
























5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  
Time (days) Time (days) 
Observed Computed Observed Computed 



































    
    
    
- 214 -
Salinity Profile 
Station SLB6 - Cell No:   (608) 
Salinity Profile 

















































5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  
Time (days) Time (days) 
Observed Computed Observed Computed 
Salinity Profile 
Station JR1 - Cell No:    (326) 
Salinity Profile 






























5  6  7  8  9  10 11 12  13 14  15 16  17  18 19 20  21 22 23  24  25  
Time (days) 
Observed Computed Observed Computed 
Salinity Profile 
Station CC1 - Cell No:    (266) 
Salinity Profile 



















































   
Salinity Profile 
















































   
 
 









































5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
Time (days) Time (days) 
MIN MEAN MAX Computed MIN MEAN MAX Computed 
Temperature Profile Temperature Profile 















5 6 7 8 9 
MIN 
10 11 12 13 14 15 16 17 18 
Time (days) 
MEAN MAX 





5 6 7 8 9 
MIN 
10  11  12  13  14  15  16  17  18  19  20  
Time (days) 
MEAN MAX 
21  22  23  
Computed 
24  25  
Temperature Profile 
Station SLB4 - Cell No:  (548) 
Temperature Profile 

























5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 5  6  7  8  9  10 11 12 13 14 15  16 17 18 19 20 21  22 23 24 25  
Time (days) Time (days) 
MIN MEAN MAX Computed MIN MEAN MAX Computed 



















































   
   
 
 
Temperature Profile Temperature Profile 










































5 6 7 8 9 
MIN 
10 11  12 13 14 15 16  17 18 19  
Time (days) 
MEAN MAX 




5 6 7 8 9 
MIN 
10 11 12  13 14  15 16 17  18 19 20  21  22 23  24 25  
Time (days) 
MEAN MAX Computed 
Temperature Profile 
Station JR1 - Cell No: (326) 
Temperature Profile 


























5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
Time (days) Time (days) 
MIN MEAN MAX Computed MIN MEAN MAX Computed 
Temperature Profile Temperature Profile 


























5  6  7  8  9  10 11  12 13  14 15 16  17 18  19 20 21  22 23  24 25  5  6  7  8  9  10 11 12 13 14  15 16 17 18 19 20 21 22 23 24 25  
Time (days) Time (days) 























Temperature Profile Temperature Profile 


























5  6  7  8  9  10  11 12  13 14  15  16  17 18 19 20 21 22 23 24 25  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  
Time (days) Time (days) 
MIN MEAN MAX Computed MIN MEAN MAX Computed 
Temperature Profile 


















5  6  7  8  9  10  11  12 13  14 15 16  17 18  19 20  21 22 23  24 25  
Time (days) 
MIN MEAN MAX Computed 
Figure C.5 (continued)





       
     










Station MS1 - Cell No:  (30) 
Temperature Profile 








































5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  
Time (days) Time (days) 
Observed Computed Observed Computed 
Temperature Profile Temperature Profile 




















5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  5  6  7  8  9  10 11 12  13 14  15  16 17  18 19 20  21 22  23 24  25  
15 
Time (days) Time (days) 
Observed Computed Observed Computed 
Temperature Profile Temperature Profile 



















5  6  7  8  9  10 11  12 13  14 15  16  17 18  19 20  21 22  23 24  25  
17 
15 
5  6  7  8  9  10 11 12 13 14 15  16 17 18 19  20 21 22 23  24  25  
Time (days) Time (days) 
Observed Computed Observed Computed 


















































      
        
     
Temperature Profile 
Station SLB6 - Cell No:  (608) 
Temperature Profile 







































































5  6  7  8  9  10  11 12 13 14 15  16 17  18 19 20  21 22 23 24 25  5  6  7  8  9  10 11 12 13  14 15 16 17 18 19 20 21 22  23 24  25  
Time (days) Time (days) 
Observed Computed Observed Computed 
Temperature Profile Temperature Profile 



















5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 5  6  7  8  9  10 11 12 13 14 15  16  17 18 19 20 21 22 23 24 25  
Time (days) Time (days) 
Observed Computed Observed Computed 
Temperature Profile Temperature Profile 














































      
- 221 -
Temperature Profile 












































































































































Fecal Coliform Profile 
Station MS1 - Cell No: (30) 
05-Jul 07-Jul 09-Jul 11-Jul 13-Jul 
Time (days) 
Observed Computed 























Fecal Coliform Profile 
Station SLB2 - Cell No: (347) 
05-Jul 07-Jul 09-Jul 11-Jul 13-Jul 
Time (days) 
Observed Computed 























Fecal Coliform Profile 
Station SLB4 - Cell No: (548) 
05-Jul 07-Jul 09-Jul 11-Jul 13-Jul 
Time (days) 
Observed Computed 

























Fecal Coliform Profile 
Station SLB1 - Cell No: (107) 
05-Jul 07-Jul 09-Jul 11-Jul 13-Jul 
Time (days) 
Observed Computed 





















Fecal Coliform Profile 
Station SLB3 - Cell No: (398) 
05-Jul 07-Jul 09-Jul 11-Jul 13-Jul 
Time (days) 
Observed Computed 























Fecal Coliform Profile 
Station SLB5 - Cell No: (490) 
05-Jul 07-Jul 09-Jul 11-Jul 13-Jul 
Time (days) 
Observed Computed 
15-Jul 17-Jul 19-Jul 
Figure D.1: Temporal Fecal Coliform Profiles at St. Louis Bay, July 1-19, 1998 
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Figure D.1 (continued)
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Figure D.2: Temporal Fecal Coliform Profiles at St. Louis Bay, April 5-25, 1999 

















            
         
          
- 229 -
Fecal Coliform Profile 






















Fecal Coliform Profile 






















Fecal Coliform Profile 





















Fecal Coliform Profile 





















Fecal Coliform Profile 



























Fecal Coliform Profile 



































    
     
      
      
       
Fecal Coliform Profile Fecal Coliform Profile 






































5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
Time (days) 
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
Time (days) 
Observed Computed Observed Computed 
Fecal Coliform Profile 
Station WR1 - Cell No:  (569) 
Fecal Coliform Profile 







































5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
Time (days) 
Observed Computed 
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
Time (days) 
Observed Computed 
Fecal Coliform Profile 
Station BP1 - Cell No: (364) 
Fecal Coliform Profile 
















































5  6  7  8  9  10  11  12  13 14  15  16  17  18 19 20 21  22 23  24 25  5  6  7  8  9  10  11  12 13  14  15  16 17 18 19 20 21  22 23  24 25  
Time (days) Time (days) 



















    
    
 
    
   
      
    
Fecal Coliform Profile Fecal Coliform Profile 













































5 6 7 8 9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  
Time (days) 
5  6  7  8  9  10 11 12  13  14  15  16  17 18  19 20 21 22 23  24  25  
Time (days) 
Observed Computed Observed Computed 
200 
Fecal Coliform Profile 
Station BLC1 - Cell No:  (162) 
200 
Fecal Coliform Profile 


















































Fecal Coliform Profile 
Station JNB1 - Cell No:  (221) 
400 
Fecal Coliform Profile 
































5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  5  6  7  8  9  10 11 12  13 14  15 16  17  18 19 20  21  22 23  24 25  
Time (days) Time (days) 


















         
          
Fecal Coliform Profile Fecal Coliform Profile 


































5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
Observed Time (days) Computed 
0 
5 6 7 8 
Observed 




Fecal Coliform Profile 
Station EB1 - Cell No: (118) 
1000 
Fecal Coliform Profile 


































05 6 7 8 9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  
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Figure E.1: Temporal Fecal Coliform Profiles for Wet Year Baseline Run-1995 
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Median Fecal Coliform Profile 
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Figure E.1 (continued)
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Figure E.2: Temporal Fecal Coliform Profiles for Dry Year Baseline Run-1968 
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Figure E.2 (continued)
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Figure E.2 (continued)
