There has been an enormous advance during the last decade in the array of morphometric methods because of the introduction of geometric techniques for the study of shape (Bookstein, 1996a; Rohlf and Marcus, 1993) . The eld is under development and the application of geometric morphometric methods to biological problems is not very widespread-in part because the methods are considered dif cult for most biologists (even those familiar with ordinary multivariate analysis) and in part because the possibilities of application have not been extensively explored.
There has been an enormous advance during the last decade in the array of morphometric methods because of the introduction of geometric techniques for the study of shape (Bookstein, 1996a; Rohlf and Marcus, 1993) . The eld is under development and the application of geometric morphometric methods to biological problems is not very widespread-in part because the methods are considered dif cult for most biologists (even those familiar with ordinary multivariate analysis) and in part because the possibilities of application have not been extensively explored. Bookstein (1991) de ned morphometrics as the statistical analysis of the covariance between shape and causal factors. Thus, it is interesting to be able to examine the inuence of factors that might cause shape changes. In geometric terms, the shape of a group of objects can be studied if we remove the effects of location, size, and orientation from the nite representation of the objects (Small, 1996) . Even for planar triangles, the simplest entities for which we can study shape, the study of shape differences within or between groups requires the construction of shape spaces de ned by a minimum of two variables (Bookstein, 1991) . Therefore, any study of shape variation is necessarily multivariate.
In this context, ordinary multiple regression models used in morphometric studies of ontogenetic shape transformation (e.g., Zelditch and Fink, 1995) are not the best choice, because those models require a single dependent variable even though several independent variables are allowed. Rather, the appropriate morphometric model contains several dependent variables (shape variables) and one or more independent variables (the factors whose in uence in shape is being tested), the design used by multivariate regression (Rencher, 1995) . If we need to include more than one independent variable, the method is called a multiple multivariate regression. The importance of this distinction is that only multivariate regression allows prediction of specimen shape for a given value of the independent variable and allows determination of the explanatory power of an independent variable by computation of a coef cient of determination.
Applications of multivariate regression in geometric morphometrics to date have not explored all possibilities of analysis. The purpose of this paper is to show how multivariate regression models (for example, as programmed in TPSREGR; Rohlf, 1997) can be explored for morphometric analysis of biological questions, and to show that multivariate geometric morphometric methods can be adapted to any general linear model. In this context, I also show how the statistical comparison of the relative contribution of uniform versus localized shape components can be performed and what are the implications of this for biological studies.
MATERIALS AND METHODS

Constructing Shape Variables
Bookstein (1989) extended a method borrowed from computer graphics for use in morphometrics called thin plate splines. This is a spline interpolating function that models the deformation of an in nite thin metal plate when a con guration of points (the reference or initial con guration) on the plate is transformed into another conguration (the "target" con guration). This function minimizes the energy required to bend the plate during the transformation. The bending energy is a function not only of the amount of transformation in shape, but also of the degree of closeness among the con guration points. Using the physical metaphor of a real metal plate, one can easily visualize that regions of the plate in small scale need more energy to be deformed than regions in large scale. The computational details of this function and the entire method have been extensively described elsewhere (Bookstein, 1989 (Bookstein, , 1991 (Bookstein, , 1996a .
The eigenvectors of the bending energy matrix created by the thin plate spline function (principal warps) span a shape subspace in which localized shape differences can be described. The projection of the specimens onto these axes yield partial warp scores, which may be used as shape variables in any multivariate statistical analysis (Rohlf, 1995) .
The partial warps are the nonlinear part of the tangent space. The complete tangent shape space, however, needs the addition of complementary uniform variation axes that describe global or uniform shape changes . Planar gures always have two dimensions of uniform variation: an anisotropy and an angle of shear, and there are several methods to calculate uniform dimensions of variation. In this paper, I use the method proposed by Bookstein (1996b) to standardize the calculation of uniform factors. This method, called the linearized Procrustes estimate of uniform factors, is exact in the Procrustes geometry of tangent space to Kendall's shape space (Bookstein, 1996b) . The two uniform dimensions produced for planar gures account for all pos-sible af ne transformations of one gure to another.
The tangent shape space is then de ned by the subspace of localized transformations spanned by the partial warps and the subspace of uniform shape changes spanned by the uniform components. In planar gures, the localized subspace has always 2p-6 dimensions (scaling, position, orientation, and uniform variation excluded), whereas the uniform subspace has always 2 dimensions. The complete tangent space will have then 2p-4 dimensions, which is the same number of dimensions as in the non-Euclidean shape space of Kendall . If one adds the two uniform dimensions to the matrix W of partial warp scores, the multivariate analysis of shape will be conducted in the entire tangent shape space.
Multivariate Regression
Using the dimensions of tangent shape space constructed by the methods described above, we might study shape variation in relation to one or more independent variables by multivariate regression. The matrix B of least-squares estimates of the regression coef cients may be calculated by using the standard formula B = (X t X) -1 X t W where the matrix W described above is our dependent array of variables (the shape variables), and the matrix X contains the array of independent variables in its columns (the t indicates the operation of transposition). Estimated partial warp and uniform component scores for the ith specimen may be obtained bŷ W i = W+ B(X i -X). Because the mean scores are 0 for all shape variables, the matrix W may be left out of the calculations. The estimated scores are very important for the visualization of shape changes related to the independent variables and for the signi cance tests subsequently performed, because they can be easily converted back to landmark coordinates of estimated specimens. Rohlf (1997) uses a test generalized from Goodall's (1991) F-test for two samples. These tests are based on Procrustes chord distances between specimens. Procrustes chord distances are de ned as the square root of the summed squared distances between pairs of corresponding landmarks in two con gurations after a least-squares superimposition of one onto the other (Small, 1996) . Procrustes chord distances are the metric of Kendall's shape space, and because they are sums of squares, they can be used as measures of shape variance.
The signi cance of the regression model is assessed by the F-ratio
where the numerator is the sum of Procrustes distances between estimated specimens (X i ) and the mean specimen of the sample (X c ), divided by q (the number of independent variables). The denominator is the sum of Procrustes distances between each observed specimen X i ) and the estimated specimen for the same value of the independent variable (X i ), divided by n -q -1 (n = sample size). This value of F should be compared to a F-distribution with qm (m = number of dependent variables) and (n -q -1)m degrees of freedom.
The numerator of the equation above is the same as a value of variance explained by the model, and the denominator is the residual variance. If we view the value of explained shape variance as a percentage of the total shape variance (the sum of Procrustes chord distances from each specimen to the mean shape), we have a value analogous to a coef cient of determination (R 2 ) that has information on the percentage of shape variation that is explained by the independent variables. Because Procrustes chord distances are calculated on landmark coordinates (instead of the partial warp scores used in the regression), the values of explained variance provide an independent basis for comparison of the explanatory power of different independent variables. If we remove the uniform components from the W matrix and run the analysis again, the difference between explained shape variances may be considered as the relative contribution of uniform variation for the given shape change. For instance, if we use size or age as the independent variable, the differ-ence in explained shape variance in regression models with and without uniform components will be the relative contribution of uniform transformations to the size-or agebased shape changes.
Many designs are possible if we consider a variety of independent variables. Apart from ontogenetic studies, in which the independent variable is size or age, morphometric studies may use latitude and longitude for geographic variation, environmental variables for within-species ecological differentiation, and even dummy variables with orthogonal contrast values of 1, 0, and -1 for MANOVA and MAN-COVA statistical designs (Rohlf, 1997) . The software used can be obtained from the Stony Brook Morphometrics home page (http://life.bio.sunysb.edu/morph/).
Data Set 1: Vilmann's Rats Calvarial Data Set
To exemplify the type of study I propose, I will use the rat calvarial data set thoroughly explored as an example in Bookstein (1991) . This data set consists of 8 landmarks digitized in the braincases of 21 male rats at ages 7, 14, 21, 30, 40, 60, 90, and 150 days, yielding 168 observations. Excluding four observations with missing data, my nal sample size was 164. Figure 1 shows the mean shape of the sample that was used as a reference con guration for calculation of partial warp scores and uniform components. For this data set, two independent variables were used as indicators of ontogenetic development: age, measured in days, and centroid size, a geometric size variable calculated as the square root of the summed squared distances from each landmark to the con guration centroid. This measure of multidimensional size was shown by Bookstein (1991) to be the only size variable that will not show a spurious relationship with shape when growth is isometric. Therefore, I could compare size and age as predictors of cranial shape in the sample and assess the relative contribution of uniform components to ontogenetic shape changes.
Data Set 2: Skulls of Tegu Lizards
As a somewhat different application of the methods of multivariate regression, I used a data set consisting of 15 two-dimensional landmarks on 53 skulls of the tegu lizard Tupinambis merianae. The specimens are categorized by sex (22 males and 31 females), and as an estimate of ontogenetic development, centroid size was used. This data set has been explored in Monteiro and Abe (1997) , where landmark descriptions may be found. Figure 2 shows the mean sample shape used as reference for computations.
A MANCOVA on the partial warp and uniform component scores, using centroid size as covariate, may be used to assess sexual dimorphism in the ontogeny of skull shape. Using appropriate independent variables (dummy variables to indicate group membership, centroid size, and group size variables), the method of multivariate regression described above was used to perform the MANCOVA (Rohlf, 1997) .
RESULTS
Data Set 1: Vilmann's Rats Calvarial Data Set
The numerical results for the entire sample are displayed in Table 1 . Both size and age explain a large amount of shape variation in the sample, but residual variation is larger for age. The removal of uniform components from the W matrix has a signi cant effect in reducing the explanatory power of both size and shape, the decrease being on the order of 50% for both independent vari-FIGURE 2. Mean dorsal view cranial shape for the tegu lizard sample with a superimposed grid (only right half of the skull is shown). The lines connecting the landmarks indicate bone sutures and borders in the skull. The skull is facing left. Landmark numbers are ordered from the snout to the back of the skull. ables. One can interpret that as an indication that uniform shape transformations play a rather signi cant role in ontogenetic transformation, being responsible for~50% of ontogenetic shape changes in the rat braincase of the example. The localized shape transformations described by partial warps are responsible for the other 50%. These results are averaged over the whole period of observation (143 days). Figure 3a shows the grid of shape transformation as a thin plate spline from the mean shape to an estimated specimen with the largest centroid size observed in the sample (1.549 cm). Decomposing this transformation into uniform and nonuniform components ( Figs. 3b and 3c) shows that uniform transformations cause a slight shear of the braincase and a dorsoventral compression. The localized shape changes show regionalized changes in the posterior and anterior portions of the braincase. The age-based shape variation is identical to that shown in Figure 3 .
To be able to compare my results with another estimation of uniform component contribution for this same data set (Bookstein, 1991:284) , I ran a second analysis with only the observations made at ages 7 and 14 days. The numerical results, displayed in Table 2 , indicate relatively more residual variation when only the rst two ages are considered, but the models are still signi cant. When the uniform components were removed, the R 2 of the models decreased by 81.329% for size and 83.449% for age. These values correspond to the relative contribution of the uniform components for growth-related shape changes. Bookstein found 91.4% for the contribution of uniform components in his SYSTEMATIC BIOLOGY VOL. 48 FIGURE 3. Result for the regression of partial warps and uniform components on centroid size for the entire rat sample. (a) Grid deformation shows transformation from mean shape to an estimated specimen with centroid size of 1.549 cm. (b) Using just the uniform components. (c) Using just the nonuniform components.
analysis, but the values are not so different, particularly considering that we used different methods for the estimation of uniform components and its importance. Bookstein (1991) also found signi cance in the small amount of nonlinear variation. This similarity of results by different techniques indicates a strong biological signal, corroborating the interpretation of high levels of integration acting on the braincase of the rats at early ontogeny.
To investigate the variation of integration levels during transitions from one age to another (Fig. 4) , I used binary dummy variables to classify individuals of age pairs. The percentage of shape variation FIGURE 4. Plot of the percentage of explained shape variation at several age transitions observed in the rat sample. The solid line is the contribution of partial warps (localized transformations) for the total shape change observed from one age to another, the dashed line is the contribution of the uniform components (integrated transformations), and the dotted line is the total percentage of shape variation explained by each age transition.
attributable to the transitions explained by partial warps, uniform components, and the total sum of the dimensions in tangent space varies widely during the ontogenetic process. There is an overall increase in residual variation with age (i.e., ontogeny explains more braincase shape variation during the rst weeks of life). The uniform components decrease in relative importance after the rst 2 weeks after birth, and the nonuniform components gradually increase their relative contribution for total ontogenetic shape change. During transition from ages 40 to 60 days, there is an increase in total percentage of explained shape variation caused by a sudden increase in the relative contribution of uniform components. This increase in the uniform component contribution could either be caused by a biological fact (the rats switch to solid food at age 30 days) or be a methodological artifact. Further studies would have to clarify the association between these statistical ndings and the biological phenomena (if there is any such relationship).
These ndings thus indicate that the estimate of 50% contribution of uniform components calculated for the entire sample is not consistent throughout the entire ontogeny. TABLE 1. Results of multivariate regression of shape variables on the ontogenetic stage variables for the entire rat sample. Results are shown for the entire tangent space (partial warps and uniform components), and for the localized transformations subspace (partial warps) only. The coef cient of determination (R 2 ) is shown as a percentage. 
Data Set 2: Skulls of Tegu Lizards
Although almost signi cant, the results do not indicate the presence of sexual dimorphism in the sample (Wilks' L = 0.343481, P = 0.0662). The test for parallelism of ontogenetic trends indicates that the ontogenetic shape trajectories for skulls of both sexes are parallel (Wilks' L = 0.377541, P = 0.152). To perform a Goodall (1991) F-test for sexual dimorphism in shape (without size as a covariate), I t the data to a regression model, using a dummy variable for sex (males = 1, females = -1). The results were not signi cant either (Table 3) . Sex explains very little size variation in the sample (1.959%), so the samples were pooled for all subsequent analyses. The models with size as an independent variable are highly signi cant (Table 3) . Size variation explains 46.066% of shape variation if we consider both localized and uniform shape changes. If we remove the uniform components from the analysis, the decrease in R 2 value is about 0.5%. Figure 5 shows the transformation grid from the mean shape to an estimated specimen with the largest observed centroid size.
These results show that uniform transformations are not important for the observed ontogenetic shape changes in the skull of tegu lizards. In the preceding ex- ample, the regionalized landmark con guration (braincase only) probably accounted for the high amounts of integration observed on the structure. For the tegu lizard example, where the landmarks were scattered over the skull in dorsal view, the results show that (as already expected) the shape of different skull regions do not co-vary.
DISCUSSION
The variance components obtained by Procrustes distances have a wide range of applications in the biology of shape. If suitable independent variables are used, the R 2 might be used to estimate shape heritability for quantitative genetic studies. If one uses a dummy variable to separate two groups, Goodall's F-test will be a ratio of among-group and pooled within-group variances. These values could be used in quantitative genetic evolutionary models of VOL. 48 shape differentiation. Estimates of evolutionary inertia in morphological evolution may be obtained from the R 2 of multivariate regression of shape variables on the appropriate independent variables (also a topic currently under development). Although derived from multivariate shapes, Procrustes chord distances are univariate measures of shape variation and might t into many analyses that are based on general linear models. The estimate of relative contribution of uniform versus localized components is a very interesting point in the study of morphological integration, but several problems must be taken into account. First, we must assume that the uniform components are representing the highest amount of integration in a shape change. Although this might be true in some cases, certain integrated shape changes are not uniform (such as an overall bending of the structure in question) but instead will be depicted in the largest scale partial warps. This is a very important point and cannot be dealt with by multivariate regression only. A useful approach is to calculate partial warp scores with different values of alpha and use relative warps as presented by Bookstein (1996a) . Second, if we estimate the relative importance of the components over the entire sample (or in this case the complete ontogenetic process), we miss interesting information about how the contributions of the components vary during the ontogeny. The analysis of age transitions in the rat calvaria showed that the contribution of localized and uniform components varies in a complex way during ontogeny and, moreover, that the estimate of relative contributions for the entire sample is not very useful. Therefore, whenever the sample can be broken into natural subgroups (e.g., age classes), the analysis should be performed on subgroups also.
Although my examples were mostly concerned with ontogenetic shape transformations, obviously ontogenetic stage indicators are not the only possible independent variables that can be used by these techniques. The methods of multivariate regression of shape, partial least-squares, and canonical correlation provide interesting tools to answer a primary question in morphometric studies: What is causing shape variation? This question is further elaborated by the possibility of inclusion of several causal factors in the model and by comparisons of the explanatory powers. These interesting techniques deserve more attention from anyone interested in biological shape variation.
Cladistic analysis yields nested hierarchical patterns of relationships among terminals, regardless of whether such patterns actually exist. Therefore, a necessary assumption underlying phylogenetic interpretation of a cladogram is that the tree represents a hierarchical pattern of divergence among individuated groups (Nixon and Wheeler, 1990; Davis and Nixon, 1992) . This was earlier made clear by Hennig (1966) , who pointed out that phylogenetic analysis is inappropriate for assessing relationships among biological entities that are related by tokogeny (i.e., current interbreeding) and not by phylogeny. Cladistic analysis as a means to infer phylogenetic relationships can be meaningfully performed only among taxa.
The phylogenetic species concept (PSC; Platnick, 1979; Cracraft, 1983; Nixon and Wheeler, 1990) demands that species be diagnosed on the basis of unique combinations of character states. Arguing that "phylogenetic analysis using less inclusive terminals cannot be conducted to discover phylogenetic species" (Davis and Nixon, 1992:427) , Davis and Nixon presented a new method for empirical diagnosis of phylogenetic species, population aggregation analysis (PAA), which relies on the criterion of " xation of alternate characters in different population systems" (p. 423). PAA may have developed out of Davis's interest in cladistic treatment of allozyme data (e.g., Davis and Manos, 1991) , which have been analyzed in the past by comparing differences in allele frequencies among populations. Because frequency-based comparisons are not compatible with the cladistic method's central concept of synapomorphy
