I. INTRODUCTION
Visual servoing is known to be a very efficient method for positioning and target tracking tasks [1] . However, its efficiency relies on correspondences between the position of tracked visual features in the current image and their position in the desired image, which define a set of errors to be minimized. If these correspondences contain errors, then visual servoing usually fails or converges upon a wrong position.
Overcoming these errors is often achieved by improving the quality of tracking algorithms [2] - [4] and feature selection methods [5] . This class of methods uses information measurements which are not directly related to the set of errors but based on external cues such as color and global motion estimation. These approaches provide a robust input estimate to the control loop, and, as such treats outlier rejection in the image processing step, prior to the control step [see Fig. 1(a) ]. Considering redundant features [6] is also a simple way to improve positioning accuracy and reduce the sensitivity to noise. However, it cannot allow to suppress completely the final positioning error in the presence of erroneous data.
Alternatively, the method proposed in this paper is based on a wellfounded and efficient formalism which directly uses the feature error vector to compute a statistical measure of confidence at the control law level [see Fig. 1(b) ]. In related literature, many different approaches exist to treat external sources of error. Amongst the robust outlier rejection algorithms [7] , methods in computer vision have included the Hough Transform and RANSAC [8] and statistical methods such as least median of squares (LMedS) [9] and M-estimators [10] . In this paper, robust M-estimators [10] are employed because their formulation in terms of an iteratively reweighted least square (IRLS) method allows its efficient integration directly into the control law. Weights that reflect the confidence in each visual feature location are computed and used in the control scheme. For the very first iteration of the control scheme, a more conservative robust estimator (LMedS [9] ) is used and provides a more efficient rejection process when the errors due to outliers are of the same order of magnitude as the good measures. Our approach features three main advantages. With respect to more classical robust visual servoing techniques that rely on a robust extraction of the visual features [ Fig. 1(a) ], it bypasses intermediary decision steps which usually require thresholds to be tuned for each specific application. Second, the confidence in each visual feature relies on the value of all of the other features. Finally, the computed uncertainty values do not act as a binary weight which completely rejects or accepts the feature. Each feature may either gain or lose certainty over time and during the execution of the control law.
Following an introduction to the method, the robust control scheme based on the M-estimators is detailed in Section II-B. In Section II-C, a method to initialize the weights based on LMedS is presented, and, finally, in Section II-D, we show how to combine both techniques. Experimental results are presented in Section III.
II. ROBUST VISUAL SERVOING

A. Overview and Motivations
The goal of visual servoing is essentially to minimize the error 1 between a set of visual features s(r) that depends on the camera pose r and a set of desired visual features s 3
where k is the number of visual features in s. Considering that s(r)
is computed (from the image) with a sufficient accuracy is an important assumption. The control law that performs 1 minimization is usually handled using a least-squares approach [1] , [11] . However, when the data contain outliers, such a classical approach is no longer efficient. A solution to handle this problem is to perform a robust minimization. M-estimators can be considered as a more general form of maximum-likelihood estimators [10] because they permit the use of different minimization functions that do not necessarily correspond to normally distributed data. Many functions have been presented in the literature which allow uncertain measures to be considered less and, in some cases, completely rejected [9] , [10] . In the following, is the objective function considered. The metric function to be minimized is modified to reduce the sensitivity to outliers. The new error to be minimized is then given by (2) where (u) is a robust function that grows subquadratically and is monotonically nondecreasing with increasing juj [10] .
B. Robust Control Law
Classical visual servoing control schemes have the following forms [1] , [11] :
where v is the camera velocity sent to the low-level robot controller and L + s is the pseudoinverse of a model or an approximation of the interaction matrix related to s (defined so that _ s = L s v) [11] .
To embed a robust minimization in visual servoing, a modification of the control law is required to allow outlier rejection. For that, a weight is associated to each feature to specify a confidence in its location. This leads to the following new control law (see Fig. 1 (b) and [12] ):
where D is a diagonal weighting matrix given by D = diag(w i ; ...;w k ):
As for all image-based visual servoing that use redundant features, it is unfortunately impossible to demonstrate the global asymptotic stability of the system. As demonstrated in [12] , it is possible to demonstrate the local asymptotic stability when the outliers are assumed to be correctly detected, as soon as a sufficient number of features are not rejected so that DL s is always of full rank [six to control the 6 degrees of freedom (DOF) of the robot].
We now describe how the weights wi are computed. In a classical robust estimation algorithm, they are given by [10] w i = where med(s 0 s 3 ) corresponds to the median value taken across all the residues and where is a scale that corresponds to a robust estimate of the standard deviation of the inlier data. This will be explained in full detail later.
Of the various influence functions that exist in the literature, we consider Tukey's hard redescending function [10] . Tukey's function completely rejects outliers and gives them a zero weight (see Fig. 2 ). This is of interest in visual servoing in that detected outliers have no effect on the robot motion. Its corresponding influence function is given by
where the proportionality factor for Tukey's function is b = 4:6851, which represents 95% efficiency in the case of Gaussian noise [13] . Typically, if the error is similar for most features and different for other features, the first ones will be considered as inliers (i will be small and w i near one), while the other ones will be considered as outliers (since i will be large with w i near zero). For a very particular geometrical configuration, this statistical method may not be efficient, but in most cases, it allows to reject correctly erroneous data.
As already stated, the scale , which appears in (5), is a robust estimate of the standard deviation of the good data. It is at the heart of the robustness of the function since, in visual servoing, this scale can vary dramatically during convergence. For voting methods and traditional M-estimators, scale has usually been treated as a tuning constant which can be chosen manually for a specific application. Alternatively, a robust statistic can be used to calculate it. One robust statistic that allows to reject up to 50% of outliers is the median absolute deviation (MAD), given by 
where 8() is the cumulative normal distribution function and 1=8 01 (0:75) = 1:48 represents one standard deviation of the normal distribution and is used to make the MAD consistent with the normal distribution. To date, a convergence proof for nonlinear regression using the MAD only exists if it is calculated once as an auxiliary scale estimate due to the median's lack of asymptotic properties [13] . However, although convergence has not yet been proven due to discontinuities introduced by the median, experiments show that recomputing the MAD at each iteration gives better results. Other measures of the scale exist that reject a higher percentage of outliers than the MAD or simple median (see, for example, [14] or [15] when small datasets are considered). These methods do not, however, address the issue of computational efficiency, which is of paramount importance in real-time frame-rate applications. The MAD is then a very good tradeoff between outliers rejection efficiency and computation efficiency.
C. Weights Initialization Using the LMedS Approach
The weights w i are computed from a statistic that depends only on the error s(r) 0s 3 . When this error is large, it is difficult to detect outliers. Indeed, the error 1i = si + i 0 s 3 i (where i is an "aberration" due to imprecision in data extraction) may not be statistically significant with respect to (w.r.t.) the other errors. If some outliers are not detected as such, corresponding weights are not equal to zero, and the robot trajectory can be strongly perturbed. Therefore, it is important to detect the features that are likely to be outliers prior the beginning of the servo process and to initialize adequately the weights. This can be achieved using the LMedS robust estimator.
The LMedS [9] Unlike M-estimators, the LMedS method cannot be reduced to a weighted least-squares problem. It must be solved by a search in the space of possible estimates generated from the data. This space is usually very large (and this is why we do not use it inside the control law, but only for the initialization).
The algorithm described below enables a robust detection of the outliers within the whole set of features. Given k features s i ; i = 1...k,
we follow these steps.
1) Draw N subsamples s J ; J = 1...N of n independent visual features. The maximum number of subsamples is N max = k n , where n is the minimal number of features that allows to perform a positioning task (6 n k). Therefore, if k is large, N max may be very large, and a Monte Carlo technique can be used to draw N subsamples (N Nmax) that ensure a good outlier detection probability (see [9] for details). we prefer to use a weighted control as described in Section II-B for such a purpose, since only n features would be considered, (8) where is [as in (7)] a scale estimate defined by the robust statistic given by (see [9] for details)
where 1+5=(k 0 n) is a small-sample correction factor which makes the scale unbiased when a small dataset is considered [9] , [14] , [15] .
D. Full Weights Computation
Though not very complex, the LMedS-based outliers rejection algorithm requires some processing time that is not yet compatible with a 25-Hz loop. This is why we consider it only for initialization. Furthermore, to smooth the weight evolution (and then the camera trajectory), it is also possible to introduce a memory process. The first possible solution is to smooth the weights evolution such that w 0 i (t) = 2wi(t) + (1 0 2)wi(t 0 1)
where 2 2 [0 : 1] has to be tuned. The second solution is to smooth in a similar way the median computed in (7) . Indeed, noise in the weights computation is mainly due to instability in the median computation due to the small number of data. Such a problem does not arise when the number of data k increases. In the presented results, the later solution has been retained, and we have set 2 = 0:2.
III. EXPERIMENTAL RESULTS
The complete implementation of robust visual servoing, including tracking and control, was carried out on an experimental test-bed involving a CCD camera mounted on the end-effector of a 6-DOF robot. We have considered a positioning task. From an initial position, the robot has to reach a desired position expressed as a desired position of the object in the image.
A. Visual Features and Weights Computation
In these experiments, visual features are given as a set of point coordinates extracted from the image. If n points are considered, then s is a vector defined as s = (x1;y1;x2;y2; ...;xn;yn), where (xi;yi) are the coordinates of the ith point. Interaction matrix L s is a 2n 2 Since weights w 2k and w 2k+1 reflect the confidence we have in the same point, we define elements of the weights matrix D as D 2k;2k = D 2k+1;2k+1 = min(w 2k ; w 2k+1 ).
B. Experiments With Dots
In the first experiment, a pattern made with 12 white dots is considered. Tracking such a simple pattern allows to validate the efficiency of the new control law.
1) Effect of Large Errors:
In this first set of experiments, four cases are compared.
• [Exp 1]: a reference experiment with no error and using the control law given in (4) with D = I.
• [Exp 2]: an experiment with the same control law (D = I),butartificial noise has been added in data extraction: a large error (more than 60 pixels at convergence) was introduced into the extracted coordinates of two points which were voluntarily inverted.
• [Exp 3]: this experiment is similar to [Exp 2] but weights are computed as described by (5) using the Tukey M-estimator.
• [Exp 4]: in this experiment, we extend [Exp 3] by initializing weights using the LMedS method presented in Section II-C. As expected, the classical visual servoing converges successfully toward the desired position when no error is introduced. A large error on two points [Exp 2] implies the convergence of the control law toward a position that is not the desired one [see Table I and Fig. 3(c) ]. The distance between the outliers points is 38 pixels in the initial image and of 68 pixels at the end of the positioning task. An error on the final coordinates of each inlier point can also be observed. Let us note that, in some cases, a complete divergence of the control law can even be observed (which means that the global error ks 0 s 3 k along with the camera velocity increases and the robot moves rapidly toward its joint limits).
Our new method improves the behavior of the positioning task. Indeed, in the two other experiments where a weighting matrix is introduced in the control law [ , the camera reaches its desired position with a very good accuracy despite the errors introduced in the data.
However, when only M-estimation is considered, the outliers are not detected at the beginning of the task (see weights evolution on Fig. 4) , since their error is not statistically significant w.r.t. the other errors. This leads to disturbances in the camera trajectory which is different from the "reference" trajectory (see Fig. 5 ). When the more conservative LMedS-based weight initialization process is considered, it is possible to detect outliers before the beginning of the positioning task.
2) Effect of Small Errors: In the next experiments [Exp 6-8], a small error is added to the extracted position of four dots. A partial occlusion is made by sticking a black paper on the target, so that it does occur equally during the whole experiment, from the initial image to the final image. Since this occlusion of the dots (around 60%) does not exist in the reference image, it adds a small error (five pixels) onto the position of the center of gravity of these features (see Fig. 6 ). Even though the error is quite small, the positioning errors are significant using classical visual servoing (see Fig. 6(b) and Table I Even with the conservative LMedS estimator, the small errors cannot be detected at the very first iteration. When the standard deviation of the noise measure (MAD) is recomputed at each iteration of the control law [Exp 7], after several iterations (that is, when has decreased and therefore, when the effects of the outliers are more visible), the outliers are detected and the positioning task is achieved with a very good accuracy. However, if the MAD is not recomputed at each iteration [Exp 8], since the outliers are very difficult to detect from the first computation of the error , the initial computed MAD is not adapted and the robot converges to a wrong position. These experiments underline the fact that recomputing the MAD at each iteration ensures a far better behavior of the control law. Although, in this experiment, the outliers were present at the beginning of the positioning task, this approach is also efficient for transient outliers that appear during the task, as can be seen in the next experiment.
C. Experiments With SSD Trackers
In the last experiment, we considered far more complex textured images (see Fig. 7 ) acquired by a low-quality camera that provided a poor-quality image. Under such conditions, tracking features is difficult and is not very reliable. The chosen algorithm is based on a classical SSD algorithm (Shi-Tomasi-Kanade). We defined the position to reach with a reference image [see Fig. 7(b) ]. Points of interest are extracted (using the Harris detector) and are matched with similar points, which are extracted from the image acquired from the initial camera location, using the image-matching software [16] . Therefore, at the beginning of the task, there is no matching error (as detected by the LMedS at initialization, since all of the weights are set to 1).
First, it can be noted that with the use of a classical control law and due to excessive mistracking, the camera was not able to reach the desired position. Fig. 7(c) shows the difference between the desired image [ Fig. 7(b) ] and the last one acquired by the camera [ Fig. 7(d) ]. In Fig. 7 (d) and 7(f), initial and desired locations are displayed by crosses. Point trajectories are also displayed (60 points are tracked). Next, the robust control law was applied. The desired position was obtained with good accuracy (less than 7 mm in translation) even with very poor experimental conditions, as can be seen from the difference [see Fig. 7(e) ] between the desired image [ Fig. 7(b) ] and the last one acquired by the camera [see Fig. 7(f) ]. Fig. 7(f) shows that many points have been detected as outliers during the task. 
IV. CONCLUSION
Previous visual servoing methods have only considered outlier rejection in the image processing step. In this paper, a novel visual servoing method has been proposed that rejects errors in feature extraction, tracking, and matching at the control law level. Experimental results show the efficiency of the approach for a positioning task on case-study examples and on real images. In all cases, a great improvement in the positioning accuracy has been observed w.r.t. a nonrobust control law.
