This paper introduces DICE, a Domain-Independent text Classification Engine. DICE is robust, efficient, and domain-independent in terms of software and architecture. Each module of the system is clearly modularized and encapsulated for extensibility. The clear modular architecture allows for simple and continuous verification and facilitates changes in multiple cycles, even after its major development period is complete. Those who want to make use of DICE can easily implement their ideas on this test bed and optimize it for a particular domain by simply adjusting the configuration file. Unlike other publically available tool kits or development environments targeted at general purpose classification models, DICE specializes in text classification with a number of useful functions specific to it. This paper focuses on the ways to locate the optimal states of a practical text classification framework by using various adaptation methods provided by the system such as feature selection, lemmatization, and classification models.
Introduction
Text classification can be characterized as a process of automatically assigning one or more of the pre-defined categories to a natural language document by inspecting and analyzing their inner contents, such as their terms and structural information. Sebastiani [1] describes the task as the activity of labeling natural language texts with thematic categories from a user-defined set. Much effort regarding text classification has been made in both academic and industrial circles due to its potential impact on other closely related areas, such as named entity recognition, document filtering, and word sense disambiguation. As such, many experimental text classification systems have been developed to show their relative advantages. However, few commercial or experimental classification systems are available for research, as in the case of information retrieval [1] [2] [3] . This situation makes it essential to develop a practical and efficient text classification system test bed where various extensions of existing approaches can be implemented and evaluated for their efficacy with minimal knowledge and experience in programming.
This paper introduces DICE, a Domain-Independent text Classification Engine. DICE is robust, efficient, and domain-independent in terms of software and architecture. Each module of the system is clearly modularized and encapsulated for extensibility. The clear modular architecture allows for simple and continuous verification and facilitates changes in multiple cycles, even after its major development period is complete.
The DICE can make system development processes clearer and more explicit. While parameter tunings are critical for achieving a high level of performance, especially with inductive learning modules for which parameters settings are of paramount importance (as in [1] [4] [5] [6] [7] ), they are rarely mentioned explicitly in technical papers. In other words, it is neither clear nor explicit in past research how the systems were adapted and optimized for specific target domains. As a result, it is difficult to duplicate the same level of performance that may be necessary for comparisons in later research. This situation may indicate that their adaptation and optimization processes were not systematically done but were instead performed in an ad hoc manner.
Another situation the proposed test bed attempts to address is related to the fact that experimental text classification systems are not full-fledged, as mentioned in several examples in the literature [1] [2] [3] . For example, a typical approach to build an experimental system is to separate the entire system into several modules including a feature generation module (responsible for tokenization, lemmatization, and feature importance estimations, for instance) and a classification module (for training and classifying). At first glance, this approach appears to be reasonable with respect to the modularity and encapsulation concepts in software engineering. As the generation steps for feature sets, training results and classification results are not pipelined naturally in the system; however, manual interventions are required. This problem can be circumvented with the DICE environment, in which a full-fledged system is readily available and can be extended for extensions.
In order to ensure that the newly proposed system environment properly addresses the problems associated with past research prototypes in text classification, it is very important to provide a reasonable performance level of the system in terms of its overall effectiveness and efficiency. For maximum generality, such a system should not be biased toward or against a particular domain or task. To this end, an extensive series of experiments were conducted for four different domains. This paper focuses on the ways to locate the optimal states of a practical text classification framework by using various adaptation methods provided by our system such as feature selection, lemmatization, classification models and so forth. By inspecting the experimental results of multiple datasets, we show that optimal configurations vary according to domains, which slightly differs from the previous results that concluded particular settings provided best performance without examining intensively in various test collections.
Related Work

Feature Selection
It is clear that a large number of previous studies on feature selection for text categorization e xist, and the case can be made that the present study is similar to those. Careful and objective i nspection, however, can reveal the difference between the present approach and existing studi es. For example, the pioneering work in this field by Yang and Pedersen provides the evaluati on result of comparing five different feature selection methods based on LLSF and kNN [6] . T he present work can be distinguished from it in several ways. The first is that DICE provides a ll-in-one capabilities related to text categorization tasks; that is, it is no more than a commerci alized system. Moreover, it is based on both naïve Bayesian and kNN models, which are cons idered the most promising models in terms of both efficiency and effectiveness. More import antly, their work appears to have focused on the decrease in the number of features (terms) du e to the application of feature selection methods that maintain a similar level of effectiveness.
Forman G. [4] parallels the present work in many respects regarding the evaluation and inspection of feature selection mechanisms. In this model, the author showed the valuable results of conducting an empirical study of twelve feature selection methods via experiments on a large-scale, artificially generated test collection, which he termed a "benchmark," originating from the four well-known datasets. In spite of the far-reaching execution of his work, it is less likely that the results can be well interpreted and understood by those who want them to be used readily in further research. There may be two reasons for that. The first is that the target classification model of Forman G. [4] is a binary class decision model, whereas all conventional test collections assume a multi-class model. Another reason, which may be related to the first, is associated with the fact that he artificially created a new benchmark collection based on four conventional test collections (TREC, OHSUMED, Reuters, and WebACE). This experimental approach is differs greatly compared to general approaches in which the performance is computed independently by each dataset of the existing test collection. In contrast, the present study focuses on providing the explicit performance of each environmental setting of DICE one dataset at a time for a better understanding of the results. More importantly, the proposed architecture, which is capable of supporting multiple classification models, enables us to both compare the performance readily and accordingly conduct model tuning in a certain domain.
This experimental approach can be differentiated from Forman G. [4] in that the aim is to analyze the validity and universality of DICE through the concentrated behavioral inspections in certain domains, whereas Forman G. [4] gives general information only about the effectiveness of SVM without fully providing the inner settings of the classifier using datasets with greater variation.
In addition, a considerable number of studies have been performed by many researchers who sought to reveal the link between text classification models and feature selection methods [4] [29] . In particular, nearly all of these aforementioned approaches in are dependent upon the statistical characteristics of each target domain. Strictly speaking, they usually utilize the frequency information of the constituent terms of the entire dataset. The Term Information Storage Structure (TISS) of DICE is highly flexible; it is expressive enough to accommodate all the necessary information for estimating those feature selection models, which implies that new feature selection functions can be easily appended as the occasion demands. Further research by the authors, therefore, will include the embodiment of these various feature selection methods and the invention of novel methods of feature selection.
Implementation
The work of Lewis et al. [3] can be considered as an example of an early article on the subj ect of implementing practical text classification systems. In this paper, the authors introduced ATTICS, an extensible text classification system implemented in C++. However, experiment al results are not included. Moreover, they did not present the detailed architecture of ATTICS, which would be a key issue in their paper.
More recently, Aris et al. [30] showed that text classification tasks can be achieved by only conventional search engine functionals. One of the pivotal issues of their approach was to minimize the number of query terms coming from an input document, as the category assignment process should be realized by existing information retrieval operations. In the experimental results, however, a lack of clarity is apparent with respect to describing the actual performance values associated with this approach. First, they mainly used the "area under the curve (AUC) score" and the "cost estimation ratio" based on a ROC graph, which are not frequently used in current research. For instance, one of the figures in this paper that compares evaluation results based on both the AUC and F-measure shows that there is a striking contrast between the two measures (e.g., the values of the F-measure are very low compared to those of the AUC). Furthermore, as in a related study [3] , the authors did not introduce the inner details of the data structures and the overall architecture of their system, which was also important given that they asserted the benefits of the search engine structure for classifying texts. Fig. 1 shows the conceptual architecture of DICE as implemented in this paper. The system can contain manifold classification models, which are KNN and naïve Bayesian in this paper. In order to facilitate the preprocessing and training processes, document management module exists in the system. Also, classifier optimizer is used to adapt the system into a specific domain by means of its validation functions, configuration subsystem and other relevant utilities. Finally, DICE can also utilize domain specific language resources to maximize the performance in that domain. Instead of developing various different domain-dependent classifiers which might be restricted only to particular target domains, a general-purpose text classification framework was implemented so that it can be applied to any problem domain related to document classification. In this respect, the salient characteristics of the system are that it contains more than one document classification algorithm and that the feature generation module is separated from the algorithms. This approach can be justified by the fact that numerous document classification models share a similar feature structure and information. (e.g., a vector space model based on term frequencies, a conditional probability list of terms with respect to each class)
Overall Architecture and Data Structure
Fig. 1. Overall Architecture of DICE
For a fast classification process, the inverted file structure as widely used in information retrieval systems is adopted here. Unlike conventional inverted file structures, however, this architecture is adequately optimized to text classification tasks; it includes a memory-based binary tree structure for the retrieval of massive terms and an efficient structure for saving and searching for class information.
Feature Storage Structures
Once each document has been analyzed (e.g., tokenization, lemmatization, and POS tagging), a stream of terms in each document is generated. Fig. 2 shows the proposed storage structure for saving term information (TISS: Term Information Storage Structure). It exploits the general architecture and process of the inverted index structure used in IR. However, the concept is expanded so as to allow TISS to handle additional information related to classification tasks, including class identifiers, class frequencies, and class conditional probabilities, for which P(w | c), where w is a term and c is a category. As almost all of the classification tasks assume in-memory processing, implying that every analysis process is executed in main memory, a binary tree structure was adapted for saving and searching for each term in all target data rather than the B-tree or other locations. In the posting information part of each term, TISS maintains three types of information. These are the total term frequency; the general posting information, which is the mapping information between a term and document; and the conditional probability information in terms of each target class. The total term frequency is the number of all occurrences of a term in the target collection. It will be used when calculating the probability of a term in both the learning process and the feature selection process. Posting information contains not only every document identifier in which a term appears but additional information such as the class identifier of each document, the term frequency and the term weight. This posting information is clearly related to similarity-based classification algorithms such as k-Nearest Neighbors and others. Finally, the conditional probability information includes exactly C nodes if the number of target classes is C. Each node contains statistics concerning the class and term distribution, P(w | c). Fig. 3 denotes the additional information that is necessary to estimate the probabilities of all classes. While the upper part of Fig. 3 relates to saving the number of documents belonging to each class, the lower part shows the storage structure for saving the total term frequency of each class. Table Structure Given the refined feature information after the learning process, the next step is to serialize or write the information into several files for later use. The feature information consists of three separate files, each of which plays an important role in the classification process. The first file is the set of the entire posting information of each term, as referred to earlier. The second file is a set of conditional probabilities of each term given the class, which can be used by a naïve Bayesian classifier. The last file contains the class probabilities. Users should specify the names of all three files in the configuration file.
Fig. 2. Term Information Storage Structure
On the other hand, in order to classify new documents based on the learned features, all feature information should be loaded into the main memory. Once the information is loaded, classification engines can use it repeatedly, which may be why this classification process should be configured as a server (daemon). As the loading process is quite time-consuming owing to the size of the feature information, this configuration will be beneficial when working with on-demand classification functionalities. While the term information storage structure in the learning process is quite complicated, in the classification (execution) process, the proposed system uses a very simplified structure to maintain the feature information. Fig. 4 shows the structure of the term information in the classification phase. All of the information is identical to that in TISS. Based on the structure, the classification engines can obtain all information regarding the classification of the target documents. 
Classification Models
The proposed system now supports the two well-known classification settings that are highly efficient and promising: naïve Bayesian and k-nearest neighbor. If a function f(·) is defined as a text classifier which returns a relevant class given an input document, the naïve Bayesian classifier, which is the first algorithm, is ( )
where a document d is composed of and also can be represented by a set of terms x j , with multiple target classes c i . In order to estimate the conditional probability of a term given a class, P(x j |c i ), a multinomial estimation method is used:
( )
In this case, V is a set of all of the terms in the entire collection, and tf ij is the term frequency of the term t i in the document d j .
Fig. 5. Document Vector Similarity Calculation based on a Retrieval Process
The second classification algorithm is the k-nearest neighbor algorithm, which is similar to the normal retrieval process based on the vector space model. A newly appearing document will be classified using the class information of the most similar documents as previously loaded in the document vector space. Based on the most similar k documents, the majority vote method, which favors the most frequent class in the nearest neighbors, was used.
In this equation, d is a newly appearing document, c i is a specific class and SimilarityRank (d i , d) returns the ranking information based on the similarity between the two documents (
The proposed system provides two similarity measurement approaches. With the assumption of the vector space model, a document d can be expressed as the vector (w 1 ,…, w k ), where w i is the term weight value of the term t i in the document and k is the number of terms in the entire collection. Fig. 5 depicts the simplified procedure for calculating the similarity between two documents using the retrieval process based on the vector space model, which is a very common and natural model in this domain. The focus here is not on the model itself but on the comprehensiveness and refinement of the framework. In general, it is not straightforward to develop a complete classification system that has multiple underpinning models. Moreover, literature regarding the implementation of classifiers based on retrieval models continues to be rare.
Sim cos is the cosine value of the angle between d 1 and d 2 , while Sim dst is the Euclidian distance between two document vectors. Users may select one of the two similarity methods according to their target domains.
User Configuration System
One of the strengths of DICE is its customization ability. Using the elaborate configuration function of DICE, a user can minutely control the entire system so as to ensure its highest level of performance in a certain domain. Table 1 shows the details of each configuration item of the system. There is no graphical user interface, although such an interface will be implemented eventually, that enables us to specify these configuration items more conveniently. Among the elements, the pivotal elements are TCL_METHOD, where the preferred classification model is specified, and TCL_FS_METHOD, where the chosen feature selection method is written out of five methods. 
Experiments and Discussion
The experiment has two goals. First, it intends to demonstrate the location of the optimal settings of each collection using DICE's flexible architecture; this can be achieved by the repetitive parameter alteration of the system. Secondly, though this intensive experiment, this paper presents the scalability and applicability of the system as it easily handles very large collections such as those at WebKB.
Datasets
In this paper, to evaluate the proposed DICE system, a series of intensive experiments were performed using the four distinct test collections consisting of Reuters-21578 1 , 20 newsgroup 2 , four corpuses from four universities from the WebKB project 3 and blog postings with their emotional status (mood) attached 4 . By adapting various feature selection methods and altering the language processing approaches, the variations in the effectiveness and efficiency of DICE were investigated. Table 2 gives a summary of the four target collections used in this paper. Table 3 shows the distributed (skewed) status of each document set with respect to the categories it contains. In particular, the variation in the number of documents of each class is very high in Reuter-21578 and WebKB, which might influence the final performance of the classification system. Table 4 describes the eight types of the experimental settings apart from the case in which the k nearest neighbor model is used. Therefore, a total of 32 experimental settings exist in this paper, although all are not considered here in the interest of brevity.
Experimental Settings
Effectiveness
DICE support the three evaluation methods of the micro-averaged F1 measure [4] [32] the macro-averaged F 1 measure [32] and the traditional precision/recall method. During the optimization and adjustment of certain domains, any evaluation method can be used and, more importantly, compared any other at any time. This paper focuses mainly on the effectiveness in terms of the micro-averaged F 1 measure. All of the experimental results include both the lemmatization effect (the usage of DELEMMA) and the influence of the feature selection methods (DF, IG, CS, and MI). Particularly, the number of features was not fixed in advance using the feature selection methods as in most other studies. To observe the detailed variation of the performance, the threshold values were changed directly in this experiment. Hence, the resulting graphs appear to be somewhat complicated and uneven with respect to the changes in the number of features. Given these graphs, however, the behavior of the entire system can be inspected and analyzed more precisely. 5 This indicates the classification model used in each setting. In the interest of brevity, we have omitted the settings related to the k nearest neighbor model. 6 Whether lemmatization is applied or not method that was used and whether or not it involved lemmatization. Given this figure, MI.lem.NB showed slightly better performance. Moreover, regardless of whether or not lemmatization occurred, it is clear that with fewer features, applying mutual information as the feature selection criteria generally works well, whereas the information gain shows better performance with larger features. In the range of the feature numbers between 2,000 and 4,000, DELEMMA had a beneficial effect on the performance. This can be explained by the fact that the lemmatization process helps to select the favorable features by adjusting the four feature selection methods.
Fig. 7.
Comparison in μF1 and mF1 between five-fold cross validation ("KCV") and held-out evaluation ("HO") using Reuter-21578 Table 5 denotes the 10 settings that showing the best performance in terms of micro-averaged F1 values. The values in the parentheses indicate the thresholds that were applied in each feature selection method. Here, MI.lem.NB shows the best performance while using fewer features compared to other settings in the table. Moreover, in general, regardless of whether lemmatization applied, mutual information (MI) appears to be the best feature selection method in the Reuter-21578 collection in terms of both the number of features and its average performance.
In order to confirm the reliability of the performance of the best settings presented in Table  5 , another experiment was run using five-fold cross validation over the top ranked 50 settings. The final performance was computed by averaging the micro-averaged F1 values of all five trials. Fig. 7 summarizes the results of the experiments. It is clear from the figure that the rank given in Table 5 should be altered when the cross validation method is used. Moreover, although this requires further investigation, the number of features each setting generates and uses is likely to have an impact on the degree of the difference in performance between the two evaluation methods. th settings are relatively small. In these settings, the micro-averaged F1 values are also smaller than in the other settings, which cannot be sufficiently explained by the fact that a higher number of features leads to better performance. Further research will include theoretical and empirical approaches to these phenomena. Over the past decade, a considerable number of studies have been conduced regarding the impacts of feature selection methods on the kNN classifiers, as described in the beginning of this paper. This may explain why the minor details for the moment are relatively less important. However, it is important to emphasize in this figure that DF is the best feature selection method in the kNN classification of DICE, which is a completely different result from the naïve Bayesian result. This result is somewhat surprising, as many studies have reported that IG or MI is more effective than others in the case of the kNN classification.
As in the naïve Bayesian classification, Table 6 lists the top 10 settings with respect to the micro-averaged F1 among all settings of the kNN classification of DICE. As shown in Fig. 8, if lemmatization is used, the number of features is greatly reduced while a competitive performance level if retained. For example, the 10 th setting, DF.lem. KNN (74) , has only 614 features out of a total of 5,859, whereas its micro-averaged and macro-averaged F1 values are nearly identical to the top-ranked setting. Due to space limitations, the full version of this ranked result is omitted. In this investigation, however, out of the best 30 settings, 16 settings use lemmatization, at an average of 693 features each. Fig. 9 shows the performance of the naïve Bayesian classification of DICE on the 20-newsgroup collection. This figure shows two important points: (1) The DF.lem.NB setting gives the most effective results, especially with a smaller number of features; (2) both CS.lem.NB and CS.nolem.NB show the best performance with a relatively large number of features. In particular, the benefits of lemmatization are demonstrated in this domain. As shown in the previous experiment, naïve Bayesian on Reuter-21578, lemmatization was unable to improve upon the performance level. In the 20-newsgroup domain, however, it helped raise the overall performance regardless of the feature selection method used. Although this cannot be proved systematically and theoretically, it is likely that if a domain has a sufficiently large number of features, lemmatization can improve the feature selection methods as they evaluate and choose the beneficial features from the entire set. More importantly, there are only very small performance gains using feature selection methods in this domain. As shown in Table 7 , almost all of the best settings without lemmatization generate and utilize sets of features that are nearly equal in numbers. When lemmatization is applied, specifically the CS.lem.NB and IG.lem.NB settings, the features for these settings are reduced in number by nearly 5,000 on average. In contrast, the performance remains nearly identical to when the settings do not involve lemmatization. It is important to note that in the bottom line of Table 7 , a setting without any feature selection and lemmatization is given which shows nearly the same micro-averaged F1 value as the others. Fig. 10 shows somewhat unexpected results when executing the five-fold cross validation on the best fifty settings which have the largest value given of μF1 based on the held-out evaluation (80% for training, 20% for testing). Far from being similar to the previous case (Reuters-21578), what the figure indicates is in stark contrast to conventional knowledge regarding k-fold cross validation. Each μF1 (mF1) value of the five-fold cross validation is larger than its corresponding value in the held-out evaluation. In order to reveal the cause of this result, the resulting data including all the subsets' performance values generated during the five-fold cross validation were closely examined. It was found that DICE, taken altogether, gives poor performance values, particularly with the subset chosen as the test set in the held-out evaluation. Except for this subset, all of the other values were better classified by DICE, showing nearly equivalent or larger μF1 values compared to the averaged five-fold cross validation results. As a result, the task of choosing one subset was not as reliable in the held-out evaluation. In any event, Fig. 10 shows the implications of confident evaluations of text classification systems. The third test collection was WebKB, which is composed of a large number of HTML documents. This dataset was selected to investigate the filtering ability of DICE. In contrast to the other datasets used in this paper, it is clear that each document in this collection includes many meaningless tokens, specifically HTML tags. The entire dataset was used deliberately; by leaving in these HTML tags and unimportant tokens, the potential performance of DICE can be determined. To investigate the impact of its capabilities on unclean or messy datasets fully, an experiment should be performed using a clarified version of WebKB with a comparison between the two drawn afterward. This will be carried out in a future study.
Initially, it was expected that the feature selection methods provided by DICE would have a great impact on the overall performance in the domain of WebKB. However, Fig. 11 indicates that there was no significant difference whether or not the feature selection methods were applied. Nevertheless, one important aspect of this finding is that DICE showed that it could reduce the number of features to approximately 10% of the entire feature set, specifically to approximately 23,000 using the two settings (DF.lem.NB and DF.nolem.NB) without a great hit on its performance. Moreover, although IG.nolem.NB shows the highest μF1 value while using nearly 10,000 features in this domain, its performance decreases abruptly when the number of features falls below 10,000. Therefore, it follows that DF is likely to be the most reliable and competitive feature selection method in the WebKB domain when the naïve Bayesian model is used as the classification model. As in the previous two experiments, a set of the best settings is also given in the WebKB domain. Table 8 shows the 10 settings which had the highest micro-averaged F1 values. As the table indicates, except for the last setting, every setting did not involve lemmatization. Another distinguishing trait of the ranked list is that it includes all three feature selection methods (DF, IG, MI), which implies there is no prominent method for selecting useful features in this domain. In addition, the last setting of the list shows that lemmatization can be helpful in reducing the number of features while maintaining good performance.
The last dataset used was Mood Corpus which is composed of nearly 7,000 Web blog postings. Each posting (document) includes one of a total of four classes expressing the mood or emotional status of the current content; specifically these are angry, sad, happy, and fear. Fig.  12 shows the global performance of DICE in this domain in terms of both the various numbers of features and feature selection methods. The cases in which lemmatization was applied are also included in the figure. This figure shows clearly that in this domain, MI (mutual information) is the best feature selection method. In addition, DF is also attractive, showing competitive performance. Related to this figure, Table 9 contains the settings when using only the MI feature selection. In this section, a series of very intensive analyses was discussed regarding the accuracy of DICE on four different datasets while varying the parameters that specify both the four feature selection methods and the two classification models. One of the contributions of this experiment related to the effectiveness of a text classification framework is that a new experimental procedure revealing the parametric details of the proposed system was invented and executed. Moreover, the optimal parameters for a particular domain were suggested. Through this approach, aspects related to the effectiveness of the current version of DICE were disclosed. Thus far, there is no known in-depth experimental study in the domain of text classification outside of the present work. Additionally, this paper does not simply aim to highlight the innate superiority of the proposed system; instead, it attempts to exhaustively reveal its current pros and cons.
Efficiency
In order to be used as a practical application, it is critical for DICE to show competitive speed in both training and classification. In this subsection, complete and detailed results of experiments related to the training and classification time are given. In actuality, measuring and comparing the speed of some applications is not trivial because it is completely dependent on the specifications of the hardware and operating system with which these types of experiments are executed. In this paper, a Linux server equipped by 4 GB of memory and four 2.8 GHz Intel Zeon CPUs was used. Table 10 shows summary of the efficiency test, which includes the five-time average of the training and classification time of DICE, the number of documents that were classified in one second, and other information. Due to the variations in the size of one document in each dataset, document sizes are given based on the classification time as well so as to evaluate the system accurately and objectively. In the NB classifiers, except for the WebKB dataset, DICE can classify close to 1.1 Mbytes of text per second. As expected, WebKB contains many special characters denoting HTML tags. Therefore, the resulting size is exceedingly large. On the other hand, in spite of the reputation of KNN in relation to its efficiency, its speed is very slow compared to NB. Further research will include algorithmic and implementation evaluations of the two classification models. As shown in Fig. 13 , the classification time is a somewhat susceptible to the size of the feature set,. Each caption in the sub-figure includes both the name of the target dataset and the number of the documents in it. Although some fluctuations and increments in the running time are shown in these graphs, as in the case of the training time, DICE can most likely be operated in the concurrent environment without any large penalty in speed.
Finally, a figure is presented which compares the training and classification times of both the NB and KNN models. This is shown in Fig. 14 . This figure is the final figure regarding the comparative experiment of the efficiency of the two models. To demonstrate the reliability of this test, the two large datasets of WebKB and the 20-newsgroup set were combined to generate the largest dataset used in this experiment. This figure shows that the classification time of KNN monotonically increases, whereas the running time of NB is nearly constant. From a practical viewpoint, NB is superior to KNN with respect to both effectiveness (shown in the previous section) and efficiency. Moreover, with these objective experimental results, it is clear that NB would be a more attractive selection for the development of a real-time text classification system.
Conclusion
This paper presents a domain-independent text classification framework (DICE). Although there is no newly created approach in this system, an open-source-based framework system was developed which enables many researchers to invent creative approaches to text classification. To allow the developed system to be easily analyzed and used, the architecture of DICE was clarified explicitly in that many conventional structures related to the management and retrieval of information concerning text classification were adapted and modified. Although the source code of the modules involved is not presented, the extendable algorithmic formation of attaching additional feature selection methods can facilitate active research regarding the impact of various approaches to selecting useful and important terms from the training documents. Those who want to make use of the system without any modifications will be able to optimize it for a particular domain simply by adjusting the configuration file. 
nolem.KNN (3))
This experimental approach can be considered unique in that the optimal points (a set of parameter values) are suggested for each dataset (domain), while other papers and researchers have presented only the abstracted results which came from a hidden procedure of optimizing their systems or approaches. There has been no known attempt to reveal the inner part of the text classification systems directly. Moreover, an in-depth analysis is given of an efficiency test on DICE in which its speed is demonstrated.
There are a number of application frameworks or libraries of general purpose classification models open to the public. However, few of them focus on the text classification. They merely provide a classification function itself based on well-made feature spaces. DICE concentrates on text classification while providing many meaningful functions related to it. It is hoped that DICE will be released via the Internet so that many researchers can harness and improve it by adapting numerous creative theories and mechanisms.
