Given a linear action of a group G on a K-vector space V , we consider the invariant ring
Introduction
Many interesting subgroups of GL n (F q ) come in doubly parametrized series, where one parameter is linked to n and the other to q. Important examples are the finite classical groups, the groups B n and U n of upper triangular matrices and unipotent upper triangular matrices in GL n (F q ), and the cyclic p-groups acting indecomposably. In the context of invariant theory, not only the natural actions but also others, including decomposable ones, are interesting. For the following series of groups with their natural actions, the invariant rings have been determined: the general and special linear groups (this goes back to L. Dickson, see for instance Smith [18, Chapter 8.1] or Wilkerson [19] ), the groups B n and U n (see Neusel and Smith [17, Section 4.5, Example 2] or Smith [18, Proposition 5.5.6] ), the finite symplectic groups (this goes back to D. Carlisle and P. Kropholler, see Benson [3, Chapter 8.3] ), and the finite unitary groups (Chu and Jow [5] ). For GL n (F q ), SL n (F q ), U n , and B n , the invariant rings are isomorphic to polynomials rings, and their determination is fairly easy. For the finite symplectic and unitary groups, the invariant rings are complete intersections, and the same is expected for the finite orthogonal groups (see [5] ). To the best of our knowledge, no results have appeared so far about the invariant rings of a doubly-parametrized series of groups with a non-trivial decomposable action.
In this paper we study the invariant rings of the type K[V ⊕ V * ] G , where G is a finite group acting on a finite-dimensional K-vector space V and V * is the dual space. In the language of classical invariant theory, the elements of K[V ⊕ V * ] G are called invariants of a vector and a covector. In the case that K has characteristic zero and G is generated by reflections, K we prove:
We should mention the role of experimental work in the genesis of this paper. The starting point was the explicit computation of F q [V ⊕ V * ] Un for n = 3 and q = 2, 3 (and its approximate computation for q = 4, 5) by using MAGMA. This prompted us to guess the generators of
Un for n = 3. By obtaining the relations appearing in Example 2.5(U 3 ) and using Lemma 1.4, we were able to prove the case n = 3 of Theorem 2.4(a). Turning to the case n = 4, we used MAGMA again to produce some relations between our conjectured generators for several q. From these, we guessed (and verified) the relations for general q appearing in Example 2.5(U 4 ). We observed that these relations again satisfy the hypotheses of Lemma 1.4. We then pushed this up to n = 5 and 6. Only then were we able to conjecture the general relations given in Theorem 2.4(a) and to observe that they can be interpreted as special cases of the determinant identity from Lemma 2.1. This led to the (computer-free) proof of part (a) of Theorem 2.4, and part (b) was then deduced quite easily. So it is justified to say that this paper owes its existence to MAGMA.
Preliminaries
Let K be a field, n a positive integer, and V = K n . The general linear group GL n (K) acts naturally on V . It also acts on the dual space V * by σ · λ := λ • σ −1 for σ ∈ GL n (K) and λ ∈ V * . This induces an action on the polynomial ring K[V ⊕ V * ], which by convention we take to be the symmetric algebra of V ⊕ V * . (Since V ⊕ V * is self-dual, the more standard convention of taking the symmetric algebra of the dual yields the same result.) We can write
where x 1 , . . . , x n is the standard basis of V = K n and y 1 , . . . , y n is the dual basis. The natural pairing
, this gives rise to an invariant u 0 . Explicitly, we obtain
We start by looking at the invariant field
G are known. If K is finite, these subgroups include U n , B n , SL n (K), and GL n (K) (see Smith [18, Proposition 5.5.6 and Theorems 8.1.5 and 8.1.8]).
The group G × G acts in the obvious way on V ⊕ V * , and it follows that
So K(V ⊕ V * ) is Galois as a field extension of K (f 1 , . . . , f l , g 1 , . . . , g m ) with group G × G. It follows that it is also Galois as a field extension of L :
So take an arbitrary element from this Galois group Gal (K(V ⊕ V * )/L), which we can write as (σ, τ ) ∈ G × G. We need to show that σ = τ . We have
Since the y i are algebraically independent over K[x 1 , . . . , x n ], this shows that (στ −1 )(x j ) = x j for all j, so στ −1 = id. This concludes the proof.
We have an involution * :
For σ ∈ GL n (K) we set
It is easy to verify that for σ ∈ GL n (K) and f ∈ K[V ⊕ V * ], the rule We obtain the following corollary from Proposition 1.1.
, and u 0 .
For the proof of our main results we will use the following lemma. It gives a sufficient condition for a K-algebra to admit a particular presentation by generators and relations. 
Moreover, let R 1 , . . . , R l be homogeneous elements of the kernel of the homomorphism
were P is a polynomial ring graded in such a way that ϕ is degree-preserving. Suppose that 
Moreover, A is a complete intersection, and the kernel of ϕ is generated by R 1 , . . . , R l .
Proof. The first goal is to show that B is an integral domain. We conclude from (c) that
Therefore B is a complete intersection of dimension n + m. In particular, B is Cohen-Macaulay (see Eisenbud [6, Proposition 18.13] ). It follows from (1.1) that for every i ∈ {1, . . . , n}, X i lies in no minimal prime ideal of B. By the unmixedness theorem (see [6, Corollary 18.14] ), all associated prime ideals of (0) are minimal, so it follows that X i is a non-zero-divisor. Since this holds for all i, also x is a non-zero-divisor. Therefore B embeds into B x . In particular, B x has transcendence degree at least n + m. So it follows from (d) that B x is a localized polynomial ring and in particular an integral domain. This implies that B is also an integral domain. Similarly, B y is a localized polynomial ring. This will be used in a moment. Now we show that B is normal. Let p ∈ Spec(B) be a prime ideal of height one. It follows from (1.1) that for all i ∈ {1, . . . , n} and j ∈ {1, . . . , m} the ideal (X i , Y j ) ⊆ B has height 2. Therefore p cannot contain both x and y, so B p is a localization of B x or of B y and therefore normal. This shows that B satisfies Serre's condition R1 (see [6, Theorem 11.5] ). Moreover, applying the unmixedness theorem again, we see that B also satisfies the condition S2 (see [6, Theorem 11.5] ). By Serre's criterion ([6, Theorem 11.5]), B is normal.
Consider the epimorphism
induced from ϕ. It follows from (a) that A ′ has dimension n + m, the same as B. Since B is an integral domain, it follows that ker(ψ) = {0}, so ψ is an isomorphism. In particular, A ′ is normal. Applying (a) again, we see that A is integral over A ′ . But by (b), A ⊆ Quot(A ′ ), so the normality of A ′ implies A = A ′ . We have already seen that A ′ ∼ = B is a complete intersection. The injectivity of ψ means that the kernel of ϕ is generated by the R i . So the proof is complete.
Readers may find it helpful to take a look at Example 2.5 already now. There, Lemma 1.4 is applied several times, so the example serves to illustrate the less intuitive hypotheses (c) and (d) of the lemma.
2 The invariant ring of U n and B n From now on, we assume that K = F q is a finite field with q elements.
Some invariants. The homomorphisms
commute with the action of GL n (F q ). Therefore we get further invariants in
by setting, for i ≥ 0,
Notice that u −i = u * i for all i ∈ Z. Now we turn our attention to the case where G ∈ {U n , B n }. Apart from the invariants u i defined above, we get obvious invariants by taking the orbit-products (for 1 ≤ i ≤ n)
The f i and f * i are homogeneous of degrees deg(
The minus sign comes from the fact that ξ∈F 
So if we want to use Lemma 1.4 for showing that the f i , f * i (respectively, f i and f * i ) together with some u i generate the invariant ring, the hypotheses (a) and (b) are already satisfied. So everything hinges on our ability to find some suitable relations between the generators. Some relations. The following identity provides the source of our relations.
Lemma 2.1. Let R be a commutative ring with identity element, n a positive integer, and
In the case k = 1, the first determinant in the left-hand side of (2.3) is to be understood as 1, and in the case k = n, the second determinant is to be understood as 1.
Proof. First, observe that, for 1 ≤ l ≤ n,
Moreover, the right-hand side of (2.4) (respectively (2.5)) is zero if l ≤ k − 1 (respectively l ≥ k + 1). So by multiplying (2.4) and (2.5) and summing over l = 1, . . . , n, we obtain (2.3).
Notice that the special cases k = 1 and k = n pose no problems in the proof.
We apply Lemma 2.1 to Therefore, setting
and shifting the summations indices i and j in (2.3) down by 1, we obtain
The following lemma expresses the determinants d k,i in terms of our invariants.
For i = k, the sum on the right-hand side should be interpreted as 1.
Proof. Most of the ideas in the proof are taken from Wilkerson [19] . We first treat the case i = k using induction on k. We have
Now we go from k to k + 1. Substituting x k+1 = k j=1 α j x j with α j ∈ F q into d k+1,k+1 yields 0. Since the x k+1 -degree of d k+1,k+1 is q k , we conclude that as polynomials in x k+1 , both d k+1,k+1 and f k+1 have the same roots. So they are equal up to a factor in F q (x 1 , . . . , x k ). By comparing leading coefficients, we see that
(This equation even holds for k = n if we define f n+1 := α1,...,αn∈Fq x n+1 + n j=1 α j x j with an additional indeterminate x n+1 .) From (2.7), we obtain the desired result for d k+1,k+1 by induction.
Expanding the determinant d k+1,k+1 along the last column gives
So by (2.7) we can write
So we need to show that
Again we use induction on k, this time starting with k = 0. We have f 1 = x 1 , so c 0,0 = 1 as claimed. For 0 < k ≤ n we have
This yields the recursive formula
where we set c k−1,−1 = c k−1,k := 0. For i = k we have c k,i = 1, satisfying (2.8) by convention. For 0 < i < k we use induction and obtain 
This completes the proof.
It follows from Lemma 2.2 that both sides of (2.6) are divisible by for 0 ≤ t < s ≤ n and c s,s := 1 for 0 ≤ s ≤ n, we obtain the relation
We deduce some further relations from (R k ) by applying the homomorphisms F and F * (see (2.1)). This yields
The relations produced so far involve the U n -invariants f i , f * i , and u i . In order to obtain relations between the B n -invariants f i , f * i , and u i , we raise f k · f * n+1−k and the remaining sum in (R k ) to the (q − 1)st power. This yields
Furthermore, by subtracting the f k -fold of (R k ) from (R + k ), we obtain [19] ). This follows from the proof of Lemma 2.2.
(b) It is easy to see that the relations (R k ), (R 
is generated by 4n − 3 invariants. If n ≥ 3, the ideal of relations has the following 2n − 3 generators:
If n = 2, then the ideal of relations is generated by
is generated by 4n−1 elements, and the ideal of relations has the following 2n−1 generators:
In particular, both
Bn are complete intersections. The generating invariants given in (a) and (b) are minimal, except in the case q = 2 of (b) (in which B n = U n ).
Before proving Theorem 2.4, we shall provide examples in the case where n ∈ {1, 2, 3, 4}.
. This case is not covered by the uniform description of Theorem 2.4(a).
(U 2 ) If n = 2, we have
, and u 0 = x 1 y 1 + x 2 y 2 .
The relation (2.11) can be verified by direct computation:
We have already seen that f 1 , f * 1 , f 2 , f * 2 , and u 0 satisfy the hypotheses (a) and (b) from Lemma 1.4 (see after (2.2)). The relation (2.11) also satisfies (c) from Lemma 1.4. Indeed, if we treat u 0 and the f i and f * i as indeterminates for a moment, it is clear that the relation together with f 1 , f 2 , f * 1 , and f * 2 forms a homogeneous system of parameters. Moreover, if we localize by f 1 , the relation can be used to eliminate f * 2 as a generator; and localizing by f * 1 eliminates the generator f 2 . So (d) is also satisfied, and applying Lemma 1.4 proves Theorem 2.4(a) for n = 2.
Why are the relations for n = 2 not given by (2.10)? Notice that the relations
so they involve u −1 , which is not included in the list of generators. But (2.11) can be obtained by adding the f
(U 3 ) For n = 3, the relations are
It is clear that the relations satisfy (c) from Lemma 1.4. Moreover, if we localize the algebra B defined by the relations by f * 1 f * 2 , we obtain an algebra that is generated by There is a total of nine relations of the type (R (±) k ), but as it happens, just the above three serve for the proof of Theorem 2.4(a) in the case n = 3. Besides, some of the nine relations involve invariants other than
so it serves to express u −2 in terms of the above nine invariants.
(U 4 ) For n = 4, the relations from Theorem 2.4 (a) read
With these relations, we can make an argument analogous to the above for U 3 , showing that Lemma 1.4 is applicable. We will do this in general in the forthcoming proof of Theorem 2.4(a).
Notice that applying the involution * transforms (R 
which is * -invariant and can substitute the relation (R − 3 ). This also demonstrates that there is some arbitrariness in our choice of generating relations.
, and u 0 = x 1 y 1 . Theorem 2.4(b) asserts that
B1 is generated by f 1 , f * 1 , and u 0 , subject to the relation
This can easily be verified by hand.
(B 2 ) If n = 2, one gets the following three relations between the B 2 -invariants:
This looks nicely symmetric, in the sense that the set of relations is stable under the involution * . But it is clear that the symmetry will be lost when n becomes bigger. In fact, our choice of generating relations of the B n -invariants is arbitrary, just as in the case of U n -invariants.
The relations are also bihomogeneous of the following bidegrees:
Proof of Theorem 2.4 (continued).
To prove the minimality of the generating invariants, we assume, by way of contradiction, that one of the given generators is unnecessary. Then there exists a relation equating this generator to a polynomial in the other generators. We may assume this relation to be bihomogeneous of the same bidegree as the unnecessary generator. This implies that one of the generating relations must have bidegree bounded above (in both components) by the bidegree of the unnecessary generator. By comparing the bidegrees of the generating invariants and the bidegrees of the relations (and keeping in mind for which ranges of k each relation appears in Theorem 2.4), we see that this only happens in one case: if q = 2, then R 1 and R n have bidegrees 1, q n−1 and q n−1 , 1 , respectively. Since this case was excluded in the minimality statement, the proof is complete.
Bn are complete intersections, we can also write down their bigraded Hilbert series. For a general bigraded vector space V (with finite-dimensional bihomogeneous components V d,e ), the bigraded Hilbert series is defined as
The results are Notice that the Hilbert series with respect to the usual total degree can be obtained from the bigraded Hilbert series by setting s = t.
3 A conjecture about GL n (F q )
We have also considered the invariant ring GL n (Fq) , and we also have the invariants u i . Various computations in the computer algebra system MAGMA (see [4] ) have prompted us to make the following conjecture.
Conjecture 3.1. If n ≥ 2, the invariant ring of the general linear group is generated by 4n − 1 invariants as follows:
GL n (Fq) = F q [c n,0 , . . . , c n,n−1 , c * n,0 , . . . , c * n,n−1 , u 1−n , . . . , u n−1 ].
The invariant ring is Gorenstein but not a complete intersection.
We have been able to verify the conjecture computationally for (n, q) ∈ {(2, 2), (2, 3), (2, 4), (3, 2)}. For (n, q) ∈ {(2, 5), (2, 7) , (3, 3) , (4, 2)}, we managed to gain evidence for the conjecture by checking that all invariants up to some degree (as far as the computer calculation was possible) lie in the algebra that Conjecture 3.1 claims to be the invariant ring.
Theorem 2.4 and Conjecture 3.1 (if true) tell us that for G ∈ {U n , B n , GL n (F q )}, the invariant ring
G is generated by generators of F q [V ] G , their * -images, and invariants of the form u i . How general is this phenomenon? To find out, we considered the special linear groups. .
(In fact, the invariants of SL n (F q ) acting on its natural module are well known for general n and q, see Smith [18, Theorem 8.1.8] .) Turning to the action on F 3 [V ⊕ V * ], we verify that the G-orbit of h := x 1 y 2 − x 2 y 1 has length 6 and includes −h. Therefore a square root of the negative of the orbit product is an invariant, which we write as g ∈ F 3 [V ⊕ V * ] G . The bidegree of g is (3, 3) .
