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1. INTRODUCTION 
Ross [2, p. 671 poses the following search problem. 
A target is known to be in one of two locations. A searcher has to decide 
which location to search. If he searches a location and finds the target he 
search ends. Otherwise he has to decide what location to search next, and 
the process continues as long as the target is not found. 
Initially, there is a known prior probability, p, of it being in location 1, 
and a probability (1-p), of it being in location 2.If a search operation 
does not locate the target, these probabilities will change according to 
specified transition probabilities b tween the locations. {P, j, i = 1,2, 
j= 1, 2, will be the probabilities that if, after a search operation, the target 
has not been found, and it is in location i at the time, it will then move to 
locationj. There are also probabilities {cri}, i = 1, 2, that if location i is 
searched, and if the target is in location i, the target will be found on that 
search operation. 
The changes in p arising from unsuccessful search operations .are given 
by the following transformation peration, where T,p is the posterior 
probability ofbeing in location 1 after location i has been unsuccessfully 
searched when the prior probability ofbeing in location 1 was p: 
VPE co, 11, (1.1) 
~,P=(Pl(l-~*(l-P)))P,,+((l -~A-P)/(1 -cd-P)))P,,> 
VPE co, 11. (1.2) 
A cost Ci > 0 is incurred for each search of location i,i = 1,2. 
The problem is to find a search policy which will minimise the expected 
total search costs, bearing in mind that the target may not be located in a 
finite number of searches. There exists an optimal search policy which is 
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deterministic and stationary (see Ross [ 1 ] who proves this for countable 
problems, but whose proof will go through for this problem also) which 
determines which location will be searched for each value of p, the current 
location 1 prior probability. 
If V(p) is the minimal expected total search cost (and again minimisers 
will exist following Ross’ lines of analysis), for a given initial value of 
p, p E [0, 1 ] then (again from Ross [ 1 I), V satisfies theequation 
V~)=minCc,+(l-~,~) V(T,~),C,+(l-cc,(l-p)) VT,P)I, 
VPE ILO, 11. (1.3) 
Furthermore, any search policy obtained from (1.3) will be optimal. 
This much is fairly straightforward. The difficulty begins with Ross’ 
conjecture on the structure ofsome optimal policy. The conjecture (R) is 
There exists an optimal policy of the following form: for 
some p* E ( --co, co) search location 1 ifp ap*, and search 
location 2 for p <p*, with p E [0, 1). (RI 
It is quite possible for a policy of searching only location 1, or for a 
policy of searching only location 2,to be uniquely optimal. In the former 
case we set p* = -A, for some small A. In the latter case we set p* = 1 + A. 
For example, let ~1, = a2 = 1, P,, = P,, = 0. Then Eq. (1.3) becomes 
VP) =minCC, + (1 -P) WI, C, +PW)I, VPE I3 11. 
From this it is easily seen that if 2CZ < C, , the uniquely optimal policy 
is to continue to search location 2 as long as the target has not been 
located. 
Ross takes the following example, but does not solve it, viz., a, = a2 = 1, 
P,, = 1, P,, = 0, P,, = P,, = l/2, C, = C, = 1. Then Eq. (1.3) becomes 
V(p)=min[l +(l -p) V(1/2), 1 +pV(O)], VPE co, 11. 
V(0) is obviously equal to 1. Then 
V( l/2) = min[ 1 + l/2 V( l/2), 1l/2]. 
Thus V( l/2) = 1 l/2. 
Then, if 6 is a deterministic stationary optimal decision rule 6: [0, 1 ] -+ 
(1, 2}, we see that 
6(p)= 1 t’ 1 + (3/2)(1 -p)< 1 +p 
zp>p*=3/5 
and conjecture (R) is true with p* = 3/5, 
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The conjecture (R) has, to date, been neither refuted nor proved. As will 
be seen in this paper, the conjecture istrue in a wide range of circumstan- 
ces, inclusive ofthe cases in which ~1, = c(~ = 1. It is an intriguing problem 
for which a resolution, one way or another, is of interest. This paper 
presents not only some results, but some basic mathematical structure from 
which confirmation rrefutation ofthe conjecture may ultimately flow. 
In Section 2 we will present some mathematical results and then, in 
Section 3, we will examine the conjecture. 
2. SOME MATHEMATICAL RESULTS 
We will assume throughout hat 
El zo, %ZO, i= 1, 2. (2.1) 
Cases which violate (2.1) are trivially disposed of. 
We will need the finite number of searches version of (1.3), viz.: 
n> 1. 
v,(p) = minCC, + Cl- a,~) v,- ,(T,P), C, 
+ (1 -Ml -PII v,-,(T,P)I? VPE co, 11. (2.2) 
n = 0. 
(2.3) 
In (2.2), (2.3), V,(p) is the minimal expected cost if a maximum of n 
searches is allowed. 
The following results may be established. Where these results, or related 
results, are known, a comment is added. 
R.l. If (1.3) has a bounded solution, V(.), on [0, l] this olution is a 
unique bounded solution on [0, 11. 
(This result is independent of (2.1).) 
R.2. Under condition (2.1), (1.3) has a unique bounded solution on 
co, 11. 
(Condition (2.1) can be relaxed a little toobtain the same result.) 
R.3. Under condition (2.1), the sequence {I’,(.)} given by (2.2), (2.3) 
converges, uniformly, toa bounded solution V( .) to (1.3) on [0, 11. 
(Pollock [1 ] establishes pointwise convergence. Also condition (2.1) 
may be weakened a little.) 
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R.4. Under condition (2.1), the limiting solution in R.3 is concave and 
uniformly continuous on [0, 11. 
(Pollack [ 1 ] establishes the concavity of the limiting function I’( .) of 
R.3. Also condition (2.1) may be weakened a little.) 
R.5. Under condition (2.1), the unique bounded solution V( .) to (1.3) 
on [0, l] takes the form 
VP) = min Co, +h,pl, VPE co, 11. (2.4) r t s 
In (2.4), S is a set of indices, not necessarily countable, and {a,, h,} are 
bounded real vectors on S. 
(Condition (2.1) may be weakened a little.) 
R.6. The sequence I’,( .) given in (2.2), (2.3) takes the following form 
for n>O 
vn+l(p) = minCo!+ ,(p), 05, ,(PII, VPE m11. (2.5) 
The right-hand side of (2.5) corresponds to the two options of searching 
locations 1 or 2, respectively. 
In the above, 
~f,+,(P)=minfl, C4+,.,+~f,+,.,~l~ VPE co, 11, (2.6) 
C+,(~)=minY=, C4+,,,+G+ dl, VPE co, 11, (2.7) 
a ;+ ,.r = Cl + 4,,,+ PI, h,,.,> 1 6 r < 2”, (2.8) 
K+,.,= -~l(%,+~~l~v)~ 1 < r < 2”, (2.9) 
4+1.,= c, + (1 - M%,r + p,, h,,,rL 1 drd2”, (2.10) 
hf,, ,r = k(h,r + j-A,J, 1 < r 6 2”, (2.11) 
~“,=(p,,-(1-~,)p,,)l~l~ (2.12) 
j”z=(p,,-(1-2,)p,l)la,. (2.13) 
(The piecewise-afline form of V,, ,( .) is established by Pollock [ 11, 
although the expressions (2.8))(2.13) are not given. A similar esult holds 
for the limiting solution I’( .) in R.3. Although, in principle, one might have 
to retain each of the 2”+’ affine forms, some may be removed using 
dominance ideas. The last example in Section 1 requires only two affine 
forms.) 
In order to keep the paper short, the proof of the above results will be 
omitted. They are routine analyses. 
Let us now return to the conjecture (R). 
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3. Ross’ CONJECTURE 
In this section we will derive some circumstances in which the conjecture 
(R) is true, and we will assume that condition (2.1) holds. 
From results R.l, R.2, and R.5, we see that our V( .) solution will be the 
unique bounded solution of (1.3) and will be concave on [0, 11. 
We may rewrite (1.3) as 
VP) = minC@(P), ~‘(~11 VPE co, 11, 
where 
Q’(P) = Cl + (1 - ~,P) V(TlP), VPE co, 11, 
d2(P) = c2 + (1 - a,(1 -PI) VT,P), VPE co, 11. 
For p E (0, l), we may rewrite (3.2) (3.3) as 
wP)=G+Pl ~(~lPY(~lP~“,), VP E (0, 1 ), 
02(p)=C2+~2 VT2~Y(T2~-jL2), VP E (0, 11, 
where 
We also have 
TlP=Al +Pl/(l -“,P), VP’PEO, l), 
T2P=~,+P2/(1 -@Al -PI), VP E (0, 1). 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
In the above, we have restricted p to (0, 1). The reason for this is that 
if ~1, =p = 1, then p1 = 0, but T,p - A, = 0 also. We get a similar position 
if CI~ = 1, p = 0, viz. p2 = 0 and A, - T,p = 0. If we define 
PI/(T,P-~,)= 1 when p, = T,p-A, =0 (3.12) 
112/t&- T,P)= 1 when p2=A2- T,p=O (3.13) 
then we may replace (0, 1) by [0, 11. We will now assume that this has 
been done. 
Let us now assume that 
Pll 3 p2, ’ (3.14) 
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Then it is easy to demonstrate that 
p, 20, P260, (3.15) 
max[P,,, A,] d T,p< T,p<minCP,,, &I, Vpe [0, 11, (3.16) 
ifp, qe [0, 11, thenp3qZ Tip3 T,q, i= 1, 2. (3.17) 
Let us consider 
p’(z) = V(z)/(z - j,,), VZE [O, 11 (3.18) 
P’(Z) = Vz)/(~* - z), VZE [O, 11 (3.19) 
and let us assume that 
i,E co, 11, 22E co, 11. (3.20) 
Then (see Sethi [3]), because V( .) is concave on [0, 11, we have p’( .) 
and p’( .) are, respectively, monotonic non-increasing and monotonic 
non-decreasing on [Al, A,]. 
Thus, because { Ti} are monotone non-decreasing operators (see (3.17)) 
we see that 0’( .) and 0*( .) are, respectively, monotone non-increasing and 
non-decreasing on [0, 11. This is enough to establish conjecture (R). 
Let us now reverse (3.14) to give condition 
P*l 3 P,,. (3.21) 
we obtain 
p, 60, 11230, (3.22) 
max[P,,, A,] d T,p< T,p<min[P,,, %,I, VP~ CO, 1I, (3.23) 
ifp,qE[O,ll, thenp>qZTip<Tiq, i= 1, 2. (3.24) 
A similar analysis to the case (3.14) results in 0’( .), 0’( .) being, respec- 
tively, monotonic non-increasing and non-decreasing on [0, l] provided 
that condition (3.20) holds and again conjecture (R) holds. 
Thus we have the following result: 
R.7. Let conditions (2.1) and (3.20) hold. Then conjecture (R) holds 
As a corollary of result R.7 we see that conjecture (R) holds whenever 
txr = c(* = 1, which is easily derivable directly. In fact, in this case, we see 
that location 1 is optimal for searching whenever 
P3(C,-C*+ vp2,)M~(p,l)+ UP*,)). (3.25) 
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A natural way to examine the conjecture (R) is to approach it from the 
point of view of the finite number of searches perspective, as given by (2.2) 
and (2.3). To this end, the following result holds, where conjecture (R), is 
For n >, 1 there exists an optimal policy of the following 
form : for some p,* E ( - a3, 00) search location 1 if p >p,*, 
and search location 2 ifp <p*, with p E [0, 11. (RI,, 
R.8. Let condition (2.1) hold, and conjecture (R), hold for all n > 1. 
Then conjecture (R) holds. 
The proof of this conjecture isin the Appendix. 
We may use result R.8 in conjunction with result R.6 to produce, for 
example, result R.7 as follows. 
(R), is clearly true. Now let n > 0. 
Then for 1 <r<2”, 1 <s<2” we have 
b~+i,,-b~+,,,=C(2(an,r +~2b,,,)+ccl(a,,,+;11b,,,). (3.26) 
Then 
b; + 1,r 2 b:, I,s, Vr,s (3.27) 
2 uz minit, Can,r+A2b,,,] +a, minT=, [a,,,+i,b,9,] 30 
2 u2 En + 011 V,(i,) 20, (3.28) 
where, in (3.28), V,( .) is extended beyond [0, 11, by definition, using 
(2.2), (2.3), (2.5)-(2.13). 
If (3.27) holds, then (R), +, holds. Thus condition (3.28) is sufficient for
(RI n + r to hold. If condition (3.20) holds, so does condition (3.28) and 
result R.7 follows once again. 
Condition (3.28) may hold under conditions different to those in (3.20). 
For example, (3.28) will hold whenever 
Then, from (2.2), (3.29) will hold whenever 
1 -!xr12,>0, 1 -cQ(l-2,)&O, 
1 -ol,&BO, 1 --“I(1 -I,)20, 
Ti Aje CO, 11, l-1,2, j=l,2. 
(3.30) 
(3.31) 
(3.32) 
Refinements of (3.30))( 3.32) are possible. 
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4. SUMMARY AND COMMENTS 
To date, conjectures (R) and (R),, have neither been proved nor refuted. 
This paper provides the mathematical background against which the 
conjectures might be further studied. Result R.8 provides a basis for 
approaching conjecture (R) as the limit of conjectures i(R),,}. Result R.7 
gives a broad range of conditions for which {(R),,) and, given (2.1) also 
(R), hold. Conditions (3.30))(3.32) broaden the range. It is also easy to 
demonstrate that (R), and (R)2 hold in general. 
Although the problem is, in some sense, a simple one, it is difficult 
enough to not respond to some of the usual approaches used to determine 
optimal structured polices. It would be of theoretical interest to confirm or 
refute the conjecture. 
APPENDIX 
Proof of Result R.8. From result R.3, given E >O, there exists an 
n=n=n(s) such that 
Q:(P) - 6 6 Q’(p) 6 qz(P) + 8, VP E co, 1 I, n 3 4&L (A.11 
e;(p) - 6 6 B’(p) d B;(p) + E, VPECO, ll,n>n(E). (A.21 
Assuming conjecture (R),, to hold for all n 3 1, we see that 
Q’(p) < B*(p) + 2e, ‘ypapn*,n3n(E), (A.31 
8’(p) 2 e2(p) - 28, Vp’Ppn*,n3n(e). (A.4) 
We may set A > 0, 
p,*=-A 
if it is uniquely optimal to search location Ifor all p E [0, 11, 
p,*=l+A 
if it is uniquely optimal to search location 2 for all p E [0, 11. 
Otherwise p,* E [0, 11. 
The region C--d, 1 + A] is compact. Thus we may select a subsequence 
{n,} such that {p,*,} converges to some point p* E [ -A, 1 + A]. Letting 
E -+O, we derive the requisite result with p* as the requisite critical 
point. 1 
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