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Abstrakt
Práce představuje obecný přehled postupů používaných v aplikacích pro monitorování 
provozu. Jsou zde popsány různé přístupy pro řešení jednotlivých kroků procesu 
detekce vozidel. Je provedena analýza těchto metod. Dále se tato práce zaměřuje na 
návrh a realizaci komplexního robustního algoritmu pro detekci vozidel v reálném čase. 
Je založen na analýze video-sekvence pořízené statickou kamerou umístěnou na 
komunikaci. Zpracování sestává z mnoha kroků. Výsledkem jsou statistiky 
monitorování dopravní situace, jako je průměrná rychlost, počet vozidel a stupeň 
provozu. 
Klíčová slova
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Abstract
The article introduces a general survey of concepts used in traffic monitoring 
applications. It describes different approaches for solving particular steps of vehicle 
detection process. Analysis of these methods was performed. Furthermore this work
focuses on the design and realization of complex robust algorithm for real-time vehicle 
detection. It is based on analysis of video-sequence acquired from static camera situated 
on highway. Processing consists of many steps. It starts with background subtraction 
and ends with traffic monitoring results, i.e. average speed, number of cars, level of 
service etc.
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1. ÚVOD
Doby, kdy pojem „zpracování obrazu“ byl výsadou několika zasvěcených, 
jsou již dávno pryč. Nyní se tímto pojmem můžeme setkat nejen v mnoha 
průmyslových odvětvích a aplikacích, jako je např. kontrola výrobní linky, 
vyhodnocení lékařských snímků apod., ale i v každodenním životě. Tyto postupy 
jsou zaváděny hlavně z důvodu mnohem vyšší rychlosti zpracování, případně 
přesnosti, ve srovnání s člověkem. Mnohdy přinášejí i úsporu nákladů. Jedním 
s odvětví, které využívá principy zpracování obrazu, je kamerové monitorování 
dopravní situace. O tuto oblast je v poslední době stále větší a větší zájem a proto se 
jí bude zabývat i tato práce.
První část je spíše teoretická. Jejím cílem je poskytnout ucelený přehled 
metod používaných v oblasti detekce a klasifikace vozidel. Zároveň však také dané 
metody analyzovat a určit jejich vlastnosti, jako je časová náročnost a různá omezení 
vyplývající z dané metody. Nejprve jsou ukázány postupy používané pro extrakci 
pozadí snímku. Díky tomu lze pak mnohem přesněji rozpoznat pohybující se objekty 
v popředí. Výrazným rušivým elementem při segmentaci je stín vozidla. Jeho vlivem 
může dojít např. k chybě klasifikace nebo v falešné detekci vozidla. Závěr analytické 
části je věnován průzkumu metod monitorování pohybujících se objektů v časové 
rovině.
Závěrečná část se zabývá návrhem komplexního algoritmu, který na základě 
vhodných postupů je schopen robustního vyhodnocení dění v reálných situacích, 
které mohou nastat na pozemní komunikaci. Pozornost je věnována i dopravním 
statistikám.
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2. METODY DETEKCE VOZIDEL
Zpracováním obrazu je nazýván proces, při kterém na vstupní obraz nebo 
obrazovou sekvenci(což je častější případ) aplikujeme určité metody a postupy, ať už 
za účelem úpravy obrazu do jiné formy nebo získání množiny parametrů a vlastností 
obrazu. Tyto dvě úlohy jsou však úzce spojeny. Abychom mohli z obrazu extrahovat 
jeho charakteristiky, je ve většině případů třeba ho nejdříve upravit do vhodnější 
podoby a teprve potom použít dané detekční či klasifikační algoritmy. Někdy bývají
do pojmu zpracování obrazu zařazovány také postupy pořízení obrazu. To však není 
náplní toho projektu a proto zde bude rozebráno pouze vlastní zpracování již 
pořízené obrazové sekvence.
Detekce vozidel ve video-sekvenci je podoblastí zpracování obrazu. 
Představuje použití takového sledu postupů, abychom získali patřičné informace o 
vozidlech v dynamické scéně. Samozřejmě záleží na použité aplikaci. Algoritmus 
může řešit např. detekci jízdy ve vysoké rychlosti, jízdu na červenou, kontrolovat 
dopravní situaci a průjezdnost cest. Pro řešení takovýchto problému lze využít celou 
řadu možných přístupů. Následující část práce je zaměřena na popis několika metod, 
používaných v rámci detekce vozidel.
2.1 ZÍSKÁNÍ POZADÍ SNÍMKU
Prakticky základním kamenem všech algoritmů pro detekci pohybujících se 
objektů je co nejpřesnější extrakce pozadí snímané scény. Jeho znalost lze využít pro 
oddělení pohybujícího se popředí, které pro nás představuje žádaný výstup, od 
statického pozadí. Použití je patrné ze vztahu (1). Pokud zredukujeme úvahu na 
pouhý jeden bod obrazu, pak tento je považován za popředí, pokud je rozdíl jeho 
aktuální hodnoty a jasu extrahovaného pozadí bodu větší než definovaný práh. 
Aplikací tohoto postupu na celý snímek dostáváme binární masku popředí, která je 
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i – horizontální souřadnice ortogonálního systému,
j – vertikální souřadnice ortogonálního systému,
Iij – hodnota pixelu na pozici „ij“ vstupního obrazu ,
Bij – hodnota pixelu na pozici „ij“ extrahovaného pozadí,
Fij – hodnota pixelu masky popředí(objektů),
Th – úroveň prahu; při překročení je pixel považován za popředí.
a) Vstupní snímek b) Rozdílový vyprahovaný 
snímek
Obrázek 1: Příklad získání pohybujících se objektů pomocí rozdílového snímku 
a prahování.
Jak je patrné z obr. 1, vlivem prahování může dojít k opomenutí určité části 
vozidla, která se podobá pozadí. Toto však nelze řešit snižováním prahu až na 
minimální hodnotu. Pro znovunalezení daných částí je třeba použít jiné metody.
2.1.1 Rozdíl dvou snímků
Předchozí nástin problému předpokládal znalost pozadí snímku. Místo něj lze
ve vztahu (1) použít předchozí vyhodnocovaný snímek. Vznikne nám tak binární 
rozdílový obraz, který lze rovněž využít pro detekci pohybujících se objektů. Toto 
představuje nejjednodušší způsob získání popředí snímků. Jsou s tím však spojeny 
výrazná omezení. Tento postup okamžitě selhává při detekci objektů statických(např. 
při vzniku kolony na komunikaci). V tom případě rozdílový snímek nezaznamená 
žádný objekt neboť binární maska popředí je prázdná a vozidlo tedy není 
detekováno. Další nevýhodou je to, že funkčnost velmi závisí na vzájemných 
hodnotách rychlosti objektu a obnovovací frekvenci snímače. Zaleží také na 
rovnoměrnosti barvy vozidla a pozadí. Problém je znázorněn na obr. 2. Prahování 
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absolutní  hodnoty rozdílového může vzniknout více objektů. Pokud nepoužijeme 
absolutní hodnotu, je výsledek značně závislý na rovnoměrnosti barvy pozadí. 
a) Sekvence po sobě jdoucích snímků(1. vlevo)
b) Rozdílový snímek 2. a 1. c) Rozdílový snímek 3. a 1.
Obrázek 2: Problémy které mohou vzniknou při použití rozdílu dvou po sobě 
jdoucích snímků, jako základu detekce popředí.
Pro určité aplikace však lze tento přístup považovat za uspokojivý. Jeho 
velkou předností je tedy fakt, že není nutné žádným způsobem omezovat detekci 
vozidel, tj. například vynechání počátečních 100 snímků použitých pro extrakci 
pozadí monitorované scény. Rovněž není třeba řešit aktualizaci získaného pozadí,
s čímž je také spojena určitá časová náročnost.
2.1.2 Extrakce pozadí ze sekvence snímků
Dalším, a mnohem učenějším postupem pro detekci pohybujících se objektů, 
je extrakce pozadí ze snímků pomocí určité formy zprůměrování sekvence. 
Nejlepším řešením by bylo použití mediánu.. Jelikož jeho výpočet však představuje 
pro velké snímky výpočetně náročnou operaci, je vhodnější použít aritmetický 
průměr, jehož přesnost je dostatečná.
Jelikož video-sekvence je časově závislá, tak i její pozadí doznává mnohdy 
výrazných dynamických změn. Může jít o pomalé změny, jako posun stínu okolní 
budovy po ploše komunikace, či rychlé, jako náhlé zastínění slunce mrakem. Dobrý 
algoritmus extrakce pozadí by měl s těmito výkyvy vyrovnat. Pokud bychom 
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kumulativně průměrovali všechny dosud získané snímky, dynamika systému by 
nezvládala reakce na rychlé změny pozadí. Řešením je použití určitého typu 
klouzavého průměru.
Jednou z metod je průměrování posledních N příchozích snímků, které musí 
být k dispozici. Nevýhodou jsou vyšší paměťové nároky, kvůli nutnosti uchovávání 
N snímků sekvence v operační paměti. Při příchodu nového snímku je tedy nejstarší 
zapomenut. Vzhledem k tomu že jde pouze o výpočet průměru ze všech dat, mohou 
se i ve výsledném extrahovaném pozadí objevit fragmenty projíždějících vozidel.
Mnohem dynamičtější řešení představuje použití exponenciálního klouzavého 
průměru, kdy při příchodu nového snímku je pozadí aktualizováno přes koeficient , 
viz rovnice (2). Toto řešení dokáže velmi pružně reagovat na rychlé změny pozadí. 
  kkk BIB   11 , (2)
Bk – předchozí snímek pozadí scény,
Bk+1 – aktualizovaný snímek pozadí scény,
Ik – vstupní vyhodnocovaný obraz,
α – koeficient rychlosti učení modelu.
Metodu je však nutné ještě upravit. Problém však může nastat při zastavení 
sledovaného pohybujícího se objektu, kdy dojde k rychlému narušení získaného
pozadí, i když bude hodnota  koeficientu  velmi nízká(závisí na snímkovací 
frekvenci kamery). Z toho důvodu je třeba zajistit, aby nebyly aktualizovány pixely 
náležící popředí snímku, viz Rovnice (1).
2.1.3 Využití variance pro aktualizaci pozadí
Předchozí postup má jeden nedostatek, a tím je statický práh pro určení 
masky popředí, respektive pozadí. Jeho hodnota by přinejmenším měla být závislá 
alespoň na stavu osvětlení scény. S klesajícím osvětlením totiž klesá také rozdíl mezi 
pozadím a objekty popředí. Tento problém lze vyřešit pokud určitým způsobem 
vyjádříme varianci jasu jednotlivých pixelů, což přinese mnohem dynamičtější 
řešení. Jednou z možností je využití směrodatné odchylky. Její dynamika je však 
závislá na počtu vzorků od začátku měření, což není dobré. Určitým řešením by opět 
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bylo uchovávání posledních N snímků v zásobníku. To přináší problémy s velkými 
paměťovými nároky. Jednodušším vhodným kandidátem je exponenciální klouzavý 
průměr použité hodnoty odchylky od průměru, jak ukazuje rovnice (4). Každý bod je 
tedy charakterizován střední hodnotou a měřítkem variance. Při příchodu nového 
snímku jsou nejprve odlišeny body pozadí(viz rovnice 3). Ty jsou dále aktualizovány













  kBI ij
kijkijk
ij    11 , (4)
Bgij – určuje zda pixel „ij“ je označen jako pozadí,
ij – variance pixelu na pozici „ij“.
Další vlastností toho přístupu je postupné začleňování zastavených objektů popředí 
do snímku pozadí. Jako příklad lze uvést vozidlo, které zastavilo na kraji silnice. 
Dokud je klasifikováno jako popředí, je aktualizována(zvyšuje se) pouze variance
daných pixelů na pozici automobilu. Teprve po dosažení meze  se vozidlo může 
začít začleňovat plynule do pozadí a zmizí z popředí z detekce. Pokud však 
eliminujeme rovněž aktualizaci pozadí v místě detekovaného vozidla, dojde zde 
pouze ke zvýšení variance. Při odstranění objektu tak dojde pouze k rychlému 
vyrovnání pozadí(pokud se během zastavení objektu např. zatáhlo slunce), neboť 
variance už má dostatečnou velikost. V porovnání s metodou statického prahu je tato 
mnohem flexibilnější.
Další metody aktualizace pozadí lze najít např. v  [1]. V porovnání s těmi 
zmíněnými jsou však zatíženy vyššími paměťovými a výpočetní nároky, což může 
být pro danou aplikaci kritické. Rovněž při správném nastavení parametrů metod 
zmíněných dříve lze dosáhnout podobných výsledků jako při použití mnohem 
složitějších metod.
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2.2 ODSTRANĚNÍ STÍNŮ
Dalším článkem řetězce zpracování video-sekvence je detekce stínů. Ta 
představuje pro aplikace detekce vozidel vážný problém. Jejich přítomnost velmi 
znesnadňuje segmentaci obrazu. Pohybující se stín je, stejně tak jako další objekty ve 
scéně, falešně označen rozdílovým algoritmem jako detekovaný objekt. Stejně tak 
dva objekty spojené stínem se jeví jako objekt jeden. Výsledkem toho jsou následné
chyby jak v klasifikaci tak i v případné statistice dění ve scéně. Proto je vhodné se při
vlastním procesu segmentace pokusit stíny z obrazu nějakým způsobem odstranit.
Metody kterými to lze provést lze rozdělit podle funkčnosti na deterministické a 
statistické. Jejich bližší popis je zmíněn dále.
2.2.1 Vlastnosti stínu
Abychom bylo možné dobře porozumět vlivu stínu na jas bodů snímku 
sekvence, je třeba popsat, jakým způsobem vzniká a jaké má vlastnosti. Jasové 
hodnoty vyhodnocovaného snímku jsou závislé na několika veličinách. Tato 
závislost je určena Rovnicí (5), která je uvedena v  [2].
ijijij Es  , (5)
sij – luminance scény v bodě „ij“[ W.m
-2],
Eij – osvětlení scény v bodě „ij“ [ W.m
-2],
ρij – odrazivost scény v bodě „ij“.
Zmíněná luminance sij bodu scény se tedy v kameře zpracuje a vytvoří výsledkem je 
jasová hodnota Iij, získaná z pořízeného snímku. Za předpokladu konstantní 
odrazivosti bodu scény je jedinou nezávislou proměnnou osvětlení Eij. To lze rovněž 
vyjádřit pomocí několika vypovídajících veličin, jak je patrné ze vztahu (6). Jako 
dodatečný zdroj světla je zde bráno slunce. Případ kdy by se na vzniku stínu výrazně 













cO – osvětlení vlivem okolního světla[ W.m
-2],
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cS – osvětlení vlivem slunečního světla[ W.m
-2],
Nij – normála k povrchu v bodě, který má na snímku souřadnice „ij“,
S – vektor paprsku dopadajícího slunečního světla.
Zastíněný bod je osvětlen pouze okolním světlem cO. Naopak pokud je nezastíněn, 
přidává se k jeho osvětlení také složka slunečního záření cS. Při uvážení, že úhel 
mezi normálou a slunečním paprskem je po určitou dobu konstantní, dojdeme 
k závěru, že rozdíl jasu zastíněného a ozářeného bodu je konstantní, čehož by se dalo 
využít k nalezení stínu. Je zde však několik problémů. Abychom mohli světelné 
vlivy analyzovat, je třeba nejprve stín detekovat jinou metodikou. Rovněž případnou 
kompresí snímků kamery a automatickým vyvážením bílé dochází k výrazné 
nestabilitě určení této konstanty.
Jak již bylo zmíněno, bod obrazu může být ozářen dvěma různými zdroji, 
tedy sluncem a světlem okolním. Každý je charakterizován jiným spektrem 
emitovaného záření. V oblasti pořízení obrazu je spektrum světelného zdroje 
popisováno tzv. barevnou teplotou. Jak je patrné z obr. 3, dochází během dne 
k výrazným změnám vlastností osvětlení. 
Obrázek 3: Barevná teplota  [13].
Z obr. 3 je patrná důležitá vlastnost stínu. Spektrum slunečního světla
procházejícího zemskou atmosférou je vlivem rozptylu světla změněno a dostává tak 
modrý odstín. Jelikož zastíněním bodu scény eliminujeme přímé sluneční záření, 
působením světla z atmosféry se barva zastíněného bodu posunuje rovněž směrem 
k modré. I když tento fakt není pro odstranění stínů tak selektivní jako popsaná HSV 
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metoda, jeho jednoduchý, časově velmi nenáročný a v kombinaci s dalšími postupy 
ho lze použít pro segmentaci vozidel.
2.2.2 Metody deterministické
Deterministické metody jsou spočívají na jistém rozhodovacím faktu, zda 
pixel náleží k žádoucímu popředí či ke stínu. Mohou být založeny buď na 
kontinuálním vytváření modelu scény a jeho následném použití pro detekci stínu, 
nebo na využití určitých vlastností stínu, podle kterých se rozhodne o příslušnosti 
bodu ke správné třídě(popředí, stín). Podle  [8] je však využití modelování stínu 
nepoužitelné a proto se jím nebude tato práce dále zabývat. Oproti tomu 
deterministické metody, které nejsou založené na extrakci modelu scény, jsou časově 
nenáročné a proto je jim v další části věnována pozornost.
HSV metoda
Některé metody se zakládají na faktu, že RGB model není nejvhodnější pro 
detekci stínu. Výsledkem je tedy převedení obrazových dat na jiný barevný model. 
V literatuře je těchto postupů možné najít několik, přičemž všechny jsou založený na 
jedné myšlence. A to konvertovat snímek na takovou barevnou reprezentaci, aby 
bylo možné podle jednoduchého postupu označit stín. V tomto případě jde o převod 
do HSV modelu(viz obr. 4), kde H vyjadřuje odstín, S sytost a V jas. Tento model 
lépe odpovídá vnímání lidského oka.
a) RGB model b) HSV model
Obrázek 4: Srovnání reprezentace barevných modelů RGB [14] a HSV [15].
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Metoda vychází z předpokladu, že pokud pixel pozadí uvedeme do stínu, 
snížíme tak hlavně hodnotu jeho jasu(V), přičemž odstín(H) a sytost(S) se pozmění 
jen mírně. Porovnáváme tedy jednotlivé body detekovaných objektů s pozadím a 
pokud je změna hodnot v HSV modelu v daných tolerancích metody  [2], označíme 
bod jako stín. Problém zda nastává, pokud objekt vrhá některou svou částí sám na 
sebe(nebo jiné vozidlo) stín, který jeho barvu posouvá do oblasti podobné stínu na 
vozovce. Stejná  situace se objeví, když objekt sám o sobě má přibližně stejnou 
barvu jako zastíněná plocha pozadí, v takovém případě je nutné aplikovat i další 
postupy, aby nedošlo k úplnému opomenutí vozidla.
Během testování této metody se ukázalo, že zmíněná malá změna odstínu H
není nic, na co by se dalo spoléhat. Pokud stín snižuje jas bodu o méně jak 20%, je 
metoda použitelná. Avšak při reálné situaci, kdy je sluneční svit opravdu výrazný,
může vliv slunečního svitu cS převyšovat vliv okolního osvětlení cO. V takovém 
případě se jas bodů na scéně může měnit o více jak 50% vlivem zastínění. 
V takovéto situaci metoda selhává. Důvodem je to, že zastíněním bodu scény roste 
vliv modré složky B bodu v porovnání s ostatním složkami R a G. V HSV modelu to 
znamená změnu odstínu směrem k modré. Toto se stává mnohem více patrné 
s rostoucí procentuální změnou jasu vlivem zastínění. 
Další nesnáz spočívá také v tom, že pro popis barev komunikace v RGB 
modelu nám prakticky stačí odstíny šedé barvy, kdy R,G i B složka mají podobnou 
hodnotu, která se navíc s každým snímkem může měnit vlivem komprese obrazu,či 
drobného pohybu kamery. To představuje velký problém při konverzi z RGB do 
barevného modelu HSV. Jako příklad můžeme uveďme dvě různé barvy pixelu
vozovky. P1 = {100, 100, 100}, P2 = {100,101,100}. Pokud nyní tyto převedeme do 
HSV reprezentace, rozdíl jejich odstínů ΔH = 33% plného rozsahu, což rozhodně 
není mírná změna. Z tohoto důvodu je mnohdy bod stínu označen jako vozidlo nebo 
naopak bod vozidla označen jako stín.
I přesto, že využití HSV modelu je výborná myšlenka, není příliš použitelná 
pro monitorování reálné situace na dopravních komunikacích. Tato metoda je použita 
v  [3] pro obdobný systém monitorování dopravní, jakým se zabývá tato práce. Autoři 
zde předpokládají, že typický stín potlačí hodnotu jasu snímku o 20%. Navíc 
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potlačením o více jak 25% se systém nezabývá. V praxi by toto znamenalo velké 
problémy s podsegmentováním např. pokud stín spojuje dva objekty.
Gradientní metoda
Základem tohoto přístupu k odstranění stínu je opět model pozadí scény. 
V tomto případě nám však postačí snímek v úrovních šedi, neboť metoda se 
nezakládá na barevných vlastnostech bodů. Nejprve tedy pomocí některé z dříve 
uvedených metod extrahujeme popředí snímku(pohybující se objekty). Dále
přejděme k hlavní myšlence tohoto postupu. Základem metody je určení gradientů 
extrahovaného pozadí a nově příchozího snímku. Vychází se z předpokladu, že 
gradienty na pozadí a na zastíněných oblastech vstupního snímku by měli být 
podobné(hrana není tak výrazná z důvodu změny jasu ve stínu). Tyto jsou označeny 
jako statické hrany. Naopak body skutečného pohybujícího se objektu nemají na 
pozadí odpovídající gradienty. Odstraněním statických hran bychom takto měli 
získat gradientní snímek objektu. Následně za pomoci morfologických operací, 
případně další analýzy, získáme novou masku vozidla zbavenou stínu. Celý proces je 
zobrazen na následujících snímcích(viz obr. 5).
a) Vstupní snímek b) Detekovaný objekt c) Pozadí objektu
d) Detekce hran 
objektu  v obrázku b)
e) Detekce hran v pozadí 
na obrázku (c
f) Rozdílový snímek
Obrázek 5: Odstranění stínu pomocí metody gradientu.
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Metoda rozdílu gradientů je použita např. v  [4], [7] a  [9]. Snímky a algoritmy 
použité v  [4] a  [7] však předpokládají, že stín má strmé hrany, tedy že hrana stínu je 
široká 2 obrazové body. Vůbec však není uvažován takzvaný polostín, kdy se hrana 
zastíněné oblasti pozvolna mění přes několik pixelů, jak je vidět např. na obr. 5d. 
Tímto se nám do rovnice 6 dostává nová část určená vztahem (7), která popisuje 
linearizovaný přechod jasu uvnitř polostínu.
),(cos SNckcE ijSijOij  , (7)
ijk - poměr vzdálenosti od vnější hrany stínu a celkové šíře polostínu.
V  [4] je vše prezentováno na snímcích se vzdálenějšími vozidly, kde hrana 
stínu již nemá takovou šířku, podobně  [7] využívá snímky scény z velmi silným 
slunečním svitem, jenž vykazuje stejné zjednodušení. Vznik polostínu ukazuje 
obr. 6. 
Obrázek 6: Vznik polostínu; upraveno z  [9].
Jediný přístup zabývající se problémem polostínu je zmíněn v  [9]. Problém 
okrajové hrany stíny je možné vyřešit pomocí jednoduché operace eroze masky 
objektu, avšak tím rovněž přijdeme o vnější hrany automobilu, které v mnoha 
případech představují nejvýraznější detekované gradienty. Tento postup má rovněž 
velmi přísný předpoklad, a to že maska popředí musí být pevně obepnuta kolem 
oblasti stínu. Pokud by tomu tak nebylo z důvodu špatné segmentace popředí, příp. 
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problému s pozadím, byly by eliminovány pouze určité nezajímavé okrajové body 
masky.
Jiný možný postup jak se vypořádat s problémem polostínu, zmíněný v  [9] je 
následující. Nejprve jsou určeny gradienty okrajové vrstvy detekovaného objektu 
kolmé k jeho hraně. To se rovněž zakládá na správně segmentovaném popředí. Zda 
jde o polostín je dále ověřeno pomocí několika předpokladů:
 hodnoty gradientu jsou nižší v porovnání s hodnotami na hranách 
automobilu(lze tedy použít statický nebo dynamický práh pro selekci)
 detekovaná hrana polostínu je širší než hrany automobilu(rovněž použití 
prahu)
Dále je tento postup nutné doplnit určitým algoritmem eliminace ostrých hran stínu, 
způsobených buď silným sluncem nebo větší vzdáleností vozidla.
Největší komplikace může polostín způsobit, pokud není odstraněn  a propojí 
více automobilů do jednoho celku. To způsobuje podsegmentováním a vede
k chybám klasifikace i statistiky dopravních dat.
Další problém je patrný z obr. 5f. Zastíněním velmi jasného bodu se 
s poklesem jasu sníží také hodnota jeho gradientu. Z toho důvodu nám i 
v rozdílovém snímku zůstanou hrany. Možným způsobem jak toto odstranit je určitá 
forma normalizace gradientu pomocí změny jasu okolí bodu.
I přes zmíněné problémy je však popsaná gradientní metoda snadno 
použitelná a v kombinaci s jinými postupy lze dosáhnout dalšího zlepšení.
Normalizovaná cross-korelace
Cross-korelace v podstatě představuje jakési měřítko podobnosti dvou 
signálů. Pokud však jde o porovnání obrazových dat, která mohou být pořízena za 
odlišných světelných podmínek, jakými je například zastínění scény pohybujícím se 
objektem, je vhodné použít normalizaci průměrem a směrodatnou odchylkou, neboli 
normalizovanou cross-korelaci(NCC).
Touto metodou v zásadě porovnáváme okolí daného pixelu v aktuálním 
snímku a extrahovaném pozadí. Jak je patrné z rovnice (8), k výpočtu je nejprve 
nutné určit střední hodnotu a odchylku v určitém definovaném okolí bodu, kterou se 
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následně normalizují prvky okolí. Tímto nutným postupem normalizace se tato 
metoda stává velmi náročnou na zpracování v „reálném čase“. Použití 
nenormalizované metody nelze získat hodnotné výsledky. 
V této fázi se teprve přechází na algoritmus vlastní cross-korelace. Výsledná 
hodnota NCC je porovnána s předem definovaným prahem. Pokud je menší, pixel je 













L – definované okolí pixelu „ij“,
B, I - střední hodnota L okolí snímku I a pozadí B,
σI, σB – směrodatné odchylky L okolí snímku I a pozadí B.
Algoritmus byl testován na reálných datech. Jelikož zpracování podléhá pouze 
popředí, je zde také lineární závislost na hustotě provozu. Každý detekovaný 
automobil znamená přibližně dalších 20ms potřebných k jeho zpracování. Tento údaj 
také velmi závisí na velikosti uvažovaného okolí bodu. Tedy např. při monitorování 
pohybující se kolony mohou být nároky enormní. 
Obrázek 7: Cross-korelace. Nevyprahovaný výsledek cross-korelace(NCC) 
ukazuje spodní obrázek. Bílá barva představuje nejvyšší hodnotu, tedy 
nalezenou shodu.
Předpokládaná přesnost, s jakou by měly být objekty a stíny klasifikovány, se 
nepotvrdila. Může to být způsobeno kompresí testovaných snímků do formátu JPG.
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Tato metoda je s úspěchem použita v  [10] pro eliminaci světlých stínů a 
odlesků způsobených světly automobilu. V tomto ohledu je tedy NCC alespoň podle 
tvrzení všestranná. K účelům této práce však zřejmě bezcenná.
2.2.3 Metody statistické
Statistické metody, jak už název napovídá, využívají jsou založeny na 
pravděpodobnosti. Pro každý bod obrazu se spočte míra pravděpodobnosti jeho 
příslušnosti k určité třídě(pozadí, stín, popředí) na základě zvolených klasifikačních 
parametrů. Ty jsou často určovány ze série několika posledních snímků. Využívá se 
převážně střední hodnota, směrodatná odchylka a rozptyl.
Konstantní vliv stínu
Tato metoda prezentovaná v  [5] předpokládá, že vliv stínu na hodnotu jasu je 










SH d  , (10)
 BGRi ,, - vztahuje se na všechny barevné kanály,
SH - průměrná hodnota zkoumaného bodu po jeho zastínění,
BG - průměrná hodnota zkoumaného bodu při normálním osvětlení,
SH - směrodatná odchylka hodnoty zastíněného bodu,
BG - směrodatná odchylka hodnoty nezastíněného bodu,
di – konstanta určující vliv stínu, změnu jasu bodu po zastínění.
Klasifikace je prováděna do 3 tříd(pozadí, popředí, stín). Jejím základem je 
analýza RGB informace každého bodu a srovnání s extrahovaným pozadím scény.
Na základě trénovacích dat je určena konstanta di každého bodu. Při klasifikaci je 
nejprve nastavena apriorní pravděpodobnost p(Ck) pro všechny třídy podle 
pravděpodobnosti výskytu dané třídy na zkoumaném bodě(předpoklad pozice stínu 
z předchozího snímku). Použitím Bayesova teorému(viz. rovnice (11)) je určena 
aposteriorní pravděpodobnost příslušnosti zkoumaného bodu k daným třídám a tím i 
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sama příslušnost bodu k určité třídě. Pravděpodobnost p(v|Ck) v rovnici (11) je 
určena pomocí souladu s rovnicemi (9) a (10) zmíněnými dříve. 














 TBGRv  , (12)
Ck – třídy klasifikace – pozadí, popředí a stín,
v – vektor barevných složek zkoumaného bodu,
p(Ck) – apriorní pravděpodobnost příslušnosti ke třídě Ck,
p(v|Ck) – pravděpodobnost, že zkoumaný bod je dán vektorem v, pokud byl 
klasifikován do třídy Ck,
p(Ck|v) – aposteriorní pravděpodobnost příslušnosti bodu ke třídě Ck, pokud 
je charakterizován vektorem v.
Jak je vidět na obr. 8, součástí metody je ještě další zpracování. Aposteriorní 
pravděpodobnost příslušnosti k jednotlivým třídám je upravena na základě určitého 
průměrování s okolními body a následně použita jako nová apriorní 
pravděpodobnost. Poté se cyklus opakuje až do nalezení stabilního stavu.
Výstupem této metody je tedy klasifikace bodu do jedné ze tříd. Aby mohla 
však být funkční je nutné určitým způsobem odhadnout konstantu di, určující vliv 
stínu. Pokud je plocha pozadí detekovaných objektů charakterizována rovnoměrnou 
barvou, lze použít jednou konstantu prakticky pro celý snímek. V případě že se stíny 
pohybují přes různě barevné podklady, je třeba tuto konstantu určit pro každý bod 
zvlášť. Metoda by měla být odolná proti vlivu polostínu, ve kterém by měla postupně 
přecházet od detekce stínu až ke korespondenci s pozadím.
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Obrázek 8: Iterativní proces klasifikace bodu metodou konstantního vlivu stínu, 
upraveno z  [5].
2.3 MONITOROVÁNÍ DĚNÍ VE SCÉNĚ
Pokud již máme ze scény separovány použitelné objekty lze přikročit k další 
části zpracování obrazové sekvence, která by se dala označit jako monitorování 
závislosti mezi po sobě jdoucími snímky. Tato  činnost se stane nutností v případě, 
kdy je třeba popsat scénu, či objekty v ní, dynamickými parametry, jako je např. 
rychlost jejich rychlost.
2.3.1 Optický tok
Základní myšlenkou optického toku je hledání totožných bodů(oblastí) ve 
dvou po sobě jdoucích snímcích, což představuje jejich posunu v čase. V této 
kapitole jsou uvedeny dvě metody používané pro získání optického toku, přičemž 
každá je založena na jiném principu.
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Lucas-Kanade
Tato metoda funguje tak, že ze sekvence snímku jsou určeny parciální 
derivace jednotlivých bodů ve vodorovné a vertikální ose a rovněž v čase. Tyto jsou 
pak spolu s níže uvedenými předpoklady použity pro určení rychlosti pohybu bodů 
v horizontálním a vertikálním směru.
Metoda Lucas-Kanade je ve své podstatě založena na několika 
předpokladech:
 totožný bod sledovaný z jednoho snímku do druhého si zachovává svoji 
hodnotu(jasovou či barevnou informaci)
 pohyb bodu mezi snímky musí být malý, tzn., že pokud se objekt pohybuje 
rychle, je třeba rychlé snímkování
 sousedící body náleží stejnému objektu a tedy vykonávají podobný pohyb
Největší omezení se vyskytuje ve druhém zmíněném předpokladu, tedy že 
bod se může mezí snímky pohnout jen nepatrně, čímž by se tato metoda stala pro 
mnoho aplikací zcela nepoužitelnou. 
Proto je používána v kombinaci s algoritmem využívajícím pyramidovou 
analýzu snímku. Základ pyramidy představuje původní snímek. Ten je následně 
několikrát podvzorkován, čímž vzniká ona zmíněná struktura. Takto je možno 
pokračovat až do nalezení vrcholu pyramidy, který představuje prakticky pouhý 
jeden bod. Pro srovnání po sobě jdoucích snímků je třeba mít pyramidy dvě. 
Samotný výpočet optického toku začíná na snímcích z vrcholu pyramidy(tedy 
s nejnižším rozlišením) podle dříve zmíněných předpokladů. Výsledné odhady 
pohybu jsou použity jako základ pro nižší patro pyramidy, atd. Tato úprava klasické 
metody Lucas-Kanade přináší výrazné zlepšení a je nutností, pokud je třeba, abych 
byl algoritmus schopen rozeznat i větší posuny bodů. Velikost okna pro hledání 
korespondencí však jde ruku v ruce s časovou náročností výpočtu. Proto se tato 
metoda rovněž stává prakticky nepoužitelnou pro monitorování v vozidel v „reálném 
čase“, kde nelze zaručit malý pohyb bodu. 
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Block matching
Podobně jako u metody Lucas-Kanade, i zde jde o hledání podobnosti. Avšak 
k problému není přistupováno tak specifickým způsobem. Ba naopak, zde jde o 
přístup nejjednodušší. Jak už název napovídá, dva snímky sekvence jsou rozděleny 
do bloků, které se mohou rovněž překrývat, čímž dosáhneme vyššího rozlišení 
výsledného optického toku. Nejdůležitějším parametrem této metody je maximální 
předpokládaný posun mezi obrazy. Tomu je úměrná také výpočetní náročnost. 
Měřítek podobnosti bloků může být použito několik, nejčastěji se však setkáme se 
sumou absolutních hodnot rozdílu jednotlivých bodů v porovnávaných blocích, tzv. 
vzdálenost L1. 
a) Sekvence snímků
b) Detekovaný horizontální pohyb c) Detekovaný vertikální pohyb
Obrázek 9: Výsledek metody block matching; Pro patrnost obousměrného 
pohybu je nulová hodnota zobrazena střední šedou barvou; osa X směřuje 
vpravo a osa Y směrem dolů.
Ve srovnání s algoritmem Lucas-Kanade je tento ještě pomalejší. Pro 
zvládnutí dostatečně velkého posunu ve snímku a získání požadované přesnosti 
zabralo vyhodnocení průměrně 500ms. Výsledky znázorněné na obr. 9 sice byly 
velmi dobré, avšak časová náročnost je neúnosná.
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2.3.2 Deskriptory objektů
Na rozdíl od optického toku, jehož výpočet vychází přímo z hodnot obrazové 
informace, deskriptory popisují již segmentované objekty určitými globálními 
parametry. Při následném hledání souvislostí mezi po sobě jdoucími snímky tedy 
porovnáváme pouze tyto deskriptory, čímž lze výrazně zvýšit rychlost algoritmu. 
Další výhodou je to, že metoda není nijak výrazně závislá na možném posunu 
objektu v obraze.
Při hledání podobnosti je možné využít deskriptory fotometrické, jako je 
např. střední odstín a rozptyl jasových hodnot, nebo radiometrické, jako plocha, 
délka hlavní osy, apod.. 
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3. PRAKTICKÁ REALIZACE
Pro programování vlastní aplikace pro detekci automobilů byl zvolen jazyk
C++. Důvodů pro tuto volbu je několik. Zejména však dostupnost bezplatného 
programovacího prostředí a rychlost vykonávání programu. 
Druhou možností bylo využití programu MATLAB, který sám o sobě již 
disponuje ohromnou škálou funkcí pro práci s obrazovými daty. Jeho velkou 
nevýhodou však je, že v porovnání s totožným programem napsaným C++, má vyšší
časovou výpočetní náročnost. A protože čas je pro tuto aplikaci velmi důležitý, bylo 
od této alternativy upuštěno.
Kompletní program je rozdělen na dvě části, tj. uživatelské rozhranní a vlastní 
algoritmus.
Algoritmus pro detekci vozidel je umístěn v externí DLL knihovně z důvodu 
snadnější přenositelnosti programu a větší přehlednosti kódu. Propojení zajišťují dvě 
funkce(VD_Initialize a VD_Core), pomocí nichž komunikuje GUI s algoritmem. 
3.1 UŽIVATELSKÉ ROZHRANNÍ (GUI)
Jelikož vstupními daty do navrhovaného algoritmu není video soubor, ale 
pouze sekvence snímků, bylo zapotřebí vytvořit takové grafické rozhranní, které 
umožní uživateli simulovat postupný příchod snímků a výstup jejich zpracování 
algoritmem. Navržené přehledné rozhranní je ukázáno na obr. 10. Slouží nejen pro 
prezentaci výsledků, ale také k nastavení některých základních parametrů algoritmu. 
Popis jednotlivých částí uživatelského rozhranní lze nalézt v části pod Obrázkem.
Pokud by vstupem programu měla být videonahrávka z kamery na 
komunikaci, bylo by nutné ji rozdělit zpět na jednotlivé snímky, aby bylo možno jej 
zpracovat. Navíc možnost takovéhoto postupného posunu mezi snímky přináší lepší 
možnosti testování algoritmu, bez nutnosti určitým způsobem videozáznam 
zastavovat a spouštět.
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Obrázek 10: GUI pro prezentaci výsledků detekce vozidel.
1. Display settings – zde si uživatel volí, které parametry detekovaných 
vozidel a scény chce zobrazit v grafickém výstupu(Položka 8)
Path – trajektorie jednotlivých vozidel od jejich zaznamenání
Speed – průměrná rychlost vozidla od okamžiku jeho detekce
Lenght – délka vozidla
Lanes – střední čáry jednotlivých jízdních pruhů; závisí na nastavení Lane 
settings(Položka 3)
Car contours – detekované hraniční kontury jednotlivých vozidel, ze 
kterých se vychází při monitorování
2. Scene settings - nastavení parametrů kamery monitorující scénu(popsáno 
v kapitole  3.3.4; toto je klíčové pro vyhodnocování délky a rychlostí 
vozidel; po změně je nutné tlačítkem Save zapsat údaje do inicializačního 
souboru
3. Lane settings – nastavení typu vyhodnocování jízdních pruhů
Use particular lanes – určuje zda jsou k vyhodnocení použity jednotlivé 
pruhy nebo pouze vertikální poloviny snímku
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Fixed laned – monitorování probíhá v jednotlivých fixních pruzích, které 
musí být definovány v inicializačním souboru
ALR(Automatic Lane Recognition) – systém automatického nalezení 
jízdních pruhů, které následně podléhají stejnému monitorování, 
jako pruhy pevné
4. Lane Monitoring -  zobrazuje výsledky monitorování pro jednotlivé pruhy. 
Více o tomto je popsáno v kapitole  3.3.4.
Average speed – průměrná rychlost jízdního pruhu [km/h]
Trafic density – hustota provozu v jízdním pruhu [počtu vozidel na 1km]
Trafic flow – dopravní tok [počet vozidel za 1h]
LOS – stupeň provozu; A – plynulý provoz, F – možnost kongesce
5. Overall Monitoring - dává přehled o celkovém počtu projetých osobních a 
nákladních vozidel a rovněž údaj o čase potřebném pro vyhodnocení 
aktuálního snímku
6. Image Description - zobrazuje datum a čas pořízení snímku
7. Image List - obsahuje kompletní seznam souborů vybrané sekvence; 
nejdůležitější část GUI, která slouží k simulaci vstupu video-sekvence do 
algoritmu
8. Grafický výstup algoritmu - Jako výchozí je zobrazován pouze aktuálně 
vyhodnocovaný snímek, pomocí položek v části Display settings lze 
vynutit další parametry a deskriptory extrahované ze snímku
Důležitým prvkem je rovněž tlačítko Load folder pro výběr adresáře se sekvencí 
obrázků.
3.2 INICIALIZACE
Poté co uživatel v grafickém rozhraní vybere požadovanou složku se sekvencí 
snímků, dochází k inicializaci algoritmu.Ta je provedena pomocí sdílené funkce 
VD_Initialize, která má dva parametry. Prvním je kompletní seznam snímků ve 
zvolené složce se sekvencí a druhým je cesta k inicializačnímu souboru. Pokud tento 
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soubor neexistuje, což znamená že nejsou prozatím uložena žádná nastavení 
algoritmu, je vytvořen nový s výchozími hodnotami dat.
Dále je tedy z inicializačního souboru, přítomného ve stejném adresáři, 
načteno naposledy uložené nastavení scény záběru a souřadnice jízdních pruhů, 
nastavení kamery, a další parametry.
Aby následný vyhodnocovací algoritmus mohl fungovat, musí být ze snímků 
extrahováno pozadí scény. Pro jeho určení je akumulováno a následně zprůměrováno 
prvních 50 snímků ze sekvence, což se po řadě testů jevilo jako nejvhodnější 
nastavení. Toto je provedeno automaticky po vybrání video-sekvence. Uživatel tedy 
poté již nemusí zdlouhavě procházet snímky a čekat, než se dokončí extrakce pozadí. 
Ze sekvence je tedy extrahován průměr a směrodatná odchylka σ.
Obrázek 11: Extrakce pozadí ze sekvence snímků. Uprostřed je zobrazeno 
získané pozadí. Dolní obrázek ukazuje odchylku 2σ jednotlivých bodů.
Vzhledem k rychlosti výpočtu by bylo vhodné používat vše pouze v šedé 
stupnici. Jelikož však některé části programu využívají RGB model pro přesnější 
výsledky, je třeba uchovávat i barevné pozadí.
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3.3 ALGORITMUS DETEKCE VOZIDEL
Pro práci s obrazovými daty je použita výborná open-source knihovna 
OpenCV. Disponuje mnoha funkcemi potřebnými pro navrhovanou aplikaci. Z těch 
základních jsou to například funkce ,jako je načtení snímků uložených na disku, či 
logické a aritmetické operace nad snímky. Rovněž je zde řada funkcí pokročilých pro 
všechny oblasti zpracování obrazu. Jmenujme např. detekci kontur, segmentační 
algoritmy a metody pro výpočet optického toku.
Vstupní snímky mohou být v jakémkoliv rozlišení. Pro zpracování je ale 
jejich velikost změněna na 352x144, což se z hlediska výsledků a časové náročnosti 
jeví jako vhodný kompromis. Toto rozlišení je určeno pevně uvnitř algoritmu. 
Zpracování lze rozdělit do několika bloků popsaných dále.
Ve většině případů jsou obrazové informace zpracovávány s jasovou 
hloubkou 8 bitů na jeden barevný kanál. 
Vlastní algoritmus detekce vozidel je spuštěn zavoláním sdílené funkce 
VD_Core. Ta jako parametry přebírá snímek, který je třeba vyhodnotit, dále 
strukturu do která algoritmus v závěru zapíše výsledky vyhodnocení, a nakonec 
parametry výpočtu a požadavky na grafické zobrazení výstupního snímku.
Abychom měli možnost určit dynamické parametry detekovaných objektů na 
scéně, je nutné mít k dispozici údaj o času pořízení každého snímku. V případě 
sekvencí použitých při návrhu tohoto algoritmu je tento čas určen v názvu souboru 
s přesností na 1ms.
Celý algoritmus se rozvětvuje na dvě části. Jinak jsou zpracovávány denní a 
jinak noční snímky. Přepínání mezi jednotlivými režimy je řešeno s hysterezí na 
základě globální hodnoty jasu extrahovaného pozadí, aby nedocházelo k oscilacím.
Po vyhodnocení obsahu snímku sekvence jsou získané informace použity 
k vytváření dopravních statistik.
Poslední fází je aktualizace pozadí scény. V sekci  3.2 bylo zmíněno, že při 
inicializační fázi dochází k vytvoření pozadí snímané scény. I když bylo načteno 
z dostatečně početné sekvence, nesmíme zapomenout, že světelné podmínky ve 
scéně se mohou s průběhem času měnit. Proto je třeba, aby se pozadí těmto změnám 
umělo přizpůsobit. K tomuto účelu algoritmus využívá postup popsaný v kapitole 
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 2.1.3. K aktualizaci pozadí je použit každý pátý příchozí snímek, což odpovídá 
přibližně časovému rozdílu 1 vteřiny. Je nutné zjistit, které body splňují rovnici (3) a 
mohou být tedy použity k přizpůsobení modelu. Již bylo dříve řečeno, že při 
inicializační fázi je vypočtena také směrodatná odchylka 2σ jednotlivých bodů 
pozadí jako měřítko variance. Protože vyhodnocování probíhá v RGB modelu, je 
nutné aby všechny jeho složky pro daný pixel byly nižší než daná variance. Tím je 
pixel označen jako náležící pozadí a použit jeho aktualizaci. Pokud bychom v tomto 
případě použili statický práh, pak by po náhle změně jasu scény(větší než hodnota 
prahu) nedokázal algoritmus přizpůsobení vůbec pracovat a pozadí by dále nebylo 
aktualizováno. Následně je i variance pozadí upravena klouzavým průměrem. 
K aktualizaci počáteční variance je použit dvojnásobek absolutní odchylky od 
průměru, který určitým způsobem nahrazuje směrodatnou odchylku 2σ jednotlivých 
bodů. Nejvhodnější hodnota pro koeficient rychlosti učení byla po několika 
experimentech určena α = 0,05 pro oba průměry, pozadí i varianci. Tato hodnota 
umožňuje, aby bylo pozadí s dostatečnou pružností aktualizováno. S daným 
nastavením faktoru α to odpovídá přibližně průměrování pozadí ze snímků poslední 
minuty. Hlavním důvodem, proč je tato část zařazena na konec zpracování je, aby 
vlivem zastavených detekovaných vozidel nedocházelo k poškození extrahovaného 
pozadí. Tyto sektory jsou tedy z aktualizace vyloučeny.
3.3.1 Denní režim
Postup zpracování sekvence v denním režimu je ukázán na obr. 12. 
Algoritmus je rozdělen na několik logických bloků, přičemž v pro získání 
výsledného popisu objektů jsou využity všechny získané informace. Vstupem je zde 
aktuální vyhodnocovaný snímek a extrahované pozadí scény. 
Nejprve je nutné separovat masku popředí snímku, která představuje základ pro 
detekci. Ta je dále použita při detekci hran a stínu. Blok detekce objektů lokalizuje 
jednotlivá vozidla v obraze a charakterizuje je v příznakovém prostoru. Tyto dále 
postupují do konečné fáze, kde jsou srovnávány s objekty nalezenými v předchozích 
snímcích. Výsledkem je popis pohybu na scéně.
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Obrázek 12: Algoritmus vyhodnocení snímku při denním režimu.
Extrakce masky popředí
Určení masky popředí představuje základ rozpoznávání objektů. Pokud by 
algoritmus nevyužíval tento přístup, bylo by nutné zpracovávat zbytečně data celého 
snímku, což by přineslo větší časové nároky výpočtu. 
Postup extrakce je ukázán na obr. 13. Jak je vidět, nejedná se zde o pouhé 
prahování rozdílového snímku. Vlivem automatické korekce jasu v kameře totiž 
dochází ke globálním jasovým změnám v sekvenci snímků, kdy např. průjezd 
několika jasně bílých vozidel vede ke snížení jasu ve zbylé části snímku. Takto by
byly do masky zahrnuty i body, které neodpovídají pohybujícím se objektům. 
Extrakce masky popředí
Aktuální snímek
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Obrázek 13: Algoritmus extrakce masky popředí.
Navržený algoritmus tedy nejprve provede inverzní prahování rozdílového 
snímku přes všechny složky RGB s relativně vysokým prahem TC, čímž jsou 
eliminovány body s vysokou odchylkou(vozidla). Zbylá část masky je snímku je 
použita k výpočtu korekce k pozadí. Tato je přičtena k celému původnímu snímku, 
který již nyní může být podstoupen klasickému prahování se statickou mezí. 
Použitím dynamického prahu, určeného např. průměrnou odchylkou, by vznikl 
problém. V místech kde se prakticky nic nemění je průměrná odchylka blízká nule. 
V tomto případě i mírná změna jasu přesáhne mez a způsobí tak falešnou detekci. 
Kvůli tomu se dále objevují problémy se zpracováním. I tak je však žádoucí použít 
co nejnižší prahovou hodnotu TM pro extrakci masky, aby nebyla část vozidel 
ignorována z důvodu podobnosti s pozadím. Výsledek algoritmu extrakce je patrný 
na obr. 14. Horní ¼ masky je při zpracování ignorována, neboť v této oblasti už 
dochází k výraznému překrývání vozidel a případně různým chybám s určováním 
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Obrázek 14: Extrakce masky popředí; porovnání výsledku přímého 
prahování(uprostřed) a navržené metody s korekcí k pozadí(dole); 
Detekce stínu
Jak bylo zmíněno v kapitole  2.2.1, zastíněním pixelu se zvýší relativní 
zastoupení modré barvy v porovnání s hodnotami snímku extrahovaného pozadí(což 
však neznamená, že stín musí být nutně modrý). Rovněž je bod charakterizován 
poklesem jasu. Těchto poznatků je není využito přímo pro odstranění stínu, ale pouze 
pro detekci možného stínu ve snímku(viz. obr. 14b). 
a) Vstupní snímek b) Detekovaný stín
Obrázek 15: Detekce stínu
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Detekce hran
Základ algoritmu představuje metoda detekce gradientu zmíněná v kapitole 
 2.2.2. Nejprve jsou detekovány platné hrany, ukázané na obr. 18b. Ty jsou určeny 
pouze na základě rozdílu gradientů snímku a pozadí(viz. obr. 16). Tento výsledek je 
vyprahován, aby bylo zaručeno, že hrana na aktuálním snímku je skutečně větší než 
na pozadí a může být považována za součást automobilu.
Obrázek 16: Algoritmus detekce platných hran snímku.
Hrany jsou detekovány pomocí Laplaceova operátoru o rozměrech 3x3. Ten byl 
zvolen z důvodu lepší odolnosti vůči problému s polostínem, který byl zmíněn 
rovněž v kapitole  2.2.2. Předpoklady v  [9] totiž nejsou příliš spolehlivé. V mnoha 
případech se na vozidle objeví hrana s mnohem nižším gradientem, než je způsoben 
vlivem silné záře slunce. Rovněž šířka hrany polostínu je srovnatelná s hranami na 
vozidlech. Důvodem jsou různé barvy, odlesky a přechody, které pokrývají 
detekované objekty. Vlivem použití Laplaciánu, který aproximuje druhou derivaci 
jasové funkce podle obou souřadných os, vznikne při polostínu pouze úzká hrana, 
kterou zde snadněji eliminovat pomocí jiné metody. Algoritmus využívá pouze 
kladnou složku výsledku derivace, tedy na jasovém přechodu na snímku je gradient 
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hrany). Důvody jsou vysvětleny v následující kapitole Detekce objektů, kde je řešen 
problém eliminace hrany stínu.
Obrázek 17: Algoritmus detekce statických hran snímku.
Pokud maska popředí obsahuje některé neplatné objekty, např. z důvodu 
globální jasové změny, měli by se jejich hrany shodovat s těmi na pozadí a tedy se 
eliminovat. To platí rovněž o hranách v oblasti stínu od vozidla. Zde mluvíme o tzv. 
statických hranách. Zmíněný předpoklad je popsán rovnicí (13). Vlivem zastínění 
bodů, klesne jejich jasová hodnota. Spolu s ní je rovněž úměrně snížena i hodnota 
gradientů v daných bodech. Jako body statické hrany jsou tedy klasifikovány takové, 
jejichž poměr gradientů popředí a pozadí je nižší maximálně o hodnotu prahu TS
oproti poměru jasových hodnot popředí a pozadí(viz. obr. 17).
Statické hrany jsou tímto postupem rovněž odhaleny nejen ve stínu ale i v
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Iij – hodnota pixelu na pozici „ij“ vstupního obrazu,
Bij – hodnota pixelu na pozici „ij“ extrahovaného pozadí,
∇2Iij – laplacián pixelu na pozici „ij“ vstupního obrazu,
∇2Bij – laplacián pixelu na pozici „ij“ extrahovaného pozadí,
TS – práh pro klasifikaci statických hran.
a) Vstupní snímek b) Platné hrany C) Statické hrany
Obrázek 18: Detekce hran.
Detekce objektů
Algoritmus detekce objektů(viz. obr. 19) je založen na analýze detekovaných 
hran ve snímku. Jelikož zde není uplatněn žádný algoritmus přímé eliminace stínu, je 
třeba odstranit alespoň hrany vzniklé na okraji stínu. Pomocí eroze je nalezena 
okrajová vrstva masky. Body které jsou jejím průnikem s dříve detekovaným stínem 
jsou eliminovány z platných hran. I když tento přístup může v některých případech 
odstranit také části automobilů, vzniklé škody jsou nepatrné. Výsledek eliminace 
okrajových hran stínu ukazuje obr. 20.
V této chvíli je vhodné podotknout, proč je při detekci hran použita pouze 
kladná složka Laplaciánu. Pokud bychom použili i zápornou, objevili by se hrany až 
na úplném okraji stínu. To by však v určitých případech způsobilo problém. I když 
dojde k začlenění tohoto okraje do masky popředí vlivem snížení jasu, v určitých 
situacích zde vlivem polostínu nedojde k žádané změně odstínu směrem k modré a 
daná oblast poté není označena jako stín. V tom případě by hrany na okraji nebyly 
eliminovány a způsobily by problémy s detekcí.
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Obrázek 19: Algoritmus detekce objektů na snímku.
V této chvíli je vhodné podotknout, proč je při detekci hran použita pouze 
kladná složka Laplaciánu. Pokud bychom použili i zápornou, objevili by se hrany až 
na úplném okraji stínu. To by však v určitých případech způsobilo problém. I když 
dojde k začlenění tohoto okraje do masky popředí vlivem snížení jasu, v určitých 
situacích zde vlivem polostínu nedojde k žádané změně odstínu směrem k modré a 
daná oblast poté není označena jako stín. V tom případě by hrany na okraji nebyly 
eliminovány a způsobily by problémy s detekcí.
Aby bylo možné převést hranové snímky na celistvé segmenty vozidel, je 
použita operace vyhlazovaní průměrem pomocí masky o rozměrech 6x6 bodů. Toto 
je aplikováno jak na upravené platné hrany, tak i na statické. Výsledky jsou 
odečteny, čímž jsou statické hrany odstraněny. Rozdíl je následně prahován pomocí 
meze TH tak, aby přímka o šířce 1 bod uvnitř masky byla odstraněna. Pokud jde o 
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v případě, že nedojde k eliminaci okrajových hran stínu pomocí eroze masky, jak 
bylo popsáno dříve. Tyto hrany jsou tedy prahováním odstraněny. Výsledek je 
jednoduše segmentován. Malé objekty jsou odstraněny, neboť jejich většina připadá 
na falešné detekce, způsobené chybou masky.
Obrázek 20: Proces eliminace hran stínu.
Jak je patrné např. z obr. 8c, na některých vozidlech nemusí být mnoho hran 
k rozpoznání. Z toho důvodu by mohla být určitá část vozidla úplně vypuštěna, což 
by mohlo způsobit např. falešnou detekci. Proto je zde aplikován určitý algoritmus 
relaxace objektů, jenž rozšiřuje detekované objekty o oblasti, které neprošli 
segmentací či prahováním vyhlazeného snímku gradientů. Nová oblast je k objektu 
přidána pouze pokud splňuje následující tvrzení.
 Oblast bezprostředně navazuje na objekt
 Pixely oblasti jsou ve filtrovaném snímku gradientů charakterizovány alespoň 
minimální nenulovou hodnotou(tedy jeden bod z masky 6x6)
 Pixely oblasti vykazují výraznou jasovou odchylku od extrahovaného pozadí 
snímku
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 Součet hodnoty gradientu a jasové odchylky určovaného bodu překračuje 
definovanou mez TR
 Body oblasti nejsou body detekovaného stínu
a) Vyhodnocovaný snímek b) Detekovaný stín
c) Detekované hrany objektů d) Vyhlazení hran
e) Detekované kontury f) Relaxace objektů
Obrázek 21: Průběh zpracování algoritmu detekce objektů.
Detekce pohybu objektů
Nyní máme tedy extrahovány objekty ze snímku a můžeme se přesunout
k závěrečné analýze, která přechází od prostorového popisu a parametrů k časové 
závislosti mezi snímky.
Nejprve je tedy každý objekt popsán příznakovým vektorem. Použitými 
parametry jsou pozice v souřadnicovém systému a průměrná barva snímku. Další 
možností by bylo využití plochy objektu na snímku. Problém by však nastal, pokud 
by se v každém snímku podařilo zachytit jinak velkou část vozidla. Tím pádem by 
objekt nebyl rozpoznán.
Pokud již máme v databázi vozidel z předchozích snímků uložena nějaká 
vozidla, jsou porovnána s novými nalezenými. Podobnost je tedy počítána pomocí 
diference barvy a pozice.
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Obrázek 22: Algoritmus detekce pohybu vozidel mezi snímky.
Pokud již vozidlo v databázi má zaznamenanou rychlost(bylo detekováno alespoň 
dvakrát), je tato zohledňována při výpočtu odchylky(předvídá budoucí pozici 
vozidla). Pokud je tedy nalezeno podobné vozidlo v novém snímku, jeho údaje jsou 
aktualizovány. K těm patří hlavně čas kdy bylo vozidlo poprvé spatřeno, rychlost a 
trajektorie vozidla v průběhu jeho sledování.
Algoritmus je navržen tak, aby se dokázal vypořádat i s obtížnějšími 
situacemi hledání vozidel. Například v situaci, kdy v jednom ze snímků není vozidlo 
detekováno, jeho předchůdce stále zůstává v databázi a pro další snímek předpokládá 
dvojnásobnou velikost diference pozice. Maximální možný počet vynechaných 
snímků, kdy může být vozidlo opomenuto je omezen na 2. Poté už je pravděpodobný 
vznik falešné korespondence. Dalším problém se může objevit, pokud dojde 
k překrytí vozidel. Tímto vznikne pouze jedno velké vozidlo. Všechna vozidla 
z předchozího snímku, pro které nebyl nalezen odpovídající nástupce, prochází touto 
části algoritmu. Zde už není použit přístup příznakového rozpoznání. Hledá se přímo 
odpovídající segment v masce detekovaných objektů. Pokud je přítomen, je z něj 
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3.3.2  Noční režim
Aby byl navrhovaný algoritmus dostatečně robustní, je nutné aby zvládal 
monitorování v průběhu celého dne. Při nočním režimu jsou jediným vodítkem pro 
hledání vozidel jejich přední světlomety, což na jednu stranu přináší nemožnost 
lepšího popisu objektů, avšak na stranu druhou je detekce jednodušší. Algoritmus je 
založen převážně na zpracování snímků v odstínu šedé, neboť v noci nehraje barevná 
informace tak důležitou roli. Kompletní algoritmus zpracování v nočním režimu je 
ukázán na obr. 23. 
Stejně jako u denního režimu, i tento je založen na extrakci masky. Ta je 
určena zářícím světlomety. Jejich první odhad je získán prahováním rozdílu snímku 
a extrahovaného pozadí pomocí statického prahu. Jelikož zadní světlomety mají 
v mnoha případech menší jas a jiný odstín než světlomety přední, je každá vertikální 
polovina snímku zpracovávána odděleně. Pro obě je dynamicky nalezena mez kvůli 
přesnější prahování. Pouze v této části je použita barevná informace ze snímku. 
Pokud světlomety mají červený odstín, je hodnota červeného kanálu R použita při 
prahování namísto přepočteného odstínu šedé daného bodu. Tím je dosaženo lepší 
detekce zadních světlometů.
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V další části je získaná maska segmentována a jednotlivé objekty jsou 
popsány pozicí, plochou a obvodem. V této části je třeba vyřešit několik 
klasifikačních problémů, tedy co je a co není relevantní objekt. Pokud je saturovaná 
celá zadní nebo přední část vozidla, jak je ukázáno na obr. 24a, algoritmus vyhodnotí 
relevanci na základě předpokládané vzdálenosti světlometů a parametrů 
ohraničujícího obdélníku. Poté je buď celý blok vyřazen nebo klasifikován jako 
automobil. Jak je vidět např. na obr. 24c, plocha světlometů může v určitých 
situacích být pouze na úrovni několika obrazových bodů. Proto při segmentaci není 
žádoucí definovat minimální plochu světlometu.  
V další fázi jsou detekované objekty párovány do dvojic, které představují 
jednotlivá vozidla. Určujícími příznaky korespondence jsou pozice v souřadném 
systému(předpokládaná vzdálenost) a obvod objektu. Výsledkem této části jsou tedy 
vozidla charakterizovaná jejich světlomety. Může zde ale vyvstat problém s odrazem 
na vozovce patrný z obr. 24b. Ten je nutné eliminovat, neboť díky němu by se 
objevilo velké množství falešných detekcí. Pro každý pár světel(vozidlo) je tedy 
nutné zkontrolovat, zda se nenachází na spojnici jiného vozidla a kamery(uprostřed 
spodní strany snímku) a v dostatečné blízkosti zmíněného vozidla. V takovém 
případě by byl kontrolovaný automobil vyloučen. Požadavky je nutné velmi 
specifikovat, neboť zmíněné odrazy mohou také být způsobeny aktuálně 
předjíždějícím vozidlem.
Následně je provedena prakticky stejná analýza sekvence snímků pomocí 
deskriptorů, jako v případě denního režimu, pro nalezení vzájemných závislostí a 
výpočet dynamických vlastností vozidel. Jako deskriptory jsou zde použity celková 
plocha čtyřúhelníka ohraničujícího světlomety vozidla a pozice na snímku.
a) Spojení 
světel




Obrázek 24: Problémy spojené s noční detekcí.
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3.3.3 Detekce jízdních pruhů
V případě že uživatel předem nespecifikuje souřadnice jízdních pruhů na 
snímku, pak algoritmus nabízí možnost automatického rozpoznání jízdních 
pruhů(ALR). Pokud automobil opustí scénu, jeho trajektorie je porovnána s již 
detekovanými jízdními pruhy.  V případě, že není nalezena shoda, je vytvořen nový 
jízdní pruh jako přímka prokládající trajektorii daného vozidla. Jestliže je nalezen 
korespondující jízdní pruh je jeho střední linie mírně upravena trajektorií daného 
vozidla. Tímto způsobem dochází k postupnému vytváření a korigování jízdních 
linií. Pokud pro vyhodnocované vozidlo přichází v úvahu pruhů více, pozice jsou 
aktualizovány u všech. 
Součástí algoritmu je i část kontrolující detekované pruhy. Každý pruh je 
charakterizován hodnotou důvěryhodnosti. Ta je určována z počtu již detekovaných 
korespondujících vozidel a souhlasnosti jejich trajektorie s jízdním pruhem. Na jejím 
základě mohou být poté redukovány například pruhy, které se vzájemně kříží nebo 
jsou příliš blízko u sebe. Pro přehlednost jsou detekované pruhy neustále řazeny 
podle horizontální souřadnice na snímku, tedy pruh 1 je nejvíce vlevo.
3.3.4 Dopravní statistika
Na závěr zpracování je čas získané informace nějakým způsobem akumulovat 
ve formě statistik. Základem je popis statické scény. Ten vychází z obr. 25. Jelikož 
velikost úhlu  se pohybuje kolem 25°, tak stačí i malá nepřesnost v nastavení a 
měřená vzdálenost je naprosto odlišná, zvláště ve vzdálenějších částech scény. Dále 
bylo nutné vyřešit různou výšku vozidel, která se prakticky promítá do jejich určené 
délky. Program toto kompenzuje pro průměrnou výšku 1,5m vozidel.
Obrázek 25: Parametrický popis scény.
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Z tohoto popisu se tedy vychází jak při určování délky, tak i ujeté vzdálenosti 
a tedy i průměrné rychlosti a dalších statistik. Vyhodnocení vlivu projetého 
automobilu je provedeno, pokud na dobu více jak 2 snímků zmizí z detekce(tedy 
opustí sledovaný prostor). 
Jak bylo již zmíněno v kapitole o grafickém rozhranní, pokud jde o měření 
rychlosti, má uživatel tři možnosti. Při první je vertikální osou snímek rozdělen na 
dvě poloviny a rychlosti jsou počítány zvlášť pro první levou stranu 
snímku(předpokládá jeden směr proudu vozidel) a druhý pro pravou. Pokud uživatel 
v grafickém rozhranní vybere možnost „Use lanes“, aktivuje tak monitorování pro 
každý pruh zvlášť. Dále je však nutné zvolit nastavení algoritmu na základě toho, zda 
uživatel specifikoval jízdní pruhy v inicializačním souboru. Jestliže ano, pak využije 
možnost „Fixed lanes“. Trajektorie vozidla je porovnána s definovanými jízdními 
pruhy. Při nalezení shody je pomocí klouzavého průměru aktualizována průměrná 
rychlost náležitého jízdního pruhu. Výběrem „ALR“ zvolí vyhodnocování na 
automaticky detekovaných jízdních pruzích, popsaných v předchozí kapitole, které 
probíhá stejným způsobem jako na definovaných pruzích.
Pro počítání vozidel se jako nejvhodnější jeví použití pomyslné vodorovné 
linie v obrázku. Její pozici je možné nastavit zvlášť pro každý jízdní pruh. 
Vyhodnocení probíhá rovněž až při opuštění scény. Pokud jeho trajektorie protíná 
čítací linii jeho jízdního pruhu, je inkrementováno globální počítadlo projetých 
vozidel. Klasifikace vozidel je prováděna do dvou tříd, tj. osobní a nákladní, na 
základě stanoveného prahu délky TK = 15 m.
Definici jízdního pruhu v inicializačním souboru ukazuje následující příklad.
[LANES]
tr0=440;72;602;288;210;
Pruh je zde určen dvěma body B1 a B2, kde B1 = [440,72] a B2 = [602,288]. 
Posledním parametrem je vertikální souřadnice čítací linie. Hodnoty souřadnic jsou 
vztažené k původní velikosti zpracovávaného snímku.
Mimo průměrné rychlosti jízdního pruhu jsou vyhodnocovány také další 
parametry, tj. hustota provozu, dopravní tok a stupeň provozu. Hustota provozu je 
definována jako počet vozidel na jeden kilometr komunikace. Jelikož nemáme 
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k dispozici záznam z tak velké vzdálenosti v jeden okamžik, je tento úkol převeden 
na nalezení obsazenosti jízdního pruhu. Ta je určena jako poměr počtu detekcí 
vozidel na daném místě jízdního pruhu a celkového počtu snímků za určitou dobu. 
Potom při znalosti průměrné délky vozidel daného pruhu můžeme určit, kolik se na 
1km vyskytuje vozidel. Další charakteristickou veličinou je dopravní tok, který lze 
určit podle rovnice (14). Poslední veličinou, která má už spíše informativní 
charakter, je stupeň provozu. Ten je primárně určen již zjištěnou hustotou podle  [11], 
jak je popsáno v tabulce 1.
SDv  , (14)
v – dopravní tok [počet_vozidel/h],
D – hustota provozu [počet_vozidel/km],
S – průměrná rychlost jízdního pruhu [km/h].
Tabulka 1: Klasifikace stupně provozu na základě jeho hustoty pro vícepruhové 
komunikace  [11].
Maximální hustota provozu [voz./km] 7 11 16 22 28 >28
Stupeň provozu A B C D E F
Při stupni provozu F je velmi pravděpodobný vznik kongesce, neboli 
dopravní zácpy. V případě přímé detekce zastaveného vozidla je toto uživateli dáno 
na vědomí pomocí odlišného zvýraznění na grafickém výstupu algoritmu.
3.4 ZHODNOCENÍ VÝSLEDKŮ ALGORITMU
Pokud bereme v úvahu vyhodnocování scény jako například v obr. 27, 
algoritmus pracuje dobře, i přesto že je scéna plná stínů, které propojují sousední 
vozidla. Jeden z mála případů, kde se objevují chyby, je prezentován na obr. 26.
Jelikož základ algoritmu vychází z detekce gradientu, pak právě to je zde hlavním 
omezením. Při pohledu na obr. 26c je zřejmé, že uprostřed jednotvárné plochy 
vozidla není dostatečné množství hra. Tento problém se často objevuje ve spojení 
s detekcí nákladních vozidel. V tomto případě nepomůže ani použitý postup relaxace 
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objektů(viz obr. 26f), protože daná část vozidla je označena jako stín a nemůže být 
použita při relaxaci.
Algoritmus zpracovává obraz s rozlišením 352x144 pixelů, bez ohledu na 
rozměry vstupního snímku. To představuje kompromis mezi kvalitou a časovými 




b) Detekovaný stín c) Detekované hrany 
objektů
d) Vyhlazení hran e) Detekované kontury f) Relaxace objektů
Obrázek 26: Chybná detekce nákladního vozidla, vznik falešné detekce.
Na testovacím PC s procesorem Intel Pentium(2,16GHz) trvá inicializační 
fáze(tedy extrakce pozadí) přibližně 1 vteřinu. Čas potřebný na následné 
vyhodnocení každého dalšího snímku závisí hlavně na používaném režimu, tedy 
denní nebo noční a na momentálním obsahu scény(počet vozidel). Pokud jsou 
zpracovávány snímky zachycené ve dne, algoritmus je výpočetně náročnější, neboť 
celé zpracování je značně složitější. Časové nároky na vyhodnocení jsou přibližně 
52 ms. Pokud jde o noční režim, zde není třeba řešit problémy s detekcí hran a stínů. 
Tím se výpočet značně zrychluje. Potřebný čas se pohybuje kolem 40 ms. Aby bylo 
zpracování co možná nejrychlejší, je vhodné zkompilovat použitou OpenCV 
knihovnu přímo na PC, kde bude výpočetní algoritmus využíván. Takto lze čerpat 
maximum výpočetní kapacity daného PC.
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY
Fakulta elektrotechniky a komunikačních technologií
Vysoké učení technické v Brně
51
Obrázek 27: Příklad výsledku zpracování video-sekvence v denním režimu.
Obrázek 28: Příklad výsledku zpracování video-sekvence v nočním režimu.
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4. ZÁVĚR
Základem práce je analýza metod zpracování obrazu používaných 
v souvislosti detekcí pohybujících se objektů. Je shrnuto celé spektrum přístupů. 
Nejprve je probrána extrakce pozadí monitorované scény, dále odstranění stínů a 
v závěru analýzy je věnována pozornost i samotnému hledání souvislostí mezi 
jednotlivými snímky video-sekvence. Většina prezentovaných metod byla 
implementována a testována na reálných datech. Analýza tedy představuje nejen
přehled, ale rovněž i možnosti využití daných algoritmů, příp. jejich výhody a 
nevýhody.
Tato práce si kladla za cíl vytvořit komplexní metodu pro detekci vozidel ve 
video-sekvenci. Na základě provedené analýzy byl navržen robustní algoritmus, 
který je schopen vyrovnat se s mnoha různými reálnými situacemi, které mohou 
nastat na pozemní komunikaci. Algoritmus vykazuje dobré analytické výsledky. 
Součástí výstupu je i přehledná dopravní statistika monitorované scény. Je řešena 
např. klasifikace vozidel a vyhodnocování stupně provozu jednotlivých jízdních 
pruhů. Díky obecnému přístupu algoritmů a důrazu na spolehlivost v reálných 
podmínkách je algoritmus s dostatečnou  úspěšností schopen poskytovat velmi 
užitečná dopravně-inženýrská data.
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i - Horizontální souřadnice bodu
j - Vertikální souřadnice bodu
F - Maska popředí snímku
I - Snímek
B - Extrahované pozadí snímku
Th - Práh klasifikace popředí
k - Časový identifikátor snímku či pozadí
α - Koeficient rychlosti učení modelu
Bg - Maska pozadí snímku
 - Variance snímku
s W.m-2 Luminance scény
E W.m-2 Osvětlení scény
ρ - Odrazivost scény
cO W.m
-2 Osvětlení vlivem okolního světla
cS W.m
-2 Osvětlení vlivem slunce
N - Normálový vektor k povrchu scény
S - Vektor slunečního svitu
NCC - Normalizovaná cross-korelace
L - Definované okolí bodu
σI - Směrodatná odchylka okolí L snímku
σB - Směrodatná odchylka okolí L pozadí
μSH -
Průměrná hodnota jednotlivých bodů po 
zastínění
μBG - Průměrná hodnota jednotlivých bodů pozadí
σSH -
Směrodatná odchylka jednotlivých bodů po 
zastínění
σBG - Směrodatná odchylka jednotlivých bodů pozadí
di - Konstanta vlivu stínu
C - Třída klasifikace – pozadí, popředí, stín
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v - Vektor příznaků – barevných složek bodu
∇2I - Laplaciánu snímku
∇2B - Laplaciánu pozadí
TS - Práh detekce statických hran
v voz.h-1 Dopravní tok
D voz.km-1 Hustota provozu
S km.h-1 Průměrná rychlost
