Abstract. We consider one-dimensional Fokker-Planck and Schrödinger equations with a potential which approaches a periodic function at spatial infinity. We extend the low-energy expansion method, which was introduced in previous papers, to be applicable to such asymptotically periodic cases. Using this method, we study the low-energy behavior of the Green function.
Introduction
We consider the one-dimensional Fokker-Planck equation The Schrödinger potential V S and the function ψ of (1.2) are are related to f and φ by
and φ(x) = e −V (x)/2 ψ(x).
(1.5)
We shall always assume that Im k ≥ 0. We define the Green function G S (x, y; k) for the Schrödinger equation as the function satisfying with the boundary conditions G S (x, y; k) → 0 as |x − y| → ∞ for Im k > 0. For Im k = 0, we define G S (x, y; k) ≡ lim ǫ↓0 G S (x, y; k + iǫ). Without loss of generality, we may suppose that x ≥ y. In a series of previous papers [1, 2] , we discussed a method for calculating the expansion of G S (k) in powers of k. In [1] , we studied the cases in which the potential V (x) either converges to a finite limit of diverges to infinity as x → ±∞. In [2] , we dealt with periodic potentials satisfying V (x + L) = V (x). In this paper, we shall deal with asymptotically periodic potentials, i.e. potentials V (x) that approach a periodic function as x → ±∞. In solid state physics, impurities in a crystal are described by this type of potentials. The study of asymptotically periodic potentials is important for the application in physics, and there is a fair amount of literature on this subject [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . However, there has not yet been a systematic analysis of the the low-energy behavior of the Green function up to high orders in k. In this paper, we shall show that the method introduced in [1] and [2] can be extended to the asymptotically periodic case, enabling us to obtain the expansion of the Green function up to any order in k.
We assume that the potential V (x) is a real-valued function which is piecewise continuously differentiable. (Note that V (x) may have have jump discontinuities. See footnote 1 of [2] and footnote 1 of [1] .) We also assume that V can be expressed as a sum of two functions:
where V p is a periodic function satisfying Corresponding to (1.7), we assume that the function f (equation (1.3)) can be written as 9) where f p (x + L) = f p (x) and lim x→±∞ f ∆ (x) = 0. As we will see, the Green function can be expanded in terms of k as G S (x, y; k) = (ik) −1 g −1 (x, y) + g 0 (x, y) + ikg 1 (x, y) + (ik) 2 g 2 (x, y) (1 + |x| n )|v(x)| dx < ∞.
(1.11)
In this paper, we shall discuss the method for systematically calculating the coefficients g −1 , g 0 , g 1 , . . . of (1.10). Our method is based on the expansion formula for the reflection coefficient, which was derived in [13] . This formula will be reviewed in section 3, after introducing some necessary notations in section 2. The calculation of g n is done in sections 4-9.
It is easy to extend this method to potentials V (x) which have different asymptotic behaviors as x → −∞ and x → +∞. For example, we can easily deal with the cases where V (x) approaches periodic functions with different periods as x → −∞ and x → +∞. This will be discussed in section 10 .
If V (x) is asymptotically periodic, the corresponding V S (x) is also asymptotically periodic. That is to say, if V has the form of (1.7) with (1.8), then V S has the form V S (x) = V But the converse is not necessarily true. Suppose that a Schrödinger potential V S satisfying (1.12) is given. For simplicity, we assume that there are no bound states. Then the corresponding Fokker-Planck potential V satisfies (1.7) and (1.8) only if the wave function ψ(x) at the bottom of the lowest energy band remains finite for both x → +∞ and x → −∞. This is what is called the 'exceptional case' in the conventional terminology of scattering theory [6] . In the 'generic case', the Fokker-Planck potential V (x) corresponding to an asymptotically periodic V S (x) is not asymptotically periodic but tends to −∞ at either x → +∞ or x → −∞ (see example 2 in section 12). Our method is also applicable to V S in the generic case, even though such V S does not correspond to a Fokker-Planck potential satisfying (1.7) with (1.8) . In the generic case, the expansion of G S begins with the term of order k 0 (namely, g −1 = 0 in (1.10)). In section 11, we will see how to calculate g 0 , g 1 , g 2 , . . . for the generic case.
Preliminaries
Let the 2 × 2 matrix U(x, x ′ ; k) be the solution of
We write the elements of U as 2) and define the transmission coefficient τ , the right reflection coefficient R r and the left reflection coefficient R l as
.
(2.4)
The generalized scattering coefficientsτ ,R r ,R l are defined with an additional variable W as
where
(For an alternative definition, see (A.2) and (A.3) of appendix A.) We also define
The Green function can be expressed in terms of this S as [14] G S (x, y; k) = 1
We use the notation In this paper, we also deal with integrals of the form of (2.10) with V replaced by V p . We will denote such integrals with a left subscript 'p' as
As in [2] , we use the symbols
All the quantities defined in (2.12) are independent of x.
3. Formula for the expansion ofR r (x, −∞; W ; k)
In this section, we summarize the necessary results from [13] . We define the operators A and B, which act on functions of x and W , as
The generalized reflection coefficientR r (x, −∞; W ; k) satisfies the differential equation
From (3.3) we havē
where (A − 2ikB) −1 is the inverse of the operator A − 2ikB. This inverse is given by
We can formally expand (A − 2ikB) −1 in powers of k as
Substituting (3.7) into (3.4) yields the expansion
Equation (3.8) makes sense if and only if the right-hand side of (3.9b) makes sense for all n ≤ N. (The remainder termρ N automatically makes sense if allr n make sense.)
Inverse of the operator A
In the formal expression (3.7), the symbol A −1 denotes the inverse of A. However, 'inverse of A' does not have a meaning unless we specify the domain of A . Specifying the domain of A amounts to specifying the boundary condition forR r (x, −∞; W ; k) at x → −∞. Since the operator A in (3.3) acts on the functionR r (x, −∞; W ; k)+ξ(x, W ), the domain of A must be chosen so thatR r + ξ belongs to that domain.
We define the operators A −1
Let D ∆ denote the set of two-variable functions h(x, W ) which are piecewise continuously differentiable with respect to x, analytic with respect to W on the real axis and which satisfy
And let D p denote the set of functions h(x, W ) which are piecewise continuously differentiable with respect to x, analytic with respect to W on the real axis and which satisfy the conditions
where we have defined, corresponding to (3.2),
It is easy to see that
(We are allowing Ah to include delta functions.) And it was shown in [2] that (3.9) . This is the case for the non-periodic potentials discussed in [1] . On the other hand, if the potential is periodic, thenR r + ξ belongs to D p (see [2] for details), and so A −1 p should be used in place of A −1 in (3.9). In this paper, we are assuming that the potential has the form of (1.7). In order to use the expansion formula shown in the previous section, we must find an appropriate domain of A for such asymptotically periodic potentials. LetR p r denoteR r with V replaced by V p . (That is to say,R p r is defined in the same way as the definition ofR r in (2.1)-(2.5), with f in (2.1) replaced by f p .) We definē R ∆ r ≡R r −R p r , and
Then, we can writē
r (x, −∞; W ; k) and ξ ∆ (x, W ) vanish as x → −∞, and hence it can be seen thatR ∆ r + ξ ∆ ∈ D ∆ . As for the periodic part, it was shown in [2] 
So we know that we should take D p + D ∆ as the domain of A.
From now on, we assume that the operator A is defined with the domain D p + D ∆ . To calculate (3.9), we need the inverse of A. If h ∈ D p + D ∆ and g = Ah, we can write
where g p = Ah p and g ∆ = Ah ∆ with h p ∈ D p and h ∆ ∈ D ∆ . Any function g belonging to the range of A can be uniquely decomposed into two parts as (4.9), where g p is a function satisfying 10) and g ∆ is a function such that [2] ). From A −1 g = h p + h ∆ and (4.6), we have
Thus, when the potential is asymptotically periodic, the expansion ofR r is given by (3.8) and (3.9) with A −1 acting as (4.12). To calculate A −1 g, we first express g as the sum of the periodic part g p and the non-periodic part g ∆ , satisfying (4.10) and (4.11), respectively. Then, the right-hand side of (4.12) is calculated with the operators defined by (4.1) and (4.2).
Expressions forr n
Now let us calculate the coefficientsr n given by (3.9) . To calculater 0 , it is necessary to decompose (1 − ξ 2 )f into periodic and non-periodic parts. Note that
Using (4.7), we write (5.1) as
The two terms on the right-hand side of (5.2) correspond, respectively, to g p and g ∆ of (4.9). They satisfy conditions (4.10) and (4.11). So, according to (4.12),
3)
The first term on the right-hand side has already been calculated in [2] . The result is
). It is obvious that the second term of (5.3) is 6) and (3.9a) gives
Let us proceed to the calculation ofr 1 = 2A −1 B(r 0 + ξ). It can be shown that [2] ). We decompose the right-hand side as
It is easy to check thatq p 0 satisfies conditions (4.10). In order thatq ∆ 0 satisfy (4.11), it is necessary that V (x) approach V p (x) sufficiently rapidly as x → −∞ (see the next section). Assuming that this condition is satisfied, we have, from (5.9) and (4.12),
So we obtainr 1 as a sum of two terms
The right-hand side of (5.13a) can be calculated using (4.2). Details for the calculation is given in [2] . As a result, we havē 
where we have defined
vanishes as x → −∞ (provided that the integral on the right-hand side of (5.15) is convergent), whiler p 1 is a periodic function of x. The first-order coefficientr 1 is thus obtained as the sum of the periodic part (5.14) and the non-periodic part (5.15).
To calculater n for larger n, we can use the recursion relationr n = 2A −1 Br n−1 , which follows from (3.9b). We definē
We assume thatr n andq n can be written as the sum of periodic and non-periodic parts,
This assumption will be justified by the result. We split B into two parts as 
From (5.17), (5.19) and (5.21), it follows that 
By iterating (5.24), we obtain
In this way,r was done in [2] . The result is given by equation (8.18) of [2] as
with Q defined by (2.12). For n = 2, the right-hand side of (5.26) consists of the two terms 2A 
Hence, the non-periodic partr ∆ 2 is obtained as r
where we have used
6. Condition for the finiteness ofr n Equation (3.8) is meaningless unless the coefficientsr n =r p n +r ∆ n are finite for all n ≤ N. The periodic partr p n , which is given by (5.25), is finite for any n (see [2] ). However, the terms on the right-hand side of (5.26) are not necessarily finite. For these terms to be finite, it is necessary that V ∆ (x) vanish sufficiently fast as x → −∞.
Since ∆ ± (z) ∼ ±e Vp(z) V ∆ (z) as z → −∞, and since V p (z) is a bounded periodic function, there exists a constant C such that
for −∞ < z < x with fixed x. Using this in (5.15), we find
(We will use the symbol C to denote a finite constant which is not necessarily the same at each occurrence. We regard x and W as fixed.) We can see from (5.28b) that
since e ±V (z) are bounded for −∞ < z < x. Using (6.1) in (6.3) gives
More generally, it is easy to see that
Hence we can derive, in the same way as (6.4),
This gives an upper bound for the first term on the right-hand side of (5.26). Similar inequalities hold for the remaining terms of (5.26). Using (5.22) and (6.1), and also using the fact that |r
and, just like (6.6),
denote the set of functions v(x) which satisfy the condition
The right-hand side of (6.6) is finite if V ∆ ∈ F (−) n−1 . Then, the right-hand side of (6.8) is also finite for j ≤ n − 1. So, we know from (5.26) that |r
is always finite, it follows that
Small-k behavior of the remainder term
In the previous section, it was shown that equation
N −1 . Using (3.5) and (5.17), we can write (3.10) as
Using (5.19), the right-hand side of (7.1) is split into two parts as
(7.5)
In the limit k → 0, we have the expressions
It can also be shown that
0 . (See appendix A for the derivation.) It was shown in [2] that
The right-hand side of (7.9) is equal tor p N +1 (see (5.24)). Therefore,
This gives the small-k behavior of the first term of (7.3). Next, we consider the second term of (7.3). Substituting (5.26) into (5.23), we writē
12) As shown in (7.7b), the quantityω(x, z; W ; k) tends to W as k → 0. This approach is uniform in z. We fix x and W , and let k 0 be a fixed (sufficiently small) positive number. Using the same argument as in the last section, we can easily show that
for −∞ < z < x and |k| < k 0 , where we have defined
14)
n . We have the inequality forQ, |Q(x, z; W ; k)| ≤ 1, (7.15) as shown in appendix B. From (7.11), (7.13) and (7.15), we find that
Obviously,
N . Therefore, by the dominated convergence theorem, the integral in the second term of (7.3) commutes with the limit k → 0 if
we obtain, by using (7.7),
From (7.3), (7.10) and (7.17), we have
Expansion of S
It is shown in [1] that the expansion of S r (defined by (2.7)) is obtained from (7.20) as
where 
The expansion of S l can be obtained in the same way. Let
N −1 , we can add together equations (8.1) and (8.5 ) to obtain the expansion of S (equation (2.8)) as
From (8.3) and (8.6) we have
In a similar way (we omit the calculation), we can derive the expression for s 3 as
Expansion of the Green function
The expansion of the Green function in terms of k can be obtained by substituting the power-series expression of S into (2.9). To expand G S to order k N , we need the expansion of S to order k N +1 (as shown below). Let us define
N , then equation (8.7) holds with N replaced by N + 1. Substituting this into (2.9), we obtain equation (1.10) with
and so on. It is easy to see that we need s 0 , s 1 , . . . , s N +1 in order to calculate g N . Thus,
N . From (8.9) and (9.2), the explicit forms of g −1 and g 0 are obtained as
More general potentials
The method presented in this paper is also applicable to the cases where V (x) does not approach the same periodic function as x → −∞ and x → +∞. Suppose that V (x) → V p1 (x) as x → −∞ and V (x) → V p2 (x) as x → +∞, where V p1 and V p2 are two different periodic functions with periods L 1 and L 2 respectively. Namely,
The expressions for a N , the Green function can be expanded to order k N in the form of (1.10). Instead of (9.3), we have
It is equally easy to calculate the expansion of the Green function for the cases in which V (x) is asymptotically periodic as x → −∞ and V (x) → ±∞ as x → +∞. For such cases, we can use (8.3) together with the expressions for a L n given in [1] .
Generic case for the Schrödinger equation
Let us suppose that the Schrödinger equation is given with an asymptotically periodic V S satisfying (1.12), and that the corresponding Fokker-Planck potential V is yet unknown. We assume that there are no bound states, and we shift the origin of the energy scale 
It is easy to check that both f + and f − satisfy (1.4). So both V + and V − are Fokker-Planck potentials corresponding to V S . Since V + (x) and V − (x) tend to periodic functions as x → +∞ and x → −∞, respectively, we can write To deal with the generic case, we can use the method described in section 7 of [1] . As explained there, the expansion of S takes the form
with N −1 . This is a generalization of (8.7). In the exceptional case (where
n and s −1 = 0, and hence (11.4) reduces to (8.7). If ψ ± 0 are linearly independent, then f + (x) = f − (x) for any x, as can be easily verified. So, in the generic case, s −1 (x) = 0 for any x.
In the generic case, the expansion of G S to order k N is obtained from the expansion of S to order k N −1 . Substituting (11.4) (with N replaced by N − 1) into (2.9), we have 
8a) 9) where W denotes the Wronskian defined by Figure 1 . The potential V (x) of example 1 (equations (12.1)).
Examples
Let us demonstrate the calculation of the expansion with simple examples.
Example 1.
We consider the potential
This potential is illustrated in figure 1 . The Green function can be exactly obtained for this potential. Before showing the calculation of the low-energy expansion, let us first explain about the exact Green function and its properties. For any potential, the Green function can be expressed in terms of τ , R r and R l as
(see equation (3.6a) of [14] ). We confine ourselves to the case 0 < y ≤ x < a. Then, for this potential, R l (x, y; k) = 0 and τ (x, y; k) = e ik(x−y) . So, (12.2) becomes
The exact expressions of the reflection coefficients are
for 0 < x < a, where The graphs are shown here for the range of k in the lowest two energy bands and the lowest two gaps. The bands are 0 < k < k 1 and k 2 < k < k 3 , and the gaps are k 1 < k < k 2 and k 3 < k < k 4 , where k 1 ≃ 2.21, k 2 ≃ 4.02, k 3 ≃ 5.77 and k 4 ≃ 6.88. The imaginary part of G S is identically zero in the gaps.
(We omit the derivation of these expressions.) The exact G S is given by (12. 3) with (12.4) . The graphs of the exact Re G S and Im G S , as functions of real k with fixed x and y, are shown in figures 2 and 3. The case h = 0 corresponds to a purely periodic potential, which was studied section 11 of [2] . When h = 0, the graphs are discontinuous at the edges of the energy bands ( figure 2(a) ). The graphs become continuous when In (b), the real part of G S (k) tends to a finite value (≃ 1000) as k → 0, although the graph is truncated at the top. The graph in (c) is the plot of (12.6). This graph diverges to infinity as k → 0. The singularity at k = π/a ≃ 5.24 corresponds to an eigenvalue for the infinite square well potential. The peak around k = π/a in the graphs of Im G S becomes a delta function as we let h → +∞. h = 0, but singularities remain at the edges of the bands (figures 2 (b)-(d)). As h is further increased, these singularities become less prominent in the graphs (figures 3(a) and (b)). In the extreme case h = +∞, the potential is an infinite square well, for which the exact Green function is
(see figure 3(c) ). As h becomes large, the Green function approaches (12.6) except at k = nπ/a (n integer), where the right-hand side (12.6) has poles. Now let us turn to the low-energy expansion. Since V ∆ ∈ L 1 N for any N, expansion (1.10) is valid for any N. We need to calculate the various quantities appearing in (8.9). The quantities involving only V p (and not V ∆ ) have already been calculated in [2] . It is shown in section 11 of [2] that
8a)
The expressions for
x−L are obtained from (12.8a) and (12.8b), respectively, by changing the sign of C. Other integrals in (8.9) are also easy to calculate. For 0 < z ≤ x < a, we can see that
The functions ∆ ± defined by (5.16) are
The integrals including ∆ ± can be calculated, for example, as
Substituting the above expressions in (8.9), we obtain
with L 0 , V 0 and Q given by (12.7). (We have used L 0 = b sinh C/ sinh V 0 .) Substituting (12.12) into (9.1), and then into (9.2), we obtain g −1 , g 0 , g 1 and g 2 . In particular, 13) as can also be seen directly from (9.3). Thus, the expansion of the Green function is obtained to order k 2 . This result is shown in figure 4 (the broken lines). We can see from these graphs that this expansion is indeed correct. Re
(c) For a potential like (12.1), there is a good approximation method which can be used for a wide range of k. Let us explain this approximation in connection with the power-series expansion ofR r . From (5.7), (5.14), (5.15), (5.27) and (5.29), we havē
Recall that R r (x, −∞; k) is obtained fromR r (x, −∞; W ; k) by setting W = V (x). Since V (x) = −h for 0 < x < a, the expansion of R r (x, −∞; k) for 0 < x < a is
where r 0 and r 1 are obtained by letting W = −h in (12.14a) as
Setting W = −h in (12.14b), we can see that
where the terms represented by the dots behave like e −h/2 , and hence are negligible, when h is large. In the same way, it can be shown that
for any n, when h is large. Substituting (12.19) into (12.15) gives In fact, this approximation is equivalent to replacing the potential V (z) by the effective square well potential
The result of this approximation is also plotted in figure 4 (the dotted lines). As we can see from figures 4(b) and 4(c), equation (12.21) gives a good approximation, when h is not very small, for a wide range of k except near the band edges. This approximation becomes better for larger h, so that the graphs shown in figures 3(a) and 3(b) can be very accurately approximated by (12.21).
Example 2.
Next, we study an example where the Schrödinger potential V S , rather than the FokkerPlanck potential V , is given. We consider Figure 5 . The Schrödinger potential V S of example 2 (equations (12.23)) and the corresponding Fokker-Planck potentials V ± . The parameters used for these graphs are C = 1, L = 1, a = 0.6 and h = 0.5. From (12.24) we have E 0 ≃ 0.3952.
(See figure 5 .) The periodic part V S p is a Kronig-Penny potential [15] . We assume h > 0 so that there are no bound states. The constant E 0 is determined by the condition that the energy at the bottom of the lowest band be zero. It is easy to see that E 0 is the smallest solution of the equation
The expansion of the Green function can be obtained by using the method explained in section 11. We define
The solution of (11.1) which remains bounded as x → +∞ is
26) The graphs of V + (x) and V − (x) defined by (11.2) are shown in figure 5 . Note that V + (x) → −∞ as x → −∞ and V − (x) → −∞ as x → +∞. Let us calculate g 0 (x, y) and g 1 (x, y) for 0 < y ≤ x < a. We have Since V + (z) = V + p (z) for z > a, we can calculate, by using (12.26),
For 0 < y ≤ x < a, we can also calculate the integrals
(12.33)
Substituting the above expressions into (11.8b), we obtain Comparing with this exact expression, we can check that (12.34) gives the correct firstorder coefficient of the expansion (see figure 6 ).
Appendix A. Derivation of (7.8)
We will show that
where g p (x, W ) is a function satisfying (4.10). We assume that g p (x, W ) is analytic with respect to W on the real axis. Letᾱ andβ be defined by Then,τ ,R r andR l are expressed in terms ofᾱ andβ as
Substituting (A.3) into (7.2) and (3.6), we can writeQ andω as
Letᾱ P andβ p be the quantities obtained fromᾱ andβ, respectively, by replacing V with V p . Then, just like (A.3) and (A.4), we havē
and
Before carrying out the calculation, let us note that the following equations hold for an arbitrary finite number x 0 ≤ x:
(A.8) Equation (A.7) is derived from the two equations
The proof of (A.9) is easy. Since the limit and the integral on the left-hand side are interchangeable, we can use (7.7) to obtain (A.9). The outline of the proof of (A.10) is as follows. From U(x, x 0 ; k)U(x 0 , z; k) = U(x, z; k) and (A.2), we havē
From (2.1) and (A.2), we can easily see that
We substitute (A.11) and (A.12) into (A.6), and calculate the left-hand side of (A.10) by using the method described in section 5 of [2] . Then we find that the contributions from C 1 (k) and C 2 (k) vanish in the limit k → 0. It is easy to show thatQ p (x, z) and
, respectively, when C 1 (k) and C 2 (k) of (A.12) are set to be zero. Hence we obtain (A.10). Adding both sides of (A.9) and (A.10) yields (A.7). Equation (A.8) can be proved in essentially the same way. Using (A.7) and (A. 
where x 0 is arbitrary. The meaning of the equivalence between (A.1) and (A.13) is easy to understand. Since lim k→0Q = lim k→0Qp and lim k→0ω = lim k→0ωp , the difference between the left-hand and right-hand sides of (A.1) in the limit k → 0 is determined only by the behavior at z → −∞. So, in (A.1), we can arbitrarily change the value of x as long as it remains finite. Also note that equations (A.7) and (A.8), respectively, correspond to
(see equation (5.34) of [2] ). Since (A.1) and (A.13) are equivalent, we will deal with (A.13) instead of (A.1). By taking −x 0 to be sufficiently large, we can make |V ∆ (z)| to be arbitrarily small for z ≤ x 0 .
Let us review how to calculate the right-hand side of (A.13). (See [2] for details.) We split the integral into unit periods as
Let λ and λ −1 be the eigenvalues of the matrix
such that |λ| ≥ 1 for Im k ≥ 0. Namely,
We define
It turns out that A n (k) depends on n only through γ n . Moreover, it also turns out that A n (k) has the form
where C(γ n , k) is an analytic function of k and γ n on the real axis. We have |γ| < 1 for Im k > 0 and |γ| = 1 for Im k = 0. The behavior of γ for small k is
Since the approach of γ n to 1 is not uniform in n, we cannot change the order of the limit and the sum as
However, if we treat k and γ n separately, we can let k → 0 inside the sum as
As a result, we have
This equation can be intuitively understood as follows. From (A.21), we can see that γ n behaves like exp(2iL 0 kn) when k is small. Therefore,
In (A.25), we changed the sum over discrete n to an integral over continuous ν, and then changed the variable of integration to x ≡ e 2iL 0 kν . Here, let us comment about the meaning of lim k→0 . The limit k → 0 can be taken in any way in the closed upper half plane (Im k ≥ 0), but we need to be careful when the limit is taken along the real axis (Im k = 0). Recall that we have defined the Green function for Im k = 0 as G S (x, y; k) ≡ lim ǫ↓0 G S (x, y; k + iǫ). So when we write an expression like lim k→0 a(k), it is to be understood as lim k→0 lim ǫ↓0 a(k + iǫ) for real k. Therefore, in (A.25), x → 0 as ν → ∞ inside the limit sign. The limit and the integral in the last expression of (A.25) can be interchanged, since |C(x, k)| is uniformly bounded when |k| is sufficiently small. Hence we have (A.24).
The left-hand side of (A.13) is calculated in almost the same way. The only difference is that the quantity corresponding to A n (k) contains a part which depends explicitly on n, in addition to the part which depends on n through γ n . If we write
As we will see,
0 , there exists a k-independent (and γ n -independent) sequence {E n } such that |D n (γ n , k)| < E n and ∞ n=0 E n < ∞. Then, we have
We will show that the right-hand side of (A.28) is zero. Now let us explicitly calculate the difference between the right-hand and left-hand sides of (A.13). Since |V ∆ | can be made as small as we like by taking large |x 0 |, we consider only the terms of first order in V ∆ . We can write
Then, as can be seen from (A.4) and (A.6),
We can expressQ ∆ andω ∆ as
(A.37) they have the terms including n−1 m=0 B m γ m and n−1 m=0 B m γ n−m . We need to know how to deal with these terms. The conclusion is that γ m and γ −m in these terms can be replaced by 1. Let us explain why this is so. Substituting (A.44) with (A.47) into the last expression of (A.42), we have the terms involving γ m and γ −m as
On the right-hand side of (A.50), the terms of order k 0 vanish since a 0 (γ n )b 0 (z) dz = 0 on account of (4.10). So, S n (k) has the form
where h is an analytic function which can be expanded as h(x) = h 0 + h 1 x + h 2 x 2 + · · ·. Since |γ| < 1 for Im k > 0, we can calculate the sum over n on the right-hand side. (As mentioned before, when the limit k → 0 of a function a(k) is taken along the real axis, it should be understood as lim k→0 a(k) = lim k→0 lim ǫ↓0 a(k + iǫ). So we may assume |γ| < 1 before taking the limit, even when we are considering real k.) We obtain (When k is real, k is replaced by k + iǫ with positive infinitesimal ǫ.) So the first term on the last line of (A.62) vanishes. In the second term, the limit and the integral can be interchanged since |F (kν)e 2iL 0 kν | is uniformly bounded and and so equations (A.47) become
and C(γ n ) is an z-independent term. With (A.71), we can writed(z, k) as d(z, k) =d ∆ (z, γ n ) +d 0 (γ n ) + kd 1 (z, γ n ) + kC(γ n ). (A.72)
We substitute (A.44) and (A.72) (with (A.45), (A.46) and (A.71)) into the righthand side of (A.68), and calculate the integral over z. Since g p satisfies (4.10), we have
