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Abstract
We prove Mazur–Orlicz theorem in supreme norm, cf. Mazur and Orlicz, Sur quelques propri(et(es des
fonctions periodiques, Studia Math. 9 (1940) 1–16 using ergodic theory. We use it in the calculation of
asymptotic formula for the error in cardinal interpolation and in shift invariant operators.
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1. Mazur–Orlicz theorem
In our papers Mazur–Orlicz Theorem (the simplest formula goes back to Fejer) was powerful tool
to calculate asymptotic formula for the error in cardinal interpolation [1], for shift invariant operators
[5] (orthogonal projection [2]) in Lp norm, 16p¡∞.
Now we want to prove the analogue of Mazur–Orlicz theorem in supreme norm, cf. [6].
A function f de?ned on Rd is called T -periodic if for all x∈Rd
f(x + T ) = f(x) for all ∈Zd:
Mazur–Orlicz Theorem 1. If for j = 1; : : : ; m; gj are continuous, bounded, T-periodic and fj are
continuous and bounded, then
sup
x∈Rd
∣∣∣∣∣∣
m∑
j=1
fj(x)gj
(x
h
)∣∣∣∣∣∣→ supx∈Rd supt∈[0;T )d
∣∣∣∣∣∣
m∑
j=1
fj(x)gj(t)
∣∣∣∣∣∣ when h→ 0: (1)
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Proof. We ?rst prove that
sup
x∈Rd
∣∣∣∣∣∣
m∑
j=1
fj(x)gj
(x
h
)∣∣∣∣∣∣→ supx∈Rd supt∈lx
∣∣∣∣∣∣
m∑
j=1
fj(x)gj(t)
∣∣∣∣∣∣ when h→ 0; (2)
where lx = {xt : t ∈R}. Let M be such that,
M = sup
x∈Rd
sup
t∈lx
∣∣∣∣∣∣
m∑
j=1
fj(x)gj(t)
∣∣∣∣∣∣ :
For ?xed ¿ 0 there exists (by de?nition of the supreme) x0 ∈Rd and t0 ∈ lx0 such that
M − 
2
¡
∣∣∣∣∣∣
m∑
j=1
fj(x0)gj(t0)
∣∣∣∣∣∣6M: (3)
For each t0, the function x → |
∑m
j=1 fj(x)gj(t0)| is continuous in x0 and therefore there exists ¿ 0
such that
‖x − x0‖∞¡⇒
∣∣∣∣∣∣
∣∣∣∣∣∣
m∑
j=1
fj(x)gj(t0)
∣∣∣∣∣∣−
∣∣∣∣∣∣
m∑
j=1
fj(x0)gj(t0)
∣∣∣∣∣∣
∣∣∣∣∣∣¡

2
; (4)
where ‖x‖∞=sup16i6d |xi|, x=(x1; : : : ; xd). Choose h¿ 0 such that, hT ¡ and consider a decom-
position of Rd obtained by translate of the cube [0; hT ]d by the vectors w∈ hTZd. Let IhT (x0) be a
cube of the above decomposition which contains x0. As gj(·=h); j=1; 2; : : : ; m are hT -periodic, there
exists x∈ IhT (x0) such that
gj
(x
h
)
= gj(t0) for j = 1; 2; : : : ; m: (5)
Since ‖x − x0‖∞6 hT ¡ (3) and (4) show that∣∣∣∣∣∣
m∑
j=1
fj(x0)gj(t0)
∣∣∣∣∣∣6
∣∣∣∣∣∣
m∑
j=1
fj(x)gj
(x
h
)∣∣∣∣∣∣+

2
:
From this and from (3) we have
M − 6
∣∣∣∣∣∣
m∑
j=1
fj(x)gj
(x
h
)∣∣∣∣∣∣6M:
Therefore
M − 6 sup
x∈Rd
∣∣∣∣∣∣
m∑
j=1
fj(x)gj
(x
h
)∣∣∣∣∣∣6M:
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This establishes (2). It is known in the diHerential equations on the torus that for almost every
x∈Rd the line lx is dense in torus [0; T )d (see [3, Lemma 1, p. 66]). Consequently,
sup
x∈Rd
sup
t∈[0;T )d
∣∣∣∣∣∣
m∑
j=1
fj(x)gj(t)
∣∣∣∣∣∣= supx∈Rd supt∈lx
∣∣∣∣∣∣
m∑
j=1
fj(x)gj(t)
∣∣∣∣∣∣ ;
which completes the proof of the theorem.
2. Asymptotic formula for cardinal interpolation
Following notation of [1] let us assume that there is a continuous function
 : Rd → R (6)
such that
() =
{
0;  = 0;
1; = 0;
(7)
where ∈Zd. Moreover, suppose that there are constants C¿ 0 and 0¡q¡ 1 such that
|(x)|¡Cq|x|; (8)
where x∈Rd and |x|=√x · x. Then we can de?ne the cardinal interpolation
If(x) =
∑
∈Zd
f()(x − ) (9)
for all continuous functions f : Rd → R for which there is a C¿ 0 and M ¿ 0 such that for all
x∈Rd
|f(x)|¡C(1 + |x|)M : (10)
Additionally, we assume that for each polynomial P of degree less than r
IP = P: (11)
Let f : Rd → R. We use the following notation:
 hf(x) := f
(x
h
)
: (12)
We use standard multi-index notation, i.e., for !∈Zd+, let
|!| : =!1 + · · ·+ !d; !! := !1! · · · !d!;
[ ]!(x) := x! = x!11 · · · x!dd ;
D!f =
9|!|f
9x! ; (13)
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|f|k;∞ =
∑
|!|=k
‖D!f(x)‖∞; (14)
‖f‖∞ = sup
x∈Rd
|f(x)|:
By Cr0(Rd) is denoted the space of r times continuously diHerentiable functions with compact
support.
Let us de?ne the family of cardinal interpolations:
Ih =  h ◦ I ◦  1=h; h¿ 0; (15)
i.e.,
Ihf(x) =
∑
∈Zd
f(h)(x=h− ): (16)
We state the main theorem.
Theorem 2. Let  be a continuous function satisfying conditions (7) and (8). Moreover, let the
cardinal interpolation be a identity operator for the polynomials of degree less than r i.e., (11).
Let f∈Cr0(Rd). Then
lim
h→0+
sup
x∈Rd
∣∣∣∣f(x)− Ihf(x)hr
∣∣∣∣= sup
x∈Rd
sup
t∈[0;1)d
∣∣∣∣∣∣
∑
|!|=r
1
!!
D!f(x)(I([ ]!(t)− t!)
∣∣∣∣∣∣ : (17)
Proof. Let f∈Cr0. By Mazur–Orlicz theorem if h→ 0+ then
sup
x∈Rd
∣∣∣∣∣∣
∑
∈Zd
∑
|!|=r
1
!!
(D!f(x))(x=h− )!(x=h− )
∣∣∣∣∣∣
sup
x∈Rd
sup
t∈[0;1)d
∣∣∣∣∣∣
∑
|!|=r
1
!!
D!f(x)
∑
∈Zd
(t − )!(t − )
∣∣∣∣∣∣ : (18)
By easy calculation we get (see [4, Lemma 3.3])∑
∈Zd
(t − )!(t − ) = I([ ]!)(t)− t!:
Since
Ihf(x)− f(x)
hr
=
∑
∈Zd
∑
|!|=r
1
!!
D!f(Cx;h) (x=h− )!(x=h− );
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where Cx;h is an intermediate point on the line segment connecting x and h (see (23) [1]) it is
suJcient to prove that for all |!|= r if h→ 0+ then
A!(h) := sup
x∈Rd
∣∣∣∣∣∣
∑
∈Zd
(D!f(Cx;h)− D!f(x))(x=h− )!(x=h− )
∣∣∣∣∣∣→ 0: (19)
Let us consider the disjoint partition of Zd
%1 = %x;h;1 = {∈Zd : |x − h|¡
√
h}; (20)
%2 = %x;h;2 = Zd \ %1: (21)
Then
A!(h)6 sup
x∈Rd
∣∣∣∣∣
∑
∈%1
(D!f(Cx;h)− D!f(x))(x=h− )!(x=h− )
∣∣∣∣∣
+sup
x∈Rd
∣∣∣∣∣
∑
∈%2
(D!f(Cx;h)− D!f(x))(x=h− )!(x=h− )
∣∣∣∣∣
6 sup
|u−y|¡√h
|D!f(u)− D!f(y)| sup
x∈Rd
∑
∈Zd
|(t − )!‖(t − )|
+2|f|r;∞ sup
x∈Rd

 ∑
:|x=h−|¿1=√h
|x=h− |rq|x=h−|

 :
From the last estimation we get (19).
3. Asymptotic formula for shift invariant operators
We will follow the notation of paper [5].
We assume that there are the functions
F;G : Rd → R;
such that there are constants C¿ 0 and 0¡q¡ 1 such that for all x∈Rd:
|F(x)|¡Cq|x| and |G(x)|¡Cq|x|: (22)
The shift invariant operators are given by
Qf(x) =
∫
Rd
K(x; y)f(y) dy; (23)
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where
K(x; y) =
∑
∈Zd
F(y − )G(x − ) (24)
and for h¿ 0,
Qh =  h ◦ Q ◦  1=h: (25)
By Wr∞ we mean the closure of smooth functions with compact support in the norm
‖f‖r;∞ =
r∑
k=0
|f|k;∞:
Let us assume that Q reproduces all polynomials of degree less than r i.e. Q(P) = P provided
degP¡r. In this case we say that Q has polynomial order r.
Theorem 3. Assume that Q has polynomial order r. Let G be a continuous function. Let f∈
Wr∞(Rd). Then
lim
h→0+
∣∣∣∣
∣∣∣∣Qhf − fhr
∣∣∣∣
∣∣∣∣
∞
= sup
t∈Rd
sup
x∈[0;1)d
∣∣∣∣∣∣
∑
|!|=r
1
!!
D!f(t)(Q([ ]!)(x)− x!)
∣∣∣∣∣∣ : (26)
Proof. We follow the ideas in [5]. Since Q is bounded it is suJcient to prove (26) for any smooth
function f with compact support. Let Px be Taylor’s polynomial of degree r in the point x of f.
If we prove that there is C such that for all such f
‖Qh(f − P:)‖∞6Chr+1|f|r+1;∞ (27)
then the proof of (26) is completed by showing that
lim
h→0+
∣∣∣∣
∣∣∣∣QhP:− P:hr
∣∣∣∣
∣∣∣∣
∞
= sup
t∈Rd
sup
x∈[0;1)d
∣∣∣∣∣∣
∑
|!|=r
1
!!
D!f(t)(Q([ ]!)(x)− x!)
∣∣∣∣∣∣ ; (28)
where∣∣∣∣
∣∣∣∣QhP:− P:hr
∣∣∣∣
∣∣∣∣
∞
= sup
x∈Rd
∣∣∣∣Qh(Px)(x)− Px(x)hr
∣∣∣∣ :
Let us ?rst prove (28). Let
Px = Tx + Rx;
where Tx is homogeneous polynomial of degree r and degRx ¡r. Since Q(Rx) = Rx then
Qh(Px)(t)− Px(t)
hr
=
Qh(Tx)(t)− Tx(t)
hr
=Q(Tx)(t=h)− Tx(t=h)
=
∑
|!|=r
1
!!
D!f(x)(Q([ ]!)(t=h)− (t=h)!): (29)
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Consequently from (29) we get∣∣∣∣
∣∣∣∣QhP:− P:hr
∣∣∣∣
∣∣∣∣
∞
= sup
x∈Rd
∣∣∣∣∣∣
∑
|!|=r
1
!!
D!f(x)(Q([ ]!)(x=h)− (x=h)!)
∣∣∣∣∣∣ :
Note that for all |!|= r + 1 the functions (cf. [4, Lemma 3.3])
Q([ ]!)(x)− (x)! =
∑
∈Zd
∫
Rd
(y − x)!F(y − ) dyG(x − ) (30)
are Zd-periodic. Now the Mazur–Orlicz Theorem 1 implies (28).
Let us prove (27). By Taylor’s formula
‖Qh(f − P:)‖∞
=sup
x∈Rd
∣∣∣∣∣∣
∑
∈Zd
∫
Rd
∫ 1
0
∑
|!|=r+1
r + 1
!!
D!f(x + s(hy − x))(1− s)r−1ds
× (hy − x)!F(y − ) dyG(x=h− )∣∣ :
Thus
‖Qh(f − P:)‖∞
6Chr+1|f|r+1;∞
∑
|!|=r+1
sup
x∈Rd
∣∣∣∣∣∣
∑
∈Zd
∫
Rd
(y − x=h)!F(y − ) dyG(x=h− )
∣∣∣∣∣∣ :
Using (30) we get inequality (27).
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