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Resumen
En este trabajo, primero, se determinan todas las funciones esfe´ricas irreducibles Φ de
cualquier K-tipo asociadas al par (G,K) = (SO(4), SO(3)). Para esto asociamos a Φ una
funcio´n vectorial H = H(u) de una variable real u, la cual es anal´ıtica en u = 0 y cuyas
componentes son soluciones de dos sistemas acoplados de ecuaciones diferenciales ordinarias.
A trave´s de una apropiada conjugacio´n que involucra a los polinomios de Hahn conseguimos
desacoplar uno de estos sistemas, que luego llevamos a un sistema de ecuaciones diferenciales
hipergeome´tricas. Encontrando entonces como solucio´n la funcio´n vectorial P = P (u), cuyas
entradas son mu´ltiplos de polinomios de Gegenbauer. Posteriormente, identificamos aquellas
soluciones simulta´neas y usamos la teor´ıa de representaciones de SO(4) para caracterizar todas
las funciones esfe´ricas irreducibles. Las funciones P = P (u) correspondientes a las funciones
esfe´ricas irreducibles de un K-tipo fijo pi` son cuidadosamente empaquetadas en una sucesio´n
de polinomios matriciales {Pw}w≥0 de taman˜o (` + 1) × (` + 1). Finalmente probamos que
P˜w = P0
−1Pw es una sucesio´n de polinomios ortogonales con respecto a un peso matricial W .
Ma´s au´n, probamos que W admite un operador diferencial sime´trico de segundo orden D˜ y un
operador diferencial sime´trico de primer orden E˜.
Luego se establece una directa relacio´n entre las funciones esfe´ricas de la esfera n-dimen-
sional Sn ' SO(n+1)/SO(n) y las funciones esfe´ricas del espacio proyectivo real n-dimensional
Pn(R) ' SO(n+1)/O(n). Precisamente, para n impar una funcio´n en SO(n+1) es una funcio´n
esfe´rica irreducible de algu´n tipo pi ∈ SˆO(n) si y solo si es una funcio´n esfe´rica irreducible de
algu´n tipo γ ∈ Oˆ(n). Cuando n es par esto tambie´n es cierto para ciertos tipos, y en los otros
casos exhibimos una clara correspondencia entre las funciones esfe´ricas irreducibles de ambos
pares (SO(n+1), SO(n)) y (SO(n+1),O(n)). Entonces, encontrar todas las funciones esfe´ricas
de un par es equivalente a hacer lo mismo con el otro.
Finalmente, estudiamos las funciones esfe´ricas de ciertos tipos de la esfera n-dimensional
Sn ' SO(n+ 1)/SO(n), para cualquier n. Ma´s precisamente, explicitamos todas las funciones
esfe´ricas cuyas funcio´n asociada H es escalar, esto incluye a las de tipo trivial, y luego estudi-
amos todas las de tipo fundamental, describie´ndolas en te´rminos de funciones hipergeome´tricas
matriciales 2F1. Para esto trabajamos con las realizaciones expl´ıcitas de las representaciones
fundamentales del grupo especial ortogonal real. Posteriormente construimos para cada tipo
fundamental una sucesio´n de polinomios ortogonales con respecto a un peso W , las cuales esta´n
asociadas a las funciones esfe´ricas. Y probamos que, para cualquier n, W admite un operador
diferencial sime´trico de segundo orden.
2010 Mathematics Subject Classification: 22E45 - 33C45 - 33C47
Key words: Matrix valued spherical functions - Matrix orthogonal polynomials - The matrix
hypergeometric operator - Three dimensional sphere.

Abstract
In this work we start by determining all irreducible spherical functions Φ of any K-type
associated to the pair (G,K) = (SO(4), SO(3)). This is accomplished by associating to Φ
a vector valued function H = H(u) of a real variable u, which is analytic at u = 0 and
whose components are solutions of two coupled systems of ordinary differential equations.
By an appropriate conjugation involving Hahn polynomials we uncouple one of the systems.
Then this is taken to an uncoupled system of hypergeometric equations, leading to a vector
valued solution P = P (u), whose entries are Gegenbauer’s polynomials. Afterward, we identify
those simultaneous solutions and use the representation theory of SO(4) to characterize all
irreducible spherical functions. The functions P = P (u) corresponding to the irreducible
spherical functions of a fixed K-type pi` are appropriately packaged into a sequence of matrix
valued polynomials (Pw)w≥0 of size (`+ 1)× (`+ 1). Finally we prove that P˜w = P0−1Pw is a
sequence of matrix orthogonal polynomials with respect to a weight matrix W . Moreover, we
show that W admits a second order symmetric hypergeometric operator D˜ and a first order
symmetric differential operator E˜.
Later, we establish a direct relationship between the spherical functions of the n-dimen-
sional sphere Sn ' SO(n + 1)/SO(n) and the spherical functions of the n-dimensional real
projective space Pn(R) ' SO(n+ 1)/O(n). Precisely, for n odd a function on SO(n+ 1) is an
irreducible spherical function of some type pi ∈ SˆO(n) if and only if it is an irreducible spherical
function of some type γ ∈ Oˆ(n). When n is even this is also true for certain types, and in the
rest of the cases we exhibit a clear correspondence between the irreducible spherical function of
both pairs (SO(n+ 1), SO(n)) and (SO(n+ 1),O(n)). Concluding that to find all the spherical
functions of one of these pairs is equivalent to do the same it with the other.
Finally, we study the spherical functions of certain types of the n-dimensional sphere Sn '
SO(n+1)/SO(n), for any n. More precisely, we give explicitly all the spherical functions whose
associated functions H are scalar valued, including those of trivial type, and then we study
the irreducible spherical functions of fundamental type, describing them in terms of matrix
valued hypergeometric functions 2F1. To do this we worked with the explicit realizations of
the fundamental representations of the real special ortogonal group. Thereafter, for every
fundamental type we build a sequence of ortogonal matrix valued polynomials with respect to
a weight W , which are associated to the spherical functions. We also prove that, for any n, W
admits a second order symmetric differential operator.
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CAPI´TULO 1
Introduccio´n
Desocupado lector, sin juramento me podra´s creer que quisiera que este libro, como hijo del
entendimiento, fuera el ma´s hermoso, el ma´s gallardo y ma´s discreto que pudiera imaginarse.
Pero no he podido yo contravenir al orden de naturaleza; que en ella cada cosa engendra su
semejante.1
En los u´ltimos dos siglos la teor´ıa de funciones especiales ha dado herramientas que hicieron
posible la aplicacio´n de la matema´tica a las ciencias f´ısicas: desde la teor´ıa de la conduccio´n
del calor, pasando por el electromagnetismo y la meca´nica cua´ntica hasta la reconstruccio´n de
ima´genes en la f´ısica me´dica, se han beneficiado con su desarrollo. Es conocido que casi todas
las llamadas funciones especiales, que juegan un rol importante en las soluciones expl´ıcitas de
problemas en f´ısica matema´tica, son o bien casos particulares de funciones hipergeome´tricas de
Euler y Gauss o bien funciones de Bessel.
El estudio de las funciones especiales, comenzo´ durante el siglo XIX y de un modo ma´s
bien cao´tico. Durante el u´ltimo siglo, este conocimiento comenzo´ a ser unificado y organizado
cuando se conectaron estas funciones con la teor´ıa de representaciones de los grupos cla´sicos.
Fueron E. Cartan (1929) y H. Weyl (1934) quienes desarrollaron la teor´ıa de funciones
esfe´ricas para espacios sime´tricos compactos y variedades riemannianas compactas, en parti-
cular probaron que los armo´nicos esfe´ricos surgen de manera natural a partir del estudio de
funciones en G/K, donde G = SO(n) y K = SO(n− 1).
Las funciones esfe´ricas asociadas con la representacio´n trivial de K, dan origen a numerosos
ejemplos, que incluyen funciones especiales tales como los polinomios de Jacobi, Hermite, La-
guerre y las funciones de Bessel, Legendre, Jacobi, etc. Por ejemplo, los polinomios de Legendre
son funciones esfe´ricas asociadas al par (G,K) con G el grupo de rotaciones de R3 y K el grupo
de rotaciones de R2. Las funciones de Bessel, surgen al considerar el plano de dimensio´n dos
como el cociente del grupo de todos los movimientos r´ıgidos del plano por el grupo de rotaciones.
I. Gelfand, R. Godement y Harish-Chandra, desarrollaron la teor´ıa de funciones esfe´ricas
para espacios sime´tricos no compactos. La propiedad crucial que permitio´ unificar los diversos
ejemplos de funciones especiales es el hecho que todas estas funciones satisfacen una ecuacio´n
integral. En general, dado un grupo G y K un subgrupo compacto de G, una funcio´n ϕ en G
1Cita textual del comienzo del pro´logo de Don Quijote de la Mancha por Miguel de Cervantes Saavedra.
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se dice esfe´rica zonal si satisface
ϕ(x)ϕ(y) =
∫
K
ϕ(xky) dk, para todo x, y ∈ G.
Partiendo de esta ecuacio´n integral, las funciones esfe´ricas se conectan con la teor´ıa general
de desarrollos de funciones en autofunciones asociadas con operadores diferenciales de segundo
orden, la teor´ıa general de representaciones de grupos y la teor´ıa cla´sica de funciones especiales.
Todos estas conexiones son una parte importante de la teor´ıa de grupos de Lie, a´rea que se
expandio´ y ahora alimenta otras a´reas importantes de la matema´tica, como las ecuaciones
diferenciales ordinarias y parciales, el ana´lisis armo´nico, la f´ısica matema´tica, la teor´ıa de
invariantes, la teor´ıa de nu´meros y la geometr´ıa algebraica.
Tomando como punto de partida la ecuacio´n integral de las funciones esfe´ricas zonales uno
puede obtener fa´cilmente, por ejemplo, las fo´rmulas integrales para las funciones de Bessel y
para los polinomios de Legendre y Gegenbauer.
Esta interpretacio´n de las funciones especiales permitio´ modernizar un gran nu´mero de
hechos conocidos hasta ese momento. Tambie´n mostro´ una manera de buscar otros ejemplos
de estas situaciones, incluyendo grupos discretos, con interesantes aplicaciones en combinatoria.
Estos desarrollos han tenido un importante impacto en la teor´ıa de co´digos y otras a´reas no
tradicionales donde los matema´ticos pueden au´n jugar un rol importante.
De manera independiente Tirao ([Tir77]) y Gangoli-Varadarajan ([GV88]) generalizaron
la teor´ıa cla´sica de funciones esfe´ricas, poniendo en relieve la funcio´n matricial subyacente en
el concepto de funcio´n esfe´rica (escalar) desarrollada por Godement y Harish-Chandra. Este
punto de vista matricial ha cobrado mucha importancia en los u´ltimos an˜os, por ejemplo en el
desarrollo de la teor´ıa de polinomios ortogonales matriciales.
Sea Kˆ el conjunto de todas las clases de equivalencia de representaciones irreducibles de
dimensio´n finita de K; para cada δ ∈ Kˆ sea ξδ el cara´cter de δ, d(δ) la dimensio´n de δ y
χδ = d(δ)ξδ. Una funcio´n esfe´rica de tipo δ es una funcio´n continua Φ : G −→ End(V ) tal que
Φ(e) = I y que satisface la siguiente ecuacio´n integral.
Φ(x)Φ(y) =
∫
K
χδ(k
−1)Φ(xky) dk, para todo x, y ∈ G.
Siendo D(G)K el a´lgebra de los operadores diferenciales en G que son invariantes por
multiplicacio´n a izquierda por G y a derecha por K, tenemos que una funcio´n esfe´rica de tipo
δ esta´ caracterizada por las siguientes propiedades:
i) Φ : G −→ End(V ) es una funcio´n anal´ıtica.
ii) Φ(k1gk2) = pi(k1)Φ(g)pi(k2), para todo k1, k2 ∈ K, g ∈ G, y Φ(e) = I.
iii) [∆Φ](g) = Φ(g)[∆Φ](e), para todo g ∈ G y ∆ ∈ D(G)K .
Donde (pi, V ) es una representacio´n finita de K tal que pi = mδ con δ ∈ Kˆ.
Por otra parte las funciones esfe´ricas de tipo δ aparecen de manera natural al considerar
representaciones de G. Si g 7→ U(g) es una representacio´n continua de G en un espacio vectorial
de dimensio´n finita E, entonces
Pδ =
∫
K
χδ(k
−1)U(k) dk
es una proyeccio´n de E sobre PδE = E(δ). La funcio´n Φ : G −→ End(E(δ)) definida por
Φ(g)a = PδU(g)a, g ∈ G, a ∈ E(δ), (1.1)
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es una funcio´n esfe´rica de tipo δ. En efecto, si a ∈ E(δ) tenemos que
Φ(x)Φ(y)a = PδU(x)PδU(y)a =
∫
K
χδ(k
−1)PδU(x)U(k)U(y)a dk
=
(∫
K
χδ(k
−1)Φ(xky) dk
)
a.
Si la representacio´n g 7→ U(g) es irreducible entonces la funcio´n esfe´rica asociada Φ es irre-
ducible tambie´n. Rec´ıprocamente, cualquier funcio´n esfe´rica irreducible en un grupo compacto
G se obtiene de esta forma a partir de una representacio´n irreducible de dimensio´n finita de G.
Cuando V es de dimensio´n 1 las funciones esfe´ricas son a valores escalares. En el caso
general las funciones que se obtienen son a valores matriciales.
Si bien la teor´ıa fue desarrollada hace tiempo, los ejemplos concretos de estas funciones no
se conoc´ıan hasta hace pocos an˜os, au´n en los casos de dimensio´n uno (dados por Heckman
y Opdam, en 1990). Gru¨nbaum, Pacharoni y Tirao, en [GPT02a], describen las funciones
esfe´ricas de cualquier K-tipo asociadas al plano proyectivo complejo, que se identifica con
SU(3)/U(2). Este trabajo fue un motivador crucial para un posterior desarrollo de investiga-
ciones en el a´rea, incluyendo [GPT02b, GPT03, PT04, GPT05, PT07, PR08, PT12, PT13],
donde uno considera funciones esfe´ricas a valores matriciales asociadas a un par sime´trico com-
pacto (G,K), generando sucesiones de polinomios matriciales ortogonales de una variable real
que satisfacen una relacio´n recursiva de tres te´rminos y siendo autofunciones de un operador
diferencial matricial de segundo orden (propiedad biespectral).
En 1929, Bochner planteo´ y resolvio´ el problema de determinar todas las familias de poli-
nomios ortogonales a valores escalares que fueran autofunciones de un operador diferencial
de segundo orden, arbitrario pero fijo. Las funciones esfe´ricas zonales dan los ejemplos ma´s
simples de tales funciones. Mas expl´ıcitamente los as´ı llamados polinomios ortogonales de
Jacobi, Hermite o Laguerre son los primeros ejemplos que surgen. La teor´ıa de polinomios
ortogonales matriciales, sin ninguna consideracio´n de ecuaciones diferenciales se remonta a
[Kre49] y [Kre71]. Despue´s la teor´ıa fue revivida por A. Dura´n en [Dur97], quie´n planteo´ el
problema de buscar pesos matriciales W con operadores diferenciales matriciales sime´tricos
D de segundo orden. Pero la existencia de tales “pares cla´sicos” (W,D) fue demostrada por
primera vez en [Gru¨03] y [GPT03] como resultado de lo obtenido en [GPT02a]. De hecho, en
[GPT02a] para cualquier K-tipo pi a partir de las funciones esfe´ricas del par (SU(3),U(2)) se
construyeron un peso matricial W de taman˜o m = dimpi, un operador diferencial sime´trico
D de segundo orden y una sucesio´n de polinomios matriciales {Pw}≥0. Tal sucesio´n tiene las
siguientes propiedades: grPw = w + m, detP0 6≡ 0, Pw y Pw′ son ortogonales con respecto
a W para todo n 6= n′, DPw = PwΛn y la sucesio´n {Pw}w≥0 satisface un relacio´n de recur-
rencia de tres te´rminos. De todos modos, la sucesio´n {Pw}w≥0 no encaja directamente en
la teor´ıa existente de polinomios ortogonales matriciales tal cual se la presenta en [Dur97].
En [Gru¨03] y [GPT03] se establece tal conexio´n definiendo la funcio´n matricial Qw a trave´s de
Qw = P
−1
0 Pw. Vale la pena notar que siempre que se tengan estas hipo´tesis se puede probar que
{Qw}w≥0 es una sucesio´n de polinomios ortogonales matriciales con respecto a W˜ = P ∗0WP0,
y que D˜ = P−10 DP0 es sime´trico. Resultados de naturaleza comparable pueden ser hallados en
[GPT03, PT04, RT06, GT07, RT12, PT12].
Un camino diferente para encontrar polinomios ortogonales matriciales cla´sicos se puede
encontrar por ejemplo en [DG04].
A continuacio´n se describe sucintamente el contenido de la tesis.
En el Cap´ıtulo 3 describimos todas las funciones esfe´ricas de cualquier K-tipo asociadas a
la esfera tridimensional S3, que podemos identificar con G/K = SO(4)/SO(3), como autofun-
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ciones simulta´neas de dos operadores diferenciales que conmutan, uno de orden dos y el otro
de orden uno; luego las funciones esfe´ricas del mismo K-tipo son dispuestas en una sucesio´n
de polinomios matriciales ortogonales.
En la Seccio´n 3.4, luego de un desarrollo preliminar, describimos expl´ıcitamente todas las
funciones esfe´ricas irreducibles del par sime´trico (SO(4), SO(3)) para cualquier K-tipo prede-
terminado en te´rminos de una funcio´n a valores vectoriales P = P (u), cuyas entradas son
mu´ltiplos de polinomios de Gegenbauer en una variable u. Esto se alcanza al desacoplar un
sistema de ecuaciones diferenciales lineales de segundo orden usando una matriz constante U
de polinomios de Hahn evaluados en 1, ver Corolario 3.29.
Siguiendo las te´cnicas y estrategias desarrolladas en [GPT02a] asociamos a cada funcio´n
esfe´rica irreducible Φ : G −→ End(Vpi) de tipo pi = pi`, una funcio´n H definida por
H(g) = Φ(g) Φpi(g)
−1,
donde Φpi es una funcio´n esfe´rica particular de tipo pi. Entonces H tiene las siguientes
propiedades
i) H(e) = I.
ii) H(gk) = H(g), para todo g ∈ G, k ∈ K.
iii) H(kg) = pi(k)H(g)pi(k−1), para todo g ∈ G, k ∈ K.
La propiedad ii) indica que H se puede considerar como una funcio´n en S3.
El grupo G = SO(4) actu´a de manera natural en la esfera tridimensional. Esta accio´n es
transitiva siendo K = SO(3) el subgrupo de isotrop´ıa del polo norte e4 = (0, 0, 0, 1) ∈ S3.
Por lo tanto S3 = G/K. Ma´s au´n, la accio´n de G corresponde a la accio´n inducida por la
multiplicacio´n a izquierda en G/K.
En el hemisferio norte de S3
(S3)+ =
{
x = (x1, x2, x3, x4) ∈ S3 : x4 > 0
}
,
consideraremos el sistema de coordenadas p : (S3)+ −→ R3 dado por
p(x) =
(
x1
x4
,
x2
x4
,
x3
x4
)
= (y1, y2, y3).
R3
(S3)+
p(x)
x
El mapa coordenado p lleva las K-o´rbitas en (S3)+ a las K-o´rbitas en R3, las cuales son
las esferas
Sr =
{
(y1, y2, y3) ∈ R3 : ||y||2 = |y1|2 + |y2|2 + |y3|2 = r2
}
, 0 ≤ r <∞.
En cada o´rbita Sr elegimos como representante el punto (r, 0, 0) ∈ R3 con 0 ≤ r < ∞. Por lo
que el intervalo [0,∞) parametriza el conjunto de K-o´rbitas de R3.
15
En este caso el a´lgebra D(G)K de operadores diferenciales en G, invariantes a izquierda
por G y a derecha por K es un a´lgebra de polinomios en dos generadores algebraicamente
independientes ∆1 y ∆2. El hecho que Φ sea una autofuncio´n de ∆1 y ∆2, se traduce en el
hecho que H sea autofuncio´n de dos operadores diferenciales de segundo orden D y E en R3.
Por lo tanto existen operadores diferenciales ordinarios D˜ y E˜ en el intervalo abierto (0,∞)
tales que
(DH)(r, 0, 0) = (D˜H˜)(r) , (EH)(r, 0, 0) = (E˜H˜)(r),
donde H˜(r) = H(r, 0, 0), r ∈ (0,∞). Los operadores D˜ y E˜ esta´n dados expl´ıcitamente en los
Teoremas 3.13 y 3.14. Estos teoremas esta´n dados en te´rminos de transformaciones lineales.
Las funciones H˜ son diagonalizables (Proposicio´n 3.15). Por lo tanto, en una base apropiada de
Vpi podemos escribir H˜(r) = (h0(r), · · · , h`(r)). Luego, en los Corolarios 3.16 y 3.17 damos los
enunciados correspondientes de los Teoremas 3.13 y 3.14 en te´rminos de las funciones escalares
hi.
Despue´s del cambio de variables u = 1√
1+r2
e interpretando ambos sistemas de ecuaciones
diferenciales como un par de ecuaciones diferenciales matriciales, los operadores diferenciales
D˜ y E˜, mencionados en los Teoremas 3.14 y 3.13, se transforman en D y E, ver (3.21) y (3.22).
Luego introducimos los operadores
D¯ = (UT (u))−1D (UT (u)) y E¯ = (UT (u))−1E (UT (u)) ,
con T (u) =
∑`
j=0(1− u2)j/2Ejj .
La mirada algebraica dada en (1.1) nos permite obtener nuevos resultados y completar otros
ya obtenidos, en particular determinamos expl´ıcitamente todos los autovalores de los operadores
∆1 y ∆2 asociados a cada funcio´n esfe´rica irreducible, ver Teorema 3.31. En la Seccio´n 3.7,
establecemos cua´les de aquellos polinomios a valores vectoriales P = P (u) se corresponden con
funciones esfe´ricas irreducibles, y se muestra co´mo construir las funciones esfe´ricas a partir de
e´stos.
Resumiendo, en la Seccio´n 3.7 somos capaces finalmente de describir todas las funciones
esfe´ricas irreducibles asociadas a la esfera tridimensional en te´rminos de polinomios de Gegen-
bauer. Cada una de las entradas de P es un mu´ltiplo de un polinomio de Jacobi, solucio´n de
la ecuacio´n diferencial
(1− u2)p′′j (u)− (2j + 3)up′j(u) + (n− j)(n+ j + 2)pj(u) = 0.
En la Seccio´n 3.8, para un ` ∈ 2Z≥0 fijo, construimos una sucesio´n de polinomios matriciales
{Pw}w≥0, de modo que la k-e´sima columna esta´ dada por la funcio´n vectorial asociada a la
funcio´n esfe´rica Φ
(w+`/2,−k+`/2)
` , para k = 0, 1, 2, . . . , ` (ver Teorema 3.31). Luego usamos el
primer polinomio matricial P0 de la sucesio´n para considerar una nueva sucesio´n {P˜w}, donde
P˜w = P
−1
0 Pw, para w ≥ 0.
Demostramos que si conjugamos a D¯ con esta funcio´n polinomial P0 obtenemos que el
operador D˜ = P0
−1D¯P0 es un operador hipergeome´trico matricial, obteniendo tambie´n un
resultado ana´logo para el operador de primer orden E˜ = P0
−1E¯P0, ver Teorema 3.43. Tal
demostracio´n entrelaza varias propiedades satisfechas por los polinomios de Gegenbauer.
En la Seccio´n 3.9 exhibimos expl´ıcitamente la sucesio´n de polinomios ortogonales matriciales
P˜w, w ≥ 0, con respecto al peso W dado en (3.48). En el caso cla´sico las funciones esfe´ricas de
tipo trivial asociadas a las esferas pueden ser identificadas con polinomios de Gegenbauer, con
una parametrizacio´n conveniente. Aqu´ı se prueban resultados similares pero para cualquier
K-tipo. Las funciones P (u) asociadas a las funciones esfe´ricas, adema´s de poseer en cada una
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de sus entradas un mu´ltiplo de un polinomio de Gegenbauer como mencionamos antes, dan
un ejemplo de polinomios de Jacobi matriciales de grado w: si definimos F (s) = P (u) con
s = (1− u)/2, tenemos que F es solucio´n de
s(1− s)F ′′ + (B − sC)F ′ + (Λ0 − λ)F = 0,
con
B =
∑`
j=0
(j + 32)Ejj −
`−1∑
j=0
(j + 1)Ej,j+1, C =
∑`
j=0
(2j + 3)Ejj , Λ0 = −
∑`
j=0
j(j + 2)Ejj ,
que es un ejemplo de la ecuacio´n hipergeome´trica matricial introducida por Tirao, en [Tir03].
Y ya que los autovalores de C no esta´n en −N la funcio´n F esta´ caracterizada por su valor en
0, ma´s au´n para |s| < 1 ella esta´ dada por
F (s) = 2H1
(
C,−Λ0+λ
B
; s
)
F0 =
w∑
j=0
sj
j!
[B;C;−Λ0 + λ]jF0, F0 ∈ C`+1,
donde el s´ımbolo [B;C;−Λ0 + λ]j esta´ definido inductivamente por
[B;C;−Λ0 + λ]0 = 1,
[B;C;−Λ0 + λ]j+1 = (B + j)−1 (j(C + j − 1)− Λ0 + λ)[B;C;−Λ0 + λ]j ,
para todo j ≥ 0.
Entonces, el espacio vectorial V (λ) de todas las soluciones polinomiales con valores vecto-
riales de la ecuacio´n hipergeome´trica es no trivial si y so´lo si
λ = λw(k) = −(k + w)(k + w + 2),
con w y k enteros no negativos tales que k ≤ `. La solucio´n polinomial es u´nica (salvo escalares)
para cada λw(k), y es de grado w.
Con este conocimiento en mano, en el Teorema 3.51 probamos que {P˜w}w≥0 es una sucesio´n
ortogonal de polinomios matriciales tal que
D˜P˜w = P˜wΛw, E˜P˜w = P˜wMw,
donde Λn y Mw son las matrices diagonales reales dadas por Λw =
∑`
k=0 λw(k)Ekk, y Mw =∑`
k=0 µw(k)Ekk, con
λw(k) = −(w + k)(w + k + 2) y µw(k) = w( `2 − k)− k( `2 + 1).
Este cap´ıtulo esta´ contenido en [PTZ12] y es la finalizacio´n de un trabajo iniciado en
[Zur08]. Cabe mencionar que ma´s recientemente en [KVPR12a] los autores estudiaron las
funciones esfe´ricas irreducibles del par (G,K) = (SU(2) × SU(2), SU(2)) (SU(2) embebido di-
agonalmente) como proyecciones en componentes K-isot´ıpicas de representaciones irreducibles
de G. Este desarrollo es comparable con la construccio´n de polinomios vectoriales dada en
[Koo85]. Tambie´n, en [KVPR12b] los autores vuelven al tema pero empezando con la cons-
truccio´n de los polinomios ortogonales matriciales usando una relacio´n de recurrencia y las
relaciones de ortogonalidad, y terminando con los operadores diferenciales.
El grupo SU(2)×SU(2) es el cubrimiento universal de SO(4) y la imagen de SU(2) por este
cubrimiento es SO(3). Por lo tanto, los pares (SU(2) × SU(2), SU(2)) y (SO(4), SO(3)) esta´n
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muy relacionados. De todos modos las investigaciones se realizaron de manera independiente
y los tratamientos son muy diferentes.
En el Cap´ıtulo 4 establecemos una enfa´tica y directa relacio´n entre las funciones esfe´ricas de
la esfera n-dimensional Sn ' SO(n+ 1)/SO(n) y las funciones esfe´ricas del espacio proyectivo
real n-dimensional Pn(R) ' SO(n + 1)/O(n). Precisamente, para n impar una funcio´n en
SO(n + 1) es una funcio´n esfe´rica irreducible de algu´n tipo pi ∈ SˆO(n) si y so´lo si ella misma
es una funcio´n esfe´rica irreducible de algu´n tipo γ ∈ Oˆ(n).
Cuando n es par esto tambie´n es cierto para ciertos tipos, y en los otros casos damos
una clara y expl´ıcita correspondencia entre las funciones esfe´ricas irreducibles de ambos pares
(SO(n + 1),SO(n)) y (SO(n + 1),O(n)). En el Teorema 4.9 demostramos finalmente que
encontrar todas las funciones esfe´ricas de un par es equivalente a hacer lo mismo con el otro.
Es sabido que las funciones esfe´ricas zonales son polinomios de Jacobi de la forma
ϕ∗j (θ) = cj P
(α,β)
j (cos θ), θ ∈ [0, pi],
donde cj esta´ definido por al condicio´n por ϕ
∗
j (0) = 1, con α y β dependiendo del par (G,K):
i) G/K ' Sn : α = (n− 2)/2, β = (n− 2)/2.
ii) G/K ' Pn(R) : α = (n− 2)/2, β = −1/2.
iii) G/K ' Pn(C) : α = n− 1, β = 0.
iv) G/K ' Pn(H) : α = 2n− 1, β = 1.
v) G/K ' P 2(Cay) : α = 7, β = 3.
Lo que a simple vista podr´ıa sugerir que las funciones esfe´ricas de Sn y Pn(R) no guardan
relacio´n directa, lo cual no se condice con nuestros resultados, por lo que en la Seccio´n 4.4
miramos el caso particular de las esfe´ricas zonales para aclarar esta aparente inconsistencia.
Como consecuencia inmediata de este cap´ıtulo conocemos todas las funciones esfe´ricas del
espacio proyectivo real SO(4)/O(3). Puesto que en el Cap´ıtulo 3 estudiamos todas las del par
(SO(4), SO(3)), aplicando el Teorema 4.7 tambie´n tenemos todas las funciones esfe´ricas del par
(SO(4),O(3)) de cualquier tipo, las cuales, como funciones en SO(4) son las mismas que las
funciones esfe´ricas del par (SO(4),SO(3)). El contenido de este cap´ıtulo forma parte de [TZ12].
Finalmente en el Cap´ıtulo 5 desarrollamos el estudio de las funciones esfe´ricas en el caso
general de la esfera n-dimensional SO(n+1)/SO(n), es decir pensamos en las funciones esfe´ricas
Φ del par (G,K) = (SO(n+1),SO(n)). Luego de un cierto trabajo preliminar, en la Seccio´n 5.2
nos concentramos en estudiar un operador ∆ ∈ DK(G), particularmente llevamos la identidad
∆Φ = λΦ con λ ∈ C a una ecuacio´n diferencial de orden dos en una variable real D˜H = λH,
donde las funciones H se corresponden con las funciones esfe´ricas irreducibles Φ mediante la
restriccio´n de e´sta u´ltima a un subgrupo monoparame´trico A, de modo que resolver cualquiera
de estas ecuaciones implica resolver la otra. A continuacio´n analizamos cua´ndo los SO(n)-tipos
son SO(n − 1)-irreducibles, es decir, cua´ndo Φ es a valores escalares. Entonces, a partir de
lo obtenido en la Seccio´n 5.2 describimos expl´ıcitamente todas las funciones esfe´ricas escalares
de la esfera n-dimensional, entre las cuales esta´n las funciones zonales o de tipo trivial; vale
observar que combinando esto con el resultado del Cap´ıtulo 4 tambie´n se conocen las todas
funciones escalares del espacio proyectivo n-dimensional.
Posteriormente reescribimos ma´s expl´ıcitamente la ecuacio´n diferencial D˜H = λH para el
caso en que la funcio´n esfe´rica Φ sea de tipo fundamental, es decir cuando el peso ma´ximo del
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tipo pi sea de la forma (1, . . . , 1, 0, . . . , 0) si n es impar o (1, . . . , 1, 0, . . . , 0) con al menos un cero
si n es par. Debido a la naturaleza del grupo ortogonal especial real trabajamos por separadas
las situaciones n par y n impar; ma´s au´n, cuando n es impar el caso (1, . . . , 1) es estudiado
aparte en la Subseccio´n 5.5.1. En cada una de estas situaciones consideramos la realizacio´n de
la representacio´n pi para poder as´ı obtener los coeficientes matriciales de la ecuacio´n diferencial,
puesto que, entre otras dificultades, la base de Gelfand-Tsetlin para las representaciones del
a´lgebra de Lie no es una base de vectores pesos.
En la Seccio´n 5.6, para cada caso, conjugamos el operador D˜ por una funcio´n matricial
apropiada Ψ, hipergeometrizando la ecuacio´n D˜H = λH, lo que nos lleva a una ecuacio´n
hipergeome´trica matricial DP = λP . Estudiamos los posibles valores de λ y en cada una de
las situaciones escribimos la ecuacio´n diferencial DP = λP de la forma
y(1− y)P ′′(y) + (C − y(A+B + 1))P ′(y)−AB P (y) = 0,
con A, B y C matrices cuadradas.
A partir de este punto dejamos de lado el caso en que pi tenga peso ma´ximo (1, . . . , 1) y
nos concentramos en todos los restantes. Demostramos que todas las funciones P que surgen
a partir de funciones esfe´ricas irreducibles son polinomios, y entonces en el Teorema 5.31, a
trave´s de la funcio´n hipergeome´trica matricial, describimos expl´ıcitamente cada funcio´n P con
una expresio´n del tipo
P (y) = 2F1
(
A,B
C
)
=
w∑
j=0
yj
j!
(C;A;B)jP (0),
donde P (0) es un vector que sabemos calcular y el s´ımbolo (C;A;B)j se define inductivamente
por
(C;A;B)0 = 1, (C;A;B)j+1 = (C + j)
−1 (A+ j) (B + j) (C;A;B)j ,
para todo j ≥ 0. Finalmente en la Seccio´n 5.8 construimos una sucesio´n {Pw}w≥0 que es
una sucesio´n de polinomios ortogonales matriciales con respecto a un peso W construido
expl´ıcitamente. Adema´s el operador D es de segundo orden y sime´trico con respecto a W ;
ma´s au´n tenemos que DPw = PwΛw, con Λw una matriz diagonal real.
CAPI´TULO 2
Funciones Esfe´ricas
“No hay a´rbol bueno que pueda dar fruto malo, ni a´rbol malo que pueda dar fruto bueno.
Porque cada a´rbol se conoce por su fruto; pues no se cosechan higos de los espinos,
ni de las zarzas se vendimian uvas.”
Lucas 6:43-44.
Sea G un grupo localmente compacto unimodular y sea K un subgrupo compacto de G.
Sea Kˆ el conjunto de todas las clases de equivalencia de representaciones complejas irreducibles
de dimensio´n finita de K; para cada δ ∈ Kˆ, sea ξδ el cara´cter de δ, d(δ) el grado de δ, i.e.
la dimensio´n de cualquier representacio´n en la clase δ y χδ = d(δ)ξδ. Elegimos de ahora en
adelante la medida de Haar dk en K normalizada por
∫
K dk = 1.
Denotaremos por V un espacio vectorial de dimensio´n finita sobre el cuerpo C de nu´meros
complejos y por End(V ) el espacio de todas las transformaciones lineales de V en V . Siem-
pre que hagamos referencia a la topolog´ıa de dicho espacio, estaremos hablando de la u´nica
topolog´ıa Hausdorff lineal en e´l.
Por definicio´n una funcio´n esfe´rica zonal ([Hel00]) ϕ sobre G es una funcio´n continua a
valores complejos que satisface ϕ(e) = 1 y
ϕ(x)ϕ(y) =
∫
K
ϕ(xky) dk, x, y ∈ G. (2.1)
Una fruct´ıfera generalizacio´n del concepto anterior esta´ dada en la siguiente definicio´n
Definicio´n 2.1 ([Tir77],[GV88]). Una funcio´n esfe´rica Φ sobre G de tipo δ ∈ Kˆ es una funcio´n
continua sobre G con valores en End(V ) tal que
i) Φ(e) = I. (I= transformacio´n identidad).
ii) Φ(x)Φ(y) =
∫
K χδ(k
−1)Φ(xky) dk, para todo x, y ∈ G.
Proposicio´n 2.2 ([Tir77],[GV88]). Si Φ : G −→ End(V ) es una funcio´n esfe´rica de tipo δ
entonces
i) Φ(kgk′) = Φ(k)Φ(g)Φ(k′), para todo k, k′ ∈ K, g ∈ G.
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ii) k 7→ Φ(k) es una representacio´n de K tal que cualquier subrepresentacio´n pertenece a δ.
Con respecto a la definicio´n notemos que la funcio´n esfe´rica Φ determina un´ıvocamente su
tipo (Proposicio´n 2.2). El nu´mero de veces que δ ocurre en la representacio´n k 7→ Φ(k) se llama
la altura de Φ.
Cuando K es un subgrupo central de G, (i.e. K esta´ contenido en el centro de G) y Φ es
una funcio´n esfe´rica, tenemos
Φ(x)Φ(y) =
∫
K
χδ(k
−1)Φ(xky)dk =
∫
K
χδ(k
−1)Φ(k)Φ(xy)dk = Φ(xy),
para todo x, y ∈ G. En otras palabras, Φ es una representacio´n de G. Por lo tanto si tomamos
K = {e}, las funciones esfe´ricas de G son precisamente las representaciones de dimensio´n finita
de G, y si G es abeliano las funciones esfe´ricas son las representaciones de dimensio´n finita de
G tales que 2.2 (ii) se satisface.
Otro caso extremo ocurre cuando G es compacto y K = G. En este caso las funciones
esfe´ricas son tambie´n las representaciones de dimensio´n finita de G, con todas sus subrepre-
sentaciones equivalentes.
Sea ϕ una solucio´n continua a valores complejos de la ecuacio´n (2.1). Si ϕ no es ide´ntica-
mente cero entonces ϕ(e) = 1. (confrontar [Hel00], pa´gina 399). Este resultado se generaliza
de la siguiente forma:
Diremos que una funcio´n Φ : G −→ End(V ) es irreducible si Φ(g), g ∈ G, es una familia
irreducible de transformaciones de V en V . Entonces tenemos
Proposicio´n 2.3 ([Tir77]). Sea Φ una solucio´n continua con valores en End(V ) de la ecuacio´n
ii) en la Definicio´n 2.1. Si Φ es irreducible entonces Φ(e) = I.
Las funciones esfe´ricas de tipo δ aparecen de forma natural considerando representaciones
de G. Si g 7→ U(g) es una representacio´n continua de G, digamos en un espacio vectorial
topolo´gico E completo, localmente convexo y Hausdorff, entonces
P (δ) =
∫
K
χδ(k
−1)U(k) dk
es una proyeccio´n continua de E en P (δ)E = E(δ); E(δ) consiste de aquellos vectores en
E, para los cuales el espacio vectorial generado por su K-o´rbita es de dimensio´n finita y se
descompone en subrepresentaciones irreducibles de K de tipo δ. Si E(δ) es de dimensio´n finita
y no nulo, la funcio´n Φ : G −→ End(E(δ)) definida por Φ(g)a = P (δ)U(g)a, g ∈ G, a ∈ E(δ)
es una funcio´n esfe´rica de tipo δ. De hecho, si a ∈ E(δ) tenemos
Φ(x)Φ(y)a = P (δ)U(x)P (δ)U(y)a =
∫
K
χδ(k
−1)P (δ)U(x)U(k)U(y)a dk
=
(∫
K
χδ(k
−1)Φ(xky) dk
)
a.
Si la representacio´n g 7→ U(g) es topolo´gicamente irreducible (i.e. E no tiene subespacios cerra-
dos G-invariantes no triviales) entonces la funcio´n esfe´rica asociada Φ es tambie´n irreducible.
Si una funcio´n esfe´rica Φ es asociada a una representacio´n Banach de G entonces es casi-
acotada, en el sentido de que existe una seminorma ρ en G y M ∈ R tal que ‖Φ(g)‖ ≤Mρ(g)
para todo g ∈ G. Por otro lado, si Φ es una funcio´n esfe´rica irreducible casi-acotada en
G, entonces es asociada a una representacio´n Banach topolo´gicamente irreducible de G (ver
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[Tir77]). Por lo tanto, si G es compacto cualquier funcio´n esfe´rica irreducible en G es asociada
a una representacio´n Banach de G, que es de dimensio´n finita por el teorema de Peter-Weyl.
Denotaremos por Cc(G) al a´lgebra, con respecto a la convolucio´n “*”, de funciones continuas
sobre G con soporte compacto. Podemos considerar el conjunto Cc,δ(G) de aquellas f ∈ Cc(G)
que satisfacen χ¯δ ∗ f = f ∗ χ¯δ = f . Como χδ ∗ χδ = χδ (relaciones de ortogonalidad), es claro
que Cc,δ(G) es una suba´lgebra de Cc(G) y que f 7→ χ¯δ ∗ f ∗ χ¯δ es una proyeccio´n continua de
Cc(G) en Cc,δ(G). Podemos considerar Cc,δ(G) como un subespacio topolo´gico de Cc(G).
Para toda f ∈ Cc(G), sea fˇ la funcio´n definida por fˇ(g) = f(g−1), entonces
(f ∗ g)ˇ = gˇ ∗ fˇ .
Proposicio´n 2.4. Sea Φ : G −→ End(V ) una funcio´n continua tal que χδ ∗ Φ = Φ ∗ χδ = Φ.
Entonces Φ satisface la ecuacio´n integral ii) de la Definicio´n 2.1 si y so´lo si la aplicacio´n
Φ : f 7→
∫
G
f(g)Φ(g)dg,
es una representacio´n de Cc,δ(G).
Demostracio´n. Sean f y h dos funciones en Cc,δ(G), entonces
Φ(f) =
∫
G
f(g)Φ(g)dg = (Φ ∗ fˇ)(e).
Por lo tanto
Φ(χδ ∗ f ∗ χδ) = (Φ ∗ (χδ ∗ f ∗ χδ )ˇ)(e) = (Φ ∗ χδ ∗ fˇ ∗ χδ)(e)
= (Φ ∗ fˇ ∗ χδ)(e) = (χδ ∗ Φ ∗ fˇ)(e) = (Φ ∗ fˇ)(e) = Φ(f).
(2.2)
Hemos usado que χδ = χˇδ. Ahora
Φ((χδ ∗ f ∗ χδ) ∗ (χδ ∗ h ∗ χδ) = Φ(f ∗ χδ ∗ h) =
∫
G
(f ∗ χδ ∗ h)(y)Φ(y)dy
=
∫
G
∫
G
(f ∗ χδ)(x)h(x−1y)Φ(y)dx dy
=
∫
G
∫
G
∫
K
f(xk−1)χδ(k)h(y)Φ(xy)dk dx dy
=
∫
G
∫
G
f(x)h(y)(
∫
K
χδ(k
−1)Φ(xky)dk)dx dy.
(2.3)
Por otro lado
Φ(χδ ∗ f ∗ χδ)Φ(χδ ∗ h ∗ χδ) = Φ(f)Φ(h) =
∫
G
∫
G
f(x)h(y)Φ(x)Φ(y)dx dy. (2.4)
Teniendo en cuenta (2.3) y (2.4), la proposicio´n sigue inmediatamente.
Denotamos por Ic(G) al conjunto de funciones f ∈ Cc(G) que son K-centrales, i.e. inva-
riantes por g 7→ kgk−1. Observemos que Ic(G) es una suba´lgebra de Cc(G) y que el operador
f 7→ f0(g) =
∫
K
f(kgk−1)dk,
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es una proyeccio´n continua (en la topolog´ıa inductiva) de Cc(G) en Ic(G). Podemos definir
Ic,δ(G) = Ic(G) ∩ Cc,δ(G), i.e.
Ic,δ(G) = {f ∈ Cc(G) : χ¯δ ∗ f = f, y f(kxk−1) para todo x ∈ G, k ∈ K}.
Esta es tambie´n una suba´lgebra de Cc(G) y f 7→ f0 lleva Cc,δ(G) en Ic,δ(G). Si f ∈ Ic(G) y
χ¯δ ∗ f = f , entonces tambie´n f = f ∗ χ¯δ; esto significa que la aplicacio´n f 7→ χ¯δ ∗ f es una
proyeccio´n continua de Ic(G) en Ic,δ(G).
En [Tir77] se puede encontrar una demostracio´n de la siguiente proposicio´n.
Proposicio´n 2.5. Las siguientes propiedades son equivalentes:
i Ic,δ(G) es conmutativa.
ii Toda funcio´n esfe´rica irreducible de tipo δ es de altura 1.
iii Ic,δ(G) es el centro de Cc,δ(G).
De ahora en adelante asumimos que G es un grupo de Lie conexo. Se puede probar que
cualquier funcio´n esfe´rica Φ : G −→ End(V ) es diferenciable (C∞), y adema´s anal´ıtica. Sea
D(G) el a´lgebra de todos los operadores diferenciales invariantes a izquierda en G y sea D(G)K
la suba´lgebra de todos los operadores en D(G) que son invariantes por traslacio´n a derecha por
elementos de K.
En la siguiente proposicio´n (V, pi) sera´ una representacio´n de dimensio´n finita de K tal que
cualquier subrepresentacio´n pertenece a la misma clase δ ∈ Kˆ.
Proposicio´n 2.6 ([Tir77],[GV88]). Una funcio´n Φ : G −→ End(V ) es una funcio´n esfe´rica de
tipo δ si y so´lo si
i) Φ es anal´ıtica.
ii) Φ(k1gk2) = pi(k1)Φ(g)pi(k2), para todo k1, k2 ∈ K, g ∈ G, y Φ(e) = I.
iii) [DΦ](g) = Φ(g)[DΦ](e), para todo D ∈ D(G)K , g ∈ G.
Demostracio´n. Si Φ : G −→ End(V ) es una funcio´n esfe´rica de tipo δ entonces Φ satisface iii)
(ver Lema 4.2 en [Tir77]) y Φ es anal´ıtica (ver Proposicio´n 4.3 en [Tir77]). Rec´ıprocamente,
si Φ satisface i), ii) and iii), entonces D 7→ [DΦ](e) es una representacio´n de D(G)K y por lo
tanto Φ satisface la ecuacio´n integral ii) en Definicio´n 2.1, ver Proposicio´n 4.6 en [Tir77].
Ma´s au´n, tenemos que los autovalores [DΦ](e), D ∈ D(G)K caracterizan las funciones
esfe´ricas Φ como se plantea en la siguiente proposicio´n.
Proposicio´n 2.7 (Observacio´n 4.7 en [Tir77]). Sean Φ,Ψ : G −→ End(V ) dos funciones
esfe´ricas en un grupo de Lie G del mismo tipo δ ∈ Kˆ. Entonces Φ = Ψ si y so´lo si (DΦ)(e) =
(DΨ)(e) para todo D ∈ D(G)K .
Observemos que si Φ : G −→ End(V ) es una funcio´n esfe´rica entonces Φ : D 7→ [DΦ](e)
transforma D(G)K en EndK(V ) (EndK(V ) denota el espacio de las transformaciones lin-
eales de V en V que conmutan con pi(k) para todo k ∈ K) definiendo una representacio´n
de dimensio´n finita del a´lgebra asociativa D(G)K . Adema´s la funcio´n esfe´rica es irreduci-
ble si y so´lo si la representacio´n Φ : D(G)K −→ EndK(V ) es irreducible. En efecto, si
W < V es Φ(G)-invariante, entonces claramente W es invariante como (D(G)K ,K)-mo´dulo.
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Por lo tanto, si Φ : D(G)K −→ EndK(V ) es irreducible entonces la funcio´n esfe´rica Φ es
irreducible. Rec´ıprocamente, si Φ : D(G)K −→ EndK(V ) no es irreducible, entonces exis-
te un subespacio propio W < V que es (D(G)K ,K)-invariante. Sea P : V −→ W una
K-proyeccio´n. Consideremos las siguientes funciones: PΦP y ΦP . Ambas son anal´ıticas y
(PΦP )(k1gk2) = pi(k1)(PΦP )(g)pi(k2) para todo g ∈ G y k1, k2 ∈ K. Ma´s au´n, si D ∈ D(G)K
entonces [D(PΦP )](e) = P [D(Φ)](e)P = [D(Φ)](e)P = [D(ΦP )](e). Por lo tanto, usando la
Observacio´n 4.7 en [Tir77] tenemos que PΦP = ΦP . Esto implica que W es Φ(G)-invariante.
Luego, si Φ es una funcio´n esfe´rica irreducible, entonces Φ : D(G)K −→ EndK(V ) es una
representacio´n irreducible.
Como consecuencia de esto tenemos:
Proposicio´n 2.8. Las siguientes propiedades son equivalentes:
i) D(G)K es conmutativa.
ii) Toda funcio´n esfe´rica irreducible de (G,K) es de altura uno.
Lema 2.9. Sea G un grupo de Lie lineal. Dado D 6= 0, D ∈ D(G), existe una representacio´n
de dimensio´n finita U de G tal que [DU ](e) 6= 0.
Demostracio´n. Podemos asumir que G es un subgrupo de Lie de SL(E) para un cierto espacio
vectorial real de dimensio´n finita E. La representacio´n identidad de G se extiende en la forma
usual a una representacio´n Us de G en Es = ⊗sE. Que Us tambie´n denote la correspondiente
representacio´n del a´lgebra universal envolvente U(g) del a´lgebra de Lie g de G. Entonces, como
Harish-Chandra mostro´ (ver §2.3.2 de [War72]), existe s ∈ N tal que Us(D) 6= 0. Finalmente,
usando el isomorfismo cano´nico U(g) ' D(G), obtenemos [DUs](e) = Us(D) 6= 0.
Demostracio´n de Proposicio´n 2.8. i) ⇒ ii). Si Φ es una funcio´n esfe´rica irreducible entonces
Φ : D(G)K −→ EndK(V ) es una representacio´n irreducible. Entonces, EndK(V ) ' C lo cual
es equivalente a Φ que sea de altura uno.
ii) ⇒ i). Si Φ es una funcio´n esfe´rica de altura uno y D ∈ D(G)K , entonces [DΦ](e) = λI
con λ ∈ C. Entonces, si D1, D2 ∈ D(G)K tenemos que
[(D1D2)Φ](e) = [D1Φ](e)[D2Φ](e) = [(D2D1)Φ](e).
Por otra parte, tenemos que las funciones esfe´ricas irreducibles de (G,K) separan los ele-
mentos de D(G)K . De hecho, si D 6= 0, D ∈ D(G)K , por Lema 2.9 existe una representacio´n
de dimensio´n finita U de G tal que [DU ](e) 6= 0. Por hipo´tesis podemos asumir que U es
irreducible. Sea U = ⊕δ∈KˆUδ la descomposicio´n de U en componentes K-isot´ıpicas y sea Pδ
la correspondiente proyeccio´n de U en Uδ. Luego, existe δ ∈ Kˆ tal que [D(PδUPδ)](e) 6= 0.
Entonces, la correspondiente funcio´n esfe´rica Φδ es irreducible y [DΦδ](e) 6= 0. Por lo tanto
D1D2 = D2D1.
En este trabajo, el par (G,K) es (SO(n+ 1),SO(n)). En este caso es conocido que D(G)K
es abeliana; en efecto
D(G)K ∼= D(G)G ⊗D(K)K
(confrontar [Coo75], [Kno89]), donde D(G)G (respectivamente D(K)K) denota la suba´lgebra
de todos los operadores en D(G) (respectivamente D(K)) que son invariantes por todas las
traslaciones a derecha de G (respectivamente K). Por lo tanto, tenemos que todas las funciones
esfe´ricas irreducibles son de altura uno.
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Por otra parte, en el Cap´ıtulo 3 se estudia particularmente el caso (G,K) = (SO(4),SO(3));
un famoso teorema de Harish-Chandra dice que D(G)G es un a´lgebra de polinomios en dos
generadores algebraicamente independientes ∆1 y ∆2. Entonces encontrar todas las funciones
esfe´ricas de tipo δ ∈ Kˆ es equivalente a tomar cualquier representacio´n irreducible (V, pi) de K
en la clase δ y a determinar todas las funciones anal´ıticas Φ : G −→ End(V ) tal que
(1) Φ(k1gk2) = pi(k1)Φ(g)pi(k2), para todo k1, k2 ∈ K, g ∈ G.
(2) [∆jΦ](g) = Φ(g)[∆jΦ](e), j = 1, 2.
Pues, para cualquier ∆ en D(K)K si Φ satisface (1) tenemos
[∆Φ](g) = Φ(g)p˙i(∆) = Φ(g)[∆Φ](e).
En este caso p˙i : kC −→ End(Vpi) denota la derivada de la representacio´n pi de K. Tambie´n
denotamos con p˙i la representacio´n de D(K) en End(Vpi) inducida por p˙i.
Por lo tanto una funcio´n anal´ıtica Φ que satisface (1) y (2) verifica las condiciones i), ii) y
iii) de la Proposicio´n 2.6, y por lo tanto es una funcio´n esfe´rica.
CAPI´TULO 3
La Esfera Tridimensional
“Hay que desconfiar siete veces del ca´lculo y cien veces del matema´tico.”
Proverbio indio.
En este cap´ıtulo determinamos todas las funciones esfe´ricas irreducibles Φ de cualquier K-
tipo asociadas al par (G,K) = (SO(4), SO(3)). Para esto asociamos a Φ una funcio´n vectorial
H = H(u) de una variable real u, la cual es anal´ıtica en u = 0 y cuyas componentes son
soluciones de dos sistemas acoplados de ecuaciones diferenciales ordinarias. A trave´s de una
apropiada conjugacio´n que involucra a los polinomios de Hahn conseguimos desacoplar uno de
estos sistemas, que luego llevamos a un sistema desacoplado de ecuaciones hipergeome´tricas,
encontrando entonces como solucio´n a la funcio´n vectorial P = P (u), cuyas entradas son
polinomios de Gegenbauer. Posteriormente, identificamos aquellas soluciones simulta´neas y
usamos la teor´ıa de representaciones de SO(4) para caracterizar todas las funciones esfe´ricas
irreducibles. Las representaciones irreducibles de SO(3) son {pi`}`∈2N0 , donde la dimensio´n del
espacio donde se representa pi es `+ 1, entonces empaquetamos las funciones polinomiales P =
P (u) correspondientes a las funciones esfe´ricas irreducibles de un K-tipo fijo pi` cuidadosamente
en una sucesio´n de polinomios matriciales {Pw}w≥0 de taman˜o (` + 1) × (` + 1). Finalmente
probamos que P˜w = P0
−1Pw es una sucesio´n de polinomios ortogonales con respecto a un peso
matricial W . Ma´s au´n, probamos que W admite un operador diferencial sime´trico de segundo
orden D˜ y un operador diferencial sime´trico de primer orden E˜.
3.1 Preliminares
3.1.1 Los Grupos G y K
La esfera tridimensional S3 puede realizarse como el espacio homoge´neo G/K, con G =
SO(4) y K = SO(3), con la identificacio´n usual de SO(3) como subgrupo de SO(4): para cada
k en K, sea k =
(
k 0
0 1
) ∈ G.
Adema´s, tenemos una descomposicio´n G = KAK, donde A es el subgrupo de Lie de G de
25
26 CAPI´TULO 3. LA ESFERA TRIDIMENSIONAL
elementos de la forma
a(θ) =

cos θ 0 0 sin θ
0 1 0 0
0 0 1 0
− sin θ 0 0 cos θ
 , θ ∈ R.
Es sabido que existe un morfismo de Lie que es cubrimiento doble SO(4) −→ SO(3)×SO(3),
en particular so(4) ' so(3) ⊕ so(3). Expl´ıcitamente, se obtiene en la siguiente manera: Sea
q : SO(4) −→ GL(Λ2(R4)) el homomorfismo de Lie definido por
q(g)(ei ∧ ej) = g(ei) ∧ g(ej) , g ∈ SO(4) , 1 ≤ i < j ≤ 4,
donde {ej}4j=1 es la base cano´nica R4. Sea q˙ : so(4) −→ gl
(
Λ2(R4)
)
la correspondiente derivada.
Observemos que Λ2(R4) es reducible como G-mo´dulo. De hecho, tenemos la siguiente des-
composicio´n en G-mo´dulos irreducibles, Λ2(R4) = V1 ⊕ V2, donde
V1 = span{e1 ∧ e4 + e2 ∧ e3, e1 ∧ e3 − e2 ∧ e4,−e1 ∧ e2 − e3 ∧ e4},
V2 = span{e1 ∧ e4 − e2 ∧ e3, e1 ∧ e3 + e2 ∧ e4,−e1 ∧ e2 + e3 ∧ e4}.
Sean P1 y P2 las proyecciones cano´nicas en los subespacios V1 y V2, respectivamente. Las
funciones definidas por
a(g) = P1 q(g)|V1 , b(g) = P2 q(g)|V2 ,
son homomorfismos de Lie de SO(4) sobre SO(V1) ' SO(3) y SO(V2) ' SO(3), respectivamente.
Entonces, en una base apropiada tenemos que para cada g ∈ SO(4) y para todo X ∈ so(4)
q(g) =
(
a(g) 0
0 b(g)
)
, q˙(X) =
(
a˙(X) 0
0 b˙(X)
)
. (3.1)
Por lo tanto podemos considerar q como un homomorfismo de SO(4) sobre SO(3)× SO(3)
con nu´cleo {I,−I}. Aparte, se prueba que a(g) = b(g) si y solo si g ∈ K.
3.1.2 La Estructura del A´lgebra de Lie
Una base de g = so(4) sobre R esta´ dada por
Y1 =
(
0 1 0 0−1 0 0 0
0 0 0 0
0 0 0 0
)
, Y2 =
(
0 0 1 0
0 0 0 0−1 0 0 0
0 0 0 0
)
, Y3 =
(
0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0
)
,
Y4 =
(
0 0 0 1
0 0 0 0
0 0 0 0−1 0 0 0
)
, Y5 =
(
0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0
)
, Y6 =
(
0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0
)
.
Consideremos los siguientes vectores
Z1 =
1
2
(Y3 + Y4) , Z2 =
1
2
(Y2 − Y5) , Z3 = 1
2
(Y1 + Y6) ,
Z4 =
1
2
(Y3 − Y4) , Z5 = 1
2
(Y2 + Y5) , Z6 =
1
2
(Y1 − Y6) .
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Se prueba que estos vectores definen una base de so(4) adaptada a la descomposicio´n
so(4) ' so(3) ⊕ so(3), i.e. {Z4, Z5, Z6} es una base del primer sumando y {Z1, Z2, Z3} es una
base del segundo.
El a´lgebra D(G)G esta´ generada por los elementos algebraicamente independientes
∆1 = −Z24 − Z25 − Z26 , ∆2 = −Z21 − Z22 − Z23 , (3.2)
los cuales son los Casimires del primer y segundo so(3) respectivamente. El Casimir de K sera´
denotado por ∆K , y esta´ dado por −Y 21 − Y 22 − Y 23 .
Llamaremos k al a´lgebra de Lie de K, observemos que su complexificacio´n es isomorfa a
sl(2,C). Si definimos
e =
(
0 i −1
−i 0 0
1 0 0
)
, f =
(
0 i 1−i 0 0
−1 0 0
)
, h =
(
0 0 0
0 0 −2i
0 2i 0
)
, (3.3)
tenemos que {e, f, h} es un s-triple en kC, i.e.
[e, f ] = h, [h, e] = 2e, [h, f ] = −2f.
Como suba´lgebra de Cartan hC de so(4,C) tomamos la complexificacio´n de la suba´lgebra
abeliana maximal de so(4) constituida por todas las matrices de la forma
H =

0 x1 0 0
−x1 0 0 0
0 0 0 x2
0 0 −x2 0
 .
Sea εj ∈ h∗C dada por εj(H) = −ixj para j = 1, 2. Entonces
∆(gC, hC) = {±(ε1 ± ε2) : ε1, ε2 ∈ h∗C } ,
y escogemos como ra´ıces positivas aquellas en el conjunto ∆+(gC, hC) = {ε1 − ε2, ε1 + ε2}.
Definimos
Xε1+ε2 =

0 0 1 −i
0 0 −i −1
−1 i 0 0
i 1 0 0
 , Xε1−ε2 =

0 0 1 i
0 0 −i 1
−1 i 0 0
−i −1 0 0
 ,
X−ε1+ε2 =

0 0 1 −i
0 0 i 1
−1 −i 0 0
i −1 0 0
 , X−ε1−ε2 =

0 0 1 i
0 0 i −1
−1 −i 0 0
−i 1 0 0
 .
Entonces, para cada H en hC tenemos que
[H,X±(ε1±ε2)] = ±(ε1 ± ε2)(H)X±(ε1±ε2).
Luego, cada X±(ε1±ε2) perteneces al espacio-ra´ız g±(ε1±ε2).
Entonces, en te´rminos de la estructura de ra´ıces de so(4,C), ∆1 y ∆2 se escriben
∆1 = −Z26 + iZ6 − (Z5 + iZ4)(Z5 − iZ4),
∆2 = −Z23 + iZ3 − (Z2 + iZ1)(Z2 − iZ1).
(3.4)
Observamos que (Z5 − iZ4) = Xε1−ε2 ∈ gε1−ε2 y (Z2 − iZ1) = Xε1+ε2 ∈ gε1+ε2 y Z3, Z6 ∈ hC.
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3.1.3 Representaciones Irreducibles de G y K
Primero consideremos SU(2). Es sabido que las representaciones irreducibles de dimensio´n
finita de SU(2) son, salvo equivalencia, {(pi`, V`)}`≥0, donde V` es el espacio vectorial complejo
de todas las funciones polinomiales en dos variables complejas z1 y z2 homoge´neos de grado `,
y pi` es definido por
pi`
(
a b
c d
)
P
(
z1
z2
)
= P
((
a b
c d
)−1(
z1
z2
))
, para
(
a b
c d
)
∈ SU(2).
Entonces, como existe un homomorfismo de Lie de SU(2) sobre SO(3) con kernel {±I}, las
representaciones irreducibles de SO(3) corresponden a aquellas representaciones pi` de SU(2)
con ` ∈ 2N0. Por lo tanto, tenemos SˆO(3) = {[pi`]}`∈2N0 , ma´s au´n, si pi = pi` es una tal
representacio´n irreducible de SO(3), se sabe (ver [Hum72], pa´gina 32) que existe una base
B = {vj} `j=0 de Vpi tal que la correspondiente representacio´n p˙i de la complexificacio´n so(3)
esta´ dada por
p˙i(h)vj = (`− 2j)vj ,
p˙i(e)vj = (`− j + 1)vj−1, (v−1 = 0),
p˙i(f)vj = (j + 1)vj+1, (v`+1 = 0).
Es conocido (ver [VK92], pa´gina 362) que una representacio´n irreducible τ ∈ SˆO(4) tiene
peso ma´ximo de la forma η = m1ε1 +m2ε2, donde m1 y m2 son enteros tales que m1 ≥ |m2|.
Ma´s au´n, la representacio´n τ = τ(m1,m2), restringida a SO(3), contiene la representacio´n pi` si
y solo si
m1 ≥ `2 ≥ |m2|.
3.1.4 K-O´rbitas en G/K
El grupo G = SO(4) actu´a en una manera natural sobre la esfera S3. Esta accio´n es
transitiva y K es el subgrupo de isotrop´ıa del polo norte e4 = (0, 0, 0, 1) ∈ S3. Por lo tanto,
S3 ' G/K. Ma´s au´n, la G-accio´n en S3 corresponde a la accio´n inducida por multiplicacio´n a
izquierda en G/K.
En el hemisferio norte de S3
(S3)+ =
{
x = (x1, x2, x3, x4) ∈ S3 : x4 > 0
}
,
consideramos el sistema de coordenadas p : (S3)+ −→ R3 dado por la proyeccio´n central de la
esfera sobre su plano tangente en el polo norte (Ver Figura 3.1):
p(x) =
(
x1
x4
,
x2
x4
,
x3
x4
)
= (y1, y2, y3). (3.5)
Coordenadas homoge´neas fueron usadas antes en el caso de plano proyectivo complejo, ver
[GPT02a]. El mapa coordenado p lleva las K-o´rbitas en (S3)+ a las K-o´rbitas en R3, las cuales
son las esferas
Sr =
{
(y1, y2, y3) ∈ R3 : ||y||2 = |y1|2 + |y2|2 + |y3|2 = r2
}
, 0 ≤ r <∞.
Luego, el intervalo [0,∞) parametriza el conjunto de K-o´rbitas de R3.
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R3
(S3)+
p(x)
x
Figura 3.1: La proyeccio´n central p.
3.1.5 La Funcio´n Auxiliar Φpi
Similarmente a [GPT02a], para determinar todas las funciones esfe´ricas irreducibles Φ de
tipo pi = pi` ∈ Kˆ introducimos una funcio´n auxiliar Φpi : G −→ End(Vpi). En este caso la
definimos de la siguiente manera
Φpi(g) = pi(a(g)), g ∈ G,
donde a es el homomorfismo de Lie de SO(4) a SO(3) dado en (3.1). Es claro que Φpi es una
representacio´n irreducible de SO(4) y por lo tanto una funcio´n esfe´rica de tipo pi (ver Definicio´n
2.1).
3.2 Los Operadores Diferenciales D y E
Determinar todas las funciones esfe´ricas irreducibles en G de tipo pi ∈ Kˆ es equivalente a
determinar todas las funciones anal´ıticas Φ : G −→ End(Vpi) tales que
i) Φ(k1gk2) = pi(k1)Φ(g)pi(k2), para todo k1, k2 ∈ K, g ∈ G, y Φ(e) = I.
ii) [∆1Φ](g) = λ˜Φ(g), [∆2Φ](g) = µ˜Φ(g) para todo g ∈ G y para ciertos λ˜, µ˜ ∈ C.
En lugar de estudiar de manera directa la funcio´n esfe´rica Φ de tipo pi, usamos una funcio´n
auxiliar Φpi para concentrarnos en la funcio´n H : G −→ End(Vpi) definida por
H(g) = Φ(g)Φpi(g)
−1. (3.6)
Observemos que H esta´ bien definida en G dado que Φpi es una representacio´n de G. Esta
funcio´n H, asociada a la funcio´n esfe´rica Φ, satisface
i) H(e) = I.
ii) H(gk) = H(g), para todo g ∈ G, k ∈ K.
iii) H(kg) = pi(k)H(g)pi(k−1), para todo g ∈ G, k ∈ K.
El hecho de que Φ sea autofuncio´n de ∆1 y ∆2 convierte a H en una autofuncio´n de ciertos
operadores D y E en G que determinaremos a continuacio´n. Definamos
D(H) = Y 24 (H) + Y
2
5 (H) + Y
2
6 (H), (3.7)
E(H) =
(− Y4(H)Y3(Φpi) + Y5(H)Y2(Φpi)− Y6(H)Y1(Φpi))Φ−1pi . (3.8)
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Proposicio´n 3.1. Para cualquier H ∈ C∞(G) ⊗ End(Vpi) invariante a derecha por K, la
funcio´n Φ = HΦpi satisface ∆1Φ = λ˜Φ y ∆2Φ = µ˜Φ si y solo si H satisface DH = λH y
EH = µH, con
λ = −4λ˜, µ = −14`(`+ 2) + µ˜− λ˜.
Demostracio´n. Primero observemos que Z4(Φpi) = Z5(Φpi) = Z6(Φpi) = 0, ya que Φpi es una
representacio´n de G y a˙(Zj) = 0 para j = 4, 5, 6. En efecto,
Zj(Φpi)(g) =
d
dt
∣∣
t=0
[Φpi(g)Φpi(exp tZj)] = Φpi(g)p˙i(a˙(Zj)) = 0.
Por otra parte, como H es invariante a derecha por K, tenemos que Y1(H) = Y2(H) =
Y3(H) = 0. Como [Y3, Y4] = 0, [Y2, Y5] = 0 y [Y1, Y6] = 0, tenemos que Z
2
j (H) =
1
4Y
2
j (H), para
j = 4, 5, 6. Por lo tanto, obtenemos
∆1(HΦpi) = −
6∑
j=4
Z2j (H) Φpi = −
1
4
6∑
j=4
Y 2j (H) Φpi = −
1
4
D(H)Φpi.
Adema´s, tenemos
∆2(HΦpi) = −
3∑
j=1
(
Z2j (H) Φpi + 2Zj(H)Zj(Φpi) +HZ
2
j ( Φpi)
)
,
Observemos que Z1(H) =
1
2Y4(H). Ya que Z1 = Y3 − Z4, tenemos Z1(Φpi) = Y3(Φpi) y
Z21 (Φpi) = Y
2
3 (Φpi). Resultados similares se obtienen para Z2 y Z3. Por lo tanto,
∆2(HΦpi) = −
(
Z21 (H) Φpi + Y4(H)Y3(Φpi) +HY
2
3 ( Φpi)
)
− (Z22 (H) Φpi − Y5(H)Y2(Φpi) +HY 22 ( Φpi))
− (Z23 (H) Φpi + Y6(H)Y1(Φpi) +HY 21 ( Φpi))
= −1
4
D(H) Φpi + E(H) Φpi +H∆K(Φpi)
= −1
4
D(H) Φpi + E(H) Φpi +HΦpip˙i(∆K).
Como ∆K ∈ D(G)K , el Lema de Schur nos dice que p˙i(∆K) = cI. Ahora tenemos
∆1(HΦpi) = λ˜HΦpi y ∆2(HΦpi) = µ˜HΦpi si y solo si D(H) = λH y E(H) = µH, donde
λ˜ = −1
4
λ y µ˜ = c+ λ˜+ µ.
Para calcular la constante c tomamos un vector peso ma´ximo v ∈ Vpi, y escribimos Y1, Y2,
Y3 en te´rminos de la base {e, f, g} introducida en (3.3). Se tiene entonces que
p˙i(∆K)v = p˙i
(
−(−i2 (e+ f))2 − (−12 (e− f))2 − ( i2h)2) v
=
−1
4
p˙i
(−2ef − 2fe− h2) v = 1
4
p˙i
(
2(fe+ h) + 2fe+ h2
)
v
=
1
4
(
2`+ `2
)
v =
`(`+ 2)
4
v .
Luego, c = `(`+ 2)/4 completando la prueba de la proposicio´n.
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Observacio´n 3.2. Observemos que los operadores diferenciales D y E conmutan. De hecho,
de la Proposicio´n 3.1 tenemos que
D(H) = −4∆1(HΦpi)Φ−1pi ,
E(H) = ∆2(HΦpi)Φ
−1
pi +
1
4D(H)Φ
−1
pi − `(`+2)2 H,
y adema´s ∆1 y ∆2 conmutan por estar en el centro del a´lgebra D(G).
3.2.1 Reduccio´n a G/K
El cociente G/K es la esfera S3; es ma´s, el difeomorfismo cano´nico esta´ dado por gK 7→
(g14, g24, g34, g44) ∈ S3.
La funcio´n H asociada a la funcio´n esfe´rica Φ es invariante a derecha por K; entonces, puede
considerarse como funcio´n en S3, y la seguiremos llamando H. Los operadores diferenciales D
y E introducidos en (3.7) y (3.8) definen operadores diferenciales en S3.
Lema 3.3. Los operadores diferenciales D y E en G definen operadores diferenciales D y E
actuando en C∞(S3)⊗ End(Vpi).
Demostracio´n. Lo u´nico que necesitamos demostrar es que D y E preservan el subespacio
C∞(G)K ⊗ End(Vpi).
Dadas una funcio´n esfe´rica irreducible Φ de tipo pi y la funcio´n Φpi introducida en la Sub-
seccio´n 3.1.5, sea H(g) = Φ(g) Φ−1pi (g) y consideremos la funcio´n rk(g) = gk−1. Entonces
r∗k(DH)(g) = r
∗
k(∆(HΦpi))(g)pi(k)
−1Φ−1pi (g) =
r∗k(∆)(r
∗
k(HΦpi))(g)pi(k)
−1Φ−1pi (g) = ∆(HΦpi)(g)Φ
−1
pi (g) = DH(g),
demostrando que DH es K-invariante a derecha.
Ahora daremos las expresiones de los operadores D y E en el sistema de coordenadas
p : (S3)+ −→ R3 introducido en (3.5) y dado por
p(x) =
(
x1
x4
,
x2
x4
,
x3
x4
)
= (y1, y2, y3).
Observacio´n 3.4. Dado g ∈ G tal que gK ∈ (S3)+, si tomamos p(g) = y = (y1, y2, y3),
tenemos que
g−244 = ‖y‖2 + 1,
g14
g44
= y1,
g24
g44
= y2,
g34
g44
= y3.
Lema 3.5. Dada H ∈ C∞(R3), si denotamos tambie´n por H a la funcio´n definida por H(g) =
H(p(g)), para todo g tal que gK ∈ (S3)+, se tiene
(Y4H)(g) =
g11g44 − g14g41
g244
Hy1 +
g12g44 − g14g42
g244
Hy2 +
g13g44 − g14g43
g244
Hy3 ,
(Y5H)(g) =
g21g44 − g24g41
g244
Hy1 +
g22g44 − g24g42
g244
Hy2 +
g23g44 − g24g43
g244
Hy3 ,
(Y6H)(g) =
g31g44 − g34g41
g244
Hy1 +
g32g44 − g34g42
g244
Hy2 +
g33g44 − g34g43
g244
Hy3 .
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Demostracio´n. Tenemos
p(g exp tY4) = (u4(t), v4(t), w4(t))
=
(
g11 sin(t) + g14 cos(t)
g41sin(t) + g44cos(t)
,
g21 sin(t) + g24 cos(t)
g41sin(t) + g44cos(t)
,
g31 sin(t) + g34 cos(t)
g41sin(t) + g44cos(t)
)
.
Entonces si denotamos por u′4, v′4 y w′4 a las respectivas derivadas de u4, de v4 y de w4 en
t = 0, tenemos
(Y4H)(g) =
(
d
dt
H(p(g exp tY5))
)
= Hy1u
′
4 +Hy2v
′
4 +Hy3w
′
4.
Adema´s
u′4 =
g11g44 − g14g41
g244
, v′4 =
g21g44 − g24g41
g244
, w′4 =
g31g44 − g34g41
g244
.
Similarmente, para Y5 se tiene
p(g exp tY5) = (u5(t), v5(t), w5(t)) ,
entonces
(Y5H)(g) =
(
d
dt
H(p(g exp tY5))
)
= Hy1u
′
5 +Hy2v
′
5 +Hy3w
′
5,
con
u′5 =
g12g44 − g14g42
g244
, v′5 =
g22g44 − g24g42
g244
, w′5 =
g32g44 − g34g42
g244
.
Y para Y6 se tiene
p(g exp tY6) = (u6(t), v6(t), w6(t)) .
Entonces
(Y6H)(g) =
(
d
dt
H(p(g exp tY6))
)
= Hy1u
′
6 +Hy3v
′
6 +Hy3w
′
6,
con
u′6 =
g13g44 − g14g43
g344
, v′6 =
g23g44 − g24g43
g344
, w′6 =
g33g44 − g34g43
g344
.
Proposicio´n 3.6. Para cualquier H ∈ C∞(R3)⊗ End(Vpi) tenemos
D(H)(y) =(1 + ‖y‖2)
(
(y21 + 1)Hy1y1 + (y
2
2 + 1)Hy2y2 + (y
2
3 + 1)Hy3y3
+ 2(y1y2Hy1y2 + y2y3Hy2y3 + y1y3Hy1y3) + 2(y1Hy1 + y2Hy2 + y3Hy3)
)
.
Demostracio´n. Recordemos que
D(H) = (Y 24 + Y
2
5 + Y
2
6 )(H).
Empezaremos por calcular Y 24 (H)(g), para g tal que gK ∈ (S3)+:
Y 24 (H)(g) =
(
d
ds
d
dt
H(p(g exp((s+ t)Y5)))
)
s=t=0
.
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Sean u4, v4 y w4 definidos por
(u4(t, s), v4(t, s), w4(t, s)) = p(g(exp(s+ t)Y4)) =(
g11 sin(s+ t) + g14 cos(s+ t)
g41sin(s+ t) + g44cos(s+ t)
,
g21 sin(s+ t) + g24 cos(s+ t)
g41sin(s+ t) + g44cos(s+ t)
,
g31 sin(s+ t) + g34 cos(s+ t)
g41sin(s+ t) + g44cos(s+ t)
)
.
Por lo tanto:
Y 24 (H)(g) =
(
d
ds
d
dt
H(u4(t, s), v4(t, s), w4(t, s))
)
s=t=0
= Hy1y1u
′2
4 +Hy2y2v
′2
4 +Hy3y3w
′2
4 +Hy1u
′′
4 +Hy2v
′′
4 +Hy3w
′′
4 .
Similarmente
Y 25 (H)(g) =
(
d
ds
d
dt
H(u5(t, s), v5(t, s), w5(t, s))
)
s=t=0
= Hy1y1u
′2
5 +Hy2y2v
′2
5 +Hy3y3w
′2
5 +Hy1u
′′
5 +Hy2v
′′
5 +Hy3w
′′
5 ,
Y 26 (H)(g) =
(
d
ds
d
dt
H(u6(t, s), v6(t, s), w6(t, s))
)
s=t=0
= Hy1y1u
′2
6 +Hy2y2v
′2
6 +Hy3y3w
′2
6 +Hy1u
′′
6 +Hy2v
′′
6 +Hy3w
′′
6 .
con
(u5(t, s), v5(t, s), w5(t, s)) =(
g12 sin(s+ t) + g14 cos(s+ t)
g42sin(s+ t) + g44cos(s+ t)
,
g22 sin(s+ t) + g24 cos(s+ t)
g42sin(s+ t) + g44cos(s+ t)
,
g32 sin(s+ t) + g34 cos(s+ t)
g42sin(s+ t) + g44cos(s+ t)
)
,
(u6(t, s), v6(t, s), w6(t, s)) =(
g13 sin(s+ t) + g14 cos(s+ t)
g43sin(s+ t) + g44cos(s+ t)
,
g23 sin(s+ t) + g24 cos(s+ t)
g43sin(s+ t) + g44cos(s+ t)
,
g33 sin(s+ t) + g34 cos(s+ t)
g43sin(s+ t) + g44cos(s+ t)
)
.
Con lo cual tenemos
D(H) =Hy1y1
6∑
j=4
u′2j +Hy2y2
6∑
j=4
v′2j +Hy3y3
6∑
j=4
w′2j +Hy1
6∑
j=4
u′′j +Hy2
6∑
j=4
v′′j +Hy3
6∑
j=4
w′′j
+Hy1y2
6∑
j=4
u′jv
′
j +Hy1y3
6∑
j=4
u′jw
′
j +Hy3y2
6∑
j=4
w′jv
′
j .
Adema´s en el desarrollo de la demostracio´n del Lema 3.5 tenemos las expresiones de u′j , v
′
j
y w′j , para 1 ≤ j ≤ 3. Teniendo en cuenta el hecho de que las filas son ortonormales entre s´ı
(al igual que las columnas), resulta:
6∑
j=4
u′2j =
g244 + g
2
14
g444
,
6∑
j=4
v′2j =
g244 + g
2
24
g444
,
6∑
j=4
w′2j =
g244 + g
2
34
g444
,
6∑
j=4
u′jv
′
j =
g14g24
g444
,
6∑
j=4
u′jw
′
j =
g14g34
g444
,
6∑
j=4
w′jv
′
j =
g34g24
g444
.
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O sea
6∑
j=4
u′2j = (1 + y
2
1)(1 + |y|2),
6∑
j=4
v′2j = (1 + y
2
2)(1 + |y|2),
6∑
j=4
w′2j = (1 + y
2
3)(1 + |y|2),
6∑
j=4
u′jv
′
j = y1y2(1 + |y|2),
6∑
j=4
u′jw
′
j = y1y3(1 + |y|2),
6∑
j=4
w′jv
′
j = y3y2(1 + |y|2).
Por otro lado, se obtiene que
u′′j = 2
g14
g344
, v′′j = 2
g24
g344
, w′′j = 2
g34
g344
.
Y as´ı queda
u′′j = 2y1(1 + |y|2), v′′j = 2y2(1 + |y|2), w′′j = 2y2(1 + |y|2).
Y la proposicio´n se ha demostrado.
Proposicio´n 3.7. Para cualquier H ∈ C∞(R3)⊗ End(Vpi) tenemos
E(H)(y) = Hy1 p˙i
( 0 −y2−y1y3 −y3+y1y2
y2+y1y3 0 −1−y21
y3−y1y2 1+y21 0
)
+Hy2 p˙i
(
0 −y2y3+y1 1+y22
y2y3−y1 0 −y3−y1y2
−1−y22 y3+y1y2 0
)
+Hy3 p˙i
(
0 −1−y23 y1+y2y3
1+y23 0 y2−y1y3−y1−y2y3 −y2+y1y3 0
)
.
Demostracio´n. Recordemos
E(H) = (−Y4(H)Y3(Φpi) + Y5(H)Y2(Φpi)− Y6(H)Y1(Φpi))Φ−1pi .
Usando el Lema 3.5 tenemos
E(H) = Hy1
(−u′4Y3(Φpi) + u′5Y2(Φpi)− u′6Y1(Φpi))
+Hy2
(−v′4Y3(Φpi) + v′5Y2(Φpi)− v′6Y1(Φpi))+Hy3 (−w′4Y3(Φpi) + w′5Y2(Φpi)− w′6Y1(Φpi)) .
Ahora, considerando el hecho de que
Yj(Φpi)(g) =
d
dt t=0
(Φpi(g exp tYj)) =
d
dt t=0
pi ◦ τ ◦ q(g exp tYj))
=
(
d
dt t=0
pi ◦ τ ◦ q(g exp tYjgT )
)
Φpi(g) =
(
p˙i ◦ τ˙ ◦ q˙(gYjgT )
)
Φpi(g),
y que gij(−g44)i+j = det g(i/j), tenemos que
−u′4Y3(Φpi) + u′5Y2(Φpi)− u′6Y1(Φpi) =
1
g244
( 0 −g24g44−g14g34 −g34g44+g14g24
g24g44+g14g34 0 −g244−g214
g34g44−g24g14 g244+g214 0
)
,
−v′4Y3(Φpi) + v′5Y2(Φpi)− v′6Y1(Φpi) =
1
g244
(
0 −g24g34+g14g44 g244+g224
g24g34−g14g44 0 −g34g44−g14g24
−g244−g224 g34g44+g14g24 0
)
,
−w′4Y3(Φpi) + w′5Y2(Φpi)− w′6Y1(Φpi) =
1
g244
(
0 −g244−g234 g14g44+g24g34
g244+g
2
34 0 g24g44−g14g34−g14g44−g24g34 −g24g44+g14g34 0
)
.
Entonces por la Observacio´n 3.4, la proposicio´n esta´ probada.
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3.2.2 Reduccio´n a una Variable
Estamos interesados en considerar los operadores diferenciales D y E dados en las Proposi-
ciones 3.6 y 3.7 aplicados a funciones H ∈ C∞(R3)⊗ End(Vpi) tales que
H(ky) = pi(k)H(y)pi(k)−1, para todo k ∈ K, y ∈ R3.
Por lo tanto, la funcio´n H = H(y) es determinada por su restriccio´n a la seccio´n de K-o´rbitas
en R3. Recordemos que las K-o´rbitas en R3 son las esferas
Sr =
{
(y1, y2, y3) ∈ R3 : ||y||2 = |y1|2 + |y2|2 + |y3|2 = r2
}
, 0 ≤ r <∞.
En cada o´rbita Sr elegimos el punto (r, 0, 0) ∈ R3 como representante.
Esto nos permite encontrar operadores diferenciales ordinarios D˜ y E˜ definidos en el inter-
valo (0,∞) tales que
(DH)(r, 0, 0) = (D˜H˜)(r), (EH)(r, 0, 0) = (E˜H˜)(r),
donde H˜(r) = H(r, 0, 0).
Observacio´n 3.8. Notar que los operadores diferenciales D˜ y E˜ conmutan dado que ellos son
las restricciones de los operadores diferenciales D y E, los cuales conmutan (ver Observacio´n
3.2).
Para conseguir expresiones expl´ıcitas de los operadores diferenciales D˜ y E˜ comenzando
desde las Proposiciones 3.6 y 3.7 necesitamos computar una cantidad de derivadas parciales
de segundo orden de la funcio´n H : R3 −→ End(Vpi) en los puntos (r, 0, 0), para r > 0. Dado
y = (y1, y2, y3) ∈ R3 en un entono de (r, 0, 0), r > 0, necesitamos una funcio´n de K = SO(3)
que lleve el punto y al meridiano {(r, 0, 0) : r > 0}. Una buena eleccio´n es la siguiente funcio´n:
A(y) =
1
‖y‖
y1 −y2 −y3y2 −y22‖y‖+y1 + ‖y‖ −y2y3‖y‖+y1
y3
−y2y3
‖y‖+y1
−y23
‖y‖+y1 + ‖y‖
 . (3.9)
Entonces
y = A(y)(‖y‖ , 0, 0)t.
Es fa´cil verificar que A(y) es una matriz en SO(3) y que esta´ bien definida en R3 r
{ (y1, 0, 0) ∈ R3 : y1 ≤ 0 }.
Consideremos los siguientes elementos en k
A1 = E21 − E12, A2 = E31 − E13, A3 = E32 − E23. (3.10)
Proposicio´n 3.9. Para r > 0 tenemos
∂H
∂y1
(r, 0, 0) =
dH˜
dr
(r),
∂H
∂y2
(r, 0, 0) =
1
r
[
p˙i (A1) , H˜(r)
]
,
∂H
∂y3
(r, 0, 0) =
1
r
[
p˙i (A2) , H˜(r)
]
.
Demostracio´n. Hallamos que
H(y1, y2, y3) = H (A(y)(‖y‖, 0, 0)) = pi(A(y)) H˜(‖y‖) pi(A(y))−1.
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Entonces,
Hyj =
d(pi ◦A)
dyj
H˜(‖y‖)(pi◦A)+(pi◦A−1)d(H˜(‖y‖))
dyj
(pi◦A−1)+(pi◦A)H˜(‖y‖)d(pi ◦A
−1)
dyj
. (3.11)
Adema´s
d(H˜(‖y‖))
dyj
=
(
d(H˜)
dr
◦ ‖y‖
)
d(‖y‖)
dyj
.
Notemos que A(r, 0, 0) = I y que en (r, 0, 0) nos encontramos con
d(‖y‖)
dyj
= δ1j ,
d(pi ◦A)
dyj
= p˙i
(
dA
dyj
)
,
d(pi ◦A−1)
dyj
= −p˙i
(
dA
dyj
)
,
Como dAdy1 ,
dA
dy2
y dAdy3 en (r, 0, 0) son la matriz nula,
1
rA2 y
1
rA3 respectivamente, la proposicio´n
sigue.
Proposicio´n 3.10. Para r > 0 tenemos
∂2H
∂y12
(r, 0, 0) =
d2H˜
dr2
(r),
∂2H
∂y22
(r, 0, 0) =
1
r2
(
r
dH˜
dr
+ p˙i (A1)
2 H˜(r) + H˜(r)p˙i (A1)
2 − 2p˙i (A1) H˜(r)p˙i (A1)
)
,
∂2H
∂y32
(r, 0, 0) =
1
r2
(
r
dH˜
dr
+ p˙i (A2)
2 H˜(r) + H˜(r)p˙i (A2)
2 − 2p˙i (A2) H˜(r)p˙i (A2)
)
.
Esta proposicio´n es consecuencia directa de los siguientes dos lemas, cuyas pruebas son
ana´logas a las del caso de plano proyectivo complejo considerado en [GPT02a] (ver las Proposi-
ciones 13.2 y 13.3 en ese trabajo).
Lema 3.11. En (r, 0, 0) ∈ R3 se tiene
d2H
dy2j
(r, 0, 0) =
d2(pi ◦A)
dy2j
H˜(r) + H˜(r)
d2(pi ◦A−1)
dy2j
+ δj1
d2H˜
dy2j
+
1
r
(1− δj1)dH˜
dr
− 2p˙i
(
dA
dyj
)
H˜ (r) p˙i
(
dA
dyj
)
.
Demostracio´n. Primero recordemos que en (r, 0, 0) Ay1 = 0 y observemos que
d2(H(|y|, 0, 0))
dy2j
=
d2H˜
dy2j
(
d|y|
dyj
)2
+
dH˜
dr
d2|y|
dr2
= δj1
d2H˜
dy2j
+
1
r
(1− δ1j)dH˜
dr
.
Ahora derivando (3.11) con respecto a yj y evaluando en (r, 0, 0) ∈ R3 se tiene
d2H
dy2j
(r, 0, 0) =
d2pi ◦A
dy2j
H˜(r)+H˜(r)
d2pi ◦A−1
dy2j
+δj1
d2H˜
dy2j
+
1
r
(1−δ1j)dH˜
dr
−2p˙i( dA
dyj
)H˜(r)p˙i(
dA
dyj
).
Como dAdy1 ,
dA
dy2
y dAdy3 en (r, 0, 0) son la matriz nula,
1
rA2 y
1
rA3 respectivamente, el lema sigue.
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Lema 3.12. En (r, 0, 0) ∈ R3 valen
d2(pi ◦A)
dy2j
= p˙i
(
d2A
dy2j
)
− p˙i
(
dA
dyj
dA
dyj
)
+ p˙i
(
dA
dyj
)
p˙i
(
dA
dyj
)
, (3.12)
d2(pi ◦A−1)
dy2j
= −p˙i
(
d2A
dy2j
)
+ p˙i
(
dA
dyj
dA
dyj
)
+ p˙i
(
dA
dyj
)
p˙i
(
dA
dyj
)
. (3.13)
Demostracio´n. Para y2 y y3 suficientemente pequen˜os consideramos
X(y) = log(A(y)) = B(y)− B(y)
2
2
+
B(y)3
3
− . . . ,
donde B(y) = A(y)− I. Luego
pi(A(y)) = pi(exp(X(y))) = exp p˙i(X(y)) =
∑
j≥0
p˙i(X(y))j
j !
,
ahora, si derivamos con respecto a yj obtenemos
d(pi ◦A)
dyj
=p˙i
(
dX
dyj
)
+
1
2
p˙i
(
dX
dyj
)
p˙i(X) +
1
2
p˙i(X)
(
dX
dyj
)
+
1
3 !
p˙i
(
dX
dyj
)
p˙i(X)2 +
1
3
p˙i(X)p˙i
(
dX
dyj
)
p˙i(X) +
1
3!
p˙i(X)2p˙i
(
dX
dyj
)
+ . . . .
Notemos que X(r, 0, 0) = 0, as´ı que si derivamos y evaluamos en (r, 0, 0) nos queda
d2(pi ◦A)
dy2j
= p˙i
(
d2X
dy2j
)
+ p˙i
(
dX
dyj
)
p˙i
(
dX
dyj
)
.
Como B(r, 0, 0) = 0 tenemos
dX
dyj
(r, 0, 0) =
dB
dyj
(r, 0, 0) =
dA
dyj
(r, 0, 0),
d2X
dy2j
(r, 0, 0) =
d2A
dy2j
(r, 0, 0)− dA
dyj
(r, 0, 0)
dA
dyj
(r, 0, 0),
por lo tanto (3.12) queda probado.
Para (3.13) observemos que
d(pi ◦A−1)
dyj
= −(pi ◦A−1)d(pi ◦A)
dyj
(pi ◦A−1),
por lo tanto en (r, 0, 0) ∈ R3 queda
d2(pi ◦A−1)
dy2j
= −d(pi ◦A
−1)
dyj
d(pi ◦A)
dyj
− d
2(pi ◦A)
dy2j
− d(pi ◦A)
dyj
d(pi ◦A−1)
dyj
.
Entonces se ha probado tambie´n (3.13).
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Ahora podemos obtener las expresiones expl´ıcitas de los operadores diferenciales D˜ y E˜.
Teorema 3.13. Para r > 0 tenemos
D˜(H˜)(r) = (1 + r2)2
d2H˜
dr2
+ 2
(1 + r2)2
r
dH˜
dr
+
(1 + r2)
r2
(
p˙i(A1)
2 H˜(r) + H˜(r)p˙i(A1)
2 − 2p˙i(A1)H˜(r)p˙i(A1)
)
+
(1 + r2)
r2
(
p˙i(A2)
2 H˜(r) + H˜(r)p˙i(A2)
2 − 2p˙i(A2)H˜(r)p˙i(A2)
)
.
Demostracio´n. Como D˜(H˜)(r) = D(H)(r, 0, 0), por la Proposicio´n 3.6 tenemos
D˜(H˜)(r) = (1 + r2)
(
(1 + r2)Hy1y1 +Hy2y2 +Hy3y3 + 2rHy1
)
.
Usando las Proposiciones 3.9 y 3.10 llegamos a que
D˜(H˜)(r) =(1 + r2)
[
(1 + r2)
d2H˜
dr2
(r) + 2r
dH˜
dr
(r) +
2
r
dH˜
dr
+
1
r2
(
p˙i (A1)
2 H˜(r) + H˜(r)p˙i (A1)
2 − 2p˙i (A1) H˜(r)p˙i (A1)
)
+
1
r2
(
p˙i (A2)
2 H˜(r) + H˜(r)p˙i (A2)
2 − 2p˙i (A2) H˜(r)p˙i (A2)
)]
.
Ahora el teorema sigue fa´cilmente.
Teorema 3.14. Para r > 0 tenemos
E˜(H˜)(r) =
dH˜
dr
(1 + r2)p˙i(A3)− 1
r
[
p˙i(A1), H˜(r)
]
p˙i (rA1 +A2) +
1
r
[
p˙i(A2), H˜(r)
]
p˙i(A1 − rA2).
Demostracio´n. Como E˜(H˜)(r) = E(H)(r, 0, 0), por la Proposicio´n 3.7 tenemos
E˜(H˜)(r) = Hy1 p˙i
(
0 0 0
0 0 −1−r2
0 1+r2 0
)
+Hy2 p˙i
(
0 r 1−r 0 0
−1 0 0
)
+Hy3 p˙i
(
0 −1 r
1 0 0−r 0 0
)
.
Ahora, por la Proposicio´n 3.9 llegamos a que
E˜(H)(r) =
dH˜
dr
(1 + r2)p˙i (A3)− 1
r
[
p˙i (A1) , H˜(r)
]
p˙i (rA1 +A2)
+
1
r
[
p˙i (A2) , H˜(r)
]
p˙i (A1 − rA2) ,
que es el enunciado del teorema.
Los Teoremas 3.13 y 3.14 esta´n dados en te´rminos de transformaciones lineales. Ahora
daremos el correspondiente enunciado en te´rminos de matrices escogiendo una apropiada base
de Vpi. Tomamos el sl(2)-triple {e, f, h} en kC ' sl(2,C) introducido en (3.3).
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Si pi = pi` es la u´nica representacio´n irreducible de SO(3) con peso ma´ximo `/2, como ya
mencionamos en la Subseccio´n 3.1.3, existe una base B = {vj} `j=0 de Vpi tal que
p˙i(h)vj = (`− 2j)vj ,
p˙i(e)vj = (`− j + 1)vj−1, (v−1 = 0),
p˙i(f)vj = (j + 1)vj+1, (v`+1 = 0).
(3.14)
Proposicio´n 3.15. La funcio´n H˜ asociada a una funcio´n esfe´rica irreducible Φ de tipo pi ∈ Kˆ
diagonaliza simulta´neamente en la base B = {vj} `j=0 de Vpi.
Demostracio´n. Consideremos el subgrupo M = {mθ : θ ∈ R } de K, donde
mθ =
1 0 00 cos θ sin θ
0 − sin θ cos θ
 . (3.15)
Entonces, M es isomorfo a SO(2) y fija los puntos (r, 0, 0) en R3. Adema´s, como la funcio´n H
satisface H(kg) = pi(k)H(g)pi(k−1) para todo k ∈ K, tenemos que
H˜(r) = H(r, 0, 0) = H(mθ(r, 0, 0)
t) = pi(mθ)H(r, 0, 0)pi(m
−1
θ ) = pi(mθ)H˜(r)pi(m
−1
θ ).
Luego, H˜(r) y pi(mθ) conmutan para cada r en R y cada mθ en M .
Por otra parte, notemos que mθ = exp(θ
i
2h) y entonces pi(mθ) = exp(p˙i(θ
i
2h)), pero de
(3.14) sabemos que p˙i(h) diagonaliza y que sus autovalores tienen multiplicidad uno. Por lo
tanto, la funcio´n H˜(r) diagonaliza simulta´neamente en la base B = {vj} `j=0 de Vpi.
Ahora introducimos las funciones coordenadas h˜j(r) a trave´s de
H˜(r)vj = h˜j(r)vj , (3.16)
e identificamos H˜ con el vector columna
H˜(r) = (h˜0(r), . . . , h˜`(r))
t. (3.17)
Corolario 3.16. Las funciones H˜(r), 0 < r <∞, satisfacen (D˜H˜)(r) = λH˜(r) si y solo si
(1 + r2)2h˜′′j + 2
(1+r2)2
r h˜
′
j +
1+r2
r2
(j + 1)(`− j)(h˜j+1 − h˜j) + 1+r2r2 j(`− j + 1)(h˜j−1 − h˜j) = λh˜j ,
para todo j = 0, . . . , `.
Demostracio´n. Usando la base B = {vj} `j=0 de Vpi (ver (3.14)) y escribiendo las matrices A1 y
A2 en te´rminos del sl(2)-triple {e, f, h}, ver (3.3),
A1 = E21 − E12 = i
2
(e+ f) , A2 = E31 − E13 = 1
2
(e− f),
tenemos que el Teorema 3.13 dice que (D˜H˜)(r) = λH˜(r) si y solo si
λH˜(r) vj = (1 + r
2)2H˜ ′′(r) vj + 2
(1 + r2)2
r
H˜ ′(r) vj
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− (1 + r
2)
4r2
(
p˙i(e+ f)2 H˜(r) + H˜(r)p˙i(e+ f)2 − 2p˙i(e+ f)H˜(r)p˙i(e+ f)
)
vj
+
(1 + r2)
4r2
(
p˙i(e− f)2 H˜(r) + H˜(r)p˙i(e− f)2 − 2p˙i(e− f)H˜(r)p˙i(e− f)
)
vj ,
para 0 ≤ j ≤ `. Como [e, f ] = h, tenemos que esto es equivalente a
λH˜(r)vj = (1 + r
2)2H˜ ′′(r) vj + 2
(1 + r2)2
r
H˜ ′(r) vj
− (1 + r
2)
2r2
[
(p˙i(h) + 2p˙i(f)p˙i(e) )H˜(r) vj + H˜(r)(p˙i(h) + 2p˙i(f)p˙i(e)) vj
− 2(p˙i(e)H˜(r)p˙i(f) + p˙i(f)H˜(r)p˙i(e)) vj
]
,
para 0 ≤ j ≤ `. Ahora, usando (3.14), obtenemos que (D˜H˜)(r) = λH˜(r) si y solo si
λh˜j(r) vj =(1 + r
2)2h˜′′j (r) vj + 2
(1 + r2)2
r
h˜′j(r) vj −
(1 + r2)
2r2
[
((`− 2j)
+ 2j(`− j + 1) )h˜j(r) vj + h˜j(r)((`− 2j) + 2j(`− j + 1)) vj
− 2((`− j)h˜j+1(r)(j + 1) + jh˜j−1(r)(`− j + 1)) vj
]
,
para 0 ≤ j ≤ `.
Se ve fa´cil que este es el resultado que buscamos.
Corolario 3.17. Las funciones H˜(r), 0 < r <∞, satisfacen (E˜H˜)(r) = µH˜(r) si y solo si
−i(`− 2j)1 + r
2
2
h˜′j +
i
2r
(
(j + 1)(`− j)(h˜j+1 − h˜j)− j(`− j + 1)(h˜j−1 − h˜j)
)
+12
(
(j + 1)(`− j)(h˜j+1 − h˜j) + j(`− j + 1)(h˜j−1 − h˜j)
)
= µh˜j ,
para todo j = 0, . . . , `.
Demostracio´n. Procedemos de manera similar a la demostracio´n del Corolario 3.16. Usando
el sl(2)-triple {e, f, h} y las matrices A1, A2 y A3 (ver (3.10)), del Teorema 3.14 tenemos que
(E˜H˜)(r) = µH˜(r)(r) si y solo si
µH˜(r) vj =(1 + r
2)H ′(r)p˙i (A3) vj − 1
r
[
p˙i (A1) , H˜(r)
]
p˙i (rA1 +A2) vj
+
1
r
[
p˙i (A2) , H˜(r)
]
p˙i (A1 − rA2) vj ,
para cada vj en B = {vj} `j=0.
Como en la demostracio´n del Teorema 3.16, escribimos A1, A2 y A3 en te´rminos de {e, f, h}
(ver (3.3)),
A1 =
i
2
(e+ f) , A2 =
1
2
(e− f), A3 = − i
2
h.
Luego, (D˜H˜)(r) = λH˜(r) si y solo si
µH˜(r)vj =
1
4r
[
p˙i (e+ f) , H˜(r)
]
p˙i (r(e+ f)− i(e− f)) vj
+
1
4r
[
p˙i (e− f) , H˜(r)
]
p˙i (i(e+ f)− r(e− f)) vj − i1 + r
2
2
H ′(r)p˙i (h) vj ,
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para 0 ≤ j ≤ `, y esto es equivalente a
µH˜(r) vj =− i1 + r
2
2
H ′(r)p˙i (h) vj +
1
2r
(r + i)
[
p˙i (e) , H˜(r)
]
p˙i(f) vj
+
1
2r
(r − i)
[
p˙i (f) , H˜(r)
]
p˙i(e) vj ,
para 0 ≤ j ≤ `.
Finalmente, usando (3.14) obtenemos
µh˜j vj =− i1 + r
2
2
h˜′j(2`− j) vj +
1
2r
(r + i)(`− j)(h˜j+1 − h˜j)(j + 1) vj
+
1
2r
(r − i)j(h˜j−1 − h˜j)(`− j + 1) vj ,
para 0 ≤ j ≤ `. Por lo tanto, el corolario esta´ demostrado.
En notacio´n matricial, los operadores diferenciales D˜ y E˜ son de la forma
D˜H˜ = (1 + r2)2H˜ ′′ + 2
(1 + r2)2
r
H˜ ′ +
(1 + r2)
r2
(C1 + C0)H˜,
E˜H˜ = −i1 + r
2
2
A0H˜
′ +
i
2r
(C1 − C0)H˜ + 1
2
(C1 + C0)H˜.
donde las matrices esta´n dadas por
A0 =
∑`
j=0(`− 2j)Ej,j ,
C0 =
∑`
j=1 j(`− j + 1)(Ej,j−1 − Ej,j),
C1 =
∑`−1
j=0(j + 1)(`− j)(Ej,j+1 − Ej,j).
(3.18)
Cuando ` = 0, estamos en el caso escalar y las matrices C0, C1 y A0 son cero. Es conocido
que las funciones esfe´ricas zonales en la esfera S3 esta´n dadas, en la variable apropiada x,
en te´rminos de polinomios de Gegenbauer Cνn(x) con ν = 1 y n = 0, 1, 2, . . . (ver [AAR00],
pa´gina 302). Por lo tanto, en alguna variable variable x, las funciones H˜ deber´ıan satisfacer
una ecuacio´n diferencial de la forma
(1− x2)y′′ − 3xy + n(n+ 2)y = 0.
Esto sugiere el siguiente cambio de variables
u = 1√
1+r2
, u ∈ (0, 1]. (3.19)
Observacio´n 3.18. Es importante notar que si g = ka(θ)k′, con k, k′ ∈ K, a(θ) ∈ A y
gK = (x1, x2, x3, x4) ∈ (S3)+, entonces
u = cos(θ),
ya que
u(g) = 1√
1+r2
= 1√
1+y12+y22+y32
= x4 = cos(θ).
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Sea
H(u) = H˜
(√
1−u2
u
)
y hj(u) = h˜j
(√
1−u2
u
)
. (3.20)
Bajo este cambio de variables, los operadores diferenciales D˜ y E˜ se convierten en dos nuevos
operadores diferenciales D y E. Y sus respectivas expresiones son,
DH = (1− u2)d
2H
du2
− 3udH
du
+
1
1− u2 (C0 + C1)H, (3.21)
EH =
i
2
√
1− u2A0dH
du
+
i
2
u√
1− u2 (C1 − C0)H +
1
2
(C0 + C1)H. (3.22)
En este punto hay un cierto abuso de notacio´n, ya que D y E fueron usadas antes para
denotar operadores en R3.
Observacio´n 3.19. Claramente de la Observacio´n 3.8 tenemos que los operadores diferenciales
D y E conmutan.
3.3 Autofunciones de D
Estamos interesados en determinar las funciones H : (0, 1) −→ C`+1 que son autofunciones
del operador diferencial
DH = (1− u2)d
2H
du2
− 3udH
du
+
1
1− u2 (C0 + C1)H,
u ∈ (0, 1).
Es sabido que tales autofunciones son funciones anal´ıticas en el intervalo (0, 1) y que la
dimensio´n del correspondiente autoespacio es 2(`+ 1).
La ecuacio´n DH = λH es un sistema acoplado de `+ 1 ecuaciones diferenciales de segundo
orden en las componentes (h0, . . . , h`) de H, ya que la matriz (` + 1) × (` + 1) C0 + C1 no es
diagonal. Pero por fortuna la matriz C0 +C1 es sime´trica, y por lo tanto diagonalizable. Ahora
citamos de [GPT02b] la Proposicio´n 5.1.
Proposicio´n 3.20. La matriz C0+C1 es diagonalizable. Ma´s au´n, los autovalores son −j(j+1)
para 0 ≤ j ≤ ` y los autovectores correspondientes esta´n dados por uj = (U0,j , . . . , U`,j) donde
Uk,j = 3F2
(
−j, −k, j+1
1, −` ; 1
)
,
un caso particular de los polinomios de Hahn.
Por lo tanto, si se define Hˇ(u) = U−1H(u), tenemos que DH = λH es equivalente a
(1− u2)d
2Hˇ
du2
− 3udHˇ
du
− 1
1− u2V0Hˇ = λHˇ,
donde V0 =
∑`−1
j=0 j(j + 1)Ej,j .
De esta forma obtenemos que DH = λH si y solo si la j-e´sima componente hˇj(u) de Hˇ(u),
para 0 ≤ j ≤ `, satisface
(1− u2) hˇ′′j (u)− 3uhˇ′j(u)− j(j + 1)
1
(1− u2) hˇj(u)− λhˇj(u) = 0. (3.23)
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Si escribimos λ = −n(n+ 2) con n ∈ C y hˇj(u) = (1−u2)j/2pj(u), entonces para 0 < j < `,
pj(u) satisface
(1− u2)p′′j (u)− (2j + 3)up′j(u) + (n− j)(n+ j + 2)pj(u) = 0. (3.24)
Haciendo un nuevo cambio de variables s = (1−u)/2, s ∈ [0, 12), y definiendo p˜j(s) = pj(u)
tenemos
s(1− s)p˜′′j (s) + (j + 32 − (2j + 3) s)p˜′j(s) + (n− j)(n+ j + 2)p˜j = 0, (3.25)
para 0 < j < `. Esta es una ecuacio´n hipergeome´trica de para´metros
a = −n+ j , b = n+ j + 2 , c = j + 32 .
Luego, cada solucio´n p˜j(s) de (3.25) para 0 < s <
1
2 es una combinacio´n lineal de
2F1
(−n+j, n+j+2
j+3/2 ; s
)
y s−j−1/2 2F1
(−n−1/2, n+3/2
−j+1/2 ; s
)
.
Entonces, para 0 ≤ j ≤ `, cualquier solucio´n hˇj(u) de (3.23), para 0 < u < 1, es de la forma
hˇj(u) = aj(1− u2)j/2 2F1
(−n+j, n+j+2
j+3/2 ;
1−u
2
)
+ bj (1− u2)−(j+1)/22F1
(−n−1/2, n+3/2
−j+1/2 ;
1−u
2
)
,
(3.26)
para algu´n aj , bj ∈ C.
Por lo tanto, hemos demostrado el siguiente teorema.
Teorema 3.21. Sea H(u) una autofuncio´n de D con autovalor λ = −n(n + 2), n ∈ C.
Entonces, H es de la forma
H(u) = UT (u)P (u) + US(u)Q(u)
donde U es la matriz definida en la Proposicio´n 3.20,
T (u) =
∑`
j=0
(1− u2)j/2Ejj , S(u) =
∑`
j=0
(1− u2)−(j+1)/2Ejj ,
P = (p0, . . . , p`)
t y Q = (q0, . . . , q`)
t son las funciones vectoriales dadas por
pj(u) = aj 2F1
(−n+j, n+j+2
j+3/2 ;
1−u
2
)
, qj(u) = bj 2F1
(−n−1/2, n+3/2
−j+1/2 ;
1−u
2
)
,
donde aj y bj son nu´meros complejos arbitrarios para j = 0, 1, . . . , `.
Regresando a nuestro problema de determinar todas las funciones esfe´ricas irreducibles
Φ, recordemos que Φ(e) = I; entonces, la fucio´n asociada H ∈ C∞(R3) ⊗ End(Vpi) satisface
H(0, 0, 0) = I. En la variable r ∈ R, tenemos que l´ımr→0+ H˜(r) = I. Por lo tanto nos interesan
aquellas autofunciones de D tales que
l´ım
u→1−
H(u) = (1, 1, . . . , 1) ∈ C`+1.
Del Teorema 3.21 observamos que
l´ım
u→1−
P (u) = (a0, a1, . . . , a`) y l´ım
u→1−
Q(u) = (b0, b1, . . . , b`).
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Ma´s au´n, la funcio´n matricial T (u) tiene l´ımite cuando u→ 1−, mientras que S(u) no. Por lo
tanto una autofuncio´n H de D tiene l´ımite cuando u→ 1− si y solo si el l´ımite de Q(u) cuando
u→ 1− es (0, . . . , 0). En tal caso tenemos que
l´ım
u→1−
H(u) = l´ım
u→1−
UT (u)P (u) = U (a0, 0, . . . , 0)
t = a0(1, . . . , 1)
t. (3.27)
De esta forma hemos probado el siguiente resultado.
Corolario 3.22. Sea H(u) una autofuncio´n de D con autovalor λ = −n(n + 2), n ∈ C, tal
que l´ımu→1− H(u) existe. Entonces, H es de la forma
H(u) = UT (u)P (u)
con U la matriz definida en la Proposicio´n 3.20, T (u) =
∑`
j=0
(1− u2)j/2Ejj , y P = (p0, . . . , p`)t
es la funcio´n vectorial dada por
pj(u) = aj 2F1
(−n+j,n+j+2
j+3/2 ;
1−u
2
)
, 0 ≤ j ≤ `,
donde aj son nu´meros complejos arbitrarios para j = 1, 2, . . . , `.
Tambie´n tenemos que l´ımu→1− H(u) = a0(1, 1, . . . , 1)t. Particularmente, si H(u) esta´ asociada
a una funcio´n esfe´rica irreducible, entonces a0 = 1.
3.4 Autofunciones Simulta´neas de D y E
En esta seccio´n estudiaremos las soluciones simulta´neas de DH(u) = λH(u) y EH(u) =
µH(u), 0 < u < 1.
Introducimos la funcio´n matricial P (u), definida a partir de H(u) a trave´s de
H(u) = U T (u)P (u), (3.28)
donde U es la matriz definida en la Proposicio´n 3.20 y T (u) =
∑`
j=0(1− u2)j/2Ejj .
El hecho de que H sea una autofuncio´n de los operadores diferenciales D y E hace a P una
autofuncio´n de los operadores diferenciales
D = (UT (u))−1D (UT (u)) y E = (UT (u))−1E (UT (u)) , (3.29)
con los mismos autovalores λ y µ, respectivamente.
Las expresiones expl´ıcitas de D y E sera´n dadas en el Teorema 3.24; primero recordaremos
algunas propiedades de los polinomios de Hahn.
Para α y β > −1, nu´meros reales, y para un natural N los polinomios de Hahn Qn(x) =
Qn(x;α, β,N) esta´n definidos como
Qn(x) = 3F2
(
−n, −x, n+α+β+1
α+1, −N+1 ; 1
)
, para n = 0, 1, . . . , N − 1.
Si uno toma α = β = 0, x = j, N = `+ 1, n = k, se obtiene
Uj,k = Qk(j) = 3F2
(
−k, −j, k+1
1, −` ; 1
)
.
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Estos polinomios de Hahn son ejemplos de polinomios ortogonales y por lo tanto satisfacen
una relacio´n de recurrencia de tres te´rminos en la variable j, ver [AAR00] ecuacio´n (d) en
pa´gina 346, (
j(`− j + 1)+(j + 1)(`− j)− k(k + 1))Uj,k
= j(`− j + 1)Uj−1,k + (j + 1)(`− j)Uj+1,k.
(3.30)
Adema´s, los polinomios de Hahn satisfacen una relacio´n de recurrencia de tres te´rminos en la
variable k, ver [AAR00] ecuacio´n (c) en pa´gina 346,
(`− 2j)Uj,k = k(`+k+1)2k+1 Uj,k−1 + (k+1)(`−k)2k+1 Uj,k+1. (3.31)
Karlin y McGregor en [KM61] tambie´n probaron que los polinomios de Hahn satisfacen una
relacio´n de recurrencia de primer orden que combina las variables j y k (ver tambie´n [RSR89],
ecuacio´n (36)): (
k(`− j)−k(k + j + 1) + 2(j + 1)(`− j))Uj,k
= 2(j + 1)(`− j)Uj+1,k − k(k + `+ 1)Uj,k−1.
(3.32)
Nosotros necesitaremos el siguiente lema te´cnico.
Lema 3.23. Sea U = (Uj,k) la matriz definida por
Uj,k = 3F2
(
−k, −j, k+1
1, −` ; 1
)
, (3.33)
y sean A0, C0 y C1 las matrices dadas en (3.18). Entonces,
U−1A0U = Q0 +Q1,
U−1(C1 + C0)U = −V0, (3.34)
U−1(C1 − C0)U = Q1J −Q0(J + 1),
donde
V0 =
`−1∑
j=0
j(j + 1)Ej,j , J =
∑`
j=0
jEjj ,
Q0 =
`−1∑
j=0
(j+1)(`+j+2)
2j+3 Ej,j+1 , Q1 =
∑`
j=1
j(`−j+1)
2j−1 Ej,j−1 .
Demostracio´n. Probar que U−1A0U = Q0 +Q1 es equivalente a verificar que
A0U = U(Q0 +Q1).
Mirando la entrada (j, k), para j, k = 0, . . . , `, obtenemos que
(`− 2j)Uj,k = Uj,k−1 k(`+k+1)2k+1 + Uj,k+1 (k+1)(`−k)2k+1 .
E´sta es una relacio´n de recurrencia de tres te´rminos en la variable k dada en (3.31).
Observemos que U−1(C1 +C0)U = −V0 es una consecuencia directa de la Proposicio´n 3.20.
Adema´s, se obtiene de manera directa al considerar la entrada (j, k) de (C1 +C0)U = −UV0 y
usando la relacio´n de recurrencia (3.30).
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Ahora tenemos que probar que
U−1(C1 − C0)U = −Q0(J + 1) +Q1J.
Usando que (C0 + C1)U = −UV0, esto equivalente a probar que
−2C0U = U(−Q0(J + 1) +Q1J + V0);
por consiguiente, si miramos la entrada (j, k), lo que necesitamos verificar es
−2(C0)j,jUj,k − 2(C0)j,j−1Uj−1,k
= −Uj,k−1(Q0)k−1,k(J + 1)k,k + Uj,k+1(Q1)k+1,kJk,k + Uj,k(V0)k,k,
o, equivalentemente, tenemos que probar que
2j(`− j + 1)Uj,k − 2j(`− j + 1)Uj−1,k
= −k(`+k+1)(k+1)2k+1 Uj,k−1 + k(k+1)(`−k)2k+1 Uj,k+1 + k(k + 1)Uj,k.
(3.35)
Aplicando la relacio´n de recurrencia (3.31), podemos escribir Uj,k+1 en te´rminos de Uj,k y
Uj,k−1. Por lo tanto, la identidad (3.35) se vuelve(
2j(`− j + 1)− k(`− 2j)− k(k + 1))Uj,k = 2j(`− j + 1)Uj−1,k − k(`+ k + 1)Uj,k−1,
Finalmente, usamos (3.30) para escribir Uj−1,k en te´rminos de Uj+1,k y Uj,k y obtener(
k(`− j)−k(k + j + 1) + 2(j + 1)(`− j))Uj,k = 2(j + 1)(`− j)Uj+1,k − k(k + `+ 1)Uj,k−1,
que es exactamente la identidad en (3.32), y esto concluye la prueba del lema.
Teorema 3.24. Los operadores D y E definidos en (3.29) esta´n dados por
DP = (1− u2)P ′′ − uCP ′ − V P,
EP = i2
(
(1− u2)Q0 +Q1
)
P ′ − i2uMP − 12V0P,
donde
C =
∑`
j=0
(2j + 3)Ejj , V =
∑`
j=0
j(j + 2)Ejj ,
Q0 =
`−1∑
j=0
(j+1)(`+j+2)
2j+3 Ej,j+1, Q1 =
∑`
j=1
j(`−j+1)
2j−1 Ej,j−1,
M =
`−1∑
j=0
(j + 1)(`+ j + 2)Ej,j+1, V0 =
`−1∑
j=0
j(j + 1)Ejj .
Demostracio´n. Sea H = H(u) = UT (u)P (u). Comenzamos por calcular D(H) para el oper-
ador diferencial D introducido en (3.21).
DH =(1− u2)UTP ′′ + (2(1− u2)UT ′ − 3uUT )P ′
+
(
(1− u2)UT ′′ − 3uUT ′ + 1
1−u2 (C0 + C1)UT
)
P
=UT
(
(1− u2)P ′′ + (2(1− u2)T−1T ′ − 3u)P ′
+
(
(1− u2)T−1T ′′ − 3uT−1T ′ + 1
1− u2T
−1U−1(C0 + C1)UT
)
P
)
.
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Como T es una matriz diagonal, fa´cilmente calculamos
T−1(u)T ′(u) = − u
(1−u2)
∑`
j=0
j Ejj , T
−1T ′′(u) = 1
(1−u2)2
∑`
j=0
j((j − 1)u2 − 1)Ejj .
Adema´s, de (3.34) tenemos que U−1(C0 + C1)U = −V0. Como V0 es es una matriz diagonal,
conmuta con T y tenemos
(1− u2)T−1T ′′ − 3uT−1T ′ + 1
1− u2T
−1U−1(C0 + C1)UT
=
1
(1− u2)
∑`
j=0
(
j(j − 1)u2 − j + 3ju2 − j(j + 1))Ejj = −V.
Ahora, para el operador diferencial E introducido en (3.22), calculamos E(H) con H(u) =
UT (u)P (u).
EH =
i
2
√
1− u2A0UTP ′
+
(
i
2
√
1− u2A0UT ′ + i
2
u√
1− u2 (C1 − C0)UT +
1
2
(C0 + C1)UT
)
P
= UT
(
i
2
√
1− u2T−1U−1A0UTP ′ +
(
i
2
√
1− u2T−1U−1A0UT ′
+
i
2
u√
1− u2T
−1U−1(C1 − C0)UT + 1
2
T−1U−1(C0 + C1)UT
)
P
)
.
Por el Lema 3.23 tenemos que U−1A0U = Q0 + Q1. Usando T =
∑`
j=0(1 − u2)j/2Ejj
obtenemos √
1− u2 T−1U−1A0UT =
√
1− u2 T−1(Q0 +Q1)T = (1− u2)Q0 +Q1.
Por (3.34) y el hecho de que T es diagonal, tenemos que T−1U−1(C0+C1)UT = −V0. Entonces,
solo resta probar que√
1− u2T−1U−1A0UT ′ + u√
1− u2T
−1U−1(C1 − C0)UT = −uM. (3.36)
Como T ′(u) = −u
1−u2JT (u), donde J =
∑`
j=0 jEjj , tenemos que demostrar que
T−1
(
U−1A0UJ − U−1(C1 − C0)U
)
T =
√
1− u2M. (3.37)
Gracias al Lema 3.23 tenemos que
U−1A0UJ − U−1(C1 − C0)U = (Q1 +Q0)J −Q1J +Q0(J + 1) = Q0(2J + 1)
=
`−1∑
j=0
(j + 1)(`+ j + 2)Ej,j+1 = M.
Como T =
∑`
j=0(1−u2)j/2Ejj , (3.37) es satisfecha y esto completa la demostracio´n del teorema.
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La funcio´n P es una autofuncio´n del operador diferencial D si y solo si la funcio´n H =
UT (u)P (u) es una autofuncio´n del operador diferencial D. Del Teorema 3.21 tenemos la
expl´ıcita expresio´n de la funcio´n P (u) = (p0(u), . . . , p`(u))
t,
pj(u) = aj 2F1
(−n+j, n+j+2
j+3/2 ;
1−u
2
)
+ bj (1− u2)−(j+1/2)2F1
(−n−1/2, n+3/2
−j+1/2 ;
1−u
2
)
,
donde aj y bj esta´n en C, para 0 ≤ j ≤ `.
Como nosotros estamos interesados en determinar las funciones esfe´ricas irreducibles del
par (G,K), necesitamos estudiar las autofunciones simulta´neas de D y E tales que existe el
l´ımite, y sea finito, de la funcio´n H cuando u→ 1−.
Del Teorema 3.21 tenemos que l´ımu→1− H(u) es finito si y solo si
l´ım
u→1−
bj (1− u2)−(j+1)/22F1
(−n−1/2, n+3/2
−j+1/2 ;
1−u
2
)
existe y es finito para todo 0 ≤ j ≤ `. Esto es cierto si y solo si bj = 0 para todo 0 ≤ j ≤ `.
Por lo tanto, l´ımu→1− H(u) es finito si y solo si l´ımu→1− P (u) es finito.
Por el Corolario 3.22 sabemos que una autofuncio´n P = P (u) de D en el intervalo (0, 1)
tiene l´ımite finito cuando u → 1− si y solo si P es anal´ıtica en u = 1. Consideremos ahora el
siguiente espacio vectorial de funciones sobre C`+1,
Wλ =
{
P = P (u) anal´ıtica en (0, 1] : DP = λP
}
.
Una funcio´n P ∈ Wλ es caracterizada por P (1) = (a0, . . . , a`). Entonces, la dimensio´n de
Wλ es `+ 1 y el isomorfismo Wλ ' C`+1 esta´ dado por
ν : Wλ −→ C`+1, P 7→ P (1).
Los operadores diferenciales D y E conmutan porque los operadores diferenciales D y E
conmutan (ver la Observacio´n 3.19).
Proposicio´n 3.25. El espacio lineal Wλ es estable por el operador diferencial E y la restriccio´n
de este operador a Wλ es una funcio´n lineal . Ma´s au´n, el siguiente es un diagrama conmutativo
Wλ
E−−−−→ Wλ
ν
y yν
C`+1 L(λ)−−−−→ C`+1
(3.38)
donde L(λ) es la matriz (`+ 1)× (`+ 1)
L(λ) = − i2Q1C−1(V + λ)− i2M − 12V0
= −i
∑`
j=1
j(`−j+1)
(
(j−1)(j+1)+λ
)
2(2j−1)(2j+1) Ej,j−1 − i
`−1∑
j=0
(j+1)(`+j+2)
2 Ej,j+1 −
∑`
j=0
j(j+1)
2 Ejj .
Demostracio´n. El operador diferencial E lleva funciones anal´ıticas a funciones anal´ıticas, pues
sus coeficientes son polinomios, ver Teorema 3.24. Una funcio´n P ∈ Wλ es anal´ıtica, luego
l´ımu→1− EP (u) es finito. Por otra parte, como D y E conmutan, el operador diferencial E
preserva los autoespacios de D. Esto prueba que Wλ es estable por la accio´n de E. En
particular, E se restringe como una funcio´n lineal L(λ) en Wλ que ahora determinaremos.
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Del Teorema 3.24 tenemos
ν(E(P )) = (EP )(1) = i2Q1P
′(1)− i2MP (1)− 12V0P (1).
Pero ahora podemos obtener P ′(1) en te´rminos de P (1). De hecho, si evaluamos DP = λP en
u = 1 tenemos
P ′(1) = −C−1(V + λ)P (1).
Notar que C es una matriz inversible. Luego,
ν(E(P )) = − i2Q1C−1(V + λ)P (1)− i2MP (1)− 12V0P (1) = L(λ)P (1) = L(λ) ν(P ).
Esto completa la prueba de la proposicio´n.
Observacio´n 3.26. Si λ = −n(n+ 2), con n ∈ C, se tiene
L(λ) = i
∑`
j=1
j(`−j+1)(n−j+1)(n+j+1)
2(2j−1)(2j+1) Ej,j−1 − i
`−1∑
j=0
(j+1)(`+j+2)
2 Ej,j+1 −
∑`
j=0
j(j+1)
2 Ejj . (3.39)
Corolario 3.27. Todos los autovalores µ de L(λ) tienen multiplicidad geome´trica uno, esto
es, todo autoespacio es unidimensional.
Demostracio´n. Un vector a = (a0, a1, . . . , a`)
t es un autovector de L(λ) de autovalor µ, si y
solo si {aj}`j=0 satisface la siguiente relacio´n de recurrencia de tres te´rminos
i j(`−j+1)(n−j+1)(n+j+1)2(2j−1)(2j+1) aj−1 − j(j+1)2 aj − i (j+1)(`+j+2)2 aj+1 = µaj , (3.40)
para j = 0, . . . , `− 1 (donde interpretamos a−1 = 0), y
i `(n−`+1)(n+`+1)2(2`−1)(2`+1) a`−1 − `(`+1)2 a` = µa`. (3.41)
De estas ecuaciones vemos que el vector a esta´ determinado por a0, lo cual prueba que la
multiplicidad geome´trica del autovalor µ de L(λ) es uno.
Observacio´n 3.28. Los valores de µ para los que las ecuaciones (3.40) y (3.41) tienen solucio´n
{aj}`j=0 son exactamente los autovalores de la matriz L(λ). Las ecuaciones (3.40), para j =
0, . . . , `− 1, son empleadas para definir a1, . . . , a` comenzando con algu´n a0 ∈ C. La ecuacio´n
(3.41) es una condicio´n extra (una “condicio´n de cierre”) que los coeficientes aj deben satisfacer
para que a = (a0, . . . , a`) sea un autovector de L(λ) de autovalor µ.
Finalmente alcanzamos el principal resultado de esta seccio´n, que es la caracterizacio´n de las
autofunciones simulta´neas H de los operadores diferenciales D y E en (0, 1) que son continuas
en (0, 1]. Recordemos que las funciones esfe´ricas irreducibles del par (G,K) nos llevan a tales
funciones H.
Corolario 3.29. Sea H(u) una autofuncio´n simulta´nea de D y E en (0, 1), continua en (0, 1],
con respectivos autovalores λ = −n(n+ 2), n ∈ C, y µ. Entonces, H es de la forma
H(u) = UT (u)P (u)
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con U la matriz dada en (3.33), T (u) =
∑`
j=0
(1 − u2)j/2Ejj , y P = (p0, . . . , p`)t es la funcio´n
vectorial dada por
pj(u) = aj 2F1
(−n+j,n+j+2
j+3/2 ;
1−u
2
)
donde {aj}`j=0 satisface las relaciones de recurrencia (3.40) y (3.41). Adema´s tenemos que
H(1) = a0(1, 1, . . . , 1)
t. En particular, si H(u) es asociada a una funcio´n esfe´rica tenemos que
a0 = 1.
Observacio´n 3.30. La condicio´n H(1) = (1, . . . , 1)t implica que P (1) es un vector cuya
primera entrada es igual a 1.
En S3, el conjunto {
xθ = (
√
1− θ2, 0, 0, θ) : θ ∈ [−1, 1]
}
parametriza todas las K-o´rbitas. Notar que para θ > 0 tenemos que xθ ∈ (S3)+, y p(xθ) =
(
√
1−θ2
θ , 0, 0). Por lo tanto, en te´rminos de la variable r ∈ [0,∞) tenemos que r =
√
1−θ2
θ , y
entonces, en te´rminos de la variable u ∈ (0, 1] tenemos u = 1√
1+r2
= θ. Luego, dada una funcio´n
esfe´rica irreducible Φ de tipo pi ∈ Kˆ, si consideramos la funcio´n asociada H : S3 −→ End(Vpi)
definida por
H(g (0, 0, 0, 1)t) = Φ(g)Φ−1pi (g), g ∈ G,
tenemos que
H(
√
1− u2, 0, 0, u) = diag{H(u)} = diag{UT (u)P (u)}, (3.42)
donde H(u), u ∈ (0, 1], es la funcio´n vectorial dada en el Corolario 3.29 y diag{H(u)} denota la
funcio´n que toma como valores a matrices diagonales cuya entrada (k, k) es igual a la k-e´sima
entrada de la funcio´n vectorial H(u).
3.5 Autovalores de las Funciones Esfe´ricas
El propo´sito en esta seccio´n es usar la teor´ıa de representaciones de G para calcular los
autovalores de una funcio´n esfe´rica irreducible Φ correspondiente a los operadores diferenciales
∆1 y ∆2. De estos autovalores obtendremos los autovalores de la funcio´n H como autofuncio´n
de D y E.
Como dijimos en la seccio´n 3.1, existe una correspondencia un´ıvoca entre funciones esfe´ricas
irreducibles de (G,K) de tipo δ ∈ Kˆ y representaciones irreducibles de dimensio´n finita de G
que contienen al K-tipo δ. De hecho, cada funcio´n esfe´rica irreducible Φ de tipo δ ∈ Kˆ es de
la forma
Φ(g)v = P (δ)τ(g)v, g ∈ G, v ∈ P (δ)Vτ , (3.43)
donde (τ, Vτ ) es una representacio´n irreducible finito dimensional de G, que contiene el K-tipo
δ, y P (δ) es la proyeccio´n de Vτ sobre la componente K-isot´ıpica de tipo δ.
Las representaciones irreducibles de dimensio´n finita τ de G = SO(4) esta´n parametrizadas
por un par de enteros (m1,m2) tales que
m1 ≥ |m2|,
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mientras que las representaciones irreducibles de dimensio´n finita pi` de K = SO(3) esta´n
parametrizadas por ` ∈ 2N0.
Las representaciones τ(m1,m2) restringidas a SO(3) contienen la representacio´n pi` si y solo
si m1 ≥ `/2 ≥ |m2|. Por lo tanto, la clase de equivalencia de funciones esfe´ricas irreducibles
de (G,K) de tipo pi` esta´n parametrizadas por el conjunto de todos los pares (m1,m2) ∈ Z2
tales que
m1 ≥ `2 ≥ |m2|.
Denotamos por
Φ
(m1,m2)
` , con m1 ≥ `2 ≥ |m2|,
a la funcio´n esfe´rica de tipo pi` asociada a la representacio´n τ(m1,m2) de G.
Teorema 3.31. La funcio´n esfe´rica Φ
(m1,m2)
` satisface
∆1Φ
(m1,m2)
` =
1
4(m1 −m2)(m1 −m2 + 2)Φ
(m1,m2)
` ,
∆2Φ
(m1,m2)
` =
1
4(m1 +m2)(m1 +m2 + 2)Φ
(m1,m2)
` .
Demostracio´n. Comenzamos por observar que el autovalor de cualquier funcio´n esfe´rica irre-
ducible Φ correspondiente a un operador diferencial ∆ ∈ D(G)G, dado por [∆Φ](e), es un
mu´ltiplo escalar de la identidad. Como ∆1 y ∆2 esta´n en D(G)
G, tenemos que
[∆1Φ
(m1,m2)
` ](e) = τ˙(m1,m2)(∆1) y [∆2Φ
(m1,m2)
` ](e) = τ˙(m1,m2)(∆2).
Estos escalares pueden ser calculados mirando la accio´n de ∆1 y ∆2 en un vector peso
ma´ximo v de la representacio´n τ(m1,m2), cuyo peso ma´ximo es de la forma m1ε1 +m2ε2.
Recordemos que
∆1 = (iZ6)
2 + iZ6 − (Z5 + iZ4)(Z5 − iZ4),
∆2 = (iZ3)
2 + iZ3 − (Z2 + iZ1)(Z2 − iZ1).
Como (Z5 − iZ4) y (Z2 − iZ1) son vectores ra´ıces positivas Z6, Z3 ∈ hC, tenemos
τ˙(m1,m2)(∆1)v = τ˙(m1,m2)(iZ6)
2v + τ˙(m1,m2)(iZ6)v =
1
4(m1 −m2)(m1 −m2 + 2)v,
τ˙(m1,m2)(∆2)v = τ˙(m1,m2)(iZ3)
2v + τ˙(m1,m2)(iZ3)v =
1
4(m1 +m2)(m1 +m2 + 2)v.
Esto completa la demostracio´n del teorema.
Ahora daremos los autovalores de la funcio´n H asociada a una funcio´n esfe´rica irreducible,
correspondiente a los operadores diferenciales D y E.
Corolario 3.32. La funcio´n H asociada a la funcio´n esfe´rica Φ
(m1,m2)
` satisface DH = λH y
EH = µH con
λ = −(m1 −m2)(m1 −m2 + 2), µ = − `(`+2)4 + (m1 + 1)m2.
Demostracio´n. Sea Φ = Φ
(m1,m2)
` . Por la Proposicio´n 3.1 tenemos que ∆1Φ = λ˜Φ y ∆2Φ = µ˜Φ
si y solo si DH = λH y EH = µH, donde la relacio´n entre los autovalores de H y Φ es
λ = −4λ˜, µ = −14`(`+ 2) + µ˜− λ˜.
Ahora el enunciado sigue fa´cilmente del Teorema 3.31.
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Corolario 3.33. La funcio´n P asociada a la funcio´n esfe´rica Φ
(m1,m2)
` , definida por H(u) =
UT (u)P (u) (ver (3.28)), satisface DP = λP y EP = µP con
λ = −(m1 −m2)(m1 −m2 + 2), µ = − `(`+2)4 + (m1 + 1)m2.
Observacio´n 3.34. Observemos que acabamos de demostrar que el autovalor λ puede escribirse
de la forma
λ = −n(n+ 2), con n ∈ N0.
Proposicio´n 3.35. Si Φ es una funcio´n esfe´rica irreducible de
(
SO(4),SO(3)
)
, luego Φ(−e) =
±I. Ma´s au´n, si Φ = Φ(m1,m2)` y g ∈ SO(4), entonces
Φ(−g) =
{
Φ(g) si m1 +m2 ≡ 0 mod (2)
−Φ(g) si m1 +m2 ≡ 1 mod (2).
Demostracio´n. Como mencionamos en la Seccio´n 3.1, cada funcio´n esfe´rica irreducible del par(
SO(4), SO(3)
)
de tipo pi, es de la forma Φ(g) = Ppiτ(g), donde τ ∈ SˆO(4) contiene el K-tipo
pi y Ppi es la proyeccio´n sobre la componente pi-isot´ıpica de Vτ .
Sea η el peso ma´ximo de τ = (m1,m2) ∈ SˆO(4), i.e. η = m1ε1 + m2ε2 (ver Subseccio´n
3.1.3). Tenemos que
−e = exp
(
0 pi 0 0−pi 0 0 0
0 0 0 pi
0 0 −pi 0
)
;
por consiguiente, si v es un vector peso ma´ximo en Vτ de peso η, tenemos
τ(−e)v = e−pi(m1+m2)iv = ±v.
Como τ(−e) conmuta con τ(g) para todo g ∈ SO(4), por el Lema de Schur τ(−e) es un mu´ltiplo
de la identidad. Luego,
τ(−e) =
{
I, si m1 +m2 ≡ 0 mod (2)
−I, si m1 +m2 ≡ 1 mod (2) .
Por lo tanto,
Φ(−g) = Ppiτ(−g) = Ppiτ(−e)τ(g) = τ(−e)Φ(g).
Luego, la proposicio´n esta´ demostrada.
3.6 La Funcio´n P
En las secciones previas nos interesamos en estudiar las funciones esfe´ricas irreducibles Φ
de un K-tipo pi = pi`. Esto se realizo´ asociando a cada funcio´n Φ a una funcio´n H con valores
en C`+1, la cual es una autofuncio´n simulta´nea de los operadores diferenciales D y E en (0, 1),
dados en (3.21) y (3.22), continua en (0, 1] y tal que H(1) = (1, . . . , 1). Esta funcio´n H es de
la forma
H(u) = UT (u)P (u),
donde U es la matriz constante dada en (3.33) y T (u) =
∑`
j=0(1− u2)j/2Ejj .
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De esta forma tenemos asociada cada funcio´n esfe´rica irreducible Φ a una funcio´n P (u),
anal´ıtica en (0, 1], que es una autofuncio´n simulta´nea de los operadores diferenciales D y E
expl´ıcitamente dados en el Teorema 3.24 como
DP = (1− u2)P ′′ − uCP ′ − V P,
EP = i2
(
(1− u2)Q0 +Q1
)
P ′ − i2uMP − 12V0P.
Del Corolario 3.22 tenemos que una autofuncio´n P = (p0, . . . , p`)
t de D, a valores vectori-
ales, con autovalor λ = −n(n+ 2) y tal que l´ımu→1− P (u) existe esta´ dada por
pj(u) = aj 2F1
(−n+j, n+j+2
j+3/2 ;
1−u
2
)
, 0 ≤ j ≤ `,
donde aj son nu´meros complejos arbitrarios para j = 1, 2, . . . , `.
Introduzcamos el siguiente espacio vectorial de funciones a C`+1, definido para n ∈ N0 y
µ ∈ C,
Vn,µ = {P = P (u) anal´ıtica en (0, 1] : DP = −n(n+ 2)P, EP = µP}.
Observemos que Vn,µ 6= 0 si y solo si µ es un autovalor de la matriz L(λ) dada en (3.39),
con λ = −n(n+ 2). Nos interesa considerar solo los casos Vn,µ 6= 0.
Del Corolario 3.29 tenemos que una funcio´n P ∈ Vn,µ es de la forma P = (p0, . . . , p`)t,
donde
pj(u) = aj 2F1
(−n+j, n+j+2
j+3/2 ;
1−u
2
)
, 0 ≤ j ≤ `, (3.44)
y los coeficientes {aj}`j=0 satisfacen las relaciones de recurrencia (3.40).
Observemos que la ecuacio´n (3.41) es automa´ticamente satisfecha ya que µ es un autovalor
de la matriz L(λ) dada en en (3.39).
Si la funcio´n P esta´ asociada a una funcio´n esfe´rica irreducible tenemos que a0 = 1, puesto
que la condicio´n H(1) = (1, . . . , 1) implica que P (1) es un vector cuya primer entrada es 1, ver
(3.27).
Proposicio´n 3.36. Si P ∈ Vn,µ entonces P es una funcio´n polinomial.
Demostracio´n. Sea P (u) = (p0(u), . . . , p`(u)) ∈ C`+1. Por el Corolario 3.29 tenemos que las
entradas de la funcio´n P esta´n dadas por
pj(u) = aj 2F1
(−n+j,n+j+2
j+3/2 ;
1−u
2
)
, (3.45)
donde los coeficientes {aj}`j=0 satisfacen la relacio´n de recurrencia (3.40), para algu´n autovalor
µ de L(λ).
Para 0 ≤ j ≤ n, la funcio´n pj(u) es una funcio´n polinomial, mientras que para n < j ≤ ` la
serie definida por la funcio´n hipergeome´trica no es finita. Luego, en este caso tenemos que pj
es un polinomio si y solo si el coeficiente aj es cero.
De la expresio´n de E en el Teorema 3.24, para 0 ≤ j ≤ ` tenemos
µpj =
i
2
(
(1− u2) (j+1)(`+j+2)2j+3 p′j+1 + j(`−j+1)2j−1 p′j−1
)
− i2u(j + 1)(`+ j + 2)pj+1 − 12j(j + 1)pj ,
(3.46)
donde interpretamos p−1 = p`+1 = 0.
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Por induccio´n en j, supongamos que pj y pj−1 son funciones polinomiales y sea pj+1(u) =∑
k≥0 bku
k. Entonces,
p(u) = 12j+3(1− u2)p′j+1(u)− upj+1(u) = 12j+3
∑
k≥0
(
(k + 1)bk+1 − (k + 2j + 2)bk−1
)
uk
es tambie´n una funcio´n polinomial en u, (donde como es usual denotamos b−1 = 0). Sea
m = gr(p). Luego, para k > m tenemos
bk+1 =
(k+2j+1)
k+2 bk−1,
entonces |bk+1| ≥ |bk−1| para k > m. Como l´ımu→1− pj+1(u) existe, tenemos que bk = 0 para
k > m. Por lo tanto, pj+1 es un polinomio. Adema´s, concluimos que si n < ` la j-e´sima
entrada de P es pj = 0 para n < j ≤ `.
Corolario 3.37. La funcio´n P (u) asociada a una funcio´n esfe´rica irreducible Φ de tipo pi` es
una funcio´n polinomial que toma valores en C`+1.
Demostracio´n. Solo debemos recordar que la funcio´n P asociada a la funcio´n esfe´rica irreducible
Φ
(m1,m2)
` de tipo pi` pertenece a Vn,µ, con n = m1 −m2 ∈ N0 y µ = − `(`+2)4 + (m1 + 1)m2 (ver
Corolario 3.33).
3.7 Desde P a Φ
3.7.1 Correspondencia entre Polinomios y Funciones Esfe´ricas
En esta subseccio´n probaremos que, dado pi` ∈ Kˆ, hay una correspondencia biun´ıvoca entre
los polinomios a valores vectoriales P (u) autofunciones de D y E tales que la primera entrada
del vector P (1) es igual a 1 y las funciones esfe´ricas irreducibles Φ de tipo pi`.
Teorema 3.38. Hay una correspondencia uno a uno entre las funciones esfe´ricas irreducibles
Φ de tipo pi` ∈ Kˆ, ` ∈ 2N0, y las funciones P en Vn,µ 6= 0 tales que P (1) = (1, a1, . . . , a`).
Demostracio´n. Dada una funcio´n esfe´rica irreducible de tipo pi`, tenemos ya demostrado que
la funcio´n P asociada a ella pertenece al espacio Vn,µ y que la primera entrada P (1) es igual a
uno.
Las clases de equivalencia de funciones esfe´ricas irreducibles de (G,K) de tipo pi` esta´n
parametrizadas por el conjunto de todos lo pares (m1,m2) ∈ Z2 tales que
m1 ≥ `2 ≥ |m2|.
Cada funcio´n esfe´rica irreducible Φ
(m1,m2)
` corresponde a una autofuncio´n vectorial P
(m1,m2)
`
de los operadores D y E cuyos autovalores, de acuerdo al Corolario 3.32, son respectivamente
λ
(m1,m2)
` = −(m1 −m2)(m1 −m2 + 2),
µ
(m1,m2)
` = − `(`+2)4 + (m1 + 1)m2.
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`/2
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−`/2
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−n′
Figura 3.2: Pares (m1,m2) que contienen el K-tipo `.
Fa´cilmente uno puede ver que para diferentes pares (m1,m2) los pares de autovalores
(λ
(m1,m2)
` , µ
(m1,m2)
` ) son distintos. Entonces, cada autofuncio´n P
(m1,m2)
` esta´ asociada a una
u´nica funcio´n esfe´rica irreducible Φ
(m1,m2)
` .
Por otra parte, por (3.44) sabemos que P ∈ Vn,µ si y solo si P (u) = (p0(u), . . . , p`(u))t es
de la forma
pj(u) = aj 2F1
(−n+j,n+j+2
j+3/2 ;
1−u
2
)
, para todo 0 ≤ j ≤ `,
donde {aj}`j=0 satisface (3.40). Luego, a = (a0, . . . , a`)t es un autovector de la matriz L(λ) con
autovalor µ. En particular no hay ma´s de ` + 1 autovectores linealmente independientes. Si
P ∈ Vn,µ entonces P es una funcio´n polinomial; por lo tanto, cuando n < ` tenemos que
aj = 0, para n < j ≤ `.
Entonces, los autovalores de L(λ) viven en un subespacio de dimensio´n n + 1 y, por lo tanto,
hay a lo sumo n+ 1 autovectores linealmente independientes. Del Corolario 3.27 tenemos que
cada autoespacio de L(λ) es unidimensional. Por lo tanto concluimos que, salvo escalares, no
hay mas de mı´n{`+ 1, n+ 1} autovectores de L(λ).
Luego, es suficiente demostrar que para cada λ = −n(n+ 2), con n ∈ N0, hay exactamente
mı´n{`+ 1, n+ 1} funciones esfe´ricas irreducibles de tipo pi` ∈ K.
Es fa´cil verificar (ver Figura 3.2) que hay exactamente mı´n{`+ 1, n+ 1} pares (m1,m2) ∈
Z× Z, satisfaciendo
m1 ≥ `2 ≥ |m2| y m1 −m2 = n. (3.47)
Esto concluye la demostracio´n del teorema.
Si tomamos n = m1−m2 y k = `/2−m2 en Corolario 3.32 tenemos que para una autofuncio´n
P (u) de D y E, asociada a una funcio´n esfe´rica irreducible de tipo pi` ∈ Kˆ, los respectivos
autovalores son de la forma
λ = −n(n+ 2), µ = − `2
(
`
2 + 1
)
+
(
n− k + `2 + 1
) (
`
2 − k
)
,
con 0 ≤ n y 0 ≤ k ≤ mı´n(n, `).
Ahora enunciamos el teorema principal de esta seccio´n.
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Teorema 3.39. Existe una correspondencia uno a uno entre las funciones esfe´ricas irreducibles
de tipo pi` ∈ Kˆ y las funciones polinomiales vectoriales P (u) = (p0(u), . . . , p`(u))t con
pj(u) = aj 2F1
(−n+j,n+j+2
j+3/2 ;
1−u
2
)
,
donde n ∈ N0, a0 = 1 y {aj}`j=0 satisface la relacio´n de recurrencia
i j(`−j+1)(n−j+1)(n+j+1)2(2j−1)(2j+1) aj−1 − j(j+1)2 aj − i (j+1)(`+j+2)2 aj+1 = µaj ,
para 0 ≤ j ≤ `− 1, y µ de la forma
µ = − `2
(
`
2 + 1
)
+
(
n+ k − `2 + 1
) (
k − `2
)
,
para k ∈ Z, 0 ≤ k ≤ mı´n{n, `}.
3.7.2 Reconstruccio´n de una Funcio´n Esfe´rica Irreducible
Fijado ` ∈ 2N0 sabemos que una funcio´n P = P (u) como en el Teorema 3.39 esta´ asociada
a una u´nica funcio´n esfe´rica irreducible Φ de tipo pi` ∈ Kˆ. Ahora mostramos expl´ıcitamente
como construir la funcio´n Φ a partir de tal P . Recordemos que P es una funcio´n polinomial.
Definamos la funcio´n vectorial H(u) = UT (u)P (u) = (h0(u), . . . , h`(u)), u ∈ [−1, 1], con U
y T (u) como en el Corolario 3.29 y que diag{H(u)} denote la funcio´n matricial diagonal cuya
kk-entrada es igual a la k-e´sima entrada de la funcio´n vectorial H(u).
Por otra parte, si consideramos la funcio´n H : S3 −→ End(Vpi) asociada a la funcio´n esfe´rica
irreducible Φ, por el Corolario 3.29 y (3.42) sabemos que para u ∈ (0, 1)
H(
√
1− u2, 0, 0, u) = H(u).
Por lo tanto, como ambas funciones en la igualdad de arriba son anal´ıticas en (−1, 1) y continuas
en [−1, 1], tenemos que
H(
√
1− u2, 0, 0, u) = H(u),
para todo u ∈ [−1, 1].
Como H(kx) = pi`(k)H(x)pi
−1
` (k) para cada x ∈ S3 y k ∈ K, hemos encontrado el valor
expl´ıcito de la funcio´n H en la esfera S3. Entonces, definimos la funcio´n H : G −→ End(Vpi`)
por
H(g) = H(gK), g ∈ G.
Finalmente, tenemos que la funcio´n esfe´rica irreducible Φ es de la forma
Φ(g) = H(g)Φpi`(g), g ∈ G,
donde Φpi` es la funcio´n esfe´rica auxiliar introducida en la Subseccio´n 3.1.5.
3.8 Hipergeometrizacio´n
En esta seccio´n, para una ` ∈ 2N0 fija construiremos una sucesio´n de polinomios matriciales
Pw fuertemente relacionados a funciones esfe´ricas irreducibles de tipo pi` ∈ Kˆ.
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Dado un entero no negativo w y k = 0, 1, 2, . . . , `, los enteros m1 = w+`/2 y m2 = −k+`/2
satisfacen
w + `2 ≥ `2 ≥
∣∣−k + `2 ∣∣ .
Entonces, podemos considerar
Φ
(w+`/2,−k+`/2)
` ,
la funcio´n esfe´rica de tipo pi` ∈ Kˆ asociada a la G-representacio´n τ(m1,m2).
Adema´s consideremos la funcio´n matricial Pw = Pw(u), cuya k-e´sima columna (k =
0, 1, 2, . . . , `) esta´ dada por la funcio´n polinomial P con valores en C`+1, asociada a Φ(m1,m2)`
con m1 = w + `/2 y m2 = −k + `/2.
Por el Corolario 3.33, tenemos que la k-e´sima columna de Pw es una autofuncio´n de los
operadores D y E con autovalores λw(k) = −(w+ k)(w+ k+ 2) y µw(k) = w( `2 − k)− k( `2 + 1)
respectivamente.
Expl´ıcitamente, tenemos que la entrada (j, k) de la matriz Pw esta´ dada por
[Pw(u)]j,k = a
w,k
j 2F1
(−w−k+j,w+k+j+2
j+3/2 ; (1− u)/2
)
, (3.48)
donde aw,k0 = 1 para todo k y {aw,kj }`j=0 satisface
i j(`−j+1)(w+k−j+1)(w+k+j+1)2(2j−1)(2j+1) a
w,k
j−1 − j(j+1)2 aw,kj − i (j+1)(`+j+2)2 aw,kj+1
=
(
w( `2 − k)− k( `2 + 1)
)
aw,kj .
(3.49)
Por la Proposicio´n 3.37, con n = w + k, tenemos que [Pw(u)]j,k es un polinomio en u. Por
lo tanto, tenemos los siguientes resultados.
Proposicio´n 3.40. El polinomio matricial Pw definido arriba satisface
DPw = PwΛw y EPw = PwMw,
donde Λw =
∑`
k=0 λw(k)Ekk, Mw =
∑`
k=0 µw(k)Ekk, y
λw(k) = −(w + k)(w + k + 2) y µw(k) = w( `2 − k)− k( `2 + 1).
Para el particular caso w = 0, tenemos las fo´rmulas expl´ıcitas para a0,kj .
Proposicio´n 3.41. Tenemos
a0,kj =
(−2i)jk! j!
(k − j)!(2j)! para 0 ≤ j ≤ k ≤ `,
a0,kj = 0 para 0 ≤ k < j ≤ `.
(3.50)
Demostracio´n. Claramente a0,k0 = 1; entonces solo necesitamos comprobar que estos a
0,k
j satis-
facen la siguiente relacio´n de recurrencia de tres te´rminos:
i j(`−j+1)(k−j+1)(k+j+1)2(2j−1)(2j+1) a
0,k
j−1 − j(j+1)2 a0,kj − i (j+1)(`+j+2)2 a0,kj+1 = −k(`+2)2 a0,kj . (3.51)
Notemos que si los coeficiente a0,kj son los dados por (3.50), para 0 ≤ j ≤ k ≤ ` tenemos
ia0,kj−1 = − 2j−1k−j+1a0,kj y ia0,kj+1 = k−j2j+1a0,kj .
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Luego, para 0 ≤ j ≤ k ≤ ` (3.51) es equivalente
− j(`−j+1)(k+j+1)2(2j+1) a0,kj − j(j+1)2 a0,kj − (j+1)(`+j+2)(k−j)2(2j+1) a0,kj = −k(`+2)2 a0,kj ,
lo que puede ser comprobado fa´cilmente.
Si j = k + 1 tenemos
i (k+1)(`−(k+1)+1)(k−(k+1)+1)(k+(k+1)+1)2(2j−1)(2j+1) a
0,k
k = 0,
lo cual es cierto. Y si j ≥ k+2 simplemente tenemos 0 = 0. Por lo tanto, los coeficientes dados
en (3.50) satisfacen (3.49) y la demostracio´n esta´ terminada.
Ahora introducimos la funcio´n matricial Ψ definida como el primer “paquete” de funciones
esfe´ricas Pw con w ≥ 0, i.e.
Ψ(u) = P0(u). (3.52)
Por (3.48) y (3.50) observamos que Ψ(u) es una matriz triangular superior. Ma´s au´n, Ψ(u) =
(Ψjk)jk es el polinomio dado por
Ψjk =
(2j + 1)(−2i)j k!j!
(k + j + 1)!
Cj+1k−j (u), para 0 ≤ j ≤ k ≤ `, (3.53)
donde Cj+1k−j (u) es el polinomio de Gegenbauer
Cj+1k−j (u) =
(
k + j + 1
k − j
)
2F1
(−k+j , k+j+2
j+3/2 ; (1− u)/2
)
.
Como la k-e´sima columna de Ψ es una autofuncio´n de D y E con autovalores λ0(k) =
−k(k + 2) y µ0(k) = −k( `2 + 1) respectivamente, la funcio´n Ψ satisface
DΨ = ΨΛ0 y EΨ = ΨM0, (3.54)
donde Λ0 =
∑`
k=0 λ0(k)Ekk y M0 =
∑`
k=0 µ0(k)Ekk.
Observacio´n 3.42. Las entradas de la diagonal de Ψ(u) son polinomios no nulos, entonces
tenemos que Ψ(u) es inversible.
Ma´s au´n, la inversa Ψ(u)−1 es tambie´n un polinomio que toma valores de matrices superio-
res. Esto se puede comprobar fa´cilmente, por ejemplo, usando la regla de Cramer, ya que el
determinante de Ψ(u) es una constante no nula.
Teorema 3.43. Sean D y E los operadores diferenciales definidos en Teorema 3.24, y sea Ψ
la funcio´n matricial cuyas entradas son dadas por (3.53). Sea D˜ = Ψ−1DΨ y E˜ = Ψ−1EΨ,
luego
D˜F =(1− u2)F ′′ + (−uC + S1)F ′ + Λ0F, E˜F = (uR2 +R1)F ′ +M0F,
para cualquier funcio´n C∞ F en (0, 1) con valores en C`+1, donde
C =
∑`
j=0
(2j + 3)Ejj , S1 =
`−1∑
j=0
2(j + 1)Ej,j+1,
R1 =
`−1∑
j=0
(j+1)
2 Ej,j+1 −
`−1∑
j=0
(`−j)
2 Ej+1,j , R2 =
∑`
j=0
( `2 − j)Ej,j ,
Λ0 =
∑`
j=0
−j(j + 2)Ej,j , M0 =
∑`
j=0
−j( `2 + 1)Ej,j .
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Demostracio´n. Por definicio´n tenemos
D˜F˜ = (1− u2)F˜ ′′ + Ψ−1[2(1− u2)Ψ′ − uCΨ]F˜ ′ + Ψ−1 [(1− u2)Ψ′′ − uCΨ′ − VΨ] F˜ ,
E˜F˜ = i2Ψ
−1[(1− u2)Q0 +Q1]ΨF˜ ′ + Ψ−1
[
i
2
(
(1− u2)Q0 +Q1
)
Ψ′ − i2uMΨ− 12V0Ψ
]
F˜ .
Usando (3.54) observamos que
(1− u2)Ψ′′ − uCΨ′ − VΨ = DΨ = ΨΛ0,
i
2
(
(1− u2)Q0 +Q1
)
Ψ′ − i2uMΨ− 12V0Ψ = EΨ = ΨM0.
Para completar la prueba de este teorema usamos las siguientes propiedades de los poli-
nomios de Gegenbauer (para las tres primeras ver [KS98], pa´gina 40; para la u´ltima ver [Sze75],
pa´gina 83, ecuacio´n (4.7.27))
dCλn
du
(u) = 2λCλ+1n−1(u), (3.55)
2(n+ λ)uCλn(u) = (n+ 1)C
λ
n+1(u) + (n+ 2λ− 1)Cλn−1(u), (3.56)
(1− u2)dC
λ
n
du
(u) + (1− 2λ)uCλn(u) = −
(n+ 1)(2λ+ n− 1)
2(λ− 1) C
λ−1
n+1(u), (3.57)
(n+ 2λ− 1)
2(λ− 1) C
λ−1
n+1(u) = C
λ
n+1(u)− uCλn(u). (3.58)
Necesitamos establecer las siguientes igualdades
[2(1− u2)Ψ′ − uCΨ] = Ψ(−uC + S1), (3.59)
i
2 [(1− u2)Q0 +Q1]Ψ = Ψ(uR2 +R1). (3.60)
Como (3.59) es a una igualdad matricial, mirando el lugar (j, k) tenemos
2(1− u2)Ψ′jk − uCjjΨjk = −ΨjkuCkk + Ψj,k−1(S1)k−1,k.
Multiplicando ambos lados por (k+j+1)!
(2j+1)(−2i)j k!j! y usando (3.53) tenemos
2(1− u2) d
du
Cj+1k−j − u(2j + 3)Cj+1k−j = −u(2k + 3)Cj+1k−j + 2(k + j + 1)Cj+1k−j−1.
y tomando λ = j + 1 y n = k − j tenemos
2(1− u2)dC
λ
n
du
− u(2λ+ 1)Cλn = −u(2(n+ λ) + 1)Cλn + 2(n+ 2λ− 1)Cλn−1.
Para ver que esta identidad se mantiene, usamos (3.57) para escribir dC
λ
n
du en te´rminos de C
λ
n y
Cλ−1n+1 , y (3.56) para expresar C
λ
n−1 en te´rminos de Cλn y Cλn+1, luego reconocemos la identidad
(3.58). Entonces tenemos probada (3.59).
Ahora necesitamos verificar la igualdad matricial (3.60). La entrada (j, k) esta´ dada por
(ver Teorema 3.24 para la definicio´n de las matrices Q0 y Q1)
i
2(1− u2)(Q0)j,j+1Ψj+1,k + i2(Q1)j,j−1Ψj−1,k =
uΨjk(R2)kk + Ψj,k+1(R1)k+1,k + Ψj,k−1(R1)k−1,k.
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Nuevamente, multiplicando ambos lados por (k+j+1)!
(−2i)j k!j! y tomando λ = j + 1 y n = k − j,
obtenemos
(1− u2)λ
2(`+ λ+ 1)
n+ 2λ
Cλ+1n−1 −
(`− λ+ 2)(n+ 2λ− 1)
4
Cλ−1n+1 = u
(
`
2 − (n+ λ− 1)
)
(2λ− 1)Cλn
− (`− n− λ+ 1)(2λ− 1)(n+ λ)
2(n+ 2λ)
Cλn+1 +
(2λ− 1)(n+ 2λ− 1)
2
Cλn−1.
Ahora, primero usamos (3.57) combinado con (3.55) para escribir Cλ+1n−1 en te´rminos de C
λ
n y
Cλ−1n+1 , y luego usamos (3.56) para expresar C
λ
n−1 en te´rminos de Cλn y Cλn+1. Entonces tenemos
(λ2−`λ−3λ−`n−2n)(2λ−1)
2(n+2λ)
(
uCλn(u) +
(n+ 2λ− 1)
2(λ− 1) C
λ−1
n+1(u)− Cλn+1(u)
)
= 0,
que es cierto por (3.58).
Para un dado w ∈ N0 introducimos la funcio´n matricial
P˜w = Ψ
−1Pw, (3.61)
donde Pw es el polinomio matricial introducido en (3.48) y Ψ la funcio´n con valores en ma-
trices triangulares superiores dada en (3.53). Recordemos que la funcio´n Ψ−1 es una funcio´n
polinomial, como notamos en la Observacio´n 3.42. Por lo tanto P˜w es tambie´n una funcio´n
polinomial. El siguiente resultado es una consecuencia directa de la Proposicio´n 3.40 y del
Teorema 3.43.
Corolario 3.44. Los polinomios matriciales P˜w = Ψ
−1Pw satisfacen
D˜P˜w = P˜wΛw y E˜P˜w = P˜wMw,
donde Λw =
∑`
k=0 λw(k)Ekk, Mw =
∑`
k=0 µw(k)Ekk, y
λw(k) = −(w + k)(w + k + 2) y µw(k) = w( `2 − k)− k( `2 + 1).
3.9 Polinomios Ortogonales
El objetivo de esta seccio´n es construir una sucesio´n de polinomios ortogonales matriciales
cla´sica a partir de lo estudiado previamente. Esto significa exhibir un peso W con soporte
real, una sucesio´n {P˜w}w≥0 de polinomios matriciales tales que gr(P˜w) = w con el coeficiente
director de P˜w no singular, ortogonal con respecto a W , y un operador diferencial de segundo
orden (sime´trico) D˜ tal que D˜P˜w = P˜wΛw donde Λw es una matriz diagonal. Ma´s au´n, tambie´n
conseguiremos una operador diferencial de primer orden (sime´trico) E˜ tal que E˜P˜w = P˜wMw,
donde Mw es una matriz diagonal real.
Por D˜ (ver Teorema 3.43) obtenemos un nuevo operador diferencial D al hacer el cambio
de variables s = (1− u)/2. Entonces,
DF =s(1− s)F ′′ −
(
S1 − C
2
+ sC
)
F ′ + Λ0F.
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3.9.1 Soluciones Polinomiales de DF = λF
Estamos interesados en estudiar las soluciones polinomiales de la ecuacio´n DF = λF ; en
particular queremos saber cua´ndo existen soluciones polinomiales. Comenzamos con
s(1− s)F ′′ + (B − sC)F ′ + (Λ0 − λ)F = 0, (3.62)
donde
B =
C − S1
2
=
∑`
j=0
(j + 32)Ejj −
`−1∑
j=0
(j + 1)Ej,j+1,
C =
∑`
j=0
(2j + 3)Ejj , S1 =
`−1∑
j=0
(j + 1)Ej,j+1, Λ0 = −
∑`
j=0
j(j + 2)Ejj .
Esta ecuacio´n es un caso de la ecuacio´n hipergeome´trica matricial estudiada en [Tir03].
Como los autovalores de B no esta´n en −N0, la funcio´n F es determinada por F0 = F (0). Para
|s| < 1 esta´ dada por
F (s) = 2H1
(
C,−Λ0+λ
B
; s
)
F0 =
∞∑
j=0
sj
j!
[B;C;−Λ0 + λ]jF0, F0 ∈ C`+1,
donde el s´ımbolo [B;C;−Λ0 + λ]j esta´ definido inductivamente por
[B;C;−Λ0 + λ]0 = 1,
[B;C;−Λ0 + λ]j+1 = (B + j)−1 (j(C + j − 1)− Λ0 + λ)[B;C;−Λ0 + λ]j ,
para todo j ≥ 0.
Por lo tanto, existe una solucio´n polinomial de (3.62) si y solo si el coeficiente [B;C;−Λ0+λ]j
es una matriz singular para algu´n j ∈ N0. Ma´s au´n, tenemos que hay una solucio´n polinomial
de grado w de (3.62) si y solo si existe F0 ∈ C`+1 tal que [B;C;−Λ0 + λ]wF0 6= 0 y
(w(C + w − 1)− Λ0 + λ)Fw = 0, donde Fw = [B;C;−Λ0 + λ]wF0.
La matriz
Mw = w(C + w − 1)− Λ0 + λ =
∑`
j=0
((j + w)(j + w + 2) + λ)Ejj (3.63)
es diagonal. Entonces, es una matriz singular si y solo si λ es de la forma
λw(k) = −(k + w)(k + w + 2),
para 0 ≤ k ≤ `. Tenemos el siguiente resultado.
Proposicio´n 3.45. Dado λ ∈ C, la ecuacio´n DF = λF tiene una solucio´n polinomial si y solo
si λ es de la forma −n(n+ 2) para n ∈ N0.
Observacio´n 3.46. Sea w ∈ N0, 0 ≤ k ≤ `. El autovalor λw(k) satisface λw(k) = −n(n+ 2)
con n ∈ N0 si y solo si n = w + k. En particular,
λw(k) = λw′(k
′) si y solo si w + k = w′ + k′.
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Ahora queremos estudiar en ma´s detalle las soluciones polinomiales de DF = λF . Asuma-
mos que λ = −n(n+ 2) con n ∈ N0. Sea
F (s) =
w∑
i=0
Fis
i
una una solucio´n polinomial de grado w de la ecuacio´n DF = λF . Tenemos que los coeficientes
Fi son definidos recursivamente por
Fi+1 = (B + i)
−1MiFi = [B;C;−Λ0 + λ]iF0,
donde Mi es la matriz definida en (3.63).
La funcio´n F es un polinomio de grado w si y solo si existe F0 ∈ C`+1 tal que
Fw = [B;C;−Λ0 + λ]wF0 6= 0 y MwFw = 0. (3.64)
Como dijimos, la matriz Mw es singular si y solo si λ = λw(k) para algu´n k tal que tal que
0 ≤ k ≤ `, y por consiguiente, tenemos
w = n− k. (3.65)
Adema´s, observamos que MwFw = 0 si y solo si Fw esta´ en el subespacio generado por ek (el
k-e´simo vector de la base cano´nica de C`+1).
Ahora probaremos que siempre es posible elegir un vector F0 ∈ C`+1 tal que [B;C;−Λ0 +
λ]wF0 = ek. Recordemos que
[B;C;−Λ0 + λ]wF0 = (B + w − 1)−1Mw−1 · · ·M1B−1M0F0,
y que, para 0 ≤ i ≤ w, las matrices Mw−i son definidas por
Mr =
∑`
j=0
(λw(k)− λw−i(j))Ejj .
En particular el kernel de la matriz Mw−i es Cek+i para 0 ≤ i ≤ mı´n{w, ` − k}, puesto que
λw(k)− λw−i(j) = 0 si y solo si j − i = k (ver Observacio´n 3.46).
Sea Wk el subespacio C`+1 generado por {e0, e1, . . . , ek}. Observamos que para cada j ∈ N0
tenemos que Wk es invariante por (B + j)
−1 pues es una matriz triangular superior. Para
j < w, Mj es diagonal con las primeras k + 1 entradas no nulas, entonces la restriccio´n de Mj
a Wk es inversible. Por lo tanto, existe F0 tal que [B;C;−Λ0 + λ]wF0 = ek. Entonces
F (u) = 2H1
(
C,−Λ0+λ
B
;u
)
F0
es polinomio vectorial de grado w. Observamos que F0 es u´nico en Wk, pero no en C`+1. De
todos modos, la k-e´sima entrada de F es un polinomio de grado w, y todas las otras entradas
son de grados menores pues el coeficiente director Fw es siempre un mu´ltiplo de ek .
De esta forma, tenemos los siguientes resultados. En el primero fijamos el autovalor λ =
−n(n+ 2) con n ∈ N0, y en el segundo fijamos el grado w de los polinomios F .
Proposicio´n 3.47. Sea n ∈ N0 y λ = −n(n+2). Si P es una solucio´n polinomial de DF = λF
de grado w, entonces n− ` ≤ w ≤ n.
Rec´ıprocamente, para cada w ∈ N0 tal que n − ` ≤ w ≤ n, la ecuacio´n DF = λF tiene una
solucio´n polinomial grado w. Ma´s au´n, si w = n − k, 0 ≤ k ≤ `, el coeficiente director de
cualquier solucio´n polinomial de DF = λF es un mu´ltiplo de ek.
3.9. POLINOMIOS ORTOGONALES 63
Demostracio´n. Por (3.65) tenemos que existe una solucio´n polinomial de grado w si y solo si
w = n − k, con 0 ≤ k ≤ `. En tal caso, tenemos probado que existe F0 ∈ C`+1 tal que (3.64)
se mantiene y tenemos que Fw es un mu´ltiplo de ek.
Proposicio´n 3.48. Dado w ∈ N0 existen exactamente ` + 1 valores de λ tal que DF = λF
tiene una solucio´n polinomial de grado w, ma´s precisamente
λ = λw(k) = −(k + w)(k + w + 2), 0 ≤ k ≤ `.
Para cada k el coeficiente director de cualquier solucio´n polinomial de DF = λw(k)F es un
mu´ltiplo de ek, el k-e´simo vector en la base cano´nica de C`+1.
3.9.2 Nuestra Sucesio´n de Polinomios Ortogonales Matriciales
Los polinomios matriciales
P˜w(u) = Ψ(u)
−1Pw(u)
fueron introducidos en (3.61).
Proposicio´n 3.49. Las columnas {P˜ kw}k=0,...,` de P˜w son polinomios de grado w. Ma´s au´n,
gr
(
P˜ kw
)
k
= w y gr
(
P˜ kw
)
j
< w, para j 6= k.
Demostracio´n. La k-e´sima columna de la matriz P˜w = Ψ
−1Pw es el vector P˜ kw = Ψ−1P kw,
donde P kw es la k-e´sima columna de Pw. Por el Corolario 3.44 tenemos que P˜
k
w es una funcio´n
polinomial que satisface
D˜P˜ kw = λw(k)P˜
k
w, E˜P˜
k
w = µw(k)P˜
k
w,
para λw(k) = −(w + k)(w + k + 2) y µw(k) = w( `2 − k)− k( `2 + 1).
Si w′ denota le grado de P˜ kw, entonces tenemos que w+k− ` ≤ w′ ≤ w+k (ver Proposicio´n
3.47). Luego escribimos
P˜ kw =
w′∑
j=0
Aju
j , con Aj ∈ C`+1.
Ma´s au´n, por la Proposicio´n 3.48 tenemos que el correspondiente autovalor de D debe ser
igual a λw′(k
′) = −(w′ + k′)(w′ + k′ + 2), con 0 ≤ k′ ≤ `, y el coeficiente director Aw′ tiene
todas sus entradas nulas, excepto para las k′-e´simas. Por la Observacio´n 3.46 obtenemos que
w − w′ = k′ − k.
Por otra parte, P˜ kw satisface E˜P˜
k
w = µw(k)P˜
k
w, donde
E˜F = (uR2 +R1)F
′ +M0F
es el operador diferencial dado en Teorema 3.43. Entonces, los coeficientes de los polinomios
P˜ kw satisfacen(
jR2 +M0 − µw(k)
)
Aj + (j + 1)R1Aj+1 = 0, para 0 ≤ j ≤ w′,
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denotando Aw′+1 = 0. En particular, para j = w
′ tenemos(
w′R2 +M0 − µw(k)
)
Aw′ = 0. (3.66)
Por el Teorema 3.43 tenemos
w′R2 +M0 − µw(k)I =
∑`
j=0
(
w′( `2 − j)− j( `2 + 1)− µw(k)
)
Ejj
=
∑`
j=0
(
w′( `2 − j)− w( `2 − k) + (k − j)( `2 + 1)
)
Ejj .
Por (3.66) tenemos que la k′-e´sima entrada de la matriz w′R2 + M0 − µw(k)I debe ser cero,
entonces
0 = w′( `2 − k′)− w( `2 − k) + (k − k′)( `2 + 1).
Como w−w′ = k′ − k, tenemos 0 = (w−w′)(1 + k +w), lo cual implica que w′ = w y k′ = k.
Por lo tanto, P˜ kw es un polinomio de grado w y la u´nica entrada no nula del coeficiente
director de P˜ kw es la k-e´sima.
3.9.3 El Producto Interno
Dada una representacio´n irreducible de dimensio´n finita pi = pi` de K en el espacio vectorial
Vpi, sea (C(G)⊗ End(Vpi))K×K el espacio de todas las funciones continuas Φ : G −→ End(Vpi)
tales que Φ(k1gk2) = pi(k1)Φ(g)pi(k2) para todo g ∈ G, k1, k2 ∈ K. Equipamos Vpi con un
producto interno tal que pi(k) sea unitario para todo k ∈ K. Entonces, introducimos un
producto interno en el espacio vectorial (C(G)⊗ End(Vpi))K×K definiendo
〈Φ1,Φ2〉 =
∫
G
tr(Φ1(g)Φ2(g)
∗) dg , (3.67)
donde dg denota la medida de Haar de G normalizada por
∫
G dg = 1, y Φ2(g)
∗ denota la
adjunta de Φ2(g) con respecto al producto interno en Vpi.
Usando las relaciones de ortogonalidad de Schur para las representaciones irreducibles uni-
tarias de G, tenemos que si Φ1 y Φ2 son funciones esfe´ricas irreducibles no equivalentes, entonces
son ortogonales con respecto al producto interno 〈·, ·〉, i.e.
〈Φ1,Φ2〉 = 0.
En particular, si Φ1 y Φ2 son dos funciones esfe´ricas irreducibles de tipo pi = pi`, escribimos
como antes (ver (3.6)) Φ1 = H1Φpi y Φ2 = H2Φpi y denotamos
H1(u) = (h0(u), · · · , h`(u))t, H2(u) = (f0(u), · · · , f`(u))t,
como hicimos en la Subseccio´n 3.7.2.
Proposicio´n 3.50. Si Φ1,Φ2 ∈ (C(G)⊗ End(Vpi))K×K entonces
〈Φ1,Φ2〉 = 2
pi
∫ 1
−1
√
1− u2
∑`
j=0
hj(u)fj(u) du =
2
pi
∫ 1
−1
√
1− u2H∗2 (u)H1(u) du.
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Demostracio´n. Consideremos el elemento E1 = E14 − E41 ∈ g. Entonces, como so(4)C '
sl(2,C)⊕ sl(2,C), ad E1 tiene 0 y ±i como autovalores con multiplicidad 2.
Sea A = expRE1 el subgrupo de Lie de G de todos los elementos de la forma
a(t) = exp tE1 =

cos t 0 0 sin t
0 1 0 0
0 0 1 0
− sin t 0 0 cos t
 , t ∈ R.
Ahora el Teorema 5.10, pa´gina 190 en [Hel00], establece que para cada f ∈ C(G/K) y un
apropiado c∗ ∫
G/K
f(gK) dgK = c∗
∫
K/M
(∫ pi
−pi
δ∗(a(t))f(ka(t)K) dt
)
dkM ,
donde la funcio´n δ∗ : A −→ R esta´ definida por
δ∗(a(t)) =
∏
ν∈Σ+
| sin itν(E1)|,
y dgK y dkM son respectivamente las medidas invariantes a izquierda en G/K y K/M normali-
zadas por
∫
G/K dgK =
∫
K/M dkM = 1. Recordemos que M fue introducido en (3.15) y coincide
con el centralizador de A en K. En nuestro caso tenemos δ∗(a(t)) = sin2 t.
Como la funcio´n g 7→ tr(Φ1(g)Φ2(g)∗) es invariante por multiplicacio´n a izquierda y derecha
por elementos en K, tenemos
〈Φ1,Φ2〉 = c∗
∫ pi
−pi
sin2 t tr (Φ1(a(t))Φ2(a(t))
∗) dt. (3.68)
Adema´s, para cada t ∈ [−pi, 0], tenemos que (I − 2(E11 +E22))a(t)(I − 2(E11 +E22)) = a(−t),
con I − 2(E11 + E22) en K. Entonces tenemos
〈Φ1,Φ2〉 = 2c∗
∫ pi
0
sin2 t tr (Φ1(a(t))Φ2(a(t))
∗) dt.
Por la definicio´n de la funcio´n auxiliar Φpi(g) (ver Subseccio´n 3.1.5), tenemos que
Φ1(a(t))Φ2(a(t))
∗ = H1(a(t))H2(a(t))∗.
Por lo tanto, haciendo el cambio de variables cos(t) = u, obtenemos
〈Φ1,Φ2〉 = 2c∗
∫ 1
−1
√
1− u2
∑`
j=0
hj(u)fj(u)du.
Para encontrar el valor de c∗ consideramos el caso trivial Φ1 = Φ2 = I en (3.67) y (3.68). Por
lo tanto, obtenemos
`+ 1 = c∗
∫ pi
−pi
sin2 t (`+ 1) dt.
Entonces, tenemos que c∗ = pi−1 y la proposicio´n sigue.
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En los Teoremas 3.24 y 3.43 conjugamos los operadores diferenciales D y E a los operadores
hipergeo´metricos D˜ y E˜ dados por
D˜ = (UT (u)Ψ(u))−1D(UT (u)Ψ(u)) y E˜ = (UT (u)Ψ(u))−1E(UT (u)Ψ(u)).
Por lo tanto, en te´rminos de las funciones
P˜1 = (UT (u)Ψ(u))
−1H1 y P˜2 = (UT (u)Ψ(u))−1H2,
tenemos
〈P˜1, P˜2〉W =
∫ 1
−1
P˜2(u)
∗W (u)P˜1(u) du,
donde el peso matricial W (u) esta´ dado por
W (u) =
2
pi
√
1− u2Ψ∗(u)T ∗(u)U∗UT (u)Ψ(u). (3.69)
Si consideramos que Ψ(u) es un polinomio en u, que U es una constante matricial y que
T (u) =
∑`
j=0(1 − u2)j/2, tenemos que W (u) es una funcio´n continua en el intervalo cerrado
[−1, 1]. Entonces, W es un peso matricial en [−1, 1] con momentos finitos de todos los o´rdenes.
Consideremos ahora la sucesio´n de polinomios matriciales {P˜w}w≥0 introducida en (3.61).
La k-e´sima columna de P˜w(u) esta´ dada por un vector P˜
k
w(u) asociado a la funcio´n esfe´rica
irreducible de tipo pi`
Φ
(w+`/2,−k+`/2)
` .
Por lo tanto cuando (w, k) 6= (w′, k′) tenemos que P˜ kw y P˜ k
′
w′ son ortogonales con respecto a W ,
i.e.
〈P˜ kw, P˜ k
′
w′〉W = 0 si (w, k) 6= (w′, k′). (3.70)
En otras palabras, esta sucesio´n de polinomios matriciales cuadra en la teor´ıa de Krein, y
tenemos el siguiente teorema.
Teorema 3.51. Los polinomios matriciales P˜w, w ≥ 0, forman una sucesio´n de polinomios
ortogonales con respecto a W , las cuales son autofunciones de los operadores diferenciales
sime´tricos D˜ y E˜ que aparecen en el Teorema 3.43. Ma´s au´n,
D˜P˜w = P˜wΛw y E˜P˜w = P˜wMw,
donde Λw =
∑`
k=0 λw(k)Ekk, y Mw =
∑`
k=0 µw(k)Ekk, con
λw(k) = −(w + k)(w + k + 2) y µw(k) = w( `2 − k)− k( `2 + 1).
Demostracio´n. Por la Proposicio´n 3.49 obtenemos que cada columna de P˜w es un polinomio
de grado w. Ma´s au´n, P˜w es polinomio cuyo coeficiente director es una matriz no singular.
Dados w y w′, enteros no negativos, usando (3.70) tenemos
〈P˜w′ , P˜w〉W =
∫ 1
−1
P˜w(u)
∗W (u)P˜w′(u) du =
∑`
k,k′=0
∫ 1
−1
(
P˜ kw(u)
∗W (u)P˜ k
′
w′(u) du
)
Ek,k′
=
∑`
k,k′=0
δw,w′δk,k′
(∫ 1
−1
P˜ kw(u)
∗W (u)P˜ k
′
w′(u) du
)
Ek,k′
= δw,w′
∑`
k=0
∫ 1
−1
(
P˜ kw(u)
∗W (u)P˜ kw′(u) du,
)
Ek,k,
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lo que prueba la ortogonalidad. Ma´s au´n, tambie´n muestra que 〈P˜w, P˜w〉W es una matriz
diagonal. Ahora, gracias al Corolario 3.44 solo resta demostrar que los operadores D˜ y E˜ son
sime´tricos con respecto a W .
Haciendo algunos simples ca´lculos tenemos que
〈D˜P˜w, P˜w′〉 = δw,w′〈P˜w, P˜w′〉Λw = δw,w′Λ∗w〈P˜w, P˜w′〉 = 〈P˜w, D˜P˜w′〉,
para cada w,w′ ∈ N0, pues Λw es real y diagonal. Esto concluye la demostracio´n del teorema.
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CAPI´TULO 4
Las Esferas y los Espacios Proyectivos Reales
“El amor: un apo´stol ciego que rueda con la memoria esquilada a trave´s del ma´s hermoso de
los silencios tristes y embiste desafortunadamente azul como si fuera el mar.”
Daniel Veranda.
En este cap´ıtulo establecemos una directa relacio´n entre las funciones esfe´ricas de la esfera
n-dimensional Sn ' SO(n + 1)/SO(n) y las funciones esfe´ricas del espacio proyectivo real n-
dimensional Pn(R) ' SO(n+ 1)/O(n). Precisamente, para n impar una funcio´n en SO(n+ 1)
es una funcio´n esfe´rica irreducible de algu´n tipo pi ∈ SˆO(n) si y solo si es una funcio´n esfe´rica
irreducible de algu´n tipo γ ∈ Oˆ(n). Cuando n es par esto tambie´n es cierto para ciertos tipos, y
en los otros casos exhibimos una clara correspondencia entre las funciones esfe´ricas irreducibles
de ambos pares (SO(n+1),SO(n)) y (SO(n+1),O(n)). Finalmente demostramos que encontrar
todas las funciones esfe´ricas de un par es equivalente a hacer los mismo con el otro.
4.1 Funciones Esfe´ricas Zonales
Es sabido que los espacios sime´tricos conexos compactos de rango uno son de la forma
X ' G/K, donde G y K son:
i) G = SO(n+ 1), K = SO(n), X = Sn.
ii) G = SO(n+ 1), K = O(n), X = Pn(R).
iii) G = SU(n+ 1), K = S(U(n)×U(1)), X = Pn(C).
iv) G = Sp(n+ 1), K = Sp(n)× Sp(1), X = Pn(H).
v) G = F4(−52), K = Spin(9), X = P 2(Cay).
Las funciones esfe´ricas zonales (i.e. de K-tipo trivial) en X ' G/K son las autofunciones del
operador Laplace-Beltrami que solo depende de la distancia d(x, o), x ∈ X, donde o es el origen
en X. En cada caso las llamamos ϕ0, ϕ1, ϕ2, . . . , con ϕ0 = 1, y sea ϕ
∗
j (θ) la correspondiente
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funcio´n inducida en [0, L] por ϕj , donde L es el dia´metro de X; notemos que por razones de
compacidad se tiene una cantidad numerable de autofunciones. Estas funciones son finalmente
polinomios de Jacobi
ϕ∗j (θ) = cj P
(α,β)
j (cosλθ), (4.1)
con cj definida por la condicio´n ϕj(0) = 1 y λ, α y β dependen del par (G,K). Renormalizando
la distancia podemos asumir λ = 1 y L = pi, (confrontar [Hel65, pa´gina 171]). Ahora citamos
la siguiente lista de [Koo73, pa´gina 239]:
i) G/K ' Sn : α = (n− 2)/2, β = (n− 2)/2.
ii) G/K ' Pn(R) : α = (n− 2)/2, β = −1/2.
iii) G/K ' Pn(C) : α = n− 1, β = 0.
iv) G/K ' Pn(H) : α = 2n− 1, β = 1.
v) G/K ' P 2(Cay) : α = 7, β = 3.
Por lo tanto, a primera vista, las funciones esfe´ricas zonales en la esfera y en el espacio
proyectivo real aparentemente son dos familias completamente diferentes, para aclarar este
punto podemos remitirnos a la Seccio´n 4.4. En este cap´ıtulo se prueba que conocer todas las
funciones esfe´ricas asociadas a la esfera n-dimensional es equivalente a conocer las funciones
esfe´ricas en el espacio proyectivo real n-dimensional. Precisamente, establecemos una directa
relacio´n entre las funciones esfe´ricas matriciales del par (SO(n+1),SO(n)) y las del par (SO(n+
1),O(n)). En primera instancia probamos que, para n par las funciones esfe´ricas de la esfera y
las funciones esfe´ricas del espacio proyectivo real son las mismas, i.e., una funcio´n Φ en SO(n+1)
es una funcio´n esfe´rica irreducible de tipo pi ∈ SˆO(n) si y solo si existe γ ∈ Oˆ(n) tal que la
funcio´n Φ es un funcio´n esfe´rica de tipo γ. Cuando n es impar hay algunos casos particulares
en los cuales se tiene la misma situacio´n que en el caso n par, y mostramos que estos casos
son fa´cilmente distinguibles con so´lo mirar el peso ma´ximo de los correspondiente SO(n)-tipos.
Para el caso general mostramos como cada funcio´n esfe´rica irreducible del espacio proyectivo
esta´ expl´ıcitamente relacionada con dos funciones esfe´ricas de la esfera, ver el Teorema 4.9.
4.2 Preliminares
Como mencionamos en el Cap´ıtulo 2, las funciones esfe´ricas de tipo δ aparecen de forma
natural considerando representaciones de G. Si g 7→ U(g) es una representacio´n continua de
G, digamos en un espacio vectorial topolo´gico E completo, localmente convexo y Hausdorff,
entonces
P (δ) =
∫
K
χδ(k
−1)U(k) dk
es una proyeccio´n continua de E en P (δ)E = E(δ). La funcio´n Φ : G −→ End(E(δ)) definida
por
Φ(g)a = Pδτ(g)a, g ∈ G, a ∈ E(δ),
es una funcio´n esfe´rica de tipo δ.
Si la representacio´n g 7→ U(g) es irreducible entonces la funcio´n esfe´rica asociada Φ es
tambie´n irreducible. Rec´ıprocamente, cualquier funcio´n esfe´rica en un grupo compacto G se
consigue de esta forma desde una representacio´n irreducible de dimensio´n finita de G.
4.2. PRELIMINARES 71
Ahora recodamos algunos hechos ([GW09, §5.5.5]) acerca de co´mo uno obtiene las repre-
sentaciones irreducibles de dimensio´n finita de O(n) a partir de las representaciones irreducibles
de dimensio´n finita de SO(n), para entender en profundidad el resultado principal del cap´ıtulo:
Teoremas 4.7, 4.8 y 4.9.
Tomemos a ∈ O(n) dependiendo de n:
a = diag(1, . . . , 1,−1), si n es par,
a = diag(−1, . . . ,−1), si n es impar.
Y sea φ el automorfismo de SO(n) definido por
φ(k) = aka,
para todo k ∈ SO(n). Notemos que cuando n es impar φ es trivial y O(n) = SO(n)×F , donde
F = {1, a}. Por lo tanto en este caso las representaciones irreducibles de dimensio´n finita de
O(n) son de la forma γ = pi ⊗ 1 o γ = pi ⊗  donde pi es una representacio´n irreducible de
dimensio´n finita de SO(n) y  es el cara´cter no trivial de F . Entonces tenemos el siguiente
teorema.
Teorema 4.1. Si n es impar O(n) = SO(n) × F , adema´s SˆO(n) × Fˆ puede ser identificado
con el dual unitario de O(n) bajo la biyeccio´n ([pi], 1) 7→ [pi ⊗ 1] y ([pi], ) 7→ [pi ⊗ ].
Si n es par tenemos O(n) = SO(n)o F . Denotemos por Vpi el espacio vectorial asociado a
pi ∈ SˆO(n), entonces sea Vpiφ = Vpi y definimos piφ : SO(n)→ End(Vpiφ) como la representacio´n
irreducible de SO(n) dada por
piφ = pi ◦ φ.
En esta situacio´n consideraremos dos casos: piφ ∼ pi en la Subseccio´n 4.2.1 y piφ  pi en la
Subseccio´n 4.2.2.
4.2.1 Cuando piφ es Equivalente a pi
Tomemos A ∈ GL(V ) tal que piφ(k) = Api(k)A−1 para todo k ∈ SO(n). Entonces
pi(k) = pi(a(aka)a) = piφ(aka) = Api(aka)A
−1 = Apiφ(k)A−1 = A2pi(k)A−2.
Por lo tanto, por el Lema de Schur, tenemos A2 = λI. Cambiando A por
√
λ−1A podemos
asumir que A2 = I. Sea A la representacio´n de F definida por
A(a) = A.
Ahora definimos γ = pi · A : O(n)→ GL(V ) como
γ(kx) = pi(k)A(x), para (k, x) ∈ SO(n)× F, (4.2)
y es fa´cil verificar que γ es una representacio´n irreducible de O(n). Ma´s au´n, si B es otra
solucio´n de piφ(k) = Bpi(k)B
−1 para todo k ∈ SO(n), y B2 = I, entonces B = ±A. De hecho,
por el Lema de Schur, B = µA y µ2 = 1. En el conjunto de todos los pares (pi,A) introducimos
la relacio´n de equivalencia (pi,A) ∼ (TpiT−1, TAT−1), donde T es una transformacio´n lineal
biyectiva de V en otro espacio vectorial y denotamos [pi,A] para la clase de equivalencia de
(pi,A).
Proposicio´n 4.2. Cuando n es par O(n) = SO(n) o F . Asumamos que piφ ∼ pi. Si γ =
pi · A, entonces γ es una representacio´n irreducible de O(n). Ma´s au´n, γ′ = pi · −A, es otra
representacio´n irreducible de O(n) no equivalente a γ. Adema´s, el conjunto {[pi,A] : piφ(k) =
Api(k)A−1, A2 = I} puede ser incluido en Oˆ(n) v´ıa la funcio´n [pi,A] 7→ [pi · A].
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4.2.2 Cuando piφ no es Equivalente a pi
Asumamos que n es par y que piφ  pi. Consideramos el SO(n)-mo´dulo Vpi×Vpi y definimos
γ(k)(v, w) = (pi(k)v, piφ(k)w), γ(ka)(v, w) = (pi(k)w, piφ(k)v), (4.3)
para todo k ∈ SO(n) y v, w ∈ Vpi. Entonces es fa´cil verificar que γ : O(n) → GL(Vpi × Vpi) es
un representacio´n de O(n).
Proposicio´n 4.3. Asumamos que n es par y pi ∈ SˆO(n), entonces O(n) = SO(n) o F . Ma´s
au´n, si piφ  pi definimos γ : SO(n) × F → GL(Vpi × Vpi) como en (4.3), entonces γ es una
representacio´n irreducible de O(n). Adema´s γ′ : SO(n)× F → GL(Vpi × Vpi) definida por
γ′(k)(v, w) = (φ(k)v, kw), γ′(ka)(v, w) = (φ(k)w, kv),
para todo k ∈ SO(n) y v, w ∈ Vpi, es una representacio´n irreducible de O(n) que es equivalente
a γ. Por otra parte, el conjunto {{[pi], [piφ]} : [pi] ∈ SˆO(n)} puede ser incluido en Oˆ(n) v´ıa la
funcio´n {[pi], [piφ]} 7→ [γ].
Teorema 4.4. Asumamos que n es par. Dividimos Oˆ(n) en dos conjuntos disjuntos: (a)
{[γ] : γ|SO(n) irreducible} y (b) {[γ] : γ|SO(n) reducible}.
(a) Si [γ] esta´ en el primer conjunto y pi = γ|SO(n), entonces
piφ(k) = pi(aka) = γ(aka) = γ(a)pi(k)γ(a),
para todo k ∈ SO(n). Por lo tanto piφ ∼ pi y γ es equivalente a la representacio´n pi · A
construida por pi y A = γ(a) en (4.2).
(b) Si [γ] esta´ en el segundo conjunto, sea W el espacio de representacio´n de γ. Sea Vpi < W
un SO(n)-mo´dulo irreducible. Entonces W = Vpi ⊕ Vpiφ como SO(n)-mo´dulos, y γ es
equivalente a la representacio´n γ′ definido en Vpi × Vpi por (4.3).
4.2.3 Los Pesos Ma´ximos de pi y piφ
Cuando n es par ser´ıa muy u´til saber cua´ndo pi ∈ SˆO(n) es equivalente a piφ. En esa
direccio´n probamos un criterio muy sencillo en te´rminos del peso ma´ximo de pi.
Dada ` ∈ N, sabemos por [VK92] que el peso ma´ximo de una representacio´n irreducible pi
de SO(2`) es de la forma mpi = (m1,m2,m3, . . . ,m`) ∈ Z`, con
m1 ≥ m2 ≥ m3 ≥ · · · ≥ m`−1 ≥ |m`|.
A continuacio´n enunciamos un simple resultado que relaciona los pesos ma´ximos de pi y piφ.
Teorema 4.5. Si mpi = (m1,m2,m3, . . . ,m`) es el peso ma´ximo de pi ∈ SˆO(2`) entonces
mpiφ = (m1,m2,m3, . . . ,−m`) es el peso ma´ximo de piφ.
Las matrices Iki, 1 ≤ i < k ≤ 2`, con −1 en el lugar (k, i), 1 en el lugar (i, k) y ceros en el
resto, forma una base del a´lgebra de Lie so(2`). El subespacio generado
h = 〈I21, I43, . . . , I2`,2`−1〉C
4.2. PRELIMINARES 73
es una suba´lgebra de Cartan de so(2`,C).
Ahora consideramos
H = i(x1I21 + · · ·+ x`I2`,2`−1) ∈ h,
y sea j ∈ h∗ definida por j(H) = xj , 1 ≤ j ≤ `. Entonces para 1 ≤ j < k ≤ `, las siguientes
matrices son vectores ra´ıces de so(2`,C):
Xj+k = I2k−1,2j−1 − I2k,2j − i(I2k−1,2j + I2k,2j−1),
X−j−k = I2k−1,2j−1 − I2k,2j + i(I2k−1,2j + I2k,2j−1),
Xj−k = I2k−1,2j−1 + I2k,2j − i(I2k−1,2j − I2k,2j−1),
X−j+k = I2k−1,2j−1 + I2k,2j + i(I2k−1,2j − I2k,2j−1).
(4.4)
Elegimos el siguiente conjunto de ra´ıces positivas
∆+ = {j + k, j − k : 1 ≤ j < k ≤ `}
teniendo entonces
mpi = m11 +m22 + . . .+m``.
Entonces, podemos probar el Teorema 4.5.
Demostracio´n. Primero demostraremos que el vector peso ma´ximo vpi de la representacio´n pi
es tambie´n vector peso ma´ximo de piφ: Para cada vector vector ra´ız Xj±k con 1 ≤ j <
k < ` tenemos que Ad(a)Xj±k = Xj±k . Y, cuando k = ` tenemos que Ad(a)Xj±` =
Xj∓k . Luego, si denotamos por p˙i y p˙iφ las representaciones de la complexificacio´n de so(2`)
correspondiente a pi y piφ, respectivamente, tenemos p˙i ◦Ad(a) = p˙iφ y entonces
p˙iφ(Xj±k)vpi = p˙i(Ad(a)Xj±k)vpi = p˙i(Xj±k)vpi = 0,
para 1 ≤ j < k < `. Cuando k = ` tenemos
p˙iφ(Xj±`)vpi = p˙i(Ad(a)Xj±`)vpi = p˙i(Xj∓`)vpi = 0.
Por lo tanto vpi es un vector peso ma´ximo de piφ.
Notemos que Ad(a)I2j,2j−1 = I2j,2j−1 para 1 ≤ j < ` y que Ad(a)I2`,2`−1 = −I2`,2`−1,
entonces
p˙iφ(iI2j,2j−1)vpi = p˙i(Ad(a)iI2j,2j−1)vpi = p˙i(iI2j,2j−1)vpi = mjvpi,
para 1 ≤ j < `. Cuando k = ` tenemos
p˙iφ(iI2`,2`−1)vpi = p˙i(Ad(a)iI2`,2`−1)vpi = −p˙i(iI2`,2`−1)vpi = −m`vpi.
Luego el peso ma´ximo de piφ es
m = (m1,m2, . . . ,m`−1,−m`),
que es lo que quer´ıamos demostrar.
Corolario 4.6. Una representacio´n irreducible pi de SO(2`), ` ∈ N, de peso ma´ximo m =
(m1,m2, . . . ,m`) es equivalente a piφ si y solo si m` = 0.
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4.3 Funciones Esfe´ricas en Sn y en P n(R)
Sea (Vτ , τ) una representacio´n irreducible unitaria de G = SO(n + 1) y (Vpi, pi) una repre-
sentacio´n irreducible unitaria de SO(n).
Supongamos que n es impar. Entonces O(n) = SO(n)× F y las representaciones unitarias
irreducibles de O(n) son de la forma γ = pi ⊗ 1 o γ = pi ⊗ . Asumamos que pi es una
subrepresentacio´n de τ|SO(n) . Observemos que a ∈ O(n) como elemento de G es −I ∈ G.
Claramente τ(−I) = ±I. Tomemos γ = pi⊗1 si τ(−I) = I y γ = pi⊗ si τ(−I) = −I. Entonces
γ es una subrepresentacio´n de τ|O(n) . Sean Φ
τ,pi y Φτ,γ , respectivamente, las correspondientes
funciones esfe´ricas de (G, SO(n)) y (G,O(n)).
Teorema 4.7. Asumamos que n es impar. Si Φτ,pi(−I) = I tomamos γ = pi⊗1, y si Φτ,pi(−I) =
−I tomamos γ = pi ⊗ . Entonces Φτ,pi(g) = Φτ,γ(g) para todo g ∈ G.
Demostracio´n. Como SO(n)-mo´dulos Vτ = Vpi⊕V ⊥pi . Pero como τ(a) = τ(−I) = ±I la descom-
posicio´n Vτ = Vpi ⊕ V ⊥pi es tambie´n una O(n)-descomposicio´n. Luego, la SO(n)-proyeccio´n Ppi
en Vpi es igual a la O(n)-proyeccio´n Pγ en Vpi. Por lo tanto Φ
τ,pi(g) = Ppiτ(g)Ppi = Pγτ(g)Pγ =
Φτ,γ(g), completando la prueba.
Asumamos ahora que n es par, entonces O(n) = SO(n) o F . Supongamos que pi ∈ SˆO(n)
y que pi ∼ piφ. Entonces γ = pi · A, donde A ∈ GL(Vpi) es tal que piφ = ApiA−1, A2 = I, es
una representacio´n irreducible de O(n) en Vpi como hemos visto en Proposicio´n 4.2.1. Ahora
usamos este resultado para obtener el siguiente teorema.
Teorema 4.8. Asumamos que n es par. Identifiquemos a = diag(1, . . . , 1,−1) ∈ O(n) con
a = diag(1, . . . , 1,−1,−1) ∈ SO(n+ 1). Supongamos que pi es una subrepresentacio´n de τ|SO(n)
y que pi ∼ piφ. Sea A = Φτ,pi(a) y tomemos γ = pi · A. Entonces Φτ,pi(g) = Φτ,γ(g) para todo
g ∈ G.
Demostracio´n. Lo primero en demostrarse sera´ que A ∈ GL(Vpi), piφ = ApiA−1 y A2 = I. Esto
u´ltimo sigue directamente de que a2 = e.
Para todo k ∈ SO(n) tenemos
piφ(k) = pi(aka) = τ(aka)|Vpi = τ(a)τ(k)τ(a)|Vpi . (4.5)
Por lo tanto τ(a)Vpi es un SO(n)-mo´dulo equivalente a piφ. Como piφ ∼ pi, y por la multiplicidad
uno del par (SO(n+1), SO(n)), obtenemos que Vpi = τ(a)Vpi. Por lo tantoA = τ(a)|Vpi ∈ GL(Vpi)
y piφ = ApiA
−1. Luego Vpi es un O(n) submo´dulo de Vτ y la correspondiente representacio´n es
γ = pi · A. Esto implica que la SO(n)-proyeccio´n Ppi en Vpi es igual a la O(n)-proyeccio´n Pγ
en Vpi. Por lo tanto Φ
τ,pi(g) = Ppiτ(g)Ppi = Pγτ(g)Pγ = Φ
τ,γ(g). Finalmente observamos que
Φτ,pi(a) = Ppiτ(a)Ppi = τ(a)|Vpi , completando la demostracio´n.
Asumamos que n es par, y tomemos pi ∈ SˆO(n) tal que pi  piφ. Consideramos el SO(n)-
mo´dulo Vpi×Vpiφ y definamos γ(k)(v, w) = (pi(k)v, piφ(k)w), γ(ka)(v, w) = (pi(k)w, piφ(k)v) para
todo k ∈ SO(n), v ∈ Vpi y w ∈ Vpiφ . Entonces γ es una representacio´n irreducible de O(n) en
Vpi × Vpiφ .
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Teorema 4.9. Asumamos que n es par. Identifiquemos a = diag(1, . . . , 1,−1) ∈ O(n) con
a = diag(1, . . . , 1,−1,−1) ∈ SO(n+ 1). Supongamos que pi es un subrepresentacio´n de τ|SO(n) y
que pi  piφ. Entonces τ(a)Vpi ∼ Vpiφ como SO(n)-mo´dulos y Vpi⊕τ(a)Vpi es un O(n)-submo´dulo
irreducible de Vτ equivalente a la representacio´n irreducible γ en Vpi × Vpiφ construida arriba.
Ma´s au´n,
Φτ,γ(g) =
(
Φτ,pi(g) Φτ,pi(ga)
Φτ,piφ(ga) Φτ,piφ(g)
)
para todo g ∈ G.
Demostracio´n. Que τ(a)Vpi ∼ Vpiφ como SO(n)-mo´dulos sigue por (4.5). Adema´s, si hacemos
la identificacio´n Vpi×Vpiφ ∼ Vpi⊕τ(a)Vpi v´ıa el SO(n)-isomorfismo (v, w) 7→ v+τ(a)w, y usando
de nuevo que piφ(k)w = τ(a)τ(k)τ(a)w (ver (4.5)), tenemos
γ(k)(v, w) = (pi(k)v, piφ(k)w) = (pi(k)v, τ(a)τ(k)τ(a)w)
∼ pi(k)v + τ(k)τ(a)w = τ(k)(v + τ(a)w)
para todo k ∈ SO(n), y
γ(a)(v, w) = (w, v) ∼ (w + τ(a)v) = τ(a)(v + τ(a)w).
Esto prueba que Vpi ⊕ τ(a)Vpi como O(n)-submo´dulo de Vτ es equivalente a la representacio´n
irreducible γ en Vpi × Vpiφ . Por lo tanto Pγ = Ppi ⊕ Ppiφ .
Luego, para todo g ∈ G tenemos,
Φτ,γ(g) = (Ppi ⊕ Ppiφ)τ(g)(Ppi ⊕ Ppiφ) = Ppiτ(g)Ppi ⊕ Ppiτ(g)Ppiφ ⊕ Ppiφτ(g)Ppi ⊕ Ppiφτ(g)Ppiφ .
Entonces en forma matricial tenemos
Φτ,γ(g) =
(
Φτ,pi(g) Φ12(g)
Φ21(g) Φ
τ,piφ(g)
)
,
donde Φ21(g) = Ppiφτ(g)|Vpi y Φ12(g) = Ppiτ(g)|τ(a)Vpi .
Por la identidad Φτ,γ(ga) = Φτ,γ(g)τ(a)|Vpi⊕τ(a)Vpi obtenemos(
Φτ,pi(ga) Φ12(ga)
Φ21(ga) Φ
τ,piφ(ga)
)
=
(
Φτ,pi(g) Φ12(g)
Φ21(g) Φ
τ,piφ(g)
)(
0 I
I 0
)
,
lo cual es equivalente a Φ12(g) = Φ
τ,pi(ga) y Φ21(g) = Φ
τ,piφ(ga). El teorema se ha demostrado.
4.4 K-Tipos Triviales
Las funciones esfe´ricas irreducibles de K-tipo trivial de (SO(n + 1),SO(n)) y (SO(n +
1),O(n)) son, respectivamente, las funciones esfe´ricas zonales de Sn y Pn(R). De acuerdo a
nuestros Teoremas 4.7 y 4.8 las funciones esfe´ricas zonales φ de Pn(R), como funciones en
SO(n+ 1), coinciden con las funciones esfe´ricas zonales ϕ de Sn tales que ϕ(−I) = 1.
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Como dijimos en la Subseccio´n 4.1 las funciones esfe´ricas zonales en la esfera n-dimensional
y en el correspondiente espacio proyectivo real esta´n, respectivamente, dadas por
ϕ∗j (θ) = cj P
(
n−2
2 ,
n−2
2
)
j (cos θ), φ
∗
j (θ) = c
′
j P
(
n−2
2 ,−
1
2
)
j (cos θ),
con cj , c
′
j escalares tales que ϕj(0) = 1 = φj(0), y 0 ≤ θ ≤ pi.
En este ape´ndice explicamos esta aparente inconsistencia. Para empezar, notemos que en
ambos espacios la me´trica elegida esta´ normalizada por el dia´metro L = pi. Para un dado
g ∈ SO(n + 1) denotamos θ(g) la distancia la esfera entre g · o y el origen o, y ana´logamente
denotamos θ′(g) la distancia en el espacio proyectivo entre g · o y el origen o. Entonces, no es
dif´ıcil ver que
2θ(g) = θ′(g), para 0 ≤ θ(g) ≤ pi/2,
2pi − 2θ(g) = θ′(g), para pi/2 ≤ θ(g) ≤ pi.
Por lo tanto tenemos que
cos(2θ(g)) = cos(θ′(g)), (4.6)
para cualquier g ∈ SO(n+1). Por otra parte, por [AAR00, (3.1.1)] sabemos que los polinomios
de Jacobi tienen la siguiente propiedad
P
(α,α)
2k (x) =
k!(α+ 1)2k
(2k)!(α+ 1)k
P
(α,−1/2)
k (2x
2 − 1). (4.7)
Entonces, si ponemos x = cos(θ(g)) en (4.7) tenemos que
P
(α,α)
2k (cos(θ(g))) =
k!(α+ 1)2k
(2k)!(α+ 1)k
P
(α,−1/2)
k (cos(2θ(g))),
de aqu´ı, usando (4.6) tenemos que ϕ∗2j(θ(g)) = φ
∗
j (θ
′(g)) para todo g ∈ SO(n + 1). En otras
palabras, la siguiente identidad entre funciones esfe´ricas zonales se mantiene:
ϕ2j = φj , para j ≥ 0,
como funciones en SO(n+ 1).
CAPI´TULO 5
Funciones Esfe´ricas en las Esferas Sn
“El d´ıa termina cuando escribo un poema,
tengo miedo, Madre,
de morir terriblemente joven.”
Lautaro Flores.
En este cap´ıtulo estudiamos las funciones esfe´ricas de ciertos K-tipos en la esfera n-
dimensional Sn ' SO(n + 1)/SO(n), para cualquier n. Ma´s precisamente, explicitamos todas
las funciones esfe´ricas escalares, incluyendo a las de tipo no trivial, y luego estudiamos todas
las de tipo fundamental, describie´ndolas en te´rminos de funciones hipergeome´tricas matriciales
2F1. Para esto trabajamos con las realizaciones expl´ıcitas de las representaciones fundamentales
del grupo especial ortogonal real. Posteriormente construimos para cada SO(n)-tipo sucesiones
de polinomios ortogonales con respecto a un peso W , las cuales esta´n asociadas a las funciones
esfe´ricas. Y probamos que, para cualquier n, W admite un operador diferencial sime´trico de
segundo orden.
5.1 Representaciones de SO(n) y el A´lgebra so(n,C)
5.1.1 Estructura de Ra´ıces en so(n,C)
Llamemos Eik a la matriz cuadrada con un 1 en la entrada ik y ceros en el resto; y
consideremos las matrices
Iki = Eik − Eki, 1 ≤ i, k ≤ n.
Entonces, el conjunto {Iki}1≤i<k≤n forma una base del a´lgebra de Lie so(n). Estas matrices
satisfacen las siguientes relaciones
[Iki, Irs] = δksIri + δriIsk + δesIkr + δrkIes.
Si asumimos que k > i, r > s entonces tenemos
[Iki, Ies] = Isk, [Iki, Irk] = Iri, [Iki, Iri] = Ikr, [Iki, Iks] = Ies,
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y todos los otros corchetes son cero. De aqu´ı fa´cilmente sigue que el conjunto
{Ip,p−1 : 2 ≤ p ≤ n}
genera el a´lgebra de Lie so(n).
Proposicio´n 5.1. Dado n ∈ N, tenemos que el operador
Qn =
∑
1≤i,k≤n
I2ki ∈ D(SO(n))
es invariante a derecha por SO(n), i.e.
Qn ∈ D(SO(n))SO(n), ∀n ∈ N.
Demostracio´n. Para probar que Qn es invariante a derecha por G es suficiente probar que
I˙p,p−1(Qn) = 0 para todo 2 ≤ p ≤ n. Entonces
I˙p,p−1(Qn) =
∑
1≤i,k≤n
(
[Ip,p−1, Iki]Iki + Iki[Ip,p−1, Iki]
)
.
Tenemos
[Ip,p−1, Iki] =

Iip si k = p− 1,
Ik,p−1 si i = p,
Ipk si i = p− 1,
Ip−1,i si k = p.
(5.1)
Entonces
I˙p,p−1(Qn) =
∑
1≤i≤n
(IipIp−1,i + Ip−1,iIip) +
∑
1≤k≤n
(Ik,p−1Ikp + IkpIk,p−1)
+
∑
1≤k≤n
(IpkIk,p−1 + Ik,p−1Ipk) +
∑
1≤i≤n
(Ip−1,iIp,i + Ip,iIp−1,i) = 0.
Esto prueba la proposicio´n.
5.1.2 El Operador Diferencial Q2`
Asumamos que n = 2`. Miremos una descomposicio´n en espacios ra´ıces de so(n) relacionada
a los elementos Iki, 1 ≤ i < k ≤ n.
El subespacio generado
h = 〈I21, I43, . . . , I2`,2`−1〉C
es una suba´lgebra de Cartan de so(n,C). Para encontrar los vectores ra´ız es conveniente
visualizar los elementos de so(n,C) como matrices ` × ` de bloques 2 × 2. Entonces h es el
subespacio de todas las matrices diagonales de bloques antisime´tricos 2× 2. El subespacio de
todas las matrices A con un bloque Ajk de taman˜o dos, 1 ≤ j < k ≤ `, en el lugar (j, k) y
−Atjk en el lugar (k, j) con ceros en todos los otros lugares, es ad(h)-estable. Sea
H = i(x1I21 + · · ·+ x`I2`,2`−1) ∈ h.
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Entonces [H,A] = λA si y solo si
xjiI2j,2j−1Ajk − xkiAjkI2k,2k−1 = λAjk.
Salvo mu´ltiplos escalares esta ecuacio´n lineal tiene cuatro soluciones linealmente independi-
entes:
Ajk =
(
1 ±i
±i −1
)
con correspondiente λ = ∓(xj + xk),
Ajk =
(
1 ∓i
±i 1
)
con correspondiente λ = ∓(xj − xk).
Sea j ∈ h∗ definida por j(H) = xj para 1 ≤ j ≤ `. Entonces para 1 ≤ j < k ≤ `, las
siguientes matrices son vectores ra´ız de so(2`,C):
Xj+k = I2k−1,2j−1 − I2k,2j − i(I2k−1,2j + I2k,2j−1),
X−j−k = I2k−1,2j−1 − I2k,2j + i(I2k−1,2j + I2k,2j−1),
Xj−k = I2k−1,2j−1 + I2k,2j − i(I2k−1,2j − I2k,2j−1),
X−j+k = I2k−1,2j−1 + I2k,2j + i(I2k−1,2j − I2k,2j−1).
(5.2)
Elegimos el siguiente conjunto de ra´ıces positivas
∆+ = {j + k, j − k : 1 ≤ j < k ≤ `},
tenemos que el diagrama de Dynkin de so(2`,C) es D`:
◦
1 − 2
◦
2 − 3
. . .
`−2 − `−1
◦  
◦
`−1 − `
@
@◦
`−1 + `
Mirando los bloques 2× 2, Ajk de las diferentes ra´ıces ra´ıces, que son
Xj+k =
(
1 −i
−i −1
)
, X−j−k =
(
1 i
i −1
)
,
Xj−k =
(
1 i
−i 1
)
, X−j+k =
(
1 −i
i 1
)
,
es fa´cil obtener las siguientes relaciones inversas
I2k−1,2j−1 = 14
(
Xj+k +X−j−k +Xj−k +X−j+k
)
,
I2k,2j =
1
4
(−Xj+k −X−j−k +Xj−k +X−j+k),
I2k,2j−1 = i4
(
Xj+k −X−j−k −Xj−k +X−j+k
)
,
I2k−1,2j = i4
(
Xj+k −X−j−k +Xj−k −X−j+k
)
.
De aqu´ı sigue que
I22k−1,2j−1 + I
2
2k,2j + I
2
2k,2j−1 + I
2
2k−1,2j =
1
4
(
Xj+kX−j−k +X−j−kXj+k +Xj−kX−j+k +X−j+kXj−k
)
.
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Por lo tanto
Q2` =
∑
1≤j≤`
I22j,2j−1 +
1
4
∑
1≤j<k≤`
(
Xj+kX−j−k +X−j−kXj+k
+Xj−kX−j+k +X−j+kXj−k
)
.
Ahora usando las expresiones (5.2) y la tabla de multiplicar (5.1) obtenemos
[Xj+k , X−j−k ] = −4i(I2j,2j−1 + I2k,2k−1),
[Xj−k , X−j+k ] = −4i(I2j,2j−1 − I2k,2k−1).
Entonces Q2` resulta
Q2` =
∑
1≤j≤`
I22j,2j−1 − 2
∑
1≤j≤`
(`− j)iI2j,2j−1 +
∑
1≤j<k≤`
1
2
(
X−j−kXj+k +X−j+kXj−k
)
.
(5.3)
5.1.3 El Operador Diferencial Q2`+1
Ahora miramos la descomposicio´n en espacios ra´ız de so(n) relacionada a los elementos Iki,
1 ≤ i < k ≤ n cuando n = 2`+ 1.
El subespacio generado
h = 〈I21, I43, . . . , I2`,2`−1〉C
es una suba´lgebra de Cartan de so(n,C). Para encontrar los vectores ra´ız es conveniente vi-
sualizar los elementos de so(n,C) como matrices (` + 1) × (` + 1), con ` × ` bloques de 2 × 2
ocupando la esquina superior izquierda de las matrices cuadradas de taman˜o 2` + 1 y con la
u´ltima columna (respectivamente fila) hecha de ` columnas (respectivamente filas) de taman˜o
dos y un cero en el lugar (2`+ 1, 2`+ 1). El subespacio de todas las matrices A con un bloque
Ajk, 1 ≤ j < k ≤ `, en el lugar (j, k), con el bloque −Atjk en el lugar (k, j) y con ceros en
todos los dema´s lugares, es ad(h)-estable. Adema´s el subespacio de todas las matrices B con
una columna Bj de taman˜o dos, 1 ≤ j ≤ `, en el lugar (j, ` + 1), con la fila −Btj en el lugar
(`+ 1, j) y con ceros en todo el resto, es ad(h)-estable.
Por otra parte [H,B] = λB si y solo si
xjiI2j,2j−1Bj = λBj .
Salvo mu´ltiplos escalares esta ecuacio´n lineal tiene dos soluciones linealmente independientes:
Bj =
(
1
±i
)
con correspondiente λ = ∓xj ,
Sea  ∈ h∗ definida por (H) = xj para 1 ≤ j ≤ `. Entonces para 1 ≤ j < k ≤ ` y 1 ≤ r ≤ `,
las siguientes matrices son vectores ra´ız de so(2`+ 1,C):
Xj+k = I2k−1,2j−1 − I2k,2j − i(I2k−1,2j + I2k,2j−1),
X−j−k = I2k−1,2j−1 − I2k,2j + i(I2k−1,2j + I2k,2j−1),
Xj−k = I2k−1,2j−1 + I2k,2j − i(I2k−1,2j − I2k,2j−1),
X−j+k = I2k−1,2j−1 + I2k,2j + i(I2k−1,2j − I2k,2j−1),
Xr = In,2r−1 − iIn,2r,
X−r = In,2r−1 + iIn,2r.
(5.4)
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Elegimos el siguiente conjunto de ra´ıces positivas
∆+ = {r, j + k, j − k : 1 ≤ r ≤ `, 1 ≤ j < k ≤ `},
el diagrama de Dynkin de so(2`+ 1,C) es B`:
◦
1 − 2
◦
2 − 3
. . .
`−1 − `
◦ >◦
`
Mirando las columnas 2× 1 de las distintas ra´ıces, que son
Xj =
(
1
−i
)
, X−j =
(
1
i
)
,
es fa´cil obtener las relaciones inversas siguientes
In,2r−1 = 12(Xr +X−r), In,2r =
i
2(Xr −X−r).
De aqu´ı sigue que
I2n,2r−1 + I
2
n,2r =
1
2(XrX−r +X−rXr) = −iI2r,2r−1 +X−rXr ,
pues [Xr , X−r ] = −2iI2r,2r−1. Por lo tanto tenemos que
Q2`+1 =
∑
1≤j≤2`
I2n,j +Q2` =
∑
1≤r≤2`
(−iI2r,2r−1 +X−rXr) +Q2`.
Y entonces
Q2`+1 =
∑
1≤j≤`
I22j,2j−1 −
∑
1≤j≤`
(2(`− j) + 1)iI2j,2j−1
+
∑
1≤j<k≤`
1
2
(
X−j−kXj+k +X−j+kXj−k
)
+
∑
1≤r≤2`
X−rXr .
(5.5)
5.1.4 La Base de Gelfand-Tsetlin
Sea Tm una representacio´n unitaria irreducible de SO(n) con peso ma´ximo m y sea Vm el
espacio de esta representacio´n. Los pesos ma´ximos m de estas representaciones son dados por
los nu´meros m = mn = (m1n, . . . ,m` n) tales que
m1n ≥ m2n ≥ · · · ≥ m`−1,n ≥ |m` n| si n = 2`,
m1n ≥ m2n ≥ · · · ≥ m` n ≥ 0 si n = 2`+ 1,
con mjn todos enteros.
La restriccio´n de la representacio´n Tm del subgrupo SO(2`+ 1) al subgrupo SO(2`) se des-
compone en la suma directa todos las representaciones Tm′ , m
′ = mn−1 = (m1,n−1, . . . ,m`,n−1),
para las cuales las condiciones de entrelazamiento
m1,2`+1 ≥ m1,2` ≥ m2,2`+1 ≥ m2,2` ≥ · · · ≥ m`,2`+1 ≥ m`,2` ≥ −m`,2`+1
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son satisfechas. Para las restricciones de las representaciones Tm de SO(2`) al subgrupo SO(2`−
1) las correspondientes condiciones de entrelazamiento son
m1,2` ≥ m1,2`−1 ≥ m2,2` ≥ m2,2`−1 ≥ · · · ≥ m`−1,2` ≥ m`−1,2`−1 ≥ |m`,2`|.
Todas las multiplicidades en las descomposiciones son igual a uno (ver [VK92], pa´gina 362).
Si continuamos este procedimiento de restringir las representaciones irreducibles sucesiva-
mente a los subgrupos
SO(n− 2) > SO(n− 3) > · · · > SO(2)
finalmente obtenemos representaciones unidimensionales del grupo SO(2). Si tomamos un
vector unitario en cada una de estas representaciones unidimensionales obtenemos una base
ortonormal de la representacio´n espacio Vm. Tal base es llamada a base de Gelfand-Tsetlin.
Los elementos de una base de Gelfand-Tsetlin {v(µ)} de la representacio´n Tm de SO(n) son
rotulados por los patrones de Gelfand-Tsetlin µ = (mn,mn−1, . . . ,m3,m2), donde las condi-
ciones de entrelazamiento son detalladas en el siguiente diagrama.
Si n = 2`+ 1
µ =
m1n m2n · · · m` n −m` n
m1,n−1 · · · · · · m`,n−1
· · · ·
· · ·
m15 m25 −m25
m14 m24
m13 −m13
m12
Si n = 2`
µ =
m1n m2n · · · m`−1,n m` n
m1,n−1 · · · · · · m`−1,n−1 −m`−1,n−1
· · · ·
· · ·
· · ·
m15 m25 −m25
m14 m24
m13 −m13
m12
La cadena de subgrupos SO(n−1) > SO(n−2) > · · · > SO(2) define un´ıvocamente la base
ortonormal {v(µ)} salvo mu´ltiplos escalares de valor absoluto uno en los elementos de la base.
Primero tomemos n = 2`. Para maniobrar con todos representaciones unitarias irreducibles
de SO(n), que contienen a un SO(n − 1)-tipo fijo mn−1, introducimos los para´metros enteros
(w, r1, . . . , r`−1) tomando:
m1n =w +m1,n−1, donde w ≥ 0,
m2n =r1 +m2,n−1, donde 0 ≤ r1 ≤ m1,n−1 −m2,n−1,
...
...
m`−1,n =r`−2 +m`−1,n−1, donde 0 ≤ r`−2 ≤ m`−2,n−1 −m`−1,n−1,
m`,n =r`−1 −m`−1,n−1, donde 0 ≤ r`−1 ≤ 2m`−1,n−1.
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Adema´s ponemos m = mn = m(w, r), w ≥ 0 y r ∈ Ω donde
Ω = {r = (r1, . . . , r`−1) : 0 ≤ rj ≤ mj,n−1 −mj+1,n−1 si 1 ≤ j ≤ `− 2,
0 ≤ r`−1 ≤ 2m`−1,n−1}.
Ahora hacemos una observacio´n importante: las representaciones irreducibles de SO(n−2)
que aparecen como subrepresentaciones de la representacio´n irreducible de SO(n− 1) de peso
ma´ximo mn−1 son adema´s parametrizadas por el conjunto Ω en la siguiente forma:
m1,n−2 =s1 +m2,n−1, donde 0 ≤ s1 ≤ m1,n−1 −m2,n−1,
m2,n−2 =s2 +m3,n−1, donde 0 ≤ s2 ≤ m2,n−1 −m3,n−1,
...
...
m`−2,n−2 =s`−2 +m`−1,n−1, donde 0 ≤ s`−2 ≤ m`−2,n−1 −m`−1,n−1,
m`−1,n−2 =s`−1 −m`−1,n−1, donde 0 ≤ s`−1 ≤ 2m`−1,n−1.
Adema´s ponemos t(s) = mn−2(s), s ∈ Ω. Si mn−1 es el peso ma´ximo de pi ∈ Kˆ, entonces
la descomposicio´n de Vpi en M -submo´dulos irreducibles, M = SO(n− 2), es la siguiente
Vpi =
⊕
s∈Ω
Vt(s).
5.1.5 Expresiones Expl´ıcitas para p˙i(Qn)
Ahora, dado pi ∈ SˆO(n) y v ∈ Vpi un vector peso ma´ximo, por (5.3) y (5.5) podemos dar el
valor expl´ıcito de p˙i(Qn)v en te´rminos del peso ma´ximo de pi, m = (m1,m2, . . . ,m`).
Corolario 5.2. Sea (pi, Vpi) una representacio´n irreducible de SO(2`) de peso ma´ximo m =
(m1,m2, . . . ,m`). Entonces, si v es un vector peso ma´ximo de pi tenemos que
p˙i(Q2`)v =
∑
1≤j≤`
(−m2j − 2(`− j)mj) v. (5.6)
Corolario 5.3. Sea (pi, Vpi) una representacio´n irreducible de SO(2` + 1) de peso ma´ximo
m = (m1,m2, . . . ,m`). Entonces, si v es a peso ma´ximo de pi tenemos que
p˙i(Q2`+1)v =
∑
1≤j≤`
(−m2j − (2(`− j) + 1)mj) v. (5.7)
5.2 El Operador Diferencial ∆
Miraremos con detenimiento el operador ∆ definido por
∆ =
n∑
j=1
I2n+1,j ,
para as´ı estudiar sus autofunciones, autovalores y luego usarlo para poder entender las funciones
esfe´ricas irreducibles de fundamental tipo asociadas al par (G,K) = (SO(n+ 1),SO(n)).
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Proposicio´n 5.4. Sea G = SO(n + 1) y K = SO(n). Consideremos el siguiente operador
diferencial en G invariante a izquierda
∆ =
n∑
j=1
I2n+1,j .
Entonces ∆ es adema´s invariante a derecha por K.
Demostracio´n. Es suficiente probar que I˙p,p−1(∆) = 0 para todo 2 ≤ p ≤ n. Calculamos
I˙p,p−1(∆) =
n∑
j=1
(
[Ip,p−1, In+1,j ]In+1,j + In+1,j [Ip,p−1, In+1,j ]
)
= In+1,p−1In+1,p + In+1,pIn+1,p−1 + Ip,n+1In+1,p−1 + In+1,p−1Ip,n+1 = 0.
Esto prueba la proposicio´n.
Adema´s observemos que
Qn+1 = Qn + ∆. (5.8)
Sea a(s) = exp sIn+1,n ∈ A. Entonces
a(s) =
In−1 0 00 cos s sin s
0 − sin s cos s
 , (5.9)
donde In−1 denota la matriz identidad de taman˜o n− 1. Ahora queremos obtener la expresio´n
de [∆Φ](a(s)) para cualquier funcio´n suave Φ en G con valores en End(Vpi) tal que Φ(kgk
′) =
pi(k)Φ(g)pi(k′) para todo g ∈ G y todos k, k′ ∈ K.
Tenemos que
[I2n+1,jΦ](a(s)) =
∂2
∂t2
Φ(a(s) exp tIn+1,j)|t=0 ,
y usaremos la descomposicio´n G = KAK para escribir
a(s) exp tIn+1,j = k(s, t)a(s, t)h(s, t),
con k(s, t), h(s, t) ∈ K y a(s, t) ∈ A. Si j = n tenemos a(s) exp tIn+1,n = a(s + t). Entonces
podemos tomar
a(s, t) = a(s+ t), k(s, t) = h(s, t) = e.
Para 1 ≤ j ≤ n− 1, cuando s /∈ Zpi, podemos tomar
k(s, t) =

Ij−1 0 0 0 0
0 sin s cos t√
1−cos2 s cos2 t 0
sin t√
1−cos2 s cos2 t 0
0 0 In−j−1 0 0
0 − sin t√
1−cos2 s cos2 t 0
sin s cos t√
1−cos2 s cos2 t 0
0 0 0 0 1
 ,
h(s, t) =

Ij−1 0 0 0 0
0 sin s√
1−cos2 s cos2 t 0
− cos s sin t√
1−cos2 s cos2 t 0
0 0 In−j−1 0 0
0 cos s sin t√
1−cos2 s cos2 t 0
sin s√
1−cos2 s cos2 t 0
0 0 0 0 1
 ,
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a(s, t) =
In−1 0 00 cos s cos t √1− cos2 s cos2 t
0 −√1− cos2 s cos2 t cos s cos t
 .
Observemos que k(s, 0) = h(s, 0) = e y que a(s, 0) = a(s). Entonces
[I2n+1,jΦ](a(s)) =
∂2
∂t2
pi(k(s, t))
∣∣∣
t=0
Φ(a(s)) + 2
∂
∂t
pi(k(s, t))
∣∣∣
t=0
∂
∂t
Φ(a(s, t))
∣∣∣
t=0
+ 2
∂
∂t
pi(k(s, t))
∣∣∣
t=o
Φ(a(s))
∂
∂t
pi(h(s, t))
∣∣∣
t=0
+
∂2
∂t2
Φ(a(s, t))
∣∣∣
t=0
+ 2
∂
∂t
Φ(a(s, t))
∣∣∣
t=0
∂
∂t
pi(h(s, t))
∣∣∣
t=0
+ Φ(a(s))
∂2
∂t2
pi(h(s, t))
∣∣∣
t=0
.
Introducimos en el grupo abeliano A la coordenada x(a(s)) = tan(s) para −pi/2 < s < pi/2.
Dado −∞ < x <∞ el elemento
a(x) =
In−1 0 00 1√1+x2 x√1+x2
0 −x√
1+x2
1√
1+x2
 ,
es el punto en A de coordenada x. Entonces sea
F (s) = Φ(a(s)), para s ∈ R.
De la igualdad cos s cos t = 1/
√
1 + x2 obtenemos
x(a(s, t)) =
±√1− cos2 s cos2 t
cos s cos t
y
∂
∂t
x(a(s, t)) =
sin t
±√1− cos2 s cos2 t cos s cos2 t =
tan t
x cos2 s cos2 t
,
de aqu´ı
x(a(s, 0)) = tan s y
∂
∂t
x(a(s, t))
∣∣∣
t=0
= 0.
Por lo tanto
∂
∂t
Φ(a(s, t))
∣∣∣
t=0
= F ′(tan s)
∂
∂t
x(a(s, t))
∣∣∣
t=0
= 0,
y
[I2n+1,jΦ](a(s)) =
∂2
∂t2
pi(k(s, t))
∣∣∣
t=0
Φ(a(s)) + 2
∂
∂t
pi(k(s, t))
∣∣∣
t=o
Φ(a(s))
∂
∂t
pi(h(s, t))
∣∣∣
t=0
+
∂2
∂t2
Φ(a(s, t))
∣∣∣
t=0
+ Φ(a(s))
∂2
∂t2
pi(h(s, t))
∣∣∣
t=0
.
Ahora obtenemos que
∂2
∂t2
Φ(a(s, t))
∣∣∣
t=0
=
∂
∂t
(
F ′(x)
tan t
x cos2 s cos2 t
) ∣∣∣
t=0
=
1
cos2 s
∂
∂t
(
F ′(x)
x
tan t
cos2 t
) ∣∣∣
t=0
=
1
cos2 s
(
F ′(x)
x
) ∣∣∣
x=tan s
=
1
sin2 s
F ′(tan s),
86 CAPI´TULO 5. FUNCIONES ESFE´RICAS EN LAS ESFERAS Sn
entonces
[I2n+1,jΦ](a(s)) =
∂2
∂t2
pi(k(s, t))
∣∣∣
t=0
F (tan s) + F (tan s)
∂2
∂t2
pi(h(s, t))
∣∣∣
t=0
+ 2
∂
∂t
pi(k(s, t))
∣∣∣
t=0
F (tan s)
∂
∂t
pi(h(s, t))
∣∣∣
t=0
+
1
sin2 s
F ′(tan s).
Adema´s tenemos
∂
∂t
pi(k(s, t))
∣∣∣
t=0
= p˙i
( ∂
∂t
k(s, t)
∣∣∣
t=0
)
=
1
sin s
p˙i(In,j),
y
∂
∂t
pi(h(s, t))
∣∣∣
t=0
= p˙i
( ∂
∂t
h(s, t)
∣∣∣
t=0
)
= −cos s
sin s
p˙i(In,j).
Proposicio´n 5.5. Si A(s, t) = k(s, t) o A(s, t) = h(s, t), entonces tenemos
∂2(pi ◦A)
∂t2
∣∣∣
t=0
= p˙i
(∂A
∂t
∣∣∣
t=0
)2
.
Ma´s au´n en cada caso, para 1 ≤ j ≤ n− 1, tenemos
∂2
∂t2
pi(k(s, t))
∣∣∣
t=0
=
1
sin2 s
p˙i(In,j)
2,
∂2
∂t2
pi(h(s, t))
∣∣∣
t=0
=
cos2 s
sin2 s
p˙i(In,j)
2.
Demostracio´n. Para |t| suficientemente pequen˜o A(s, t) esta´ cerca de la identidad de K, i.e. de
la matriz In. Entonces podemos considerar la funcio´n
X(s, t) = log(A(s, t)) = B(s, t)− B(s, t)
2
2
+
B(s, t)3
3
− · · · , (5.10)
donde B(s, t) = A(s, t)− In. Entonces
pi(A(s, t)) = pi(expX(s, t)) = exp p˙i(X(s, t)) =
∑
j≥0
p˙i(X(s, t))j
j!
.
Ahora derivamos con respecto a t para obtener
∂ (pi ◦A)
∂t
= p˙i
(∂X
∂t
)
+ 12! p˙i
(∂X
∂t
)
p˙i(X) + 12! p˙i(X)p˙i
(∂X
∂t
)
+ 13! p˙i
(∂X
∂t
)
p˙i(X)2
+ 13! p˙i(X)p˙i
(∂X
∂t
)
p˙i
(
X
)
+ 13! p˙i(X)
2p˙i
(∂X
∂t
)
+ · · · .
(5.11)
Como X(s, 0) = 0, si derivamos (5.11) con respecto a t y evaluamos en (s, 0) obtenemos
∂2 (pi ◦A)
∂t2
∣∣∣
t=0
= p˙i
(∂2X
∂t2
∣∣∣
t=0
)
+ p˙i
(∂X
∂t
∣∣∣
t=0
)2
.
Para calcular
∂X
∂t
∣∣∣
t=0
y
∂2X
∂t2
∣∣∣
t=0
derivamos (5.10) y obtenemos
∂X
∂t
=
∂B
∂t
− 12
(∂B
∂t
)
B − 12B
(∂B
∂t
)
+ 13
(∂B
∂t
)
B2 + 13B
(∂B
∂t
)
B + 13B
2
(∂B
∂t
)
+ · · · .
Como B(s, 0) = 0 tenemos
∂X
∂t
∣∣∣
t=0
=
∂B
∂t
∣∣∣
t=0
=
∂A
∂t
∣∣∣
t=0
.
5.2. EL OPERADOR DIFERENCIAL ∆ 87
Y adema´s
∂2X
∂t2
∣∣∣
t=0
=
∂2A
∂t2
∣∣∣
t=0
−
(∂A
∂t
∣∣∣
t=0
)2
.
Ahora primero consideramos el caso A(s, t) = k(s, t). Un ca´lculo directo nos lleva a
∂k
∂t
=

0 0 0 0 0
0 − sin s sin t
(1−cos2 s cos2 t)3/2 0
sin2 s cos t
(1−cos2 s cos2 t)3/2 0
0 0 0 0 0
0 − sin
2 s cos t
(1−cos2 s cos2 t)3/2 0
− sin s sin t
(1−cos2 s cos2 t)3/2 0
0 0 0 0 0
 ,
en particular
∂k
∂t
∣∣∣
t=0
=
1
sin s
In,j . Derivando una vez ma´s con respecto a t y evaluando en t = 0
obtenemos
∂2k
∂t2
∣∣∣
t=0
= − 1
sin2 s
(Ejj + En,n). Entonces
∂2A
∂t2
∣∣∣
t=0
−
(∂A
∂t
∣∣∣
t=0
)2
= − 1
sin2 s
(Ejj + En,n)− 1
sin2 s
I2n,j = 0.
Similarmente cuando A(s, t) = h(s, t) obtenemos
∂h
∂t
=

0 0 0 0 0
0 − sin s cos
2 s cos t sin t
(1−cos2 s cos2 t)3/2 0
− cos s cos t sin2 s
(1−cos2 s cos2 t)3/2 0
0 0 0 0 0
0 cos s cos t sin
2 s
(1−cos2 s cos2 t)3/2 0
− sin s cos2 s cos t sin t
(1−cos2 s cos2 t)3/2 0
0 0 0 0 0
 ,
en particular
∂h
∂t
∣∣∣
t=0
= −cos s
sin s
In,j . Derivando una vez ma´s con respecto a t y evaluando en
t = 0 obtenemos
∂2h
∂t2
∣∣∣
t=0
= −cos
2 s
sin2 s
(Ejj + En,n). Entonces
∂2A
∂t2
∣∣∣
t=0
−
(∂A
∂t
∣∣∣
t=0
)2
= −cos
2 s
sin2 s
(Ejj + En,n)− cos
2 s
sin2 s
I2n,j = 0.
La proposicio´n ha quedado demostrada.
Para j = n tenemos
[I2n+1,nΦ](a(s)) =
∂2
∂t2
Φ(a(s) exp tIn+1,n)
∣∣∣
t=0
=
∂2
∂t2
Φ(a(s+ t))
∣∣∣
t=0
.
Luego x(a(s+ t)) = tan(s+ t), de aqu´ı
∂
∂t
Φ(a(s+ t)) =
1
cos2(s+ t)
F ′(tan(s+ t)),
∂2
∂t2
Φ(a(s+ t))
∣∣∣
t=0
=
1
cos4 s
F ′′(tan(s)) + 2
sin s
cos3 s
F ′(tan s).
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Corolario 5.6. Sea Φ una funcio´n suave de G que toma valores en End(Vpi) tal que Φ(kgk
′) =
pi(k)Φ(g)pi(k′) para todo g ∈ G y todo k, k′ ∈ K. Entonces, si F (s) = Φ(a(s)) tenemos
[∆Φ](a(s)) =
1
cos4 s
F ′′(tan s) +
(n− 1
sin2 s
+
2 sin s
cos3 s
)
F ′(tan s) +
cos2 s
sin2 s
F (tan s)
n−1∑
j=1
p˙i(In,j)
2
+
1
sin2 s
n−1∑
j=1
p˙i(In,j)
2F (tan s)− 2 cos s
sin2 s
n−1∑
j=1
p˙i(In,j)F (tan s)p˙i(In,j).
Corolario 5.7. Sea F (s) = Φ(a(s)), donde Φ es una funcio´n esfe´rica irreducible en G de tipo
pi ∈ Kˆ. Entonces
1
(1 + x2)2
F ′′(x) +
(n− 1 + 2x3)(1 + x2)
x2
F ′(x) +
(1 + x2)
x2
n−1∑
j=1
p˙i(In,j)
2F (x)
−2
√
1 + x2
x2
n−1∑
j=1
p˙i(In,j)F (x)p˙i(In,j) +
1
x2
F (x)
n−1∑
j=1
p˙i(In,j)
2 = λF (x),
para algu´n λ ∈ C.
Corolario 5.8. Sea F (s) = Φ(a(s)), donde Φ es una funcio´n esfe´rica irreducible en G de
K-tipo trivial. Entonces
1
(1 + x2)2
F ′′(x) +
(n− 1 + 2x3)(1 + x2)
x2
F ′(x) = λF (x),
para algu´n λ ∈ C.
5.2.1 Nueva Coordenada en A
Tomemos en A la coordenada x(a(s)) = s. Entonces tenemos x(a(s, t)) = arccos(cos s cos t)
y
∂
∂t
x(a(s, t)) =
cos s sin t√
1− cos2 s cos2 t .
De esto obtenemos
∂
∂t
x(a(s, t))
∣∣∣
t=0
= 0, y
∂2
∂t2
x(a(s, t))
∣∣∣
t=0
=
cos s
sin s
.
Entonces
∂
∂t
Φ(a(s, t))
∣∣∣
t=0
= F ′(s)
∂
∂t
x(a(s, t))
∣∣∣
t=0
= 0, y
∂2
∂t2
Φ(a(s, t))
∣∣∣
t=0
=
cos s
sin s
F ′(s).
Como x(a(s+ t)) = s+ t obtenemos
[I2n+1,nΦ](a(s)) =
∂2
∂t2
Φ(a(s) exp tIn+1,n)
∣∣∣
t=0
=
∂2
∂t2
Φ(a(s+ t))
∣∣∣
t=0
=
∂2
∂t2
F (s+ t)
∣∣∣
t=0
= F ′′(s).
Ahora obtenemos
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Corolario 5.9. Sea Φ una funcio´n suave en G con valores en End(Vpi) tal que Φ(kgk
′) =
pi(k)Φ(g)pi(k′) para todo g ∈ G y todos k, k′ ∈ K. Entonces, si F (s) = Φ(a(s)), tenemos
[∆Φ](a(s)) =F ′′(s) + (n− 1)cos s
sin s
F ′(s) +
1
sin2 s
n−1∑
j=1
p˙i(In,j)
2F (s)
− 2 cos s
sin2 s
n−1∑
j=1
p˙i(In,j)F (s)p˙i(In,j) +
cos2 s
sin2 s
F (s)
n−1∑
j=1
p˙i(In,j)
2.
Corolario 5.10. Sea Φ una funcio´n esfe´rica irreducible en G de tipo pi ∈ Kˆ. Entonces, si
F (s) = Φ(a(s)), tenemos
F ′′(s) + (n− 1)cos s
sin s
F ′(s) +
1
sin2 s
n−1∑
j=1
p˙i(In,j)
2F (s)− 2 cos s
sin2 s
n−1∑
j=1
p˙i(In,j)F (s)p˙i(In,j)
+
cos2 s
sin2 s
F (s)
n−1∑
j=1
p˙i(In,j)
2 = λF (s),
para algu´n λ ∈ C.
Corolario 5.11. Sea Φ una funcio´n esfe´rica irreducible en G del K-tipo trivial. Entonces,
para F (s) = Φ(a(s)) tenemos
F ′′(s) + (n− 1)cos s
sin s
F ′(s) = λF (s),
para algu´n λ ∈ C.
Hacemos el cambio de variables y = (1+cos s)/2. Entonces cos s = 2y−1, sin2 s = 4y(1−y)
y ddy = − sin s2 . Si ponemos H(y) = F (s) obtenemos
F ′(s) = −sin s
2
H ′(s), F ′′(s) =
sin2 s
4
H ′′(y)− cos s
2
H ′(y).
En te´rminos de esta nueva variable, el Corolario 5.10 resulta
Corolario 5.12. Sea Φ una funcio´n esfe´rica irreducible en G de tipo pi ∈ Kˆ. Entonces, si
H(y) = Φ(a(s)) con y = (1 + cos s)/2, tenemos
y(1− y)H ′′(y) + 1
2
n(1− 2y)H ′(y) + 1
4y(1− y)
n−1∑
j=1
p˙i(In,j)
2H(y)
+
(1− 2y)
2y(1− y)
n−1∑
j=1
p˙i(In,j)H(y)p˙i(In,j) +
(1− 2y)2
4y(1− y)H(y)
n−1∑
j=1
p˙i(In,j)
2 = λH(y),
para algu´n λ ∈ C.
Notemos que para cualquier y ∈ [0, 1] la funcio´n H(y) es escalar cuando se restringe a un
M -mo´dulo, ver Proposicio´n 2.2. Por lo tanto, si m es el nu´mero de M -mo´dulos contenidos en
(V, pi), podemos interpretar la ecuacio´n diferencial del Corolario 5.12 como sigue
y(1− y)H ′′(y) + 1
2
n(1− 2y)H ′(y) + 1
4y(1− y)N1H(y)
+
(1− 2y)
2y(1− y)MH(y) +
(1− 2y)2
4y(1− y)N2H(y) = λH(y),
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donde M , N1 y N2 son matrices de taman˜o m ×m y H : [0, 1] → Cm es la funcio´n vectorial
dada por la funcio´n matricial (que toma valores de matrices diagonales) H.
Ma´s au´n, como
∑n−1
j=1 I
2
n,j = Qn − Qn−1 por la Proposicio´n 5.1 tenemos que
∑n−1
j=1 I
2
n,j ∈
D(SO(n−1))SO(n−1), por lo tanto∑n−1j=1 p˙i(In,j)2 es escalar cuando se restringe a un M -mo´dulo.
De all´ı, N1 = N2 y la ecuacio´n de arriba es equivalente a
y(1− y)H ′′(y) + n
2
(1− 2y)H ′(y) + (1− 2y)
2y(1− y)MH(y) +
(1− 2y)2 + 1
4y(1− y) NH(y) = λH(y) (5.12)
donde N es una matriz diagonal de taman˜o m×m. En las siguientes secciones encontraremos
las expresiones expl´ıcitas para M y N .
Observacio´n 5.13. Es importante notar que por (5.7) y (5.6) podemos inmediatamente obte-
ner cada entrada de la matriz diagonal N , ya que
∑n
j=1 I
2
n+1,j = Qn+1 −Qn.
5.2.2 K-Tipo Trivial
Para el caso particular del K-tipo trivial tenemos
Corolario 5.14. Sea Φ una funcio´n esfe´rica irreducible en G de K-tipo trivial. Entonces, si
H(y) = Φ(a(s)) con y = (1 + cos s)/2, tenemos
y(1− y)H ′′(y) + 1
2
n(1− 2y)H ′(y) = λH(y),
para algu´n λ ∈ C.
Observemos que cuando n = 1 el Corolario 5.11 nos dice
F ′′(s) = λF (s),
lo cual es satisfecho por las funciones esfe´ricas F (s) = eiks de S1, con λ = −k2.
Adema´s cuando n = 2 el Corolario 5.14 nos dice
y(1− y)H ′′(y) + (1− 2y)H ′(y) = λH(y).
Las soluciones acotadas en y = 0, salvo mu´ltiplos escalares, son 2F1(−k, k+1, 1; y), para k ∈ N0.
Como el polinomio de Legendre de grado k es dado por
Pk(x) = 2F1
(−k , k + 1
1
; (1 + x)/2
)
,
obtenemos que F (s) = Pk(cos s).
5.3 Los K-Tipos M-Irreducibles
Sea K = SO(n) con n = 2` + 1 y sea mn = (m1n, . . . ,m`n) un K-tipo tal que Vm es irre-
ducible como M -mo´dulo, con M = SO(n−1). Los pesos ma´ximos mn−1 de los M -submo´dulos
de Vm son aquellos que satisfacen las siguientes relaciones de entrelazamiento
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m1n m2n · m`,n −m` n
m1,n−1 · · m`,n−1
Como Vm es irreducible como M -mo´dulo sigue que m1n = · · · = m`,n = 0. La rec´ıproca es
cierta tambie´n, por lo tanto Vm es M -irreducible si y solo si es la representacio´n trivial.
Sea K = SO(n) con n = 2` y sea mn = (m1n, . . . ,m`n) un K-tipo tal que Vm es irre-
ducible como M -mo´dulo. Los pesos ma´ximos mn−1 del M -submo´dulos de Vm son aquellos que
satisfacen las siguientes relaciones de entrelazamiento
m1n m2n · · · m`−1,n m` n
m1,n−1 · · · · · · m`−1,n−1 −m`−1,n−1
Como Vm es irreducible como M -mo´dulo sigue que m1n = · · · = m`−1,n = p y m`n = p − j
con 0 ≤ j ≤ 2p, pues m`−1,n ≥ |m`n|. Esto implica que m1,n−1 = · · · = m`−2,n−1 = p y
m`−1,n−1 = q con p ≥ q ≥ ma´x{p − j, j − p}. Entonces si 0 ≤ j ≤ p tenemos p ≥ q ≥ p − j y
por irreducibilidad tenemos j = 0. Similarmente si p ≤ j ≤ 2p tenemos p ≥ q ≥ j − p y por
irreducibilidad tenemos j = 2p. Por lo tanto mn = (p, . . . , p) = 2pα o mn = (p, . . . , p,−p) =
2pβ.
La rec´ıproca es cierta tambie´n, por lo tanto Vm es M -irreducible si y solo si mn = 2pα o
mn = 2pβ para cualquier p ∈ N0.
Si Φ es una funcio´n esfe´rica irreducible en SO(n+1) de tipo pi, con peso ma´ximo mn = 2pα
o mn = 2pβ, entonces por el Corolario 5.12 obtenemos que la funcio´n asociada H satisface
y(1− y)H ′′(y) + `(1− 2y)H ′(y) + 1− y
y
n−1∑
j=1
p˙i(Inj)
2H(y) = λH(y).
Para calcular
∑n−1
j=1 p˙i(Inj)
2 escribimos
∑n−1
j=1 p˙i(Inj)
2 = p˙i(Qn −Qn−1).
Primero consideramos mn = 2pα. Si v ∈ Vmn es un vector peso ma´ximo, entonces
p˙i(Qn)v = −p`(p+ `− 1)v,
p˙i(Qn−1)v = −p(`− 1)(p+ `− 1)v,
ver (5.6) y (5.7). Por lo tanto
n−1∑
j=1
p˙i(Inj)
2v = −p(p+ `− 1)v.
Ahora consideramos mn = 2pβ. Si v ∈ Vmn es un vector peso ma´ximo, entonces p˙i(Qn)v =
−2p`(p+ `− 1)v y p˙i(Qn−1)v = −2p(`− 1)(p+ `− 1)v como antes pues en ambos casos mn−1
es el mismo.
Por lo tanto si mn = (p, . . . , p,±p) tenemos
n−1∑
j=1
p˙i(Inj)
2v = −p(p+ `− 1)v.
De all´ı, si Φ es una funcio´n esfe´rica irreducible en SO(n + 1), n = 2`, de tipo mn =
(p, . . . , p,±p) ∈ C`, entonces la funcio´n escalar asociada H = h satisface
y(1− y)h′′(y) + `(1− 2y)h′(y)− p(p+ `− 1)(1− y)
y
h(y) = λh(y). (5.13)
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Ahora computamos el autovalor λ correspondiente a la funcio´n esfe´rica de tipo pi ∈ SˆO(2`),
de peso ma´ximo mn = 2pα, asociada a la representacio´n irreducible τ ∈ SO(2` + 1), de peso
ma´ximo mn+1 = (w, p, . . . , p) ∈ C`. Si v ∈ Vmn+1 es un vector peso ma´ximo, entonces por (5.7)
tenemos
τ˙(Qn+1)v = − (w(w + 2`− 1) + p(`− 1)(p+ `− 1)) v,
Si v ∈ Vmn es un vector peso ma´ximo, entonces por (5.6) tenemos
τ˙(Qn)v = p˙i(Qn)v = −p`(p+ `− 1)v.
Como ∆ = Qn+1 −Qn sigue que
λ = −w(w + 2`− 1) + p(p+ `− 1).
Para resolver (5.13) escribimos h = yαf . Entonces obtenemos
y(1− y)yαf ′′ + (2α(1− y) + `(1− 2y))yαf ′ + (α(α− 1)(1− y)
+`α(1− 2y)− p(p+ `− 1)(1− y)) yα−1f = λyαf.
Entonces la ecuacio´n indicial es α(α− 1) + `α− p(p+ `− 1) = 0 y α = p es una solucio´n. Si h
es solucio´n de (5.13) tomamos h = ypf , entonces obtenemos que f es solucio´n de
y(1− y)f ′′ + (2p+ `− 2(p+ `)y)f ′ − p`f = λf.
Si reemplazamos λ = −w(w + 2`− 1) + p(p+ `− 1) obtenemos
y(1− y)f ′′ + (2p+ `− 2(p+ `)y)f ′ − (p− w)(2`+ p+ w − 1)f = 0.
Sea a = p− w, b = 2`+ p+ w − 1, c = 2p+ ` entonces la ecuacio´n de arriba resulta
y(1− y)f ′′ + (c− (1 + a+ b)y)f ′ − abf = 0.
Un sistema fundamental de soluciones de esta ecuacio´n alrededor de y = 0 esta´ dado por
las siguientes funciones
2F1
(
a , b
c
; y
)
, y1−c2F1
(
a− c+ 1 , b− c+ 1
2− c ; y
)
.
Como h = ypf es acotada en y = 0 sigue que
h(y) = uyp2F1
(
p− w , 2`+ p+ w − 1
2p+ `
; y
)
donde la constante u es determinada por la condicio´n h(1) = 1.
Observacio´n 5.15. Sea hw = hw(y), w ≥ p, la funcio´n h de arriba. Entonces hw es polinomio
de grado w. Ma´s au´n, observemos que la funcio´n yp usada para hipergeometrizar (5.13) es
precisamente hp.
5.4. EL OPERADOR DIFERENCIAL ∆ PARA K = SO(2`) 93
Ahora computamos el autovalor λ correspondiente a la funcio´n esfe´rica de tipo mn = 2pβ
asociada a una representacio´n irreducible τ de SO(n+1) de peso ma´ximo mn+1 = (w, p, . . . , p) ∈
C`. Si v ∈ Vmn+1 es un vector peso ma´ximo, obtenemos τ˙(Qn+1)v = −(w(w + 2`− 1) + p(`−
1)(p+ `− 1))v.
Si v ∈ Vmn es un vector peso ma´ximo, entonces p˙i(Qn)v = −p`(p + ` − 1)v como arriba,
pues Qnv no depende del signo de mn. Como ∆ = Qn+1 −Qn adema´s tenemos
λ = −w(w + 2`− 1) + p(p+ `− 1).
Por lo tanto tenemos probado el siguiente resultado.
Teorema 5.16. Las funciones escalares H = h asociadas a las funciones esfe´ricas irreducibles
de SO(n + 1), n = 2`, de SO(n)-tipo mn = (p, . . . , p,±p) ∈ C`, son parametrizadas por los
enteros w ≥ p y son dadas por
hw(y) = uy
p
2F1
(
p− w , 2`+ p+ w − 1
2p+ `
; y
)
,
donde la constante u es determinada por la condicio´n hw(1) = 1.
5.4 El Operador Diferencial ∆ para K = SO(2`)
Queremos encontrar una expresio´n ma´s expl´ıcita de la ecuacio´n diferencial
y(1− y)H ′′(y) + 1
2
n(1− 2y)H ′(y) + 1
4y(1− y)
n−1∑
j=1
p˙i(In,j)
2H(y)
+
(1− 2y)
2y(1− y)
n−1∑
j=1
p˙i(In,j)H(y)p˙i(In,j) +
(1− 2y)2
4y(1− y)H(y)
n−1∑
j=1
p˙i(In,j)
2 = λH(y),
dada en el Corolario 5.12 para el caso en que la representacio´n pi ∈ SO(n) es fundamental y n
par; ver adema´s (5.12) y Observacio´n 5.13.
Los pesos fundamentales de so(2`,C) son
λp = λp−p+1 = 1 + · · ·+ p, 1 ≤ p ≤ `− 2,
λ`−1 = 12(1 + · · ·+ `−1 − `),
λ` =
1
2(1 + · · ·+ `−1 + `).
Por lo tanto los pesos ma´ximos de so(2`,C) son combinaciones lineales enteras no negativas
λ =q1λ1 + · · ·+ q`λ`
=
(
q1 + · · ·+ q`−2 + 12(q`−1 + q`)
)
1 +
(
q2 + · · ·+ q`−2 + 12(q`−1 + q`)
)
2
+ · · ·+ (q`−2 + 12(q`−1 + q`))`−2 + 12(q`−1 + q`)`−1 + 12(q` − q`−1)`.
Sea mj = qj + · · · q`−2 + 12(q`−1 + q`) para 1 ≤ j ≤ ` − 2 y m`−1 = 12(q`−1 + q`), m` =
1
2(q` − q`−1). Entonces λ = m11 + · · · + m``, donde m1, . . . ,m` son todos enteros o todos
medio enteros, y m1 ≥ m2 ≥ · · · ≥ m`−1 ≥ |m`|. La rec´ıproca tambie´n es cierta.
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Ahora observemos que los mj ’s son todos enteros o todos medio enteros si y solo si q`−1−q`
es, respectivamente, par o impar. Las representaciones irreducibles de dimensio´n finita de
SO(2`) son aquellas cuyos pesos ma´ximos λ tienen todos los mj ’s enteros. Entonces asumiremos
que q`−1 − q` es par. Sea ωj = 1 + · · · + j para 1 ≤ j ≤ ` − 1, 2α = 1 + · · · + ` y
2β = 1 + · · ·+ `−1 − `. Si q`−1 ≥ q` tenemos
λ = q1ω1 + · · ·+ q`−2ω`−2 + q`−1−q`2 (2β) + q`ω`−1.
Si q` ≥ q`−1 tenemos
λ = q1ω1 + · · ·+ q`−2ω`−2 + q`−1ω`−1 + q`−q`−12 (2α).
Por lo tanto los pesos ma´ximos de las representaciones irreducibles de dimensio´n finita de
SO(2`) pueden ser escritas de una u´nica forma como una combinacio´n lineal entera no negativa:
λ = a1ω1 + · · ·+ a`−1ω`−1 + a`(2α) o λ = a1ω1 + · · ·+ a`−1ω`−1 + a`(2β).
Estamos interesados en calcular la expresio´n expl´ıcita de M en (5.12), i.e. queremos
calcular
n−1∑
j=1
p˙i(Inj)Psp˙i(Inj)|Vt(r) = λ(r, s)IVt(r) ,
para cualquier representacio´n irreducible de dimensio´n finita pi de K = SO(n) y r, s ∈ Ω. En
esta seccio´n tomamos n = 2` y trabajaremos con las representaciones fundamentales de K:
aquellas de pesos ma´ximos ω1, . . . , ω`−1.
Comenzamos con el K-mo´dulo esta´ndar V . El vector e1− ie2 es el u´nico vector dominante
salvo multiplicidad, y su peso es 1. Entonces V es un K-mo´dulo irreducible de peso ma´ximo
ω1 = (1, 0, . . . , 0) ∈ C`. Entonces V es la suma de dos M -submo´dulos, M = SO(n − 1), es-
pec´ıficamente V = V0⊕V1 de pesos ma´ximos t(0) = (0, 0, . . . , 0) ∈ C`−1 y t(1) = (1, 0, . . . , 0) ∈
C`−1, respectivamente. El subespacio generado por en coincide con V0 y V1 es el subespacio
generado por {e1, . . . , en−1}. Claramente en es un M vector peso ma´ximo en V0 y e1 − ie2 es
un M vector peso ma´ximo en V1.
Sea 1 ≤ j ≤ n− 1. Tenemos
p˙i(Inj)ei =

−en si i = j,
0 si i 6= j, 1 ≤ i ≤ n− 1,
ej si i = n.
(5.14)
Para obtener λ(0, 0) es suficiente calcular
∑n−1
j=1 p˙i(Inj)P0p˙i(Inj)en. Tenemos p˙i(Inj)en = ej ,
por lo tanto P0p˙i(Inj)en = 0 y λ(0, 0) = 0.
Para obtener λ(0, 1) es suficiente calcular
∑n−1
j=1 p˙i(Inj)P1p˙i(Inj)en. Tenemos p˙i(Inj)en = ej ,
por lo tanto P1p˙i(Inj)en = ej y p˙i(Inj)P1p˙i(Inj)en = −en. De all´ı λ(0, 1) = −(n− 1).
Similarmente, para obtener λ(1, 0) es suficiente calcular
∑n−1
j=1 p˙i(Inj)P0p˙i(Inj)e1. Tenemos
p˙i(Inj)e1 = −δ1jen, por lo tanto P0p˙i(Inj)e1 = −δ1jen y p˙i(Inj)P0p˙i(Inj)e1 = −δ1jej . De all´ı
λ(1, 0) = −1.
Adema´s es claro ahora que
∑n−1
j=1 p˙i(Inj)P1p˙i(Inj)e1 = 0, de aqu´ı λ(1, 1) = 0.
Por lo tanto cuando pi es la representacio´n esta´ndar de K tenemos
(λ(r, s))0≤r,s≤1 =
(
0 1− n
−1 0
)
.
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Ahora consideraremos el K-mo´dulo Λp(V ) para 1 ≤ p ≤ ` − 1. El vector (e1 − ie2) ∧
(e3 − ie4) ∧ · · · ∧ (e2p−1 − ie2p) es el u´nico vector dominante salvo multiplicidad, y su peso es
ωp = (1, . . . , 1, 0, . . . , 0) ∈ C` con p unos. Entonces Λp(V ) es la suma de dos M -submo´dulos,
Λp(V ) = Λp−1(V1) ∧ en ⊕ Λp(V1),
de pesos ma´ximos t(0) = (1, . . . , 1, 0, . . . , 0) ∈ C`−1 con p−1 unos, y t(1) = (1, . . . , 1, 0, . . . , 0) ∈
C`−1 con p unos, respectivamente. Es fa´cil ver que (e1−ie2)∧(e3−ie4)∧· · ·∧(e2p−3−ie2p−2)∧en
es un M vector peso ma´ximo en Λp−1(V1)∧en y que (e1− ie2)∧ (e3− ie4)∧· · ·∧ (e2p−1− ie2p)
es un M vector peso ma´ximo en Λp(V1).
Para obtener λ(0, 0) es suficiente calcular
n−1∑
j=1
p˙i(Inj)P0p˙i(Inj)(e1 ∧ · · · ∧ ep−1 ∧ en).
Tenemos p˙i(Inj)(e1 ∧ · · · ∧ ep−1 ∧ en) = e1 ∧ · · · ∧ ep−1 ∧ ej , por lo tanto P0p˙i(Inj)(e1 ∧ · · · ∧
ep−1 ∧ en) = 0 y λ(0, 0) = 0.
Para obtener λ(0, 1) es suficiente calcular
n−1∑
j=1
p˙i(Inj)P1p˙i(Inj)(e1 ∧ · · · ∧ ep−1 ∧ en).
Tenemos
P1p˙i(Inj)(e1 ∧ · · · ∧ ep−1 ∧ en) =
{
0 si 1 ≤ j ≤ p− 1,
e1 ∧ · · · ∧ ep−1 ∧ ej si p ≤ j ≤ n− 1.
Por lo tanto tenemos p˙i(Inj)P1p˙i(Inj)(e1 ∧ · · · ∧ ep−1 ∧ en) ={
0 1 ≤ j ≤ p− 1,
−e1 ∧ · · · ∧ ep−1 ∧ en p ≤ j ≤ n− 1.
De all´ı λ(0, 1) = −(n− p).
Similarmente, para obtener λ(1, 0) es suficiente calcular
n−1∑
j=1
p˙i(Inj)P0p˙i(Inj)(e1 ∧ · · · ∧ ep).
Tenemos
p˙i(Inj)(e1 ∧ · · · ∧ ep) =
{
−e1 ∧ · · · ∧ en ∧ · · · ∧ ep si 1 ≤ j ≤ p,
0 si p+ 1 ≤ j ≤ n− 1,
donde en aparece en el lugar j. Por lo tanto
p˙i(Inj)P0p˙i(Inj)(e1 ∧ · · · ∧ ep) =
{
−e1 ∧ · · · ∧ ep 1 ≤ j ≤ p,
0 p+ 1 ≤ j ≤ n− 1.
De all´ı λ(1, 0) = −p.
96 CAPI´TULO 5. FUNCIONES ESFE´RICAS EN LAS ESFERAS Sn
Adema´s es claro ahora que
∑n−1
j=1 p˙i(Inj)P1p˙i(Inj)(e1 ∧ · · · ∧ ep) = 0, de aqu´ı λ(1, 1) = 0.
Por lo tanto, cuando pi es la representacio´n esta´ndar de K en Λp(V ), 1 ≤ p ≤ n−1, tenemos
(λ(r, s))0≤r,s≤1 =
(
0 p− n
−p 0
)
.
Por lo tanto, en esta situacio´n tenemos una versio´n ma´s expl´ıcita del Corolario 5.12; ver
(5.12) y Observacio´n 5.13.
Corolario 5.17. Sea Φ una funcio´n esfe´rica irreducible en G de tipo pi ∈ SˆO(n), n = 2`. Si el
peso ma´ximo de pi es de la forma (1, . . . , 1, 0, . . . , 0) ∈ C`, con p unos, 1 ≤ p ≤ `− 1, entonces
la funcio´n H : [0, 1]→ End(C2) asociada a Φ satisface
y(1− y)H ′′(y) + 1
2
n(1− 2y)H ′(y) + (1− 2y)
2 + 1
4y(1− y)
(
p−n 0
0 −p
)
H(y)
+
(1− 2y)
2y(1− y)
(
0 p−n
−p 0
)
H(y) = λH(y),
para algu´n λ ∈ C.
5.5 El Operador Diferencial ∆ para K = SO(2`+ 1)
Queremos encontrar una expresio´n ma´s expl´ıcita de la ecuacio´n diferencial
y(1− y)H ′′(y) + 1
2
n(1− 2y)H ′(y) + 1
4y(1− y)
n−1∑
j=1
p˙i(In,j)
2H(y)
(1− 2y)
2y(1− y)
n−1∑
j=1
p˙i(In,j)H(y)p˙i(In,j) +
(1− 2y)2
4y(1− y)H(y)
n−1∑
j=1
p˙i(In,j)
2 = λH(y),
dada en el Corolario 5.12 para el caso en que la representacio´n pi ∈ SO(n) es fundamental y n
impar; ver adema´s (5.12) y Observacio´n 5.13.
Estamos interesados en calcular
n−1∑
j=1
p˙i(Inj)Psp˙i(Inj)|Vt(r) = λ(r, s)IVt(r) ,
para cualquier representacio´n irreducible de dimensio´n finita pi de K = SO(n) y r, s ∈ Ω. En
esta seccio´n tomamos n = 2`+ 1 y trabajaremos con las representaciones fundamentales de K,
aquellas de pesos ma´ximos
λp = 1 + · · ·+ p, 1 ≤ p ≤ `.
El caso λ` es particularmente diferente a los otros, y lo trataremos posteriormente por separado.
Consideremos el K-mo´dulo Λp(V ) para 1 ≤ p ≤ ` − 1. El vector (e1 − ie2) ∧ (e3 −
ie4) ∧ · · · ∧ (e2p−1 − ie2p) es el u´nico vector dominante salvo multiplicidad, y su peso es ωp =
(1, . . . , 1, 0, . . . , 0) ∈ C` con p unos. Entonces Λp(V ) es la suma de dos M -submo´dulos,
Λp(V ) = Λp−1(V1) ∧ en ⊕ Λp(V1)
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de pesos ma´ximos t(0) = (1, . . . , 1, 0, . . . , 0) ∈ C`−1 con p−1 unos, y t(1) = (1, . . . , 1, 0, . . . , 0) ∈
C`−1 con p unos, respectivamente. Es fa´cil ver que (e1−ie2)∧(e3−ie4)∧· · ·∧(e2p−3−ie2p−2)∧en
es un M vector peso ma´ximo en Λp−1(V1)∧en y que (e1− ie2)∧ (e3− ie4)∧· · ·∧ (e2p−1− ie2p)
es un M vector peso ma´ximo en Λp(V1).
Para obtener λ(0, 0) es suficiente calcular
n−1∑
j=1
p˙i(Inj)P0p˙i(Inj)(e1 ∧ · · · ∧ ep−1 ∧ en).
Tenemos p˙i(Inj)(e1 ∧ · · · ∧ ep−1 ∧ en) = e1 ∧ · · · ∧ ep−1 ∧ ej , por lo tanto P0p˙i(Inj)(e1 ∧ · · · ∧
ep−1 ∧ en) = 0 y λ(0, 0) = 0.
Para obtener λ(0, 1) es suficiente calcular
n−1∑
j=1
p˙i(Inj)P1p˙i(Inj)(e1 ∧ · · · ∧ ep−1 ∧ en).
Tenemos
P1p˙i(Inj)(e1 ∧ · · · ∧ ep−1 ∧ en) =
{
0 si 1 ≤ j ≤ p− 1,
e1 ∧ · · · ∧ ep−1 ∧ ej si p ≤ j ≤ n− 1.
Por lo tanto p˙i(Inj)P1p˙i(Inj)(e1 ∧ · · · ∧ ep−1 ∧ en) ={
0 si 1 ≤ j ≤ p− 1,
−e1 ∧ · · · ∧ ep−1 ∧ en si p ≤ j ≤ n− 1.
De all´ı λ(0, 1) = −(n− p).
Similarmente, para obtener λ(1, 0) es suficiente calcular
n−1∑
j=1
p˙i(Inj)P0p˙i(Inj)(e1 ∧ · · · ∧ ep).
Tenemos que p˙i(Inj)(e1 ∧ · · · ∧ ep) ={
−e1 ∧ · · · ∧ en ∧ · · · ∧ ep si 1 ≤ j ≤ p,
0 si p+ 1 ≤ j ≤ n− 1,
donde en aparece en el lugar j. Por lo tanto
p˙i(Inj)P0p˙i(Inj)(e1 ∧ · · · ∧ ep) =
{
−e1 ∧ · · · ∧ ep si 1 ≤ j ≤ p,
0 si p+ 1 ≤ j ≤ n− 1.
De all´ı λ(1, 0) = −p.
Adema´s es claro ahora que
∑n−1
j=1 p˙i(Inj)P1p˙i(Inj)(e1 ∧ · · · ∧ ep) = 0, de aqu´ı λ(1, 1) = 0.
Por lo tanto, cuando pi es la representacio´n esta´ndar de K en Λp(V ), 1 ≤ p ≤ n− 1, tenemos
(λ(r, s))0≤r,s≤1 =
(
0 p− n
−p 0
)
.
Entonces, en esta situacio´n tenemos una versio´n ma´s expl´ıcita de Corolario 5.12; ver (5.12)
y Observacio´n 5.13.
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Corolario 5.18. Sea Φ una funcio´n esfe´rica irreducible en G de tipo pi ∈ SˆO(n), n = 2`+ 1.
Si el peso ma´ximo de pi es de la forma (1, . . . , 1, 0, . . . , 0) ∈ C`, con p unos, 1 ≤ p ≤ ` − 1,
entonces la funcio´n H : [0, 1]→ End(C2) asociada a Φ satisface
y(1− y)H ′′(y) + 1
2
n(1− 2y)H ′(y) + (1− 2y)
2 + 1
4y(1− y)
(
p−n 0
0 −p
)
H(y)
+
(1− 2y)
2y(1− y)
(
0 p−n
−p 0
)
H(y) = λH(y),
para algu´n λ ∈ C.
5.5.1 Cuando el K-Tipo Fundamental tiene Peso Ma´ximo λ` = (1, . . . , 1) ∈ C`
Ahora consideramos el K-mo´dulo irreducible Λ`(V ). El vector v = (e1 − ie2) ∧ (e3 −
ie4) ∧ · · · ∧ (e2`−1 − ie2`) es el u´nico vector dominante salvo mu´ltiplos escalares, y su peso es
λ` = (1, 1, . . . , 1). Entonces Λ
`(V ) es la suma de tres M -mo´dulos,
Λ`(V ) = V2α ⊕ Λ`−1(V ) ∧ en ⊕ V2β (5.15)
de pesos ma´ximos t(1) = 2α = (1, . . . , 1), t(0) = (1, . . . , 1, 0) y t(−1) = 2β = (1, . . . , 1,−1),
respectivamente.
Los vectores
v1 =(e1 − ie2) ∧ (e3 − ie4) ∧ · · · ∧ (e2`−1 − ie2`),
v0 =− (e1 − ie2) ∧ (e3 − ie4) ∧ · · · ∧ (e2`−3 − ie2`−2) ∧ en,
v−1 =(e1 − ie2) ∧ (e3 − ie4) ∧ · · · ∧ (e2`−1 + ie2`),
son M vector peso ma´ximo en V2α, en Λ
`−1(V ) ∧ en y en V2β respectivamente. Adema´s,
llamemos P1, P0 y P−1 a las respectivas proyecciones en V2α, Λ`−1(V ) ∧ en y V2β, de acuerdo
a la descomposicio´n (5.15).
Si 1 ≤ j ≤ `, entonces
p˙i(In,2j−1)(e2k−1 − ie2k) =
{
0 si k 6= j,
−en si k = j,
p˙i(In,2j)(e2k−1 − ie2k) =
{
0 si k 6= j,
ien si k = j,
por lo tanto, es fa´cil ver que P0p˙i(In,2j−1)v0 = P0p˙i(In,2j)v0 = 0 y que Prp˙i(In,2j−1)vs =
Prp˙i(In,2j)vs = 0 cuando s 6= 0 y r 6= 0; i.e.
λ(0, 0) = λ(−1,−1) = λ(1,−1) = λ(1,−1) = λ(1, 1) = 0.
Ma´s au´n, es fa´cil ver que, para 1 ≤ j ≤ ` y r igual a 1 o −1, tenemos
p˙i(In,2j−1)P0p˙i(In,2j−1)vr + p˙i(In,2j)P0p˙i(In,2j)vr = −vr,
entonces λ(−1, 0) = λ(1, 0) = −`. Por lo tanto, solo resta estudiar
p˙i(In,2j−1)Psp˙i(In,2j−1)v0 y p˙i(In,2j)Psp˙i(In,2j)v0,
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para 1 ≤ j ≤ ` y s = 1,−1.
Primero miramos las expresiones de X−εj−ε`v1 ∈ V2α y X−εj+ε`v−1 ∈ V2β (ver (5.2)).
Tenemos
p˙i
(
X−εj−ε`
)
((e2j−1 − ie2j) ∧ (e2`−1 − ie2`)) = 4i(e2j−1) ∧ (e2j) + 4i(e2`−1) ∧ (e2`)
= 4i ((e2j−1 − ie2j) ∧ (e2j) + (e2`−1 − ie2`) ∧ (e2`)) ,
p˙i
(
X−εj+ε`
)
((e2j−1 − ie2j) ∧ (e2`−1 + ie2`)) = 4i(e2j−1) ∧ (e2j)− 4i(e2`−1) ∧ (e2`)
= 4i ((e2j−1 − ie2j) ∧ (e2j)− (e2`−1 + ie2`) ∧ (e2`)) .
Por lo tanto, para 1 ≤ j < `,
p˙i
(
X−εj−ε`
)
v1 =4i
(
(e1 − ie2) ∧ · · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ e2j
+ (e1 − ie2) ∧ · · · ∧ (e2j−3 − ie2j−2) ∧ (e2`−1 − ie2`) ∧ (e2j+1 − ie2j+2)∧
· · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ e2`
)
,
p˙i
(
X−εj+ε`
)
v−1 =4i
(
(e1 − ie2) ∧ · · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ e2j
− (e1 − ie2) ∧ · · · ∧ (e2j−3 − ie2j−2) ∧ (e2`−1 − ie2`) ∧ (e2j+1 − ie2j+2)∧
· · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ e2`
)
.
De all´ı, para 1 ≤ j < `,
p˙i(In,2j)v0 = (e1 − ie2) ∧ · · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ e2j
= −i8
(
p˙i
(
X−εj−ε`
)
v1 + p˙i
(
X−εj+ε`
)
v−1
)
,
p˙i(In,2j−1)v0 = (e1 − ie2) ∧ · · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ e2j−1
= (e1 − ie2) ∧ · · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ ie2j
= 18
(
p˙i
(
X−εj−ε`
)
v1 + p˙i
(
X−εj+ε`
)
v−1
)
,
y para j = ` tenemos
p˙i(In,2`)v0 =
1
2i(−v1 + v−1), p˙i(In,2`−1)v0 = 12(v1 + v−1).
De all´ı, para 1 ≤ j < `,
p˙i (In,2j−1)P1p˙i (In,2j−1) v0 = 18 p˙i (In,2j−1) p˙i
(
X−εj−ε`
)
v1
= i2
(
(e1 − ie2) ∧ · · · ∧ (−en) ∧ · · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ e2j
= i2
(
(e1 − ie2) ∧ · · · ∧ e2j ∧ · · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ en,
p˙i (In,2j)P1p˙i (In,2j) v0 =
−i
8 p˙i (In,2j) p˙i
(
X−εj−ε`
)
v1
= 12
(
(e1 − ie2) ∧ · · · ∧ e2j−1 ∧ · · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ (−en)
= −12
(
(e1 − ie2) ∧ · · · ∧ e2j−1 ∧ · · · ∧ (e2(`−1)−1 − ie2(`−1)) ∧ en,
y entonces, para 1 ≤ j < `,
p˙i (In,2j−1)P1p˙i (In,2j−1) v0 + p˙i (In,2j) v0P1p˙i (In,2j) v0 = −12v0.
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Por lo tanto, como
p˙i (In,2`)P1p˙i(In,2`)v0 = − 12i p˙i (In,2`) v1 = −12v0,
p˙i (In,2`−1)P1p˙i(In,2`−1)v0 = 12 p˙i (In,2`−1) v1 = −12v0,
tenemos que
λ(0, 1) = −`+ 1
2
.
De manera ana´loga tambie´n se obtiene que
λ(0,−1) = −`+ 1
2
.
De all´ı
(λ(r, s))−1≤r,s≤1 =
 0 −` 0− `+12 0 − `+12
0 −` 0
 .
Entonces, en esta situacio´n tenemos una versio´n ma´s expl´ıcita de Corolario 5.12; ver (5.12)
y Observacio´n 5.13.
Corolario 5.19. Sea Φ una funcio´n esfe´rica irreducible en G de tipo pi ∈ SˆO(n), n = 2`+ 1.
Si el peso ma´ximo de pi es de la forma (1, . . . , 1) ∈ C`, entonces la funcio´n H : [0, 1] → C3
asociada a Φ satisface
y(1− y)H ′′(y) + 1
2
n(1− 2y)H ′(y) + (1− 2y)
2 + 1
4y(1− y)
(
−` 0 0
0 −`−1 0
0 0 −`
)
H(y)
+
(1− 2y)
2y(1− y)
(
0 −` 0
− `+12 0 −
`+1
2
0 −` 0
)
H(y) = λH(y),
para algu´n λ ∈ C.
5.6 Las Funciones Esfe´ricas de K-Tipos Fundamentales
Como ya mencionamos, tanto para n par como para n impar, las representaciones irre-
ducibles de peso ma´ximo (1, . . . , 1, 0, . . . , 0) son representaciones fundamentales. La u´nica
representacio´n fundamental no comprendida entre e´stas es la de peso ma´ximo (1, . . . , 1), la
cual tiene lugar solo cuando n es impar.
Sea n = 2`, las funciones esfe´ricas irreducibles de K-tipo mn = (1, . . . , 1, 0, . . . , 0) ∈ C`,
con p unos 1 ≤ p ≤ ` − 1, son aquellas asociadas a las representaciones irreducibles de G de
pesos ma´ximos de la forma mn+1 = (w + 1, 1, . . . , 1, δ, 0, . . . , 0) ∈ C` tales que δ = 0, 1.
Ahora consideremos el K-mo´dulo Λp(Cn) el cual tiene peso ma´ximo mn.
Para w = 0 y δ = 0 consideramos el G-mo´dulo Λp(Cn+1) cuyo peso ma´ximo es mn+1, y
tenemos la siguiente descomposicio´n en K-mo´dulos
Λp(Cn+1) = Λp(Cn)⊕ Λp−1(Cn) ∧ en+1,
donde Λp(Cn) es la suma de dos SO(n− 1)-mo´dulos:
Λp(Cn) = Λp(Cn−1)⊕ Λp−1(Cn) ∧ en.
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Observemos que
a(s)(e1 ∧ · · · ∧ ep−1 ∧ en) = e1 ∧ · · · ∧ ep−1 ∧ (cos s en − sin s en+1)
= cos s(e1 ∧ · · · ∧ ep−1 ∧ en)− sin s(e1 ∧ · · · ∧ ep−1 ∧ en+1).
De all´ı, si Φ0 es la funcio´n esfe´rica asociada a las representaciones irreducibles de G de peso
ma´ximo mn+1 = (1, 1, . . . , 1, δ, 0, . . . , 0) ∈ C` con δ = 0, tenemos que
Φ0(s)(e1 ∧ · · · ∧ ep−1 ∧ en) = cos s (e1 ∧ · · · ∧ ep−1 ∧ en).
Adema´s tenemos que a(s)(e1 ∧ · · · ∧ ep) = e1 ∧ · · · ∧ ep. Entonces la funcio´n vectorial F0(s)
dada por la funcio´n esfe´rica irreducible = Φ0(a(s)) es
F0(s) =
(
cos s
1
)
.
Para w = 0 y δ = 1 consideramos el G-mo´dulo Λp+1(Cn+1) cuyo peso ma´ximo es mn+1, y
para 1 ≤ p ≤ `− 1 tenemos la siguiente descomposicio´n en K-mo´dulos
Λp+1(Cn+1) = Λp+1(Cn)⊕ Λp(Cn) ∧ en+1,
donde Λp(Cn) ∧ en+1 es la suma de dos SO(n− 1)-mo´dulos:
Λp(Cn) ∧ en+1 = Λp(Cn−1) ∧ en+1 ⊕ Λp−1(Cn−1) ∧ en ∧ en+1.
Observemos que a(s)(e1 ∧ · · · ∧ ep−1 ∧ en ∧ en+1) = e1 ∧ · · · ∧ ep−1 ∧ en ∧ en+1. De all´ı,
si Φ1 es la funcio´n esfe´rica asociada a las representaciones irreducibles de G de peso ma´ximo
mn+1 = (1, 1, . . . , 1, δ, 0, . . . , 0) ∈ C` con δ = 1, tenemos que Φ1(s)(e1∧· · ·∧ep−1∧en∧en+1) =
cos s (e1 ∧ · · · ∧ ep−1 ∧ en ∧ en+1). Adema´s tenemos que
a(s)(e1 ∧ · · · ∧ ep ∧ en+1) = e1 ∧ · · · ∧ ep−1 ∧ (sin s en + cos s en+1)
= sin s(e1 ∧ · · · ∧ ep−1 ∧ en) + cos s(e1 ∧ · · · ∧ ep−1 ∧ en+1).
Entonces la funcio´n vectorial F1(s) dado por la funcio´n esfe´rica irreducible = Φ1(a(s)) es
F1(s) =
(
1
cos s
)
.
Por lo tanto, despue´s del cambio de variables cos s = 2y− 1, la funcio´n matricial hecha con las
columnas F0 y F1 es
Ψ(y) =
(
2y − 1 1
1 2y − 1
)
. (5.16)
Cada columna de Ψ satisface la ecuacio´n diferencial dada en la Proposicio´n 5.17. Y es fa´cil
comprobar que, au´n cuando n es impar, tenemos
y(1− y)Ψ′′ + n
2
(1− 2y)Ψ′ + 1 + (1− 2y)
2
4y(1− y)
(
p− n 0
0 −p
)
Ψ
+
(1− 2y)
2y(1− y)
(
0 p− n
−p 0
)
Ψ = Ψ
(−p 0
0 p− n
)
.
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Teorema 5.20. La funcio´n Ψ puede ser usada para hipergeometrizar las ecuaciones diferen-
ciales dadas en Proposiciones 5.17 y 5.18. Precisamente, si n es de la forma 2` o 2` + 1 y
H = ΨP es la funcio´n vectorial asociada a una funcio´n esfe´rica irreducible en G = SO(n+ 1)
de K-tipo mn = (1, . . . , 1, 0, . . . , 0) ∈ C`, con p unos y 1 ≤ p ≤ ` − 1, tenemos que DP = λP
para algu´n λ ∈ C, donde D es el operador diferencial dado por
y(1− y)P ′′ −
(
(n2 + 1)(2y − 1) −1
−1 (n2 + 1)(2y − 1)
)
P ′ −
(
p 0
0 n− p
)
P.
Demostracio´n. Escribamos H = ΨP . Entonces
y(1− y)P ′′ + (2y(1− y)Ψ−1Ψ′ + n
2
(1− 2y)I)P ′ + Ψ−1(y(1− y)Ψ′′ + n
2
(1− 2y)Ψ′
+
1 + (1− 2y)2
4y(1− y)
(
p− n 0
0 −p
)
Ψ +
(1− 2y)
2y(1− y)
(
0 p− n
−p 0
)
Ψ
)
P = λP.
Ahora calculamos
2y(1− y)Ψ−1Ψ′ = 4y(1− y)
4y(y − 1)
(
2y − 1 −1
−1 2y − 1
)
= −
(
2y − 1 −1
−1 2y − 1
)
.
Por lo tanto
y(1− y)P ′′ −
(
(n2 + 1)(2y − 1) −1
−1 (n2 + 1)(2y − 1)
)
P ′ −
(
λ+ p 0
0 λ+ n− p
)
P = 0.
Esto completa la prueba del teorema.
Ahora consideramos el otro caso. Sea n = 2` + 1, y nos concentremos en las funciones
esfe´ricas irreducibles Φw,δ de tipo mn = (1, . . . , 1) ∈ C`, las cuales esta´n asociadas a las repre-
sentaciones irreducibles de SO(n+ 1) de pesos ma´ximos de la forma mn+1 = (w+ 1, 1, . . . , 1, δ)
∈ C`+1 tales que el siguiente patro´n se mantiene
w + 1 1 · · · 1 δ
1 · · · · · · 1 −1 .
Como antes, armamos la funcio´n Ψ cuyas columnas son dadas por las funciones esfe´ricas Φ0,δ,
δ = −1, 0, 1. Cuando w = 0, se puede calcular con poca dificultad usando [VK92, pa´gina 364,
ecuacio´n (8)]. Por lo tanto tenemos
Ψ(y) =
2y − 1 + i
√
1− (1− 2y)2 1 2y − 1− i√1− (1− 2y)2
1 2y − 1 1
2y − 1− i√1− (1− 2y)2 1 2y − 1 + i√1− (1− 2y)2
 .
Cada columna de Ψ satisface la ecuacio´n diferencial dado en Proposicio´n 5.19. Y es fa´cil
comprobar que tenemos
y(1− y)H ′′(y) + 1
2
n(1− 2y)H ′(y) + (1− 2y)
2 + 1
4y(1− y)
(
−` 0 0
0 −`−1 0
0 0 −`
)
Ψ(y)
+
(1− 2y)
2y(1− y)
(
0 −` 0
− `+12 0 −
`+1
2
0 −` 0
)
Ψ(y) = Ψ(y)
(
−` 0 0
0 −`−1 0
0 0 −`
)
,
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Teorema 5.21. La funcio´n Ψ puede ser usada para hipergeometrizar la ecuacio´n diferencial
dada en Proposicio´n 5.19. Precisamente, si n = 2` + 1 y H = ΨP es la funcio´n vectorial
asociada a una funcio´n esfe´rica irreducible en G = SO(n+ 1) de K-tipo mn = (1, . . . , 1) ∈ C`,
tenemos que DP = λP para algu´n λ ∈ C, donde D es el operador diferencial dado por
DP = y(1− y)P ′′ +
(
−(n+ 2)yI +
(
(n+2)/2 1/2 0
1 (n+2)/2 1
0 1/2 (n+2)/2
))
P ′ +
(
−` 0 0
0 −`−1 0
0 0 −`
)
P.
Demostracio´n. Sea H = ΨP . Entonces
y(1− y)P ′′ + (2y(1− y)Ψ−1Ψ′ + n
2
(1− 2y)I)P ′ + Ψ−1(y(1− y)Ψ′′ + n
2
(1− 2y)Ψ′
+
1 + (1− 2y)2
4y(1− y)
(
−` 0 0
0 −`−1 0
0 0 −`
)
Ψ +
(1− 2y)
2y(1− y)
(
0 −` 0
− `+12 0 −
`+1
2
0 −` 0
)
Ψ
)
P = λP.
Ahora calculamos
2y(1− y)Ψ−1Ψ′ + n
2
(1− 2y)I = −(n+ 2)yI +
(
(n+2)/2 1/2 0
1 (n+2)/2 1
0 1/2 (n+2)/2
)
.
Por lo tanto
y(1− y)P ′′ +
(
−(n+ 2)yI +
(
(n+2)/2 1/2 0
1 (n+2)/2 1
0 1/2 (n+2)/2
))
P ′ +
((
−` 0 0
0 −`−1 0
0 0 −`
)
− λI
)
P = 0.
Esto completa la demostracio´n del teorema.
5.6.1 Autovalores Posibles
Como dijimos, cuando n = 2` las funciones esfe´ricas irreducibles del par (SO(n+1), SO(n)),
de tipo mn = (1, . . . , 1, 0 . . . , 0) ∈ C` con p unos, 1 ≤ p ≤ `, son aquellas asociadas a las repre-
sentaciones irreducibles τ deG de pesos ma´ximos de la forma mn+1 = (w+1, 1, . . . , 1, δ, 0, . . . , 0)
∈ C` con p− 1 unos, tales que δ = 0, 1.
Sea Φw,δ la correspondiente funcio´n esfe´rica. Entonces ∆Φw,δ = λΦw,δ, donde el autovalor
λ = λn(w, δ) puede ser calculado usando que ∆ = Qn+1 −Qn. Si v ∈ Vmn+1 es un vector peso
ma´ximo por (5.7) tenemos
τ˙(Q2`+1)v = −
(
(w + 1)2 + (2`− 1)(w + 1) + (2`− p)(p− 1) + 2δ(`− p))v.
Si v ∈ Vm2` es un vector peso ma´ximo, entonces por (5.6) tenemos
p˙i(Qn)v = −p(2`− p)v.
Como ∆ = Qn+1 −Qn sigue que
λ2`(w, δ) = −(w + 1)2 − (2`− 1)(w + 1) + (2`− p)− 2δ(`− p).
Ana´logamente, obtenemos que los autovalores de las funciones esfe´ricas Φw,δ del par (SO(2`+
2),SO(2`+ 1)) son de la forma
λ2`+1(w, δ) = −(w + 1)(w + 2`+ 1) + 2`− p+ 1− δ2(`− p)− δ2.
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Por lo tanto, tenemos que los autovalores de las funciones esfe´ricas Φw,δ del par (SO(n +
1),SO(n)) son de la forma
λn(w, δ) =
{
−(w + 1)(w + n) + n− p si δ = 0,
−(w + 1)(w + n) + p si δ = ±1. (5.17)
Observemos que δ puede ser −1 si y solo si n = 2`+ 1 y p = `.
Comenzamos por concentrarnos en la situacio´n 1 ≤ p < ` y mirando el caso δ = 0. La
funcio´n vectorial Pw,0 asociada a Φw,0 satisface la siguiente ecuacio´n diferencial, ver Teorema
5.20,
y(1− y)P ′′ −
(
(n/2 + 1)(2y − 1) −1
−1 (n/2 + 1)(2y − 1)
)
P ′
−
(−(w + 1)(w + n) + n 0
0 −(w + 1)(w + n) + 2(n− p)
)
P = 0.
(5.18)
Ahora, sea
C =
(
n/2 + 1 1
1 n/2 + 1
)
,
y busquemos matrices A,B tales que A+B = (n+ 1)I y
AB =
(−(w + 1)(w + n) + n 0
0 −(w + 1)(w + n) + 2(n− p)
)
.
Una solucio´n es
A =
(−w 0
0 a
)
, B =
(
w + 1 + n 0
0 n+ 1− a
)
,
donde a es una solucio´n de x2 − (n+ 1)x− (w + 1)(w + n) + 2(n− p) = 0.
Similarmente para δ = 1 la funcio´n vectorial Pw,1 asociada a Φw,1 satisface la siguiente
ecuacio´n diferencial,
y(1− y)P ′′ −
(
(n/2 + 1)(2y − 1) −1
−1 (n/2 + 1)(2y − 1)
)
P ′
−
(−(w + 1)(w + n) + 2p 0
0 −(w + 1)(w + n) + n
)
P = 0.
(5.19)
Ahora sea
C =
(
n/2 + 1 1
1 n/2 + 1
)
,
y busquemos matrices A,B tales que
A+B = (n+ 1)I, AB =
(−(w + 1)(w + n) + 2p 0
0 −(w + 1)(w + n) + n
)
.
Una solucio´n es
A =
(
b 0
0 −w
)
, B =
(
n+ 1− b 0
0 w + 1 + n
)
,
donde b es una solucio´n de x2 − (n+ 1)x− (w + 1)(w + n) + 2p = 0.
Ahora probaremos que ni a ni b esta´n en Z.
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Lema 5.22. Un polinomio de la forma x2 − (n+ 1)x− (w+ 1)(w+ n) + 2j no tiene ra´ıces en
Z, para 1 ≤ j ≤ n− 1. Y cada una de sus ra´ıces esta´ en R.
Demostracio´n. Para la u´ltima afirmacio´n solo observemos que (n+1)2 +4((w+1)(w+n)−2j)
es un nu´mero positivo.
Para probar el resto del lema es suficiente comprobar que (n+ 1)2 + 4((w+ 1)(w+n)− 2j)
no es el cuadrado de un nu´mero entero. Observemos que (n+ 1)2 + 4((w + 1)(w + n)− 2j) =
(2w + n+ 1)2 + 8(n/2− j).
Entonces, cuando n/2 ≤ j ≤ n − 1, usando que k2 = ∑kh=1(2h − 1) para cada k ∈ N,
solo necesitamos probar que −8(n/2 − j) no es ∑2w+n+1h=m (2h − 1) para cualquier m. Como
j − n/2 ≤ n/2− 1 y w ≥ 0 tenemos que
8(j − n/2) ≤ 8(n/2− 1) < 2(2w + n)− 1 + 2(2w + n+ 1)− 1,
de aqu´ı −8(n/2− j) <∑2w+n+1h=m (2h− 1) para cada m menor que 2w + n+ 1. Por otra parte,
para m = 2w + n + 1 tenemos que 2(2w + n + 1) − 1 es un nu´mero impar, a diferencia de
−8(n/2− j).
Si 1 ≤ j ≤ n/2, solo necesitamos probar que 8(n/2−j) no es de la forma∑mh=2w+n+2(2h−1)
para cualquier m. En efecto, como j ≥ 1 y w+ 1 > 0 tenemos que 8(n/2− j) < 8w+ 16n/2 + 4
y por lo tanto
8(n/2− j) < 2(2w + n+ 1)− 1 + 2(2w + n+ 2)− 1,
de aqu´ı 8(n/2− j) <∑mh=2w+n+2(2h− 1) para cada m mayor que 2w+ n+ 2. Por otra parte,
para m = 2w + n + 2 tenemos que 2(2w + n + 2) − 1 es un nu´mero impar, a diferencia de
8(n/2− j).
Corolario 5.23. Dado n = 2` o 2` + 1, la funcio´n vectorial Pw,0, asociada a la funcio´n
esfe´rica irreducible Φw,0 del par (SO(n + 1),SO(n)) de tipo mn = (1, . . . , 1, 0, . . . , 0), con p
unos (1 ≤ p < `), satisface la siguiente ecuacio´n diferencial
y(1− y)P ′′ + (C0 − y (A0 +B0 + 1))P ′ − (A0B0)P = 0,
donde
C0 =
(
n
2 + 1 1
1 n2 + 1
)
, A0 =
(−w 0
0 a
)
, B0 =
(
w + n+ 1 0
0 n+ 1− a
)
,
con a ∈ R− Z.
Corolario 5.24. Dado n = 2` o 2` + 1, la funcio´n vectorial Pw,1, asociada a la funcio´n
esfe´rica irreducible Φw,1 del par (SO(n + 1),SO(n)) de tipo mn = (1, . . . , 1, 0, . . . , 0), con p
unos (1 ≤ p < `), satisface la siguiente ecuacio´n diferencial
y(1− y)P ′′ + (C1 − y (A1 +B1 + 1))P ′ − (A1B1)P = 0,
donde
C1 =
(
n
2 + 1 1
1 n2 + 1
)
, A1 =
(
b 0
0 −w
)
, B1 =
(
n+ 1− b 0
0 w + n+ 1
)
,
con b ∈ R− Z.
En una forma muy similar obtendremos resultados similares en el caso de funciones esfe´ricas
del par (SO(2`+ 2), SO(2`+ 1)) de tipo m2`+1 = (1, . . . , 1):
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Corolario 5.25. Dado n = 2` + 1, la funcio´n vectorial Pw,δ, asociada a la funcio´n esfe´rica
irreducible Φw,δ del par (SO(n + 1),SO(n)) de tipo mn = (1, . . . , 1) (entonces δ = −1, 0, 1),
satisface el siguiente ecuacio´n diferencial
y(1− y)P ′′ + (Cδ − y (Aδ +Bδ + 1))P ′ − (AδBδ)P = 0,
donde
A0 =
−w 0 00 a 0
0 0 −w
 , B0 =
w + n+ 1 0 00 n+ 1− a
0 0 w + n+ 1
 ,
A±1 =
b 0 00 −w 0
0 0 b
 , B±1 =
n+ 1− b 0 00 w + n+ 1
0 0 n+ 1− b
 ,
Cδ =
(
(n+2)/2 1/2 0
1 (n+2)/2 1
0 1/2 (n+2)/2
)
,
con a, b ∈ R− Z.
Demostracio´n. Por el Teorema 5.21 y (5.17) sabemos que
y(1− y)P ′′ +
(
−(n+ 2)yI +
(
(n+2)/2 1/2 0
1 (n+2)/2 1
0 1/2 (n+2)/2
))
P ′ +
(
−` 0 0
0 −`−1 0
0 0 −`
)
P
= (−(w + 1)(w + n) + `+ 1− δ2)P.
Ahora tomamos Cδ =
(
(n+2)/2 1/2 0
1 (n+2)/2 1
0 1/2 (n+2)/2
)
, para δ = −1, 0, 1, y
A0 =
−w 0 00 a 0
0 0 −w
 , B0 =
w + n+ 1 0 00 n+ 1− a
0 0 w + n+ 1
 ,
A±1 =
b 0 00 −w 0
0 0 b
 , B±1 =
n+ 1− b 0 00 w + n+ 1
0 0 n+ 1− b
 ,
donde a es una ra´ız de x(n+ 1− x)− (w + 1)(w + n)− 2(`− 1) y b es una ra´ız de x(n+ 1−
x)− (w+ 1)(w+n)− 2(`); por el lema 5.22 sabemos que ambos a y b esta´n en R−Z. Y ahora
es fa´cil ver que Aδ +Bδ + I = (n+ 2)I y que
−AδBδ =
(
−` 0 0
0 −`−1 0
0 0 −`
)
− (−(w + 1)(w + n) + `+ 1− δ2)I.
Esto concluye la prueba del corolario.
5.6.2 Autofunciones Polinomiales del Operador Hipergeome´trico D
Sea D el operador diferencial en (0, 1) introducidos en el Teorema 5.20:
DP = y(1− y)P ′′ −
(
(n/2 + 1)(2y − 1) −1
−1 (n/2 + 1)(2y − 1)
)
P ′ −
(
p 0
0 n− p
)
P. (5.20)
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Comenzamos por estudiar las soluciones polinomiales con valores en C2 de (5.18) y (5.19),
que son casos particulares de la ecuacio´n diferencial matricial DP = λP :
y(1− y)P ′′ + (C − y(A+B + 1))P ′ + (AB)P = 0, (5.21)
con
C =
(
n
2 + 1 1
1 n2 + 1
)
, A+B =
(
n+ 1 0
0 n+ 1
)
, AB =
(−λ− p 0
0 −λ− n+ p
)
,
con n = 2` o 2` + 1, ` ∈ N, y p un entero tal que 1 ≤ p ≤ ` − 1. Y si tomamos λ =
−(w + 2)(w + n) + n − p o λ = −(w + 2)(w + n) + p obtenemos exactamente las ecuaciones
(5.18) o (5.19) respectivamente.
La ecuacio´n (5.21) es un caso particular de la ecuacio´n diferencial hipergeome´trica estudiada
en [Tir03]. Como los autovalores de C, que son de la forma n/2 y n/2 + 2, no esta´n en −N0 la
funcio´n P es determinada por P0 = P (0). Para |y| < 1 esta´ dada por
P (y) = 2F1
(
A,B
C
; y
)
P0 =
∞∑
j=0
yj
j!
(C;A;B)jP0, P0 ∈ C2, (5.22)
donde el s´ımbolo (C;A;B)j se define inductivamente por
(C;A;B)0 = 1, (C;A;B)j+1 = (C + j)
−1 (A+ j) (B + j) (C;A;B)j ,
para todo j ≥ 0.
Por lo tanto existe una solucio´n polinomial de (5.21) si y solo si el coeficiente (C;A;B)j es
una matriz singular para algu´n j ∈ Z. Como la matriz C + j es invertible para todo j ∈ N0,
tenemos que existe una solucio´n polinomial de grado κ para DP = λP si y solo si existe P0 ∈ C2
tal que (C;A;B)κP0 6= 0 y (A+ κ)(B + κ)(C;A;B)κP0 = 0.
Ahora fa´cilmente observamos que en el Corolario 5.23 y en el Corolario 5.24 el primer y
u´nico j para el cual (A + j)(B + j) es no singular es j = w + 1, y su nu´cleo (de dimensio´n
1) es el subespacio generado por ( 10 ) y (
0
1 ) respectivamente. Por lo tanto tenemos el siguiente
resultado,
Teorema 5.26. Dado n = 2`, p y w, las ecuaciones diferenciales en los Corolarios 5.23 y
5.24,
y(1− y)P ′′ −
(
(`+ 1)(2y − 1) −1
−1 (`+ 1)(2y − 1)
)
P ′
−
(−(w + 1)(w + 2`) + 2` 0
0 −(w + 1)(w + 2`) + 2(2`− p)
)
P = 0
y
y(1− y)P ′′ −
(
(`+ 1)(2y − 1) −1
−1 (`+ 1)(2y − 1)
)
P ′
−
(−(w + 1)(w + 2`) + 2p 0
0 −(w + 1)(w + 2`) + 2`
)
P = 0,
respectivamente, tienen solo una solucio´n polinomial salvo mu´ltiplos escalares, cada una. Ma´s
au´n, en ambos casos el grado del polinomio es w y los coeficientes directores son mu´ltiplos de
( 10 ) o (
0
1 ) respectivamente.
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5.6.3 Funciones Esfe´ricas y Soluciones Polinomiales de DF = λF
Consideremos D˜, el operador diferencial en (0, 1) introducido en el Corolario 5.12:
D˜H =y(1− y)H ′′(y) + 1
2
n(1− 2y)H ′(y)
+
1 + (1− 2y)2
4y(1− y)
n−2∑
j=1
p˙i(In−1,j)2H(y) +
(1− 2y)
2y(1− y)
n−2∑
j=1
p˙i(In−1,j)H(y)p˙i(In−1,j).
(5.23)
Recordemos que el operador D por (5.20) satisface
D = ΨD˜Ψ−1,
donde
Ψ(y) =
(
2y − 1 1
1 2y − 1
)
es la funcio´n matricial dada en (5.16) y luego empleada para hipergeometrizar en el Teorema
5.20.
Nos concentramos en los siguientes espacios vectoriales de funciones con valores en C2:
Sλ ={H = H(y) : D˜H = λH, anal´ıtica en y = 1},
Wλ ={P = P (y) : DP = λP, anal´ıtica en y = 1}.
Por el Teorema 5.20 sabemos que la correspondencia F 7→ ΨF es una transformacio´n lineal
inyectiva de Wλ en Sλ. Ahora probaremos que sesta transformacio´n es biyectiva.
Teorema 5.27. La transformacio´n lineal P 7→ ΨP es un isomorfismo de Wλ en Sλ.
Demostracio´n. La funcio´n vectorial P (y) ∈Wλ es una solucio´n de la ecuacio´n hipergeome´trica
(5.21) y, como hemos mencionado, tal funcio´n es caracterizada por su valor en 0, por lo tanto
dim(Wλ) = 2.
Por otra parte, si H ∈ Sλ los coeficientes Hj de H(y) =
∑∞
j=0Hjy
j satisfacen la siguiente
relacio´n recursiva
0 =j(j − 1)Hj − 2(j − 1)(j − 2)Hj−1 + (j − 2)(j − 3)Hj−2 + n/2 jHj
− 3n/2 (j − 1)Hj−1 + n(j − 2)Hj−2 +
(
p− n 0
0 −p
)
(12Hj −Hj−1 +Hj−2)
+
(
0 p− n
−p 0
)
(12Hj −Hj−1)− λHj−1 − λHj−2
para todo j ≥ 0, donde tomamos H−1 = 0 = H−2.
Considerando el caso j = 0 obtenemos
0 =
(
p− n 0
0 −p
)
1
2H0 +
(
0 p− n
−p 0
)
1
2H0
entonces H0 es un mu´ltiplo de
(
1−1
)
, digamos H0 = s
(
1−1
)
con s ∈ C.
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Del caso j = 1 obtenemos
0 =n/2H1 +
(
p− n 0
0 −p
)
(12H1 −H0) +
(
0 p− n
−p 0
)
(12H1 −H0)− λH0,
entonces
2H0λ =
(
p p− n
−p −p+ n
)
H1. (5.24)
Por lo tanto H1 es de la forma
2λs
p (
1
0 ) + r
(
n−p
p
)
con r ∈ C.
Para j > 1 tenemos que Hj es determinada por Hj−1 y Hj−2. Por lo tanto dimSλ es 2. El
teorema sigue.
5.7 El Producto Interno
Dado una representacio´n irreducible de dimensio´n finita pi de SO(n) en el espacio vectorial
Vpi sea (C(SO(n + 1)) ⊗ End(Vpi))SO(n)×SO(n) el espacio de todas las funciones continuas Φ :
SO(n + 1) −→ End(Vpi) tales que Φ(k1gk2) = pi(k1)Φ(g)pi(k2) para todo g ∈ SO(n + 1),
k1, k2 ∈ SO(n). Equipemos Vpi con un producto interno tal que pi(k) resulte unitaria para todo
k ∈ SO(n). Entonces introducimos un producto interno en el espacio vectorial (C(SO(n+1))⊗
End(Vpi))
SO(n)×SO(n) definiendo
〈Φ1,Φ2〉 =
∫
SO(n+1)
tr(Φ1(g)Φ2(g)
∗) dg ,
donde dg denota la medida de Haar en SO(n+ 1) normalizada por
∫
G dg = 1, y donde Φ2(g)
∗
denota la adjunta de Φ2(g) con respecto al producto interno en Vpi.
Usando las relaciones de ortogonalidad de Schur para las representaciones irreducibles uni-
tarias de SO(n+1), tenemos que si Φ1 y Φ2 son funciones esfe´ricas irreducibles no equivalentes
entonces son ortogonales con respecto al producto interno 〈·, ·〉, i.e.
〈Φ1,Φ2〉 = 0. (5.25)
Recordemos que, dada una funcio´n esfe´rica irreducible Φ de tipo pi del par (SO(n +
1),SO(n)), la funcio´n Φ(a(s)) es a valores escalares cuando se restringe a cualquier SO(n− 1)-
mo´dulo (ver (5.9) para a(s)). Denotaremos por m la cantidad de de SO(n− 1)-submo´dulos de
pi, y por d1, d2, . . . , dm las respectivas dimensiones de cada uno de aquellos submo´dulos.
En particular, si Φ1 y Φ2 son dos funciones esfe´ricas irreducibles de tipo (pi, Vpi) ∈ SˆO(n),
consideramos las funciones vectoriales H1(y) y H2(y) dadas por las funciones matriciales diag-
onales Φ1(a(s)) y Φ2(a(s)), con y = (cos(s) + 1)/2, respectivamente; denotando
H1(u) = (h0(u), · · · , hm(u))t, H2(u) = (f0(u), · · · , fm(u))t.
Proposicio´n 5.28. Si Φ1,Φ2 ∈ (C(SO(n+ 1))⊗ End(Vpi))SO(n)×SO(2n) entonces
〈Φ1,Φ2〉 = (n− 1)!
Γ(n/2)2
∫ 1
0
(y(1− y))n/2−1
m∑
i=0
di hi(y)fi(y) dy.
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Demostracio´n. Sea A = expRIn,n−1 el subgrupo de Lie de G de todos los elementos de la
forma
a(s) = exp sIn,n−1 =
In−2 0 00 cos s sin s
0 − sin s cos s
 , s ∈ R,
donde In−2 denota la matriz identidad de taman˜o n− 2.
Ahora el Teorema 5.10, pa´gina 190 en [Hel62], establece que para cada f ∈ C(G/K) y un
apropiado c∗ ∫
G/K
f(gK) dgK = c∗
∫
K/M
(∫ pi
−pi
δ∗(a(s))f(ka(s)K) ds
)
dkM ,
donde la funcio´n δ∗ : A −→ R es definida por
δ∗(a(s)) =
∏
ν∈Σ+
| sin isν(In,n−1)|,
y dgK y dkM son respectivamente las medidas invariantes en G/K y K/M , normalizadas por∫
G/K dgK =
∫
K/M dkM = 1. En nuestro caso tenemos δ∗(a(s)) = sin
n−1 s.
Como la funcio´n g 7→ tr(Φ1(g)Φ2(g)∗) es invariante a izquierda y derecha por multiplicacio´n
por elementos en K, tenemos
〈Φ1,Φ2〉 =
∫
G
tr(Φ1(g)Φ2(g)
∗)dg = 2c∗
∫ pi
0
sinn−1 s tr (Φ1(a(s)Φ2(a(s))∗) ds.
Si ponemos y = 12(cos s+ 1) para 0 < s < pi nos queda
tr (Φ1(a(s)Φ2(a(s))
∗) =
m∑
i=0
di hi(y)fi(y).
Entonces
〈Φ1,Φ2〉 = 4c∗
∫ 1
0
(4y(1− y))(n−2)/2
m∑
i=0
di hi(y)fi(y) dy.
Para encontrar el valor de c∗ consideramos el caso trivial Φ1 = Φ2 = I, teniendo entonces
1 = 4c∗
∫ 1
0
(4y(1− y))(n−2)/2 dy,
pues dim(Vpi) = d1 + d2 + · · ·+ dm. Por lo tanto
c∗ =
1
4n/2
Γ(n)
Γ(n/2)Γ(n/2)
,
y la proposicio´n sigue.
Proposicio´n 5.29. Si Φ1,Φ2 ∈ (C∞(G)⊗ End(Vpi))K×K entonces
〈∆Φ1,Φ2〉 = 〈Φ1,∆Φ2〉.
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Demostracio´n. Si aplicamos un campo vectorial invariante a izquierda X ∈ g a la funcio´n
g 7→ tr(Φ1(g)Φ2(g)∗) en G y luego integramos sobre G obtenemos
0 =
∫
G
tr ((XΦ1)(g)Φ2(g)
∗) dg +
∫
G
tr (Φ1(g)(XΦ2)(g)
∗) dg.
Por lo tanto 〈XΦ1,Φ2〉 = −〈Φ1, XΦ2〉. Ahora sea τ : gC −→ gC la conjugacio´n de gC con
respecto a la forma real g. Entonces −τ se extiende a un u´nico operador ∗ involutivo antilineal
en D(G) tal que (D1D2)
∗ = D∗2D∗1 para todo D1, D2 ∈ D(G). Esto sigue fa´cilmente del
hecho de que el a´lgebra universal envolvente sobre C de g es cano´nicamente isomorfa a D(G).
Entonces se tiene que 〈DΦ1,Φ2〉 = 〈Φ1, D∗Φ2〉.
Es fa´cil verificar que ∆∗ = ∆.
Ahora enunciaremos y demostraremos el siguiente resultado, el cual es ana´logo al Teorema
3.9 de [RT06].
Teorema 5.30. Sea H la funcio´n sobre Cm asociada a una funcio´n esfe´rica irreducible Φ del
par (SO(n+ 1), SO(n)) de tipo fundamental. Si P = Ψ−1H, entonces P es polinomial.
Demostracio´n. Sabemos que la funcio´n H es anal´ıtica en [0, 1], y por el Corolario 5.17 sabemos
que es una autofuncio´n del operador D˜ (ver (5.23)), por lo tanto por el Teorema 5.27 la funcio´n
P = Ψ−1H es una autofuncio´n anal´ıtica de D en el intervalo cerrado [0, 1].
Sea V = V (y) el peso matricial con soporte en el intervalo [0, 1] definido por
V (y) =
(n− 1)!
Γ(n/2)2
(y(1− y))n/2−1diag(d1, d2, . . . , dm).
Sigue de la Proposicio´n 5.28 y de la Proposicio´n 5.29 que D˜ es un operador sime´trico con
respecto a la forma bilineal hermı´tica sesquilineal a valores matriciales definida para funciones
matriciales C∞ en [0, 1] por
〈H1, H2〉V =
∫ 1
0
H∗2 (y)V (y)H1(y)dy.
Entonces, como D = Ψ−1D˜Ψ, tenemos que D es un operador sime´trico con respecto a
〈P,Q〉W =
∫ 1
0
Q∗(y)W (y)P (y)dy,
donde
W = Ψ∗VΨ. (5.26)
Entonces, tenemos que (W,D) es un par cla´sico en el sentido de [GPT03], ver adema´s [Dur97].
Como el peso W tiene momentos finitos existe una sucesio´n {Qr}r≥0 de m × m polinomios
ortonormales matriciales, tales que para r > 0 se tiene DQr = QrΛr donde Λr es una matriz
diagonal real.
Ahora consideramos el espacio L2 de todas las funciones P en [0, 1] a valores en Cm con el
producto interno
(P1, P2)W =
∫ 1
0
P ∗2 (y)W (y)P1(y)dy.
Sea {e1, e2, . . . , em} la base cano´nica de Cm. Entonces
(Qrej , Qsei) = e
∗
i 〈Qr, Qs〉W ej = δr,sδi,j .
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Por lo tanto, para r ≥ 0, j = 1, 2, . . . ,m, {Qrej} es una familia de polinomios ortonormales
con valores en Cm tal que
D(Qrej) = (DQr)ej = QrΛrej = λ
j
r(Qrej),
donde Λr = diag(λ
1
r , λ
2
r , . . . , λ
m
r ).
Ahora escribimos nuestra funcio´n P =
∑
r,j ar,jQrej , donde ar,j = (P,Qrej)W . Entonces la
serie converge no solo en la norma L2 sino adema´s en la topolog´ıa de basada en la convergencia
uniforme de funciones y sus derivadas sucesivas.
Por lo tanto,
λP = DP =
∑
r,j
ar,jλ
j
rQrej .
Entonces ar,j = 0 si λr,j 6= λ. Como dimWλ <∞ sigue que P es un polinomio.
Como antes, para una representacio´n fundamental pi ∈ SˆO(n), sea Φw,δ la funcio´n esfe´rica
irreducible del par (SO(n + 1), SO(n)) dada por la representacio´n τ ∈ SˆO(n + 1) con peso
ma´ximo de la forma mτ = (w + 1, 1, . . . , 1, δ, 0 . . . , 0).
Por lo tanto, combinando los Teoremas 5.30 y 5.26 tenemos el siguiente resultado.
Teorema 5.31. Cada funcio´n esfe´rica irreducible Φw,δ del par (SO(n+ 1), SO(n)) con n = 2`
o 2` + 1, de tipo mn = (1, . . . , 1, 0 . . . , 0) ∈ C` con p unos (p < `), corresponde a una funcio´n
vectorial Pw,δ (w ≥ 0, δ = 0, 1), la cual es un polinomio de grado w; el coeficiente director de
Pw,0 y Pw,1 es un mu´ltiplo de ( 10 ) y (
0
1 ) respectivamente. Precisamente
Pw,δ(y) = 2F1
(
Aδ,Bδ
Cδ
; y
)
P0 =
w∑
j=0
yj
j!
(Cδ;Aδ;Bδ)jPw,δ(0),
donde
C0 =
(
n
2 + 1 1
1 n2 + 1
)
, A0 =
(−w 0
0 a
)
, B0 =
(
w + n+ 1 0
0 n+ 1− a
)
,
C1 =
(
n
2 + 1 1
1 n2 + 1
)
, A1 =
(
b 0
0 −w
)
, B1 =
(
n+ 1− b 0
0 w + n+ 1
)
,
con a y b soluciones (en R − Z) de x2 − (2` + 1)x − (w + 1)(w + 2`) + 2(2` − p) = 0 y
x2− (2`+ 1)x− (w+ 1)(w+ 2`) + 2p = 0, respectivamente. Ma´s au´n, el valor de Pw,δ(0) puede
ser calculado.
Demostracio´n. Es consecuencia de los Teoremas 5.26 y 5.30 y de los Corolarios 5.23 y 5.24.
Adema´s el vector Pw,δ(0) es determinado por dos condiciones. Consideremos el caso δ = 0;
la primera condicio´n es que Φw,δ(e) = 1, y por lo tanto
Ψ(1)
w∑
j=0
1
j!
(Cδ;Aδ;Bδ)jPw,0(0) = ( 11 ) .
Como
Ψ(1) =
(
1 1
1 1
)
,
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tenemos que
w∑
j=0
1
j!
(Cδ;Aδ;Bδ)jPw,0(0) = ( 10 ) + c
(
1−1
)
, para algu´n c ∈ C.
La segunda condicio´n es que el coeficiente director de Pw,0(y) es un mu´ltiplo escalar de ( 10 ).
De all´ı
1
w!
(Cδ;Aδ;Bδ)wPw,0(0) = c
′ ( 10 ) , para algu´n c
′ ∈ C.
Recordemos que (Cδ;Aδ;Bδ)w es invertible, y entonces es fa´cil comprobar que no hay ma´s
que un solo posible valor para Pw,0(0). Similarmente podemos probar lo mismo para el caso
δ = 1.
Observacio´n 5.32. Es importante observar que si (w, δ) 6= (w′, δ′), por (5.25) tenemos
〈Pw,δ, Pw′,δ′〉W = 〈Φw,δ,Φw′,δ′〉 = 0.
5.8 Polinomios Matriciales Ortogonales
En esta subseccio´n, dado n de la forma 2` o 2`+ 1, para 1 ≤ p ≤ `− 1 construiremos una
sucesio´n de polinomios matriciales ortogonales {Pw}w≥0 directamente relacionados a funciones
esfe´ricas de tipo pi ∈ SˆO(n) de peso ma´ximo mpi = (1, . . . , 1, 0 . . . , 0) ∈ C`, con p unos.
Dado un entero no negativo w y δ = 0, 1, podemos consideramos Φw,δ, la funcio´n esfe´rica
irreducible de tipo pi asociada a la representacio´n irreducible τ ∈ SˆO(n) de peso ma´ximo de la
forma mτ = (w + 1, 1, . . . , 1, δ, 0, . . . , 0) con p− 1 unos.
Recordemos que, como pi tiene solo dos SO(2` − 1)-submo´dulos, podemos interpretar la
funcio´n matricial diagonal Φw,δ(a(s)), s ∈ [0, 1], como una matriz diagonal 2× 2.
Ahora consideramos la funcio´n vectorial
Pw,δ : [0, 1]→ C2
dada por la funcio´n diagonal P (y) = Ψ−1Φw,δ(a(s)), con cos(s) = 2y − 1. Entonces, definimos
la funcio´n matricial
Pw = Pw(y),
cuya δ-e´sima columna (δ = 0, 1) esta´ dada por el polinomio Pw,δ(y) con valores en C2.
Consideramos la forma bilineal antisime´trica a valores matriciales definida para funciones
matriciales C∞ 2× 2 en [0, 1] por
〈P,Q〉W =
∫ 1
0
Q∗(y)W (y)P (y)dy,
donde
W (y) = Ψ∗(y)
(n− 1)!
Γ(n/2)2
(y(1− y))n/2−1
(
d1 0
0 d2
)
Ψ(y),
con d1 y d2 las dimensiones de los respectivos M -mo´dulos de pi, ver (5.26).
Entonces enunciamos el siguiente teorema.
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Teorema 5.33. Los polinomios matriciales Pw, w ≥ 0, forman una sucesio´n de polinomios
ortogonales con respecto a W , adema´s son autofunciones del operador sime´trico diferencial D
en (5.20). Ma´s au´n,
DPw = Pw
(
λ(w,0) 0
0 λ(w,1)
)
,
donde
λ(w, δ) =
{
−(w + 1)(w + 2`) + 2`− p si δ = 0,
−(w + 1)(w + 2`) + p si δ = 1.
Demostracio´n. Por el Teorema 5.20 tenemos que la δ-e´sima columna de Pw es una autofuncio´n
del operador D con autovalor λ(w, δ), ver (5.17) y (5.20). Por lo tanto tenemos
DPw = PwΛw,
con
Λw =
(
λ(w, 0) 0
0 λ(w, 1)
)
.
Por el Teorema 5.31 sabemos que cada columna de Pw es un polinomio de grado w y, ma´s
au´n, que Pw es un polinomio cuyo coeficiente director es una matriz diagonal no singular.
Dados w y w′, enteros no negativos, usando Observacio´n 5.32 tenemos
〈Pw′ , Pw〉W =
∫ 1
0
Pw(y)
∗W (y)Pw′(y) du =
1∑
δ,δ′=0
∫ 1
0
(
Pw,δ(y)
∗W (y)Pw′,δ′(y) du
)
Eδ,δ′
=
1∑
δ,δ′=0
δw,w′δδ,δ′
(∫ 1
0
Pw,δ(y)
∗W (y)Pw′,δ′(y) du
)
Eδ,δ′
= δw,w′
1∑
δ=0
∫ 1
0
(
Pw,δ(y)
∗W (y)Pw′δ(y) du,
)
Eδ,δ,
lo cual prueba la ortogonalidad. Ma´s au´n, adema´s nos muestra que 〈Pw, Pw〉W es una matriz
diagonal. Adema´s, haciendo unas pocas cuentas simples tenemos que
〈DPw, Pw′〉 = δw,w′〈Pw, Pw′〉Λw = δw,w′Λ∗w〈Pw, Pw′〉 = 〈Pw, DPw′〉,
para cada w,w′ ∈ N0, ya que Λw es real y diagonal. Esto concluye la prueba del teorema.
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