Abstract-In this preliminary case study, we investigate how inconsistency in a network intrusion detection rule set can be measured. To achieve this, we first examine the structure of these rules which incorporate regular expression (Regex) pattern matching. We then identify primitive elements in these rules in order to translate the rules into their (equivalent) logical forms and to establish connections between them. Additional rules from background knowledge are also introduced to make the correlations among rules more explicit. Finally, we measure the degree of inconsistency in formulae of such a rule set (using the Scoring function, Shapley inconsistency values and Blame measure for prioritized knowledge) and compare the informativeness of these measures. We conclude that such measures are useful for the network intrusion domain assuming that incorporating domain knowledge for correlation of rules is feasible.
I. INTRODUCTION
Research into intrusion detection within the network security domain has accumulated a considerable amount of rules for detecting various intrusions and security threats. For instance, the size of Snort (a well known open source Network Intrusion Detection System (NIDS) and Network Intrusion Prevention System (NIPS)) has expanded rapidly in recent years [1] . Such intrusion detection systems (IDSs) have provided advantages over traditional security measures in terms of accuracy and reliability [2] . Furthermore, efficient implementation of the rules used by these IDSs has proven that it is possible to integrate these systems into modern high speed networks. One such method has been to execute regular expression (Regex) pattern matching on network traffic using high performance computing facilities.
However, the current IDS rules have their limitations as identified in [3] . The most significant limitation is that for every rule there is one alert, and there is little consideration for subsequent correlation of individually detected primitive alerts. Therefore high level network intrusion events are not adequately detected and reported. At the same time new rules are continuously being added, in Snort for example [1] , so it is crucial to validate any new rules against existing rules to identify and remove inconsistencies.
In this paper, we do not consider how network intrusion rules are obtained or whether each rule is correct. Rather, we assume that given a set of such rules (called Snort2Regex rules) created using the Snort2Regex translator [4] , our task is to deploy formal AI approaches for analyzing these rules and to discover any inconsistencies (the occurrence of conflicting information) among them. Such attempts for inconsistency detection have not been carried out within intrusion detection research. The implication for intrusion detection systems is that the detection of intrusion attempts will not be reliable when conflicting alerts are reported. By measuring the degree of inconsistency for each formula we can identify those formulae which are more inconsistent than others in order to begin resolving conflicts.
Recent developments in inconsistency handling [5] , [6] , [7] have demonstrated that to effectively handle inconsistencies, it is necessary to propose measures to quantify the degree of inconsistency that individual formulae have contributed, instead of considering the inconsistency of the knowledge base as a whole. These formula-level inconsistency values, such as the Scoring function in [6] and the Shapley value in [7] , can be considered a degree of blame assigned to each formula in terms of its contribution to the inconsistency of the overall base. The advantage of these methods is that they identify an ordering for the degree of inconsistency that each formula brings. This means that inconsistency can be resolved by removing or modifying formulae which contribute more to inconsistency.
In many real word applications, such as in Requirements Engineering (RE) [8] , some knowledge will be more important than others. Rather than assuming that all formulae are equally important, knowledge of this nature is often organized into some kind of prioritized or stratified form to differentiate more important vs. less important knowledge. Accordingly inconsistency measures for flat knowledge bases need to be adapted for prioritized bases. The approach described in [9] demonstrates the significance of applying inconsistency measures to prioritized knowledge bases where the advantage of this approach is that the priority of a formula can be considered when measuring inconsistency.
In this preliminary study, we examine the structure of rules in the Snort2Regex rule set and then break them down into their elementary units in order to reflect their primary structure. We then apply some existing approaches to measuring inconsistency for rules in the Snort2Regex format. This study reveals that the Shapley value is most useful for non-prioritized knowledge while the prioritized measure potentially provides more useful paths for resolving inconsistency. The investigation will lead to proposals as to how inconsistencies can be most effectively resolved.
II. PRELIMINARIES
Let ℒ denote the propositional language obtained from a finite set of propositional atoms = { , , , ...}, using logical connectives {∨, ∧, ¬, →}. An interpretation is a total function from to {0, 1} and let denote the set of all interpretations. Interpretation is a model of formula , denoted |= , iff is true in the usual truth-functional way. We denote set inclusion (resp. strict) by ⊆ (resp. ⊂). Let ⊥ denote an inconsistent formula.
Definition 2.1 ( [6] ) Let be the set of databases formed from ℒ, where = ℘(ℒ). Let ℕ be the set of natural numbers.
is the set of databases of size where 
( |Θ) is the set of minimal preemptivelyinconsistent subsets of w.r.t. Θ. Θ can be taken as a kind of constraint for a given . In the application we consider, Θ is in fact a subset of atoms which is a very small proportion of alerts generated, e.g. the most important alerts.
( |Θ) is Θ sensitive, since given a , there may be more than one Θ satisfying Def 3.2. Due to space limitation, we do not consider how this can be addressed [10] , instead, we are interested in as long as there exist a Θ making ∪ Θ preemptively-inconsistent.
III. NETWORK INTRUSION RULES
We currently have 8500 rules from [4] , which have been translated into Snort2Regex format using the Snort2Regex translator. Regex pattern matching is then executed using highspeed hardware for intrusion detection on raw packet data. Rules in the Snort2Regex format are difficult to read and analyze in terms of inconsistency so we first translate them into a logical format and then measure their inconsistency. 
A. Logical representation of rules
Snort2Regex rule Π says that from any of the given headers coupled with all the contents, we can infer the message. Π can be translated into a unique equivalent propositional formula denoted as 
for an IGMP/IGAP account overflow attempt exploit. Both rules contain one regular expression for packet header matching but no regular expressions for packet content matching; they produce different messages for intrusion alerts; and originate from the same sources, i.e. bugtraq,9952, cve,2004-0176 and cve,2004-0367. Let (resp. ) be a unique regular expression, i.e. .{1}.{1}.{2}.{2}.{2}.{1}∖x02.{2}.{4}.{4}.{2}.{2} from (resp. ) matched to packet contents. Let be the message "EXPLOIT IGMP IGAP account overflow attempt" from and let be the message "EXPLOIT IGMP IGAP message overflow attempt" from , then we have logical rules ( ) = → and ( ) = → . □
B. Extending the rule set
Snort2Regex treats and independent from each other, suggesting = "EXPLOIT IGMP IGAP account overflow attempt" 
For instance, given message in where = {EXPLOIT, IGMP, IGAP, account, overflowAttempt}, its logical form is ( ) = ∧ ∧ ∧ ∧ , where denotes atom EXPLOIT, and denotes IGMP, etc. Similarly, the logical form for in is ( ) = ∧ ∧ ∧ ∧ . Therefore and share some common atoms, e.g., EXPLOIT, etc. The importance of this transformation is that it allows correlations between rules to be identified and, along with underlying knowledge constraints, makes it easier to maintain the rule set by identifying inconsistencies.
Example 3.2 Given a new Snort2Regex rule suggesting IGAP → ¬EXPLOIT denoted as → ¬ then we have a new rule set
The preemptive-inconsistency in occurs because we know the IGAP variant will not be involved in EXPLOIT attempts but we have previous IGAP related EXPLOIT rules. The main advantage of identifying formulae at this elementary level is that it allows connections among rules to be identified.
IV. APPROACHES TO INCONSISTENCY DETECTION Some more explanation about the motivation for Definition 2.3 is in order. Although a subset of rules translated from rules in the SnortsRegex format may be consistent in the sense of classical logic, when an event (denoted as ) is reported, ∪ { } could be inconsistent. There are potentially millions of events which may be generated by these Snort2Regex rules. However, if do not detect inconsistencies in the rules until events are detected then actual intrusion detection will be unreliable. Therefore, subsets of rules for detecting intrusion attempts should be consistent given any eventuality.
Consider this simple example: we have a blacklist of IP addresses from which exploit attempts are known to originate; we have a rule stating that if the source address is blacklisted then an exploit attempt is detected; we have another rule stating that if the packet uses the IGMP protocol and the source address is blacklisted then an exploit attempt is not detected. These rules are classically consistent but if we later receive an IGMP packet originating from a blacklisted IP address then they will become classically inconsistent. However this inconsistency detection can only be achieved at runtime, and since we need to ensure that inconsistencies will never occur, preemptive-inconsistency is needed.
Let us look at this example, given 1 = { → , → ¬ } then 1 ∪ { } is classically inconsistent. However we cannot simply add formula to create an inconsistency and apply inconsistency measures in the traditional way to the result (such as 1 ∪ { }) since there are potentially a number of variations which could create an inconsistency. Given 2 = { ∨ ∧ → , → ¬ ∧¬ } there are two alternatives which create an inconsistency, i.e. 2 ∪ { } and 2 ∪ { , } where | 2 ∪ { }| = 3 and | 2 ∪ { , }| = 4. These will produce different inconsistency measures because the number of formulae in the inconsistency will vary. Therefore we consider 2 as a preemptively-inconsistent subset where
Let be the rule set from Example 3.2 with this domain knowledge applied to atoms in the set:
Let and be rule sets built from the same language:
Given the rule set Γ = ∪ ∪ (where |Γ| = 14) and using preemptive inconsistency, the MPSs of Γ are:
A. Scoring function As described in [6] the scoring function assigns a value to each subset in terms of its contribution to the overall inconsistency of a rule set based on how many inconsistencies would be resolved if the subset were removed. This provides an intuitive ordering to inconsistent subsets where the greater the score the greater the inconsistency and a value of 0 indicates the subset is entirely consistent.
Definition 4.1 (Scoring function [6] ) Let Δ ∈ and be the scoring function for Δ defined as follows, where :
Example 4.2 The result of applying the scoring function on formulae in preemptively-inconsistent subsets in Γ w.r.t. Θ = { , , ¬ , , , , , } is:
From these results we can identify an inconsistency order based on the scoring value, i.e. those formulae with a score of 2 would be considered more inconsistent than those with a score of 1 because their removal would resolve more inconsistencies. However it is not sufficiently discriminatory because variations in inconsistency scores are limited (e.g. 0, 1, 2). This means identifying inconsistency ordering will also be limited because the scoring function does not assign each formula a proportion of blame for the overall inconsistency.
The combined scores for subsets , and would be ( ) = 6, ( ) = 5 and ( ) = 4. The overall inconsistency score for the rule set Γ is (Γ) = 7. □
B. Shapley inconsistency value
Two methods were proposed in [7] to address the issue of identifying the proportion of blame associated with each formula in terms of their contribution to the overall inconsistency of a base. Both methods take an inconsistency measure as a payoff function in coalitional form and, using the Shapley value from coalitional game theory, determine the proportional inconsistency for each formula in a base called the Shapley Inconsistency Value (SIV). We first present the definition for the SIV, since it will be used by the and inconsistency measures presented in this section.
Definition 4.2 (Shapley Inconsistency Value [7]) Let be a basic inconsistency measure. We define the corresponding Shapley Inconsistency Value (SIV), noted , as the Shapley value of the coalitional game defined by the function , i.e. let
∈ :
where is the cardinality of and is the cardinality of . 
. , ∪Θ ( )). Definition 4.4 (Max SIV) Let be a belief base, ( |Θ) =
∪Θ ( ), ∈ . We now define measure [7] , which takes into account the extent to which a formula contributes to an inconsistency.
Definition 4.5 (MI [7]) The MI inconsistency measure is defined as the number of minimal inconsistent subsets of , i.e.:
( ) = | ( )|. The measure can be summarized as the sum of the proportion of all MISs of which a formula is a member.
Example 4.3 Given the rule set Γ in Example 4.1, the result of applying the MI Shapley inconsistency measure on formulae in preemptively-inconsistent subsets of Γ w.r.t. Θ = { , , ¬ , , , , , } is (to reduce notation in the calculations below, we simply write Γ instead of Γ ∪ Θ, this applies to the remaining examples in which Θ is defined):
Giving a vector value (Γ) = ( , 1) which allows us to identify more significant inconsistent formulae. The MI measure also produces a notably different inconsistency ordering, e.g. { → ¬ ∧¬ } has the maximum inconsistency value by MI but is less significant by the Scoring function.
Next we introduce the measure [7] , which takes into account the number of atoms, as well as of formulae, contributing to an inconsistency. Here ! = { ∈ | ( ) = } which is the set of "inconsistent" variables in an interpretation. Also ( ) = { ∈ 3 | ( ) ∈ { , }} which is the set of models of formula .
The minimum models of a formula are the "most classical" ones. The consequence relation is then defined by:
is a consequence of if all the "most classical" models of K are models of .
The measure can be summarized as extending the to include the number of atoms in an inconsistent formula as a proportion of the overall language.
Example 4.4 Given the rule set Γ, the result of applying the Shapley inconsistency measure on formulae in preemptively-inconsistent subsets of Γ w.r.t. Θ = { , , ¬ , , , , , } is:
Giving a vector value prioritized measure There are two types of prioritized knowledge bases described in [9] , namely the Type-I and the Type-II prioritized knowledge base, which provide an intuitive ordering for formulae within a base. The approach of Type-I knowledge bases is to assign a numerical significance value to each formula. Its limitation is that it is difficult to determine a significance value for a formula in relation to other formulae in the base. Instead of assigning numerical values to formulae, Type-II prioritized knowledge bases divide formulae into subsets based on their priority, and a knowledge base is regarded as a collection of subsets with the first subset containing the most important formulae etc. 
To begin defining the measure from [9] we must define the concept of Opposed formulae. This is the set of remaining formulae from a MIS resulting from the removal of a single formula from the MIS at each priority level. The cardinality of this set is used in determining a degree of blame for the formulae in an inconsistency. 
, 0,
This produces an ordering for the distribution of blame between inconsistent formulae of Γ, i.e.
where → ¬ ∧¬ is considered the most inconsistent. □
The informativeness of the measures applied in this section can be summarized as:
• the Shapley value is more representative than the Scoring function because it considers the proportion that a formula contributes to the base; • the Shapley value is an extension of the Shapley value because it also considers the proportion of a language affected by inconsistency;
• when formulae are prioritized the measure, unlike the Shapley value, can take into account this ordering. However it cannot represent the proportion of language affected by inconsistency.
V. CONCLUSION
Effective management of inconsistencies in intrusion detection rules is essential for reliable detection of intrusion attempts, especially with a large set of rules. The ability to not only identify these inconsistencies, but to distribute the degree of blame among contributing rules is important in the process of resolving inconsistencies.
In this preliminary study, we investigated how Snort2Regex rules can be translated into logical formulae. We began by identifying elementary units in the rules because in the current Snort2Regex system, each rule is looked at as a whole, so it is difficult to correlate them. We then extended this rule set to include some domain knowledge to more explicitly correlate rules. Finally, we applied a number of approaches for measuring inconsistency in this extended rule set. Our results can be summarized as:
• measuring inconsistencies in intrusion detection rules is potentially very useful for this domain since ensuring accurate and reliable intrusion detections is dependent on a consistent detection system; • the inconsistency measures presented here are effective for quantifying the inconsistency of formula in an extended, knowledge-based, system. Using these values they can determine an inconsistency ordering for the degree of blame associated with each formula in order to begin resolving inconsistency; • the major problem identified by this paper is that current rules used for intrusion detection are vulnerable to inconsistencies, but because they do not incorporate any domain specific knowledge, it is difficult to correlate rules in order to identify these inconsistencies. From this investigation, we also discovered that integrating both the Shapley value and inconsistency measures for Type-II prioritized knowledge bases could give some distinct advantages. It would be interesting to see how these two measures can bet integrated to produce a new measure on inconsistency.
Further work will aim at proposing strategies for removing minimal numbers of Snort2Regex rules in order to resolve inconsistency.
