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The standard model of particle physics successfully describes all elementary particles
and their interaction through the strong and electroweak forces. Despite its success it
is not a complete theory of nature as there are phenomena, such as gravity or dark
matter, that it cannot explain.
The heaviest known elementary particle is the top quark, which is about as heavy as
a gold atom. The production of top quark pairs, which takes place via the strong
interaction, was observed for the first time in 1995 at the Tevatron collider. The
electroweak production of single top quarks is a much rarer process and it took until
2009 to also observe it at the Tevatron collider. While only about 40 thousand single
top quarks were produced at the Tevatron collider during its total operation time, the
Large Hadron Collider (LHC) produced roughly 40millions single top quarks in the
years from 2016 to 2018. This large number allows to study the properties of the top
quark with unprecedented precision. One such property is the top quark polarization.
Due to the V-A structure of the electroweak interaction single top quarks are always
produced in a left-handed polarized state. Top quarks decay before they hadronize
and therefore the top quark polarization can be measured from its decay products.
The polarization of top quarks can be described by a spin density matrix and has
three components: longitudinal, transverse and normal. The longitudinal polarization
is largest and both the transverse and normal polarizations are expected to be close to
zero in the SM.
This thesis measures the inclusive and differential production cross section of single top
quarks and top antiquarks in the t channel. The measurement uses 137 fb−1 of data
recorded at the Compact Muon Solenoid (CMS) detector at the LHC from 2016 to 2018
in proton-proton collisions at a center-of-mass energy of 13TeV. The ratio of the single
top quark to top antiquark inclusive production cross section depends on the ratio
of up-to-down-type quarks in the proton and is therefore sensitive to the light-quark
parton distribution functions. The differential measurement is performed as a function
of the top quark transverse momentum, rapidity, and three angular variables, which are
sensitive to the three components of the top quark polarization. The angular variables
are defined in the top quark rest frame between the charged lepton from the top quark
decay and three axes that are defined based on the direction of the spectator quark and
the beamline axis. From asymmetries in the distributions of these angular variables, top
quark spin asymmetries are extracted, which are related to the top quark polarization.
New physics beyond the standard model may change the V-A coupling structure of
the electroweak interaction in the standard model. Depending on the specific model of
new physics this could result in a decreased longitudinal and an increased transverse
vii
or normal top quark polarization. The effect of such new physics can be described in
an effective field theory approach by introducing coupling parameters. The magnitude
of these coupling parameters is constrained from the measured angular distributions.
This thesis is structured as follows: A description of the standard model of particle
physics is provided in Chapter 1. Chapter 2 gives an introduction to the phenomenology
of the top quark, its properties, and production at the LHC. Statistical methods that
are used in this thesis are described in Chapter 3. The LHC and the CMS experiment
are introduced in Chapter 4. The simulation of events is described in Chapter 5 and
the reconstruction and definition of physical objects from measured data in Chapter 6.
Analyses studying top quarks rely on algorithms to identify jets originating from bottom
quarks. This is called b tagging. A study on the performance of b tagging algorithms
at the planned High-Luminosity-LHC is presented in Chapter 7. In Chapter 8 the
measurement of the inclusive and differential cross section of single top quark and top
antiquark production in the t channel is presented.
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The Standard model (SM) of particle physics describes all known elementary particles
as well as their interactions via the electromagnetic, weak and strong force. Gravity is
the only fundamental force that is not included. In the SM matter is made up of spin
1/2 particles called fermions. The forces are mediated via spin 1 particles called bosons.
All particles that are predicted by the SM have been discovered. The last one was the
Higgs boson, which was discovered in 2012 [1, 2].
1.1 Fermions
Fermions are spin 1/2 particles and thus follow the Pauli exclusion principle according
to the spin-statistics theorem. There are twelve fermions in the standard model. Each
fermion also has a corresponding antiparticle, which has the same properties but oppo-
site quantum numbers. Fermions are grouped according to how they interact. There
are six quarks, which carry color charge and interact via all interactions in the SM.
Fermions that do not interact via the strong interaction are called leptons. There are
three charged leptons, which interact via the electromagnetic and weak interaction. To
each charged lepton there corresponds a neutral lepton, called neutrino, which interacts
only via the weak interaction. Table 1.1 gives an overview on the fermions in the SM.
Shown are their masses, electric charge, weak isospin and the forces they interact with.
Neutrinos are massless in the SM. However, since the observation of neutrino oscilla-
tions [3, 4] it is known that they must have a mass but the exact value is unknown.
Therefore, upper limits on neutrino masses are given.
Free fermions are described by the Dirac equation:
(iγµ∂µ −m)ψ = 0 (1.1)
Here, γµ are the gamma matrices, m is the mass and ψ the fermion field, which is a
four component spinor. The fermion field ψ can be decomposed into a right-handed ψR
and left-handed ψL chirality component:










where γ5 = iγ0γ1γ2γ3 is the fifth gamma matrix. The weak interaction couples only to
the left-handed fields. The left-handed particles are thus grouped into isospin doublets,
whereas right-handed particles form singlets.
1.2 Bosons
Bosons are particles that have an integer valued spin. The SM includes five bosons,
which are listed in table 1.2. Interactions are mediated by exchanging spin 1 gauge
bosons, which act as a carrier of the force. Each gauge boson couples with specific
charges and mediates the interaction associated with that charge. The electromagnetic
interaction is mediated via the massless photon which couples to the electric charge.
The massive W± and Z bosons mediate the weak interaction. The W± bosons couple
only to left-handed particles and right-handed antiparticles. They also carry an electric
charge and therefore interact with photons. Additionally, the W± bosons and the Z
boson interact also with themselves. The strong interaction is mediated by the eight
massless gluons which couple to color charge. As gluons carry color charge themselves,
they interact with each other.
In addition to the gauge bosons, there is also the Higgs boson, which has spin 0. The
Higgs boson arises as a consequence of electroweak symmetry breaking, as described in




Table 1.1: The fermions of the SM. There are six leptons and six quarks
which are each arranged in three generations. Charged leptons are grouped
together with neutrinos into a doublet. Neutrinos do not have an electric
charge and thus interact only via the weak interaction (w). Charged leptons
interact also via the electromagnetic interaction (e). Quarks carry color charge
and thus interact via the strong interaction (s) in addition to electromagnetic
and weak interaction. For each fermion the mass, the electric charge and the
weak isospin are shown. For neutrino masses upper limits are given as the
exact masses are unknown. The mass limits shown for the electron neutrino
correspond to the mass limits on the electron neutrino mνe and in brackets on
the electron antineutrino m2νe . The values are taken from reference [7].
Mass Electric charge / e Weak isospin Interactions
electron neutrino νe < 225 eV (< 2 eV
2) 0 +1/2 w
electron e 0.511MeV -1 −1/2 w, e
muon neutrino νµ < 0.19MeV 0 +1/2 w
muon µ 105.7MeV -1 −1/2 w, e
tau neutrino ντ < 18.2MeV 0 +1/2 w
tauon τ 1.78GeV -1 −1/2 w, e
down d 5MeV −1/3 +1/2 w, e, s
up u 2MeV +2/3 −1/2 w, e, s
strange s 93MeV −1/3 +1/2 w, e, s
charm c 1.3GeV +2/3 −1/2 w, e, s
bottom b 4.2GeV −1/3 +1/2 w, e, s
top t 173GeV +2/3 −1/2 w, e, s
Table 1.2: The bosons of the SM. Listed are the masses, electric charges
and spin of the different bosons [7].
Mass / GeV Electric charge / e Spin
photon γ 0 0 1
W bosons W± 80.379 ±1 1
Z boson Z 91.1876 0 1
gluons g 0 0 1
Higgs boson H 125.1 0 0
3
1. Standard model
1.3 Quantum field theory
The SM is a quantum field theory, more specifically a non-abelian gauge theory. In
quantum field theory particles are considered as excited states of fields. There is an
underlying field for each matter and force-carrier particle. The propagation and inter-
actions of the fields are described by different terms in the SM Lagrangian. All terms of
the Lagrangian must be invariant under the Poincaré group in order to be independent
of the reference frame. In a gauge theory interactions are introduced by requiring the
Lagrangian to be additionally locally invariant under a local symmetry or gauge group.
The symmetry group of the SM is the SU(3)C ⊗ SU(2)L ⊗U(1)Y, where the SU(3)C
part refers to quantum chromodynamics (see section 1.4) and the SU(2)L ⊗U(1)Y part
to the electroweak interaction (see section 1.5).
As stated in section 1.1 free fermions may be described by the Dirac equation. The
Dirac equation can be derived from the following Lagrangian, via the Euler-Lagrange
equations:
L = ψ̄(iγµ∂µ −m)ψ. (1.2)
This Lagrangian does not contain any interaction terms. In order to introduce interac-
tions it is required that the Lagrangian is locally invariant under the transformations
of the gauge group. The SM is based on Yang-Mills theory [8] and uses it to construct
a locally gauge invariant Lagrangian. The Yang-Mills theory is a gauge theory which
is based on special unitary groups SU(N) which have the following Lie algebra:
[T a, T b] = ifabcT c. (1.3)
Here T a are the generators of the Lie algebra and the fabc are their structure constants.






where the θa are real valued functions. The Lagrangian (1.2) is globally invariant under
this transformation but not locally. In order to make the Lagrangian locally invariant
under the symmetry group, the partial derivative in equation (1.2) is replaced by the
covariant derivative:
Dµ = ∂µ − igT aAaµ (1.5)
Here Aaµ are newly introduced gauge fields corresponding to massless gauge bosons and
g is the coupling strength between the fermion and the gauge fields. For each generator
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with the field strength tensors F aµν = ∂µA
a
ν −∂νAaµ+ gfabcAbµAcν . A general Lagrangian
that is locally gauge invariant and describes both the fermion, the bosons, and their
interactions, is then given by:
L = ψ̄(iγµ∂µ −m)ψ fermion propagator





The first term in equation (1.8) describes the free propagation of the fermion, the
second term the interaction between the fermion and the gauge fields and the third term
the propagation of the gauge fields. In case the theory is non-abelian (the structure
constants are non-zero) the third term also introduces contributions proportional to
A3 and A4, thus describing interactions of the gauge fields with themselves. Adding
an additional mass term for the gauge fields to equation 1.8 would break the gauge
invariance. The bosons therefore have to be massless.
1.4 Quantum chromodynamics
Quantum Chromodynamics (QCD) is the theory that describes the strong interaction.
The symmetry group of QCD is the SU(3)C. It is a non-abelian group generated by the
eight Gell-Mann matrices λa, a ∈ {1..8}. QCD therefore contains eight massless gauge
bosons Gaµ, called gluons. The gluons couple to the three color charges. With the six













Here, ψq ,i denotes the quark-field for a quark with flavor q , mass mq , and color i =
r, g, b, and gs is the strong coupling constant.
The strong coupling constant is not actually constant, but depends on the energy scale




















with nf <= 6 and NC = 3 as in the SM, the beta function of QCD is negative and
therefore, the coupling strength decreases with increasing energy scale. Thus, quarks
behave as quasi-free particles at high energies or short distances. This effect is known as
asymptotic freedom. At low energies the coupling strength increases. At a scale of about
Λ ≈ 200MeV, called the QCD scale, the coupling strength becomes approximately one.
At this point perturbative calculations are no longer possible and one has to rely on
phenomenological approaches.
The low-energy scaling, or long distance behavior of the strong coupling constant gives
rise to the confinement property of QCD. The potential between two quarks can be
described by a ”Coulomb-like” term with an additional term, which increases linearly
with the distance between the two quarks:




+ k · r. (1.12)
When two quarks are separated the field strength between them increases, until the
energy in the field is large enough to produce a new quark-antiquark pair. The initial
quarks did not get isolated but are again bound with another quark. Therefore, quarks
do not exist as free isolated particles but are always confined in color neutral compos-
ite particles, called hadrons. Hadrons typically consist of a quark and an antiquark
(mesons) or of three quarks with different color (baryons). Also hadrons consisting
of four or five quarks have been experimentally observed [11, 12]. Protons are stable





The electroweak theory describes the electromagnetic and weak interaction in one uni-
fied theory. Its symmetry group is the SU(2)L ⊗U(1)Y. The non-abelian SU(2)L is
generated by the three Pauli matrices σiL, giving rise to three gauge boson fields W
1,2,3
µ ,
which couple to the weak isospin and interact only with left-handed particles. The
abelian U(1)Y gives rise to one gauge boson Bµ, which couples to the hypercharge. The
hypercharge is connected with the electric charge Q and the third component of the
weak isospin I3 via the Gell-Mann-Nishijiama relation: Y = 2 · (Q− I3) [13–15].
The fields of the electromagnetic (γ) and the weak (W±, Z) interaction are obtained
after the spontaneous breaking of the electroweak symmetry, which is discussed in more
detail below. After symmetry breaking theW 1,2,3µ and Bµ bosons mix with each other to








≈ 0.472 [7]. The masses of W and Z bosons are then related to each
other by the equation mW/mZ = cos θW .





















This Lagrangian does not contain a fermion mass term, as the W i couple only to left-
handed particles. Therefore, a mass term of the form mψ̄ψ = m(ψ̄RψL + ψ̄LψR) would
break the SU(2)L ⊗U(1)Y gauge invariance. A further problem is that the W± and Z
bosons of the weak interaction are massive. However, a mass term for the bosons would
also break the gauge invariance of the Lagrangian.
Mass terms can be added to the Lagrangian by spontaneously breaking the gauge
symmetry. Spontaneously breaking — in contrast to explicitly breaking — means that
the Lagrangian of the theory remains invariant under the symmetry group. However,
the symmetry of the vacuum - the ground state - on which the theory acts is broken
by fixing a particular, non-zero value. In the SM the spontaneous breaking of the
electroweak symmetry is described by the Higgs mechanism [5, 6]. It introduces a













The Lagrangian of this field is given by:
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LH = (Dµϕ)†)(Dµϕ)− V (ϕ), (1.15)
V (ϕ) = −µ2ϕ†ϕ+ λ(ϕ†ϕ)2, (1.16)




Here, Dµ is the covariant derivative, which introduces an interaction between the Higgs
field and the electroweak gauge bosons. V (ϕ) is the Higgs potential. For −µ2 ≥ 0
the minimum of the potential is at 0 and the potential follows a parabolic shape. The
symmetry of the SU(2)L ⊗U(1)Y is spontaneously broken if −µ2 < 0. The Higgs field
then takes on a ground state within the new minimum. The choice of the ground state
is arbitrary, as in principle any value in the minimum can be chosen. The underlying
physics does however not depend on the exact choice of the ground state, meaning
the ground state is now degenerated. As the Higgs field has four components, the
contour of the miminum visually corresponds to the surface of a 4D sphere, which
can be parametrized by three angles. Therefore, there are three free parameters in
the choice of the position of the minimum. These degrees of freedoms correspond to
Goldstone bosons, which arise according to the Goldstone theorem in theories with
spontaneously broken symmetries [19, 20]. As the ground state can be freely chosen
within the minimum, this corresponds to a gauge freedom. By choosing the unitarity
gauge, the minimum is effectively set at 〈ϕ0〉 = 1√2(0, ν)
T , with the vacuum expectation
value ν = 246GeV, and all Goldstone bosons are removed [21, 22]. The corresponding
degrees of freedom are absorbed by the W± and Z bosons, which acquire mass. The
original Higgs field has four components of which three got absorbed, the remaining
one gives rise to a massive scalar particle, called the Higgs boson.
In order to introduce a fermion mass term, a Yukawa coupling between the Higgs field
ϕ and the fermions is added. For leptons this is given by:
LYW = −yf Ψ̄LϕψR + h.c. (1.18)
Where ΨL is a doublet and ψR a singlet. If ϕ is replaced by its vacuum expectation
value, then a fermion mass term is obtained with the massmf =
yfν√
2
. Masses for quarks
are also generated via the Yukawa interaction. However, separate terms for up- and
down-type quarks are necessary as when in equation (1.18) the Higgs field is replaced by
its vacuum expectation value 〈ϕ0〉 = 1√2(0, ν)
T only the isospin-down partner acquires
a mass because the up-partner is multiplied with zero. Therefore, this equation is
only suitable to explain the masses of charged leptons and down-type quarks. In order
to give masses also to up-type quarks, the Higgs field has to be ”rotated”, which is
achieved by using ϕ̃ = iσ2ϕ
∗ and introducing a second term for up-type quarks. The
Yukawa interaction between the Higgs field and quarks can be written as:
LYQ = −Y dQ̄LϕdR − Y uQ̄Lϕ̃uR + h.c., (1.19)
8
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here Y u,d are complex 3 × 3 matrices, QL are left-handed quark doublets and uR and
dR are right-handed up- and down-type quark singlets. The mass eigenstates of the






· V fL Y
fV f †R , (1.20)
here Mf are diagonal matrices which have the quark masses as eigenvalues. This
procedure introduces a mixing between different quark flavors which alters the cou-
pling strength between quarks and the W± bosons. This mixing is described by the













The standard parametrization of the CKM matrix uses three angles and one phase.
However, the structure of the CKMmatrix is more obvious in theWolfenstein parametriza-
tion [25], which is an approximation of the CKMmatrix. It uses four parameters λ, A, ρ
and η. The best measured values for theses parameters are [7]:
λ = 0.2240± 0.0004, A = 0.836± 0.015 (1.22)
ρ = 0.122± 0.018, η = 0.355± 0.012 (1.23)





2 λ Aλ3(ρ− iη)
−λ 1− 12λ
2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4) (1.24)
The values on the diagonal are approximately one meaning that quarks from the same
generation couple more strongly than quarks from different generations. Coupling be-
tween different generations are suppressed by powers of λ. The complex term ρ − iη
gives rise to CP violation, which means that physical processes are not the same if
particles are replaced by their antiparticles (C or charge conjugation) and the coor-
dinate system is inverted or mirrored (P or parity transformation). According to the
Sakharov conditions CP violation is necessary to explain the abundance of matter over
antimatter in our universe [26]. However, the strength of CP violation measured so far




The top quark is the heaviest particle in the SM with a mass of 173GeV [7]. It was
discovered in 1995 at the Tevatron collider [27, 28]. The top quark is the only quark
that decays into a real W boson and a bottom quark. The decay width of the top
quark is 1.42GeV [7], corresponding to a lifetime of only about 5 · 10−25 s, which is
shorter than the hadronization time of about 10−24 s. Therefore, top quarks are the
only quarks which decay before they hadronize, which allows to measure the top quark
polarization from its decay products.
2.1 Production
At the LHC the dominant production mode for top quarks is top quark pair production
(tt̄), which takes place via the strong interaction. The different production modes for
top quark pair production are depicted in 2.1. Because gluons make up most of the
parton density functions of the proton at TeV scale, the main contribution to the total
tt̄ cross section comes from gluon-gluon fusion gg → tt̄, contributing about 90% to the
total cross section. Quark-antiquark annihilation qq → tt̄ contributes about 10%.
2.1.1 Top quark pair production
At a center-of-mass energy of
√




−29.20 (scale)± 35.06 (PDF + αS) pb (2.1)
This cross section was calculated with the Top++2.0 program to next-to-next-to-
leading order in perturbative QCD, including soft-gluon resummation to next-to-next-
to-leading-log order [30] and assuming a top quark mass of 172.5GeV. The scale uncer-
tainty comes from the independent variation of the factorisation and renormalisation
scales µF and µR. The PDF and αS uncertainties are obtained following PDF4LHC
prescription using the following PDF sets: MSTW2008 68% CL NNLO, CT10 NNLO


















Figure 2.1: The three dominant production modes for top quark pair
production at the LHC. The largest contribution comes from gluon-gluon
fusion (a) and (b). Quark-antiquark annihilation (c) contributes only about
10% to the total production cross section.
The tt̄ cross section has been measured at the Tevatron at
√
s = 1.96TeV in pp̄ col-
lisions and at the LHC at
√
s = 7, 8 and 13TeV in pp collisions. Figure 2.2 shows a
comparison between the measured and predicted tt̄ cross sections at different center-
of-mass energies.
2.1.2 Single top quark production
The production of single top quarks takes place via the electroweak interaction and has
therefore a smaller cross section compared to top quark pair production at the LHC.
There are three production modes for single top quarks at LO, which can be categorized
according to the four-momentum qW of the involved W boson. These three production
modes are depicted in Figure 2.3.
t-channel production The t-channel production mode (figure 2.3a) is characterized
by a space-like W boson (q2W < 0). It has the largest cross section of the three
production modes. Figure 2.4 shows the production of both single top quarks and
top antiquarks in the t-channel. Top quarks are produced if the initial light quark
in the proton is an up-type quark and top antiquarks if the initial light quark is a
down-type quark. The cross section for producing top quarks in the t-channel is
about 1.7 times larger than the cross section for producing top antiquarks, because
there are more up-type than down-type quarks in the proton. A consequence of





is sensitive to the light quark
PDF of the proton. A characteristic feature of the t-channel production mode
is the spectator quark, which originates from one of the interacting protons and
scatters against the top quark by exchanging a W boson. In the scattering process
its direction is only changed slightly and it is therefore predominantly scattered
in very forward direction.
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Figure 2.2: Summary of measurements of top quark pair production
cross section at the LHC and Tevatron The measured values are shown
as a function of the center-of-mass energy and are compared with theory pre-

















Figure 2.3: The three dominant production modes for single top
quark production at the LHC. The production of single-top quarks in
the t-channel (a) has the largest cross section. The second largest cross section
has the associated production with a W boson (b). The smallest contribution













Figure 2.4: Feynman diagrams for single top quark and top anti-
quark production. The left figure shows the production of single top
quarks and the right figure the production of single top antiquarks in the t
channel. In single top quark production the initial light quark is an up type
quark and in single top antiquark the initial light quark is a down type quark.
associated production with a W boson The second production mode for single-top
quarks is the associated production with a W boson, the tW channel (figure 2.3b).
This production mode is characterized by an on-shell W boson (q2W = m
2
W).
s-channel production The third production mode with the smallest cross section is
the s-channel. It features an time-like W boson (q2W > 0) and is illustrated in
figure 2.3c.
In single top quark production a difference is made between the four flavor scheme (4FS)
and the five flavor scheme (5Fs). In the 4FS bottom quarks are not considered as part
of the proton, whereas in the 5FS bottom quarks are part of the proton. Threfore, in
the 4FS the bottom quark that interacts with the W boson originates from a gluon
splitting. The predicted cross section for the three production channels at the LHC at√
s = 13TeV are shown below. For the t-channel process, the predicted cross sections
for producing a top quark σtt-ch and for producing a top antiquark σ
t̄
t-ch, as well as
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Figure 2.5: Summary of measurements of the cross section of the
different single top quark production channels at the LHC. The
measured cross sections for the three single top quark production modes, the
t-channel, the associated production with a W boson and the s-channel, are
shown as a function of the center-of-mass energy. The measured values are
compared with theory predictions based on NLO QCD, NLO QCD comple-
mented with NNLL resummation and NNLO QCD (t-channel only) [39].
The predicted cross sections have been calculated at next-to-leading order (NLO) in
QCD with Hathor v2.1 [37, 38] assuming a top quark mass of 172.5GeV. The PDF
and αS uncertainties are calculated using the PDF4LHC prescription [31] using the
following PDF sets: MSTW2008 68% CL NNLO, CT10 NNLO and NNPDF2.3 5f
FFN [31–34]. In Figure 2.5 the cross section for single-top production, which have been
measured at the LHC and Tevatron colliders, are shown for different center-of-mass
energies and compared to theory predictions.
Measurements of the single top quark cross section provide an independent way of
measuring the CKM matrix element Vtb . Assumming |Vtb | ≫ |Vtd | and |Vtb | ≫ |Vts |,
the cross section is proportional to |fLVVtb |2. The factor fLV describes possible new-









With a branching fraction of more than 99% [7] top quarks decay almost exclusively
into a bottom quark and a W boson. The decays of the top quark are therefore classi-
fied according to the decay products of the W boson. The W boson decays in 67.6% of
all cases hadronically into a quark and an antiquark of different types and in 32.4% lep-
tonically into a charged lepton and a neutrino [7]. In case of top quark pair production
the decays are called full-hadronic if both W bosons decay hadronically, semileptonic
if exactly one decays hadronically and dileptonic if both decay leptonically.
2.3 Polarization
The production time of top quarks is about 1/mt ≈ 10−27 s, withmt = 173GeV, which is
shorter than its lifetime of 1/Γt ≈ 10−25 s, which is again shorter than the hadronization
time of about 1/ΛQCD ≈ 10−24 s (ΛQCD = 200MeV), which is shorter than the spin
decorrelation time of about mt/Λ2QCD ≈ 10−21 s [40]. Therefore, the helicity of top
quarks in their production is kept in their decay and the spin direction of top quarks is
correlated with the spin direction of their decay products. In single-top production, top
quarks are produced via the electroweak production, coupling to a W boson. Due to the
V-A structure of the weak interaction, these top quarks are produced in a left-handed
state.
In a reference frame with axis (x, y, z) where the top quark is at rest, an ensemble of
polarized top quarks can be described by a density matrix:
ρ =
(
1 + Pz Px − iPy
Px + iPy 1− Pz
)
(2.3)
Here Pi = 2〈Si〉 is the top quark polarization along the direction i = (x, y, z) [41].
Typically, the z direction is chosen along the direction in which the top quark spin is
predominantly oriented, this is also called the spin axis ~s. Therefore, the Pz polarization
is the largest polarization and is also the one commonly referred to as the top quark
polarization. In this thesis it is referred to as longitudinal polarization. The other
components are called transverse polarization (Px) and normal polarization (Py).
The polarization Pi can be measured from an asymmetry Ai,X in the angular distri-
butions of the top quarks decay products. The angle θiX is calculated in between the
momentum direction ~pX of the decay product X and an appropriately chosen axis ~ai:
cos θiX =
~ai · ~pX




Table 2.1: Spin analyzing powers at NLO for different decay products of the
top quark [42–46].


















Here, αX is the spin-analyzing power of the decay product X of the top quark. The
spin-analyzing power describes how strongly the spin of the decay product is correlated
to the spin of the top quark. The spin analyzing powers for the different decay products
of the top quark are listed in table 2.1. In the SM it is ≈ 1 for the charged lepton for
a leptonically decaying top quark.
In order to measure the polarization, an appropriate coordinate system needs to be
chosen. The most important part here is to find the direction along which the top
quark polarization is maximal, i.e. the spin axis. There are different possibilities for
defining the spin axis that are going to be discussed in the following. In the so-called
helicity basis, the spin axis is defined in the center-of-mass (COM) frame. It is then
taken along the direction of the top quark momentum in this frame. The problem with
the helicity basis is that the COM becomes ill-defined beyond LO, due to additional
radiations [47]. In Figure 2.6 the single-top quark production and decay are illustrated
with the spin directions of the involved particles. A characteristic feature of single top
t-channel production is the spectator quark, which recoils against the top quark. At
LO the outgoing spectator quark is a down-type quark in case of top quark production
and an up-type quark in case of top antiquark production. In case of top antiquark
production the outgoing spectator quark originated from an initial state down-type
quark inside the proton. This means that at LO either the initial or final state of the
spectator quark is always a down-type quark. The spin directions of both the charged
lepton and the down-type quark are maximally correlated with the spin direction of
the top quark. Thus, choosing the spin axis along the direction of the down-type quark
results in the largest polarization [48]. As the down-type quarks lies either inside the
proton or follows its direction one could therefore choose the direction of the beam axis
as the spin axis. This is referred to as beamline basis. Which beam line to choose can
be decided on an event-by-event basis, based on the direction of the outgoing spectator
quark [48,49]. For top quarks the outgoing spectator quark aligns with the direction of
the down-type quark in 80% of the cases [50]. It is therefore natural to instead choose
the spin axis along the direction of the outgoing spectator quark. This choice of the













Figure 2.6: Illustration of the correlation between the spin of the
particles involved in the single top quark production. The black circle
represents the top quark and the arrows the spin orientations of the particles.
The red colored lines denote the spectator quark pq′ and the charged lepton
pℓ. As can be seen the spins of the spectator quark and the charged lepton
are both aligned with the spin of the top quark. The figure is taken from
reference [47].
top antiquarks the outgoing spectator quark is not identical to the down-type quark in
69% of the cases, but the down-type quark is the initial quark inside the proton. In
the spectator quark basis therefore, in principle the wrong direction is chosen for top
antiquarks. However, as the outgoing spectator quark mostly follows the direction of
the initial quark, this choice still results in the correct spin axis most of the time. This
has the effect that the polarization for top antiquarks is lower than for top quarks in
the spectator basis [49]. This is also true in reverse for the beamline basis. As the
down-type quark lies inside the proton for top antiquarks, a higher polarization for top
antiquarks is obtained in the beamline basis. The spectator basis results in an overall
larger predicted polarization than the beamline basis [47, 49].
A right-handed coordinate system can be constructed by choosing the ẑ direction along
the direction ~pj of the outgoing spectator quark and the ŷ direction orthogonal to the
spectator quark direction and the direction of the initial quark inside the proton ~pq,
where ~pj,q are both defined in the top quark rest frame. The x̂ direction is obtained by






















x̂ = ŷ × ẑ
ẑ ‖ ~pj





Figure 2.7: Illustration of the coordinate system for the top quark
polarization. The left figure shows the Feynman diagram for single top
quark production in the t channel with a leptonically decaying top quark. De-
picted are also the momentum vectors of the initial state quark, the spectator
quark, and the lepton from the top quark decay. The right figure shows the
coordinate system that is defined based on the momentum direction of the
initial state quark and the spectator quark in the top quark rest frame. The
three polarization angles θx,y,z are defined between the coordinate axes and
the direction of the charged lepton in the top quark rest frame. In the mea-
surement, the momentum direction of the initial light quark is deduced from
the direction of the spectator quark.
The direction of the initial quark cannot be accessed experimentally because it lies
within one of the two colliding protons inside the beamline. In order to obtain the
direction of the initial light quark an assumption is made. The spectator quark normally
follows the direction of the initial light quark. Therefore, the direction of the initial
light quark can be chosen as the direction of the spectator quark in the laboratory








This choice results in the correct direction for the initial light quark in 97% of the cases
for ug → dtb and in 98% of the cases for dg → utb [41], which are the main production
channels for single top quarks and antiquarks respectively. Due to the direction not
always beeing correct, the measured polarizations P̄x,y are expected to be about 10%
lower, than the actual polarizations Px,y [41]. At 13TeV the following values are given
for the top quark polarization using the NLO generator POWHEG [51–53]:
P (t) = (−0.02, 0, 0.86)
P (t) = (−0.08, 0, −0.83)
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Px is larger for top antiquarks than for top quarks because the spectator quark is not
the down-type quark for top antiquarks in the dominant production channels.
2.4 Effective field theory
In an effective field theory (EFT) the effects of physics occurring at higher energy scales
are described in a model independent way without explicitly giving the cause for the
effects. For this purpose the SM Lagrangian is expanded with additional terms, which
are suppressed by powers of an energy scale Λ:










In principle one averages over degrees of freedom that become relevant at higher energy
scales. In this way it is not necessary to specify a certain physical model. The additional
term in the Lagrangian can be described by dimensionless coupling parameters C
(d)
i ,









Here d denotes the dimension of the operator. The SM consists of dimension two and
four operators. There is only one dimension-five operator which is compatible with the
gauge group of the SM. This operator violates the lepton number conservation and is
therefore not considered here [54]. Therefore, the leading contributions to the effec-
tive field theory Lagrangian stem from dimension-six operators. Under the assumption
of minimal flavor violation and Baryon number conservation there are a total of 59
dimension-six operators, which can be built from SM fields in the Warsaw Basis [54].
The contributions of the EFT operators to the single top quark production are pictori-
ally illustrated in figure 2.8. The effective operators can either modify the Wtb vertex
(figure 2.8a and 2.8c) or create a four fermion contact interaction, which introduces an
additional production mode for single top quarks (figure 2.8b). The operators modifying
the Wtb vertex are listed in the following. The notation follows that in reference [55].
Flavor indices are labeled by ijkl, left-handed quark doublets are called q ; right-handed
quark singlets u, d. The Pauli-matrices are denoted by τ I . The Higgs doublet is denoted
by ϕ; (ϕ†i
←→




I = ϕ†τ I(iDµϕ)−(iDµϕ†)τ Iϕ and
TA = λ
A













The Wtb term of the Lagrangian can be written as [56]:
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µν(fL2 PL + f
R
2 PR)t + h.c.
with the operators PL,R =
1±γ5
2 , which project the fields on their right-handed or left-
handed state and the form factors fL,Ri modifying the coupling structure. They are



























ν2 is the vacuum expectation value. The coefficients CtW , CbW and C
(ij)
ϕud are complex
valued and can therefore introduce a CP-violating phase. Of the four operators con-
tributing to the Wtb vertex, the most relevant ones are CtW and C
(3,ij)
ϕq . The operators
CbW and C
(ij)
ϕud always appear in the matrix element in terms that are proportional to
the mass of the bottom quark mb . Therefore, there contributions are suppressed at
least by O(mb). The bottom quark mass is much smaller than any relevant energy
scales at the LHC, which means these operators can be neglected [58].
There are a total of 16 four-quark operators contributing to single top quark production.
They can be separated into whether they involve four left-handed quarks L̄LL̄L, four
right-handed quarks R̄RR̄R, or a mixture of the the form L̄LR̄R, L̄RR̄L or L̄RL̄R [54,
55]. The dominant contribution of dimension-six operators comes from interferences
with the SM Lagrangian as other contributions are at least 1/Λ smaller. As the weak
interaction involves only left-handed fields there is only a small interference with terms
which involve right-handed quarks [59,60]. Thus, the dominant contributions stem from
the L̄LL̄L operators, which are:
O
(1,ijkl)




















qq − C(3,ijkl)qq ).
Alltogether, there are three dominant operators contributing to single top quark pro-

































Figure 2.8: Feynman diagrams with EFT. Illustration where effective
operators can enter into LO diagrams for single-top t-channel production. The
operators CtW and C
(3,ij)
ϕq effect the Wtb vertex and thus enter in both produc-
tion (a) and decay (c). The operator C
(3,1,ijkl)
Qq enters only in the production,
creating a four fermion contact interaction (b).
Table 2.2 lists current constraints on the EFT Wilson coefficients affecting the produc-





Qq which are derived from LHC Run 1 and Run 2 data as well as
Tevatron and Fermilab data [58]. Additionally, constraints on the real and imaginary
part of CtW are shown at 90% confidence level [62]. They have been derived using
different observables measured at the LHC, data from flavor physics — especially b →
s γ— and measurements of electric dipol moments (EDM). Individual constraints on
CP violating top couplings are dominated by measurements of EDM and are typically
orders of magnitude tighter than the constraints on the real parts of the corresponding
operator [62]. These constraints are much stronger compared to what can be achieved in
collider physics. However, if marginalized over many operators the constraints become
significantly weaker as measurements of the EDM are only sensitive to Cγ − CtW [62].
Uncorrelated measurements of the imaginary part of CtW so far, stem only from the
measurement of the phase between amplitudes for longitudinally polarized and trans-
versely polarised W bosons recoiling against left-handed bottom quarks, which have
been carried out by the ATLAS collaboration [63]. The polarization of the top quark is
sensitive to both the real and imaginary part of CtW and can therefore help to further
constrain these coupling coefficients [41].
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Table 2.2: Constraints on Wilson coefficients. Shown are constraints for
Wilson coefficients that are relevant to single top quark production. Individual
constraints correspond to the case where only one operator is considered to
be non-zero. The marginalized constraints correspond to the case were all
considered operators are set to float and the constraints are computed by
marginalizing over the remaining couplings. See the corresponding references
to see over which operators has been marginalized. Here C̃i = Ciν
2
/Λ2.
Operator Individual Marginalized Confidence level Reference
C̃
(3)
ϕq [-0.157, 0.091] [-0.242, 0.206] 95% [58]
C̃3,1Qq [-0.024, 0.036] [-0.036, 0.073] 95% [58]
C̃tW [-0.079, 0.109] [-0.242, 0.206] 95% [58]
Re C̃tW [-0.095, 0.042] [-0.11, 0.068] 90% [62]




3.1 Binned maximum likelihood fit
Maximum likelihood fits are commonly used tools for parameter estimations in High
Energy Physics. The goal is to estimate some unknown parameters θ = (θ1, . . . θm),
given some observed values x = (x1, x2, . . . , xN ). The observations are assumed to
be statistically independent and to follow a probability density function (PDF) f(x|θ).






The values θ̂ that maximize the likelihood are the maximum-likelihood estimates for the
parameters θ. As it is more efficient to work with sums instead of products, normally
the negative logarithm of the likelihood is minimized





In this thesis observations are grouped into bins in order to reduce the complexity of















The expected number of events in each bin is the sum of the expected number of
signal events λs,i and the expected number of background events λb,i. These numbers
are generally derived from MC simulation or some data-driven background estimation
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method. In the maximum-likelihood fit, the expected number of signal events are then
scaled by the signal strength modifiers µ:
λi(µ) = µ · λs,i + λb,i. (3.5)
The likelihood then becomes a function of µ. There can be multiple signal strength
modifiers in case many signal processes are fitted simultaneously.
The expected number of signal and background events in each bin is typically subject to
statistical and systematic uncertainties. The different systematic uncertainties that ef-
fect the expected number of events can be included in the maximum-likelihood fit in the
form of nuisance parameters α. The expected number of events will then additionally
depend on the nuisance parameters λ(µ) → λ(µ,α). The likelihood can be extended
by a log-normal PDF for each nuisance parameter to take the nuisance parameters into
account. In the example of a binned likelihood function with two nuisance parameters
αS and αB with default values α
ln
S/B, the likelihood can be expressed as:





i (µ, αS, αB)
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In the example of a counting experiment the expected number of events will depend on
the nuisance parameters, as
λi(µ, αS, αB) = µ · λs,i · (1 + ps)αS + λb,i · (1 + pb)αB . (3.7)
Where, ps,b are the relative uncertainties in the signal/background prediction. Often
the likelihood function is only known at discrete values of the parameters it depends on.
For minimizing the likelihood it is however easier to work with a continuous function.
Therefore, template morphing techniques are used to parameterize the likelihood as a
function of the nuisance parameters. The parameterization is done by interpolating
between the expected number of events for a one standard deviation up and down
variation of the systematic uncertainty.
3.2 Machine learning
Machine learning methods are used to classify events into different categories for ex-
ample signal and background. In this thesis machine learning algorithms like boosted
decision trees and neural networks are used as classifiers. This algorithms have a set of
parameters, which need to be fitted to the data. This is also called training or learning.
They are trained via supervised learning, which means data with known labels is used.
In the training an objective function - called loss function - is minimized. A typical loss
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function used for classification problems is the cross-entropy. In information theory the
entropy - or Shannon entropy - gives the minimum number of bits that are necessary
to encode some data [64]. For some data x following a probability distribution p the




p(xi) log p(xi). (3.8)
The cross-entropy H(p, q) between two probability distributions p and q is defined as:
H(p, q) = −
∑
i
p(xi) log q(xi). (3.9)
Generally H(p, q) ≥ H(p), where they are equal only if q can perfectly describe p. The
difference between the entropy and the cross-entropy tells one essentially how much
information is lost if p is decoded using q. In supervised learning p will correspond to
the truth labels of some classes, which can be interpreted as a probability distribution.
The prediction of the model for each class label corresponds to q. Thus, the cross-
entropy is a measure for how similar the predicted and true distributions are.
Classifiers will have a certain efficiency (or probability) of correctly classifying a signal
event as signal (true positive rate) and a certain probability of wrongly classifying
background event as a signal (false positive rate). Plotting the true positive rate against
the false positive rate for all possible values of the discriminator gives the receiver
operating characteristic (ROC) curve. From the shape and the area under the ROC
curve the quality of a classifier can be judged. The ROC curve can also be used to
define working points, which are used in a cut-based analysis. The working point is
an output value of the discriminator that corresponds to a certain false positive rate.
Output values larger than the working point are defined as signal and output values
lower than the working point as background. In figure 3.1 an example ROC curve
for a BDT trained to separate single-top t-channel events from background events is
shown together with the ROC curve obtained from only using the pseudorapidity of the
spectator jet as discriminator and a ROC for a discriminator that is randomly guessing.
An important figure of merit that can be derived from ROC curves is the area-under-
curve (AUC) value, which is the area under the ROC curve. An AUC value of 0.5
corresponds to a discriminator that is randomly guessing and hence has no separation
power. The larger |AUC− 0.5| the better the discrimination power of the classifier.
During the training of machine learning algorithms one has to ensure that they do not
overfit the training data set. Overfitting happens if the network essentially learns the
training data by heart but fails to generalize to new, unseen data. In order to avoid
overfitting first of all a good training setup is necessary. This requires splitting the data
in at least three data sets, namely a training, a validation and a testing data set. The
training data set is used for adjusting the parameters of the model. The validation data
set for tuning hyperparameters and to check for overtraining during the training phase.
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Figure 3.1: Illustration of ROC curves. Different ROC curves for
separating t-channel single-top-quark signal events from background events
are shown. Shown are the ROC curves for an optimized BDT (red) and for
the absolute value of the pseudorapidity of the spectator jet (blue). The
dashed line corresponds to a discriminator which is randomly guessing.
Finally, the testing data set is used to validate the performance of the final model.
During the training overtraining can be spotted by monitoring the performance of the
model on both the training and the validation data set. Overtraining will show itself as
a divergence between the two were the performance on the training data set increases
but the performance on the validation data set decreases. If the model is susceptible
to overtraining, regularization techniques should be used or the model complexity has
to be decreased.
3.2.1 Boosted Decision Trees
Decision trees are simple predictive models that can be trained using machine learning
techniques. In this thesis decision trees are used for classification of events into different
categories. However, decision trees can also be trained for regression, e.g. to predict a
continuous variable. A visual representation of a decision tree is shown in figure 3.2.
Decision trees start from a root node and then branch into more nodes until they end
up in the final nodes, also called leaf nodes. The splits are made based on the value of
a variable. During the training of a decision tree the variable and value that maximize
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an objective function are determined at each splitting step. In this thesis the objective
function that is maximized is the cross-entropy (see section 3.2).
Individual small decision trees are very weak classifiers, while large decision trees are
very susceptible to overtraining. Therefore, typically an ensemble of multiple smaller
decision trees are constructed to build a forest of decision trees. This ensemble is
then a much more robust and powerful classifier. There are generally many different
techniques to build ensembles out of individual classifiers, one of the simplest being to
simply average their output. Individual decision trees are weak classifiers, which means
they are only weakly correlated with the objective. Therefore, decision trees naturally
lend themselves to an ensemble building technique called boosting [65,66]. The general
idea behind boosting is to iteratively train weak classifiers and then combine them to a
final strong classifier. During the combination each classifier is weighted based on how
well it performed during the training. There exist many different boosting algorithms.
In this thesis gradient boosting is used. In gradient boosting the gradient descent
algorithm is used to find a function F (x) (the model prediction) that minimizes the
specified loss function L(y, F (x)), with the true values y. The model prediction is the






During the training the model is build in an iterative way. This is done by starting with
a constant prediction and then adding the output hm of one decision tree at each step
m. The output of the decision tree hm at step m is optimized on the residual difference
hm(x) = y − Fm−1(x)between the model predictions at the previous step Fm−1(x) and
the true values y.
3.2.2 Artificial neural networks
Artificial neural networks (ANN) are function that are used for various classification
and regression tasks in machine learning applications. There architecture is inspired
from biological neural networks in human brains. ANNs consists of multiple artificial
neurons. Each neuron receives inputs xi and produces a single output that it sends
to multiple connected neurons. The importance of each connection between neurons is
represented by a weight wi. The output is further passed through an activation function
σ. Commonly used activation function are for example the rectifier linear unit (ReLu)
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Figure 3.2: Illustration of a decision tree. Decision trees have a tree
structure. It starts from a root node and at each node a binary decition based
on the value of one variable is applied and the event is forwarded to the left
or right node depending on the result. This is done until it ends up in a final
node or leaf node. The event is classified as signal if the final node it ends up
in is a signal node (S) and as background if it ends up in a background final
node (B). Whether a final node is a signal or a background node depends on






A network is built of multiple stacked layers of neurons. The output of a neuron in the





where fi are the outputs of the neurons in the previous layer. An illustration of an
ANN is given in figure 3.3.
The weights of the ANN need to be adapted to produce the desired output. This hap-
pens during the training. The gradient descent algorithm is typically used to minimize
the loss function. Parameters are iteratively updated in the direction of the steepest
descent by computing the gradient of the neural network with respect to each parame-
ter:
wn+1 = wn − η∇f(wn). (3.14)
Here η is the learning rate that determines the step size in each iteration. In practice
often variation of pure gradient descent are used such as stochastic gradient descent,
which computes an approximate gradient over a subset of the entire data set. Finding





Input Hidden Layer Output
Figure 3.3: Illustration of an artificial neural network (ANN). An
ANN consists of several neurons which are connected with each other. The
neurons are arranged in layers where each neuron is connected to all neurons
in the previous layer.
determines the number of iterations needed in order to converge. In the training of
neural networks often adaptive optimizers like Adam [67] are used. These optimizers
adjust the learning rate automatically during the training based on the gradients in the
previous iteration. They also use a set a different learning rate for each weight in the
neural network. Computing the gradient for each weight individually is computationally
very inefficient. Instead ANNs are trained using backpropagation. Backpropagation
makes use of the chain rule to compute the gradients iteratively one layer at a time
starting from the output layer.
ANNs may be suspect to overtraining. In order to avoid this different regularization
techniques can be used. Commonly used method include L1 and L2 regularization that
add a linear (L1) or quadratic (L2) penalty terms to the loss function. Another method




Distributions at reconstruction level are distorted due to the detector’s limited reso-
lution, finite acceptance and due to reconstruction inefficiencies. Unfolding aims at
undoing these distortions in order to obtain the true level distribution. In this chapter
the statistical basis of unfolding is established. The following description follows mostly
the book [69].
Given some measured values s and true level variable t. The measured distribution
g(s) is related to the true level distribution f(t) by migrations, distortions and trans-
formations that are described by a kernel function K(s, t). They are related to each
other via the Fredholm integral equations of the first kind:
∫
Ω
K(s, t)f(t)dt+ b(s) = g(s), (3.15)
here b(s) describes the background distribution and Ω denotes the phase space.
In practice one deals with binned distributions. Thus the continuous distributions are
replaced by vectors: f(t)→ x, g(s)→ y and the kernel function by a response matrix
K(s, t)→ A. In matrix form equation (3.15) reads:
y = Ax+ b. (3.16)
The element Aij can be interpreted as the probability of an event belonging into the
truth bin j to be measured in bin i: Aij = P (measured in bin i|truth in bin j). The sum





Solving equation (3.16) by simple matrix inversion leads to unstable solutions with
large fluctuations. The origin of these fluctuations can be seen by orthogonalisation of
the response matrix through singular value decomposition (SVD).






Here S = diag(σ1, . . . , σn) is a diagonal matrix and U and V are matrices with or-
thonormal columns. The σi are called singular values and are non-negative real num-
bers, which are ordered in decreasing order. The column-vectors u and v are called
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left and right singular vectors of A. The condition number of A is defined as the ratio




When inverting A one obtains contributions proportional to 1/σi. Thus, if the smallest
singular value σi is very small the unfolded distribution is amplified leading to large,
unphysical fluctuations. In order to reduce these fluctuations, regularization techniques
are used. A simple approach is to introduce a parameter τ , which serves as a cutoff.
Singular values that are smaller than this cutoff are simply removed from the response
matrix A, thus reducing fluctuations [70]. In Tikhonov regularization [71–73] some
penalty term ||Lx||2, which ensures the smoothness of the solution, is added to the
minimization. Regularization generally requires to find a proper choice of the regular-
ization strength parameter, for which there exists no general method. In case of large
regularization strengths it also severely biases the results.
As equation (3.16) often cannot be solved using simple inversion, some expression is
defined which is minimized. Some tools, like TUnfold [74] minimize a χ2 expression,
which in its base form can be written as:
χ2 = (y − b−Ax)TΣ−1(y − b−Ax) + χ2regularization (3.20)
with the covariance matrix Σ. Performing the unfolding via a χ2-minimization requires
a simple inversion of the Hesse matrix, which makes the minimization very fast. It is
also well suited for unfolding multi-differential distributions.
However, in this thesis the unfolding is performed using a maximum-likelihood fit,
which is technically implemented using the HiggsCombine tool [75]. This method is
significantly slower as it requires a numerical minimisation with Minuit [76]. However,
it also has a couple of advantages over the faster χ2-minimization:
❼ The number of background events is estimated simultaneously with the number
of signal events. Therefore, no separate background subtraction is needed during
the unfolding process.
❼ The signal and background components can be constrained in the fit by adding
additional signal or background enriched event categories or ancillary dimensions
to the fit. In this thesis, this also allows to use all selected events for the unfolding,
instead of defining a small, signal enriched phase space region. Thereby, reducing
possible biases on the result from the selection of a signal enriched phase space
and uncertainties due to the extrapolation to the full phase space.
❼ Systematic uncertainties can be added to the fit as nuisance parameters. This
allows for a consistent treatment of all systematic uncertainties. Also systematic
uncertainties due to the limited size of the simulated samples can be included
using the Barlow Beeston lite method [77,78].
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❼ The fitted number of events actually correspond to the observed number of events,
whereas the Neyman χ2 function used for example in TUnfold contains a normal-
ization bias term, which requires using an additional area constraints.







µjAij(θ) + bi) (3.21)
Here, P is the Poisson-PDF, θ correspond to nuisance parameters that may effect the







are the signal strength parameters. The measured
number of events in each bin can be computed from the fitted signal strength parame-
ters.
It can be useful in a maximum likelihood fit to add additional regions or dimensions to
the fit that can be used to constraint signal or background components. The maximum-









µjAijk + bik) (3.22)
In this thesis, the distributions are additionally binned in bins of the output of a mul-
ticlassification BDT, which has been trained to categorize events into different process
categories. The output bins of the BDT provide the ancillary dimension k in this case.
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4 The Compact Muon Solenoid detector
at the Large Hadron Collider
4.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is the largest and most powerful particle accelerator
ever built. Its construction started in 1998 and first operations began in 2008. The
LHC is located at the European Organization for Nuclear Research (CERN) in Geneva.
The LHC is located in a circular 27 km long tunnel 50m to 175m below the ground.
Before the LHC, the tunnel was used by the Large Electron-Positron Collider [79].
LEP operated from 1989 to 2000 at a center-of-mass energy of 209GeV. The targeted
center-of-mass energy for proton-proton collisions of the LHC is more than fifty times
larger with 14TeV. However, due to technical difficulties Run 1 started in 2010 with a
center-of-mass energy of only 7TeV. In 2012 the energy was increased to 8TeV. From
2013 to 2015 the LHC was shutdown, upgrading it to enable collisions at 14TeV. Run
2 started in 2015 and lasted until 2018. In this period the LHC operated at a center-
of-mass energy of 13TeV. The collision energy is planned to be raised in future runs
to reach the design center-of-mass energy of 14TeV. In 2018 the LHC was shutdown
for its second upgrade period, which will last until 2021. The goal of this upgrade is to
prepare the LHC for runs with about 10 times higher collision rate.
Several experiments are located at the LHC. There are the ATLAS [80] and the Com-
pact Muon Solenoid (CMS) [81] experiment, which are general purpose detectors. They
have been built to search for the Higgs boson and potential new particles not predicted
by the SM, but also to measure more precisely the properties of already known par-
ticles. The advantage of having two independent detectors is the possibility to cross
check their results. The goal of the A Large Ion Collider Experiment (ALICE) [82] is
to to study the strong interactions and quark-gluon plasma from heavy-ion collisions.
The Large Hadron Collider Beauty (LHCb) [83] experiment measures properties of B
mesons and CP violation. These four experiments are located at different interaction
points around the LHC ring. Their position can be seen in figure 4.1.
The protons that are accelerated in the LHC stem from a hydrogen bottle. The hydro-
gen atoms are ionized in an electric field and then accelerated. Before being injected
into the LHC, the protons go through a series of preaccelerators. They are first ac-
celerated to 50MeV using the Linear Accelerator 2. Three synchrotron accelerators
are then used to increase the energy of the protons to 450GeV. These are the Proton
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Figure 4.1: Overview of the CERN accelerator complex. Shown is
a sketch of the LHC and other accelerators at CERN. The Linear Accelerator
2 (LINAC 2), Proton Synchrotron BOOSTER, Proton Synchrotron (PS) and
the Super Proton Synchrotron (SPS), are used in this order as preaccelerators
for the LHC. Shown are also the collision points around the LHC ring (yellow
dots). At each collision point one of the four major experiments at the LHC
is located: ALICE, ATLAS, CMS and LHCb [84].
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Synchrotron Booster (up to 1.4GeV), the Proton Synchrotron (up to 25GeV), and the
Super Proton Synchrotron (SPS). An overview of the LHC and the preaccelerators is
shown in figure 4.1. From the SPS the protons are injected into the two beam pipes of
the LHC in opposite directions. Ramping up the energy from 450GeV to the collision
energy of 6.5TeV takes about 20min. After a successful fill a stable beam can circulate
in the LHC ring for more than 10 hours. During one fill the instantaneous luminos-
ity gradually decreases, as protons are lost in the collisions. Once the instantaneous
luminosity becomes too low, the fill ends and the beam is dumped. For this purpose
the beam is steered into a 750m long tunnel using kicker magnets. There the beam is
diluted and dumped into a thick water cooled graphite block.
Superconducting dipole magnets are used in order to keep the protons on a circular
path. Quadrupole and higher multipole magnets are used as correctors and to control
the beam size. The magnets used at the LHC are based on NbTi, cooled to 2K using
superfluid helium and create magnetic fields of more than 8T. In the LHC the protons
are accelerated using 400MHz superconducting cavities. The cavities provide a field
strength of 5.5MVm−1. In order to avoid collisions of the protons with gas molecules,
an ultra high vacuum is kept in the beam pipes with the pressure being in the rage of
10−10mbar to 10−11mbar.
At the LHC protons are not accelerated individually but in bunches. Each bunch
consists of about 1.15 · 1011 protons. The number of bunches per fill depends on the
filling scheme used during the injection. In Run 2 the time between two consecutive
bunches is 25 ns. This corresponds to a distance between two bunches of about 7.5m.
With the circumference of the LHC being a bit less than 27 km, a total of 3564 bunches
could maximally fit into the LHC ring. However, there have to be gaps between the
bunches to take into account the rise time of the SPS and LHC kicker magnets, which
are used for injection. Therefore, for 25 ns schemes the bunches can be arranged in 39
batches of 72 bunches resulting in a maximum of 2808 total bunches [85]. In practice,
the number of bunches per fill is lower. So far, the highest number of bunches per fill
have been 2556, which was achieved for the first time in the first run period of 2018.
As bunches consist of multiple protons, typically more than one proton-proton interac-
tion takes place per bunch crossing. This is called (in-time) pileup and is quantified by
the average number of interactions per bunch crossing. The pileup distribution for the
full Run 2 period is shown in figure 4.2. The average number of interactions per bunch
crossing over the full Run 2 period was 34. In addition to the in-time pileup there can
also be out-of-time pileup, where the signals from two consecutive bunch crossings mix
in the detector. This happens if the readout time of the signals in the detector is larger
than the time between two bunch crossings.
The production rate of a physical process depends on the cross section σ for the par-
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CMS Average Pileup (pp, p s=13 TeV)
Figure 4.2: Run 2 pileup profile. Shown is the distribution of the average
number of interactions per crossing (pileup) for proton-proton collisions in
2015 (purple), 2016 (orange), 2017 (light blue), and 2018 (dark blue). In grey
the combined pileup profile of all data taken in Run 2 is shown. [86].
38
4.1. The Large Hadron Collider
The total number of events produced is given by integrating equation 4.1 over time. As
the cross section depends only on the center-of-mass energy, which is constant over the
time of a fill, the number of events is given by:
N = σ
∫
dtL = σL. (4.2)
Here L is called the integrated luminosity and is a measure of the number of collisions.






Here γ is the relativistic gamma factor, Nb the number of particles per bunch, nb the
number of bunches per beam and frev is the revolution frequency of the bunches. The
normalized beam emittance ǫn gives the spread of the beam in position and momentum
space. The beta function β⋆ describes the focusing of the beams at the interaction
point. The two beams are collided at a nonzero angle, reducing the effective area. This
is taken into account by the form factor F . The design instantaneous luminosity of
the LHC is 2.0 · 1034 cm−2 s−1. It was reached for the first time in 2017. Figure 4.3
shows the total integrated luminosity for 2015–2018 as a function of time. The total
integrated luminosity delivered by the LHC in Run 2 was 162.9 fb−1. More details on
the LHC can be found in reference [87].
39
























































CMS Integrated Luminosity Delivered, pp, p s = 13 TeV
Figure 4.3: Delivered luminosity versus time for data taken from
2015 to 2018 at
√
s = 13TeV. The delivered luminosity is shown for
2015 (purple), 2016 (orange), 2017 (light blue), and 2018 (dark blue). The
different years are all shown over the same range. The luminosities are shown
for runs with stable beams and proton-proton collisions only. [88].
4.2 The Compact Muon Solenoid
The Compact Muon Solenoid (CMS) detector is a general purpose detector at the LHC.
It is designed and used for both proton-proton collisions and heavy ion collisions. The
CMS detector has a length of 21.6m, a diameter of 14.6m and weights 14 000 t. The
CMS detector is build cylindrical around the beam pipe with the forward calorimeters
covering a pseudorapidity range up to |η| ≤ 5. Figure 4.4 shows a vertical slice of
the CMS detector. From inside to outside the detector consists of a silicon tracker,
an electromagnetic calorimeter, an hadronic calorimeter, a superconducting solenoid
and muon chambers inside the iron return yoke of the magnet. The superconducting
solenoid provides a homogeneous magnetic field of 3.8T.
The coordinate system used at CMS has the center at the collision point. The y-axis
points vertically upwards, the x-axis radially inwards towards the center of the LHC
ring and the z-axis along the beam direction, forming a right-handed coordinate system.
The φ angle is measured from the x-axis to the y-axis in the x − y plane. The radial
coordinate in the x-y plane is called r. Instead of the polar angle θ, which is measured
from the z-axis, typically the pseudorapidity η = −ln(tan(θ/2)) is used. If not specified
differently, information provided in this chapter is taken from the CMS technical design
report [81].
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Figure 4.4: Slice of the CMS detector Shown is a slice of the CMS detec-
tor and the signals that different particles create in the detector. The particle
tracks originate from the collision point at the very left and pass through the
silicon tracker, where electrically charged particles leave a track. Next comes
the electromagnetic calorimeter, where electromagnetically interacting parti-
cles deposit energy and may get fully absorbed. Charged and neutral hadrons
then deposit the majority of their energy in the hadron calorimeter. Muons
pass through the whole detector and are measured in the muon system. The
inner detector components are encapsulated by a superconducting solenoid
magnet, which creates a magnetic field of about 3.8T in the inner part of the
detector and of about 2T in the muon system [89].
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4.2.1 Tracker
The first detector layer around the interaction point is formed by the tracker [81]. Its
purpose is to precisely measure the trajectories of charged particles and the reconstruc-
tion of vertices. Inside the tracker a homogeneous magnetic field of 3.8T is provided
by the solenoid. This magnetic field bends the trajectory of charged particles, which
allows to measure their transverse momenta from the curvature radius.
The tracker is 5.8m long and has a diameter of 2.5m and is completely made out of
silicon with a total active silicon area of 200m2. The tracker covers a pseudorapidity
range of |η| < 2.5. There are two subdetectors inside the tracker. The first is a
silicon pixel detector that directly surrounds the collision point. The second is a silicon
strip detector built around the pixel detector. Both subdetectors have an independent
cooling system, power supply, and readout system.
Both silicon detectors use a p-n junction. A negative bias voltage is applied, increasing
the depletion region. Incoming charged particles create electron-hole pairs, which move
to the electrodes where the charges are collected and readout.
The pixel detector has about 66 million pixels each with a size of 100 ➭m by 150 ➭m. Due
to the vicinity to the interaction point the flux of particles through the pixel detector is
very high. Therefore, an n+ pixel on n-substrate detector design is chosen. This design
allows for partial depleted operation and thus increases the radiation resistance. The
pixel detector achieves a spatial resolution of 15 ➭m to 20 ➭m. In 2017 the pixel detector
was updated [90] because radiation damage would have lead to high inefficiencies in
the innermost parts of the tracker over time. The new pixel detector is closer to the
interaction point with the first layer at a radius of 2.9 cm, due to the reduced size of
the beam pipe. The number of barrel layers has been increased from three to four.
Also the number of endcap disks have been increased from two to three. Despite the
additional layers, the new pixel detector is lighter than the previous one due to an
ultra-light mechanical design. The new pixel detector also has a new readout chip and
a new cooling system.
The strip detector consists of about 15000 strip detector modules. There are a total
of ten detection layers in the barrel region. Four in the tracker inner barrel (TIB) and
six in the tracker outer barrel (TOB). The endcaps consist of nine layers, three in the
tracker inner disks (TID) and six in the tracker endcap (TEC). Figure 4.5 shows the
layout of the CMS tracker before the 2017 pixel update.
For charged hadrons with pT < 10GeV the transverse momentum resolution of the
tracker is below 1% in the barrel region. At these pT values the momentum resolution
is limited by multiple scattering. At higher momentum the resolution gets worse as
the curvature of the particle trajectories decreases. Thus hits in different layers are
closer together and the momentum resolution becomes limited by the resolution of the
tracker [91].
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Figure 4.5: Layout of the CMS tracker before the Phase 1 pixel
update in 2017. The tracker consists of a silicon pixel detector (PIXEL)
directly around the collision point and a silicon strip detector surrounding the
pixel detector. The pixel detector, as shown here, had three barrel layers and
two endcap disks (illustrated by the lines). Since the pixel update in 2017 the
pixel detector has four barrel layers and three end-cap disks. The silicon strip
detector consists of the tracker inner barrel (TIB), tracker outer barrel (TOB),
tracker inner disks (TID) and tracker endcap (TEC). The tracker covers up
to |η| = 2.5 [81,90].
4.2.2 Electromagnetic calorimeter
The CMS electromagnetic calorimeter (ECAL) [81] is a homogeneous calorimeter that
consists of a single layer of lead tungstate (PbWO4) crystals. Its purpose is to measure
the energy of electromagnetically interacting particles, mainly photons, electrons, and
positrons. High-energetic particles traversing through the ECAL produce an electro-
magnetic shower, which is a cascade of secondary particles. Photons start this shower
via pair production of electrons and positrons, whereas charged particles emit secondary
photons via bremsstrahlung. The crystals produce scintillation light proportional to the
number of secondary particles, which is proportional to the energy of the initial particle.
This light is measured through avalanche photodiodes.
In order to measure the full energy of the particles, the particles should ideally be
fully absorbed in the ECAL. PbWO4 has a high density of 8.28 gm
−3 and a high
atomic number resulting in a short radiation length of 0.89 cm. The crystals have a
length of about 230mm, which corresponds to about 25.8 radiation lengths. This is
sufficient to absorb approximately 98% of the energy of electrons and photons with an
energy below 1TeV in the ECAL. Only the remaining energy is deposited in the hadron
calorimeter. The size of the ECAL corresponds to one nuclear interaction length for
hadrons. Therefore, hadrons deposit some of their energy already in the ECAL [92].
A further advantage of PbWO4 is its short scintillation decay time. About 80% of the
light is emitted in the time between two bunch crossings, which is 25 ns.
61 200 lead tungstate crystals are located in the barrel part (EB) of the ECAL, which
covers a pseudorapidity range of |η| < 1.479. The two ECAL endcaps (EE) cover the
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Figure 4.6: Layout of the CMS ECAL. Shown are the ECAL barrel
(EB), preshower (ES) and endcap (EE) detector. [94].
range 1.479 < |η| < 3.0 and consist of 7324 crystals each. In order to improve the
neutral pion identification, an ECAL preshower detector (ES) is placed in front of the
endcaps, covering the pseudorapidity range of 1.653 < |η| < 2.6. The ES consists of
a lead absorber and silicon strip sensors and is about 3 radiation lengths thick. The
layout of the ECAL is shown in figure 4.6









Here, the first term is called the stochastic term because it describes statistical fluctua-
tions in the showering process and in the detected number of photons in the photomul-
tipliers. This term was measured in electron test beams to be about 2.8% in the barrel
part for electrons of 20GeV to 250GeV. The second term is the noise term and de-
scribes electronic noise in the readout chain. At the CMS experiment it was measured
to be about 12%. The third term is called the constant term and describes contri-
butions that are not energy dependent. These can arise from the detector geometry,
temperature gradients, aging or radiation damage. It is measured to be 0.3% [92,93].
4.2.3 Hadronic calorimeter
The CMS hadron calorimeter (HCAL) [81] is used to measure the energy of neutral and
charged hadrons. The HCAL is a sampling calorimeter consisting of alternating layers
of brass absorbers and plastic scintillator. Incoming particles interact with the dense
brass material creating hadronic showers. When the shower reaches the scintillator,
light is created, which is readout by photodetectors.
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Figure 4.7: Layout of the CMS HCAL. Shown is the HCAL barrel
(HB), end-cap detector (HE), outer (HO) and forward detector (HF) [96].
The layout of the HCAL is shown in figure 4.7. The barrel (HB) part of the detector
covers the pseudorapidity range of |η| < 1.3. The HCAL has to fit between the ECAL
and the solenoid, limiting the material budget for the HB. The effective thickness of
the HB depends on the polar angle. It contains between 5.82 (at η = 0) and 10.6
(at |η| = 1.3) nuclear interaction lengths (λl). The thickness of the HB in the barrel
region is too low to contain the entire hadron shower. Therefore, it is extended by an
outer (HO) calorimeter, which sits outside the solenoid. It is placed as the first layer
before the muon system inside each ring of the iron yoke. At η = 0, where the effective
thickness of the HB is lowest, two HO layers are placed around a 19.5 cm thick tail
catcher iron piece. This extends the thickness of the HCAL in the barrel region to a
minimum of 11.8 λl.
The pseudorapidity range between 1.3 < |η| < 3.0 is covered by the HCAL endcap
(HE) detector. To provide maximum possible coverage, a Cherenkov-based forward
calorimeter (HF) is placed 11.2m away from the interaction point, which extends the
pseudorapidity coverage to |η| = 5.2. A Cherenkov detector was chosen due to the high
flux of particles in the forward region, requiring a radiation tolerant design. The HF
consists of steel absorbers and quartz fibres as active medium.
The combined energy resolution of the ECAL and HCAL in the barrel part was mea-
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4.2.4 Solenoid
The superconducting solenoid bends charged particles, resulting in curved tracks, which
allows to measure their transverse momentum and to identify the sign of their charge.
The solenoid has a diameter of 6m and is 12.5m long with a cold mass of 220 t. When
the magnet is turned on it creates a magnetic field of 3.8T and stores an energy of
2.6GJ. A 12 500 t iron return yoke is used to close the field lines. Outside the solenoid
the magnetic field has a strength of 2T in opposite direction, covering the muon system.
The coil of the solenoid is cooled to 4.7K using 6000 l of liquid helium. Cooling the
magnet down from room temperature takes three weeks [81].
4.2.5 Muon system
Muons generally traverse through the whole detector without decaying or being ab-
sorbed, as high energy muons interact with matter mostly through ionization and are
minimal ionizing at the typical energy range at the LHC. Therefore, the muon system
is the most outer part of the CMS detector. Muons can be unambiguously identified,
because other particles decay or are stopped within the detector. The CMS muon
system consists of three gaseous tracking detectors. All three are arranged in four lay-
ers between the three layers of the iron yoke. The muon system has a pseudorapidity
coverage up to |η| < 2.4.
In general, gaseous detectors consist of two electrodes that are separated by a gas.
Ionizing particles with enough energy may ionize the gas between the electrodes. This
results in a current drift towards the electrodes where an electric signal is created.
Figure 4.8 shows the layout of the muon system. In the barrel region up to |η| < 1.2
drift tubes (DTs) are used. The DTs are filled with a mixture of Ar and CO2 gas and
have an anode wire in the middle. Some of the tubes are aligned parallel to the z axis,
measuring the (r, φ) coordinates and some orthogonal to the z axis, measuring the (r, z)
coordinates. In the pseudorapidity region of 0.9 < |η| < 2.4 cathode strip chambers
(CSCs) are used. The CSCs are multiwire proportional chambers filled with a mixture
of argon, CO2 and CF4. They have several anode wires and cathode strips arranged
orthogonal to each other. This allows to measure 2D coordinates from each hit. The
last component of the muon system are the resistive plate chambers (RPCs). They
cover the rapidity range up to |η| < 1.6. The RPCs consist of two parallel plates with
high resistivity. Their main features is their excellent time resolution of about 3 ns or
better, therefore they are mostly used for triggering [97].
4.2.6 Data acquisition, trigger and computing
The bunch crossing frequency at the LHC is 40MHz with about 35 collisions taking
place on average per bunch crossing in Run 2. The event size per crossing is about
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Figure 4.8: Layout of the CMS muon system. Drift tupes (DT) are
used in the barrel region and cathode strip chambers (CSC) in the 2 end-
cap regions. Resistive plate chambers (RPC) are used in both the barrel and
end-cap regions. [98].
1MB, resulting in a data rate of several TB/s. The amount of data that can be read
out is technically limited by the bandwidth of the Data Acquisition system (DAQ),
which is about 100GB/s. Therefore, fast hardware trigger (Level 1 trigger), which are
directly incorporated into the detector, are used to decrease the event rate to around
100 kHz. A second technical limitation is the speed at which data can be written to
tape, which is about 1 kHz. A system of software based High level Trigger (HLT) that
runs on a computing farm is used to reduce the event rate of the Level 1 trigger by
about a factor of 100. Figure 4.9 shows an schematic overview over the CMS DAQ and
trigger system.
Besides the above mentioned technical limitations most events are dominated by soft
multi-jet scattering processes, which are not of much interest to most physics analysis.
The triggers are therefore designed to select events that contain physically interesting
events and discard others. The Level 1 trigger builds for this purpose simple objects
using information from the calorimeters and the muon system. Then cuts on kinematic
quantities of these objects are applied. Tracking information is not used in the Level
1 triggers due to the computational complexity of the track reconstruction. The HLT
uses information from the entire detector to perform a full event reconstruction using
an optimized version of the same software that is also used during offline reconstruction.
This allows to apply higher quality selection criteria and to trigger on more complex
quantities. The trigger algorithms are organized in so-called paths. Each path consists
of several modules that are run in a predefined order and an event needs to pass all
filters in a path in order to be written to tape. Each module performs a distinct task
and is for efficient computation shared between multiple trigger paths that require the
same task.
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Figure 4.9: Overview over the CMS DAQ and Trigger system. From
the Detector Front-Ends and the Readout System data is sent to the hardware-
based Level 1 trigger. The Level 1 trigger decides which events to read out.
The Builder Network then combines event fragments belonging to the same
Level 1 trigger decision. Software based High Level Trigger, running on a
computing farm decide which events should be written to tape. The HLT
was originally designed for an output rate of about 102Hz, as depicted in this
figure. However, the output rate has steadily increased over the runtime of
the LHC and is now larger than 103Hz [81].
Events passing the HLTs are distributed to various computing centers for further pro-
cessing and storage. The computing centers are organized in the so-called Worldwide
LHC Computing Grid (WLCG) [99,100]. The WLCG has a hierarchical structure with
several Tiers. The Tier-0 computing center is located at CERN at which all raw data
is stored on tape. Also first event reconstructions are done at the Tier-0. From the
Tier-0 data gets further distributed to 13 Tier-1 computing centers. One of them is
GridKa [101], which is hosted at the Steinbuch Center for Computing (SCC) [102] at
the Karlsruher Institute of Technology (KIT) [103]. The Tier-1 centers take care of
further data processing, storing of processed data and each of them creates a backup
of parts of the raw data. They also distribute the data to the over 150 Tier-2 com-
puting centers worldwide. Tier 2 centers store relevant data samples and take care of
production of simulated data and other specialized tasks.
4.2.7 The CMS detector at the High Luminosity LHC
The High Luminosity LHC (HL-LHC) [104] is an upgrade to the LHC which is sched-
uled for 2027. At the HL-LHC the instantaneous luminosity will increase to about
1035 cm−1 s−1, which is a tenfold increase compared to the 1034 cm−1 s−1 achieved in
2018. This increase in instantanous luminosity will also result in an increased maximum
number of 140 or even up to 200 pileup events per bunch crossing in the highest per-
formance scenarios. The increase in instantaneous luminosity is achieved in two ways.
The focus of the beam at the interaction point is adjusted during each run, such that
the instantaneous luminosity remains constant for a longer duration. In addition crab
cavities are used to rotate bunches before the collision such that the colliding bunches
have a larger overlapping area. The upgrade will increase the sensitivity to rare physi-
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cal processes because of the large amount of data that will be recorded. To guarantee
good operation at the HL-LHC, components of the CMS detector need to be upgraded
in order to be more radiation tolerant, better at suppressing pileup and at handling
high collision rates. In the following a short description of the planned upgrades to the
CMS detector is given. The upgraded CMS detector is also called Phase-2 detector,
while the current detector is called Phase-1 detector.
The rate of the L1 triggers is planned to increased to 750 kHz with a latency of only
12.5 ➭s. This requires an update of most of the electronic systems installed at the
detectors and also of the DAQ system. The L1 trigger will for the first time include
information from the tracker and high-granularity calorimeter information [105].
The pixel detector will be upgraded with 6 times smaller pixels and its coverage is
increased up to |η| ≤ 4 [106]. The geometry of the strip tracking detector is redesigned
using significantly less material they will also get pT modules that allow the usage of
the transverse momentum information already at L1 trigger level. pT modules consist
of two layers that can quickly compute an estimate of a track’s curvature from the offset
of the hits between the two layers.
Between the tracker and the calorimeter a new timing detector is installed [107]. It
measures minimum ionizing particle (MIP) and allows timing resolutions of about 30 ps.
In the barrel region up to |η| < 1.5 it will consist of crystal scintillators read out by
silicon photo multipliers and in the endcap region up to |η| < 3 Low Gain Avalanche
Diodes will be used. By using the timing information, collisions can be sliced into
time windows of about 30 ps. At the HL-LHC pileup collisions will occur roughly every
180 ps. Therefore, the pileup in each window would be about as large as the pileup in
Phase-1. The addition of timing also allows for the reconstruction of 4D vertices (3D
space + 1D time), which could improve vertex and track reconstruction.
In the HCAL barrel (HB) detector the photodiodes will be replaced by silicon photo-
multipliers, which have a higher photon detection efficiency [108]. The endcap calorime-
ters are completely redesigned as the current design will not be able to withstand the
radiation damage at the HL-LHC. Both the ECAL endcap (EE) and HCAL endcap
(HE) detectors are replaced by a high granularity calorimeter (HGCAL) [109]. The
HGCAL will consist of 28 longitudinal segments in the ECAL part and 24 segments in
the HCAL part. The ECAL and a large part of the HCAL will use silicon cells with a size
between 0.5 cm2 and 1 cm2 and the rest of the HCAL will consist of highly-segmented
plastic scintillators with a size of 4 cm2 to 30 cm2. The muon system was found to work




Accurate simulations of proton-proton collisions are crucial for any physics analysis.
The simulations provide predictions for the rates and kinematical variables of physical
processes. These predictions are used to model the signal and background processes,
which are considered in the analysis. In the search for new physics, simulations are
used to predict the kinematical variables of new physical processes.
Simply simulating billions of proton-proton collisions would not result in a sufficient
amount of events for rare physical processes, as most collisions at the LHC consist
of only soft QCD interactions. Hence, simulations assume a specific physical process
taking place in the hard interaction of the collision. The first step of the simulation is
to generate all particles that are created in the hard process as well as all secondary
particles arising from subsequent showers and hadronization. Next the interactions of
the particles in the detector and the electric signals that these interactions create are
simulated.
5.1 Event generation
The generation of simulated events commonly follows a workflow consisting of three
distinct steps. Namely, the simulation of the hard subprocess, the parton showering in
which additional radiation is simulated, and the hadronization step in which partons are
confined into color-neutral bound states. Specific software packages are used to carry
out these steps. The packagesMadGraph5 aMC@NLO [112] and POWHEG [51–53]
are capable of simulating the hard subprocess. Whereas, the general-purpose event
generators PYTHIA [113] and HERWIG++ [114] can be used to perform all three
steps. Often, MadGraph5 aMC@NLO or POWHEG are used to simulate the hard
subprocess and there output is stored in the Les Houches events format (LHE) [115].
This format can be used as input to PYTHIA or HERWIG++ that subsequently
perform the parton showering and hadronization steps. In figure 5.1 the different steps




















Figure 5.1: The basic steps of event generation in a proton-proton
collision. The partons in the protons are described by parton distribution
functions and their interaction is called the hard sub-process. In the parton
shower step the emission of additional radiation is simulated. In the hadroniza-
tion step all partons are confined into color-neutral hadrons. Unstable hadrons































































Figure 5.2: The Neural Network parton distribution functions
(NNPDF3.1) at NNLO. The PDFs for gluons and light-flavored quarks





In each bunch crossing and in each proton-proton collision several interactions take
place simultaneously. The interaction with the highest momentum transfer is called


















Here, the functions fha (x, µ) are the parton-distribution-functions (PDFs) that describe
the probability of finding a parton a with a momentum fraction x inside its parent
hadron h if the interaction takes place at an energy scale µ. The PDFs cannot be
calculated from first principle, but must be determined from data for a given energy
scale µ. Once the PDFs are known for one energy scale, they can be calculated for
other energy scales using the DGLAP equations [119–121]. The PDF sets used in this
thesis are the NNPDF3.0 [122] and NNPDF3.1 [117] sets. The parton densities for the
NNPDF3.1 set are shown for two different scales in figure 5.2.
The term 12xaxbs
in equation 5.1 is the incoming parton flux and s is the center-of-
mass energy squared. Mab→n corresponds to the matrix element (ME) for the process
ab → n, which depends on the renormalization scale µR, the factorization scale µF
and on the final-state phase space Φn that determines the momenta of the final-state
partons. The renormalization scale is introduced to cope with ultraviolet divergencies
that arise due to large momenta in the loops of the Feynman diagrams corresponding
to the amplitude. The coupling constant becomes a function of the renormalization
scale. The factorization scale is introduced due to infrared divergences that arise from
massless particles radiating other massless particles. The PDFs are a function of the
factorization scale. The values of µF amd µR are chosen based on experience depending
on the physical process being simulated. Also, the combination with the parton shower
restricts the range of allowed values. The ME can be written as a sum of Feynman
diagrams. As processes at the LHC take place at energy scales of 10GeV to TeV and
QCD is asymptotically free, the MEs can be calculated using perturbation theory. The
first element in the perturbation series is called leading order (LO) and the second
Next-to-leading order (NLO) and so forth. The cross section of different SM processes
as a function of the collision energy at the LHC and Tevatron can be seen in figure 5.3.
PYTHIA and HERWIG++ can be used to calculate the LO MEs for a wide range
of SM processes and some BSM scenarios. MadGraph5 aMC@NLO can be used to
calculate LO and NLO MEs for all processes that can be described by the Universal
FeynRules Output (UFO) format [124]. The integral over the phase space in equa-
tion 5.1 is carried out using Monte Carlo (MC) integration techniques. Their main
advantage compared to deterministic integration methods is that they converge faster
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Figure 5.3: Standard Model cross sections as a function of collider
energy. The total proton-(anti)proton cross section σtot and the cross secions
for different SM processes as a function of the center-of-mass energy are shown




In an interaction additional radiation occurs as gluons are emitted. The gluons then
split into further secondary particles creating a parton shower. The parton showers
are modeled using perturbative QCD and are implemented as a series of probabilistic
1 → 2 splittings. The probability for a particle not to split between two energy scales
is given by the Sudakov form factors [125]. The evolution of the parton shower is
implemented using Monte Carlo techniques. At each step a random number is generated
and compared with the Sudakov form factor to determine if the shower evolution should
be terminated. The splitting is done until an energy scale of about 1GeV is reached at
which hadronization begins due to confinement.
The radiation can stem either from the initial-state particles of the hard process and
is then called initial-state-radiation (ISR) or from the final-state particles of the hard
process and is then called final-state radiation (FSR). The FSR is modeled as a series
of forward splittings as described above. The ISR however, is implemented as a back-
ward evolution. The particles in the hard process are dressed with additional ISR and
the shower is propagated backwards from particles at a higher energy scale and lower
momentum fraction down to the partons in the protons at a lower energy scale but
with higher momentum fraction.
The implementation of parton showers differs slightly in HERWIG++ and PYTHIA
with respect to the order in which the splittings are done. In PYTHIA the emissions
with the highest transverse momentum are split first, producing a pT-ordered dipole
shower. Whereas, HERWIG++ performs an angular-ordered parton showering where
splittings with the largest angles are performed first [116].
Radiation can also occur in the hard interaction if the matrix-element is evaluated
at NLO or higher. These radiations at matrix-element level may interfere with radi-
ation at the parton shower step. A careful treatment is therefore required in order
to avoid double counting. At the same time the precision can be increased by com-
bining the two radiation sources. This is because, with the parton shower soft and
collinear emissions can be well described, whereas hard and wide-angle emissions are
not. With the fixed-order ME calculations done in the hard process step it is the
other way round. There are two general approaches to combine the two: matching
and merging. In the matching approach higher-order corrections are provided by the
parton shower. In order to avoid double counting they have to be subtracted from the
ME. Both MadGraph5 aMC@NLO [126] and POWHEG use methods to reweight
the matrix-element calculated at NLO to correct for the first emission in the parton
shower. MadGraph5 aMC@NLO introduces negative event weights to account for
double counting between the hard process and the parton shower, which requires to
generate more events. POWHEG adds a LO-NLO correction factor, but requires a
pT ordered parton shower. In the case of multi-jet topologies the merging procedure
is employed. In this approach, partons produced above a merging scale are generated
with a corresponding higher-order ME and partons produced below the merging scale
are provided by the parton shower. Merging can be used in POWHEG by combining
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it with the CKKW [127] merging algorithm. The FxFx [128] merging scheme can be
used to implement merging in MadGraph5 aMC@NLO.
5.1.3 Hadronization
Once the energy of the partons is of order ΛQCD ≈ 200MeV they start to form color-
neutral bound states due to the confinement of the QCD. As QCD is non-perturbative
at low energy scales, one has to rely on phenomenological models to describe the process
of hadronization. There are two main models used: the string or Lund model [129,130]
and the cluster model [131]. The string model is based on the confinement property of
QCD, which leads to a linearly rising potential between two quarks. The color field-
lines between two quarks are depicted as strings or tubes. If the quarks are separated,
the strings are stretched until they break and a new quark-antiquark pair is created
in between them. The cluster model is based on the preconfinement [131] property
of parton showers. This property allows to find clusters of partons which form color
singlets and have a computable mass distribution. Clusterization starts by splitting
of gluons into quark-antiquark pairs Color-connected pairs then form clusters. Once
such a cluster is built, it subsequently decays into hadrons or possibly lighter clusters
that further decay into hadrons. The string model usually provides a slightly better
description than the cluster model but has more tunable parameters that need to be
determined from data. In HERWIG++ the hadronization is implemented via the
cluster model and in PYTHIA via the string model [116].
5.1.4 Underlying event
The term underlying event is used to describe physical process that happen during
a proton-proton collision, which are not part of the hard interaction or of ISR and
FSR. The underlying event consists of beam-beam remnant and particles arising from
multiple-parton-interactions. The modeling of the underlying event is controlled by
tunes. In this thesis the CP5 [132] and CUETP8M1 [133] tune are used.
5.2 Detector simulation
After the four-vectors of the final-state particles have been generated by the Monte
Carlo generators, a full detector simulation is performed. The interaction of the parti-
cles with the detector material is simulated with GEANT4 [134,135]. A detailed model
of the CMS detector with accurate geometry and materials is built into GEANT4. The
software traces the generated particles stepwise through the detector and simulates their
interaction with the detector material using MC techniques. GEANT4 can simulate
a wide range of electromagnetic, hadronic, and optical processes over a large energy
range from a few hundred eV to TeV.
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In order to simulate a pileup profile, special minimum-bias events [136], consisting
mostly of soft QCD interactions, are simulated using PYTHIA. They undergo an
event generation andGEANT4 simulation and are then mixed with the events from the
hard process. The detector responses simulated withGEANT4 are then digitalized and
random electric noise is added using dedicated packages of the CMS software. After this
step the output of the simulation matches the electric signals measured during real data-
taking. A more detailed description of the detector simulation in CMS can also be found
in reference [137]. In addition to the full simulation chain described above the CMS
collaboration has also developed a technique called fast simulation. Fast simulation does
not rely on a full GEANT4 simulation but instead uses a simplified representation of
the detector and analytic models to significantly speed up the simulation [138].
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In a proton-proton collision many particles are created. These particles are not directly
visible; only the signals they create as they interact with the detector material are
measurable. In order to figure out which kind of particles were created in a collision
and what kinematic properties they had, one must interpret the measured data. For
this purpose sophisticated algorithms exist, which are described in this section.
CMS uses the particle flow (PF) algorithm to reconstruct events. The PF algorithm
combines information from all subdetectors in order to achieve the best possible re-
construction of physics objects. The PF algorithm works, by first reconstructing basic
PF elements based on information from the different sub-detectors. The PF elements
include tracks, vertices, calorimeter clusters, and signals in the muon chambers. Then
these PF elements are combined by a linking algorithm into PF blocks. The links are
created by extrapolating the reconstructed tracks into the calorimeters and matching
them to ECAL and HCAL clusters in the (η, φ) plane. Similarly, cluster-to-cluster links
between HCAL clusters and ECAL clusters and between ECAL clusters and preshower
clusters are established. At the last step trajectories originating from the central tracker
are combined with information from the muon system. Once the links are established
PF candidates of physics objects are identified and reconstructed. The algorithm iter-
ates over the possible PF objects in a fixed order, reconstructs them and then removes
their PF elements from the PF block. Objects are reconstructed in the following or-
der: First muons are reconstructed, as described in section 6.3, then electrons (see
section 6.4) and isolated photons, and lastly non-isolated photons and hadrons as ex-
plained in section 6.5. After all PF blocks are processed, a post-processing step is
performed to reduce the risk of particle misidentification. In the following sections the
reconstruction of the different PF elements and PF objects are described in more detail.
The descriptions follows reference [92].
6.1 Tracks and vertices
The reconstruction of tracks is performed iteratively with a combinatorial track finder
algorithm, which is an adaption of the combinatorial Kalman Filter [139–143] (KF).
The first step in the track reconstruction is the seeding, which provides initial track
candidates. Seeds are hits in the tracking detector that can be combined to a charged
particle track. Thus, either three hits or two hits and the position of the primary vertex
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are necessary. The next task is to find additional hits matching the flight path. For this
purpose, the initial seeds are extrapolated outwards and a KF is used for pattern recog-
nition. In order to find the best estimates of track parameters, the tracks are then fitted
using a KF. Finally, quality flags are set on the tracks and the one that fail necessary
quality criteria are discarded. These steps are repeated in ten consecutive iterations,
each time using different seeding and quality criteria. High quality tracks are masked
after each iteration in order to reduce the complexity. This iterative approach allows to
apply more complex criteria in seeding, filtering, and fitting and therefore significantly
improves the tracking efficiency. For tracks with pT > 1GeV the tracking efficiency is
close to 100% for muons and above 80% for charged pions and electrons [139,144,145].
Once tracks are reconstructed, the primary vertex (PV) and any additional vertices
arising from pileup are reconstructed. First tracks are selected that originate from
the primary interaction region. The tracks are then clustered using a deterministic
annealing algorithm [146]. Candidates containing at least two tracks are then fitted
using the adaptive vertex fitter algorithm [147], in order to determine the best vertex
parameters. For tracks with pT > 1GeV primary vertices can be reconstructed with a
resolution below 100 ➭m and the average resolution for all tracks in the barrel region is
around 50 ➭m [139,144,145].
6.2 Calorimeter clusters
Energy deposits in the calorimeter cells are clustered in order to improve the recon-
struction of the energy and direction of neutral hadrons, photons and charged hadrons,
to separate neutral particles from charged hadrons, and to improve the reconstruc-
tion of electrons and bremsstrahlung. The clustering is performed separately in each
sub-detector but following the same approach everywhere. The first step in the clus-
tering is to find seed cells. The seeds must have an energy deposit larger than a seed
threshold and larger than the surrounding cells. From the seeds topological clusters
are grown by adding neighboring cells with an energy deposit larger than 2 times the
noise level. Within the topological cluster, clusters are reconstructed using an iterative
expectation-maximization algorithm based on a Gaussian-mixture model. It is assumed
that the energy deposits observed in the cells of the topological cluster arise from N
Gaussian energy deposits, where N is equal to the number of seeds. The parameters of
this Gaussian energy deposits are determined in a maximum-likelihood fit.
As electrons emit energy in form of bremsstrahlung before reaching the ECAL, multiple
ECAL clusters are combined into superclusters in order to collect the entire energy. The
superclusters have a small coverage in η and a larger coverage in φ in order to account
for the bending of the electrons in the magnetic field.
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6.3 Muon reconstruction and identification
Muons are minimum ionizing particles and are therefore the only particles traversing
the whole detector. Thus, they are the only particles leaving a signal in the muon
detector, which allows to uniquely identify them. There are three different types of
muons being reconstructed, depending on how the information from the inner tracker
and the muon chambers is combined.
Standalone muons, are reconstructed using only information provided by the muon
system.
Global muons, are reconstructed by matching a track from a standalone muon with
a track from the inner tracker with a Kalman-filter. The matching is performed
inwards.
Tracker muons, are reconstructed by extrapolating a track from the inner tracker
outwards to the muon system. At least one segment in the muon system has to
match the track for the muon to be successfully reconstructed.
About 99% of all muons produced within the detector acceptance are reconstructed
as either global muon or tracker muon or both. Muons below 10GeV are more often
reconstructed as tracker muons, because of multiple scattering in the iron return yoke,
which results in fewer segments in the muon system being hit by the muon. The
reconstruction of global muons improves the momentum resolution for large transverse
momenta pT ≥ 200GeV as compared to only using tracker muons.
Different identification criteria are used for muons. Loose muons must only be recon-
structed by the PF algorithm as either global or tracker muons. However, muons can
arise from sources like decays in flight (π → µν), hadron shower remnants, which pene-
trate into the muon system, inaccurate track-to-segment matches or cosmic muons. To
suppress such contributions tight muon identification criteria are defined. These are
listed in table 6.1
The efficiency of the loose and tight muon identification criteria can be measured with
a tag-and-probe method in Z → µµ events. For loose muons the efficiency is ≥ 99%
for tight muons the efficiency is between 95% and 99%. The transverse momentum
resolution is between 1% and 6% for muons below 100GeV and less than 10% for
muons below 1TeV [98,149].
To suppress hadrons and muons in jets additionally the relative isolation Irel,µ of the
muon is used. The relative isolation of the muon corresponds to the amount of energy
deposited from other particles in a cone of ∆R = 0.4 around the muon relative to the
muon momentum. It is defined as:
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Table 6.1: Muon identification criteria. Shown are the criteria for a
muon to be qualified as either a loose or a tight muon. The criteria are based
on the recommendations from CMS Muon Physics Object Group within the
CMS Collaboration [148].
Variable Loose muons Tight muons
Is a global muon true true
Is a tracker muon or global muon true -
χ2/ndof of the global-muon fit - < 10
Number muon chamber hits - ≥ 1
Number of muon stations with segments - ≥ 2
Transverse impact parameter dxy - < 2mm
Longitudinal impact parameter dz - < 5mm
Number of pixel hits - ≥ 1






























are the transverse momenta of charged hadrons, neutral hadrons, photons and charged
hadrons from pileup, respectively. ∆β = 0.5 is the estimated fraction of neutral to
charged hadrons from pileup.
6.4 Electron reconstruction and identification
Electrons deposit energy in the ECAL and leave a visible track in the inner tracker,
allowing them to be reconstructed by combining information from the tracker and the
calorimeters. Electrons can emit bremsstrahlung photons when interacting with the
material in the tracker. The emitted bremsstrahlung makes track finding for electrons
relatively challenging compared to muons. The track finding using an iterative KF
generally leads to large χ2 values, as the electron momentum changes due to soft photon
emissions. Therefore, tracks are selected based on number of hits and the fit χ2 value.
The selected tracks are fit again with a Gaussian-sum filter (GSF) [150]. The GSF
accounts for sudden energy losses along the trajectory and is therefore better suited
for electrons. A boosted-decision-tree (BDT) classier using information from both the
GSF and KF track fit is trained to identify good tracks. Its output is used as a quality
criteria for each track.
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Table 6.2: Selection criteria for tight electrons and veto electrons.
Different selection criteria are used in the ECAL barrel (|ηSC| ≤ 1.479) and
ECAL endcap (|ηSC| > 1.479). Here, ηSC is the pseudorapidity of the ECAL
supercluster (SC). The selection criteria follow the recommendations from the
EGamma Physics Object Group of the CMS collaboration [151].
barrel tight electron veto electron
σηη < 0.0104 < 0.0126
|∆η(SC, track)| < 0.00255 < 0.00463
|∆φ(SC, track)| < 0.022 < 0.148
H/E < 0.026 + 1.15/ESC + 0.0324ρ/ESC < 0.05 + 1.16/ESC + 0.0324ρ/ESC
Electron isolation < 0.0287 + 0.506/pT < 0.198 + 0.506/pT
|1/ESC − 1/ptrack| (GeV−1) < 0.159 < 0.209
Expected missing inner hits ≤ 1 ≤ 2
Rejection of converted photons yes yes
endcap tight electron veto electron
σηη < 0.0353 < 0.0457
|∆η(SC, track)| < 0.00501 < 0.00814
|∆φ(SC, track)| < 0.0236 < 0.19
H/E < 0.0188 + 2.06/ESC + 0.183ρ/ESC < 0.05 + 2.54/ESC + 0.183ρ/ESC
Electron isolation < 0.0445 + 0.963/pT < 0.203 + 0.963/pT
|1/ESC − 1/ptrack| (GeV−1) < 0.0197 < 0.132
Expected missing inner hits ≤ 1 ≤ 3
Rejection of converted photons yes yes
If the corresponding ECAL supercluster is not linked to more than two tracks, the
electrons are seeded from GSF tracks. Otherwise, they are seeded from ECAL super-
clusters. To ensure that the energy is contained in the ECAL, the energy measured in
close HCAL cells must be less than 10% of the energy in the ECAL supercluster, for
ECAL-based electron candidates and photon candidates.
Depending on different quality criteria of the reconstruction, electrons are reconstructed
as veto electrons or tight electrons. The selection criteria necessary for an electron to
qualify as either a veto or a tight electron are listed in table 6.2. The selection criteria








: This is the lateral extension of the shower along the η direction.
wi is a weight, which depends on the energy [152]. The weighted average is
computed by summing over the 5 × 5 matrix of crystals around the highest ET
crystal of the supercluster.
∆η(SC, track) and ∆φ(SC, track): are the difference in pseudorapidity and az-
imuthal angle between the supercluster position and the electron’s track.
H/E: This is the ratio of the energy deposited in the HCAL to the energy in the
supercluster.
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Electron isolation: This is the amount of energy from other particles deposited in a
cone of ∆R = 0.3 around the electron relative to the electron’s transverse mo-
mentum.
1/ESC − 1/ptrack: Here ESC is the energy deposited in the supercluster and ptrack the
momentum of the track.
Expected missing inner hits: number of tracker layers with no hits. This is used to
reject electrons from photon conversions.
Rejection of converted photons: Electrons can be produced in conversions of photons
in the tracker material. Electrons from photon conversion can be rejected by
requiring no missing hits in the inner parts of the tracker [152].
The momentum resolution for electrons is measured to be better than 5%. The re-
construction efficiency for electrons was determined using a tag and probe method in
Z → e−e+ to be larger than 85% [152].
6.5 Hadrons and photons reconstruction
After muons and electrons are reconstructed, isolated photons are reconstructed. Like
electrons, photons deposit energy in the ECAL, but they do not leave a visible track in
the inner tracker. Isolated photons are reconstructed from an ECAL supercluster with
ET > 10GeV.
After muons, electrons, and isolated photons are reconstructed and removed from the
PF blocks, the remaining particles include charged hadrons (π±, K±, protons), neutral
hadrons (K0L or neutrons), and non-isolated photons stemming from π
0 decays, and
rarely additional muons from early decays of charged hadrons.
In the first step, photons and neutral hadrons are reconstructed from ECAL and HCAL
clusters that are not linked to any tracks. Within the tracker acceptance, all such ECAL
clusters are associated to photons and all such HCAL clusters to neutral hadrons.
Outside the tracker acceptance all ECAL clusters that are not linked to an HCAL
cluster are assigned to photons. All HCAL clusters, regardless of whether they are
linked to an ECAL cluster or not, are associated to neutral hadrons.
In the second step, photons, neutral hadrons, and charged hadrons are reconstructed
from ECAL and HCAL clusters that are linked to tracks. After the previous step,
all remaining HCAL clusters are linked to tracks and the tracks are combined with
the remaining ECAL clusters. Then the sum of the track momenta is compared to
the calibrated energy. If the energy is larger than the track momenta, the excess is
interpreted as the presence of photons and neutral hadrons. Photons are reconstructed
from the excess in the ECAL clusters and neutral hadrons from the excess in the
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HCAL clusters. Charged hadrons are reconstructed from the tracks assuming them to
be charged pions. If there is no energy excess, only charged hadrons and no neutral
particles are reconstructed. The momenta of the charged hadrons is recalculated by
performing a χ2 fit to the tracks and calorimeters in order to improves the momentum
resolution.
There are also rare cases where there is a significant deficiency of energy, e.g., the
calibrated energy is much lower than the sum of momenta. In this situation, it is tried
to reconstruct additional global muons that failed previous reconstruction steps. The
tracks of the such reconstructed global muons are then removed. If there is still a
significant energy deficiency, it is mostly due to wrongly reconstructed tracks with a
large pT uncertainty of > 1GeV. Starting from the track with the largest uncertainty,
this tracks are then iteratively removed, until no such tracks are remaining or until
energy and momentum are balanced.
6.6 Jet reconstruction and identification
Decaying gluons and quarks create a shower of secondary particles that decay and
shower further and eventually hadronize due to the confinement of QCD. The particles
created in this way are typically located in a cone around the initial particle forming a
jet.
6.6.1 Jet reconstruction
In CMS, jets are reconstructed by clustering the reconstructed PF particles. Clustering
algorithms must be robust against the addition of additional very soft particles (infrared
safety) and must cluster two collinear particles in the same way as a single particle with
the same momentum (collinear safety). The algorithm used in this thesis for clustering
jets is the anti-kT algorithm [153]. The anti-kT algorithm is a sequential algorithm and
is both infrared and collinear safe. A distance metric dij between two PF objects and












Here, kt,i is the transverse momentum of object i. ∆
2
ij = (yi − yj)2 + (φi − φj)2, where
yi and φi are the rapidity and azimuthal angle of particle i, respectively. R is a radius
parameter that is chosen to be 0.4 in this thesis. And p is a parameter regulating
the relative power between the energy and geometric (∆ij) scales. In the case of the
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anti-kT algorithm p = −1 is chosen, resulting in an increased dij between soft particles.
Therefore, soft particles tend not to be clustered among themselves but rather together
with hard particles. The clustering is done iteratively. The distance parameters dij
between all objects and between the objects and the beam axis diB are calculated. If
dij is the minimum, then particle i and j are combined into one particle k and their
four-vectors are added. After that particle i and j are removed from the list of particles
and particle k is added. If diB is the minimum, then i is called a jet and i is removed
from the list of particles. This is done until all particles are clustered into jets.
6.6.2 Jet identification
Quality criteria are applied on reconstructed jets, in order to reject misidentified jets,
jets from detector noise and badly reconstructed jets. The criteria are based on the
number of PF candidates clustered into a jet and the fraction of the jet energy carried
by muons, electrons (charged EM), photons (neutral EM), charged hadrons and neutral
hadrons. All requirements for 2016-2018 are listed in table 6.3. The criteria are designed
to keep about 98% to 99% of the real and well reconstructed jets. The efficiencies are
estimated using a tag and probe method in dijet events [154].
6.6.3 b jet identification
Jets stemming from b hadrons are called b jets and the process of identifying them is
called b tagging. The algorithms that are used for b tagging are called b-taggers. A
unique characteristic of b jets is that they often contain secondary vertices. The reason
for this is the long life time of b hadrons, which makes them travel some distance
before they decay. Thus, they form a secondary vertex that is displaced from the
primary vertex. The currently best performing b tagging algorithms used at CMS are
deep neural networks named DeepCSV and DeepJet. They are briefly described in the
following.
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Table 6.3: Criteria for the identification of AK4 jets. The selec-
tion criteria differ for each year of data-taking. The selection criteria follow
the recommendations from the JetMET Physics Object Group of the CMS
collaboration [155–157].
2016 |η| ≤ 2.4 2.4 < |η| ≤ 2.7 2.7 < |η| ≤ 3.0 |η| > 3.0
Number of constituents > 1 > 1 – –
Neutral hadron fraction < 0.90 < 0.90 < 0.98 –
Neutral EM fraction < 0.90 < 0.90 > 0.01 < 0.90
Number of neutral particles – – > 2 > 10
Charged hadron fraction > 0 – – –
Charged EM fraction < 0.99 – – –
Charged multiplicity > 0 – – –
2017 |η| ≤ 2.4 2.4 < |η| ≤ 2.7 2.7 < |η| ≤ 3.0 |η| > 3.0
Number of constituents > 1 > 1 – –
Neutral hadron fraction < 0.90 < 0.90 – > 0.02
Neutral EM fraction < 0.90 < 0.90 > 0.02 and < 0.99 < 0.90
Number of neutral particles – – > 2 > 10
Charged hadron fraction > 0 – – –
Charged EM fraction – – – –
Charged multiplicity > 0 – – –
2018 |η| ≤ 2.6 2.6 < |η| ≤ 2.7 2.7 < |η| ≤ 3.0 |η| > 3.0
Number of constituents > 1 – – –
Neutral hadron fraction < 0.90 < 0.90 – > 0.2
Neutral EM fraction < 0.90 < 0.99 > 0.02 and < 0.99 < 0.90
Number of neutral particles – – > 2 > 10
Charged hadron fraction > 0 – – –
Charged EM fraction – – – –
Charged multiplicity > 0 > 0 – –
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DeepCSV is a neural network, which consists of five fully connected layers and four
output nodes. The ReLu activation function is used in each layer except the
output layer, which uses the softmax activation function. As input it uses in
total 68 features including information about charged PF candidates, secondary
vertices and some global variables. Jets are classified into originating from bottom
quarks, from charm quarks or from light quarks or gluons. An illustration of the
DeepCSV algorithm is given in figure 6.1.
DeepJet is a neural network, which consists of multiple layers [158]. The first layer
consists of 1x1 convolutional networks, which performs automatic feature en-
gineering. This layer is followed by three layers consisting of long-short-term-
memory (LSTM) networks, which are a special case of recurrent neural networks
(RNN). After the LSTMs there are five fully connected layers followed by six out-
put nodes. ReLu is used as activation function except for the output layer that
uses the softmax activation function. About 650 features are used as input includ-
ing information about charged PF candidates, neutral PF candidates, secondary
vertices and some global variables. Like DeepCSV, DeepJet also performs a mul-
ticlassification. It does not only identify jets as stemming from b hadrons but
also classifies them as originating from charm hadrons, light-flavoured hadrons or
gluons. An illustration of the DeepJet algorithm is given in figure 6.2.
DeepJet achieves a significantly better performance compared to DeepCSV with the per-
formance difference being about 10% at a 10−3 misidentification probability. Different
working points are defined each corresponding to a certain misidentification probability
of light jets. The working points are called loose, medium and tight and the correspond-
ing misidentification probabilities are 10%, 1% and 0.1%, respectively. The average
efficiency to correctly tag b jets as b jets in simulated tt̄ events for the DeepJet tagger
has been determined to be about 95%, 85% and 65% for the loose, medium and tight
working point respectively.
Dense
100 nodes x 5 layers
Charged (8 features) x6
Secondary Vtx (8 features) x1
Global variables (12 features)
Output classes:
b, bb, c, l
Figure 6.1: Illustration of the DeepCSV architecture DeepCSV uses
information about charged PF candidates, secondary vertices and some global
variables as input. It consists of five fully connected layers with four output
nodes. DeepCSV classify jets into different categories, as originating from
bottom quarks (b, bb), from charm quarks (c) or from light quarks or gluons
(l). The figure is taken from reference [159].
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RNN 50Secondary Vtx (12 features) x4
Global variables (6 features)
(6
Figure 6.2: Illustration of the DeepJet architecture Deepjet uses
as input information about charged PF candidates, neutral PF candidates,
secondary vertices and some global features. The 1x1 convolutional layers
perform a feature engineering and the output is combined using recurrent
neural networks (RNN). DeepJet classifies jets into different categories, as
originating from bottom quarks (b, bb, lepb), from charm quarks (c), from
light quarks (l) or from gluons (g). The figure is taken from reference [158].
6.6.4 Jet energy corrections
The reconstructed jet energy differs from the particle-level jet energy due to contam-
inations from pileup and detector response effects. Therefore, the reconstructed jet
energy needs to be calibrated to compare it with the energy of particle-level jets from
simulation. Particle-level jets are clustered using the anti-kT algorithm using all stable
particles except neutrinos from simulated events.
The correction of the jet energy follows a factorized approach with four steps. At each
step the four momenta of the jets are scaled by a scale factor. The corrections are
applied sequentially where the output of the previous step is the input for the next
step. Figure 6.3 shows the different steps. In the first step additional energy coming
from pileup events is removed. The corrections are derived using simulated QCD dijet
events with and without pileup overlay. In the next step the detector response between
reconstructed and particle-level jets is compared using a simulated QCD dijet sample.
The corrections make the detector response uniform as a function of the jet transverse
momentum and pseudorapidity. In the last step small differences in the response are
corrected. This is done by comparing the momentum of a jet with a more precisely
reconstructed jet or particle (Z/γ) and making use of momentum conservation. Correc-
tions depending on the pseudorapidity can be derived from dijet events by comparing
jets in the endcaps, where the measurement is less precise, to more precisely measured
jets in the barrel region. Leptonically decaying Z bosons and photons can be precisely
reconstructed. Therefore, Z/γ +jet events are used to correct the absolute scale of the
jet pT. More details on jet energy corrections can be found in reference [160].
6.6.5 Jet energy resolution corrections
The jet energy resolution in data is worse compared to that in simulation. Therefore,
the jet energy in simulation is smeared to match the resolution observed in data. To
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Figure 6.3: Scheme of the jet energy corrections at the CMS exper-
iment. In the L1 corrections data and MC are corrected for pileup offset.
In the L2L3 corrections, differences in the detector response are corrected for
using simulated events. The L2L3Res corrections correct for residual differ-
ences in the response using dijet and Z/γ +jet events. The figure is taken
from reference [161].
smear the jets in simulation it is first checked if a particle-level jet can be matched to
the reconstructed jet. The matching criteria is:
∆R < 0.4/2, |pT − pptclT | < 3σJER · pT. (6.2)
Here, σJER is the relative pT resolution in simulation. The pT of the jet is then rescaled
with:




Here, sJER are dedicated data-to-simulation resolution scale factors that are determined
by measuring the transverse momentum balance in dijet and Z/γ + jet events [162].
The scale factors are provided by the JetMET Physics Object Group of the CMS
collaboration çitejetenergyresolutiontwiki. If no particle-level jet can be matched to
the reconstructed jet, a stochastic smearing is applied. The correction factor is then
calculated according to:
cJER = 1 +N (0, σJER)
√
max(s2JER − 1, 0). (6.4)
Here N (0, σ) are random numbers sampled from a normal distribution.
6.7 Missing transverse momentum
Missing transverse momentum pmissT arises from only weakly interacting particles, like
neutrinos or possible yet undiscovered particles. But it can also arise due to finite
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acceptance and resolution of the detector or because of pileup. pmissT is calculated as
the negative vector sum of all objects reconstructed from the PF algorithm but it also





The missing transverse momentum is corrected by the so-called Type-0 and Type-I cor-
rections. The Type-0 corrections account for effects coming from pileup interactions by
removing charged hadrons coming from pileup vertices. The neutral pileup contribution
is estimated from the charged pileup using the neutral to charged pion fraction and is
removed from the missing transverse momentum. The Type-I corrections correspond to
the propagation of the jet energy corrections to the missing transverse momentum. The
vector sum of particles that can be clustered into jets are replaced with the vector sum
of the corrected jets. Hereby, only jets with pT > 15GeV are considered to suppress
jets stemming from pileup. The jets also must deploy less than 90% of their energy in
the ECAL and not overlap with PF muon candidates.
Care must be taken that no artificially large pmissT = |pmissT | values are reconstructed,
which may be misinterpreted by physics searches as new physics. Artificially large pmissT
values often stem from misreconstructed high-pT muons. These can originate from cos-
mic rays, severe misreconstruction of the muon momentum or particle misidentification
that can for example be caused by punch-through charged hadrons. In the postprocess-
ing step of the PF algorithm, particles that give rise to large pmissT values are identified
and the correlation between their momenta and pmissT is evaluated. Their identification
and reconstruction is reconsidered and modified if the modification would reduce pmissT
by more than 50%.
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7 Performance of b tagging algorithms at
the HL-LHC
Identifying jets that originate from bottom quarks is essential for many analyses, es-
pecially those studying top quarks, as the top quark decays into bottom quarks with
a branching ratio of about 100%. The current b tagging algorithms used at CMS
are DeepJet and DeepCSV (see section 6.6.3), which achieve a b tagging efficiency of
65% and 55% respectively at a misidentification probability of 0.1%. The LHC will
be upgraded to the High Luminosity LHC (HL-LHC) [104], which will increase the
instantaneous luminosity by about a factor of 10 and is currently scheduled to start
operation in 2027. This upgrade will pose a challenge for b tagging algorithms because
the increase in instantaneous luminosity will also result in up to 200 pileup events per
bunch crossing. To cope with the new environment, the CMS detector will get several
upgrades to its individual components. A short description of the planned upgrades for
the Phase-2 detector is given in section 4.2.7. For the design of these upgrades it is of
interest to study in advance how they might affect the outcome of b-jet identification
algorithms. Thus, the performance of the DeepJet and DeepCSV b tagging algorithms
are evaluated for the HL-LHC. The results of this study are used as direct inputs to
various ongoing Phase-2 sensitivity studies within the CMS collaboration. A descrip-
tion of the retraining of DeepJet and DeepCSV algorithms using simulated events for
Phase-2 is given in section 7.1 and the performance of the b tagging algorithms is shown
in section 7.2. The Phase-2 CMS detector will include a timing detector, which allows
to add timing information for the reconstruction of tracks. A study of the usage of
additional timing variables is shown in section 7.3.
7.1 Training
For the training of b tagging algorithms QCD multijet events and events containing top
quarks are used. The QCD multijet events provide mostly gluon induced light flavored
jets, whereas the jets from the top quark events are enriched in jets originating from
bottom quarks. For the Phase-2 training, dedicated simulated QCD multijet, inclusive
tt̄, and single top quark samples have been generated. These samples were simulated
using the Phase-2 detector layout and a pileup of 200. The training was performed in
version 9.3 of the CMS software, which did not include timing information from the new
timing detector. The samples are listed in table 7.1. In Phase-2 it is planned to use the
pileup per particle (PUPPI) [163] algorithm for mitigating the effects of large amounts
of pileup on jets. Therefore, PUPPI-jets are used for the training of the taggers. Jets
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used in the training must be matched to a generator level jet. Further, jets must have
20GeV < pT < 1000GeV and |η| < 2.5. In total around 40 million jets are selected
for training. The jets are randomly split into a training, a validation and a testing
data set. 10% of all jets are used for testing, from the remaining jets 15% are used
for validation and the rest for training. Jets are labeled by ghost association [164]. If
at least one b hadron is clustered in the jet, they are labeled as b jets. If they contain
no b hadrons but at least one c hadron, they are labeled as c jets. And if neither b
hadrons nor c hadrons are clustered in a jet, the jet is labeled as light jet.
Because of the larger pseudorapidity coverage of the CMS tracker in Phase-2, jets up
to |η| = 3.5 are considered in the training. The weights for DeepCSV are initialized
randomly. As the training of DeepJet takes several days, the weights are not initialized
randomly. Instead transfer learning [165] is used by initializing the weights to the ones
from the DeepJet model used during Phase-1. The Phase-1 DeepJet model has been
trained on about 130 million jets and it has already learned complex features allowing it
to distinguish b jets from jets of different flavors. Even though, the detector geometry
in Phase-2 is different and a different algorithm is used for jet identification, this learned
features can still be transferred to the training on the Phase-2 geometry. Therefore,
transfer learning leads to a faster convergence of the model. The DeepCSV model was
trained for 50 epochs and the DeepJet model for 100 epochs. The categorical cross-
entropy (see section 3.2) is used as loss function during the training. For the training of
both neural networks the Adam [67] optimizer is used. For DeepCSV an initial learning
rate of 0.003 and batchsize of 5000 is set, whereas DeepJet uses an initial learning rate
of 0.0001 and batchsize of 10 000. The learning rate is halved if the loss on the validation
sample stagnates for at least 10 epochs.
In order to test whether the models have been overtrained, the performance of the
final models are compared to the performance in the validation and testing data set.
In addition the performance is also compared as a function of the number of training
epochs. An overtraining would manifest as a divergence, where the performance on
the training data set increases and the performance on the validation and testing data
set decreases as a function of the number of epochs. From this checks no sign of
overtraining is observed. The b-discriminator outputs of the DeepCSV and DeepJet
models are shown in figure 7.1. The figures show the output for b jets, c jets and light
jets. As can be seen the b jet distribution is well separated from the others.
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Figure 7.1: Output of Phase-2 b tagging discriminators. Shown are
the output distribution for DeepCSV (left) and DeepJet (right) for b jets, light
flavored jets and c jets. The distributions are shown on a mixture of QCD
and inclusive tt̄ samples simulated using the CMS detector setup for Phase-2
and both DeepCSV and DeepJet have been retrained for Phase-2.
Table 7.1: Phase-2 data sets used for the retraining of the b taggers
in CMS software version 9.3. Listed are simulated inclusive tt̄, QCD
multijet and single top quark samples for the CMS Phase-2 upgrade, which
have been used to retrain the DeepCSV and DeepJet models. Samples are
simulated using a pileup of 200 and version 9.3 of the CMS software the tag
is PhaseIITDRFall17MiniAOD-PU200 93X upgrade2023 realistic.
Name Number of events
TT TuneCUETP8M2T4 14TeV-powheg-pythia8 1 764 010
TT TuneCUETP8M2T4 14TeV-powheg-pythia8 2 874 776
QCD Flat Pt-15to7000 TuneCUETP8M1 14TeV pythia8 7 334 392
QCD Flat Pt-15to7000 TuneCUETP8M1 14TeV pythia8 2 675 000
ST tW DR 14TeV antitop incl-powheg-pythia8 192 500
ST tW DR 14TeV antitop incl-powheg-pythia8 312 500
ST tW DR 14TeV top incl-powheg-pythia8 404 897
ST tch 14TeV antitop incl-powheg-pythia8-madspin 123 318
ST tch 14TeV antitop incl-powheg-pythia8-madspin 336 450
ST tch 14TeV top incl-powheg-pythia8-madspin 372 925
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7.2 Performance
The performance of the trained taggers is evaluated on inclusive tt̄ and QCD multijet
events, which are simulated for Phase-2. Only jets with at least one good track and
pT > 30GeV are used. The performance of both models is evaluated by computing
ROC curves (see section 3.2). All ROC curves show misidentification probability for b
jets vs. light jets or c jets on the y axis and the b jet efficiency on the x axis. The larger
the b jet efficiency at a given misidentification probability, the better the performance
of the tagger.
The performance of the Phase-2 DeepCSV and Phase-2 DeepJet models on events
simulated for Phase-2 is shown in figure 7.2. Figure 7.3 shows the performance of the
Phase-1 DeepCSV and Phase-1 DeepJet models on events simulated for Phase-1, which
corresponds to their performance during Run 2. This allows to directly compare the
performance of the taggers at the HL-LHC with the performance they achieved during
Run 2. As can be seen the performance of the Phase-2 DeepCSV model is similar to
the performance of the Phase-1 DeepCSV model. The b vs. light jet discrimination of
the Phase-2 DeepCSV model is even slightly better compared to the Phase-1 DeepCSV
model. The Phase-2 DeepJet model performs better than the Phase-2 DeepCSV model,
except for b vs. light misidentification probabilities below roughly 10−3. However, while
DeepCSV sees no deterioration in performance, the performance of the Phase-2 DeepJet
model is slightly worse compared to the Phase-1 DeepJet model. Also the performance
difference between DeepCSV and DeepJet is not nearly as large in Phase-2 as in Phase-
1.
A cross-check is performed to ensure that the deterioration in performance of DeepJet
in Phase-2 as compared to Phase-1 is because of the more challenging environment at
the HL-LHC and not due to issues in the training. For this purpose also the Phase-
1 DeepJet model is applied to events simulated for Phase-2 in order to compare the
performance of the Phase-1 and Phase-2 DeepJet model on the same events. The
performance of both models are evaluated by computing ROC curves in bins of jet |η|.
The Phase-2 DeepJet model shows an improved performance of about 10-15% over the
Phase-1 DeepJet model. The performance difference increases for larger pseudorapidity
values which can be explained by the fact that the Phase-1 DeepJet model was only
trained with jets up to |η| < 2.5 whereas in the Phase-2 training jets with |η| < 3.5
were used.
The performance of the Phase-2 DeepCSV and DeepJet models are also studied as a
function of pT and |η| and corresponding ROC curves are shown in figure 7.4. As stated
above, in Phase-2 DeepCSV performs better than DeepJet for low misidentification
probabilities. As can be seen in the binned ROC curves this is true in the pseudorapidity
region up to |η| < 2.5, which corresponds to the acceptance of the tracker in Phase-
1. However, in the region of 2.5 < |η| < 3.5 DeepJet performs consistently better.
The performance of DeepJet does also depend less on the transverse momentum of
the Jet than the performance of DeepCSV. The impact of pileup on the performance
of the taggers is studied by computing ROC curves in bins of the number of primary
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Figure 7.2: Performance of b tagging discriminators in Phase-2.
Shown are the ROC curves for DeepCSV and DeepJet. The figure shows
the performance of DeepCSV and DeepJet on tt̄ events simulated using the
Phase-2 CMS detector geometry and both DeepCSV and DeepJet have been
retrained for Phase-2. The shown performance is of illustrative nature, as the
exact performance depends on the event topology and on the number of b jets
from gluon splitting.
vertices. However, no significant dependency of the performance on the number of
primary vertices has been found. At present only simulated events with a maximum
number of 200 pileup events are available. In the future also simulated events with a
maximum number of 140 pileup will be produced, which will allow to perform more in
depth studies on the pileup dependency.
From ROC curves binned in pT and |η|, efficiency maps are computed. The efficiency
maps correspond to the efficiency of the model at a given working point in bins of pT
and |η|. The working points are defined in terms of light jet misidentification proba-
bility, which is the probability to wrongly classify a light jet as b jet. There are three
different working points: loose, medium and tight that correspond to 10%, 1%, and
0.1% misidentification probability respectively. It should be noted that in these ef-
ficiency maps the misidentification probability is fixed in each bin. This is different
to how the working points are defined in Phase-1, where they correspond to a global
misidentification probability, which is essentially an average over all bins. The efficiency
maps are shown in figure 7.5.
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Figure 7.3: Performance of b tagging discriminators in Phase-1.
Shown are the ROC curves for DeepCSV and DeepJet. The figure is taken
from reference [158] and shows the performance of DeepCSV and DeepJet
on tt̄ events simulated using the Phase-1 CMS detector geometry and both
DeepCSV and DeepJet have been trained on the Phase-1 geometry. This
corresponds to the performance of the taggers during Run 2. The shown
performance is of illustrative nature, as the exact performance depends on the
event topology and on the number of b jets from gluon splitting.
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Figure 7.4: Performance of Phase-2 b tagging discriminators in bins
of pT and |η|. Shown are the ROC curves for DeepCSV (left) and DeepJet
(right) for different ranges in jet η (top) and jet pT (bottom). The performance
is evaluated on a mixture of simulated QCD multijet and inclusive tt̄ samples
simulated using the CMS detector setup for Phase-2 and both DeepCSV and
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Figure 7.5: Efficiency maps for Phase-2 b tagging discriminators.
Shown are the efficiency maps for DeepCSV (left) and DeepJet (right). The
efficiency maps are shown for the loose (top), medium (middle) and tight
(bottom) working point. The maps are binned in jet |η| and jet pT. The
performance is evaluated on QCD multijet and inclusive tt̄ samples simulated
using the CMS detector setup for Phase-2 and both DeepCSV and DeepJet
have been retrained for Phase-2.
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7.3 Timing information
As explained before the CMS detector in Phase-2 will include a timing detector that
will enable the measurement of the flight time of particles. The timing information adds
an additional dimension to reconstructed vertices and tracks, because not only their
spacial x, y and z coordinates are reconstructed but also a time coordinate. There-
fore, vertices reconstructed using timing information are referred to as 4D vertices and
vertices without timing information as 3D vertices. It is interesting to study how the
addition of timing information may help b tagging algorithms. Unfortunately, in CMS
software version 10.6 there were some issues that lead to a significant deterioration in
the 4D vertex reconstruction. This issues are fixed and the reconstruction improved
in newer software versions. However, simulating new samples with the fixed version
takes several months and was in fact not done in time for this thesis. In the meantime
preliminary studies were conducted to evaluate the viability of including additional tim-
ing information as input to the DeepCSV model. 3D primary vertices were used and
timing information was included by defining dedicated timing variables. Also an addi-
tional variable is introduced to stabilize the performance against pileup. The additional
variables are:
Event time: The event time is computed from all tracks attached to jets in an event
with a transversal distance dxy < 0.05 cm and longitudinal distance dz < 0.1 cm











Jet time: The total jet time is computed for each jet. It is calculated like the
event time but only from tracks associated to a given jet. As the sign and the
offset relative to the event time do not contain useful information, the absolute
difference between the total jet time and event time is taken as the jet time.
Jet secondary vertex time: The jet secondary vertex time is computed like the jet
time, but only from tracks attached to a secondary vertex.
Pileup density: The pileup density is obtained by dividing the number of pileup
vertices in a window of 1 cm around the primary vertex’s z-position by 20. This
gives the number of pileup vertices per cm.
The distributions of these variables are shown in figure 7.6. The RMS of the event time
spread is about 200 ps, for the jet and jet secondary vertex time it is about 40 ps relative
to the event time. The event time is very similar to the 4D primary vertex time with the
RMS of the spread of the difference between the 4D primary vertex time and the event
time being about 30 ps. The pileup density is not a timing related variable but it was
included for the purpose of stabilizing the performance as a function of pileup. As can
be seen, the jet time has larger values for b jets especially compared to light jets, which
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Table 7.2: Phase-2 data sets used for the retraining of the b taggers
in CMS software version 10.6. Listed are simulated inclusive tt̄ and
QCD multijet samples for the CMS Phase-2 upgrade which have been used to
retrain the DeepCSV model. Samples are simulated using a pileup of 200 and
version 10.6 of the CMS software the tag is PhaseIITDRSpring19MiniAOD-
PU200 106X upgrade2023 realistic.
Name Number of events
TTbar 14TeV TuneCP5 Pythia8 98 704
TT TuneCP5 14TeV-powheg-pythia8 300 000
TTTo2L2Nu TuneCP5 14TeV-powheg-pythia8 4 935 651
QCD Pt 0 1000 14TeV TuneCUETP8M1 499 073
QCD Pt-15to3000 TuneCP5 14TeV-pythia8 4 972 820
QCD Pt-15to3000 TuneCP5 Flat 14TeV-pythia8 96 958
QCD Pt 30to50 TuneCP5 14TeV pythia8 496 632
QCD Pt 50to80 TuneCP5 14TeV pythia8 291 159
QCD Pt 80to120 TuneCP5 14TeV pythia8 95 790
QCD Pt 120to170 TuneCP5 14TeV pythia8 50 000
QCD Pt 170to300 TuneCP5 14TeV pythia8 50 000
QCD Pt 300to470 TuneCP5 14TeV pythia8 50 000
QCD Pt 470to600 TuneCP5 14TeV pythia8 50 000
QCD Pt 600oInf TuneCP5 14TeV pythia8 50 000
can be explained by the longer lifetime and therefore longer flight time of b hadrons.
The jet secondary vertex time shows a similar distribution for b jets and other jets with
a tendency to slightly lower values for b jets. The position of a secondary vertex in
a b jet corresponds to the location where the b hadron decayed. Therefore, measured
from a secondary vertex the flight times are not expected to be significantly larger for
b jets, compared to jets of different flavors. Thus, it is understandable that the jet
secondary vertex time is not larger for b jets compared to other jet flavors. However,
even variables with low individual discrimination power still provide information to
the tagger through their correlation with other variables. The DeepCSV model was
retrained using the samples listed in table 7.2 with and without including the additional
variables listed above. Figure 7.7 shows a comparison of the performance of the model
with and without the additional variables. The model with additional timing variables
achieves a slightly better performance especially for b jet vs. c jets discrimination.
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Figure 7.6: Distributions of additional variables for b tagging.
Shown are the event time (top left), the jet time (top right), the jet sec-
ondary vertex time (bottom left), and the pileup density (bottom right) for b
jets, c jets and light jets. The timing variables make use of the new timing
detector, which will be deployed in the CMS Phase 2 detector.
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Simulation Work in progress CMS DeepCSV
Figure 7.7: Performance of DeepCSV in Phase-2 with timing infor-
mation. Shown are ROC curves for DeepCSV with and without additional
timing variables. The performance is evaluated on inclusive tt̄ samples sim-
ulated using the CMS detector setup for Phase 2 and DeepCSV has been
retrained for Phase2.
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7.4 Conclusion
Both DeepCSV and DeepJet achieve good performance at the HL-LHC. DeepCSV
proves to be quite robust and achieves very similar performance as in Run 2. The
performance of DeepJet is on average better than the performance of DeepCSV, but
the performance difference is not as large as during Run 2. Preliminary studies show
that timing information provides additional discrimination between b jets and jets of
different flavors, which can help to improve the performance of b tagging algorithms.
However, further studies on the feasibility of timing information with full 4D primary
vertex reconstruction are needed before drawing final conclusions.
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8 Measurement of the t-channel single top
quark production cross section
8.1 Introduction
Measurements of single top quark production can be used to probe the electroweak
sector of the SM as single top quarks are produced by the weak interaction. Therefore,
single top quark production is suitable for constraining new physics contributions to the
Wtb vertex. Single top quark production also gives insights into the structure of the
proton and provides an independent measurement of the Cabibbo-Kobayashi-Maskawa
(CKM) matrix element |Vtb|. Further, due to the V-A structure of the weak interaction,
single top quarks are produced in a left-handed state and are therefore polarized. As
top quarks decay before they hadronize, their polarization can be measured through
their decay products. There are three production modes for single top quarks: the
t-channel, the tW channel and the s-channel. The dominant production mode of single
top quarks in proton-proton collisions at the LHC is the t channel, which is studied in
this thesis.
The inclusive single top quark t-channel production cross section at the LHC has been
measured at
√
s = 7TeV by the ATLAS Collaboration [166,167] and the CMS Collab-
oration [168,169]. At 8TeV a fiducial, inclusive and differential cross section measure-
ment was performed by the ATLAS Collaboration [170] and an inclusive cross section
measurement and measurement of the top quark polarization by the CMS Collabora-
tion [171, 172]. The inclusive cross section at
√
s = 13TeV has been measured by the
ATLAS Collaboration [173]. The CMS Collaboration has provided an inclusive and a
differential cross section measurement at 13TeV [174,175] using 35.9 fb−1 of data.
This analysis provides the first measurement of the inclusive and differential t-channel
single top quark production cross section using the full CMS Run 2 data set of 137.1 fb−1
at 13TeV. It is the first measurement of the transverse (x) and normal (y) top quark
polarization components in single top quark production. Further, an improved tech-
nique that employs multivariate techniques for reconstructing the top quark, has been
developed and used in this analysis for the first time.
Specifically, this analysis aims at measuring the total production cross section of t-
channel single top quarks and antiquarks, as well as their ratio. Further, differential
cross sections of single top quark and antiquarks are measured as a function of the top
quark transverse momentum and rapidity and of three polarization angular variables
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cos(θx), cos(θy), cos(θz), which have been defined in section 2.3. The transverse, normal
and longitudinal top quark spin asymmetries Ax, Ay and Az — which are also defined
in section 2.3 — are extracted by performing a linear fit to the measured angular
distributions. Finally, the measurement of the differential angular distributions are
used to constraint EFT coupling parameters that are highly sensitive to the top quark
polarization.
In this analysis, events with one isolated muon or electron and two or three jets are
selected. The modeling of the QCD multijet background is obtained from a sideband
region in data. A multiclassification BDT is trained to categorize events into t-channel
single top quark, top quark background, W/Z-jets or QCD multijet events. The inclu-
sive t-channel single top quark production cross section is obtained by performing a ML
fit to data on a distribution derived from the multiclassification BDT. The differential
cross sections are obtained via unfolding, which is technically implemented via a two
dimensional ML fit. For each variable, templates are derived for signal and background
processes and fitted to the data. A possible right-handed coupling between the W bo-
son and the top quark may significantly alter the top quark polarization. In order to
constraint the magnitude of such couplings, the angular distributions are simulated for
different coupling points using Madgraph5 aMC@NLO. A χ2-minimization is per-
formed in order to find the set of couplings that best matches the measured differential
angular distributions and to derive constraints.
8.2 Event topology
This analysis aims at measuring the properties of top quarks. However, top quarks
themselves are not observable in the detector, as they decay after around 5 · 10−25 s.
Measurable are only the final-state particles that live long enough to be detected in the
CMS detector. These final-state particles make up the distinct event topology of single
top t-channel events. A good understanding of the signal’s event topology is therefore
necessary for the reconstruction of the signal process and to make precise measurements.
There are also various background processes that have a similar final state as the
signal process. A good knowledge of the event topology allows to define a kinematic
phase-space region that is enriched in signal events and suppresses contributions from
background processes. The Feynman diagrams for the signal process and the dominant
background processes are shown in figure 8.1.
8.2.1 Signal process
The signal process in this analysis is the t-channel production of single top quarks. The
LO Feynman diagram is shown in 8.1a. In this analysis leptonic decays of the top
quark are considered. The final state therefore contains a charged lepton and missing
transverse momentum which is due to the corresponding neutrino. In addition there is





























































Figure 8.1: Feynman diagrams for signal and background processes
Shown are Feynman diagrams for single top t-channel production (a), for
single top tW production (b), for top quark pair production (c), for W/Z-jets
production (d) and for QCD multijet production (e).
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arises from the splitting of the initial state gluon. This b jet is typically softer than the
b jet from the top quark decay and often times lies outside the detector acceptance. A
distinct feature of the single top t-channel production mode is the light-flavored forward
jet which recoils against the top quark and is therefore also called spectator jet. This jet
normally has a large pseudorapidity. It can be distinguished from additional radiation
from the parton shower by its larger transverse momentum. The final state of the
signal process thus consists of a single charged lepton, missing transverse momentum,
one light-flavored forward jet and one to two b jets.
8.2.2 Background processes
Additional single top quark production modes Besides the t-channel production mode,
there are two additional production modes of single top quarks. The first is the
s-channel production that has an about 20 times lower cross section than the
signal process and is therefore neglected. The second is the associated production
of a top quark with a W boson, which has an about 3 times lower cross section
than the signal process and is considered as a relevant background process in this
analysis. Figure 8.1b shows a possible Feynman diagram for single top quark tW
production. It can mimic the final state of the signal process if one of the two
W bosons decays hadronically and the other leptonically. In this case, its final
state consists of a charged lepton, missing transverse momentum and three jets
of which one originates from a bottom quark.
Top quark pair production Top quark pairs (tt̄) are produced via the strong interac-
tion and have therefore an about 4 times larger production cross section than
single top quarks. Figure 8.1c shows a Feynman diagram for a semileptonic tt̄
event. To resemble the signal event topology at least one of the top quarks needs
to decay leptonically. Fully-hadronic tt̄ events are negligible in this analysis.
The main contribution stems from semileptonic tt̄ events. In this case there is
a charged lepton, missing transverse momentum, two b jets and two additional
jets in the event — making four jets in total. If one of the none b jets fails the
detector acceptance the final state looks exactly like the signal process. Despite
having two leptons, dileptonic tt̄ events are still a relevant background process for
this analysis. If one of the leptons is not properly reconstructed or fails the lepton
identification criteria, the final state has one charged lepton, missing transverse
momentum and two jets, resembling the final-state of the signal process.
W and Z production in association with jets The associated production of a W or Z
boson with jets (W/Z-jets) has an at least one order of magnitude larger cross
section than single top quark production. Contributions from this background
process can be significantly reduced by requiring at least one b jet, as the pro-
cesses do not contain a top quark and b jets can only arise from gluon splitting.
An exemplary Feynman diagram for W/Z-jets production is shown in figure 8.1d.
This process can involve an arbitrary number of jets that arise from gluon split-
ting. Though, the production cross section decreases with the number of addi-
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tional jets. In W+jets events the W boson needs to decays into a charged lepton
and a neutrino. If there are two or three additional jets from which at least one
is identified as a b jet then the final state resembles the final state of the signal
process, making it very difficult to reject. In Z+jets events there is no missing
transverse momentum as the Z boson decays into a lepton and an antilepton.
One of the leptons may fail the identification criteria and missing transverse mo-
mentum can arise from misreconstruction. But Z+jets production is of minor
importance compared to W+jets production.
QCD multijet production The total production cross section for QCD interactions is
several orders of magnitude larger than the production cross section of single
top quarks. Therefore, QCD multijet events are a relevant background to this
analysis, although the event topology differs greatly from the event topology of the
signal process. A Feynman diagram of a typical QCD multijet event is depicted
in figure 8.1e. The final state includes multiple jets. Leptons can originate from
misidentified jets.
8.3 Event selection
All events considered in this analysis must have a well reconstructed primary vertex
with a maximum vertical distance of 2 cm with respect to the beam axis and a maximum
longitudinal distance of 24 cm with respect to the detector center. Also at least four
tracks must be associated with the primary vertex. Events are rejected if the missing
transverse momentum is badly reconstructed due to detector noise, bad calibration,
beam halo effects or badly-reconstructed muons or other PF objects.
As explained in section 8.2, the final-state of single top t-channel production consists of
a charged lepton, missing transverse momentum, one light-flavored forward jet and one
or two b jets. In this analysis, events with one muon or electron are selected. Events
must pass the corresponding single-muon or single-electron trigger paths. The trigger
paths used are different in each year of data-taking because different trigger menus have
been used in each year due to the increased instantaneous luminosity. In general, the
single-muon and single-electron trigger paths with the lowest pT thresholds that are
still unprescaled are used. Table 8.1 lists the high-level trigger (HLT) paths used in
each year of data-taking. In 2017 and 2018 an electron+jet cross trigger path has been
used in addition to the single-electron trigger paths. These cross trigger paths allow for
a lower electron pT threshold without significantly increasing the total rate of the HLT
menu, as the requirement of the additional jet reduced the number of events passing the
trigger path. In 2016 the single-electron trigger path is restricted to |η| < 2.1, whereas
in 2017 and 2018 no restriction on the pseudorapidity of the electron is applied.
In this analysis, muons with loose and tight ID, as defined in section 6.3, are used.
Isolated tight muons must have pT > 26/30/26GeV in 2016/2017/2018, |η| < 2.4 and
a relative isolation of Irel. < 0.06. Loose muons must have pT > 10GeV, |η| < 2.4
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Table 8.1: High-level trigger paths used in the analysis. This analysis
uses single-muon and single-electron triggers that differ in each year of data
taking. In 2017 and 2018 electron+jet cross-triggers are used in addition to
the single-electron triggers as they allow for a lower electron pT threshold.
lepton year trigger paths
µ




2016 HLT Ele32 eta2p1 WPTight Gsf
2017 HLT Ele35 WPTight Gsf, HLT Ele30 eta2p1 WPTight Gsf CentralPFJet35 EleCleaned
2018 HLT Ele32 WPTight Gsf, HLT Ele30 eta2p1 WPTight Gsf CentralPFJet35 EleCleaned
Table 8.2: Electron impact parameter selections. Selections applied
on the transverse (dxy) and longitudinal (dz) impact parameters of electrons.
The selection criteria depend on the difference between the electron’s pseudo-
rapidity η and the pseudorapidity ηSC of the corresponding supercluster.
|η − ηSC| dxy / cm dz / cm
<= 1.479 < 0.05 < 0.1
> 1.479 < 0.1 < 0.2
and Irel. < 0.2. The choices of the pT cuts are driven by the trigger thresholds. The
cuts are chosen such that the triggers operate at their maximum efficiency and not in
the turn-on regime. Events with muons must have exactly one isolated tight muon, no
additional loose muons and no veto electrons.
The definition of tight and veto electrons can be found in section 6.4. In this analysis,
tight electrons must have pT > 35/32/32GeV in 2016/2017/2018 and |η| < 2.1 in all
years. Additionally, both tight and veto electrons must pass selection criteria based
on their transverse and longitudinal impact parameters as detailed in table 8.2. The
selection depend on the electron’s pseudorapidity and of the pseudorapidity ηSC of the
corresponding supercluster. Electrons in the transition region between the ECAL barrel
and endcap 1.442 < |ηSC| < 1.566 are rejected. Events with electrons are required to
have exactly one tight electron, no additional veto electrons and no loose muons.
All jets considered in this analysis must have pT > 40GeV and |η| < 4.7, further they
must pass the quality criteria described in section 6.6 and have a minimum distance
∆R > 0.4 with respect to the selected lepton in the event. B jets must pass the tight
b tagging working point of the DeepJet algorithm and must lie within the acceptance
of the tracker.
Depending on the number of selected jets and b-tagged jets three different event cate-
gories are defined:
2j1t - signal region. Events need to contain exactly two jets, of which one is b tagged
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3j2t - tt̄ control region. Events must have exactly three jets, of which two are b tagged
2j1m0t - W/Z-jets and QCD control region. Events must have exactly two jets, of
which none pass the tight b tagging working point. One of the two jets must fail
the tight b tagging working point but must pass the medium b tagging working
point.
The flavor composition of W/Z-jets events in the signal region is about 90% W/Z +
heavy-flavored jets and only about 10% W/Z + light-flavored jets. The 2j1m0t region
has a W/Z + heavy-flavored jet fraction of about 75%, which is close enough to the
composition in the signal region to control the modeling.
In all categories events must pass either the muon or electron selections described
above. The strict isolation and identification criteria employed on the leptons help to
significantly reduce background contributions from QCD multijet events by about a
factor of 10−4 compared to having no selection criteria, as estimated from simulated
QCD multijet events. The tight b tagging criteria on the selected b jet reduces the
amount of QCD multijet events further by about a factor of 10−4 to 10−5 and also
significantly reduces the contributions from W/Z-jets background events by a factor of
about 10−5.
Figure 8.2 shows the relative contributions of semileptonic and dileptonic tt̄, tW pro-
duction, single top quark and antiquark production in the t channel, W+jets, Z+jets
and QCD multijet events to the 2j1t, 3j2t and 2j1m0t event categories. The fraction of
signal events in the 2j1t event category is about 10.5% - about 6.5% from top quark and
4% from top antiquark production. The largest background stems from semileptonic
tt̄ production making up about one third of the total events. In the tt̄-enriched 3j2t
event category semileptonic tt̄ contributes about 74% and dileptonic about 15%. The
fraction of W+jets events in the 2j1m0t event category is about 56%, the contribution
of Z+jets is 6%, while QCD multijet contributes about 13%.
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Figure 8.2: Relative contributions of signal and background pro-
cesses to each event category. Shown are the contributions of semilep-
tonic and dileptonic tt̄, tW production, single top quark and antiquark pro-
duction in the t channel, W +jets, Z +jets and QCD multijet events to the




The single top quark production in the t channel, the single top quark production in
association with a W boson and the top quark pair production are generated at NLO
accuracy using POWHEG and the NNPDF3.1 NNLO PDF set. For all three top
quark production modes the top quark mass is set to mt = 172.5GeV. The single top
quark production in the t channel is simulated in the four flavor scheme (4FS) and
the single top quark production in association with a W boson is simulated in the five
flavor scheme. For the associated production of W and Z bosons with jets, the event
generator MADGRAPH5 aMC@NLO is used with the FxFx merging scheme. In
2017 and 2018 the NNPDF 3.1 NNLO PDF set is used and in 2016 the NNPDF3.0
NNLO PDF set. In all simulated events the parton shower is modeled using PYTHIA.
For the underlying event, the tune CP5 [132] is used, except for W/Z-jets events in 2016
for which the tune CUETP8M1 [133] is used. A list of all used data and simulated
samples can be found in appendix A.1.
8.5 Corrections to simulated events
8.5.1 Number of pileup interactions
The number of simultaneous proton-proton collisions (pileup) can be estimated by mul-
tiplying the measured instantaneous luminosity with the total inelastic proton-proton
cross section of 69.2± 3.2mb−1 [176]. The instantaneous luminosity varies between
different runs and is therefore not exactly known beforehand. When simulating events,
a pileup distribution has to be assumed. It is sampled from a Poisson distribution
with the mean set to the expected number of pileup events. As simulation start before
the end of data-taking, the pileup distribution in data and simulation normally do not
match. Therefore, the simulated events are reweighted to match the pileup distribu-
tion measured in data. Figure 8.3 shows the number of primary vertices in simulation
and data for each year of data-taking before and after applying the reweighting. As
can be seen, the distributions do not agree well between data and simulation. After
reweighting the agreement is slightly improved.
8.5.2 MET-phi modulation corrections
Due to the rotational symmetry of collisions around the beam axis, the distribution
of the missing transverse momentum should be independent of the azimuthal angle φ.
However, the measured transverse momentum does depend on φ and shows a sinu-
soidal modulation. This can be seen in figure 8.4. This modulation stems from effects
such as anisotropic detector responses, inactive detector regions, detector misalignment
or displacement of the beam spot. The amplitude of the modulation depends on the
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Figure 8.3: Effect of pileup reweighting. Shown are the distributions
of the primary vertices before applying the pileup reweighting (left) and after
applying the pileup reweighting (right). The distributions are shown in the
2j1t event category for data taken in 2016 (top), 2017 (middle) and 2018
(bottom). All other event weights are applied in both cases. The prediction
is scaled to match the number of observed events.
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number of pileup interactions. The modulation can be reduced by shifting the center
of the coordinate system dependent on the number of primary vertices in the event.
The corrections are derived for each run period and separately for data and simulation,
as different modulations are observed in data and simulation. Figure 8.4 shows the φ
distribution of the missing transverse momentum after applying the MET-phi modu-
lation corrections. As can be seen, the modulations are significantly reduced and the
agreement between data and simulation is improved.
8.5.3 b tagging efficiencies
The efficiency of the b tagging algorithms differs between data and simulation. There-
fore, event weights are applied to correct the simulated events. The event weights for





where P (Data) (P (MC)) is the probability to observe n b-tagged jets and m not-b-















Here SFi are the scale factors for the jet flavor i. These scale factors are provided
by the b Tag & Vertexing Physics Object Group within the CMS Collaboration [177].
The ǫi are the b tagging efficiencies, which are derived from simulation for each process





here Nb-taggedi and N
total
i are the number of b-tagged jets and total number of jets
with flavor i, respectively. The jet flavor is here the true flavor, which is known in the
simulation.
The distributions of the transverse momentum and pseudorapidity of the reconstructed
b jet associated to the top quark decay before and after applying the b tagging efficiency
corrections are shown in figure 8.5.
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Figure 8.4: Effect of MET-phi modulation corrections Shown are the
azimuthal angle (φ) distributions of the missing transverse momentum before
and after applying the MET-phi modulation corrections. The distributions are
shown for data and simulation for 2016 (top), 2017 (middle) and 2018 (bot-
tom) data sets. The uncorrected distributions show a sinusoidal modulation
that is different between data and simulation. After applying the MET-phi
modulation corrections the φ distributions are mostly flat.
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data t-channel tW tt
W/Z-jets QCD  syst.⊕stat. 
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Figure 8.5: b jet kinematic variables. Shown are the distributions
of the transverse momentum (top) and absolute value of the pseudorapidity
(bottom) of the reconstructed b jet associated to the top quark decay. On the
left the distributions are shown without applying the b tagging scale factors
and on the right after applying the b tagging scale factors. All other event
weights are applied in both cases.
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8.5.4 Lepton efficiencies
In the analysis events with a single lepton are selected, which need to pass the selection
criteria of a single-lepton trigger. Additionally, only leptons with a certain ID, isolation
and kinematic properties are considered (see also sections 8.3 and 6.3 and 6.4 for more
details). Applying those selection criteria on the lepton influences the overall efficiency
of the event selection. The kinematic variables and reconstruction efficiencies of leptons
differ in simulation and data leading to different selection efficiencies and also shape
differences in the distributions. Therefore, scale factors are applied to correct the
simulation for these differences. For muons the total efficiency is the product of the
efficiency of the muon ID, isolation and the trigger efficiency. It can be calculated
according to:





Each subsequent efficiency depends on the previous. The ID, isolation and trigger scale
factors are derived using a tag-and-probe method in a dilepton data set close to the
Z boson or J/ψ resonance. Scale factors are provided by the Muon Physics Object
Group (Muon POG) of the CMS Collaboration [178]. This analysis uses a very tight
muon selection criteria on the relative isolation of 0.06 in order to strongly suppress
contributions from QCD multijet background. Isolation and trigger scale factors for
this working point are not provided by the Muon POG. Instead the isolation and
trigger scale factors for 2016 used by the inclusive and differential single-top quark t-
channel production cross section measurements [174,175] are used, as these analysis use
the same isolation cut. For 2017 scale factors derived in the search for the single-top
s-channel production [179] are used, as the lepton selection criteria are the same as in
this analysis. Muon isolation scale factors for 2018 have been derived specifically for
this analysis. For details see appendix A.2.
Electron scale factors to correct for the identification and reconstruction efficiencies
of electrons are provided by Electron/γ Physics Object Group of the CMS Collabo-
ration [180]. They are derived using a tag-and-probe method in a dielectron data set
near the Z boson resonance. As for muons, the electron trigger scale factors derived
for the inclusive and differential single-top quark t-channel production cross section
measurements [174,175] are used for 2016 data. For 2017 and 2018 the electron trigger
scale factors used in the search for the single-top s-channel production [179] are used,
as this analysis uses the same triggers and the same lepton selection criteria.
The effect of applying the lepton efficiency scale factors can be seen in figure 8.6, which
shows the transverse momentum and pseudorapidity distributions of the reconstructed
tight lepton in the 2j1t region.
98
8.5. Corrections to simulated events






































































































 2j1tµe+  (13 TeV)-1137.1 fb
data t-channel tW tt
W/Z-jets QCD  syst.⊕stat. 



































 2j1tµe+  (13 TeV)-1137.1 fb
data t-channel tW tt
W/Z-jets QCD  syst.⊕stat. 













Figure 8.6: Lepton kinematical variables. Shown are the distributions
of the transverse momentum (top) and absolute pseudorapidity (bottom) of
the reconstructed tight lepton. On the left the distributions are shown without
applying the lepton scale factors and on the right after applying the lepton
scale factors. All other event weights are applied in both cases.
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Figure 8.7: Effect of prefire reweighting. Shown are the distribution of
the pseudorapidity of the reconstructed spectator jet in the 2j1t region for the
2016 (left) and 2017 (right) data set. The dotted red line shows the simulated
distribution before applying the L1 ECAL prefire-correction-weights and the
solid blue line after applying the corrections. In both cases all other event
weights are applied. The bottom panel shows the ratio between the corrected
and uncorrected distribution, which corresponds to the average event weight.
The prefiring issue affects mostly the region 2 ≤ |η| ≤ 3.
8.5.5 Level-1 trigger ECAL prefiring
The Level-1 trigger ECAL prefiring issue was present in 2016 and 2017 data. The issue
was that the gradual timing shift of the ECAL was not correctly propagated to the
Level-1 trigger primitives (TP). A significant amount of high-|η| TPs were therefore as-
sociated to the previous bunch crossing. This resulted in events self vetoing themselves,
as Level-1 trigger rules forbid to fire in two consecutive bunch crossings. The vetoing
occurred if a large amount of energy was deposited in the ECAL region of 2 ≤ |η| ≤ 3.
As this effect is not present in simulation, dedicated event weights are applied to correct
for this effect. The event weights are calculated as the product of all objects in the
event with the probability not to prefire:




The probabilities as a function of jet pT and η are provided by the JetMET Physics
Object Group of the CMS Collaboration [181]. The distribution of the pseudorapidity
of the reconstructed spectator jet in 2016 and 2017 with and without the L1 ECAL
prefiring corrections and for data are shown in figure 8.7. The difference between the
corrected and uncorrected distribution are generally smaller than 5%. After applying
the corrections the agreement between data and simulation is improved. However,
especially for 2017 some discrepancies still remain.
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8.6 QCD multijet background modeling
Although, the contributions from QCD multijet events can be reduced strongly by
requiring at least one b jet and isolated leptons, this background process still remains
important to the analysis due to its high cross section. The final event selection’s
efficiency of selecting QCD multijet events is only about 10−8 to 10−9. Therefore,
modeling the QCD multijet background with MC simulation would require to generate
an unfeasible high number of events in order to achieve a sufficient modeling. Also,
as simulation is not perfect, the modeling from MC simulation is not always reliable.
Instead, the QCD multijet background is modeled using a data driven approach.
The QCD multijet background is estimated from a QCD-enriched sideband region in
data. The definitions of the sidebands differ between events with muons and events with
electrons. Anti-isolated tight muons are defined by inverting the isolation requirement
on isolated tight muons (see section 8.3). They must be tight muons with I
µ
rel. > 0.2 and
fulfill the same pT and η selection criteria as isolated tight muons. In 2017 and 2018
the usage of isolated trigger paths has been found to cause a mismodeling in the anti-
isolated muon’s φ distribution. Therefore, in 2017 and 2018 events in the muon sideband
region must, instead of the isolated trigger paths, pass the trigger paths HLT Mu27
or HLT Mu20. This mismodeling has not been observed in 2016 and therefore the
trigger requirements are not changed in 2016. The sideband region for muons is defined
by requiring exactly one anti-isolated tight muon, and no additional loose muons with
pT > 10GeV and |η| < 2.4. Further, there must be no veto electrons and no electrons
that pass the selection criteria for the electron sideband as defined in the following.
For electrons simply inverting the isolation is not sufficient, as there can be multiple
reasons for QCD multijet events passing the event selection criteria. For example
an undetected photon conversion or wrong linkages between ECAL cells and tracks
during the reconstruction. Instead, a sideband is defined by requiring the electrons
to fail the cut-based electron veto identification criteria. Additionally, they must have
a relative isolation I
e
rel. < 1. Events in the electron sideband must further have no
veto electrons, no loose muons and no anti-isolated tight muons. The purity of QCD
multijet events in the barrel region is estimated from simulation to be 91% for muons
and 88% for electrons and in the endcap to be 94% for muons and 92% for electrons.
The normalization of the QCD multijet background is extracted simultaneously with
the number of signal events in a maximum-likelihood fit (see section 8.11).
The procedure of modeling the QCD multijet background from data is validated in the
2j1m0t event category. With about 15% the relative amount of QCD multijet events
in this category is similar to the amount in the signal region. Separately for muons and
electrons and for each year of data-taking a fit is performed on the transverse mass m
W
T
of the reconstructed W boson. For the fits two templates are constructed, one for the
QCD multijet background Q that is taken from the corresponding sideband region and
one for all other non-QCD processes B, which is taken from simulation in the 2j1m0t
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event category. They are fitted to data using a simple fit with two parameters, one for
the amount of QCD (NQCD) and one for the amount of non-QCD (Nnon-QCD):
F (m
W
T ) = NQCD ·Q(m
W
T ) +Nnon-QCD ·B(m
W
T ). (8.7)
The fit is performed in a QCD multijet enriched region, requiring m
W
T < 50GeV,
and the result is extrapolated to the full analysis phase space. The distributions with
the predictions scaled to the fit results are shown in figure 8.8 separately for events
with muons and electrons and for each year of data-taking. Overall a good agreement
between the prediction and data is observed. This fit is only performed for validation
purposes, as the estimation of the QCD multijet background normalization is performed
simultaneously with the signal extraction.
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Figure 8.8: Validation of the data-driven QCD multijet estimation.
Shown is the transverse W boson mass distribution in the 2j1m0t event cat-
egory for events with muons (left) and events with electrons (right) for data
taken in 2016 (top), 2017 (middle) and 2018 (bottom). The prediction is
scaled to the result of a dedicated fit which has been performed separately for
muons, electrons, and each year of data taking.
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8.7 Top quark reconstruction
For the top quark reconstruction it is assumed that the top quark decays leptonically
and that there is only one top quark in the event, as is the case for single top t-channel
production. The top quark is reconstructed by adding up the four-momenta of the
reconstructed decay product candidates. In the 3j2t event category there are two b-
tagged jets that may be associated to the top quark decay. In all events the non b
tagged jet is associated to the spectator jet. Here, the one with the larger transverse
momentum of the two is chosen as it is more likely to originate from the top quark decay
and not from gluon-splitting. The charged lepton is either a muon or an electron coming
from the decay of the W boson or from the decay of a τ , which originated from the W
boson. The neutrino is not observable in the detector as it is only interacting via the
weak interaction. The presence of the neutrino results in missing transverse momentum
pmissT in the event. It is assumed that the entire missing transverse momentum in an
event is due to the neutrino. However, as the longitudinal component of the missing
momentum is not known at an hadron collider only the transverse components of the
neutrino momentum can be determined in this way. To determine the longitudinal
component pν,z of the neutrino momentum the mass of the W boson is fixed to its
currently best known value of 80.385GeV [7]. Further it is assumed that the neutrino




= (pℓ + pν)
2 (8.9)
= 2EℓEν − 2pℓ · pν (8.10)
= 2EℓEν − 2pℓ,Tpν,T cos∆φ− 2pℓ,zpν,z, (8.11)
here ∆φ is the azimuthal angle difference between the charged lepton and the neutrino.




ν,z. Squaring equation (8.11), a














+ pℓ,Tpν,T cos∆φ. (8.13)
In about one third of the cases the radicand R = µ2−p2ℓ,Tp2ν,T in equation 8.12 becomes
negative, resulting in complex-valued solutions. In this case it is assumed that the
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missing transverse momentum is misreconstructed and therefore pν,x and pν,y are varied
independently until the radicand becomes zero, while still keeping the W boson mass
fixed [182]. It is tried to leave the variations with respect to the measured transverse
momentum small, meaning the difference:
δ =
√
(/Ex − pν,x)2 + ( /Ey − pν,y)2 (8.14)
should be minimal. A comparison between the reconstructed and generated pν,z for
simulated single top quark t-channel events with complex valued solutions is given in
figure 8.9a. In two third of the events the radicand in equation 8.12 is positive resulting
in two positive solutions of which one has to be chosen. The common choice used in
previous analyses is to always pick the solution that yields the smaller absolute value
for pν,z. As pν,z follows a steeply falling distribution this gives a better description on
average than always picking the larger of the two solutions. However, as can be seen
in figure 8.9b choosing always the smaller solutions results in a pν,z distribution that is
significantly softer than the generated distribution, as the criterion biases the solution
towards smaller values. Instead of always picking the smaller of the two solutions in
this thesis the choice is based on the output of a neural network. The specifics of
the setup and training of the neural network discriminator will be discussed in more
detail below. The pν,z distribution when picking the solution based on the output of
the neural network discriminator is also shown in figure 8.9b. Using this approach a
good description of the pν,z distribution is achieved. Picking the pν,z solution based
on the output of the discriminator also results in a better reconstruction of the top
quark, especially the pseudorapidity of the top quark, as is shown in figure 8.10. In
addition the reconstruction of the top quark mass in simulated single top t-channel
events is found to be improved with this approach. The reconstructed top quark mass,
transverse momentum and pseudorapidity in the 2j1t region and 3j2t tt̄-enriched event
categories are shown in figure 8.11. The modeling in the W/Z-jets-enriched 2j1m0t
event category is shown in appendix A.3.
The neural network used in this thesis to choose one of the two p±ν,z solutions is a simple
feed-forward neural network with two hidden layers and 100 neurons per layer. The
neural network is used as a discriminator, it classifies each of the two solutions p±ν,z as
being ”correct” or ”wrong”. The neural network is in the following referred to as the
neutrino neural network (NNN).
For the training of the NNN, only simulated single top t-channel events where equa-
tion (8.12) results in two real solutions are used. The training events are randomly
chosen from all matching simulated single top t-channel samples, including samples
that correspond to systematic variations. Only a small subset of about 1.5% of all
simulated single top t-channel events are used for the training. From those events 20%
are used for validation purposes. A single discriminator is trained for the full Run 2
data set. For the training the TensorFlow [183] framework is used.
The correct solution is defined as the solution that minimizes the absolute difference in
pseudorapidity between the generated and reconstructed neutrino. The pseudorapidity
η and the transverse and longitudinal momentum pT and pz of any particle are related
to each other via the relation:
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Figure 8.9: Longitudinal neutrino momentum. Generated and recon-
structed distribution of the longitudinal component of the neutrino momentum
pν,z for simulated single top t-channel events with a leptonic W boson decay.
The left figure (a) shows the distribution for events which have complex so-
lutions of equation (8.12). The right figure (b) shows the distribution for
events in which two real solutions are obtained. Different methods of choos-
ing one of the two solutions are compared: choosing always the solution with
the smaller abolute value and choosing the solution based on the output of a
neural network (NNN).























































Figure 8.10: Comparison of top quark pseudorapidity. Shown are
the generated and reconstructed distribution of the pseudorapidity of the top
quark for simulated leptonic single top t-channel events. Figure (a) shows
the distribution for events which have complex solutions of equation (8.12).
Figure (b) shows the distribution for events for which two real solutions are
obtained. Two different methods of reconstructing the longitudinal momen-
tum of the neutrino are compared. Either picking always the smaller solution
in equation (8.12) or by choosing the solution based on the output of a neural
network (NNN).
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Figure 8.11: Reconstructed top quark kinematical variables. The
reconstructed top quark mass (top), transverse momentum (middle) and ab-
solute pseudorapidity (bottom) are shown in the 2j1t (left) and 3j2t (right)
event categories. The hashed area corresponds to the combined statistical and
systematic uncertainties of the prediction. The prediction is scaled to match
the data.
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Figure 8.12: Transverse neutrino momentum. Generated and recon-
structed distribution of the transverse component of the neutrino momentum
pν,T for simulated single top t-channel events with a leptonic W boson decay.
The left figure (a) shows the distribution for events which have complex solu-
tions of equation (8.12). The right figure (b) shows the distribution for events
for which two real solutions are obtained.
pz = pT · sinh(η) (8.15)
From this equation the η±ν values corresponding to the two real p
±
ν,z can be computed. If
ηgen is the pseudorapidity of the generated neutrino, then the differences δ± are defined
as:
δ± = |ηgen − η±ν | (8.16)
The solution with the smaller δ is then chosen as the correct solution. Using this figure
of merit a good agreement between both the reconstructed and generated pz and η
distributions is observed. The measure could also be defined in terms of minimizing
the difference in pz instead of η. However, doing so results in a classifier that favors
smaller values of η and therefore does not describe the pseudorapidity distribution of
the neutrino as well as a classifier that has been trained minimizing the differences in
pseudorapidity. This behaviour can be understood by recalling that differences in pz
can arise from either differences in pT or in η. In figure 8.12 the generated and recon-
structed pT distributions of the neutrino are shown. As can be seen the reconstructed
pT distribution tends towards larger values than the generated one. A classifier that is
trained with the objective to find the solution that minimizes the differences in pz will
therefore try to compensate too large values of reconstructed pT by picking smaller η
values.
For the training of the NNN a total of 14 input variables are used, which are listed in
table 8.3. The variables are sorted according to their impact on the classification result
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real solutions smaller |p
(c)
Figure 8.13: Neutrino Pseudorapidity. Generated and reconstructed
distribution of the pseudorapidity of the neutrino for simulated single top t-
channel events with a leptonic W boson decay. The figures show only events
with two real solutions of equation (8.12). Figure (a) shows the 1D distribution
of the generated neutrino pseudorapidity, as well as the neutrino pseudorapid-
ity reconstructed using the NNN and by picking always the smaller of the
|p±ν,z| solutions. Figure (b) shows the 2D distribution of the generated and
the reconstructed pseudorapidity, where the reconstruction is done using the
NNN. Figure (c) is done reconstructing the neutrino by always picking the
solution with the smaller absolute value.
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of the NNN. To evaluate the impact of each variable first an inference is run on a data
set. From the predictions of the NNN, the AUC value of the ROC a is computed. Then
the inference is repeated on the same data set 14 times — once for each variable — and
the values of the corresponding variable is replaced with random numbers drawn from a
uniform distribution between the smallest and largest value of the variable. The smaller
the AUC value ai when replacing variable i with random noise, the more important is
the variable for the performance of the NNN. The ranking ri for variable i is computed
as the relative difference in AUC value: ri =
a−ai
a . The four input variables with the
highest rank are the energy and pseudorapidity of the b jet from the top quark decay
and the pseudorapidities corresponding to the two solutions of equation (8.12).
The model achieves an accuracy of about 70% for picking the correct solution and an
AUC value of 0.78 on the validation data set. Figure 8.13 compares the generated and
reconstructed pseudorapidity distributions of the neutrino. If the pν,z is reconstructed
by picking the solution with the larger NNN output the 1D distributions show a good
agreement and there is a clear correlation between the reconstructed and generated
distribution as can be seen from the scatter plot 8.13b. Choosing always the small-
est solution results in η spectrum that is more biased towards zero. Also there is a
weaker correlation between the reconstructed and generated distribution as visible in
figure 8.13c. The reconstructed pseudorapidity of the top quark for real and complex
solutions is shown in figure 8.10. For events with complex solutions the agreement
between the reconstructed and generated solution is good. For real solutions, picking
always the solution with smaller |pν,z| results in a reconstructed shape that significantly
differs from the generated one. Choosing the solution based on the NNN output leads
to a significantly better agreement between the reconstructed and generated solutions.
Using the NNN may result in a bias as it could learn the underlying distribution during
training and then only pick solutions that are biased towards the SM. To study a possi-
ble bias, the model was retrained while reweighting the pseudorapidity distribution such
that it follows a uniform distribution. This model showed no significant deterioration in
performance compared to the nominal model. The nominal model was further applied
to simulated t-channel single top quark samples that had been generated with non-SM
settings and had a top quark pseudorapidity distribution that is different from the SM
prediction. Also in this case the reconstructed distribution using the NNN agreed well




Table 8.3: Input variables used for the neutrino neural network. The
input variables are sorted according to the relative difference in the AUC value,
which is obtained if the variable is replaced with random noise for computing
the predictions.
Rank Variable Relative difference in AUC
1 energy of the b jet associated to the top quark decay 0.28
2 η of the b jet associated to the top quark decay 0.23
3 η+ν solution of equation (8.12) 0.22
4 η−ν solution of equation (8.12) 0.22
5 η of the charged lepton 0.22
6 pT of the charged lepton 0.17
7 pT of the b jet associated to the top quark decay 0.16
8 missing transverse momentum 0.13
9 φ of the b jet associated to the top quark decay 0.13
10 φ of the charged lepton 0.09
11 φ of the missing transverse momentum 0.06
12 flavor and charge of the charged lepton 0.03
13 mass of the charged lepton 0.02
14 b tagging score of the b jet associated to the top quark decay < 0.01
8.8 Event classification
The event selection is optimized to select a large number of single top t-channel events
while rejecting most background contributions. However in the signal region, single top
t-channel production still contributes only about 10% to the total number of selected
events. The signal purity can be increased using machine learning techniques. For
the signal extraction it is not only useful to have regions dominated by the signal
process, but also to have background-dominated regions that can be used by a ML fit
to constraint each background process individually. Therefore, one multiclassification
BDT is trained to categorize events into four process categories: single top t-channel
events, top background events — which includes tt̄ and tW—, W/Z-jets events and
QCD multijet events. The output of the BDT are four numbers BDTc ∈ [0, 1], one for
each of the four process categories. Those numbers are correlated with the probability
of an event to belong to a given process. The larger the BDT output for a process
category the larger the probability that the event belongs to this process. A BDT is
chosen for this task instead of a neural network, as a low number of input variables is
used and BDTs are very robust discriminators.
In the following the design, training and evaluation procedure of the BDT is elaborated
in more detail. The hyperparameters and input variables of the BDT are chosen such
as to achieve descent discrimination power while being robust, avoiding overtraining
and having a low correlation with the variables as a function of which a differential
cross section measurement is performed; namely the top quark pT and rapidity and the
three angular polarization variables cos(θx), cos(θy) and cos(θz), which are defined in
section 8.12.1. For the training of the BDT the TMVA [184] framework is used. The
BDT consist of 1000 shallow trees with a maximum depth of three and a minimum
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node size of 5%, no pruning is used during the training. The cross-entropy is used as
loss function and gradient boosting is employed as boosting algorithm. For the training
events from the 2j1t event category are used. As events with negative event weights
can negatively effect the boosting during the training, only events with positive event
weights are considered for the training data set. This is mostly relevant for W/Z-jets as
the W/Z-jets simulated samples are generated with amc@NLO that use negative event
weights to account for the differences between LO and NLO. Around 1% of the total
number of simulated events are used for training. For QCD multijet, data from the
sideband region is used for the training. All events are reweighted during the training
such that there is an equal amount of events for each process category. Of the chosen
events 70% are used for the training and 30% for the testing data set.
A good selection of input variables is of critical importance for the performance of the
discriminator. Only variables that are well modeled and that show a good agreement
between data and prediction are considered as input variables. Choosing badly modeled
input variables would result in worse performance on data than on simulation and an
inability of the model to generalize to unknown data. A second important considera-
tion is that the variables should be only weakly correlated to the variables in which a
differential cross section measurement is performed, i.e., the three polarization angles
and the top quark transverse momentum and rapidity. This reduces the possible bias
of the BDT on the measurement. In total six input variables are used for the training
of the BDT all of them fulfill above requirements. The variables are listed in table 8.4.
One of the six variables is the event shape. It is a measure of the three-jet structure of

















event shape = 3(λ1λ2 + λ1λ3 + λ2λ3), (8.18)
Here pai is the a-th three-momentum component of particle i. The eigenvectors λi are
ordered in descending order and are normalized such that λ1+λ2+λ3 = 1. Figures 8.14
and 8.15 show the distributions of the input variables for the different process and also
compares the total distributions from simulation to data in the 2j1t event category. In
appendix A.4 the modeling of the input variables in the tt̄-enriched 3j2t and W/Z-jets-
enriched 2j1m0t event categories are shown. In general good agreement between data
and simulation is found. Figure 8.16 shows the correlation between the BDT input and
output variables and among the polarization angles, as well as the top quark pT and y.
All input variables as well as the outputs of the BDTs, exhibit low correlation with the
polarization angles and the top quark transverse momentum and rapidity. The largest
one being between cos(θz) and ∆R(light jet, b jet) with a correlation of 0.28.
The output distributions of the BDT for each process category and for the training
and testing data set are shown in figure 8.17. There is generally good agreement in the
output distributions of the training and testing data set, which allows to conclude that
no overtraining occurred. As can be seen, good discrimination power for t-channel, tt̄
+tW and QCD against the corresponding remaining processes can be achieved, with
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Table 8.4: BDT input variables. Listed are the input variables used for
the training of the multiclassification BDT. The variables are sorted by their
importance during the training.
Description Variable Score in training
Absolute value of the pseudorapid-
ity of the spectator jet
|ηj′ | 0.19
∆R between the momentum vec-
tors of the spectator jet and the
b-tagged jet associated to the top
quark decay.
∆R (light jet, b jet) 0.18
Absolute difference in the pseudo-
rapidity of the charged lepton and
the b-tagged jet associated to the
top quark decay
|∆η(ℓ, b jet)| 0.17
See equation (8.17) event shape 0.17
Invariant mass of the top quark re-
constructed from the charged lep-
ton, the neutrino, and the b-
tagged jet associated to the top
quark decay
mt 0.15
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Table 8.5: Confusion matrix of the multiclassification BDT. The
rows show the true categories and the columns the predicted event categories.
The number in row i and column j gives the relative amount of events that are
predicted by the BDT as event category j but really belong to event category
i. The numbers are given relative to the number of true events, such that
numbers in each row sum up to one.
truth
predicted
t-channel tt̄ +tW W/Z-jets QCD multijet
t-channel 64% 15% 7% 14%
tt̄ +tW 17% 54% 12% 17%
W/Z-jets 18% 26% 32% 24%
QCD multijet 15% 14% 14% 57%
AUC values of 0.81, 0.73 and 0.72 respectively. The classification into W/Z-jets is the
most difficult one with an AUC value of only 0.66. Table 8.5 shows the confusion matrix
of the multiclassification BDT. The confusion matrix shows how large the migrations
are among the different classes. As can be seen from the table 64% of all signal events
are correctly classified as signal events. Most misclassified signal events are classified
as tt̄ or tW events (15%) or as QCD multijet events (14%). Only 7% of the signal
events are wrongly classified as W/Z-jets events. Figure 8.18 compares the output
distributions of the BDTs between simulation and data in the 2j1t event category. The
BDT output distributions in the tt̄-enriched 3j2t and W/Z-jets-enriched 2j1m0t event
categories can be found in appendix A.4. Overall good agreement between data and
prediction is found.
From the four different output nodes of the BDT a single output BDTS is defined as
follows. Of the four output nodes of the BDT the output node BDTmax with the largest
value is chosen and the corresponding process category is called cmax. Based on cmax













0, cmax = QCDmultijet
1, cmax = W/Z-jets
2, cmax = tt̄ and tWbackground
3, cmax = single top t-channel
(8.19)
For example, if the output node that corresponds to single top t-channel events is the
largest, which means the event has a high probability to be a single top t-channel event,
then the offset is 3. The final BDT discriminator value is calculated as:
BDTS = BDTmax + offset(cmax) (8.20)
The result is a discriminator in which the values from 0 to 1 are enriched in QCD
multijet events, the values from 1 to 2 in W/Z-jets events, the values from 2 to 3
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Figure 8.14: Modeling of BDT input variables. Shown are the shapes
for the three highest ranked input variables used as input for the BDT. The
left figures show the comparison between data and prediction for each input
variable. The prediction is scaled to match the amount of data. The right
figures show the distributions for the different processes for each input variable
where each process is normalized to 1. The figures correspond to the full Run
2 data set in the 2j1t event category.
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Figure 8.15: Modeling of BDT input variables. Shown are the shapes
for the three lowest ranked input variables used as input for the BDT. The
left figures show the comparison between data and prediction for each input
variable. The prediction is scaled to match the amount of data. The right
figures show the distribution for the different processes for each input variable
where each process is normalized to 1. The figures correspond to the full Run
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Figure 8.16: BDT Correlations. Correlation between the BDT input
variables, the BDT outputs, the top quark transverse momentum and rapidity,
and the three polarization angular variables.
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Figure 8.17: BDT output distributions. Shown are the distribution for
each of the BDT output nodes for each process for both the training and the
testing data set. All distributions are normalized to unit area.
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Figure 8.18: Comparison of the BDT output distributions to data.
The top left figure shows the output distribution for the t-channel node, the
top right figure the tt̄ and tW node, bottom left the W/Z-jets node and bottom
right the QCD multijet node. The prediction is scaled to match the amount
of data.
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Figure 8.19: Prefit BDTS distributions. Shown are the distributions of
BDTS for events with positively charged leptons (left) and negatively charged
leptons (right). The distribution corresponds to events in the 2j1t event cat-
egory. The prediction is scaled to match the amount of data.
in tt̄ and tW background events and the values from 3 to 4 in single top t-channel
signal events. The distribution of the discriminator separately for events with positively
charged leptons and for events with negatively charged leptons is shown in figure 8.19.
8.9 Parton and particle level objects
As explained in chapter 5, events are generated in steps. First, the hard interaction is
simulated, then the parton shower followed by the hadronization and last the detector
response. In order to compare predictions with measured data all steps of the simula-
tion have to be performed. However, this makes it difficult to compare measurements
between different experiments - with different detector responses - or between different
event generators or theory models. In order to make these comparisons the effects of
the detector response need to be undone. This is achieved using unfolding techniques
(see section 3.3). For the unfolding it is necessary to properly define the objects and
observables at the different levels of simulation. Physics objects after detector simula-
tion (or actual measured object in data) are referred to as detector level objects and
those detector level objects that are selected and reconstructed in the analysis are called
reconstruction level objects. Those objects have already been defined in chapter 6 and
the selection criteria have been laid out in section 8.3. Besides those there are also two
further levels at which objects are defined; the parton level and the particle level. Phys-
ical objects contributing to the hard interaction before hadronization are referred to as
parton level objects in this thesis. Objects after hadronization, but before simulating
the detector response and particles from additional proton-proton collisions (pileup)
are called particle level objects. Naturally, the particle level objects are more similar
to the reconstructed objects. Additional selection criteria on the particle level objects
are applied, which are similar to the selections at reconstruction level. The selection
criteria are defined such that they are close to the fiducial phase space of the detector.
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In the following a detailed description of objects at parton level, which are relevant to
single-top t-channel production, is given.
Top quark: The top quark must originate from the hard interaction and has to be on-
shell. Some generators simulate the top quark in multiple stages and store a copy
of the top quark after each stage. In this case the top quark after accounting for
QCD and QED radiations is taken.
Prompt charged lepton: Charged leptons can be muons or electrons. They must be
part of the hard interaction and have to originate from a W boson. In about 11%
of single-top t-channel events, the W boson decays into a τ . In these cases the
muon or electron from the τ decay is taken.
Prompt neutrinos: Neutrinos must also be associated to the hard interaction and have
to originate from a W boson. If the W boson decays into a τ , a pseudo-neutrino is
constructed, whose four-momentum is computed by summing the four-momenta
of the neutrino from theW boson decay and the subsequent decay.
Spectator quark: The spectator quark must be part of the hard interaction and must
originate from the initial-state partons. As it should be of light flavor (u, d, s,
c) it must not be a bottom quark. If the generator stores multiple copies of the
quark, the copy after accounting for QCD and QED radiations is taken.
Initial light quark: At LO the single-top t-channel production in the 4FS has a gluon
and a quark in the initial state (quark-gluon process). The initial light quark is
then the quark in this process that lies inside the proton. The initial light quark
must be part of the hard interaction and should not originate from any other
particles. Further it must be a light-flavored quark. At NLO or at higher orders,
the initial state can also consist of two quarks or two gluons. In case of two
quarks in the initial state one is interested in the quark that scatters against the
top quark, emitting the spectator quark. The other typically radiates a gluon.
However, it is not always possible to find the correct quark of the two from the
ancestor history as not always enough details from the event generator are stored
in the event record. If the quarks have different flavor, the correct one can be
chosen by matching the flavor to the charge of the top quark. However, in about
2% of all events, the ambiguity cannot be resolved. In about 5% of all events
the initial state contains two gluons. In those events no initial light quark is
reconstructed.
The following gives a detailed description of the definition of objects at particle level,
which are relevant to single-top t-channel production. In general, objects at particle
level use only final state particles with a mean lifetime of at least 30 ps. Further, all
objects must lie within the detector acceptance:
Dressed leptons: Charged leptons may radiate photons. These photons are clustered
with the lepton. Dressed leptons are clustered from photons and leptons within
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a radius of ∆R =
√
∆η2 +∆φ2 ≤ 0.1 around the charged lepton. No isolation
conditions are imposed. The lepton must not originate from a hadron or quark.
Missing transverse momentum / Neutrino: The missing transverse momentum is com-
puted by summing the four-momentum of all neutrinos from W boson, Z boson
and τ decays. The neutrino is reconstructed from the transverse momentum by
utilizing the W boson mass constraint.
Jets: After hadronization quarks and gluons form jets, which contain different hadrons,
leptons and photons. Jets are clustered using the anti-kT algorithm with ∆R =
0.4. They are clustered from all stable particles excluding all neutrinos, photons,
electrons, and muons used to define the dressed leptons.
b jets: All particle-level jets in which a b hadron is clustered are treated as b jets. Only
b hadrons with an initial transverse momentum pT ≥ 5GeV are considered.
Spectator jet: At particle level the spectator jet is taken as the not-b-tagged jet with
the largest pseudorapidity in an event.
Pseudo Top quark: The pseudo top quark is reconstructed by summing the four-
momenta of the dressed lepton, neutrino and b jet. If there are multiple b jets in
the event the one that results in a top quark mass closer to 172.5GeV is used.
After defining the particle-level objects, a fiducial phase space is defined using selection
criteria close to the selection criteria at reconstruction level. The selection criteria
are based on dressed leptons and particle-level jets. A good muon must be a dressed
muon with pT ≥ 25GeV and |η| < 2.4 and a good electron a dressed electron with
pT ≥ 30GeV and |η| ≤ 2.1. Veto muons must be dressed muons with pT ≥ 15GeV and
|η| < 2.5, and veto electrons are dressed electrons with pT ≥ 15GeV and |η| ≤ 2.5. Jets
must have pT ≥ 40GeV and |η| < 4.7. Further, there must be no dressed lepton in a
cone of ∆R = 0.4 around the jet. b jets must fulfill a tighter pseudorapidity criteria of
|η| < 2.4, in order to restrict it to the acceptance of the tracker. Events in the fiducial
phase space must have exactly one good muon or electron and no additional veto muons
or electrons. Additionally, there must be at least two jets in the event of which at least
one must be b-tagged.
8.10 Systematic uncertainties




Table 8.6: Luminosity systematic uncertainties correlations. Uncor-
related and correlated contributions in the different years to the uncertainty
in the luminosity measurement. The numbers are given in percent and are
provided by the Luminosity Physics Object Group of the CMS Collabora-
tion [188].
Source 2016 / % 2017 / % 2018 %
Uncorrelated 2016 1.8 0 0
Uncorrelated 2017 0 2 0
Uncorrelated 2018 0 0 1.5
X-Y factorization 0.9 0.8 2
Length scale 17-18 0 0.3 0.2
Beam current calibration 17-18 0 0.3 0.2
Dynamic inefficiency 0.3 0 0
8.10.1 Experimental uncertainties
Luminosity: The total uncertainty in the measured luminosity per year is 2.5%
in 2016, 2.3% in 2017 and 2.5% in 2018 [185–187]. These uncertainties are
compromised of several sources of which some are correlated between different
years and some are uncorrelated. A detailed breakdown can be found in table 8.6.
Pileup: As described in section 8.5.1 dedicated event weights are used to correct
the difference in the pileup profiles in data and simulation. The inelastic proton-
proton cross section that is used for the pileup reweighting is 69.2± 3.2mb. The
relative uncertainty of 4.6% is determined by the Luminosity Physics Object
Group of the CMS collaboration [176]. This uncertainty is taken into account
by computing dedicated sets of weights with the one standard deviation up and
down varied cross section.
Lepton and b tagging efficiencies: The differences in the efficiencies between data
and simulation in identifying leptons and b jets are taken into account using
dedicated scale factors (see sections 8.5.4 and 8.5.3). Applying these scale factors
introduces systematic uncertainties. To take these uncertainties into account the
events are reweighted using shifted scale factors. The scale factors are shifted up
and down by one standard deviation according to their measured systematic and
statistical uncertainties. The uncertainties are considered fully correlated between
all signal and background processes. The uncertainties in the lepton efficiencies
are considered independently for electrons and muons but each fully correlated
for all years. The uncertainties in the b tagging efficiencies are considered as
partially correlated between years.
Level 1 Trigger ECAL prefiring: Dedicated event weights are used to correct for
the prefiring issue discussed in section 8.5.5. The uncertainties in these weights
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are computed for each (pT, η) bin as either a flat 20% in the prefiring probability
or the statistical uncertainty in the corresponding bin, depending on which is
larger. Events are reweighted using the up and down varied event weights.
Corrections to the jet energy and missing transverse momentum: As dis-
cussed in section 6.6 the jet energies are corrected in order to obtain a better
agreement between data and simulation. Each of these corrections introduces
systematic uncertainties that have to be taken into account. The systematic un-
certainties in the jet energy corrections can be decomposed into different sources,
such as high-pT extrapolation uncertainties, absolute scale uncertainties, relative
jet energy resolution, jet flavor dependent uncertainties or uncertainties due to
pileup. The quadratic sum of these individual sources is taken as uncertainty. A
detailed explanation can for example be found in reference [160].
The jet energy in simulation is smeared using resolution scale factors. Uncertain-
ties due to the jet energy resolutions contribute already to the total uncertainties
of the jet energy corrections. However, the jet energy resolution uncertainties
used as part of the uncertainties of the jet energy corrections are stemming from
residual differences in dijet events that are mainly caused by the differences in
resolution between the barrel and the forward region. This effect is zero in the
barrel region in which both jets have the same resolution. Thus, additional un-
correlated uncertainties are used for the jet energy resolution scale factors. They
are implemented by smearing the jet energy using the up and down variations of
the resolution scale factors.
As described in section 6.7 the jet energy corrections also affect the missing trans-
verse momentum, as a change in the jets energies also translates into changes in
the reconstructed missing transverse momentum of the event. Therefore, the un-
certainties imposed due to the jet energy corrections are also propagated to the
missing transverse momentum.
Changes in the jet energy affects both the selection efficiency as well as the recon-
struction of physics objects. Therefore, all uncertainties described above are taken
into account by rerunning all analysis steps on dedicated samples with altered jet
energies and momentum. Systematically varied templates are then derived from
these samples.
Limited size of simulated samples: This analysis relies on MC simulation for
the prediction of the signal and background templates. Due to computational
limitations only a limited amount of simulated events can be generated. The
limited size of the MC samples causes statistical fluctuations in each bin. These
fluctuations are taken into account using the Barlow-Beeston-lite method [77,78].
This method introduces one additional nuisance parameter per bin.
Background normalization: Normalization uncertainties in the cross sections of
the background processes are applied. The uncertainty in the tt̄ cross section is
taken to be 6% [30]. For the tW cross section the experimental uncertainty of
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11% [189] instead of the theory uncertainty is used to account for possible overlap
with the tt̄ process at NLO accuracy. An uncertainty of 10% in the W/Z-jets
cross section is applied. This value is chosen larger than the theory uncertainty in
the NNLO cross section of about 4%, to account for uncertainties stemming from
the selection of heavy-flavored jets. Finally, an uncertainty of 50% is applied in
the normalization of the data-driven QCD multijet background.
8.10.2 Theory uncertainties
Top quark pT: In differential measurements it is observed that the distribution
of measured top quark pT in tt̄ events tends towards larger values, than pre-
dicted [190, 191]. This effect is taken into account by reweighting the nominal
distributions with weights that correspond to the difference in the observed and
predicted pT spectrum. This uncertainty is only considered for tt̄ events and not
for other top quark processes, i.e. single-top t channel and tW processes. The
uncertainty is taken as fully correlated between all years.
PDF and αS: Events are simulated using the NNPDF3.1 [117] PDF set. This PDF
set is provided with 100 Hessian eigenvector variations of the nominal PDF value.
For each eigenvector variation dedicated event weights are stored in each event.
Those weights can be used to reweight the events in order to obtain systematically
shifted templates. The nominal value for the strong coupling constant used in
this PDF set is αS = 0.118. In addition to the eigenvalue variations there are
two weights in each event that correspond to up and down variations of the
strong coupling constants, namely αS = 0.120 and αS = 0.116, respectively.
Using these weights systematic varied templates are constructed following the
PDF4LHC recommendations for Run II [192]. This uncertainty is evaluated for
each process individually and is considered correlated between all years of data-
taking for same processes.
Factorization and renormalization scales at matrix-element level: Simulated
events contain event weights that correspond to variations of a factor two up or
down of the renormalization µR and factorization scales µF. The envelope of all
variations in which the renormalization and factorization scale are varied sepa-
rately up or down is taken as uncertainty. The variations in which both scales are
simultaneously varied up or down are not considered in the envelope. This uncer-
tainty is considered correlated for the same process across all years. Further it is
considered uncorrelated between QCD-induced (ttbar) and electroweak-induced
(single-top) processes.
Initial-state and final-state radiation: The emissions in the parton shower are
computed at a certain energy scale Q2 corresponding to a certain value of the
strong coupling constant αS. To take into account uncertainties due to αS in
the parton shower, the scale for QCD emissions in initial-state (ISR) and final-
state radiations (FSR) is varied. Technically, these variations are implemented
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via event weights that correspond to a factor two up and down shifts of the scale
Q, separately for ISR and FSR. For the ISR variation electroweak-induced single
top quark processes are not correlated with QCD-induced tt̄ processes. This is
done because the parton shower approximates higher order accuracies that are
process dependent. The FSR uncertainties are considered correlated between tt̄
and single top quark processes.
Matching of parton shower and matrix element: In POWHEG the proba-





This damping function controls the matching between the parton shower and the
matrix element. The value of the damping variable is [132].
hdamp = 1.379
+0.926
−0.5052 · mtop. (8.21)
The uncertainty is taken into account for the tt̄ process by using dedicated sim-
ulated samples that have been generated with a one standard deviation up or
down shifted damping variable. In all samples a top quark mass of 172.5GeV is
assumed.
Underlying event tune: In simulated events, the CP5 tune is used to model the
underlying event. Systematic uncertainties due to the choice of the tune settings
for single top t-channel and tt̄ process are taken into account by using dedicated
simulated samples that have been generated with different tune settings. A de-
scription of the underlying event tune settings can be found in reference [132,193].
Uncertainties are considered correlated between QCD-induced and electroweak-
induced processes. The simulated W/Z-jets events in 2016 are generated with the
underlying event tune CUETP8M1. For all other samples the CP5 tune is used.
This may result in inconsistencies due to different modelling of the underlying
event. The change in the selection efficiency in the signal sample when using the
CUETP8M1 instead of the CP5 tune is found to be smaller than 5%. Thus,
a conservative additional 5% rate uncertainty is applied for W/Z-jets events in
2016, which should cover effects due to the differences in the underlying event
tune.
8.11 Inclusive cross section measurement





Here Nsignal are the observed number of signal events, Lint is the measured integrated
luminosity and ǫ the event selection efficiency. Given the selected number of events
Nselected and the total number of events Ntotal in a sample of simulated events, the
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selection efficiency is defined as ǫ = Nselected/Ntotal. Both the integrated luminosity and
the selection efficiency is given by the experiment and analysis setup. The missing
ingredient in a cross section measurement is therefore the number of signal events that
needs to be determined from data.
8.11.1 Signal extraction
In order to determine the number of signal events a ML fit using the HiggsCombine
tool [75] is performed on the combined output distribution of the multiclassification
BDTS (see section 8.8). The discriminator is defined in such a way that it defines
four intervals of which each is enriched in one of the processes: t-channel single top
quark production, tt̄ or tW production, W/Z-jets production or QCD multijet pro-
duction. Thus, not only a signal-enriched region, but also three background enriched
regions are used in the ML fit. These background-enriched regions help to constraint
the background components in the ML fit and thus reduce the overall uncertainty in the
background prediction. Further, the normalization of the QCD multijet background is
still undetermined, as only the shape has been taken from the data in the sideband.
Defining a QCD multijet enriched region allows to fit the QCD normalization simulta-
neously with the number of signal events.
For each year of data-taking and each process templates of the discriminating variable
are constructed separately for positively and negatively charged leptons. Top quarks
decay always into positively charged leptons and top antiquarks always into negatively
charged leptons. Therefore, this setup allows to fit the number of top quark and top
antiquark events separately and also to determine the ratio of the top quark to top
antiquark production cross section. In the fit one signal strength parameter for the
rate of top quark µt and one for the rate of top antiquark µt events is used. The
signal strength parameters scale the amount of observed single top quark and single
top antiquark events, such that the observed number of events is the product of the
predicted number of events and the signal strength parameter. Therefore, using the
signal strength parameters the top quark and top antiquark cross sections are computed
according to:
σt,obs. = µt · σt,theo.
σt,obs. = µt · σt,theo.
Here σtheo. are the theoretically predicted cross sections (see chapter 2.1). In addition
two signal strength parameter for the amount of QCD multijet events in barrel and
endcap are introduced to fit the QCD multijet normalization simultaneously.
The systematic uncertainties considered are described in section 8.10. For each un-
certainty and process an additional varied template is constructed. All systematic
uncertainties, except the theory uncertainties in the modeling of the signal process, are
implemented in the ML fit as nuisance parameters. The only exception is the uncer-
tainty in the luminosity measurement that is added as a flat uncertainty in the measured
cross section. Theory uncertainties affecting the modeling of the signal processes are
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Figure 8.20: Postfit BDTS distributions. Shown are the distribu-
tions of BDTS for events with positively charged leptons (left) and negatively
charged leptons (right). The distribution corresponds to events in the 2j1t
event category. The prediction is scaled to the inclusive fit result.
not implemented as nuisance parameters in the ML fit. These signal modeling uncer-
tainties are the uncertainties due to the choice of PDF and αS, due to the factorization
and renormalization scales, initial-state and final-state radiation and the modeling of
the underlying event tune. These are not profiled in the fit because the measurement is
carried out in a limited phase space region and the results are extrapolated to the full
phase space based on the predictions of the signal simulation. The signal modeling un-
certainties are therefore relevant in the selected phase space region and in the full phase
space. Thus, these uncertainties should not get constrained from the fit in the reduced
phase space. Therefore, instead of implementing the signal modeling uncertainties as
nuisance parameters in the ML fit, a separate fit is performed for each signal modeling
uncertainty. In these fits the nominal signal template is replaced by the systematically
varied one. The uncertainty due to a source on a signal strength parameter is taken
as the larger of the absolute shifts in the fitted signal strength parameter, caused by
either the ”up” or ”down” variation of the source. Figure 8.20 shows the BDTS distri-
bution for events with positively and negatively charged leptons where the predictions
are scaled to the fit result.
8.11.2 Results
The measured cross sections for t-channel single top quark production σt and top an-
tiquark production σt̄ are:
σt = 130± 1 (stat)± 3 (prof)± 20 (sig-mod.)± 3 (lumi) pb
= 130± 1 (stat)± 20 (syst) pb
= 130± 20 pb
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σt = 80± 1 (stat)± 2 (prof)± 15 (sig-mod.)± 2 (lumi) pb
= 80± 1 (stat)± 15 (syst) pb
= 80± 15 pb
The systematic uncertainty (”syst”) is calculated as the quadratic sum of the uncer-
tainty from the systematic variations that are profiled in the maximum likelihood fit
(”prof”), the theory uncertainty in the signal modeling (”sig-mod.”), and the uncer-
tainty due to the luminosity (”lumi”). The measured values agree with the predictions




into account the correlation between the uncertainties.
Rt-ch. = 1.63± 0.01 (stat)± 0.03 (prof)± 0.05 (sig-mod.)
= 1.63± 0.01 (stat)± 0.06 (syst)
= 1.63± 0.06
In figure 8.21 a comparison between the measured cross section ratio and the predic-
tions from different PDF sets is shown. The measured cross section ratio is lower than
the predictions but still agrees with most of them within the uncertainties of the mea-
surement and the prediction. The largest difference is found between the measured
value and the ABM [194,195] PDF set.
The total single-top t-channel cross section σt+t is given by the sum of σt and σt̄:
σt+t = 211± 1 (stat)± 6 (prof)± 35 (sig-mod.)± 5 (lumi) pb
= 211± 1 (stat)± 35 (syst) pb
= 211± 35 pb
Here, the profiled uncertainty is calculated using the full covariance matrix of the fit
result, taking into account the correlations between the profiled uncertainties of σt and
σt̄. The signal modeling uncertainty is calculated by linearly adding up the signal
modelling uncertainties of σt and σt̄, assuming them to be fully correlated.
From the total single-top t-channel cross section the CKM-Matrix element Vtb is cal-






assuming that the top quark decays only in bottom quarks. Here, fLV is a anomalous
form factor that modifies the Wtb interaction vertex [59]. fLV is 1 in the SM and
unequal one assuming new physics that modifies the strength of the left-handed coupling
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between the top quark and the W boson. Using the theoretical single-top t-channel
cross section (see chapter 2.1) and the measured cross section it can be computed to
be:
|fLVtb | = 0.99± 0.08 (exp)± 0.02 (theo). (8.24)
Here, the experimental uncertainties correspond to the total uncertainties from the
measurement, while the theoretical uncertainties correspond to the uncertainty in the
theory predictions. Under the assumption that the CKM matrix is unitary, a 95%
confidence-level lower limit can be computed for the CKM matrix element Vtb . The
lower limit is determined to be: Vtb > 0.82 (95% C.L.).
The relative contributions of all systematic variations considered in the analysis to the
total uncertainty of σt, σt̄ and their ratio is shown in table 8.7. The relative contri-
butions of systematic variations that are profiled in the fit are determined as follows.
For each systematic variation, the nuisance parameters corresponding to the variation
are kept to their best fit value and all other are allowed to vary freely. The relative
difference in the systematic uncertainty as compared to the nominal fit is then quoted
as the relative contribution of the systematic variation. For simplicity multiple similar
systematic variations are grouped together. The dominant systematic uncertainties are
the theory uncertainties in the signal modeling. The three signal modeling uncertain-
ties with the largest contribution to the total uncertainty are the uncertainty due to
the underlying event tune, the systematic uncertainties due to the renormalization and
factorization scale and the systematic uncertainties due to the signal PDF. From the
systematic uncertainties that are profiled in the ML fit, the largest are the systematic
uncertainties due to the limited size of simulated samples, the jet energy correction
uncertainties and the uncertainties due to the modeling of the background processes.
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Figure 8.21: Comparison of the measured cross section ratio with
predictions from different PDF sets. The measured cross section ra-
tio Rt-ch. is compared with the NLO predictions from different PDF sets.
The PDF sets are provided by LHAPDF 6.2.1 [196]: NNPDF3.0 [122],
NNPDF3.1 [117], CT14 [197], ABMP16 [194, 195], MMHT2014 [198],
HERAPDF2.0 [199]. The uncertainties in the predictions of the different
PDF sets are calculated using the combined PDF+αS uncertainty, the un-
certainty due to the top quark pole mass and the uncertainty due to the
renormalization and factorization scale.
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Table 8.7: Uncertainty contributions Relative contribution of the differ-
ent systematic uncertainty sources to the total uncertainty. The values are
sorted based on their contribution to the uncertainty to the cross section ratio
Rt−ch.
Source Rt−ch / % σ(t) / % σ(t̄) / %
Signal tune 20.2 20.0 20.4
µR/µF scale signal 16.8 28.2 26.4
PDF signal 15.7 15.1 15.4
FSR signal 15.6 16.8 16.8
ISR signal 13.0 12.8 13.0
Limited size of simulated samples 4.9 1.3 1.6
Jet energy scale corrections 2.3 1.0 1.2
Background modeling 2.2 0.7 0.8
b tagging 2.0 0.6 0.8
Background normalization 2.0 0.8 0.9
Jet energy resolution corrections 1.5 0.6 0.7
Unclustered energy corrections 1.3 0.3 0.5
Pileup corrections 1.2 0.8 0.9
Lepton scale factors 1.1 0.6 0.2
Prefire corrections 0.3 0.4 0.4
8.12 Differential cross section measurement











where Lint is the integrated luminosity, ∆
x
k is the width of bin k, N
signal
j is the mea-
sured number of signal events and Rjk is the response matrix element that describes
migrations between bins j and k and also includes the efficiency. For the measurement
of a differential cross section first the variables as a function of which it is measured
needs to be defined at both reconstruction and generator level, next a binning needs to
be chosen, then the response matrix has to be determined from simulation and lastly
the cross section is determined using an unfolding procedure (see section 3.3).
8.12.1 Observables
The differential cross sections at parton and particle level on the following five variables
are measured, namely, the transverse momentum and rapidity of the top quark and
the three polarization angles cos(θx), cos(θy), cos(θz). At reconstruction level the top
quark is defined by summing the four-momenta of the b-tagged jet, the charged lepton
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Figure 8.22: Prefit distributions for the top quark transverse mo-
mentum and rapidity. The distribution corresponds to events in the 2j1t
event category. On the left all events are shown, the right shows only events
in a signal-enriched region for which the BDT output is larger than 3.75.
and the reconstructed neutrino (see section 8.7). At parton level the top quark is
required to be on-shell and stem from the hard interaction, while at particle level a
pseudo-top quark is reconstructed from dressed leptons and jets clustered from stable
particles (see section 8.9). The rapidity is computed as y = 12 ln
E+pz
E−pz . The polarization
angles are defined in section 2.3. Essentially, a coordinate system in the top quark
rest-frame is defined. At reconstruction and particle level the z axis is chosen along
the direction of the reconstructed spectator jet and at parton level along the direction
of the generated spectator quark. In both cases the y axis is defined orthogonal to
the z axis and the direction of the beam axis that matches the direction of flight of
the spectator jet/quark. The x axis is chosen orthogonal to both the y and z axis
such that a right-handed coordinate system is formed. The polarization angles cos(θx),
cos(θy) and cos(θz) are then computed between the axis x, y and z, respectively and the
direction of the charged lepton in the top quark rest-frame. Figure 8.22 and 8.23 show
the prefit distribution of these variables in the 2j1t event category. The distributions
are shown inclusively to illustrate the overall modeling and in a signal enriched region
with BDTS > 3.75. Overall good agreement between data and prediction is observed
for all variables.
For the unfolding an appropriate binning must be chosen. For cos(θx) and cos(θy)
simply an equidistant binning was chosen as the response matrices for both observables
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Figure 8.23: Prefit distributions for the polarization angles. Shown
are the distributions for cos(θx) (top), cos(θy) (middle) and cos(θz) (bottom).
The distribution corresponds to events in the 2j1t event category. On the left
all events are shown, the right shows only events in a signal-enriched region
for which the BDT output is larger than 3.75.
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Table 8.8: Binning The number of bins and bin edges are listed in which
the differential measurements are performed.
variable number of bins bin edges
top quark pT/ GeV 5 0, 50, 80, 120, 180, 500
top quark |y| 6 0, 0.2, 0.5, 0.8, 1.2, 1.7, 2.5
cos(θx) 6 -1, -0.67, -0.33, 0, 0.33, 0.67, 1
cos(θy) 6 -1, -0.67, -0.33, 0, 0.33, 0.67, 1
cos(θz) 4 -1 -0.35, 0, 0.35, 1
are very diagonal. For the other variables the binning was chosen such that the condition
number (see section 3.3) of the response matrix is minimal. Only sensible binnings have
been considered, e.g., cos(θz) must be symmetric with respect to zero, the distance
between bins must be at least 0.05 for cos(θz) and the top quark rapidity, and at least
10GeV for the top quark pT. The chosen bin edges are listed in table 8.8. The same
binning and the same number of bins is used at reconstruction and generator level.
For the top quark pT and |y| the chosen bins results in an overflow bin. As there
are migrations from and to the overflow bin, the overflow bin is considered during the
unfolding. The response matrices for all variables at parton level are shown in figure 8.24
and 8.25 and the response matrices at particle level are shown in appendix A.5. All
response matrices are well conditioned with condition numbers for all response matrices
being smaller than ten.
8.12.2 Unfolding
Technically, the unfolding is implemented via a two-dimensional ML fit using the Hig-
gsCombine Tool, as explained in section 3.3. The two-dimensional ML fit is performed
to the output distribution of BDTS and the variable as a function of which the differ-
ential cross section is measured. The variable BDTS is used as an ancillary variable in
the unfolding in order to obtain regions that are dominated by the signal process and
regions that are dominated by each background process. Those regions can be used
in the ML fit to constraint the background processes and to determine the number
of background events. Therefore, no separate estimation of the background contribu-
tions and subsequent background subtraction is necessary prior to unfolding. The same
binning for BDTS is used as in the inclusive fit.
For the signal process, one two-dimensional fit template for each generator level bin
is constructed. This allows to fit the amount of events in each generator level bin by
introducing a corresponding signal strength parameter. All fit templates are constructed
separately for events with positively and negatively charged leptons in order to be able
to fit the yields for top quarks and top antiquarks separately. Therefore, for each
generator level bin there are two signal strength modifiers included in the fit, one for
the amount of t-channel top quark events and one for t-channel top antiquark events.
The observed number of events in each generator level bin is computed from the fitted
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Figure 8.24: Response matrices for the polarization angles at parton
level. Shown are the response matrices and selection efficiencies for the top
quark pT (top) and |y| (bottom). The response matrices are shown at parton
level for top quarks (left) and top antiquarks (right). They are obtained
from simulated single-top t-channel events in the 2j1t event category. The
histograms are normalized such that the sum over the parton level bins sums
up to 100%.
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Figure 8.25: Response matrices for the polarization angles at parton
level. Shown are the response matrices and selection efficiencies for the
polarization angles cos(θx) (top),cos(θy) (middle) and cos(θz) (bottom). The
response matrices are shown at parton level for top quarks (left) and top
antiquarks (right). They are obtained from simulated single-top t-channel
events in the 2j1t event category. The histograms are normalized such that
the sum over the parton level bins sums up to 100%.
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signal strength modifier for that bin. In addition, two parameters are introduced in the
fit that scale the amount of QCD multijet events in the barrel and endcap regions. No
regularization is used in the unfolding because the response matrices are found to be
well conditioned.
All systematic uncertainties that are considered in the fit are described in section 8.10.
The systematic uncertainties are treated in the same way as for the inclusive fit. This
means all uncertainties except the theory uncertainties in the modeling of the signal
process are treated as nuisance parameters in the fit. For each signal modeling uncer-
tainty a separate fit is performed in which the nominal signal template is replaced with
the systematically varied one. The postfit distributions for each variable are shown in
figure 8.26. For better visibility the distributions are projected on one dimension by
summing over bins of BDTS.
8.12.3 Measured differential cross sections
The measured normalized differential cross sections as a function of the top quark
transverse momentum and rapidity at parton level are shown in figure 8.27 and for
the polarization angles at parton level in figure 8.28 and figure 8.29. The measured
normalized differential cross sections at particle level are shown in appendix A.5. The
measured results are compared with simulations of the SM predictions from POWHEG
in the 4FS and the 5FS, and MadGraph5 aMC@NLO, both interfaced with Pythia.
The results agree mostly with the predictions from the SM. The distribution of the top
quark pseudorapidity follows a trend in the last two bins, where the data tends slightly
towards more central values. However, the deviation in the last bin of the normalized
distribution is only about 1.3 standard deviations for top antiquarks. For top anti-
quarks the first bin of the measured cos(θz) distribution shows an overfluctuation of
about 1.3 standard deviations and the second bin an underfluctuation of about 1.7
standard deviations. The deviations go in opposite directions, whereas a change in the
longitudinal top quark polarization would be expected to have a coherent effect in the
same direction. Therefore, the deviations are most certainly due to fluctuations in the
measurement.
The largest contribution to the systematic uncertainty is due to the theory uncertainty
in the signal modeling and the limited number of simulated events. The statistical
uncertainties are about 1% in most bins. A detailed breakdown of the contributions
from each systematic source to the uncertainty in each bin can be found in appendix A.6.
For the theory uncertainties in the signal modeling the contributions correspond to
the relative change in the fit result when repeating the fit with the nominal signal
template replaced by the systematically varied one. For the other uncertainties, the
contributions are derived by repeating the nominal fit while keeping the corresponding
nuisance parameters fixed to their best fit value. The contribution is then computed as
the relative difference in the systematic uncertainty.
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Figure 8.26: Postfit distributions Shown are the postfit distributions
for the the top quark transverse momentum (a) , rapidity (b) and for the
polarization angles cos(θx) (c), cos(θy) (d) and cos(θz) (e). The distribution
corresponds to events in the 2j1t region. The prediction is scaled to the fit
result.
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Figure 8.27: Unfolding results for top quark transverse momentum
and rapidity at parton level. Shown are the measured normalized differ-
ential cross sections as a function of the top quark pT (left) and as a function
of the top quark rapidity (right). On the top the differential cross sections
for top quarks (t) in the middle for top antiquarks (t) and on the bottom
the sum of the two are shown. The measured distributions are compared to
POWHEG in the four-flavour scheme (4FS, blue) and the five-flavour scheme
(5FS) (orange), and to aMC@NLO in the 4FS scheme (green). In the ra-
tio panel, the black line marks the 1. The horizontal lines on the error bars
indicate the uncertainties that are profiled in the fit.
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Figure 8.28: Unfolding results for the x and y polarization angles at
parton level. Shown are the measured normalized differential cross sections
as a function of the polarization angles cos(θx) (left) and cos(θy) (right). On
the top the differential cross sections for top quarks (t) in the middle for top
antiquarks (t) and on the bottom the sum of the two are shown. The measured
distributions are compared to POWHEG in the four-flavour scheme (4FS,
blue) and the five-flavour scheme (5FS, orange), and to aMC@NLO in the
4FS scheme (green). In the ratio panel, the black line marks the 1. The
horizontal lines on the error bars indicate the uncertainties that are profiled
in the fit.
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Figure 8.29: Unfolding results for the z polarization angles at parton
level. Shown are the measured normalized differential cross sections as a
function of the polarization angles cos(θz). On the top-left the differential
cross sections for top quarks (t) in the top-right for top antiquarks (t) and
on the bottom the sum of the two are shown. The measured distributions are
compared to POWHEG in the four-flavour scheme (4FS, blue) and the five-
flavour scheme (5FS, orange), and to aMC@NLO in the 4FS scheme (green).
In the ratio panel, the black line marks the 1. The horizontal lines on the
error bars indicate the uncertainties that are profiled in the fit.
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8.12.4 Top quark polarization
The normalized differential angular distribution at parton level cos(θi) is related to the










Here, Ai is the forward-backward asymmetry (also called spin-asymmetry) in the mea-
sured angular distributions. There are three asymmetries, corresponding to the trans-
verse (Ax), normal (Ay) and longitudinal (Az) polarization components of the top
quark. Each asymmetry is extracted from the corresponding unfolded cos(θi) distribu-
tions at parton level by fitting the following linear function to the distribution:
f(x) = b · (1 + 2 ·A · x), (8.27)
where A is the spin-asymmetry from equation 8.26. The fit is performed using the
optimize module from SciPy [200]. The measured asymmetries are:
Ax(t) = −0.06± 0.01 (prof) ± 0.05 (sig-mod.) = −0.06± 0.05 (syst)
Ax(t) = −0.06± 0.01 (prof) ± 0.06 (sig-mod.) = −0.06± 0.06 (syst)
Ax(t + t) = −0.07± 0.02 (prof) ± 0.09 (sig-mod.) = −0.07± 0.09 (syst)
Ay(t) = +0.00± 0.01 (prof) ± 0.03 (sig-mod.) = +0.00± 0.03 (syst)
Ay(t) = −0.02± 0.01 (prof) ± 0.04 (sig-mod.) = −0.02± 0.04 (syst)
Ay(t + t) = −0.00± 0.01 (prof) ± 0.05 (sig-mod.) = −0.00± 0.05 (syst)
Az(t) = +0.42± 0.01 (prof) ± 0.03 (sig-mod.) = +0.42± 0.03 (syst)
Az(t) = +0.47± 0.02 (prof) ± 0.08 (sig-mod.) = +0.47± 0.08 (syst)
Az(t + t) = +0.42± 0.03 (prof) ± 0.07 (sig-mod.) = +0.42± 0.08 (syst)
Here ”prof” corresponds to the systematic uncertainties that are profiled during the
unfolding and ”sig-mod.” to the theory uncertainties in the signal modeling. The sys-
tematic uncertainty ”syst” is calculated as the quadratic sum of the two. Assuming
αℓ = 1 the top quark polarization Pi can be computed from the measured spin asymme-
tries according to Pi = 2 Ai. The measured asymmetries for Ay and Az agree well with
the SM prediction for both top quarks and top antiquarks. Only the asymmetry Ax(t)
deviates by about 1.8 standard deviation from the SM prediction of Apred.x (t) = 0.04.
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8.13 Limits on EFT coefficients
In t-channel single top quark production the top quark is polarized due to the V-A
structure of the weak interaction. Because of this structure only left-handed, polarized
top quarks are produced. Therefore, new physic effects that introduce a right-handed
interaction change the polarization of the top quark. In the EFT approach such effects
can be described by the coefficient CtW . The coefficient CtW has an imaginary part that
describes possible CP-violating interactions. The distributions of cos(θx) and cos(θy)
for different values of the real and imaginary part of CtW are shown in figure 8.30. The
cos(θx) distribution has a strong dependence on the real part of CtW while showing no
significant dependence on the imaginary part. For the cos(θy) distribution it is the other
way around, it shows a strong dependence on the imaginary part and no dependence
on the real part. The measured differential distributions of cos(θx) and cos(θy) are
therefore used to individually constraint the real and imaginary part of CtW .
In the presence of N dimension six operators the rate of any process is given by:













Here the Ci are the Wilson coefficients of the considered operators and Λ is the EFT
scale. For a single operator this corresponds to a quadratic dependence. Predictions
for different values of the Wilson coefficients are produced with MadGraph using the
dim6TopEFT [55] model at LO. The SM predictions from MadGraph are validated
by comparing normalized differential distributions to SM distributions obtained from
POWHEG. A d-dimensional quadratic function has N = 1 + 2d + d2 · (d − 1) degrees
of freedom. Therefore, at least that many EFT predictions with different coefficient
values need to be generated. To compute predictions at arbitrary values of the Wilson
coefficients a quadratic interpolation function fi(c) that is a function of the Wilson






where ∆σi(c) is the difference between the SM prediction in bin i and the prediction
of the EFT model in bin i. The interpolation procedure is validated by comparing
generated distributions for given coefficients with the interpolated ones.





∆i ·∆j · V −1ij . (8.30)
The sums run over all bins in the corresponding measured angular distribution, Vij is
the covariance matrix of the measurement, and ∆i = (σ
k
i,obs−σki,EFT(c)) is the difference
between the measured normalized cross section in bin i and the predicted normalized
cross section as a function of the Wilson coefficients c in bin i. The prediction is
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2Λ = C / c



















































2Λ = C / c
Figure 8.30: Effect of EFT coefficients on angular distributions.
Shown are the normalized angular distributions cos(θx) (top) and cos(θy) (bot-
tom). The distributions are shown for the SM case and for different values of
the real and imaginary part of EFT coefficients CtW .
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1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5 3
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2Λ / tWIm C
95% CL limit
Figure 8.31: Limits on Wilson coefficients. Shown are the observed
limits on the real and imaginary part of the Wilson coefficient CtW . The
nominal point corresponds to the best-fit result from the χ2 minimization to
the unfolded distribution. Shown are individual limits on the real and imag-
inary part of CtW , which have been computed from the cos(θx) and cos(θy)
differential distributions, respectively.
computed from the interpolation function. Distributions are normalized and only the
shape information is used. The cos(θx) distribution is used to find the best fit value for
Re CtW and the cos(θy) distribution is used to find the best fit value of Im CtW . The
best fit values are (ReCtW , ImCtW) = (0.94,−0.40). From the distribution of the χ2
functions 95% confidence levels on the real and imaginary parts of CtW are computed.
The constraints are shown in figure 8.31 and the values are: −1.13 < ReCtW/Λ2 < 2.8
and −1.54 < ImCtW/Λ2 < 0.73.
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9 Conclusion
A measurement of the inclusive and differential t-channel single top quark produc-
tion cross section is performed in this thesis. The measurement uses 137 fb−1 of data
recorded at the CMS experiment at the LHC with a center-of-mass energy of 13TeV.
Events are selected with exactly one muon or electron and two or three jets, of which at
least one is identified as originating from a bottom quark. In the analysis an improved
technique for reconstructing the top quark has been developed that makes use of a
neural network in order to achieve a better description of the top quark’s kinematic
variables. A multiclassification BDT is used to classify events into different process
categories.
The cross sections are extracted from a fit to the output distribution of the multiclassi-
fication BDT. The inclusive cross section of t-channel single top quark production was
measured to be σt = 130 ± 20 pb and the cross section of top antiquark production
to be σt = 80 ± 15 pb. Both numbers are in agreement with the predictions of the
SM. The ratio of the single top quark to top antiquark production is computed from
the measured cross sections to be Rt-ch. = σt/σt = 1.63± 0.06. The computed value is
compared with the predictions of different PDF sets and agrees with all of them within
2 standard deviations. From the sum of the measured cross sections the CKM matrix
element Vtb is determined to be: |fLVtb | = 0.99± 0.08 (exp)± 0.02 (theo).
The differential cross section measurement is performed via unfolding, which is imple-
mented as a two-dimensional fit to the output distribution of a multiclassification BDT
and to the variable for which the differential cross section measurement is performed.
The usage of the BDT as an ancillary dimension allows all events selected in the analysis
to be used in the fit instead of performing the unfolding in a signal-enriched phase-space
region. Performing the unfolding through a fit allows to determine the amount of back-
ground events simultaneously with the amount of signal events and it is therefore not
necessary to perform a separate background estimation and subtraction prior to unfold-
ing. The measured differential cross sections as a function of the top quark transverse
momentum and rapidity agree with the predictions of the SM. Three angular vari-
ables, cos(θx), cos(θy), and cos(θz), are defined in the top quark rest frame between
the charged lepton from the top quark decay and three axes These axes are defined
based on the direction of the spectator quark and the beamline axis. The transverse
(x), normal (y), and longitudinal (z) components of the top quark polarization are pro-
portional to an asymmetry in these angular variables. The asymmetries are measured
to be: Ax(t + t) = −0.07± 0.09, Ay(t + t) = 0.00± 0.05, and Az(t + t) = 0.42± 0.08.
All three are in agreement with the predictions of the SM.
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The transverse and normal components of the top quark polarization are very sensitive
to new physics contributions that would introduce a right-handed coupling in the Wtb
interaction. Such contributions can be described in an EFT approach by the Wilson
coefficient CtW . Using MC simulation, predictions for the distributions of cos(θx) and
cos(θy) for different values of the real and imaginary part of CtW are generated. A χ
2-
minimization is performed to determine the values that agree best with the measured
distributions. From the χ2 distribution the following 95% confidence level intervals are
extracted: −1.13 < ReCtW/Λ2 < 2.8 and −1.54 < ImCtW/Λ2 < 0.73.
The uncertainties in the measurement are dominated by systematic uncertainties with
the largest uncertainty being the theory uncertainties in the signal modeling. The sta-
tistical uncertainty in the inclusive cross section measurement is less than 1%. It is
therefore not expected that the precision can be significantly increased with more data
alone. Instead a better understanding of the signal modeling uncertainties is required.
The larger amount of data that will be available in Run 3 of the LHC and at the
planned HL-LHC will still be useful for multidifferential cross section measurements,
measurements in boosted regimes, and for rarer single top quark production modes,
such as the s-channel production, and associated productions with a Z or Higgs boson.
At the HL-LHC not only the luminosity will be increased, but the CMS detector will
be upgraded. One of the major upgrades will be an extension of the tracker up to pseu-
dorapidity values of 4. This will allow for both lepton reconstruction and b tagging to
be performed in a larger fiducial volume. Therefore, also increasing the fiducial volume
for future top quark measurements. This could reduce the systematic uncertainties due
to the extrapolation from the fiducial phase space to the full phase space. As has been
demonstrated as part of this thesis, the performance of b tagging algorithms at the
HL-LHC is expected to be comparable to their performance during Run 2. Current b
tagging algorithms are in fact flavor tagging algorithms, as they are capable of iden-
tifying jets originating from bottom quarks, charm quarks, and light quarks (u,d,s) or
gluons. Especially light quark tagging is currently not used in analysis. If its efficiency
could be further improved, the use of light quark tagging could prove to be beneficial
to tag the spectator jet in t-channel single top quark production. This could help to
reduce the tt̄ background, which is the dominant background process for single top t-
channel production. This will be particular interesting at the HL-LHC because tagging
information will be available up to large pseudorapidity values and the spectator jet is
produced predominantly in forward direction. Therefore, the study of single top quark
production will remain an interesting field of research at the LHC.
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A.1 List of samples
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Table A.1: List of simulated samples used for 2016. Shown are the
simulated samples as well as the number of events and the cross section in pb.
Name Events Cross section / pb
ST t-channel antitop 4f InclusiveDecays TuneCP5 PSweights 13TeV-powheg-pythia8 17 780 700 80.95
ST t-channel antitop 4f InclusiveDecays TuneCP5down PSweights 13TeV-powheg-pythia8 998 800 80.95
ST t-channel antitop 4f InclusiveDecays TuneCP5up PSweights 13TeV-powheg-pythia8 1 000 000 80.95
ST t-channel top 4f InclusiveDecays TuneCP5 PSweights 13TeV-powheg-pythia8 31 848 000 136.02
ST t-channel top 4f InclusiveDecays TuneCP5down PSweights 13TeV-powheg-pythia8 1 000 000 136.02
ST t-channel top 4f InclusiveDecays TuneCP5up PSweights 13TeV-powheg-pythia8 1 000 000 136.02
ST tW antitop 5f inclusiveDecays TuneCP5 PSweights 13TeV-powheg-pythia8 4 980 600 35.85
ST tW top 5f inclusiveDecays TuneCP5 PSweights 13TeV-powheg-pythia8 4 983 500 35.85
TTTo2L2Nu TuneCP5 PSweights 13TeV-powheg-pythia8 67 860 400 88.23
TTTo2L2Nu TuneCP5down PSweights 13TeV-powheg-pythia8 13 903 300 88.23
TTTo2L2Nu TuneCP5up PSweights 13TeV-powheg-pythia8 14 838 600 88.23
TTTo2L2Nu hdampDOWN TuneCP5 PSweights 13TeV-powheg-pythia8 14 836 800 88.23
TTTo2L2Nu hdampUP TuneCP5 PSweights 13TeV-powheg-pythia8 14 889 100 88.23
TTToSemiLeptonic TuneCP5 PSweights 13TeV-powheg-pythia8 105 539 600 365.33
TTToSemiLeptonic TuneCP5down PSweights 13TeV-powheg-pythia8 26 388 000 365.33
TTToSemiLeptonic TuneCP5up PSweights 13TeV-powheg-pythia8 26 050 600 365.33
TTToSemiLeptonic hdampDOWN TuneCP5 PSweights 13TeV-powheg-pythia8 29 702 200 365.33
TTToSemiLeptonic hdampUP TuneCP5 PSweights 13TeV-powheg-pythia8 29 376 200 365.33
WJetsToLNu TuneCUETP8M1 13TeV-amcatnloFXFX-pythia8 257 931 694 61 526.7
WToLNu 0J 13TeV-amcatnloFXFX-pythia8 49 350 414 50 131.98
WToLNu 1J 13TeV-amcatnloFXFX-pythia8 41 432 585 8426.09
WToLNu 2J 13TeV-amcatnloFXFX-pythia8 251 576 435 3172.96
DYJetsToLL M-50 TuneCUETP8M1 13TeV-amcatnloFXFX-pythia8 120 777 245 6077.22
Table A.2: List of simulated samples used for 2017. Shown are the
simulated samples as well as the number of events and the cross section in pb.
Name Events Cross section / pb
ST t-channel antitop 4f InclusiveDecays TuneCP5 PSweights 13TeV-powheg-pythia8 129 541 600 80.95
ST t-channel antitop 4f InclusiveDecays TuneCP5down PSweights 13TeV-powheg-pythia8 23 440 500 80.95
ST t-channel antitop 4f InclusiveDecays TuneCP5up PSweights 13TeV-powheg-pythia8 22 394 800 80.95
ST t-channel top 4f InclusiveDecays TuneCP5 PSweights 13TeV-powheg-pythia8 243 648 400 136.02
ST t-channel top 4f InclusiveDecays TuneCP5down PSweights 13TeV-powheg-pythia8 46 085 400 136.02
ST t-channel top 4f InclusiveDecays TuneCP5up PSweights 13TeV-powheg-pythia8 40 331 600 136.02
ST tW antitop 5f NoFullyHadronicDecays TuneCP5 PSweights 13TeV-powheg-pythia8 5 577 319 19.55
ST tW top 5f NoFullyHadronicDecays TuneCP5 PSweights 13TeV-powheg-pythia8 5 103 599 19.55
TTTo2L2Nu TuneCP5 PSweights 13TeV-powheg-pythia8 69 155 808 88.23
TTTo2L2Nu TuneCP5down PSweights 13TeV-powheg-pythia8 15 109 000 88.23
TTTo2L2Nu TuneCP5up PSweights 13TeV-powheg-pythia8 15 403 000 88.23
TTTo2L2Nu hdampDOWN TuneCP5 PSweights 13TeV-powheg-pythia8 15 439 459 88.23
TTTo2L2Nu hdampUP TuneCP5 PSweights 13TeV-powheg-pythia8 13 161 127 88.23
TTToHadronic TuneCP5 PSweights 13TeV-powheg-pythia8 130 262 440 378.19
TTToHadronic TuneCP5down PSweights 13TeV-powheg-pythia8 27 252 808 378.19
TTToHadronic TuneCP5up PSweights 13TeV-powheg-pythia8 27 108 792 378.19
TTToHadronic hdampDOWN TuneCP5 PSweights 13TeV-powheg-pythia8 27 022 682 378.19
TTToHadronic hdampUP TuneCP5 PSweights 13TeV-powheg-pythia8 27 070 600 378.19
TTToSemiLeptonic TuneCP5 PSweights 13TeV-powheg-pythia8 110 014 744 365.33
TTToSemiLeptonic TuneCP5down PSweights 13TeV-powheg-pythia8 50 015 727 365.33
TTToSemiLeptonic TuneCP5up PSweights 13TeV-powheg-pythia8 20 122 010 365.33
TTToSemiLeptonic hdampDOWN TuneCP5 PSweights 13TeV-powheg-pythia8 53 217 628 365.33
TTToSemiLeptonic hdampUP TuneCP5 PSweights 13TeV-powheg-pythia8 23 977 012 365.33
WJetsToLNu 0J TuneCP5 13TeV-amcatnloFXFX-pythia8 180 935 349 50 131.98
WJetsToLNu 1J TuneCP5 13TeV-amcatnloFXFX-pythia8 259 274 926 8426.09
WJetsToLNu 2J TuneCP5 13TeV-amcatnloFXFX-pythia8 195 908 401 3172.96
DYJetsToLL M-50 TuneCP5 13TeV-amcatnloFXFX-pythia8 209 747 524 6077.22
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Table A.3: List of simulated samples used for 2018. Shown are the
simulated samples as well as the number of events and the cross section in pb.
Name Events Cross section / pb
ST t-channel antitop 4f InclusiveDecays TuneCP5 13TeV-powheg-madspin-pythia8 79 090 800 80.95
ST t-channel antitop 4f InclusiveDecays TuneCP5down 13TeV-powheg-madspin-pythia8 23 386 400 80.95
ST t-channel antitop 4f InclusiveDecays TuneCP5up 13TeV-powheg-madspin-pythia8 23 979 400 80.95
ST t-channel top 4f InclusiveDecays TuneCP5 13TeV-powheg-madspin-pythia8 154 307 600 136.02
ST t-channel top 4f InclusiveDecays TuneCP5down 13TeV-powheg-madspin-pythia8 48 101 600 136.02
ST t-channel top 4f InclusiveDecays TuneCP5up 13TeV-powheg-madspin-pythia8 49 377 100 136.02
ST tW antitop 5f NoFullyHadronicDecays TuneCP5 13TeV-powheg-pythia8 1 086 487 19.55
ST tW top 5f NoFullyHadronicDecays TuneCP5 13TeV-powheg-pythia8 8 722 734 19.55
TTTo2L2Nu TuneCP5 13TeV-powheg-pythia8 64 310 000 88.23
TTTo2L2Nu hdampDOWN TuneCP5 13TeV-powheg-pythia8 15 398 000 88.23
TTTo2L2Nu hdampUP TuneCP5 13TeV-powheg-pythia8 14 974 000 88.23
TTToHadronic TuneCP5 13TeV-powheg-pythia8 330 548 000 378.19
TTToHadronic TuneCP5down 13TeV-powheg-pythia8 26 675 000 378.19
TTToHadronic TuneCP5up 13TeV-powheg-pythia8 23 488 000 378.19
TTToHadronic hdampDOWN TuneCP5 13TeV-powheg-pythia8 26 425 000 378.19
TTToHadronic hdampUP TuneCP5 13TeV-powheg-pythia8 24 965 000 378.19
TTToSemiLeptonic TuneCP5 13TeV-powheg-pythia8 301 219 998 365.33
TTToSemiLeptonic hdampDOWN TuneCP5 13TeV-powheg-pythia8 25 904 000 365.33
TTToSemiLeptonic hdampUP TuneCP5 13TeV-powheg-pythia8 26 964 000 365.33
WJetsToLNu 0J TuneCP5 13TeV-amcatnloFXFX-pythia8 192 288 265 50 131.98
WJetsToLNu 1J TuneCP5 13TeV-amcatnloFXFX-pythia8 171 669 288 8426.09
WJetsToLNu 2J TuneCP5 13TeV-amcatnloFXFX-pythia8 98 362 049 3172.96
DYJetsToLL M-50 TuneCP5 13TeV-amcatnloFXFX-pythia8 194 213 235 6077.22
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Table A.4: List of data damples. Shown are the data sets with their run
ranges, as well as the integrated luminosity corresponding to the run range.
Dataset Run name Run range Integrated luminosity
SingleMuon(Electron) Run2016B 272007–275376 5.8 fb−1
SingleMuon(Electron) Run2016C 275657–276283 2.6 fb−1
SingleMuon(Electron) Run2016D 276315–276811 4.2 fb−1
SingleMuon(Electron) Run2016E 276831–277420 4.0 fb−1
SingleMuon(Electron) Run2016F 277772–278808 3.1 fb−1
SingleMuon(Electron) Run2016G 278820–280385 7.5 fb−1
SingleMuon(Electron) Run2016H 280919–284044 8.6 fb−1
Total 2016: 272007–284044 35.9 fb−1
2017
SingleMuon(Electron) Run2017B 297046–299329 4.8 fb−1
SingleMuon(Electron) Run2017C 299368–302029 9.7 fb−1
SingleMuon(Electron) Run2017D 302030–303434 4.3 fb−1
SingleMuon(Electron) Run2017E 303824–304797 9.3 fb−1
SingleMuon(Electron) Run2017F 305040–306462 13.5 fb−1
Total 2017: 272007–284044 41.5 fb−1
2018
SingleMuon(EGamma) Run2018A 315252–316995 14 fb−1
SingleMuon(EGamma) Run2018B 317080–319310 7.1 fb−1
SingleMuon(EGamma) Run2018C 319337–320065 6.94 fb−1
SingleMuon(EGamma) Run2018D 320673–325175 31.93 fb−1
Total 2018: 315252–325175 59.7 fb−1
Total: 137.1 fb−1
152
A.2. Muon scale factors 2018
A.2 Muon scale factors 2018
The muon isolation and trigger efficiencies in data and simulation are determined using
a tag-and-probe method [98]. In this method ”tag” muons are selected using strict
selection criteria and ”probe” muons using relaxed criteria. The relative amount of
probe muons passing the selection gives an estimate of the efficiency. The efficiency in
data is estimated on events taken in 2018 passing at least one muon trigger, while the
efficiency in simulation is estimated using Z → ℓ+ℓ− events.
Muons must pass the trigger path HLT IsoMu27 and the tight muon identification
criteria and their relative isolation must be Irel. < 0.06. The transverse momentum
of the tag must be larger than 26GeV. For the trigger efficiencies the tag must also
pass the trigger path HLT IsoMu24. The angular distance between the tag and the
probe muon must be ∆R(tag, probe) > 0.3. The invariant mass mµµ of the tag and
the probe muon must lie within the Z boson mass window: 70GeV < mµµ < 130GeV.
The invariant mass is fitted in this range using a Voigtian function for the signal process
and an exponential falling function for background processes (such as γ → µµ). The
efficiencies are extracted from the fit according to ǫ = Npass/Npass+fail. An example fit is
shown in figure A.1. The scale factors are computed according to SF = ǫdata/ǫMC. The
computed muon isolation scale factors are shown in figure A.2 and computed trigger
scale factors in figure A.3. Systematic uncertainties are considered due to the choice of
the mass window and the binning in the fit, and the relative isolation working point.
The SFs are derived with systematically varied settings and the largest difference in
each bin to the nominal SF is taken as systematic uncertainty.
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Figure A.1: Example fit to the Z boson mass. Shown are the results
of the fit to the Z boson mass in data events for events with pT < 20GeV and
|η| < 0.9. The dotted lines correspond to the fitted background. One such fit
for both data and simulation is performed in each pT-|η| bin.



































Figure A.2: Muon isolation scale factors for 2018. Shown are the
muon isolation scale factors for muons with a relative isolation of Irel. < 0.06
for data taken in 2018. The scale factors have been derived using a tag-and-
probe method.
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Figure A.3: Muon trigger scale factors for 2018. Shown are the muon
trigger scale factors for muons with a relative isolation of Irel. < 0.06 for data
taken in 2018. The scale factors are shown separately for data recorded before
the trigger update in run number 316360 (left) and for data recorded after
the update (right). The scale factors have been derived using a tag-and-probe
method.
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Figure A.4: Reconstructed top quark kinematic variables in the
2j1m0t region. The reconstructed top quark mass (top), transverse momen-
tum (middle) and absolute pseudorapidity (bottom) are shown in the 2j1m0t
region. The dashed area corresponds to the combined statistical and system-
atic uncertainties from the prediction. The prediction is scaled to match the
data.
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Figure A.5: Modeling of BDT input variables in the tt̄ control re-
gion. Shown are the shapes for the input variables used for the BDTs in the
3j2t tt̄-enriched event category. The prediction is scaled to match the amount
of data.
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Figure A.6: Modeling of BDT input variables in the W/Z-jets con-
trol region. Shown are the shapes for the input variables used for the BDTs
in the 2j1m0t W/Z-jets-enriched event category. The prediction is scaled to
match the amount of data.
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Figure A.7: Comparison of the BDT output distributions to data in
the tt̄ control region. The top left figure shows the output distribution for
the t-channel node, the top right the tt̄ and tW node. The bottom left figure
shows the W/Z-jets node and the bottom right figure the the QCD multijet
node.
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Figure A.8: Comparison of the BDT output distributions to data
in the W/Z-jets control region. The top left figure shows the output
distribution for the t-channel node, the top right figure the tt̄ and tW node.
The bottom left figure shows the W/Z-jets node and the bottom right figure
the QCD multijet node.
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Figure A.9: Response matrices for top quark transverse momentum
and rapidity at particle level. Shown are the response matrices and
selection efficiencies for the top quark pT (top) and |y| (bottom). The response
matrices are shown at particle level for top quarks (left) and top antiquarks
(right). They are obtained from simulated single-top t-channel events in the
2j1t region. The histograms are normalized such that the sum over the particle
level bins sums up to 100%.
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Figure A.10: Response matrices for the polarization angles at par-
ticle level Shown are the response matrices and selection efficiencies for the
polarization angles cos(θx) (top), cos(θy) (middle) and cos(θz) (bottom). The
response matrices are shown at particle level for top quarks (left) and top an-
tiquarks (right). They are obtained from simulated single-top t-channel events
in the 2j1t region. The histograms are normalized such that the sum over the
particle level bins sums up to 100%.
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Figure A.11: Unfolding results for top quark transverse momentum
and rapidity at particle level. Shown are the measured normalized
differential cross sections as a function of the top quark pT (left) and |y|
(right). On the top the differential cross sections for top quarks (t) in the
middle for top antiquarks (t) and on the bottom the sum of the two are
shown. The measured distributions are compared to POWHEG in the four-
flavour scheme (4FS, blue) and the five-flavour scheme (5FS) (orange), and
to aMC@NLO in the 4FS scheme (green). In the ratio panel, the black line
marks the 1. The horizontal lines on the error bars indicate the uncertainties
that are profiled in the fit.
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Figure A.12: Unfolding results for the polarization angles x, y at
particle level. Shown are the measured normalized differential cross sections
as a function of the polarization angles cos(θx) (left), cos(θy) (right). On the
top the differential cross sections for top quarks (t) in the middle for top
antiquarks (t) and on the bottom the sum of the two are shown. The measured
distributions are compared to POWHEG in the four-flavour scheme (4FS,
blue) and the five-flavour scheme (5FS) (orange), and to aMC@NLO in the
4FS scheme (green). In the ratio panel, the black line marks the 1. The
horizontal lines on the error bars indicate the uncertainties that are profiled
in the fit.
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Figure A.13: Unfolding results for the polarization angles z at par-
ticle level. Shown are the measured normalized differential cross sections
as a function of the polarization angle cos(θz). On the top-right the differ-
ential cross sections for top quarks (t) in the top-left for top antiquarks (t)
and on the bottom the sum of the two are shown. The measured distributions
are compared to POWHEG in the four-flavour scheme (4FS, blue) and the
five-flavour scheme (5FS) (orange), and to aMC@NLO in the 4FS scheme
(green). In the ratio panel, the black line marks the 1. The horizontal lines
on the error bars indicate the uncertainties that are profiled in the fit.
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Figure A.14: Systematic contributions for parton level top quark
transverse momentum and rapidity. Shown are the relative contribu-
tions to the systematic uncertainties for each bin of the parton level top quark
pT (top) and |y| (bottom), for top antiquarks (left) and top quarks (right).
Under MC corrections, the contributions due to the lepton SFs, b tagging
SFs, pileup reweighting and prefire corrections are summarized. The Jet and
MET corrections are the combined contributions due to the jet energy scale
corrections, the jet energy resolution corrections and the unclustered energy










































bkg. mod. and norm.
Jet and MET corrections
tparton level 



































bkg. mod. and norm.
Jet and MET corrections
tparton level 






































bkg. mod. and norm.
Jet and MET corrections
tparton level 








































bkg. mod. and norm.
Jet and MET corrections
tparton level 




































bkg. mod. and norm.
Jet and MET corrections
tparton level 





































bkg. mod. and norm.
Jet and MET corrections
tparton level 
Figure A.15: Systematic contributions for parton level angular dis-
tributions. Shown are the relative contributions to the systematic uncer-
tainties for each bin of the parton level cos(θx) (top), cos(θy) (middle) and
cos(θz) (bottom), for top antiquarks (left) and top quarks (right). Under MC
corrections, the contributions due to the lepton SFs, b tagging SFs, pileup
reweighting and prefire corrections are summarized. The Jet and MET cor-
rections are the combined contributions due to the jet energy scale corrections,
the jet energy resolution corrections and the unclustered energy corrections.
The marker show the bin centers and the dashed lines the bin edges.
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Figure A.16: Systematic contributions for particle level top quark
transverse momentum and rapidity. Shown are the relative contribu-
tions to the systematic uncertainties for each bin of the particle level top quark
pT (top) and |y| (bottom), for top antiquarks (left) and top quarks (right).
Under MC corrections, the contributions due to the lepton SFs, b tagging
SFs, pileup reweighting and prefire corrections are summarized. The Jet and
MET corrections are the combined contributions due to the jet energy scale
corrections, the jet energy resolution corrections and the unclustered energy
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Figure A.17: Systematic contributions for parton level angular dis-
tributions. Shown are the relative contributions to the systematic uncer-
tainties for each bin of the parton level cos(θx) (top), cos(θy) (middle) and
cos(θz) (bottom), for top antiquarks (left) and top quarks (right). Under MC
corrections, the contributions due to the lepton SFs, b tagging SFs, pileup
reweighting and prefire corrections are summarized. The Jet and MET cor-
rections are the combined contributions due to the jet energy scale corrections,
the jet energy resolution corrections and the unclustered energy corrections.
The marker show the bin centers and the dashed lines the bin edges.
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