Abstract-This brief proposes a reconstruction scheme for the compensation of frequency-response mismatch errors at the output of a time-interleaved analog-to-digital converter (TI-ADC) with missing samples. The missing samples are due to sampling instants reserved for estimating the channel mismatch errors in the TI-ADC. Compared with previous solutions, the proposed scheme offers substantially lower computational complexity.
Prefilter-Based Reconfigurable Reconstructor for Time-Interleaved ADCs With Missing Samples I. INTRODUCTION F REQUENCY-RESPONSE mismatches between the channel converters in a time-interleaved analog-to-digital converter (TI-ADC) degrade the resolution. A common technique to improve the resolution is through digital calibration at the output of the TI-ADC. In this technique, the mismatch parameters are estimated from the TI-ADC output which are then used to reconstruct the output so as to compensate for the mismatch errors. In [1] , an iterative background estimation scheme that achieves robust estimation compared to other background estimation schemes was introduced. In this scheme, a known calibration signal is injected at predefined sampling instants. The mismatch parameters are then estimated by using the TI-ADC output samples corresponding to the calibration signal. Since the input signal is not sampled at the sampling instants reserved for the calibration signal, the sampled signal at the output of the TI-ADC will contain missing samples.
In this brief, we focus on reducing the complexity of the reconstructor. Hence, we assume that the mismatch parameters are estimated and available. In [1] , an iterative reconstruction scheme was proposed which recovers the missing samples and provides compensation for the mismatch errors. However, [1] makes use of recursive structures which, in addition to limiting the maximal data rate, can lead to stability problems. Moreover, for this scheme, the computational complexity, measured in terms of the number of multiplications required per corrected output sample, is very high. A sub-band based reconstruction scheme that utilizes nonrecursive structures, with a lower overall computational complexity was proposed in [2] . A constrained time-varying finite-length impulse response (FIR) reconstructor was proposed in [3] and achieved even lower computational complexity compared to the scheme in [2] at the cost of increased online redesign complexity. It should be noted that [2] and [3] assumed that the TI-ADC suffers only from static time-skew errors. However, for high operating frequencies and/or resolution, the reconstructor should also compensate for frequency-dependent mismatch errors between the channel ADCs [4] . In Section III of this brief, we propose a reconfigurable reconstruction scheme that compensates for both the static and frequency-dependent mismatch errors in the presence of missing samples. The proposed scheme uses a nonrecursive structure consisting of a number of fixed subfilters and variable multipliers. Whenever the mismatch parameters change, the reconstructor can be reconfigured directly by updating the variable multipliers with the values obtained from the estimation block. Thus, unlike the reconstruction schemes in [2] and [3] , the proposed scheme requires no online redesign block. Also, as illustrated using design examples in Section IV, compared to the reconstruction scheme in [1] which requires no online redesign, the computational complexity of the proposed scheme is substantially lower. Finally, it is noted that the reconstruction of missing samples from bandlimited signals has been considered in other contexts [5] . However, they do not address the problem considered in this brief where additional mismatch errors are also present.
II. BACKGROUND AND PREREQUISITES
Assume that a continuous-time input signal x a (t) that is bandlimited to ω c < π/T , is sampled by an M -channel TI-ADC where the channel ADCs operate at a sampling frequency of 1/(MT ). If all the M channels are perfectly matched with each other, we obtain a uniformly sampled signal x(n). However, in practice, the channel frequency responses Q n (jωT ), n = 0, 1, . . . , M − 1, are not perfectly matched resulting in an M -periodically nonuniformly sampled signal v(n) at the output of the TI-ADC. For example, if the TI-ADC only suffers from static time-skew errors, Q n (jωT ) = e jωT ε n where ε n represents the difference between the actual and the desired time skew for the sampling clock in the nth channel resulting in v(n) = x a (nT + ε n T ). The TI-ADC output v(n) can be considered as obtained by sampling the output of a time-varying continuous-time system such that [6] v(n) = 1 2π
where Q n (jωT ) = Q n+M (jωT ), ∀ n ∈ Z and X(e jωT ) represents the Fourier transform of x(n).
A digital calibration block reconstructs the uniform-grid samples x(n) from the sampled signal v(n). The calibration involves estimation of the mismatch parameters from v(n) and compensating for the frequency-response mismatch errors using the estimates. A background estimation technique was proposed in [1] , where some of the sampling instants of the TI-ADC were reserved for estimating the mismatch parameters. It was shown that compared to blind estimation schemes, the scheme in [1] enables robust estimation. In this scheme, a known calibration signal is applied to the input of the TI-ADC at predefined sampling instants t = rM c T , ∀ r ∈ Z. The resulting nonuniformly sampled calibration signal is then compared with a known reference sequence to estimate the mismatch parameters. As the estimation requires samples from all the channel ADCs, M c is chosen such that M and M c are co-prime. In a TI-ADC utilizing the above estimation scheme, the input to the reconstructor, y(n), contains missing input-signal samples and is given by
Using (1), we can rewrite (2) as
where
with Q n (jωT ) = Q n+MM c (jωT ). As can be seen from (3) and (4), due to the missing samples, y(n) can be considered as an N -periodically nonuniformly sampled version of the input with N = MM c . Hence, as proposed in [3] , the reconstruction can be performed using a constrained time-varying FIR reconstructor consisting of N separate FIR filters c n (k), n = 0, 1, . . . , N −1, with some of the coefficients in c n (k) being zero-valued. In such a reconstructor, the difference between A n (jωT ) and unity determine how well the reconstructed signalx(n) approximates the ideal uniform-grid samples x(n). Here
where R n , n = 0, 1, . . . , N − 1, represent the number of nonzero impulse response coefficients in c n (k) and k i , i = 1, 2, . . . , R n , are the indices of the non-zero coefficients. For a given reconstruction problem, the constrained time-varying reconstructor gives the minimal order for the overall reconstructor, but it requires online redesign whenever the channel frequencyresponse mismatch errors change. This online redesign significantly increases the total implementation complexity as it involves N separate matrix inversions [3] . Moreover, since the filter coefficients are redetermined online, all the multipliers in the constrained time-varying FIR reconstructor need to be variable-coefficient multipliers which are expensive compared to fixed-coefficient multipliers. 
III. PROPOSED RECONSTRUCTOR
In the proposed reconstruction scheme shown in Fig. 1 , the overall complexity of the reconstructor is reduced by using a constrained two-mode time-varying FIR prefilter P n (z) to approximately recover the missing samples in y(n). After this, the reconstructed outputx(n) is obtained by using a timevarying filter H n (z) which compensates for the remaining errors.
A. Two-Mode Time-Varying Prefilter
Since the prefilter P n (z) only approximately recovers the missing samples in y(n), its impulse response p n (k), composed of two impulse responses (two modes), is given by
where r ∈ Z, δ(k) represents an impulse, and g(k) is the impulse response of a linear-phase FIR filter. As can be seen from Fig. 1 , the missing samples in y(n), corresponding to n = rM c , are approximately recovered using the fixed filter G(z) whereas all the other samples in y(n) are directly passed to the outputṽ(n). The missing samples in y(n) restrict some of the impulse response coefficients in g(k) to be zero. That is
Like in [3] , the missing sample value in y(n) at time index n = rM c is perfectly recovered if
−jωT k i equals unity. Here, R represents the number of non-zero coefficients in g(k) and k i , i = 1, 2, . . . , R, are the indices of the non-zero impulse response coefficients. However, in order to approximately recover the missing samples, it suffices to determine the R non-zero coefficients of g(k) such that,
, approximates unity in the passband ωT ∈ [−ω c T, ω c T ] with a certain tolerance. Here, N G , the filter order of g(k), is selected to be even so that the filter coefficients are symmetric.
B. Reconfigurable Part
It can be seen from Fig. 1 that the recovered sample value iñ v(n) can be expressed for all n = rM c , r ∈ Z as
In (8), k i , i = 1, 2, . . . , R, denote the indices of the non-zero impulse response coefficients. Using (1) and (2) in (8), we get
with g(k) constrained as in (7) . In order to obtain a reconfigurable reconstructor, we approximate the channel frequency responses Q n (jωT ), n = 0, 1, . . . , M − 1, with P th-order polynomials in jωT [6] according to
The polynomials in (11) are determined by estimating the mismatch parameters from v(n). The reconstruction problem is thus to recover x(n) fromṽ(n) given the estimates for d
. . , P . Using (11) in (10) followed by some algebraic manipulation, we get F n (jωT ) = 1 + F n (jωT ) with
(12) and ΔG(e jωT ) = G(e jωT ) − 1, represents the deviation of the frequency response of g(k) from unity, in the passband. Substituting the expression for F n (jωT ) in (9), the recovered sampled value inṽ(n), n = rM c , can be expressed as
where x(n) is the uniform-grid sample value. Using (6), we can extend (13) to represent the output of p n (k), ∀ n ∈ Z, as
whereẽ(n) represents the remaining errors at the output of the prefilter and is given bỹ e(n) = 1 2π
In (15)
with
It can be seen from (16) and (6) that the remaining errors inṽ(n) come from three components namely the channel frequency-response mismatch errors, the approximation error 1 In (11), we have assumed that there are no static gain mismatches as they can be easily compensated for by multiplying y(n) by a single time-varying multiplier. Such a multiplier only increases the computational complexity Cm in (18) by one. in the frequency response of the prefilter, and the frequencyresponse mismatch errors modified by the prefilter.
Expressing the prefilter output as in (14) allows us to realize the H n (z) using the iterative compensation structure shown in Fig. 2 . If there were no missing samples, each time- Fig. 2 can be realized using a Farrow structure without the input signal branch, like in [7] . However, here, due to the missing samples and the prefilter, each E k (z, n) is realized using a Farrow structure with additional blocks, W k (e jωT ) and G k (e jωT ), as shown in Fig. 3 k (e jωT ), q = 1, 2, . . . , P , k = 1, 2, . . . , K, are determined offline and then fixed. Whenever the frequency-response mismatch errors change, the reconstructor can be reconfigured directly by updating the variable multipliersd (q) n , q = 1, 2, . . . , P , n = 0, 1, . . . , M − 1, with the set of coefficients obtained from the estimation block.
C. Complexity
As the coefficients of the subfilters are determined offline and fixed, they can be implemented using fixed-coefficient multipliers. Moreover, as we use linear-phase FIR subfilters, the number of such fixed-coefficient multipliers is around half their filter order. Further, as some taps in the prefilter are equal to zero, the number of fixed-coefficient multipliers required for the prefilter is even less than N G /2. Thus, the computational complexity of the proposed reconstructor, measured in terms of the number of multiplications required per corrected output sample, is given by
where R and R k represent the number of non-zero coefficients in G(e jωT ) and G k (e jωT ), respectively, P max,k ∈ [1, 2, . . . , P ] represents the maximum order of the differentiator in the kth (22) in [6] . For perfect reconstruction (PR), V 0 (e jωT ) should be equal to unity whereas V m (e jωT ), m = 1, 2, . . . , N − 1, should be equal to zero. In practice, however, we require only approximate PR and the reconstruction error depends on how closely the distortion and the aliasing functions approximate unity and zero, respectively, in the passband region [−ω c T, ω c T ] [6] . Thus, given the values for P , K, and the orders of the subfilters, the design of the overall reconstructor involves determining the coefficients of the subfilters such that for a maximum specified reconstruction error δ,
for m = 0, 1, . . . , N − 1. In (19), a 0 = 1 and a m = 0 for m = 1, 2, . . . , N − 1. Here, we propose to determine the coefficients of the subfilters separately as the cascaded filter structure makes their joint optimization cumbersome. It is noted that the filter W k (z) in each stage is only required to compensate for the error ΔG(e jωT ) introduced by the prefilter G(z). However, based on experiments, it is observed that the overall computational complexity is lower if the error ΔG(e jωT ) introduced by the prefilter is equal to the desired reconstruction error, thereby eliminating the need for the W k (z) filter in each stage. Thus, here, we assume that
For a given set of ω c T , P , δ, and the specified range of values taken by the mismatch parametersd , p = 1, 2, . . . , P , k = 1, 2, . . . , K, are determined using the steps outlined below. Here, the overall error is computed by taking the maximum of the reconstruction errors evaluated for a number of different combinations of uniformly distributed mismatch parameters within the specified range.
1) In order to determine the value of K, the overall error is determined for each value of K, starting with K = 1, until the specified reconstruction error is achieved. Here, all the subfilters are overdesigned with filter approximation errors equal to δ. 2) To determine the value of N G , we use an H n (z) consisting of K (determined in Step 1) stages with overdesigned differentiators and
Starting with the value of N G for which the approximation error in the prefilter is equal to δ, the minimal value for N G is determined by decreasing N G until the overall error is equal to or slightly lower than the specified reconstruction error. 3) After N G is determined and fixed, we follow the same procedure as in Step 2 to determine 
IV. DESIGN EXAMPLES
Example 1: The purpose of this example is to compare the computational complexity of the proposed method with that of the existing methods. We also show that by increasing the number of stages K and the order of the subfilters, any arbitrarily low reconstruction error can be achieved provided P is chosen such that Q n (jωT ) are accurately modeled. For comparison, we use the four-channel TI-ADC (M = 4) case considered in Example A in Section VI of [1] . Thus, it is assumed that the timing mismatches in the channel ADCs are ε 0,1,2,3 = [0.01, −0.05, 0.04, −0.03], with every seventh sample being used by the estimator (M c = 7) and the bandwidth of the reconstructor, ω c T = 0.8π. Further, it is required that, after reconstruction, the aliasing terms at the output should be below −50 dB.
Since the TI-ADC here is assumed to have only timing mismatches, the channel frequency responses are given by Q n (jωT ) = e jωT ε n , n = 0, 1, 2, 3. To be consistent with the corresponding examples in [1] [2] [3] , here, we assume that the reconstructor compensates samples from all the channels without using any channel as the reference channel. Thus, using (11) and P = 2 and assuming that the estimation block estimates the mismatch parameters sufficiently accurately, we getd aliasing terms V m (e jωT ), m = 1, 2, . . . , 27, is below −50 dB. It can be seen from Table I that the proposed reconstructor has significantly lower overall complexity (including control complexity) compared to the existing reconstruction schemes. Further, for the given ε 0,1,2,3 combination, the proposed reconstructor can reduce the magnitude of the aliasing terms to below −94 dB using P = 3, 4] , and N D On the other hand, the reconstructor in [1] requires around 1100 multiplications per corrected output sample to attain a similar performance. Also, reconfiguring the constrained timevarying reconstructor in [3] for such low reconstruction errors is impractical as it requires inverting large matrices online. Fig. 5 shows the spectrum before and after reconstruction using the proposed reconstructor when a multi-tone signal with frequencies as in [1] [2] [3] is applied at the input of the TI-ADC. The corresponding plots for the existing methods can be seen in [1, Fig. 9 correspond to the analog matching errors [6] . Like in [6] , we assume that ε n ∈ [−0.02, 0.02] and Δ n ∈ [−0.005, 0.005] and that the reconstruction is performed with the zeroth channel as the reference channel. In order to keep the aliasing terms below −100 dB, we require P = 4, K = 4, N G = 108, N Fig. 6 shows the histogram of the maximum amplitude of all the aliasing terms after reconstruction for uniformly distributed analog matching errors within the specified range. It can be seen from Fig. 6 that the aliasing terms are below −100 dB for all the combinations of ε n and Δ n . It is also noted that, to keep the aliasing terms below −50 dB, the proposed reconstruction scheme requires a C m of only 17.
V. CONCLUSION
This brief proposed a reconfigurable reconstruction scheme for TI-ADCs with missing samples. Compared to existing schemes, the proposed scheme achieved lower implementation complexity by using a prefilter to approximately recover the missing sample before compensating for the mismatch errors. The compensation filter was realized using an iterative structure consisting of a number of fixed subfilters and variable multipliers. We showed that the proposed scheme requires no online redesign as the reconstructor can be reconfigured by directly updating the variable multipliers.
