This is the second of a series of three papers in which we present a rigorous analysis of Derrida's Generalized Random Energy Models (GREM). Here we study the general case of models with a "continuum of hierarchies". We prove the convergence of the free energy and give explicit formulas for the free energy and the two-replica distribution function in thermodynamical limit. Then we introduce the empirical distance distribution to describe effectively the Gibbs measures. We show that its limit is uniquely determined via the Ghirlanda-Guerra identities up to the mean of the replica distribution function. Finally, we show that suitable discretizations of the limiting random measure can be described by the same objects in suitably constructed GREMs.  2004 Elsevier SAS. All rights reserved.
Introduction
In a companion paper [7] we have given a rather complete analysis of thermodynamic limit of Derrida's Generalized Random Energy models [12] [13] [14] [15] . We have seen that these are naturally considered as a special class of Gaussian models defined in terms of Gaussian processes X σ on the hypercube ΣS N ≡ {−1, 1} N whose covariance depends only on the ultra-metric valuation d N (σ, σ ) defined by
i.e.
where A is a probability distribution function on the interval [0, 1]. In [7] this function was assumed to be a step function with finitely many steps. We refer to this situation as the standard GREM. In this paper we return to the general class of models where the covariance function A(x) is no longer considered to be discrete. To avoid complications that are not of interest here, we will assume that A is a piecewise smooth function throughout this paper. For some of our results we will moreover have to assume that A is "non-critical", in the sense that it is equal to its convex hull only on the set of extremal points of the convex hull. We will of course draw advantage from the fact that any such function can be approximated arbitrarily well by discrete distributions, for which we have computed everything quite explicitly. The task is then to show that these approximants can be used to capture precisely the asymptotic properties of the processes of interest. Such an approach is of course classical in extreme value theory where it is based on comparison lemmata of Slepian.
We will see that this program can be carried out to a surprising extent and that it allows to compute essentially all the physical objects that are commonly studied in the theory of mean field spin glasses. Let us note that what we are doing here goes considerably beyond the earlier investigations by Ruelle [25] and Derrida and Gardner [12] [13] [14] , who considered limits of GREMs when the number of hierarchies tends to infinity. Here, in contrast we start in finite volume with models with arbitrary covariances and prove that the thermodynamic limit can be described using certain sequences of GREMs. Moreover, the construction of Ruelle using inductive limits does not capture, in our view, the physics of these models in an appropriate way.
The class of models we introduce here is in principle as rich as the more commonly considered models where the covariance is a function of the overlap R N (σ, σ ) ≡ N −1 N i=1 σ i σ j . We call this latter class the SK-models, since it comprises in particular the standard SK-model [26] and the p-spin SK models (for recent progress on these models, see [27, 28, 30, 17, 18, 3] ). Interestingly, we will see that in our class of models, upon suitable choices of the covariance function A any structure that emerges as the solution of a mean field spin glass in Parisi's theory can be obtained. In particular, for some choice of A the ensuing limiting object will have the same properties as the standard SK model (for fixed temperature). Moreover, as had been pointed out already by Derrida and Gardner [13] , one may argue that the particular choice of the distance concept used may not have dramatic consequences on the properties of the system, and that the real key parameter of the model might just be the entropy as a function of the covariance. With such a universality hypothesis, our results suggest that indeed the Parisi solution is very natural and that indeed the structures we exhibit here ought to be canonical for any (Gaussian) mean field spin glass. The natural relation between models of the SK class and the Derrida class would be that if a model in the SK class has a covariance function B, then the analogue model in the Derrida class must have covariance function A(x) = B(I −1 (ln 2x)), where I is Cramér's entropy function. In particular, the classical p-spin SK models correspond to Derrida models with A(x) = (I −1 (ln 2x)) p . Note for instance that this function is convex if p = 2, while for p 3, it is concave in a neighborhood of the origin. At least on a qualitative level, the properties of these models are indeed those that are expected in the corresponding SK-models. However, as was noted by Derrida and Gardner [13, 14] , on closer inspection one finds numerical agreement with the replica solutions of the true SK models unsatisfactory, and in particular the temperature dependence of the free energy does not have the predicted qualitative behaviour. In the SK model, in particular, the replica theory appears to predict "massive" pure states at the edge of the overlap distribution, a fact that does not hold in the corresponding approximation. Thus, a fundamental difference between the two model classes remains.
Limiting formula and heuristic considerations
As had already been noted by Derrida and Gardner [13, 14] , thermodynamic quantities in the GREMs possess limits as the number of levels tends to infinity. In fact, the formulae for the free energy and the overlap distribution can be written in a closed form in terms of the function A that makes this fact manifest.
Let us denote the convex hull of the function A(x) byĀ(x). We will also need the right-derivative of this
It is a very simple matter to realize that the formula of Capocaccia et al. [11] (see Theorem 1.6 in [7] ) can be written as
where
The mean distance distribution function
as given in Derrida and Gardner [14] or Proposition 1.11 of [7] can be re-written as
These appealing formulas of course suggest that they might be true also when A is not a step function with finitely many steps. We will show that this is indeed the case. Note that one cannot write such closed expressions for the sub-leading corrections to the free energy. In fact, it is to be expected that these will in general not only depend onĀ (see e.g. the analysis of the maximum of branching Brownian motion by Bramson [10, 5] ). In particular, we cannot construct immediately sensible limits of the Poisson cascades P (k) (see [7] ). This might discourage us from inquiring into the finer properties of the Gibbs measures that were analysed in [7] . However, the situation is actually better than might be feared.
Let us look at the interpretation of the processes W (m) β that we considered in [7] . We have thought of them as point processes on 
at the values q i for which the limiting distribution will have jumps. Seen in this light, it would be most appropriate to introduce the following objects, that we may call empirical distance distribution function
as a random measure on the set of probability measures on [0, 1]. This object is an element of the compact space
) where all sets of measures are endowed with the topology of weak convergence. Note that the first moment of K β,N is related to the distance distribution function f β,N via
In the case of the GREM with finitely many levels, the results in [7] imply readily the convergence of K β,N to a measure that is concentrated on atomic distributions with jumps at the values q i those values are controlled by the point process W
β , and whence given finally in terms of the processes P (m) . This approach clearly fails in the continuous case. However, we have already seen in the standard GREM, that the Ghirlanda-Guerra identities [15, 1] provide an alternative approach to the construction of the infinite volume limit. Note that this important idea is due to Talagrand, who exploited it in the REM and in the p-spin SK models [T2,T3,T4,T5]. In the CREM this idea is a crucial tool. Let us briefly outline the strategy that we will follow in the remainder of the paper.
(i) First we will prove that the free energy and the mean distance distribution function will converge to the limits given by (2.1) and (2.2). This will rely on the computations in the model with finitely many hierarchies, and standard comparison theorems that allow to control convergence of the free energy of a general model through those of standard GREMs with finitely many hierarchies. (ii) Next we observe that the random measures K β,N are completely determined by the so-called 'multi-overlap distribution functions'. We will then show that the latter satisfy the Ghirlanda-Guerra indentities, and that these allow to characterize the possible limit points up to function Ef β . By compactness, this implies convergence of K β,N to a K β that is completely determined by Ef β . (iii) Finally, we will introduce certain marginals of the measures K β and show that, again due to the GhirlandaGuerra identities, these are identical to the corresponding objects in certain GREMs with finitely many hierarchies, and are thus explicitly constructable in terms of Poisson cascades.
As a result, we obtain a complete and quite explicit description of the asymptotics of the Gibbs measures in this class of models.
In the last paper [8] of this series we give a description of the geometry of the Gibbs measure for the CREMs in terms of genealogies of Neveu's continuous state branching process.
Ground state energy and free energy
The basis of all our results is control of the convergence of the free energy. As a warm-up let us first consider the ground state energy density. Recall that the leading term in the function U J,N (x) takes the form
which provides a closed form for the ground state energy for our models. In fact, this formula holds in the general case.
Theorem 3.1. Let X σ be a centered Gaussian process on S N with covariance given by (1.2). Then
Proof. Let A n denote a sequence of piecewise constant distributions functions such that A n (x) A(x) for all x ∈ [0, 1] that converge to A in the sup-norm. Denote the corresponding processes by X (n) σ . Then, by Slepian's lemma [19] ,
On the other hand, for all n,
It remains to prove a corresponding lower bound. To do so, we need to construct a sequence of piecewise constant distribution functions B n such that
. This introduces only one small problem, namely that in general such an upper approximation will have to have a positive atom at zero, and the last "atom", b n , may have to be zero. The latter fact has no consequence, while the former requires us to slightly modify the representation formula (1.4) in [7] into
where now n−1 k=1 b k = 1 − b 0 , and X 0 is a new standard Gaussian, independent of all others. Thus the mean of the maximum of X σ is equal to the mean of the maximum of X σ − √ b 0 X 0 . This variable has the same form as before, except that the total variance is diminished by b 0 . Then the formula for its mean takes the same form as before. Thus
and Slepian's lemma now shows that lim inf
This proves the theorem. 2
In the same way, we get a corresponding result for the free energy in the general case. Essentially all we need is to replace Slepian's lemma by the more general result given as Theorem 3.11 in [20] , Chapter 3, p. 74. 
Let f be a function on R n such that its second derivatives satisfy
Under the assumptions of Theorem 3.1, let
Then
Note that this formula implies that the critical temperature β c is given by
Proof. We may easily check that the function ln σ e β √ NX σ satisfies the hypothesis of Lemma 3.2 with
and A ± n (x) smaller respectively larger than A elsewhere, we can indeed construct upper and lower bounds for F β that converge to the same limit when n ↑ ∞. 2
As we have seen in the discrete case, a crucial observation is that the distance distribution function can be expressed as a derivative of the free energy as a function of the covariance. In the continuous case, this will be a little more subtle and will require to introduce some more structure.
In the discrete case we needed to be able to differentiate with respect to the value of one atom, and then to use an integration by parts formula. Both is not immediately obvious in the general case. In fact, to do so it will be necessary to add some temporal structure to our Gaussian process X σ and to define the Gaussian process
Note that X σ (t) is a martingale in the variable t and that its increments with respect to t are independent. It is also useful to realize that we may represent X σ (t) as
where Y σ (t) is a continuous Gaussian martingale with covariance
Observe that there is the following integration by parts formula:
Proof. Let us introduce the infinitesimal increments of the process Y σ (t).
Clearly
The proof makes use of the Gaussian integration by parts formula
where f is any differentiable function. Using (3.18) in (3.17), we get
which yields the result upon integration and realizing that
Next we want to express the right-hand side of (3.16) as a derivative of the free energy. To that end consider for t ∈ [0, 1] and ε > 0 fixed the random process
where 
This yields the generalization of Proposition 5.1 of [7] in the discrete case:
Lemma 3.5. With the notation introduced above we have for any t ∈ (0, 1] and any ε > 0 that
This allows us to obtain an explicit formula for the distance distribution function. 
If x β < t, (3.27) simplifies to
This is due to the fact thatĀ cannot be linear in a neighbourhood of x β , while on the other handĀ u (
x) =Ā(x) up to a point z(u) that is either of order t − O(u) (if the functionĀ is strictly convex in a left neighbourhood of t, or equals the lower boundary of the region containing t whereĀ is linear. In both cases, x β < z(u) if u is small enough. Hence in this case
Inserting this into (3.25) and letting ε tend to zero, we obtain that for t > x β , lim N↑∞ Eµ (a) In this case the function A u (x) is not convex in a neighbourhood of t, since for x < t its derivative a u (x) = a(x) and for x > t, a u (x) = a(x)(1 + 2u + u 2 ). To construct its convex hullĀ u (x), one should find the points z 1 (u), z 2 (u), z 1 (u) < t < z 2 (u) t + ε such that the straight line passing through A(z 1 (u)) and A u (z 2 (u)) is tangent to A(x) at x = z 1 (u) and to A u (x) at x = z 2 (u). In other words a(z 1 
. Then the last terms in (3.27) are zero and
Note that the straight line tangent to A(x) at the point x = z(u) < t, such that a(z(u)) = a(t) ( 
. Then the integrand in the first term satisfies
and in the second one
, the integrals over both of these terms are of order O(u 2 ) and does not contribute to the derivative of F u β . The integral of the first term can be written as
Therefore, by (3.25), we get that
Since this is true for any ε > 0, (3.26) follows.
(b) We now consider the case whenĀ is linear to the left of t + ε. The deformation ofĀ now extends further down to the beginning of the linear piece ofĀ. Assume thatĀ is linear on the interval (y, z] ⊃ (t, t + ε]. Then, for small enough u, the slope ofĀ u will differ from that ofĀ only in (y, z]. Moreover,Ā u (y) =Ā(y) and
Obviously, x β / ∈ (y, z). If t x β , we get that 
Ruelle's processes and Ghirlanda-Guerra identities
We need to begin with some more notation. Let us denote by Σ σ (t) the sets
Note that by ultrametricity, we have that for all σ ∈ Σ σ (t), Σ σ (t) = Σ σ (t). The set of all distinct sets Σ σ (t), σ ∈ S N is isomorphic to {−1, 1} [tN] ≡ S t N . We will now reconsider the point process W β,N introduced in [7] in a somewhat different way. Note that the atoms of the process W β,N , (µ β,N (Σ σ (q 1 )), . . . , µ β,N (Σ σ (q l(β) ))) can be seen as the increments of the mass distribution around σ measured in the hierarchical distance, i.e. we can think of the process as W β,N as a point process on the space of probability distributions on [0, 1],
Of course, in the case of finitely many hierarchies, all measures are supported on the set of atomic distributions with atoms at fixed points. As a matter of fact, this definition turns out not to be too convenient. Already in the case of the discrete GREM, we have followed Ruelle's prescription only by convention. In the continuous case, it will become essentially imperative to replace W β,N by the process
The advantage is that this object is a random probability measure on the space of mass distributions. Let us mention that in spirit this measure is rather close to the "metastates" introduced by Aizenman and Wehr [2] and promoted in the context of spin glasses by Newman and Stein [21] [22] [23] . It has a very appealing physical interpretation: it tells, for a fixed realization of the disorder, with which probability an observer that is itself distributed with the Gibbs distribution, will see a given distribution of mass around himself. Let us say a word more on the interpretation of these processes. Recall that
Thus K β,N will be asymptotically concentrated on distributions for which m(q) = 0 if q x β . In other words, the smallest blocks Σ σ around any point σ that have positive mass are of size 2 (1−x β )N . Since the mass distribution around any point within such a "massive" block is identical, such a block contributes with mass µ β,N (σ ) with a Dirac measure on the empirical mass distribution around itself. While in the discrete case, the convergence of these processes could be proven directly, it is a priori not clear how this could be achieved in the general case. But recall that in the discrete case, instead of constructing the limiting processes directly, the Ghirlanda-Guerra identities provide an alternative way. We will see that this path is still open in the general case.
Point processes on the space of probability distributions
We will think of the quantities K β,N as probability distributions on the space of probability distributions on [0, 1], that is to say as elements of the space M 1 (M 1 (M 1 ([0, 1])) ). Equipping the spaces M 1 ([0, 1]) and M 1 (M 1 ([0, 1]) ) with the topologies of weak convergence, there is no obstacle to define weak convergence of our objects in much the same way as in the discrete case 
converges, then the point process K N,β converges weakly to a limit K β . A somewhat simpler way of looking at this process is to simply consider (4.6) and to think of it as a measure valued process on [0, 1]. This process is usually called the coalescent and has been studied in the spin glass context by Bolthausen and Sznitman [6] . An alternative construction based on subordinators was later given by Bertoin and Le Gall [4] . It clearly contains somewhat less information than K β itself.
Multi-overlap distributions
Our task is now to prove the Ghirlanda-Guerra identities in the general case. 
Proof. One of the pillars of the Ghirlanda-Guerra identities is concentration of measure for the free energy, that holds also here:
Lemma 4.2. For any β and for any ε 0
Proof. This follows, e.g., from the standard Gaussian concentration of measure theorem (see [20] ) and the representation of ln Z β,N as a Lipshitz function of 2 N+1 − 2 independent standard Gaussian random variables with Lipshitz constant β √ N . 2
As a first step we need the generalization of Lemma 3.4 as in Lemma 5.2 of [7] . 
Proof. Exactly analogous to the proof of Lemma 3.4. 2
The more important step is the proof of the analogue of Lemma 5.3 of [7] .
Lemma 4.4. Let h be as in the previous lemma. Except possibly when
Proof. Let us write 11) where the last inequality is the Cauchy-Schwarz inequality applied to the joint expectation with respect to the Gibbs measure and the disorder. Obviously the first factor in the last line is equal to
where we used the same notation as in the proof of Theorem 3.3. We know that F u β,N converges as N ↑ ∞ and that the limit is infinitely differentiable as a function of u, except possibly when x β = t; moreover, −F u β,N is convex in the variable u. Then a standard result of convex analysis (see [24] , Theorem 25.7) imply that lim sup
which is finite at zero except possibly if x β = t. Thus, the first term in (4.12) will vanish when divided by N . To see that the coefficient of N of the second term gives a vanishing contribution, we use the general fact that if the variance of family of a convex (or concave) functions tends to zero, then the same is true for its derivative, provided the second derivative of the expectation is bounded (see e.g. Lemma 8.9 in [9] , or Proposition 4.3 in [29] By the remark following the proof of Theorem 3.6 this is true except at the special value t = x β and using the fact that A is non-critical. Hence the result of the lemma is proven. 2
The theorem now follows easily by using (4.10) on the left-hand side of (4.9), and expressing the resulting term with the help of (3.16) . Noting that the result holds for any ε > 0 then yields (4.7). 14) where d N denotes the vector of replica distances whose components are d N (σ l , σ k ), 1 l < k n. Denote by B k the sigma-algebra generated by the first k(k − 1)/2 coordinates, and let A be a Borel set in [0, 1]. 
for any Borel set A. As a consequence, the random measure K β,N converges in distribution to the random measure K β whose generalized moments are given by Q β .
Proof. Choosing h as the indicator function of any desired event in B k , one sees that (4.7) implies (4.15). This actually implies that in the limit N ↑ ∞, the family of measures Q (n) β,N is entirely determined by the two-replica distribution function. While this may not appear obvious, it follows when taking into account the ultra-metric property of the function d N . This is most easily seen by realising that the prescription of the mutual distances between k spin configurations amounts to prescribing a tree (start all k configurations at the origin and continue on top of each other as long as the coordinates coincide, then branch of). To determine the full tree of k + 1 configurations, it is sufficient to know the overlap of configuration σ (k+1) with the configuration it has maximal overlap with, since then all overlaps with all other configurations are determined. But the corresponding probabilities can be computed recursively via (4.14).
Now we have already seen that Q (2) β,N = Ef β,N converges. Therefore the relation (4.14) implies the convergence of all distributions Q M 1 ([0, 1]) )), this implies the convergence of the process K β,N to a limit K β . 2 A remarkable feature takes place again if we are only interested in the marginal process K β (t) for fixed t. This process is a simple point process on [0, 1] and is fully determined in terms of the moments [25, 27] ) with parameter α.
In fact much more is true. We can consider the processes on arbitrary finite dimensional marginals, i.e. (t 1 , . . . , t m ) in terms of a Poisson-cascade process via the corresponding formulae in the associated m-level GREM. In this sense we obtain an explicit description of the limiting mass distribution function K β .
