INTRODUCTION
In this work we shall extend some results on rank additivity which are related to the matrix polynomial equation p(A) = 0. The earliest consideration of rank additivity may well be by W. G. Cochran [2] , who studied the distribution of quadratic forms in normal random variables. In the last few years a lot of matrix-theoretic extensions of Cochran's theorem have been presented. A rather complete bibliography on these problems can be found in
Dl.
In order to get these algebraic generalizations of Cochran's statistical theorem, some characterizations of matrices satisfying the polynomial equation p(A) = 0 for some special types of polynomials were obtained. Let us mention two results. In [l] it was proved that a square n x n matrix A is tripotent ( A3 = A) if and only if rank A = rank(A +A2) + rank(A -A2). 
is satisfied [5] . The extensions of these two results to arbitrary polynomials p will be proved. In the proofs of these generalizations we will identify n X n matrices with linear operators acting on a futed Hilbert space H of dimension 72.
We continue by studying n x n matrices A, A,, A,, . . , A, satisfying the relation A = A, + A, + ... + A,. We shall consider the following conditions which appear in the matrix version of Cochran's statistical theorem:
(i) Ai Aj = 0 for all i # j,
(ii) AA,=AiAforalli=1,2 ,..., k, (iii) rank A = C:= 1 rank Aj.
The starting motivation is the result of G.P.H. Styan and A. Takemura [5] which states that the condition (i) implies the equality of the set of nonzero It is easy to verify that the algebraic multiplicity of A is zero if and only if the same holds for the geometric multiplicity; we then speak of A as a regular characteristic root of Ai even though Ai does not have A as a root. In order to prove that the characteristic root 0 of A is regular if and only if 0 is a regular characteristic root of each Ai, i = 1,2, . . . , k, Styan and Takemura had to assume that (i) and (iii) hold.
In our paper an extension of this work is given. Let us denote for an arbitrary matrix S and a complex number A the algebraic multiplicity of A as We shall conclude our discussion with results of such type for normal matrices. In this special case the algebraic multiplicity is the same as the geometric multiplicity, so that we shall use notation m( A, A) and m(h, Ai), i = 1,2,. . . , k, for the multiplicity of A as a characteristic root of A and Ai, i = 1,2,.
. , k, respectively. We shall prove that condition Let A be a n x n matrix. Then we have p ( 
Proof.
Let us first assume that p(A) = 0 is valid. Identifying the matrix A with a linear operator acting on a Hilbert space H of dimension n and using Lemma 2.1, we obtain
It is now easy to get the following equations:
As a consequence we get the desired relation (3).
In order to prove the converse statement, we first notice that Im p,(A) c Im A' holds for all m E {1,2, . . . , k), so that we have 
COCHRAN-LIKE RESULTS
In this section we present several results which are closely related to the Cochran's theorem. First we shall study arbitrary n X n matrices. However, our main result can be obtained only for normal matrices. Our first theorem is an extension of the result due to Styan and Takemura [5] . In the proof of this result we shall need the following lemma.
Let S be a n X n matrix which represents the linear operator S defined on a Hilbert space H of dimension n with respect to some fixed basis. Suppose that H is a direct sum of subs-paces U and V which are both invariant for the operator S. We denote the restrictions of S to U and V by T and R respectively. Then the relations
hold for all complex numbers A.
Proof. We begin by proving that

Ker(A -S)r = Ker(A -T)' @ Ker(A -R)'
holds for all positive integers r. Let us first assume that x is an element of Ker (A -S)r. We represent x as a sum x = u + u where u belongs to U and v is an element of V. We have 
i=l
Using all the equations obtained till now, we shall prove the relation (6):
According to Lemma 3.1 we finally get
In order to prove (7) we assume that condition (iii) is fulfilled. This yields, together with 
in order to complete the proof. THEOREM 3.6. Assume that n X n matrices A, A,, A,, . . . , A, satisfy (4) , (7), and A = Cf= 1 Ai. Then the A,'s are rank additive to A.
Let p be the characteristic polynomial of the matrix C. Since clearly the operator C is one-to-one, the relation p(O) # 0 is valid. Let us introduce a polynomial 9(h) = hp(h)
.
Proof.
Let S be a n X n matrix. 
S). A#0
A straightforward computation gives us now the rank additivity condition (iii). n In the rest of the paper we shall consider only normal matrices. It turns out that in this special case the answer to our question is affirmative.
For an arbitrary normal matrix S and an arbitrary complex number A the algebraic multiplicity of A as a characteristic root of S is equal to its geometric multiplicity; we then speak simply of the multiplicity of A and denote it by m( A, S). To prove our main theorem we shall need the following three lemmas. 
We will apply induction on n. The statement is trivially true when n = 1.
Assume it is true when A is k X k matrix where k < n. 
j=l '
In the relation (12) we have the same situation as in Lemma 3.7. We define We are now ready to prove our main theorem. 
Proof.
Condition (c) implies that A, A,, A,, . . . , A, are simultaneously unitarily similar to diagonal matrices [6] . The implication (c) * (b) is trivial. Theorem 3.2 yields that (b) implies (a>. So let us assume that condition (a> is fulfilled. Theorem 3.6 gives us that rank A = C:= 1 rank Ai. This rank additivity condition is equivalent to Im A = @f= 1 Im Ai [5] . As a consequence we have Im Ai C Im A. Normality implies now that the restriction of Ai to the subspace Ker A is a zero operator for all i E {1,2, . . . , k}. Therefore 
A#0 i=l A#0
In the above relation A can be replaced by Re A. The desired relation follows now from Lemma 3.9. n
