Asymptotic similarity-preserving linear maps on B(H)  by Ji, Guoxing
Linear Algebra and its Applications 368 (2003) 371–378
www.elsevier.com/locate/laa
Asymptotic similarity-preserving linear maps on
B(H)
Guoxing Ji
College of Mathematics and Information Science, Shaanxi Normal University, Xian 710062,
People’s Republic of China
Received 17 July 2002; accepted 18 November 2002
Submitted by C.-K. Li
Abstract
It is proved that a bounded linear surjective map onB(H) which is asymptotic similarity-
preserving is nonzero scalar multiple of either an automorphism or an anti-automorphism.
© 2003 Elsevier Science Inc. All rights reserved.
AMS classification: 47B49
Keywords: Linear operator; Similarity-preserving linear map; Asymptotic similarity-preserving linear
maps
1. Introduction
In the last few decades, many researchers have considered linear preserver prob-
lems on matrix or operator spaces. For example, there are many research works on
linear maps which preserve spectrum [6,7,12], rank [5] and similarity [4,8,9] and so
on. Many interesting techniques have been developed; see [2,10,11] for some general
techniques and background. In this paper we consider the asymptotic similarity-
preserver problem. Let H be a separable complex Hilbert space and B(H) the
Banach algebra of all bounded linear operators onH. Denote byK(H) and G(H)
the set of all compact operators and the group of all invertible operators in B(H)
respectively. If A and B are in B(H), A ∼ B will mean that A is similar to B, that
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is, there is an operator V ∈ G(H) such that A = V −1BV . For A ∈ B(H), S(A)
denotes the similarity orbit of A, that is, S(A) = {V −1AV : V ∈ G(H)}, and S(A)
denotes the norm closure of S(A). If S(A) = S(B), we say that A and B are asymp-
totically similar, denoted by AB (see [3, p. 12]). When H is finite dimensional, A
and B are asymptotically similar if and only if they are similar by [3, Theorem 2.1].
However, when H is infinite dimensional, these two notions are quite different (cf.
[3]). A bounded linear map  on B(H) is said to be similarity-preserving if A ∼ B
implies that (A) ∼ (B), asymptotic similarity-preserving if AB implies that
(A) (B). Note that if  is similarity-preserving, then it is also asymptotic sim-
ilarity-preserving and two notions coincide when H is finite dimensional. However
the converse is false when H is infinite dimensional [8]. Hiai in [4] determined
all similarity-preserving linear maps on matrices. We discussed characterizations of
similarity-preserving linear maps in both directions on B(H) when H is infinite
dimensional in [9]. We note that the assumption  being similarity-preserving in
both directions is necessary in the proof of Theorem 3.2 in [9]. In this note we omit
the both directions assumption. In fact, we proved that a bounded linear surjective
map on B(H) which is asymptotic similarity-preserving is nonzero scalar multiple
of either an automorphism or an anti-automorphism.
We assume that H is separable infinite dimensional throughout this paper. For
an operator T ∈ B(H), ker(T ) and σ(T ) denote the kernel and the spectrum of T
respectively. For x, y ∈H, x ⊗ y denotes the rank-1 operator x ⊗ y(z) = (z, y)x,
for all z ∈H.
2. Main result
Our main result is the following theorem.
Theorem 1. Let  be a bounded asymptotic similarity-preserving surjective linear
map onB(H). Then there exist an invertible operator S ∈ B(H) and a nonzero sca-
larα ∈ C such that either(X) = αS−1XS or(X) = αS−1XtS for allX ∈ B(H),
where Xt is the transpose of X with respect to a fixed orthonormal basis ofH.
To prove our theorem, we need some lemmas. We assume that  is a bounded
asymptotic similarity-preserving surjective linear map on B(H). Then  is also
injective by [9, Proposition 3.1]. The proof of the following lemma is similar to that
of [9, Lemma 3.3].
Lemma 1. (CI ) = CI and (K(H)) =K(H).
Lemma 2. (x ⊗ y) is a rank-1 nilpotent operator whenever x ⊗ y is.
Proof. By Proposition 5.13 in [3], we know that an operator X in B(H) is quasi-
nilpotent if and only if 0 ∈ S(X). It then follows that  maps a quasi-nilpotent
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operator to a quasi-nilpotent operator. We note that any two rank-1 nilpotent op-
erators are similar to each other, so it is enough to find a rank-1 nilpotent which
is mapped to a rank-1 nilpotent. We are going to show that there is a rank-1 nil-
potent x0 ⊗ y0 such that (x0 ⊗ y0) is also a rank-1 nilpotent. Let ξ ⊗ η ∈ B(H)
be a rank-1 nilpotent operator and let (X) = ξ ⊗ η. If X is quasi-nilpotent, then
there is a rank-1 nilpotent operator x0 ⊗ y0 such that x0 ⊗ y0 ∈ S(X). Thus we have
(x0 ⊗ y0) ∈ S(ξ ⊗ η). It follows that (x0 ⊗ y0) is rank-1 nilpotent since  is
injective. Otherwise, we note that X is compact by Lemma 1 and therefore, there is a
normal compact operator N ∈ S(X) by Proposition 5.13 in [3] again. It is clear that
(N) = ξ0 ⊗ η0 is rank-1 nilpotent. Let λ ∈ σ(N) and λ /= 0. Then N = λI ⊕N1,
where λ /∈ σ(N1). Take x0 ∈ ker(N − λ) and y0 ∈ (ker(N − λ))⊥. Then N ∼ N +
x0 ⊗ ny0 for all integers n, which implies that (N)+ (x0 ⊗ ny0) (N). That is,
(N)+ n(x0 ⊗ y0) = ξn ⊗ ηn for some rank-1 nilpotent operators. Now we have
n−1ξ0 ⊗ η0 + (x0 ⊗ y0) = n−1(ξn ⊗ ηn). Letting n→∞, we have (x0 ⊗ y0) is
a rank-1 nilpotent operator since  is injective. The result follows from that  is
asymptotic similarity-preserving. The proof is complete. 
Let A be a map between two Hilbert spacesH andK. We say that A is conjugate
linear if A(ax + by) = ax + by for all a, b ∈ C and x, y ∈H.
Lemma 3. Let e ∈H be a nonzero vector. Then there is a ξ ∈H such that (e ⊗
x) = ξ ⊗ Ax or(e ⊗ x) = Bx ⊗ ξ for all x ∈ {e}⊥ for a linear or conjugate linear
bounded injective operator A or B from {e}⊥ to {ξ}⊥.
Proof. Let {ei : i = 1, 2, . . .} be an orthonormal basis of {e}⊥ and let (e ⊗ ei) =
ξi ⊗ ηi , i = 1, 2, . . . We know e ⊗ e1 + e ⊗ e2 is also a rank-1 nilpotent operator,
so is ξ1 ⊗ η1 + ξ2 ⊗ η2 by Lemma 2. It then follows that either {ξi : i = 1, 2} or
{ηi : i = 1, 2} are linearly dependent. If {ξi : i = 1, 2} are linearly dependent, with-
out loss of generality, we may assume that ξ1 = ξ2 = ξ . Then η1 and η2 are linearly
independent by the injectivity of . We claim that ξ and ξi are linearly dependent
for all i. In fact, if there is an i such that ξ and ξi are linearly independent, then
η1 and ηi are linearly dependent. However e ⊗ e2 + e ⊗ ei is rank-1 nilpotent, so
is ξ ⊗ η2 + ξi ⊗ ηi . This is impossible since both {ξ, ξi} and {η2, ηi} are linearly
independent. Thus we may assume that ξi = ξ for all i. It now follows that for every
x ∈ {e}⊥, there is a unique y ∈ {ξ}⊥ such that (e ⊗ x) = ξ ⊗ y. Define Ax = y,
∀x ∈ {e}⊥. Then it is clear that A is a bounded linear operator from {e}⊥ to {ξ}⊥.
Note that A is injective since  is.
If η1 and η2 are linearly independent, we similarly have a bounded conjugate
linear injective operator B from {e}⊥ to {ξ}⊥ such that (e ⊗ x) = Bx ⊗ ξ for all
x ∈ {e}⊥. The proof is complete. 
Lemma 4. (T ) is a rank-2 nilpotent operator whenever T is.
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Proof. Note thatmaps quasi-nilpotent operators into themselves, so it is sufficient
to prove that (T ) is of rank-2 if T is a rank-2 nilpotent operator. By Lemma 3,
we may assume that there exists a vector e ∈H such that (e ⊗ x) = ξ ⊗ Ax for
all x ∈ {e}⊥. We claim that for all f ∈H, there exist a vector ξf and an opera-
tor Af from {f }⊥ to {ξf }⊥ such that (f ⊗ x) = ξf ⊗ Af x for all x ∈ {f }⊥ and
Ax = Af x for all x ∈ {e, f }⊥.
In fact, if there is a vector f ∈H such that (f ⊗ x) = Bx ⊗ η, ∀x ∈ {f }⊥,
then ∀x ∈ {e, f }⊥, we have (e ⊗ x + f ⊗ x) = ξ ⊗ Ax + Bx ⊗ η is of rank-1,
which implies that either {ξ, Bx} or {η,Ax} are linearly dependent. This is a con-
tradiction since both A and B are injective. Thus for every f ∈H, there are a vector
ξf ∈H and an injective operator Af from {f }⊥ to {ξf }⊥ such that (f ⊗ x) =
ξf ⊗ Af x for all x ∈ {f }⊥.
Next we show that there are vectors f ∈ {e}⊥, η ∈H such that ξ and η are linearly
independent and (f ⊗ y) = η ⊗ Af y, ∀y ∈ {f }⊥. In fact, for the contrary, for
every rank-1 nilpotent operator x ⊗ y, (x ⊗ y) ∈ {ξ ⊗ γ : γ ∈ {ξ}⊥} for a fixed
vector ξ . Then (T ) ∈ {ξ ⊗ γ : γ ∈ {ξ}⊥} for every compact operator T which is a
linear combination of compact nilpotent operators. Now for unit vectors x, y ∈H,
such that x ⊥ y, x ⊗ x − y ⊗ y is a linear combination of compact nilpotent op-
erators, then (x ⊗ x − y ⊗ y) ∈ {ξ ⊗ γ : γ ∈ {ξ}⊥}. Let {yn : n = 1, 2, . . .} be an
orthonormal basis of {x}⊥, then(x ⊗ x − 1
n
∑n
k=1 yk ⊗ yk
) ∈ {ξ ⊗ γ : γ ∈ {ξ}⊥},
which implies that (x ⊗ x) ∈ {ξ ⊗ γ : γ ∈ {ξ}⊥}. It follows that (K(H)) ⊆
{ξ ⊗ γ : γ ∈ {ξ}⊥}. This is a contradiction since(K(H))=K(H) from Lemma 1.
Note that(e ⊗ x + f ⊗ x) = ξ ⊗ Ax + η ⊗ Af x for all x ∈ {e, f }⊥. It follows
that Af = λA on {e, f }⊥ for a constant λ ∈ C. We may assume that Ax = Af x
∀x ∈ {e, f }⊥. For x, y ∈ {e, f }⊥ such that x ⊥ y, we have that (e ⊗ x + f ⊗ y)2 =
0 and then (e ⊗ x + f ⊗ y) = ξ ⊗ Ax + η ⊗ Ay is a rank-2 nilpotent operator
since A is injective. Then for every rank-2 square zero operator X, (X) is of rank-
2. Now let T be a rank-2 nilpotent operator, then T is either square zero or similar to
e ⊗ f + f ⊗ g for some vectors e, f and g satisfying e ⊥ f and f ⊥ g. It follows
that the rank of (T ) is less than 2. We note that X ∈ S(T ) for every rank-2 square
zero operator X, then (X) ∈ S((T )). Since (X) is of rank-2, so is (T ). The
proof is complete. 
Lemma 5. (e ⊗ f ) is of rank-1 for every rank-1 idempotent e ⊗ f .
Proof. Let e ⊗ e ∈K(H) be a rank-1 projection and let (A) = e ⊗ e. Then A ∈
K(H). By [3, Proposition 5.13], there is a compact normal operator N ∈ S(A) such
that σ(A) = σ(N). Note that(N) ∈ S(e ⊗ e) since S(e ⊗ e) is closed [1, Corollary
9.37], we have (N) is an idempotent. Put (N) = x ⊗ y.
We shall prove that σ(N) exactly contains two points. In fact, N is a nonzero
compact operator, hence σ(N) cannot be singleton. Next, if σ(N) contains at least
three points, say, σ(N) ⊃ {λ1, λ2, λ3}, then we have
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N =


λ1I 0 0 0
0 λ2I 0 0
0 0 λ3I 0
0 0 0 N1

 .
Let ξ ∈ ker(N − λ1I ), η ∈ ker(N − λ2I ) and γ ∈ ker(N − λ3I ) be unit vectors,
then it is easy to see that ξ ⊥ η ⊥ γ and N ∼ N + ξ ⊗ η ∼ N + η ⊗ γ ∼ N + ξ ⊗
η + η ⊗ γ , which implies that
(N) (N + ξ ⊗ η) (N + η ⊗ γ ) (N + ξ ⊗ η + η ⊗ γ )
because  is asymptotic similarity-preserving.
By Lemma 2, (ξ ⊗ η) = f1 ⊗ g1, (η ⊗ γ ) = f2 ⊗ g2 for some vectors fi and
gi (i = 1, 2) with (f1, g1) = (f2, g2) = 0. Note that S((N)) is closed [1, Corollary
9.37], then we have
x ⊗ y ∼ x ⊗ y + f1 ⊗ g1 ∼ x ⊗ y + f2 ⊗ g2 ∼ x ⊗ y + f1 ⊗ g1 + f2 ⊗ g2.
Clearly, x ⊗ y, x ⊗ y + f1 ⊗ g1, x ⊗ y + f2 ⊗ g2 and x ⊗ y + f1 ⊗ g1 + f2 ⊗
g2 are all rank-1 operators. It follows that f1 = µ1x or g1 = θ1y, and f2 = µ2x
or g2 = θ2y. Since ξ ⊗ η + η ⊗ γ is a rank-2 nilpotent operator by Lemma 4, both
that f1 = µ1x and that f2 = µ2x (resp. g1 = θ1y and g2 = θ2y) cannot hold at the
same time. If f1 = µ1x, then g2 = θ2y, so x ⊗ y + f1 ⊗ g1 + f2 ⊗ g2 = x ⊗ (y +
µ1g1)+ f2 ⊗ θ2y. It follows that θ2y = δ(y + µ1g1) for some constant δ ∈ C. Then
we have that y and g1 are linearly dependent. Neither y nor g1 is zero, so g1 = θ1y,
which implies that both g1 = θ1y and g2 = θ2y hold at the same time, it is a con-
tradiction. Similarly, if f2 = µ2x we also have a contradiction. Hence, σ(N) exactly
contains two points. Moreover, N is compact, so we can assume that σ(N) = {0, λ}.
It is left to prove that N is of rank-1. Otherwise, assume that dim ker(N − λI)  2. It
is clear that dim ker(N) = ∞. In this case, taking unit vectors ξ1, ξ2 ∈ ker(N − λI)
with ξ1 ⊥ ξ2, and unit vectors η1, η2 ∈ ker(N) with η1 ⊥ η2, we similarly have
N ∼ N + ξ1 ⊗ η1 ∼ N + ξ2 ⊗ η2 ∼ N + ξ1 ⊗ η1 + ξ2 ⊗ η2,
which implies that
(N) (N + ξ1 ⊗ η1) (N + ξ2 ⊗ η2) (N + ξ1 ⊗ η1 + ξ2 ⊗ η2).
By a similar method, we can also produce a contradiction. So dim ker(N − λI) =
1, which means that N = λ(ξ ⊗ ξ) is a rank-1 normal operator. We thus have (ξ ⊗
ξ) is of rank-1. By asymptotic similarity-preserving property of , we know that
(e ⊗ f ) is of rank-1 for every rank-1 idempotent e ⊗ f . The proof is complete. 
Lemma 6. If (I ) = I and (K) = K for every K ∈K(H), then (T ) = T for
every T ∈ B(H).
Proof. First we prove that (P ) = P for every positive projection P . If either P or
I − P is a finite rank projection, then(P ) = P by the assumption. Now we assume
that both P and I − P are infinite rank projections.
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We first show that there is one projection Q such that both Q and I −Q are infi-
nite rank and(Q) = Q. It is well known that P is similar to I − P . Let P = (A).
We similarly have a normal operator N ∈ S(A) such that σ(N) = σ(A). Note that
S(P ) is closed we have that Q = (N) ∈ S(P ) is an idempotent and both Q and
I −Q are infinite rank.
We next prove that σ(N) exactly contains two points. Since N /= λI , then σ(N)
cannot be singleton.
If σ(N) contains at least three points, say σ(N) ⊃ {λ1, λ2, λ3}, then we
may choose three open subsets of C, i , i = 1, 2, 3, such that λi ∈ i , i = 1, 2, 3,
and i ∩ j = ∅ for i /= j . As in the proof of Lemma 5, for any unit vector xi ∈
E(i )H, i = 1, 2, 3, it is easy to see that
N ∼ N + x1 ⊗ x2 ∼ N + x2 ⊗ x3 ∼ N + x3 ⊗ x1.
So
Q = (N) (N + x1 ⊗ x2) (N + x2 ⊗ x3) (N + x3 ⊗ x1),
that is,
QQ+ x1 ⊗ x2 Q+ x2 ⊗ x3 Q+ x3 ⊗ x1,
which implies that
Q ∼ Q+ x1 ⊗ x2 ∼ Q+ x2 ⊗ x3 ∼ Q+ x3 ⊗ x1,
since S(Q) is closed. Therefore, (Q+ xi ⊗ xj )2 = Q+ xi ⊗ xj , i /= j , i, j = 1, 2,
3, which implies that Q(xi ⊗ xj )+ (xi ⊗ xj )Q = xi ⊗ xj for i /= j , i, j = 1, 2, 3.
So we have
(x, xj )Qxi + (x,Qxj )xi = (x, xj )xi, i /= j, i, j = 1, 2, 3
for all x ∈H. In particular, we have Qxi = (1− (xj ,Qxj ))xi by setting x = xj .
But Q is an idempotent, it follows that either Qxi = xi or Qxi = 0 for i = 1, 2, 3.
Note thatQxi = xi implies that (xj ,Qxj ) = 0 and henceQxj = 0. Similarly,Qxi =
0 implies that Qxj = xj . If Qx1 = x1, then we have
Qx1 = x1 ⇒ Qx2 = 0 ⇒ Qx3 = x3 ⇒ Qx1 = 0.
This is a contradiction. Similarly, if Qx1 = 0, we also have a contradiction.
Thus σ(N) contains exactly two points, say, σ(N) = {λ1, λ2}. Then N = λ1I ⊕
λ2I . As proved above we have either QH = ker(N − λ1I ) or QH = ker(N −
λ2I ). Without loss of generality, we assume that QH = ker(N − λ1), then
N =
(
λ1I 0
0 λ2I
)
and Q =
(
I X
0 0
)
with respect to the space decompositionH = ker(N − λ1)⊕ ker(N − λ2). Now for
any compact operator K from ker(N − λ1) to ker(N − λ2), we have
N ∼ N +
(
0 0
K 0
)
=
(
λ1I 0
K λ2I
)
,
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which implies that(
I X
K 0
)
= Q+
(
0 0
K 0
)
= (N)+
(
0 0
K 0
)
(N) = Q.
It easily follows that X = 0 since K is arbitrary. Thus, Q is a projection and N =
λ1Q+ λ2(I −Q). Therefore Q = (N) = (λ1Q+ λ2(I −Q)) = λ1(Q)+
λ2(I − (Q)) = (λ1 − λ2)(Q)+ λ2I . Then
(Q) = 1
λ1 − λ2Q−
λ2
λ1 − λ2 I =
1− λ2
λ1 − λ2Q−
λ2
λ1 − λ2 (I −Q).
Since Q and I −Q are similar, then (Q) and I − (Q) are asymptotically similar
and therefore similar. Now
I − (Q) = λ1 − 1
λ1 − λ2Q+
λ1
λ1 − λ2 (I −Q).
It follows that{
1− λ2
λ1 − λ2 ,−
λ2
λ1 − λ2
}
=
{
λ1 − 1
λ1 − λ2 ,
λ1
λ1 − λ2
}
,
which implies that λ1 + λ2 = 1. On the other hand, take a unit vector x ∈ QH, and
let Px be the projection onto the one dimensional subspace generated by x. Let N1 =
λ1(Q− Px)+ λ2(I −Q+ Px) = N + (λ2 − λ1)Px , then N ∼ N1, which implies
that QQ+ (λ2 − λ1)Px . Note that λ1 /= λ2, then λ2 − λ1 = −1. Thus we have
λ1 = 1, λ2 = 0 and N = Q, that is, (Q) = Q.
In general, P ∼ Q, then (P ) (Q) = Q, that is, (P )(P ) is an idempotent
and then (P ) ∼ P . Take any unit vector x ∈ PH and let Px be the projection de-
fined as above. Then P − Px ∼ P , hence(P ) (P )− Px . It follows that(P )−
Px = ((P )− Px)2 = (P )− (P )Px − Px(P )+ Px , that is, (P )Px +
Px(P ) = 2Px . Then x ∈ (P )H and we have (P )P = P(P ) = P . If (P )−
P /= 0, taking any unit vector x ∈ ((P )− P)H, we similarly have (P )+ Px ∼
(P ) which implies that Px = 0 since(P )Px = Px(P ) = Px . This contradiction
implies that (P ) = P .
By spectral decomposition, it is easy to see that (H) = H for every self-adjoint
operator H . So (T ) = T for every operator T . The proof is complete. 
We now prove Theorem 1 similarly to the proof of Theorem 3.2 in [9].
Proof of Theorem 1. By Lemma 2 and Lemma 5,  maps a rank-1 operator to a
rank-1 operator. Then, with a similar method in the proof of Theorem 1.4 in [5],
there are operators A,B ∈ G(H) such that one of the following is true.
(1) (K) = AKB for every K ∈K(H).
(2) (K) = AK tB for every K ∈K(H), where K t is the transpose of K with re-
spect to a fixed orthonormal basis of H.
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If (1) holds, then it is easy to show thatBA = αI for some nonzero constant α ∈ C
(see [8, Lemma 3]). Since bothA andB are invertible, it follows thatBA = AB = αI .
Thus there is an operator S ∈ G(H) such that (K) = αS−1KS for every K ∈
K(H).
Define (X) = α−1S(X)S−1, ∀X ∈ B(H), then ) is also asymptotic simi-
larity-preserving satisfying (I ) = I and (K) = K for all K ∈K(H). Hence
(X) = X for all X ∈ B(H) by Lemma 6, which is equivalent to(X) = αS−1XS
for all X ∈ B(H). If (2) holds, we similarly have that (X) = αS−1XtS for all
X ∈ B(H). The proof is complete. 
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