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SUMMARY
Much work on optimal discrimination designs assumes that the models of interest are fully
speciﬁed, apart from unknown parameters. Recent work allows errors in the models to be nonnor-
mally distributed but still requires the speciﬁcation of the mean structures. Otsu (2008) proposed
optimal discriminating designs for semiparametric models by generalizing the Kullback–Leibler
optimality criterion proposed by López-Fidalgo et al. (2007). This paper develops a relatively
simple strategy for ﬁnding an optimal discrimination design. We also formulate equivalence the-
orems to conﬁrm optimality of a design and derive relations between optimal designs found here
for discriminating semiparametric models and those commonly used in optimal discrimination
design problems.
Some key words: Continuous design; Equivalence theorem; Kullback–Leibler divergence; T -optimality; Variational
calculus.
1. INTRODUCTION
Optimal discrimination design problems have recently appeared in cognitive science (Cov-
agnaro et al., 2010), psychology (Myung & Pitt, 2009) and chemical engineering (Alberton
et al., 2011). A main motivation for such research is that in a scientiﬁc study, we often do not
know the true underlying model that drives the responses but experts may have a number of
candidate models that they believe should be adequate for studying the process. An informed
and well-constructed design provides valuable information, so constructing an optimal design
to ﬁnd the most appropriate model among a few plausible models is important. In applications,
the optimal discrimination design provides guidance on how data should be collected efﬁciently
to infer the most plausible model before other inferential procedures are employed to attain
©c 2017 Biometrika Trust
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the study objectives using the identiﬁed model. Our work concerns the ﬁrst part of such an
approach, where the goal is to determine the most appropriate design to discriminate between the
models.
The statistical theory for studying optimal discrimination designs dates back to the 1970s. An
early reference isAtkinson&Fedorov (1975a,b),whoproposedT -optimal designs to discriminate
between models when errors are normally distributed. T -optimality assumes a known null model
and we wish to test whether a rival parametric model with unknown parameters holds. When
models are all parametric, the likelihood ratio test is typically used to discriminate between the
models.Thenoncentrality parameter of the chi-squareddistributionof the test statistic contains the
unknown parameters from the alternative model and is proportional to the T -optimality criterion
(Atkinson & Fedorov, 1975a; Wiens, 2009). Since a larger noncentrality parameter provides
a more powerful test, T -optimal designs maximize the minimum value of the noncentrality
parameter, where theminimum is taken over all possible values of the parameters in the alternative
model. The T -optimality criterion is not differentiable and ﬁnding optimal discrimination designs
under the maximin design criterion can be challenging even when relatively simple models are
involved; see, for example,Dette et al. (2012, 2017b).Constructing efﬁcient algorithms for ﬁnding
T -optimal designs is likewise difﬁcult in general, despite recent progress (Braess & Dette, 2013;
Dette et al., 2015, 2017a; Aletti et al., 2016; Tommasi et al., 2016).
Recent advances in tackling discrimination design problems include the following. The fre-
quently criticized unrealistic assumption in theT -optimality criterion that requires a knownmodel
in the null hypothesis is now removed (Jamsen et al., 2013) and the class of models of interest now
includes generalized linear models (Waterhouse et al., 2008). Methodologies are also available
for ﬁnding a variety of optimal discriminating designs for multivariate dynamic models (Ucinski
& Bogacka, 2005), Bayesian optimal designs for model discrimination (Felsenstein, 1992; Tom-
masi & López-Fidalgo, 2010; Dette et al., 2015), dual-objective optimal discrimination designs
(Ng & Chick, 2004; Atkinson, 2008; Alberton et al., 2011; Abd El-Monsef & Seyam, 2011),
optimal designs that discriminate between models with correlated errors (Campos-Barreiro &
Lopez-Fidalgo, 2016) and adaptive designs for model discrimination (Myung & Pitt, 2009). Ref-
erences that describe alternative approaches and properties of optimal discrimination designs
include López-Fidalgo et al. (2007), Dette & Titoff (2009) and Dette et al. (2015).
All references cited so far require a parametric conditional distribution of the response. This
raises the question as to whether T -optimal discrimination designs are robust with respect to mis-
speciﬁcation of this distribution. Some answers are provided by Wiens (2009), Ghosh & Dutta
(2013) and Dette et al. (2013). Otsu (2008) proposed a new optimality criterion for discrimi-
nating between models, which is similar in spirit to the classical T -optimality criterion and its
extensions but does not require an exact speciﬁcation of the conditional distribution. Optimal
discrimination designs were found using the duality relationships in entropy-like minimization
problems (Borwein & Lewis, 1991) and the resulting optimal designs are called semiparametric
optimal discrimination designs.
2. SEMIPARAMETRIC DISCRIMINATION DESIGNS
Following Kiefer (1974), we focus on approximate designs, which are probability measures
deﬁned on user-selected design space X . If an approximate design has k support points at
x1, . . . , xk with corresponding weights ω1, . . . ,ωk and the total number of observations allowed
for the study is n, then approximately nωi observations are taken at x1, . . . , xk . In practice, each nωi
is rounded to an integer ni so that ni observations are taken at x1, . . . , xk subject to
∑k
i=1 ni = n.
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Let Y be the continuous response variable and let x denote a vector of explanatory variables
deﬁned on a given compact design spaceX . Suppose the density ofY with respect to the Lebesgue
measure is f (y; x) and we want to construct efﬁcient designs for discriminating between two
competing models. López-Fidalgo et al. (2007) assumed that there are two parametric densities,
say fj(y; x, θj), where the parameter θj varies in a compact parameter space j ( j = 1, 2). To ﬁx
ideas, we ignore nuisance parameters which may be present in the models. The Kullback–Leibler
divergence measures the discrepancy between the two densities and is given by
I1,2(x, f1, f2, θ1, θ2) =
∫
f1(y; x, θ1) log
f1( y; x, θ1)
f2( y; x, θ2)
dy. (1)
López-Fidalgo et al. (2007) assumed that the model f1 is the true model with a ﬁxed parameter
vector θ¯1 and call a design a local Kullback–Leibler-optimal discriminating design for the models
f1 and f2 if it maximizes the criterion
KL1,2(ξ , θ1) = inf
θ2∈2
∫
X
I1,2(x, f1, f2, θ1, θ2) ξ(dx) (2)
over all designs on the design space X . Such a Kullback–Leibler-optimal design maximizes the
power of the likelihood ratio test for the hypothesis
H0 : f (y; x) = f2(y; x, θ2) versus H1 : f (y; x) = f1(y; x, θ¯1)
in the worst-case scenario when θ2 ∈ 2 (López-Fidalgo et al., 2007, p. 233). Otsu (2008)
proposed a design criterion for discriminating between a parametric model deﬁned by its density
and another semiparametric model. The set-up is more general than that in López-Fidalgo et al.
(2007), who assumed that f1 and f2 are known and one of the parametric models is fully speciﬁed.
Speciﬁcally, suppose that the conditional mean of the density fj(y; x, θj) is
ηj(x, θj) =
∫
yfj(y; x, θj)dy (j = 1, 2)
and its support set is
Sfj ,θj ,x =
{
y : fj(y; x, θj) > 0
}
(j = 1, 2). (3)
Further, let f1(y; x, θ¯1) be a parametric density with a ﬁxed parameter θ¯1. Deﬁne
F2,x,θ2 =
{
f2 :
∫
f2(y; x, θ2) dy = 1,
∫
yf2(y; x, θ2) dy = η2(x, θ2), Sf2,θ2,x = Sf1,θ1,x
}
,
which is the class of all conditional densities at the point x with parameter θ2 and conditional
mean η2(x, θ2). Consider the set obtained from F2,x,θ2 by letting the ranges of x and θ2 vary over
all their possible values, i.e.,
F2 =
⋃
x∈X
⋃
θ2∈2
F2,x,θ2 ,
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and call a design ξ∗ semiparametric optimal for discriminating between the model f1(y; x, θ¯1)
and models in the class F2 if it maximizes
K1(ξ , θ¯1) = inf
θ2∈2
∫
X
inf
f2∈F2,x,θ2
I1,2(x, f1, f2, θ1, θ2) ξ(dx) (4)
among all approximate designs on X . This is a local optimality criterion in the sense of Chernoff
(1953), as it depends on the parameter θ¯1.
Another possibility is to ﬁx the family of conditional densities for f2(y; x, θ2), where the form
of f2 is known apart from the values of θ2. Deﬁne
F1,x,θ¯1 =
{
f1 :
∫
f1(y; x, θ¯1) dy = 1,
∫
yf1(y; x, θ¯1) dy = η1(x, θ¯1), Sf1,θ¯1,x = Sf2,θ2,x
}
,
which is the class of all conditional densities with parameter θ1 and conditional mean η1(x, θ1).
For ﬁxed θ¯1, let
F1 =
⋃
x∈X
F1,x,θ¯1
and call a design ξ∗ locally semiparametric optimal for discriminating between the family of
models f2(y; x, θ2) and the class F1 if it maximizes
K2(ξ , θ¯1) = inf
θ2∈2
∫
X
inf
f1∈F1,x,θ¯1
I1,2(x, f1, f2, θ¯1, θ2) ξ(dx) (5)
among all approximate designs on X . In the following discussion we refer to designs that maxi-
mize the criteria K1 and K2 as semiparametric Kullback–Leibler-optimal discriminating designs
of type 1 and type 2, respectively.
We assume, for the sake of simplicity, that f1(y; x, θ1), f2(y; x, θ2), η1(x, θ1) η2(x, θ2) are differ-
entiable with respect to y, x, θ1 and θ2, though these assumptions could be relaxed if necessary.
In Theorem 3.1 of his paper, Otsu (2008) derived explicit forms for the two criteria. For criterion
(4), he obtained
K1(ξ , θ¯1) = inf
θ2∈2
∫
X
(
μ + 1 +
∫
log [−μ − λ{y − η2(x, θ2)}] f1(y; x, θ¯1) dy
)
ξ(dx), (6)
where the constants λ and μ depend on x, θ¯1 and θ2 are roots of the system of equations
−
∫
f1(y; x, θ¯1)
μ + λ{y − η2(x, θ2)} dy = 1,
∫ {y − η2(x, θ2)}f1(y; x, θ¯1)
μ + λ{y − η2(x, θ2)} dy = 0 (7)
that satisfy the constraint μ + λ{y − η2(x, θ2)} < 0 for all y ∈ Sf1,θ¯1,x. A similar result can
be obtained for criterion (5) (Otsu, 2008, Theorem 3.2). Below we simplify Otsu’s approach,
show that the inner optimization problems in (4) and (5) can be reduced to solving a single
equation, and derive simpler expressions for criteria (4) and (5) that facilitate the computation of
the semiparametric optimal discriminating designs.
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THEOREM 1.
(i)Assume that for each x ∈ X the support of the conditional density f1(y; x, θ¯1) is an interval,
i.e., Sf1,θ¯1,x = [yx,min, yx,max], such that yx,min < η2(x, θ2) < yx,max for all θ2 ∈ 2. Assume
further that for all x ∈ X and for all θ2 ∈ 2, the equation
∫
f1(y; x, θ¯1)
1 + λ {y − η2(x, θ2)} dy = 1 (8)
has a unique nonzero root λ(x, θ¯1, θ2) that satisﬁes
− 1
yx,max − η2(x, θ2) < λ(x, θ¯1, θ2) < −
1
yx,min − η2(x, θ2) . (9)
Criterion (4) then takes the form
K1(ξ , θ1) = inf
θ2∈2
∫
X
∫
f1(y; x, θ¯1) log
f1(y; x, θ¯1)
f ∗2 (y; x, θ2)
dy ξ(dx) (10)
and the optimal density f ∗2 in (4) is
f ∗2 (y; x, θ2) =
f1(y; x, θ1)
1 + λ(x, θ¯1, θ2) {y − η2(x, θ2)}
. (11)
(ii) Assume that the integrals
∫
f2(y; x, θ2) exp(−λy) dy,
∫
yf2(y; x, θ2) exp(−λy) dy
exist for all x ∈ X and for all λ. Criterion (5) takes the form
K2(ξ , θ¯1) = inf
θ2∈2
∫
X
∫
f ∗1 (y; x, θ¯1) log
f ∗1 (y; x, θ¯1)
f2(y; x, θ2)
dy ξ(dx) (12)
and the optimal density f ∗1 in (5) is given by
f ∗1 (y; x, θ¯1) =
f2(y; x, θ2) exp
{−λ(x, θ¯1, θ2)y}∫
f2(y; x, θ2) exp
{−λ(x, θ¯1, θ2)y} dy , (13)
where λx = λ(x, θ¯1, θ2) is the nonzero root of the equation
∫
yf2(y; x, θ2) exp(−λy) dy∫
f2(y; x, θ2) exp(−λy) dy = η1(x, θ¯1). (14)
The main implication of Theorem 1 is that we ﬁrst solve equations (8) and (14) numerically
for λ. As this has to be done for several values of θ2 it is quite demanding, though not so
computationally expensive as ﬁnding the solution of the two equations in (7) for Otsu’s approach.
For solving (8), it is natural to assume that λ < 0 if η1(x, θ¯1) < η2(x, θ2), because if y ∈ Sf1,θ¯1,x,
the function 1/[1 + λ {y − η2(x, θ2)}] is increasing and so allows us to shift the average of the
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Fig. 1. Density f1 (solid line) and the solution f ∗2 in (11) (dotted line), where f1 is the truncated standard normal distri-
bution on the interval [−3, 3] and η1(x, θ¯1) = 0: (a) η2(x, θ2) = 0·5 (λ¯ = −0·395); (b) η2(x, θ2) = 0·4 (λ¯ = −0·3522);
(c) η2(x, θ2) = 0·3 (λ¯ = −0·2841).
function f1(y; x, θ¯1)/[1 + λ {y − η2(x, θ2)}] to the right. Similarly, if η1(x, θ¯1) > η2(x, θ2), we
search for λ > 0. The following lemma formalizes this consideration and its proof, and all other
proofs are deferred to the ﬁnal section.
LEMMA 1. Assume that v22(x, θ2) =
∫ {y − η2(x, θ2)}2 f2(y; x, θ2) dy exists and is positive. If λ
solves (8) and satisﬁes (9), λ has the same sign as the difference η1(x, θ1) − η2(x, θ2).
Example 1. Let f1(y; x, θ¯1) be the truncated normal density N {η(x, θ¯1), 1} on the interval
[−3 + η1(x, θ¯1), 3 + η1(x, θ¯1)]. This density is a function of η1(x, θ¯1) and it follows from (11)
that the optimal density f ∗2 (y; x, θ2) is a function of η1(x, θ1) and η2(x, θ2). Figure 1 displays the
function f ∗2 for η1(x, θ1) ≡ 0 and different values of η2(x, θ2) on the interval [−3, 3].
The main difference between our approach and that of Otsu (2008) is that we provide an easier
and quicker way to compute the quantity
inf
f2∈F2,x,θ2
I1,2(x, f1, f2, θ¯1, θ2). (15)
This difference has very important implications for the numerical calculation of the semipara-
metric discrimination designs. To be precise, the result in Otsu (2008) requires us to solve the
two nonlinear equations in (7) numerically for all design points x involved in the determination
of the optimal design maximizing criterion (5) and all parameter values θ2 ∈ 2 involved in the
minimization of the simpliﬁed version (6) derived by Otsu (2008). From a numerical viewpoint,
it is very challenging to tackle this unstable problem because the solution depends sensitively on
the speciﬁcation of an initial point for the iterative procedure to solve (7). In contrast, Theorem 1
reduces the problem to the solution of one nonlinear equation, which can be found, for example,
by a bisection search or a golden ratio search.
The numerical instability becomes apparent also in the numerical study in § 5, where we tried
to compare the two methods in three examples. There we implemented Newton’s method to ﬁnd
the solution of the system of two equations in (7) required by Otsu’s method.We observed that for
many values of the explanatory variable x, the function in (15) could not be computed because
the Newton method did not converge to the solution of system (7) that satisﬁes the condition
μ + λ {y − η2(x, θ2)} < 0. Such a problem was even observed in cases where we used a starting
point in the iteration which is very close to the solution determined by the new method proposed
in this paper. As a consequence, in many examples the semiparametric optimal discrimination
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design could not be determined by the algorithm of Otsu (2008). Moreover, we observe that in
the cases where Otsu’s method was able to determine the solution of the two nonlinear equations
in (15), our method is still, on average, about two times faster; see Example 4.
3. EQUIVALENCE THEOREMS
Equivalence theorems are useful because they conﬁrm optimality of a design among all designs
on the given design space X . These tools exist if the criterion is a convex or concave function
over the set of all approximate designs on X , and their derivations are discussed in design
monographs (Silvey, 1980; Pukelsheim, 2006). The next theorem states the equivalence results
for the semiparametric Kullback–Leibler-optimal discriminating designs.
THEOREM 2. Suppose that the conditions of Theorem 1 hold and the inﬁmum in (4) and (5) is
attained at a unique point θ∗2 ∈ 2 for the optimal design ξ∗.
(a) A design ξ∗ is a semiparametric Kullback–Leibler-optimal discriminating design of type 1 if
and only if
I1,2(x, f1, f ∗2 , θ¯1, θ∗2 ) −
∫
X
I1,2(x, f1, f ∗2 , θ¯1, θ∗2 ) ξ∗(dx)  0, x ∈ X , (16)
with equality at the support points of ξ∗. Here I1,2(x, f1, f2, θ¯1, θ2) is deﬁned in (1),
θ∗2 = arg inf
θ2∈2
∫
X
I1,2(x, f1, f ∗2 , θ¯1, θ2) ξ∗(dx), f ∗2 (y; x, θ2) =
f1(y; x, θ¯1)
1 + λ {y − η2(x, θ2)}
,
and λ is found from (8). Moreover, there is equality in (16) for all support points of ξ∗.
(b) A design ξ∗ is a semiparametric Kullback–Leibler-optimal discriminating design of type 2 if
and only if
I1,2(x, f ∗1 , f2, θ¯1, θ∗2 ) −
∫
X
I1,2(x, f ∗1 , f2, θ¯1, θ∗2 ) ξ∗(dx)  0, x ∈ X , (17)
with equality at the support points of ξ∗. Here
θ∗2 = arg inf
θ2∈2
∫
X
I1,2(x, f ∗1 , f2, θ¯1, θ2) ξ∗(dx), f ∗1 (y; x, θ¯1) =
f2(y; x, θ2) exp(−λy)∫
f2(y; x, θ2) exp(−λy) dy
,
and λ is found from (14). Moreover, there is equality in (17) for all support points of ξ∗.
Theorem 2 is a direct consequence of the equivalence theorem for Kullback–Leibler-optimal
designs from López-Fidalgo et al. (2007). Part (a) states that K1(ξ , θ¯1) is the Kullback–Leibler
criterion for discrimination between f1(y; x, θ¯1) and f ∗2 (y; x, θ2) deﬁned in (11). Part (b) states
that K2(ξ , θ¯1) is the Kullback–Leibler criterion for discrimination between f ∗1 (y; x, θ¯1) deﬁned
in (13) and f2(y; x, θ2). Following convention in the case where all models are parametric, we
call the function on the left-hand side of (16) or (17) the sensitivity function of the design under
investigation. Clearly, different design criteria lead to different sensitivity functions for the same
design. The usefulness of the equivalence theorem is that if the sensitivity function of a design
does not satisfy the conditions required in the equivalence theorem, then the design is not optimal
under the given criterion. Figure 2 illustrates these sensitivity plots.
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4. CONNECTIONS WITH THE T -OPTIMALITY CRITERION
We now show that under homoscedastic symmetrically distributed errors, the semiparametric
optimal design for discriminating between the model f1(y; x, θ¯1) and the class F2 coincides with
the T -optimal design proposed byAtkinson&Fedorov (1975a).We ﬁrst recall the classical set-up
for ﬁnding an optimal design to discriminate between two models, where we assume that the
mean functions in the models are known and the parameters in the null model are ﬁxed at, say,
θ¯1. When errors in both models are normally distributed, a T -optimal discrimination design ξ∗T
maximizes the criterion
inf
θ2∈2
∫
X
{η1(x, θ¯1) − η2(x, θ2)}2ξ(dx) (18)
among all designs on X (Atkinson & Fedorov, 1975a). Throughout this section, we assume that
the inﬁmum in (18) is attained at a unique point θ∗2 when ξ = ξ∗T . Using arguments like those in
Wiens (2009), it can be shown that the power of the likelihood ratio test for the hypotheses
H0 : η(x) = η2(x, θ2) versus H1 : η(x) = η1(x, θ¯1) (19)
is an increasing function of the quantity in (18). Our next result gives a sufﬁcient condition for
the T -optimal discriminating design to be a semiparametric optimal design in the sense of § 2.
THEOREM 3. Suppose that the assumptions of Theorem 1(i) hold and f1(y; x, θ¯1) satisﬁes
f1(y; x, θ¯1) = g{y − η1(x, θ¯1)},
where g is a symmetric density function supported in the interval [−a, a], i.e., f1 has support
[−a + η1(x, θ¯1), a + η1(x, θ¯1)]. The T-optimal discriminating design maximizing criterion (18)
is a semiparametric Kullback–Leibler-optimal discriminating design of type 1.
A similar result is available for the semiparametric Kullback–Leibler-optimal discrimi-
nating designs of type 2. Suppose that f2(y; x, θ2) and f1(y; x, θ¯1) are normal distributions
N {η2(x, θ2), v22(x, θ2)} and N {η1(x, θ¯1), v22(x, θ2)}, respectively. It can be shown that the power
of the likelihood ratio test for hypotheses (19) is an increasing function of
KL1,2(ξ , θ1) = inf
θ2∈2
∫
X
{η1(x, θ¯1) − η2(x, θ2)}2
v22(x, θ2)
ξ(dx) (20)
where KL1,2(ξ , θ1) is the Kullback–Leibler criterion deﬁned in (2). The next result shows that
this design is also a semiparametric Kullback–Leibler-optimal discriminating design of type 2.
THEOREM 4. Suppose that f2(y; x, θ2) is a normal density with mean η2(x, θ2) and variance
v22(x, θ2).The best approximation f
∗
1 (y; x, θ¯1) is a normal density withmean η1(x, θ¯1) and variance
v22(x, θ2), and the optimal design maximizing (20) is a semiparametric Kullback–Leibler-optimal
discriminating design of type 2 and vice versa.
5. NUMERICAL RESULTS
We now illustrate the new techniques for ﬁnding semiparametric optimal designs using three
examples. From § 2, the ﬁrst step is to solve equations (8) and (14) efﬁciently. In the second step,
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any numerical method that determines Kullback–Leibler-optimal discrimination designs can be
adapted to solve the minimax problems obtained from Theorem 1 because the representations
(10) and (12) have the same structure as the Kullback–Leibler optimality criteria considered in
López-Fidalgo et al. (2007). The second step deﬁnes a very challenging problem, and some recent
results and algorithms for Kullback–Leibler optimality criteria can be found in Stegmaier et al.
(2013), Braess & Dette (2013), Dette et al. (2015) and Dette et al. (2017a). Below we focus on
the ﬁrst step because our aim is to ﬁnd new semiparametric designs. In the second step, we use
an adaptation of the ﬁrst-order algorithm of Atkinson & Fedorov (1975a), which is not the most
efﬁcient algorithm but is very easy to implement.
Let δ be a user-selected positive constant. ByLemma1 and inequality (9),we solve equation (8)
in the following regions: if η1(x, θ¯1) = η2(x, θ2), set λ = 0; if η1(x, θ¯1) < η2(x, θ2), choose a
solution in the interval 	− = [−1/{yx,max − η2(x, θ2)},−δ]; if η1(x, θ¯1) > η2(x, θ2), choose a
solution in the interval 	+ = [δ,−1/{yx,min − η2(x, θ2)}].
Similarly, the solution of (14) can be obtained as follows. We search for λ > 0 if η1(x, θ¯1) <
η2(x, θ2) so that λ shifts the predeﬁned density f2(y; x, θ2) to the left, and search for λ < 0 if
η1(x, θ¯1) > η2(x, θ2). If δ is chosen to be a small enough positive constant and β is a user-selected
large positive constant, we can assume that the solution of (14) is in [−β,+β]. We suggest
searching for the numerical solution of equation (14) in the following regions: if η1(x, θ¯1) =
η2(x, θ2), set λ = 0; if η1(x, θ¯1) < η2(x, θ2), choose a solution in the interval 	+ = [+δ,+β]; if
η1(x, θ¯1) > η2(x, θ2), choose a solution in the interval 	− = [−β,−δ].
We now present two examples, where the T -optimal and semiparametric Kullback–Leibler-
optimal designs are determined numerically and are different.
Example 2. Consider the optimal design problem from López-Fidalgo et al. (2007), where
they wanted to discriminate between the two models
η1(x, θ1) = θ1,1x + θ1,2x
x + θ1,3 , η2(x, θ2) =
θ2,1x
x + θ2,2 . (21)
The design space for both models is the interval [0·1, 5] and we assume that the ﬁrst model has
ﬁxed parameters θ1 = (1, 1, 1).We construct four different types of optimal discrimination design
for this problem: a T -optimal design; a Kullback–Leibler-optimal design for lognormal errors,
with ﬁxed variances v21(x, θ¯1) = v22(x, θ2) = 0·1; a semiparametric Kullback–Leibler-optimal
discriminating design of type 1 for a mildly truncated lognormal density f1(y; x, θ¯1) with location
μ1(x, θ¯1) and scale σ 21 (x, θ¯1); and a semiparametric Kullback–Leibler-optimal discriminating
design of type 2 for a mildly truncated lognormal density f2(y; x, θ2) with location μ2(x, θ2) and
scale σ 22 (x, θ2), where
μi(x, θ) = log ηi(x, θ) − 12σ
2
i (x, θ) and σ
2
i (x, θ) = log
{
1 + v2i (x, θ)/η2i (x, θ)
}
(i = 1, 2).
The ranges for those densities are the intervals from Q1(0·0001, x, θ¯1) to Q1(0·9999, x, θ¯1) and
from Q2(0·0001, x, θ2) to Q2(0·9999 x, θ2) respectively, where Qi(p, x, θ) is the quantile function
of the ordinary lognormal density with mean ηi(x, θ) and variance v2i (x, θ) = 0·1. We note that
because of the mild truncation, η1(x, θ¯1) and η2(x, θ2) are not exactly the means of the densities
f1(y; x, θ¯1) and f2(y; x, θ2), respectively, but are very close to them.
Table 1 displays the optimal discrimination designs under the four different criteria, along with
the optimal parameter θ∗2 of the second model corresponding to the minimal value with respect to
the parameter θ2. All four types of optimal discrimination designs are different, with the smallest
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Table 1. Optimal discrimination designs for the two models in (21)
Design type ξ ∗ θ∗2
T -optimal
x
w
0·508 2·992 5·000
0·580 0·298 0·122 (22·564, 14·637)
KL-optimal
x
w
0·218 2·859 5·000
0·629 0·260 0·111 (21·112, 13·436)
SKL1-optimal
x
w
0·454 2·961 5·000
0·531 0·344 0·125 (22·045, 14·197)
SKL2-optimal
x
w
0·509 2·994 5·000
0·611 0·273 0·116 (22·824, 14·857)
KL, Kullback–Leibler; SKLi, semiparametric Kullback–Leibler of type i.
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Fig. 2. Plots of the sensitivity functions of the following discrimination designs: (a) T -optimal, (b) Kullback–
Leibler-optimal, (c) semiparametric Kullback–Leibler-optimal of type 1 and (d) semiparametric Kullback–
Leibler-optimal of type 2, from Table 1.
Table 2. Efﬁciencies of optimal discrimination designs for the two mod-
els in (21) under various optimality criteria. For example, the value
0·321 in the ﬁrst row is the efﬁciency of the Kullback–Leibler-optimal
design with respect to the T -optimality criterion
T -optimal KL-optimal SKL1-optimal SKL2-optimal
T -criterion 1·000 0·321 0·741 0·830
KL-criterion 0·739 1·000 0·796 0·650
SKL1-criterion 0·552 0·544 1·000 0·454
SKL2-criterion 0·876 0·254 0·633 1·000
KL, Kullback–Leibler; SKLi, semiparametric Kullback–Leibler of type i.
support point of the Kullback–Leibler-optimal design being noticeably different from those of the
other three designs. The semiparametric Kullback–Leibler-optimal discriminating design of type
2 has nearly the same support as the T -optimal design. Figure 2 shows the sensitivity functions
of the four optimal designs and conﬁrms their optimality.
Table 2 displays the four different types of efﬁciencies of the T -, Kullback–Leibler-, and
semiparametric Kullback–Leibler-optimal discriminating designs. Small changes in the design
can have large effects, and the T - and Kullback–Leibler-optimal discrimination designs are not
very robust under a variation of the criteria, where the Kullback–Leibler-optimal discrimination
design has slight advantages. On the other hand, the semiparametric Kullback–Leibler-optimal
discriminating design of type 1 yields moderate efﬁciencies, about 75%, with respect to the T -
and Kullback–Leibler optimality criteria.
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Table 3. Optimal discrimination designs for the two models in (22)
Design type ξ ∗ θ∗2
T -optimal
x
w
0·308 2·044 5·000
0·316 0·428 0·256 (1·223, 0·948)
KL-optimal
x
w
0·136 1·902 5·000
0·297 0·457 0·252 (1·244, 1·020)
SKL1-optimal
x
w
0·395 2·090 5·000
0·396 0·355 0·249 (1·216, 0·920)
SKL2-optimal
x
w
0·308 2·044 5·000
0·289 0·458 0·253 (1·225, 0·956)
KL, Kullback–Leibler; SKLi, semiparametric Kullback–Leibler of type i.
Example 3. Consider a similar problem with a function η1(x, θ1) taken from Wiens (2009).
The two models of interest are
η1(x, θ1) = θ1,1
{
1 − exp(−θ1,2x)
}
, η2(x, θ2) = θ2,1x
θ2,2 + x , (22)
where the design space is X = [0·1, 5]. Here we ﬁx the parameters of the ﬁrst model in (22)
to θ1 = (1, 1) and determine the T -optimal, Kullback–Leibler-optimal for lognormal errors,
and semiparametric Kullback–Leibler-optimal discriminating designs of type 1 and type 2
for mildly truncated lognormal errors. The error variances for the Kullback–Leibler-optimal
discrimination design are v21(x, θ¯1) = v22(x, θ2) = 0·02; for the semiparametric Kullback–
Leibler-optimal discriminating design of type 1 the variance is v21(x, θ¯1) = 0·02, and for
the semiparametric Kullback–Leibler-optimal discriminating design of type 2 the variance is
v22(x, θ2) = 0·02.
Table 3 displays the various optimal designs, alongwith theminimal values of the parameters θ∗2
and θ∗2 in the second model sought in the criterion. The optimality of the numerically determined
T -optimal, Kullback–Leibler-optimal and semiparametric Kullback–Leibler-optimal discrimi-
nating designs of type 1 and type 2 can be veriﬁed by plotting the corresponding sensitivity func-
tions. We again observe substantial differences between the optimal discrimination designs with
respect to the different criteria.A comparison of the efﬁciencies of the optimal designswith respect
to the different criteria in Table 4 shows a similar picture as in the ﬁrst example. In particular, we
note that for our two examples, the other optimal discrimination designs are especially sensitive to
the Kullback–Leibler optimality criteria; in the ﬁrst example their Kullback–Leibler efﬁciences
are at best 54%, and in the second example their Kullback–Leibler efﬁciencies are not higher
than 40%. One reason may be that the smallest support point of the Kullback–Leibler-optimal
design is noticeably smaller than the minimum support point of each of the other three optimal
designs.
Example 4. It is difﬁcult to compare our approach with that of Otsu (2008) because of the
computational difﬁculties described at the end of § 2. In particular, the latter algorithm is often
not able to determine the semiparametric Kullback–Leibler-optimal discrimination design. For
instance, in the situations considered in Examples 2 and 3 we were unable to obtain conver-
gence. For a comparison of the speed of the methods we therefore have to choose a relatively
simple example for which a comparison of both methods is possible. For this purpose we again
considered models (22) and constructed the semiparametric Kullback–Leibler-optimal discrim-
inating designs of type 1. For the density f1(y; x, θ¯1) we used the density of the random variable
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Table 4. Efﬁciencies of optimal discrimination designs for the
two models in (22) under various optimality criteria
T -optimal KL-optimal SKL1-optimal SKL2-optimal
T -criterion 1·000 0·266 0·663 0·858
KL-criterion 0·786 1·000 0·565 0·879
SKL1-criterion 0·407 0·346 1·000 0·388
SKL2-criterion 0·882 0·396 0·608 1·000
KL, Kullback–Leibler; SKLi, semiparametric Kullback–Leibler of type i.
η1(x, θ1)+ (ε−m), where the distribution of ε is lognormal with location and scale parameters 0
and 1, respectively, truncated to the interval between the 0·1% and 90% quantiles. The constant m
is chosen such that E(ε −m) = 0. The semiparametric Kullback–Leibler-optimal discriminating
design of type 1 is supported at 0·308, 2·044 and 5·000 with weights 0·323, 0·415 and 0·262,
respectively. It has the same support as the T -optimal discrimination design but the weights are
different. It took about 540 seconds for the approach proposed in this paper and about 1230
seconds for Otsu’s method to ﬁnd the optimal design. In both cases, we used an adaptation of the
Atkinson–Fedorov algorithm in our search. So, even in this simple example, the computational
differences are substantial.
6. CONCLUSIONS
Much of the present work on optimal design for discriminating between models assumes that
the models are fully parametric. Our work allows the alternative models to be nonparametric,
where only their mean functions have to be speciﬁed, apart from the parameter values. Our
approach is simpler and more reliable than other approaches in the literature for tackling such
challenging and more realistic optimal discrimination design problems.
We expect potential applications of our work to systems biology, where frequently the underly-
ing model generating the responses is unknown and very complex. In practice, the mean response
is approximated in a few ways and these approximations become the conditional means of
nonparametric models that need to be efﬁciently discriminated to arrive at a plausible model.
The optimal design method presented here will save costs by helping biological researchers to
efﬁciently determine an adequate mean model among several postulated. There are also rich
opportunities for further methodological research. For example, an important problem is to relax
the assumption that the set Sf1,θ ,x deﬁned in (3) is ﬁxed for each x, so that the method can be
applied to a broader class of conditional densities.
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