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Abstract 
 Chemical vapor sensors possess a number of uses in a variety of fields, from environmental 
and health monitoring to food safety and national security concerns, such as the detection of 
improvised explosive devices. Many sensors currently in the market have the ability to detect the 
presence of a select few compounds and measure the concentration at which the species is present. 
However, these types of sensors require that the vapor to be investigated is known beforehand; 
they cannot be used for identification except on a case by case basis. In response to this issue, one 
branch of vapor sensor research has turned toward the development of an array of sensors that can 
be used to simulate an electronic nose. These sensors together would have the ability to identify 
unknown vapors, therefore improving not only the sensitivity, but more importantly, the selectivity 
of these sensors for one vapor over another. In this research, a thermodynamic model was 
developed to simulate the responses of chemical vapor sensors based on the interaction between 
each sensor material and a large number of volatile chemicals. The thermodynamic model is 
combined with a model for the electrical resistance for chemiresistor sensors to simulate device 
responses and compare with experimental data. 
 
1. Introduction 
 Chemical vapor sensing is imperative for the detection and identification of unknown 
vapors in many applications. Sensors are used to monitor medical health by detecting vapors that 
are indicators of cancer and other conditions such as kidney failure, which is characterized by high 
levels of ammonia in the breath. In law enforcement, they are used to detect concentrations of 
ethanol on the breath to determine if a person is intoxicated. Other applications are found in 
environmental surveillance to monitor pollutants present in the atmosphere and food safety to 
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detect if certain products have expired. This research specifically is funded by the Office of Naval 
Research to develop sensors that can be used to detect explosives for military applications. 
 Sometimes, these applications require the sensing of a specific vapor, in which case 
sensitivity is the primary concern. But for applications in open air environments there is a need to 
distinguish targets from a large range of possible interferents that would also elicit sensor response. 
In this case, sensors must be designed for both sensitivity and selectivity. Unknown vapor 
identification is usually performed using gas chromatography, mass spectroscopy, and other 
complex equipment [1]. Because these are both costly to operate and inconvenient from a mobility 
perspective, other resources such as canines have been trained to detect explosives, drugs, and 
cancer by their sense of smell. Because canines are living creatures, however, their accuracy of 
detection in real-life scenarios is less than 50 percent. They are also very expensive to train [1]. 
 Because of this, research has turned toward the creation of an electronic nose that would 
function in the same way that a dog’s nose would but with the increased accuracy of an electronic 
device. An electronic nose is comprised of an array of chemical sensors, all with different 
chemistries that can detect a variety of volatile organic compounds (VOCs). Fu et al. developed a 
sensor of this type that incorporated four different semiconductor chips, each with a unique sensor 
chemistry [2]. With larger arrays of sensor chemistries, however, the size of these devices becomes 
an issue, so the focus of this research is turning toward the incorporation of many sensors 
integrated into a semiconductor chip. 
 
2. Objective 
 The overall objective of this work is to incorporate an array of sensors onto an integrated 
chip so that the response of each individual sensor is combined to generate a holistic output signal 
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that can be used to identify unknown vapors. The focus of this project is on the simulation of sensor 
responses based on thermodynamic modeling of vapor-sensor interactions at a molecular scale. 
The computational work is performed in conjunction with laboratory experiments to test the 
validity of the model. 
 In part one of the objective, we develop a model of the thermodynamic interactions 
between each sensor chemistry and each vapor (or analyte). The model uses infinite dilution 
activity coefficients and other physical parameters to generate partition coefficients, which are 
used to predict the volume of analyte that sorbs onto different sensor materials. The primary effect 
of vapor sorption is the swelling of a sensor material due to uptake of an analyte into the sensing 
material. The model tests a Large N hypothesis, where a large database of sensor and analyte 
information allows us to predict a holistic sensor output based on the predictions of each sensor 
material. The result is a visual map of the signal output. 
 In part two of the objective, a chemical response caused by sorption is transduced into an 
electrical response for each signal output in a smaller set of data, which will be explained further 
later in this report. The metric of success will be the application of these predicted signal outputs 
to those determined experimentally to assess the validity of the model. A successful model will 
display not only the same ability to detect an unknown vapor and to display similar trends in the 
preference of certain sensors for certain analytes (from part one), but it will also generate signal 
outputs that are numerically comparable with experimentally derived data (from part two). A 
successful model will then find applications in food, health, environmental, and military 
applications, for instance to detect explosives, where it is imperative to be able to detect and 
identify an unknown vapor. 
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3. Theory 
A. AuNP Sensor Fabrication 
 Before a discussion of the thermodynamic methods that were employed to meet this 
objective is possible, it is first important to have a physical understanding of the fabrication of 
these sensors and how they work. In this research, gold nanoparticle (AuNP) sensors were selected 
because of their ability to detect very low concentrations of vapors on the order of parts per million 
and parts per billion, unlike metal oxide and carbon nanotube-based sensors [3]. The AuNPs 
function as chemiresistors that transduce a chemical response into an electrical signal. Sensors are 
constructed on silicon chips with electrode devices that are fabricated using electron-beam 
lithography. The electrode devices contain micron or nanometer-sized gap junctions between the 
positive and negative electrodes. Figure 1 shows one such device. 
 
 
Figure 1: An example of an electrode device with AuNP-filled gap junctions. 
 
 AuNPs are deposited in these junctions using a variety of techniques, including drop-
casting and dielectrophoresis. When drop-casting is implemented, AuNPs are deposited in solution 
1 µm 
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onto the surface of a chip using a micropipette and allowed to diffuse into the gap junctions. 
Dielectrophoresis employs a similar process, but an AC voltage is applied to the selected electrode 
device after the AuNP solution is deposited onto the surface. The electric field causes AuNPs to 
be attracted to the junctions between the electrodes. The result is a collection of AuNPs that bridge 
the gap between the two electrodes in each device, providing a pathway with a set baseline 
resistance through which an electric current can travel. Another sensor device with AuNPs 
deposited is shown below in Figure 2. 
 
Figure 2: A gap junction filled with 30 nm AuNPs deposited using dielectrophoresis. 
 
B. Volumetric Expansion of Organic Ligands 
To experience a change in resistance that yields a measurable electrical output signal, 
AuNPs must be able to transduce this signal from some form of chemical response. This is a result 
of the chemical structure of an AuNP, shown in Figure 3. 
200 nm 
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Figure 3: A diagram of a AuNP with gold core and attached ligands [4]. 
 
An AuNP such as the one depicted above is comprised of two main components. First is 
the gold core, which serves as a conductive media to carry the electric current. Any conductive 
material suffices, such as palladium as a substitute for gold, as long as the ligands surrounding the 
metallic core can bond to its surface. These organic ligands are the second components, which are 
responsible for the chemical sensing response between the sensor and the vapor, or analyte, which 
is being detected. The ligands control the distance between AuNPs based in part on the length of 
the molecules. When analytes are absent the distance between particles results in a baseline 
resistance for any current traveling through the gap junction of the sensor [5]. Even when there are 
analytes present, the sensor cannot detect an analyte in the vapor phase. Instead, for a response to 
occur, analytes must sorb into the condensed phase of the AuNPs / ligand matrix, causing a volume 
expansion that modifies the inter-particle distance and changes the network resistance. This 
behavior is described by the following relationship [5]: 
∆𝑅
𝑅
= 𝑒𝛽𝛥𝛿 ∙ 𝑒
𝛥𝐸𝑎
𝑘𝑇 − 1     (1) 
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where  is a tunneling decay constant specific to the organic ligand,  is the edge-to-edge distance 
between nanoparticle cores, Ea is the activation energy, k is the Boltzmann constant, and T is the 
temperature. The signal response is represented by the term 
∆𝑅
𝑅
, which is the experimental change 
in resistance over the baseline resistance, or the resistance through the electrode when there is no 
analyte present. 
∆𝑅
𝑅
 is a measurable signal response that can be found through experimental pulse 
tests to quantify the sensitivity of a sensor. 
 
4. Simulation Methods 
 To predict the signal response of a chemical vapor sensor, the model must first be able to 
predict the amount of analyte that will condense onto a sensor. This was accomplished using the 
UNIFAC activity coefficient model from mixture thermodynamics to predict the interactions 
between an expansive database of AuNP sensor materials, or sorbents, and analytes. In total, 154 
sorbents and 131 vapors were collected and compiled in the Chemiresistor_Database2.xlsx file 
under the Solvent Data and VOC DB tabs (see Appendix V). The majority of the analytes are 
VOCs, though inorganic additions such as water have been added. Each vapor is accompanied by 
information such as the vapor name, CAS identification number, and saturation pressure (in bar) 
of the vapors at 25C. Additional information such as molecular weight (in g/mol) is included to 
calculate the concentration at standard temperature and pressure, which can be cross-referenced 
with the PEL for safety considerations regarding experimental tests in the laboratory. The density 
of the VOC at 25C and the dielectric constant are also included, as they along with the molecular 
weight are used in the predictive calculation for the sensor output signal expressed as 
∆𝑅
𝑅
. 
 The ligand materials used in the experiments are thiol or amino containing compounds 
chosen to bind strongly to AuNPs. This is because thiols are one of the most common forms of 
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AuNP ligands due to their ability to easily bond to the surface of the nanoparticles [4]. 
Unfortunately, UNIFAC parameters are not available for these chemical groups. Therefore, our 
model replaces SH and NH2 groups with hydrogen. Also included in this excel file are the CAS 
numbers for each sorbent, the molecular weight (in g/mol and kg/mol), and the density (in g/mL 
and kg/m3) at 25C. This information is combined to calculate partition coefficients between 
different sorbents and analytes, which are then used to predict the concentration of vapor that will 
condense onto the sensor. This concentration is then used to predict the nature of the swelling 
between particles, leading to a calculation of the change in interparticle distance and the 
∆𝑅
𝑅
 signal 
output. The mechanism for swelling is described below in section 4.C. 
 
A. Generation of Activity Coefficients 
 We have implemented a model with MATLAB to calculate activity coefficients for many 
solvent/solute pairs using UNIFAC.  The code takes an input file, UNIFAC_format.m, which 
extracts CAS number data from the excel file described above to generate an output text file with 
information required to generate activity coefficients formatted for use in the UNIFAC code. Every 
sorbent CAS number is paired with every vapor CAS number, and additional parameters are also 
specified to generate a text file of 154 x 131 lines with the following format: 
 
n=2,#=67-63-0,#=79-34-5,M=UNIFACDO,x=0,x=,T=300 
 
Here, n is the number of molecules interacting, which for our purposes will always be two. The 
first # is the CAS number of the sorbent, the second # is the CAS number of the analyte, M specifies 
the UNIFAC method of choice, the first x is the mole fraction of analyte in the sorbent phase, the 
second x is the mole fraction of sorbent in the sorbent phase, and T is the temperature in Kelvin. 
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The first mole fraction, of analyte in the sorbent phase, is set to zero, indicating that the infinite 
dilution activity coefficient is desired, since a very low concentration of analyte will be condensing 
onto the sensor. 
The output is then run through the Dortmund Data Bank’s Modified UNIFAC software to 
generate activity coefficients for interactions between each pair of molecules. This software has a 
database of parameters needed to utilize the UNIFAC functional group method from 
thermodynamics, which treats the interactions between molecules as the combination of the 
interactions between all pairs of functional groups in the two molecules [6].  
 
Figure 4: The available interaction parameters from the Dortmund Data Bank’s UNIFAC database [6]. 
 
Therefore, this model is limited to the parameters that are available in the database shown in 
Figure 4. Any combination of interaction parameters that is represented with a gray space is absent 
  12 
from the database. As such, some sorbents and analytes do not have known interaction parameters 
and the data between these two chemistries will be missing from the overall model. To calculate 
Gibbs free energy of a mixture of two solutions, the UNIFAC method treats the relationship 
between excess Gibbs free energy and Gibbs free energy as the sum of a combinatorial term gC 
and a residual term gR [7]: 
𝐺𝐸
𝑅𝑇
= 𝑔 = 𝑔𝐶 + 𝑔𝑅     (2) 
where R is the universal gas constant and T is the temperature in Kelvin. The combinatorial term 
accounts for the molecular size and shape differences of molecules, and the parameters involved 
in its calculation are restricted to the pure species. Contrarily, the residual term is responsible for 
the molecular interactions between different functional groups and involves binary parameters for 
each set of molecules. 
The benefit of this method is that it can be used to predict the interactions between any two 
molecules, regardless of their complexity, as long as the structure of the molecules – and therefore 
their functional groups – is known. Thus, the database of sorbents and vapors can be extended to 
any number of real molecules that either exist or could potentially be synthesized in the future. 
This poses a benefit over other models that are used to predict interactions between sensor 
molecules. One example is the Linear Solvation Energy Relationship (LSER) model, which is 
based upon interactions between only five different parameters. This not only limits the number 
of molecules that can be modeled using LSER, but also predicts for molecules that could never 
possibly exist [8]. The UNIFAC model, on the other hand, accounts for thousands of different 
functional group interactions. 
 The output returned by the Dortmund Data Bank’s UNIFAC software will be in a text file 
of the following format in each row: 
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n=2,#=167,#=200,M=UNIFACDO,x=0.000000,x=1.000000,T=300.000, 
g=1.035623,g=1.000000 
 
The only parameters that are altered are the CAS numbers, which become identification numbers 
internal to the software, and the second mole fraction, which is always returned as 1. Additionally, 
the output includes an activity coefficient, which is g = 1.035623 in the previous example. This 
value will be used in the model for the predictive sensing output. 
 
B. Prediction of Sensor Array Response 
 We have developed a MATLAB code to utilize the thermodynamics data to simulate sensor 
responses for different analytes and materials.  The purpose of the sensorsUNIFAC14.m file is to 
generate the predictive signal output for the 154 by 131 array of chemical sensors and analytes. 
First, the model extracts activity coefficients from the output text file and removes any errors that 
might be due to a lack of interaction parameters between two molecules. A user defined 
concentration of analyte in the vapor phase is used to calculate the partial pressure of the analyte 
using the ideal gas law: 
𝑃𝑖 = 𝐶𝑖𝑅𝑇          (3) 
where Pi is the partial pressure of component i, Ci is the concentration, R is the ideal gas constant, 
and T is the absolute temperature. At atmospheric pressure and with low vapor concentrations, the 
ideal gas assumption is valid. The partial pressure is then used in the modified Raoult’s Law to 
calculate the mole fraction of the analyte that condenses into the sorbent phase [7]: 
𝑃𝑖 = 𝛾𝑥𝑖𝑃𝑖
𝑆𝐴𝑇            (4)  
  14 
Here,  is the activity coefficient between the sorbent molecule and the analyte molecule, xi is the 
mole fraction of the analyte component in the sorbent phase, and Pi
SAT is the saturation pressure of 
the analyte at 25C. This relationship only holds at low pressures, which is an adequate assumption 
for these sensors, which are operating at atmospheric pressure. With the mole fraction known, the 
concentration of the analyte compound in the sorbent phase can be calculated using the density 
and molecular weight of the ligand compound. It can then be divided by the set vapor concentration 
to calculate a partition coefficient, K [8]: 
𝐾 =
𝐶𝑠𝑜𝑟𝑏𝑒𝑛𝑡
𝐶𝑣𝑎𝑝𝑜𝑟
             (5) 
The partition coefficient is a measure of the strength of the interaction between the sorbent and the 
analyte such that high partition coefficient values indicate increased vapor sorption. The result of 
the first section of the model is a matrix of partition coefficients that are calculated based on the 
interaction between each sorbent and each analyte. These partition coefficients are written to the 
K_Vals14.xlsx excel file where they can be called upon for later calculations. 
The next step of the code is to choose an analyte at random and calculate Csorbent for all 
interactions between that analyte and each sorbent, storing the data in a 154 by 1 cell vector. In an 
effort to simulate real experimental data, we add noise to the Csorbent values using a statistical 
normal distribution to simulate experimental data before the sorbent concentration is used to 
recalculate the concentration of the vapor phase using the previously calculated partition 
coefficients. Because of the different activity coefficients between each sorbent-analyte pair, each 
partition coefficient will calculate a different Cvapor that does not exactly match the concentration 
that was set at the beginning of the model. These concentrations are then sorted (on a log base 10 
scale) into bins of a histogram that are defined at different intervals from the original set 
concentration. There are a total of 131 histograms, one for each analyte, and each of the 154 sorbent 
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chemistries effectively votes for a count in one of these bins. Figure 5 shows three examples of 
histograms that are displayed by the model. 
 
Figure 5: An example of three histograms where 2-ethoxyethanol is the unknown vapor: (a) a perfect match, 
(b) a fair match, and (c) a poor match. 
 
The histograms that display high values of counts in the bin that is closest to the user-defined 
concentration (see Figure 5(a)) indicate the vapors that exhibit the closest match to the random 
vapor that was selected. Vapors that are not as close of a match will display a wider distribution 
of counts across several bins (see Figure 5(b)). The poorest matches will display few counts at all, 
since some of the sensors do not even select for these vapors in the concentration range of the 
histograms (see Figure 5(c)). In this way, the model can be used to generate a visual map of how 
the signal output would appear if an unknown vapor were passed over this array of 154 sensors. 
The map can then be matched visually or using a statistical distribution to an existing database of 
signal maps for all 131 vapors in the database. 
While these methods prove that a partition coefficient can be used to distinguish between 
different sorbent-analyte interactions to predict which randomly chosen vapor is present, they do 
not provide any insight into the quantitative signal output of the chemical sensors employed in this 
experiment. Therefore, the partition coefficient will further be used to calculate the quantitative 
(a) (b) (c) 
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signal output 
∆𝑅
𝑅
 through a model that is based on the thermally activated charge transport 
mechanism of the sensing experiment, as described by Olichwer et al [5]. 
 
C. Prediction of Change in Interparticle Distance and Signal Output 
Once a partition coefficient has been computed in objective one, it can be used to calculate 
the concentration of analyte that condenses onto a sensor, as shown in equation (5). This volume 
of analyte will sorb onto the sensor, causing a swelling effect that will result in a change in the 
interparticle distance between the AuNPs in the sensor. When an electric current is being charged 
through the AuNP network, this change in distance results in a change in resistance, which is 
measurable during laboratory experiments. In order to calculate this 
∆𝑅
𝑅
, the influence of the 
chemisorbed vapor on the geometry of the network must first be quantified. A schematic of the 
AuNP superlattice geometry is shown below in Figure 6. 
 
Figure 6: The geometry of a AuNP superlattice, showing the interparticle distance due to the ligands [5]. 
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In Figure 6, D is the diameter of a AuNP, reff is the effective radius of the nanoparticle plus 
the ligand shell, and 𝛿 is the interparticle distance. The change in interparticle distance upon 
swelling will be defined as Δ𝛿. 
A second model was developed to complete objective two of the sensing predictions, based 
on the following calculations, derived from Olichwer et al [5]. First, several physical properties 
must be calculated to describe the AuNP superlattice films. We first calculate reff shown in Figure 
6. 
𝑟𝑒𝑓𝑓 = 𝑟 +
𝛿
2
              (6) 
This is used to calculate the volume fraction of gold: 
𝑓𝐴𝑢 =
𝑟3
𝑟𝑒𝑓𝑓3
∙ 0.74     (7) 
Which is used to compute the volume fraction of sorbent in the superlattice film: 
𝑓𝑠𝑜𝑟𝑏𝑒𝑛𝑡 = 1 − 𝑓𝐴𝑢     (8) 
The two volume fractions can then be used to calculate mass/volume fractions of gold and sorbent 
ligands: 
𝑛𝐴𝑢 = 𝑓𝐴𝑢 ∙ 𝜌𝐴𝑢     (9) 
𝑛𝑠𝑜𝑟𝑏𝑒𝑛𝑡 = 𝑓𝑠𝑜𝑟𝑏𝑒𝑛𝑡 ∙ 𝜌𝑠𝑜𝑟𝑏𝑒𝑛𝑡             (10) 
The density of the superlattice film is then defined as the sum of these two mass/volume fractions: 
𝜌𝑠𝑙 = 𝑛𝐴𝑢 + 𝑛𝑠𝑜𝑟𝑏𝑒𝑛𝑡     (11) 
The volume fraction of gold can also be used to calculate the volume of the sorbent ligands in the 
matrix: 
𝑉𝑠𝑜𝑟𝑏𝑒𝑛𝑡 = (1 − 𝑓𝐴𝑢) ∙ 𝑉𝑠𝑙        (12) 
Where Vsl is an arbitrary volume set to 1. Another physical parameter that must be computed is 
the average permittivity of the analyte and the sorbent, which is defined as follows, where fana is 
the volume fraction of analyte in the ligand matrix and εana is the permittivity of the analyte: 
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𝜀𝑠𝑤 = 𝑓𝑎𝑛𝑎 ∙ 𝜀𝑎𝑛𝑎 + (1 − 𝑓𝑎𝑛𝑎) ∙ 𝜀𝑠𝑜𝑟𝑏𝑒𝑛𝑡    (13) 
Next the model is used to calculate a ratio of the mass increase during sorption divided by the mass 
of the AuNP film. This is done using values that were calculated in the previous 
sensorsUNIFAC14.m model. First, we take a set ratio of partial pressure to saturation pressure that 
is set experimentally, ranging from 0.05 to 0.25 and described as 
𝑃
𝑃0
. This is used to calculate the 
concentration of analyte in the vapor phase using the ideal gas law (see equation (3)). Combining 
with equation (5), we are left with a relation to describe the concentration of the condensed analyte 
in the AuNP superlattice: 
𝐶𝑎𝑏𝑠 =
𝐾∙
𝑃
𝑃0
∙𝑃
𝑅𝑇
      (14) 
The mass ratio is then defined using the following relation: 
𝛥𝑚
𝑚
=
𝑀𝑊∙𝐶𝑎𝑏𝑠
𝜌𝑠𝑙
     (15) 
These values are used to compute the volume of the analyte that condenses into the matrix during 
sorption. 
𝑉𝑎𝑛𝑎 =
𝜌𝑠𝑙∙𝑉𝑠𝑙∙
𝛥𝑚
𝑚
𝜌𝑎𝑛𝑎
       (16) 
Thus, we can now calculate a volume fraction for the sorbed analyte in the AuNP film: 
𝑓𝑎𝑛𝑎 =
𝑉𝑎𝑛𝑎
𝑉𝑠𝑜𝑟𝑏𝑒𝑛𝑡+𝑉𝑎𝑛𝑎
       (17) 
Assuming a perfectly even volumetric expansion in the radial direction outward from a spherical 
nanoparticle, the change in the shell thickness can be described in the following relation: 
𝛥𝛿 = 2 (√𝑟3 + (1 +
𝑉𝑎𝑛𝑎
𝑉𝑠𝑜𝑟𝑏𝑒𝑛𝑡
) (𝑟𝑒𝑓𝑓3 − 𝑟3)
3
− 𝑟𝑒𝑓𝑓)   (18) 
Based on the above relation, we can solve the first exponential term in equation (1), but we still 
must define the activation energy to find 
Δ𝑅
𝑅
. This is calculated based on an electrostatic approach 
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involving the Coulomb charging energy from an electron transfer between two neutral AuNPs. 
The governing equation is shown below: 
𝐸𝑎1 =
𝑒2
8𝜋𝜀𝑠𝑜𝑟𝑏𝜀0
(
1
𝑟
−
1
𝑟+𝛿
)         (19) 
To calculate the activation energy after sorption has occurred, we must simply incorporate the Δ𝛿 
result and replace the permittivity of the sorbent with that of the swelled network: 
𝐸𝑎1 =
𝑒2
8𝜋𝜀𝑠𝑤𝜀0
(
1
𝑟
−
1
𝑟+𝛿+𝛥𝛿
)            (20) 
Substituting into equation (1) results in the following calculation for 
Δ𝑅
𝑅
: 
𝛥𝑅
𝑅
(%) = [𝑒𝛽𝛥𝛿 ∙ 𝑒
[
𝑒2
8𝜋𝜀0
(
1
𝜀𝑠𝑤
(
1
𝑟−
1
𝑟+𝛿+𝛥𝛿
)−
1
𝜀𝑠𝑜𝑟𝑏𝑒𝑛𝑡
(
1
𝑟−
1
𝑟+𝛿
))]
𝑘𝑇 − 1] × 100   (21) 
For a AuNP sensor with a specific ligand chemistry, many of the parameters in this equation will 
be constant. But when the analyte is varied, the signal response will be impacted by a change in 
the Δ𝛿 and in 𝜀𝑠𝑤, both of which are related exponentially to 
Δ𝑅
𝑅
. The resultant 
Δ𝑅
𝑅
 values can then 
be compared to analyze which sorbent chemistries display an aptitude for detecting certain 
analytes. 
 
5. Experimental Methods 
 For the experimental portion of this work, AuNPs were synthesized with an average size 
of 5 nm using ligand exchange reactions to develop three different types of sensors. The first 
AuNPs were engineered to have tetradecylamine (TDA) as the ligand, the second with 3-
mercaptopropionic acid (MPA) ligands, and the third group with 4-(dimethylamino)pyridine 
(DMAP) ligands. All nanoparticle chemicals were purchased from Sigma-Aldrich. 
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Figure 7: Layout of a sensor chip with 64 electrode devices. 
 
Chemiresistor devices such as the one shown in Figure 7 were fabricated on 4-inch silicon 
wafer substrates using photolithography. The sensor electrodes were designed to be 5 µm wide 
and 2 µm apart, and each sensor chip was fabricated to have 64 individual electrodes, 48 of which 
were used in the experiments. Castellated electrodes and wire bond connections were fabricated 
by lithographic processing and liftoff to define the electrodes using 200 nm gold with a 10 nm 
titanium layer (for adhesion) deposited by electron-beam evaporation. Before the deposition of 
AuNPs, sensor chips were submerged in a 3-MPTES solution (2% v/v in toluene) overnight at 
room temperature, washed with toluene, and dried under nitrogen before being baked in an oven 
at 110°C for 2 hours [9]. AuNPs were deposited onto the microelectrodes of sensor chips using 
drop-casting. During this process, a 2 µL droplet of each type of AuNP solution was pipetted onto 
the corner of a chip using a micropipette. The solvent was then allowed to evaporate, and the chip 
was dried using nitrogen gas. 
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Figure 8: A schematic of the experimental setup to take sensitivity measurements [9]. 
 
To measure sensor responses to different vapors, each sensor chip was connected to a probe 
station, shown in Figure 8, and resistance data was collected using a switch matrix / multimeter 
system. Six different solvents were loaded into separate 20-mL glass syringes, allowed to 
equilibrate, and mixed with a nitrogen stream such that the partial pressure delivered to the sample 
was 10, 15, 20, and 25 percent of the compound’s saturation pressure for each test. When the 
devices were connected to the multimeter, the vapor in each syringe was pulsed over the sensor 
chip, and the change in resistance through each sensor was measured. A MATLAB program was 
used to process the raw data and account for the baseline resistance, generating sensor responses 
as 
Δ𝑅
𝑅
. The experimental values were compared to the computationally derived predictions. 
 
6. Results and Discussion 
A. Part 1: Visual Output of Large Signal Array 
Results were obtained using the sensorsUNIFAC14.m code, which is written to calculate 
partition coefficients by setting an arbitrary initial vapor concentration of an analyte. The code 
displays a visual map in the form of a set of histograms, one for each vapor. Figure 9 shows the 
signal mapping where dimethylformamide (DMF) was selected as the random vapor to simulate a 
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sensor chip response. Instead of showing all 131 histograms, we have only displayed the six closest 
and six furthest matches. 
 
Figure 9: Histograms of the predictions for a randomly selected vapor from 154 sensors. (a) shows the 
predictions for the best 6 matches and (b) shows the predictions for the worst 6 matches. The random vapor in 
this case is dimethylformamide. 
 
The histograms show the range of calculated concentrations for all the different possible analytes, 
but only DMF (the actual analyte) matches the simulated data. DMF displays the most counts in 
the bin where the user-defined concentration is located, indicating that the most sorbents voted for 
this bin by recalculating a vapor concentration within the most accurate concentration range. Other 
close matches, such as 1-pentanol and 1-butanol, display a wider distribution of counts throughout 
the bins. Vapors such as decanal and naphthalene both show a wider distribution of counts, across 
a deviation of several orders of magnitude from the original concentration. There are also very few 
counts in each bin, indicating that many sensors do not predict these are the unknown vapor. 
Simulated Output for Dimethylformamide 
(a) (b) Six Closest Matches Six Furthest Matches 
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 Each time the simulation is run with a different vapor (chosen at random), the algorithm 
consistently provides identification of the correct vapor through peaks in the histograms. The 
different histograms (one for each vapor) are sorted from best to worst match based on how many 
counts fall within the same bin. In every iteration, the best match is the correct random vapor. 
Thus, the thermodynamic model to compute partition coefficients appears to be a promising 
method to characterize the selectivity of certain sensors for certain vapors. It is clear from this data 
that partition coefficients can be used to predict a sorbent’s response to a certain analyte, and that 
an array of these partition coefficients can be used to map a holistic visual output for an array of 
sensors that is only limited by the size of the database. In part two, we use partition coefficients to 
predict quantitative 
Δ𝑅
𝑅
 values directly. 
 
B. Part 2: Predictions of Quantitative Signal Output 
The methods of part 1 were applied to simulate laboratory experiments done with a smaller 
set of analytes and sorbent materials, where the sorbent materials are the composites of the ligand 
modified nanoparticles. The AuNPs used in experiments are decorated with ligands anchored to 
the metal surface through thiol or amine functional groups.  As mentioned previously, the 
Dortmund Databank’s UNIFAC database does not include parameters for thiol or amine groups, 
so each of the binding groups was replaced with a hydrogen in the computational simulation to 
calculate  
Δ𝑅
𝑅
. The assumption is that the majority of the molecule that is not attached to the gold 
core of the nanoparticle interacts more meaningfully with analytes. In addition, TDA was  
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represented as octadecane, with four extra carbons due to the lack of available data for tetradecane. 
The comparisons of 
Δ𝑅
𝑅
 for four different 
𝑃
𝑃0
 values between the experimental and predictive data 
for DMAP/aniline are shown in Figure 10. 
 The two plots shown in Figure 10 are scaled across different ranges for the resistance 
changes, which indicates that the magnitudes of the predictive and experimental values do not 
match quantitatively. However, there are similar trends between the experimental and predictive 
data. Hexane generates the greatest signal output from the DMAP sensors, followed by toluene, 
styrene, heptane, and cyclohexane. The ordering for the predictive data is identical, indicating that 
the parameters defined in the model can be used to predict the selectivity of certain sensors for 
specific analytes, even if the magnitude of the signal is not the same. 
 The ordering of the vapors for this particular sensor can be explained by the chemical 
structure of the sorbent and analyte molecules. The structure of DMAP contains an aromatic ring 
with an attached amino functional group. 
(a) (b) 
Figure 10: (a) Experimental and (b) predicted 
𝛥𝑅
𝑅
 signal outputs for DMAP particles across four different 
𝑃
𝑃0
 
concentrations. The tested VOCs are hexane, toluene, styrene, heptane, and cyclohexane. 
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Figure 11: Chemical structure of DMAP. 
This explains the selectivity of DMAP for analytes such as toluene and styrene over cyclohexane. 
However, it does not account for the very different selectivity of hexane and heptane, which are 
similar molecules but are not similarly selected for. Based on the molecular structure in Figure 
11, we expect DMAP sensors to be more selective for toluene and styrene than both hexane and 
heptane, not just one of them, especially when we consider the ordering of the partition coefficients 
calculated for DMAP interacting with each of these five vapors. 
Table 1: Partition coefficients and 
𝛥𝑅
𝑅
 signal outputs organized from greatest to least for each vapor interacting 
with DMAP particles. 
 
 
 
Partition Coefficient 
(K) Ordering 
Partition 
Coefficient (K) 
Predicted ΔR/R 
Ordering 
Experimental 
ΔR/R Ordering 
1. Styrene 1.01 × 104 1. Hexane 1. Hexane 
2. Toluene 2.87 × 103 2. Toluene 2. Toluene 
3. Cyclohexane 178 3. Styrene 3. Styrene 
4. Heptane 172 4. Heptane 4. Heptane 
5. Hexane 67.5 5. Cyclohexane 5. Cyclohexane 
  26 
Table 1 shows this ordering of vapors based that interact with DMAP based on the magnitude of 
the predicted partition coefficient and the ordering of the experimental and predicted signal output. 
In the table, there is a visible preference for styrene and toluene over the other three vapors, but 
this is not observed in the experimental and predicted signal output. This is likely due to other 
parameters that influence 
Δ𝑅
𝑅
 but not the partition coefficients, such as the permittivity and molar 
volume of each sensor chemistry. 
 
 
Figure 12: (a) Experimental and (b) predicted 
𝛥𝑅
𝑅
 signal outputs for TDA/ODA particles across four different 
𝑃
𝑃0
  concentrations. The tested VOCs are hexane, cyclohexane, heptane, dichloromethane, and chloroform. 
 
A similar analysis was performed for the experimental TDA particles when compared with 
the ODA particles in the model. Figure 12(a) shows the experimental signal outputs for TDA 
particles across four different concentrations of each of five vapors. The predictions for ODA (the 
(a) (b) 
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substitute molecule) shown in Figure 12(b) are not only scaled over a much smaller range than 
the experimental values, but they also do not exhibit the same trend as the experimental data. 
 
Table 2: Partition coefficients and 
𝛥𝑅
𝑅
 signal outputs organized from greatest to least for each vapor 
interacting with TDA/ODA particles. 
 
This shows no correlation between the model and the experimental data. In fact, the correlation 
between the predicted partition coefficients and predicted and experimental signal outputs are 
shown in Table 2. While there is some variation in the ordering of the predictive partition 
coefficient and signal output data, there is clearly no correlation between either of these and the 
fourth column for experimental signal outputs. This may be due to the substitution of tetradecane 
for octadecane between the experimental and model data. While these molecules are similar, most 
of the partition coefficients are within the same order of magnitude and any changes in the 
molecular interactions between the analyte and sensor molecules might affect the signal output 
enough to account for this difference. 
 The experimental data for MPA was limited, so we have graphed only the predicted signal 
output in Figure 13. 
Partition Coefficient 
(K) Ordering 
Partition 
Coefficient (K) 
Predicted ΔR/R 
Ordering 
Experimental ΔR/R 
Ordering 
1. Heptane 1.43 × 103 1. Heptane 1. Chloroform 
2. Cyclohexane 747 2. Hexane 2. Dichloromethane 
3. Hexane 447 3. Cyclohexane 3. Hexane 
4. Chloroform 307 4. Chloroform 4. Cyclohexane 
6. Dichloromethane 95.6 5. Dichloromethane 5. Heptane 
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Figure 13: Predicted 
𝛥𝑅
𝑅
 signal outputs for MPA particles across four different 
𝑃
𝑃0
 concentrations. The three 
tested VOCs are butanol, hexane, and acetone. 
 
Three vapors were tested in this simulation: butanol, hexane, and acetone. These were compared 
to experimental data taken at one concentration only (
P
P0
= 0.25). The VOCs are ordered from 
highest to lowest partition coefficient, predicted signal output, and experimental signal output in 
Table 3. 
 
Table 3: Partition coefficients and 
𝛥𝑅
𝑅
 signal outputs organized from greatest to least for each vapor interacting 
with MPA particles. 
 
The partition coefficients alone do not accurately predict the trends in the signal outputs. This is 
likely due to the fact there are several other physical properties including densities and 
permittivities that influence the predictions of the signal outputs but not the partition coefficients. 
Partition Coefficient 
(K) Ordering 
Partition 
Coefficient (K) 
Predicted 
ΔR/R Ordering 
Experimental 
ΔR/R Ordering 
Experimental  
ΔR/R (%) 
1. Butanol 2.24 × 104 1. Hexane 1. Hexane 2.49 
2. Acetone 1.10 × 103 2. Butanol 2. Butanol 2.23 
3. Hexane 315 3. Acetone 3. Acetone 1.81 
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However, Table 3 displays the same trend in both predicted and experimental signal responses, 
where the MPA sensors are most selective for hexane, then butanol, then acetone. With data for 
only three vapors, all of which generate a signal response on a small range from 1.8 to 2.5 percent, 
this is not conclusive enough to verify that the model is accurate for this prediction. More research 
is required to verify model to use as a comparison for experimental data. 
 
7. Future Work 
 The database of sorbents and analytes has been expanded to include 154 different sorbent 
materials for the sensors and 131 vapors that can be detected. The experimental work has 
accomplished the incorporation of 48 sensors on a single silicon chip; however, only a few 
different types of chemistries have been incorporated into these 48 sensors. Issues arise when many 
different chemistries of AuNPs are deposited near each other onto the same chip because it is 
difficult to control where the particles deposit. Drop-casting, for example, is only as accurate as 
the amount of AuNP solution that is pipetted onto the chip, and the collection of AuNP solution is 
much too large to cover only a single electrode device. Reducing the volume of solution would 
hinder the deposition rate for the microelectrodes that are covered. 
 Therefore, achieving an accuracy of AuNP deposition that would allow for 48 different 
sensor devices on one chip will require improved deposition techniques, which will be one future 
aim of this research. Dielectrophoresis mitigates some of these issues, since the AuNPs are only 
drawn toward the microelectrode that has a current running through it. However, any unseen 
weaknesses in the semiconductor chip or defects in the lithography will cause the electric field to 
influence other microelectrodes as well, resulting in particles that deposit in different 
microelectrode junctions. Future studies will explore inkjet printing (shown in Figure 14) as a 
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deposition technique to directly tailor and deposit nanoscale AuNPs into gap junctions. This will 
increase the control and accuracy of the deposition process, allowing one sensor to be synthesized 
at a time and allowing complete separation between this sensor and the other 47. The UNIFAC 
model will provide insight on which chemistries to choose for each of these sensor devices. 
 
Figure 14: An example of how inkjet printing can be used to coat devices for semiconductor applications. 
 
 Other future experimental work will include studies on the memory effect of vapor sensors. 
This will be explored by testing the sensitivity and selectivity of these sensors as soon as they are 
fabricated and after several days or months. The objective is to discover whether or not these 
sensors require retraining to detect random vapors after they are fabricated, similar to the way a 
canine requires retraining to be able to smell the same vapors of interest. In addition, experimental 
studies of the sensitivity of these sensors through an obstruction such as a thin film will also be 
performed. This work has already begun and is described in Appendix I. Chemical vapor 
deposition was used to grow thin films of hexyl acrylate on the surface of the chips, and sensing 
experiments were performed before and after the deposition. This work will be continued with 
different thicknesses of thin film growth to study whether or not sensors can still be effective 
through this coating. If so, it is possible that this method could be used to protect and preserve 
sensors for future use. 
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 On the modeling side, this work has developed a method to predict 
∆𝑅
𝑅
 signal outputs of 
chemical sensors and the volumetric expansion of the particles, but the group will be extending 
this work to apply it to different particle networks. Currently, 
∆𝑅
𝑅
 predictions are made based on 
interactions between the analyte and sorbent chemistries, which, in theory, indicates that different 
sensor devices with the same chemistry should yield the same 
∆𝑅
𝑅
 predictions. Experimentally, this 
is not the case, and there is deviation between the different sensors. The hypothesis is that this may 
be due to the different particle geometries of the network, since different geometries will allow the 
particles to expand in different ways, thus changing the resistance through the network. A 
preliminary simulation of the different particle networks and a MATLAB code to calculate the 
resistances of these networks has already been developed. In the future, this model will be 
expanded to incorporate the predictions of the signal output that was developed in this work. The 
result will be a holistic model that describes the behavior of chemiresistor vapor sensors based on 
both the chemistry and the geometry of the sensor networks. 
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Appendix I: Deposition of Polymer Films on Experimental Sensors 
 An additional experimental question that was addressed during this project concerned the 
sensitivity of these chemical vapor sensors if they are obstructed from the surrounding 
environment. To test if sensors can still produce a signal response under these conditions, a thin 
polymer layer of hexyl acrylate was deposited over the sensors using initiated chemical vapor 
deposition (iCVD), a method that uses the thermal decomposition of an initiator molecule into free 
radicals to allow polymer growth on the surface [10]. 
 
Figure 15: A schematic of a sensor chip with a polymer film that has been deposited on its surface using iCVD. 
The analyte molecules must now diffuse through the layer before they are able to access the sensor devices. 
 
For this experiment, a 107 nm layer of hexyl acrylate with a tetra-butyl peroxide initiator was 
deposited over the sensors, and three different analytes were pulsed over the sensor and allowed 
to diffuse through the polymer layer as shown in Figure 15. 
∆𝑅
𝑅
 measurements were taken before 
and after the deposition, and the thickness of the polymer layer was measured by ellipsometry 
using an index of refraction of 1.46. 
 
 
Sensor Chip 
Vapor (Analyte) 
Polymer Film Sensor Devices 
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Table 4: Experimentally determined signal output of sensors with and without a CVD-deposited thin film. 
 
 
 
 
 
 
 
 
Table 4 includes the average 
∆𝑅
𝑅
 measurements for a sensor that has undergone three pulses both 
before and after the hexyl acrylate layer was deposited on the surface. Without the polymer layer, 
the responses range from 1.7 percent to 7.9 percent, while the signal response decreases to a range 
of -0.03 percent to 0.2 percent. This signal response is still visible, which indicates that the sensors 
are able to detect an analyte through the polymer layer. However, the response is muted, likely due 
to the fact that the analyte molecules must diffuse through the layer to come in contact with the 
sensor. Future tests will be conducted in which the thickness of the polymer layer is varied down 
to a thickness of 10 nm. This will allow the impact of this diffusion on the sensor response to be 
studied in more detail. 
 
 
 
 
 
 
Analyte 
 ΔR/R (%) 
Pre-CVD 
ΔR/R (%) 
Post-CVD 
 Pulse 1 7.908 0.100 
Acetone Pulse 2 6.962 0.120 
 Pulse 3 8.050 0.110 
 Pulse 1 1.784 -0.030 
Isopropyl Alcohol Pulse 2 2.113 0.030 
 Pulse 3 2.350 0.050 
 Pulse 1 3.120 0.140 
Dichloromethane Pulse 2 3.060 0.190 
 Pulse 3 2.388 0.200 
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Appendix II: UNIFAC_format.m 
function UNIFAC_format 
% Converts CAS numbers and specification data into a text file 
for input into UNIFAC software. 
% Returns an output text file with input data as well as 
activity 
% coefficients to be used in the sensorsUNIFAC program. 
  
% Import solvent and vapor CAS numbers from excel file. 
[solnum soltext solraw] = xlsread('Expansion UNIFAC Database 
2.xlsx','Solvent Data','B:B'); 
[vapnum vaptext vapraw] = xlsread('Expansion UNIFAC Database 
2.xlsx','VOC DB','B:B'); 
% Store only the indicides of the text vector with CAS numbers. 
CASsol = soltext(3:end);                   % Solvent CAS numbers 
CASvap = vaptext(3:end);                   % Vapor CAS numbers 
  
% Specify number of species and operation temperature. 
n(1:length(CASsol),1) = 2;       % n: number of species 
xvap(1:length(CASsol),1) = 0;    % xvap: species 1 concentration 
of vapor species in solution at infinite dilution 
T(1:length(CASsol),1) = 300;     % T: temperature 
  
% Create an array to store combinations of vapors and solvents. 
% Create a fileID for the text file. 
fileID = fopen('input.txt','wt'); 
% Generate a formatted row for every combination of solvent and 
vapor CAS numbers. 
for q = 1:length(CASvap) 
    for p = 1:length(CASsol) 
        
fprintf(fileID,'n=%d,#=%s,#=%s,M=UNIFACDO,x=%d,x=,T=%d\n',n(p,1)
,CASvap{q,1},CASsol{p,1},xvap(p,1),T(p,1)); 
    end 
end 
% Close file. 
fclose(fileID); 
end 
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Appendix II: sensors_UNIFAC14.m 
function sensorsUNIFAC14 
% this program uses UNIFAC activity coefficients to generate a 
predicted 
% signal output for an array of chemical vapor sensors 
  
clear 
close all 
clc 
rng('shuffle') 
  
% Get P_sat for the vapor 
P_sat = xlsread('Chemiresistor_Database2.xlsx','VOC DB','D:D');                     
% saturation pressure of analyte [bar] 
[vnums,vtext] = xlsread('Chemiresistor_Database2.xlsx','VOC 
DB','B:B');             % vapor names 
[vname_num,vnames] = xlsread('Chemiresistor_Database2.xlsx','VOC 
DB','A:A');        % vapor CAS numbers 
[snums,stext] = xlsread('Chemiresistor_Database2.xlsx','Solvent 
Data','B:B');       % sorbent CAS numbers 
[rhonums,rhotext] = 
xlsread('Chemiresistor_Database2.xlsx','Solvent Data','E:E');   
% sorbent densities [g/mL] 
[MWnums,MWtext] = 
xlsread('Chemiresistor_Database2.xlsx','Solvent Data','C:C');     
% sorbent molecular weights [g/mol] 
vapName = vnames(3:end); 
stext = stext(3:end); 
vtext = vtext(3:end); 
% Get activity coefficients 
gamArray = removeErrors(vtext,stext); 
  
% Set initial concentration in the vapor phase 
conc = (1/22.4)*1e-10; 
P_i = conc*0.08206*300*1.01325; 
  
% Remove -1 palceholders from the vapor vectors 
TF = gamArray(:,:) == -1; 
gamArray(TF) = NaN; 
  
% Calculate mole fraction in the liquid phase, x_i 
gamSize = size(gamArray); 
for j = 1:length(P_sat) 
    for i = 1:gamSize(1) 
        if isnan(gamArray(i,j)) 
            x_i(i,j) = NaN; 
        else 
            x_i(i,j) = P_i./((gamArray(i,j))*P_sat(j)); 
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        end 
    end 
end 
  
% Calculate partition coefficient based on the concentration of 
solvent 
% over the concentration of vapor 
K = zeros(gamSize(1),gamSize(2)); 
for j = 1:gamSize(2) 
    for i = 1:gamSize(1) 
        if isnan(x_i(i,j)) 
            K(i,j) = NaN; 
        else 
            K(i,j) = (x_i(i,j)*rhonums(i)/MWnums(i))/conc*1000; 
        end 
    end 
end 
  
% Write partition coefficients to an excel file 
fileID = 'K_Vals14_2.xlsx'; 
xlswrite(fileID,K,'Sheet 1') 
  
% Choose a vapor species randomly 
species = randi(gamSize(2),1); 
  
% Calculate sorbent phase concentration for the random vapor 
xi_rand = P_i./(gamArray(:,species)*P_sat(species)); 
Csolid_rand = xi_rand.*rhonums./MWnums*1000; 
  
% Now we add some noise to sensor readout (coverage) with a 
normal distribution 
error = zeros(gamSize(1),1); 
for icount= 1:gamSize(1) 
    ran=random('Normal',1,0.2); % Generate a random number about 
1 using a normal distribution 
    % the first value is the mean, the second is the std 
deviation. 
    if isnan(Csolid_rand(icount)) 
        Csolid_rand(icount) = NaN; 
    else 
        Csolid_rand(icount)=Csolid_rand(icount)*ran; % add some 
random error, normal distribution about the ideal value. 
        error(icount)=abs(100*(1-ran)); 
    end 
    error_ave=mean(error); 
end 
  
% Use new Csolid concentration to calculate the vapor phase 
concentration 
  37 
% based on previously calculated partition coefficients. 
Ksize = size(K); 
log_conc = zeros(Ksize(1),Ksize(2)); 
for j = 1:Ksize(2) 
    for i = 1:Ksize(1) 
        if isnan(Csolid_rand(i)) | isnan(K(i,j)) 
            log_conc(i,j) = NaN; 
        else 
            log_conc(i,j) = log10((Csolid_rand(i))/K(i,j)); 
        end 
    end 
end 
  
% Set bins for the histogram data. These bins are centered 
around the 
% original set vapor concentration. 
edges=[conc/32,conc/16,conc/8,conc/4,conc/2,2*conc,4*conc,8*conc
,16*conc,32*conc]; edges = log10(edges); 
  
% Plot histograms of counts for each solvent over the bins for 
the initial 
% vapor concentration. Each histogram corresponds with a 
different vapor. 
  
for icount = 1:Ksize(2) 
    data(:,icount) = log_conc(:,icount); 
        TF2 = isnan(data(:,icount)); 
        data(TF2,icount) = inf; 
    N(icount,:) = histc(data(:,icount),edges); 
    N_max(icount,:) = max(N(icount,:)); 
end 
  
% Check the total number of counts per histogram 
N2 = N'; 
N_sums = sum(N2); 
  
% Count the number of interaction parameter errors due to 
missing UNIFAC data 
for j = 1: Ksize(2) 
    num_errors(:,j) = sum(data(:,j)==inf); 
end 
  
% Check that number of counts + number of errors = number of 
solvents 
sum_counts = N_sums + num_errors; 
  
% sort data from maximum to minimum number of counts in one bin 
N_mat = [N_max,[1:Ksize(2)]']; 
[~,index] = sort(N_mat(:,1),'descend'); 
sortN_mat = N_mat(index,:); 
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% select the six closest and six furthest matches 
closest = sortN_mat(1:12,:); 
furthest = sortN_mat((end-12):end,:); 
  
% plot histograms for the six closest matches 
figure(1) 
for icount = 1:6 
    histdata = N(closest(icount,2),:); subplot(3,2,icount); 
    bar(edges,histdata,'histc'); axis([-14 -9 0 170]); 
    title(vapName{closest(icount,2)},'FontSize',14) 
    xlabel('log_1_0(C_{vapor})','FontSize',14) 
    ylabel('Counts','FontSize',14) 
end 
movegui(1,'west') 
  
% plot histograms for the six furthest matches 
figure(2) 
for icount = 1:6 
    histdata = N(furthest(icount,2),:); subplot(3,2,icount); 
    bar(edges,histdata,'histc'); axis([-14 -9 0 170]); 
    title(vapName{furthest(icount,2)},'FontSize',14) 
    xlabel('log_1_0(C_{vapor})','FontSize',14) 
    ylabel('Counts','FontSize',14) 
end 
movegui(2,'east') 
  
%random vapor species is 
vapName{species} 
  
end 
 
 
removeErrors 
 
  
%% Function removeErrors 
function gamArray = removeErrors(vtext,stext) 
% Filters errors out of UNIFAC software output data 
% Generates a matrix gamArray of activity coefficients of size 
number of sorbents x 
% number of vapors. 
  
% Open text file 
fileID = fopen('output_3_10_2019.txt'); 
  
%Check for failure to open 
if fileID == -1 
    disp('File did not open.') 
     
% Separate lines of text file into a cell array. 
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else 
    tline = fgetl(fileID); 
    tlines = cell(0,1); 
    while ischar(tline) 
        tlines{end+1,1} = tline; 
        tline = fgetl(fileID); 
    end 
    fclose(fileID); 
end 
  
C = cell(length(tlines),1); 
strData = cell(length(tlines),1); 
row_count = zeros(length(tlines),1); 
  
for row = 1:length(tlines) 
    % Separate each line into 8 cells, delimited by commas. 
    C{row,1} = strsplit(tlines{row,1},','); 
    % Identify errors 
    if length(C{row,1}) == 8 
        strData{row,1} = '-1';    % impossible value that 
indicates error 
    else 
        % separate text and data in the desired activity 
coefficient cell 
        strData{row,1} = strsplit(C{row,1}{8},'='); 
        strData{row,1} = strData{row,1}{2}; 
        row_count(row,1) = row; 
    end 
end 
  
numData = zeros(length(strData),1); 
  
for i = 1:length(strData) 
    % Convert strings in cell array to numeric data and store in 
column 2 of a matrix 
    numData(i,1) = str2num(strData{i,1}); 
    % Store row index of non-error activity coefficients in 
column 1 of a matrix 
    %%numData(j2,1) = row_count(j2,1); 
end 
  
gamArray = reshape(numData,length(stext),length(vtext));   
end 
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Appendix IV: dR_calculator_QCM5.m 
% Alexandra Oliveira 
% This program uses calcualted partition coefficients and other 
parameters 
% defined in the Chemiresistor_Database2.xlsx file to predict 
the change in 
% interparticle distance and the deltaR/R signal resposne of a 
AuNP 
% chemiresistor sensor 
  
close all 
clear 
clc 
  
% Define input parameters 
fileID = 'C:\Users\Alexandra Oliveira\Documents\MATLAB\Willis 
Research\Expansion Data\Chemiresistor_Database2.xlsx'; 
[vname_num,vnames] = xlsread(fileID,'VOC DB','A:A');    % vapor 
names 
vapnames = vnames(3:end); 
P0 = xlsread(fileID,'VOC DB','D:D');               % saturation 
pressure [bar] 
[MW_ana] = xlsread(fileID,'VOC DB','C:C');         % molecular 
weight of analyte [g/mol] 
[rho_ana] = xlsread(fileID,'VOC DB','F:F');        % density of 
analyte [g/mL] 
[eps_ana] = xlsread(fileID,'VOC DB','G:G');        % 
permittivity of analyte 
Kvals = xlsread('K_Vals14','Sheet 1');             % partition 
coefficients 
K = Kvals(117,:)';                                  % partition 
coefficients for specific sorbent 
  
P_P0 = [0.05,0.1,0.15,0.2,0.25];    % pressure over saturation 
pressure 
rho_sorb = 0.777;                   % density of sorbent [g/mL] 
rho_Au = 19.32;                     % density of AuNPs [g/mL] 
eps_sorb = 2.0665;                     % permittivity of sorbent 
e = 1.602*10^(-19);                 % charge of an electron [C] 
e0 = 8.854*10^(-12);                % permittivity of free space 
beta = 12/1e-9;                     % tunneling coefficient 
[1/m] 
delta = 2.00*10^(-9);               % shell thickness [m] 
r = 2.00*10^(-9);                   % particle radius [m] 
k = 1.3806*10^(-23);                % Boltzmann constant 
[m^2*kg/s^2*K] 
T = 300;                            % Temperature [K] 
  41 
Vsl = 1;                            % Volume of AuNP supperlatic 
(arbitrary) 
  
% Calculated parameters 
Ea1 = (e^2/(8*pi*e0*eps_sorb))*(1/r-1/(r+delta));   % activation 
energy before swelling 
r_eff = r+delta/2;          % effective radius [m] 
f_Au = r^3/r_eff^3*0.74;    % volume fraction of gold 
f_sorb = 1-f_Au;            % volume fraction of sorbent 
rho_sl = f_Au*rho_Au+f_sorb*rho_sorb;   %density of AuNP 
superlattice film [g/mL] 
V_sorb = f_sorb*Vsl;        % volume of the sorbent 
  
C_abs = K.*P_P0.*P0/0.08314/T/1000;     % concentration of 
analyte that condenses onto AuNPs [mol/L] 
dM = MW_ana.*C_abs./rho_sl/1000;     % mass increase upon 
sorption divided by mass of film 
  
V_ana = rho_sl.*Vsl.*dM./rho_ana;   % volume of condensed 
analyte 
f_ana = V_ana./(V_ana+V_sorb);      % volume fraction of analyte 
in superlattice 
eps_mix = f_ana.*eps_ana+(1-f_ana).*eps_sorb;   % weighted 
average permittivity of swollen ligand matrix 
dl = 2.*((r^3+(1+(V_ana./V_sorb)).*(r_eff^3-r^3)).^(1/3)-r_eff);    
% change in interparticle distance 
Ea2 = e.^2./(8.*pi.*e0.*eps_sorb).*(1/r-1./(r+delta+dl));   % 
activation energy after sorption 
dEa = Ea2-Ea1;  % change in activation energy 
dR_R = exp(beta.*dl).*exp(dEa./(k.*T))-1;   % resistance change 
over baseline 
dR_R = dR_R.*100;   % resistance change percentage 
  
% Sort dR/R values and K values in descending order 
[newR,indexR] = sort(dR_R,1,'descend'); 
ordered_Rnames = vapnames(indexR,:); 
[newK,indexK] = sort(K,1,'descend'); 
ordered_Knames = vapnames(indexK,:); 
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Appendix V: List of Sorbents and Analytes 
Sorbent CAS Number 
1,1,2,2-Tetrachloroethane 79-34-5 
1,2,3,4-tetrahydronapthalene 119-64-2 
1,2,3,5-tetramethylbenzene 527-53-7 
1,2,4,5-tetrafluorobenzene 327-54-8 
1,2,4-trichlorobenzene 120-82-1 
1,2-Dichlorobenzene 95-50-1 
1,2-dimethylbenzene 95-47-6 
1,2-Propylene glycol monomethyl ether acetate 108-65-6 
1,3-Butanediol 107-88-0 
1,3-dichlorobenzene 541-73-1 
1,3-difluorobenzene 372-18-9 
1,4 dioxane 123-91-1 
1,4-dichlorobenzene 106-46-7 
1-butane 106-97-8 
1-chloro-4-methylbenzene 106-43-4 
1-chloropropane 540-54-5 
1-dodecanethiol 112-55-0 
1-heptane 142-82-5 
1-Hexanol 111-27-3 
1-methyl-2-pyrrolidinone (NMP) 872-50-4 
1-Octanol 111-87-5 
1-propanol 71-23-8 
2-(2-butoxyethoxy)ethyl acetate 124-17-4 
2-Butoxyethyl acetate 112-07-2 
2-chloronitrobenzene 88-73-3 
2-Ethylhexyl acetate 103-09-3 
2-Heptanone 110-43-0 
2-Hydroxyethanoic Acid 79-14-1 
2-Methoxyethyl acetate 110-49-6 
2-methylpropane 75-28-5 
2-nitro-4-trifluoromethylbenzene 402-11-9 
2-Octanol 123-96-6 
3,3,5-trimethylheptane 7154-80-5 
3,4-difluorobenzene 367-11-3 
3-chloroaniline 108-42-9 
3-methylheptane 589-81-1 
3-Nitrolaniline 99-09-2 
4,4'-dimethylbiphenyl 613-33-2 
4-methyl-2-pentanol 108-11-2 
4-methyl-2-pentanone 108-10-1 
4-Nitroaniline 100-01-6 
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4-nitrotoluene 99-99-0 
acetaldehyde 75-07-0 
Acetic Acid 64-19-7 
acetonitrile 75-05-8 
Acrylic Acid 79-10-7 
adamantane 281-23-2 
Aniline 62-53-3 
Anisole 100-66-3 
anthracene 120-12-7 
benzene  71-43-2 
benzoic acid 65-85-0 
benzyl alcohol 100-51-6 
Bromobenzene 108-86-1 
butanol 71-36-3 
butyl diglyme 112-73-2 
butyric acid 107-92-6 
Camphor 76-22-2 
Carbon tetrachloride 56-23-5 
chlorobenzene 108-90-7 
chloroform 67-66-3 
cyclohexane 110-82-7 
cyclohexene 110-83-8 
cyclopentane 287-92-3 
Decahydronaphthalene 91-17-8 
Decane 124-18-5 
D-glucose 50-99-7 
Diethanolamine 111-42-2 
diethyl ether 60-29-7 
Diethylene glycol diethyl ether 112-36-7 
Diethylene glycol dimethyl ether 111-96-6 
Diethylene glycol monoethyl ether 111-90-0 
Dimethyl sulfoxide 67-68-5 
Dimethylamine 124-40-3 
Dipentyl ether 693-65-2 
Dodecane 112-40-3 
dodecylamine 124-22-1 
ethane 74-84-0 
ethanol 64-17-5 
ethoxybenzene 103-73-1 
Ethyl 3-ethoxypropionate 763-69-9 
ethyl acetate 141-78-6 
Ethyl benzoate 93-89-0 
Ethylamine 75-04-7 
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ethylbenzene 100-41-4 
Ethylene glycol 107-21-1 
Ethylene glycol butyl ether 111-76-2 
Ethylene glycol monopropyl ether 2807-30-9 
fluorobenzene 462-06-6 
heptanol 111-70-6 
hexadecane 544-76-3 
hexadecanoic acid 57-10-3 
hexane 110-54-3 
hexanoic acid 142-62-1 
hexene 592-41-6 
Indole 120-72-9 
isobutyric acid 79-31-2 
isopentane 78-78-4 
isopropanol 67-63-0 
isopropylbenzene 98-82-8 
Lauric acid 143-07-7 
limonene 138-86-3 
methanol 67-56-1 
methyl acetate 79-20-9 
methyl hexanoate 106-70-7 
Methylamine 74-89-5 
N,N dimethyl acetamide 127-19-5 
N,N dimethyl formamide 68-12-2 
N,N-Dimethylaniline 121-69-7 
Napthalene 91-20-3 
neopentane 463-82-1 
n-ethylacetamide 625-50-3 
n-ethyl-n-butylamine 13360-63-9 
nicotinic acid 59-67-6 
Nitrobenzene 98-95-3 
Nonane 111-84-2 
octadecane 593-45-3 
octane 111-65-9 
octylamine 111-86-4 
Oxalic acid 144-62-7 
Oxoethanoic Acid 298-12-4 
p-Cresol 106-44-5 
pentane 109-66-0 
pentanol 71-41-0 
Phenol 108-95-2 
phenylacetic acid 103-82-2 
pimelic acid 111-16-0 
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Proglyme 111109-77-4 
propane 74-98-6 
Propanedioic Acid 141-82-2 
Propanoic Acid 79-09-4 
Propylene glycol 57-55-6 
p-terphenyl 92-94-4 
p-toluic acid 99-94-5 
p-xylene 106-42-3 
Pyridine 110-86-1 
Quinoline 91-22-5 
styrene 100-42-5 
succinic acid 110-15-6 
sulfolane 126-33-0 
tert-butylbenzene 98-06-6 
tetrachloroethylene 127-18-4 
Tetraglyme 143-24-8 
toluene 108-88-3 
trans-1,2-dihydroxycyclohexane 1460-57-7 
trans-stilbene 103-30-0 
trifluoromethyl benzene 98-08-8 
Triglyme 112-49-2 
Trimethylamine 75-50-3 
Triphenylmethane 519-73-3 
undecane 1120-21-4 
undecanoic acid 112-37-8 
undecanol 112-42-5 
water 7732-18-5 
 
 
 
Analyte CAS Number 
1,1,1-Trichloroethane 71-55-6 
1,1,2,2-Tetrachloroethane 79-34-5 
1,1,2-Trichloroethane 79-00-5 
1,1-Dichloroethane 75-34-3 
1,1-Dichloroethene 75-35-4 
1,2,3-Trimethylbenzene 526-73-8 
1,2,4-Trichlorobenzene 120-82-1 
1,2,4-Trimethylbenzene 95-63-6 
1,2-Dibromoethane 106-93-4 
1,2-Dichlorobenzene 95-50-1 
1,2-Dichloroethane 107-06-2 
1,2-Dichloropropane 78-87-5 
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1,2-Dimethoxyethane 110-71-4 
1,2-Ethanediol 107-21-1 
1,2-Propanediol 57-55-6 
1,3,5-Trimethylbenzene 108-67-8 
1,3-Butadiene 106-99-0 
1,3-Dichlorobenzene 541-73-1 
1,3-Dimethylbenzene 108-38-3 
1,4-Dichlorobenzene 106-46-7 
1,4-Dioxane 123-91-1 
1-Butanol 71-36-3 
1-Methoxy-2-Propanol 107-98-2 
1-Methyl-2-Pyrrolidinone 872-50-4 
1-Methylethyl acetate 108-21-4 
1-Pentanol 71-41-0 
1-Propanol 71-23-8 
2-(2-Butoxyethoxy)ethanol 112-34-5 
2-Butanone 78-93-3 
2-Butoxyethanol 111-76-2 
2-Ethoxyethanol 110-80-5 
2-Ethoxyethyl acetate 111-15-9 
2-Ethyl-1-Hexanol 104-76-7 
2-Ethyltoluene 611-14-3 
2-methoxy-2-methylpropane 1634-04-4 
2-Methoxyethanol 109-86-4 
2-Methylpentane 107-83-5 
2-Pentanone 107-87-9 
2-Propanol 67-63-0 
3-Chloropropene 107-05-1 
3-Ethyltoluene 620-14-4 
3-Methylpentane 96-14-0 
3-Pentanone 96-22-0 
4-Ethyltoluene 622-96-8 
4-Isopropyltoluene 99-87-6 
Acetaldehyde 75-07-0 
Acetone 67-64-1 
Acetonitrile 75-05-8 
Acetophenone 98-86-2 
Acrolein 107-02-8 
Acrylic Acid 79-10-7 
alpha-Pinene 80-56-8 
alpha-Terpinene 99-86-5 
Anisole 100-66-3 
Benzaldehyde 100-52-7 
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Benzene 71-43-2 
beta-Pinene 127-91-3 
Bromomethane 74-83-9 
Butanoic Acid 107-92-6 
Butyl acetate 123-86-4 
Butylcyclohexane 1678-93-9 
Butyraldehyde 123-72-8 
Carbon tetrachloride 56-23-5 
Chlorobenzene 108-90-7 
Chloroethane 75-00-3 
Chloroform 67-66-3 
cis-1,2-Dichloroethene 156-59-2 
cis-1,3-Dichloropropene 10061-01-5 
Cyclohexane 110-82-7 
Cyclohexanone 108-94-1 
Decahydronaphthalene 91-17-8 
Decanal 112-31-2 
Decane 124-18-5 
Dichloromethane 75-09-2 
Diethyl ether 60-29-7 
Diethylene glycol ethyl ether 111-90-0 
Dimethyl Sulfoxide 67-68-5 
Dimethylformamide 68-12-2 
Dodecane 112-40-3 
Ethanol 64-17-5 
Ethyl acetate 141-78-6 
Ethylbenzene 100-41-4 
Ethylcyclohexane 1678-91-7 
Furfural 98-01-1 
gamma-Terpinene 99-85-4 
Heavy Water 7789-20-0 
Heptanal 111-71-7 
Heptane 142-82-5 
Heptanoic Acid 111-14-8 
Hexachlorobutadiene 87-68-3 
Hexadecane 544-76-3 
Hexanal 66-25-1 
Hexane 110-54-3 
Hexanoic acid 142-62-1 
Isoamylacetate 123-92-2 
Isobutyric Acid 79-31-2 
Isopropylbenzene 98-82-8 
Isovaleric Acid 503-74-2 
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Limonene 138-86-3 
Methanol 67-56-1 
Methyl Benzoate 93-58-3 
Methyl Isobutyl Ketone 108-10-1 
Methyl Valerate 624-24-8 
Naphthalene 91-20-3 
n-Butyl ether 142-96-1 
Nitrobenzene 98-95-3 
Nitromethane 75-52-5 
Nonanal 124-19-6 
Nonane 111-84-2 
Octanal 124-13-0 
Octane 111-65-9 
Pentadecane 629-62-9 
Pentanal 110-62-3 
Pentane 109-66-0 
Pentanoic Acid 109-52-4 
Phenol 108-95-2 
Propylbenzene 103-65-1 
Propylcyclohexane 1678-92-8 
p-Xylene 106-42-3 
Pyridine 110-86-1 
Styrene 100-42-5 
Tetrachloroethene 127-18-4 
Tetradecane 629-59-4 
Tetrahydrofuran 109-99-9 
Toluene 108-88-3 
trans-1,3-Dichloropropene 10061-02-6 
Trichloroethylene 79-01-6 
Tridecane 629-50-5 
Undecane 1120-21-4 
Vinyl Chloride 75-01-4 
Water 7732-18-5 
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