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Abstract
We prove a central limit theorem for the Ward numbers. c© 1999 Elsevier Science B.V. All
rights reserved.
Ward [14] gave new representations of the Stirling numbers of the rst and second
kind as sums of factorials involving an array of nonnegative integers H (n; k) which
have come to be called the Ward numbers (see [3,4,7]). For nonnegative integers n
and k, the H (n; k) are dened recursively by
H (n; k) = (2n− 1− k)H (n− 1; k) + (n− k)H (n− 1; k − 1) for 16k6n− 1;
(1)
with initial values H (n; 0)=13    (2n−1) and H (n; k)=0 for k>n except H (0; 0)=1.
Now (1) implies that H (n; n−1)=1 for any positive integer n and H (n; k) is a positive
integer for 16k6n−1. The rst few values of H (n; k) are given in Table 1 (see [14,
p. 92] for values of H (n; k) when n610).
Ward [14] found explicit formulas for H (n; n − k) (16k65) and conjectured the
general form of H (n; n − k). Gupta [7] gave recursive formulas for all H (n; n − k)
involving the determinant of a kk matrix. Carlitz [3] then gave formulas for H (n; k) as
double alternating sums of ve-fold products. Finally, Carlitz [4] gave a combinatorial
interpretation of the Ward numbers by showing that H (k + j; j) = S2(2k + j; k) where
S2(n; k) is the number of partitions of a xed n-set into k subsets each of cardinality
at least 2. In this paper, we prove a central limit theorem for the Ward numbers (see
Harper [8] for a similar result for the Stirling numbers of the second kind).
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Table 1
k
n 0 1 2 3 4 5 6
0 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0
2 3 1 0 0 0 0 0
3 15 10 1 0 0 0 0
4 105 105 25 1 0 0 0
5 945 1260 490 56 1 0 0
6 10395 17325 9450 1918 119 1 0
For a positive integer n, let
Pn(x) =
1X
k=0
H (n; k)x k =
n−1X
k=0
H (n; k)x k ;
where we set P0(x) = 1. For n>2, (1) implies
Pn(x) = [(n− 1)x + 2n− 1]Pn−1(x)− (x + x2)P0n−1(x); (2)
which is correct for n = 1 as well. It is easily seen that the sequence Pn(x) is not of
binomial type (see [2]).
Lemma 1. For n>2; Pn(x) is a monic polynomial of degree n− 1 with n− 1 distinct
real roots less than −1.
Proof. Clearly, Pn(x) is a monic polynomial of degree n−1. Observe that both P2(x)=
x+3 and P3(x)=x2+10x+15 have the desired property. Assume n>4 and Pn−1(x) has
distinct real roots z1<z2<   <zn−2< − 1. Then P0n−1(z1); : : : ; P0n−1(zn−2) alternate
signs with P0n−1(zn−2)> 0 and Pn−1(−1)> 0. From (2), Pn(zi)=−(zi+z2i )P0n−1(zi) while
zi + z2i > 0 and, hence, Pn(z1); : : : ; Pn(zn−2) alternate signs with Pn(zn−2)< 0. Again
from (2), Pn(−1)=nPn−1(−1)> 0. Consequently, Pn(x) has n−2 distinct real roots in
(z1;−1). For even n; P0n−1(z1)< 0 so that Pn(z1)> 0 while limx!−1 Pn(x)=−1 and,
hence, Pn(x) has a real root in (−1; z1). For odd n; P0n−1(z1)> 0 so that Pn(z1)< 0
while limx!−1 Pn(x) =1 and, hence, Pn(x) has a real root in (−1; z1).
Let −rn;1< − rn;2<   < − rn; n−1< − 1 be the roots of Pn(x). Now Lemma 1
implies
Pn(x) =
n−1Y
j=1
(x + rn; j); (3)
so that
P0n(x)
Pn(x)
=
n−1X
j=1
(x + rn; j)−1
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and, hence,
Pn(x)P00n (x)− [P0n(x)]2
[Pn(x)]2
=
d
dx

P0n(x)
Pn(x)

=−
n−1X
j=1
(x + rn; j)−2:
We now introduce a triangular array of row independent random variables Xn; j taking
on the values 0; 1 with
P(Xn; j = 0) = rn; j(1 + rn; j)−1; P(Xn; j = 1) = (1 + rn; j)−1:
Let
Sn =
n−1X
j=1
Xn; j;
so that
E(Sn) =
n−1X
j=1
(1 + rn; j)−1 =
P0n(1)
Pn(1)
and
2(Sn) = Var(Sn) =
n−1X
j=1
(1 + rn; j)−1 −
n−1X
j=1
(1 + rn; j)−2
=
P0n(1)
Pn(1)
+
P00n (1)
Pn(1)
−

P0n(1)
Pn(1)
2
:
Next (2) gives
(x + x2)P0n−1(x) = [(n− 1)x + 2n− 1]Pn−1(x)− Pn(x); (4)
so that
P0n(1) =
3n+ 1
2
Pn(1)− 12Pn+1(1): (5)
Upon dierentiating both sides of (4) with respect to x we obtain
(x + x2)P00n−1(x) = (n− 1)Pn−1(x) + [(n− 3)x + 2n− 2]P0n−1(x)− P0n(x);
so that
P00n (1) =
n
2
Pn(1) +
3n− 2
2
P0n(1)−
1
2
P0n+1(1);
and, hence, (5) gives
P00n (1) =
9n2 − n− 2
4
Pn(1)− 3n+ 12 Pn+1(1) +
1
4
Pn+2(1): (6)
Now (5) and (6) give
E(Sn) =
3n+ 1
2
− Pn+1(1)
2Pn(1)
(7)
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Table 2
n 0 1 2 3 4 5 6
Pn(1) 1 1 4 26 236 2752 39208
and
Var(Sn) =−n+ 14 −
Pn+1(1)
2Pn(1)
+
Pn+2(1)
4Pn(1)
− P
2
n+1(1)
4P2n (1)
: (8)
We require an (asymptotic) formula for the sum Pn(1) of the Ward numbers whose
rst few values are given in Table 2.
The x+ x2 term does not allow us to iterate (2) to nd Pn(1) (as x− x2 would, for
example). If we set =(t; u)=
P
n; k>0H (n; k)u
k(t n=n!) then (1) implies  satises the
linear rst-order partial dierential equation u(u+1)u+(1−2t−tu)t=−t(1−2t)−1=2
with initial values (0; u)=1 and (t; 0)=(1−2t)−1=2. Finding an explicit formula for
the solution  appears extremely dicult; perhaps an asymptotic expansion for Pn(1)
could then be given (see [1]). However, the numbers Pn(1) have already appeared in
the literature.
For a nite set N , a Schroder system S on N is a collection of nonempty, proper
subsets of N containing all singletons of N and satisfying BB0; B0B or B\B0= ;
whenever B; B0 2S (see [11], [6, pp. 223{224]; also [5] for an equivalent formulation).
Let sn denote the number of Schroder systems on a xed set of cardinality n. Comtet [5]
showed that ew−2w+z−1=0 for w=w(z)= P1n=0(sn=n!)z n and that sn=Pn−2k=0 S2(n+
k; k + 1) (see also [6, pp. 223{224]). From Carlitz [4] we see that Pn(1) = sn+1.
La Grange inversion of ew−2w+z−1=0 and Cauchy’s theorem allowed Comtet [5]
to express sn as a complex integral along an appropriately chosen contour; this yielded
a real integral that could be handled by Laplace’s method to give an asymptotic formula
for sn. We require a fuller asymptotic expansion and take a dierent approach.
For complex sequences f(n) and g(n); f(n) = O(g(n)) if and only if there exists
a constant A so that jf(n)j6Ajg(n)j for all suciently large n and f(n) = (g(n))
if and only if f(n) = O(g(n)) and g(n) = O(f(n)). We denote f1; : : : ; ng by [n] and
x(x − 1)    (x − n+ 1) by (x)n.
First, consider F(z; w) = ew − 2w+ z− 1 which is analytic in C2 (see [9] for termi-
nology). By Meir and Moon [10, Theorem 1], the solution w= w(z) =
P1
n=0(sn=n!)z
n
of F(z; w) = 0 has radius of convergence  = 2 ln 2 − 1 = 0:3862943 : : : ; z =  is the
only singularity of w(z) in the disk jzj6; and w() = = ln 2.
Next, consider G(; )=2e−2+−2 which is analytic in C2. Observe that G(0; 0)=
G(0; 0) = 0; G(0; 0) = 2 while G(0; ) 6 0. By the Weierstrass preparation theorem
(see [9, pp. 105{110]), G(; ) = [A0() + A1() + 2]H (; ) for jj<r; jj<s
where A0(), A1() are analytic for jj<r and H (; ) is analytic and nonzero for
jj<r; jj<s. Consequently, G(; ) = 0 if and only if A0() + A1() + 2 = 0 for
jj<r; jj<s. It is readily seen that A0(0)=A1(0)=0; A00(0)=H (0; 0)=1; A01(0)=
−1=3; and A000 (0)=0. Then D()=A21()−4A0() is analytic for jj<r with a simple
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zero at  = 0. Hence, D() = −4 + 2=9 +    = −4(1 − =36 +   ) = −4f()
where f() is analytic and nonzero for jj<q6r. Then we can dene an analytic
square root
p
f() = 1− =72 +    for jj<q. By the quadratic formula, = () =
− 12A1()+i
p
(1−=72+  )=− 12A1()+i
P1
k=0 ak
k+1=2 for jj<q. Finally, observe
that F(z; w) = G(z − ; w − ) so that
w = w(z) = − 1
2
A1(z − ) + i
1X
k=0
ak(z − ) k+1=2
= − 1
2
A1(z − )−p
1X
k=0
ak(−) k

1− z

k+1=2
= − 1
2
A1(z − )−p
1X
n=0
( 1X
k=0
ak(−) k

k + 12
n
)
(−)−nz n
for jz − j<q.
By Darboux’s method (see [13, pp. 204{206]; and [6, p. 277] for a correct statement
of the error term), we have
sn
n!
=−p
(
3X
k=0
ak(−) k

k + 12
n
)
(−)−n +O(n−4−n)
= (−1)n+1−n+1=2
 1
2
n

(1 + f(n)) + O(n−4−n);
where
f(n) =
3a1
2n− 3 +
15a22
(2n− 3)(2n− 5) +
105a33
(2n− 3)(2n− 5)(2n− 7) :
Hence,
sn = (−1)n+1−n+1=2( 12 )n(1 + f(n)) + O(n! n−4−n)
and
Pn(1) = (−1)n−n−1=2( 12 )n+1(1 + f(n+ 1)) + O(n! n−3−n): (9)
Observe that (1=2)n+k =(n! nk−3=2) (16k63). Then, (9) implies,
Pn+1(1)
2Pn(1)
=
2n+ 1
4
 1 + f(n+ 2)
1 + f(n+ 1)
+ O(n−3=2)
=
2n+ 1
4
(1 + O(n−2)) + O(n−3=2)
=
2n+ 1
4
+O(n−1); (10)
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and
Pn+2(1)
4Pn(1)
=
4n2 + 8n+ 3
162
 1 + f(n+ 3)
1 + f(n+ 1)
+ O(n−1=2)
=
4n2 + 8n+ 3
162
(1 + O(n−2)) + O(n−1=2)
=
n2
42
+
n
22
+ O(1): (11)
Consequently, (7), (8), (10) and (11) give
E(Sn) =
3− 1
2
n+O(1)
and
Var(Sn) =
1− 2− 2
42
n+O(1);
where (1− 2− 2)=42 = 0:1309914 : : : .
From (3) we see that the coecient H (n; k) of x k in Pn(x) isX
K  [n−1]
jKj=k
Y
j 62K
rn; j:
Now independence of the Xn; j implies
P(Sn = k) = P(Exactly k of the Xn; j = 1)
=
X
K  [n−1]
jKj=k
Y
j2K
(1 + rn; j)−1
Y
j 62K
rn; j(1 + rn; j)−1
=
n−1Y
j=1
(1 + rn; j)−1
X
K  [n−1]
jKj=k
Y
j 62K
rn; j
=
H (n; k)
Pn(1)
:
Hence the distribution function Fn(x) of Sn satises
Fn(x) = P(Sn6x) =
1
Pn(1)
bxcX
k=0
H (n; k):
Finally, let Gn; j(x) denote the distribution function of
Yn; j =
Xn; j − E(Xn; j)
(Sn)
L. Clark /Discrete Mathematics 203 (1999) 41{48 47
and Gn(x) denote the distribution function of
Tn =
n−1X
j=1
Yn; j =
Sn − E(Sn)
(Sn)
:
Now Yn; j takes on the values −(1 + rn; j)−1=(Sn); rn; j(1 + rn; j)−1=(Sn) so that
jYn; jj<−1(Sn). For > 0; (Sn)>−1 for all suciently large n, so thatZ
jxj>
x2 dGn; j = 0
and, hence,
n−1X
j=1
Z
jxj>
x2 dGn; j = 0:
By the Lindeberg{Feller theorem (see [12, p. 326]), Gn(x) converges weakly to the
distribution function of a normal random variable with mean 0 and standard deviation 1.
Hence, for each x 2 R,
1
Pn(1)
bxncX
k=0
H (n; k) = Fn(xn) = Gn(x)! 1p
2
Z x
−1
e−t
2=2 dt as n!1;
where
xn = x(Sn) + E(Sn):
We have thus proved the following result.
Theorem 2. For each x2R;
1
Pn(1)
bxncX
k=0
H (n; k)! 1p
2
Z x
−1
e−t
2=2 dt as n!1;
where
xn = x(Sn) + E(Sn):
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