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The low-energy physics of rhombohedral N-layer graphene mainly arises on the external layers, where most
of the pi electrons are located. Their Bloch band structure defines a two-band semimetal; the dispersion re-
lation scales as ±qN with the momentum norm q in the vicinity of two non-equivalent valleys. In this paper,
we address the problem of elastic scattering through a localized impurity located either on the surface of the
material or within the bulk, and focus on the quantum interferences it induces on the two external layers. It
is apprehended in the framework of a T -matrix approach, both numerically and analytically, regardless of the
impurity magnitude, which enables the description of realistic scatters. In rhombohedral multilayer graphene,
the impurity induces Friedel oscillations that always decay as 1/r. As a result, monolayer graphene is the only
material of the rhombohedral class that exhibits 1/r2-decaying Friedel oscillations. The interference patterns
are subsequently analyzed in momentum space. This analysis enables a clear distinction between monolayer
graphene and multilayer graphene. It also shows that the interference pattern reveals the whole Bloch band
structure, and highlights the number of layers stacked in the material, as well as the pi-quantized Berry phases
that characterize the existence of nodal points in the semimetallic spectrum. Experimentally, these features
may be probed from scanning tunneling microscopy, when imaging the local density of states at the surfaces of
suspended rhombohedral N-layer graphene.
INTRODUCTION
In the 1950s, Friedel addressed the problem of the re-
sponse of conduction electrons to a localized charge in met-
als [1]. Whereas negative point charges would tend to expo-
nentially screen a positively charged impurity over the Debye
length, Friedel reported algebraically decaying oscillations in
the charge density, due to a nesting wave vector given by
twice the Fermi momentum kF . These long-range modula-
tions, referred to as Friedel oscillations, subsequently found
a counterpart in terms of magnetic interactions [2,3]. Even
in the case of non-interacting electrons, the elastic scattering
through a localized impurity also yields Friedel oscillations
in the local density of states (LDOS). For a two-dimensional
non-relativistic electron gas, these 2kF-wave-vector oscilla-
tions were found to decay as 1/r with the distance to the
impurity [4], which was observed at the Cu(111) surface by
scanning tunneling microscopy (STM) [5]. This technique,
earlier developed by Binnig and Rohrer [6], relies on the mea-
surement of the tunneling differential conductance between
a sharp tip and a metallic surface and, therefore, images the
LDOS of the surface with atomic-scale resolution. Later, it
was realized that the Fourier analysis of STM data could be
useful too, as it provides information about the Fermi con-
tours involved in the elastic scattering [7,8]. For the two-
dimensional non-relativistic electron gas, the LDOS Fourier
transform reveals a 2kF-radius ring. Since the scattering is
elastic and the dispersion relation is parabolic, the scattering
wave vectors are obtained by joining two states of the circu-
lar Fermi contour. Consequently, the 2kF-radius ring means
that backscattering is the more efficient process. In this sense,
STM can be thought of as a technique to probe the iso-energy
contours of the dispersion relation in two-dimensional elec-
tronic systems.
Soon after the isolation of graphene [9], it was found out
that STM could also provide features of the quasiparticles as-
sociated to the Fermi contours. Being a one-atom-thick layer
of graphite, graphene is a two dimensional material and of-
fers a natural playground for STM [10–14]. Its low-energy
Bloch band-structure is based on a dispersion relation made of
two non-equivalent Dirac cones and, thus, describes relativis-
tic electrons [15]. A remarkable property for such fermions
is that backscattering is totally suppressed. For example it
implies that incoming electrons with a normal incidence tun-
nel as holes through a barrier potential with a transmission
probability of 1. This phenomenon, known as Klein tunnel-
ing with reference to Klein’s paradox in relativistic quantum
mechanics [16], plays of course an important role in issues
such as localization and transport [17–23]. The suppression
of backscattering in graphene is also responsible for the un-
conventional decay of the Friedel oscillations induced by a
localized impurity in the LDOS [24,25]. Indeed, when the
elastic scattering occurs within a single Dirac cone, these os-
cillations exhibit a 1/r2 decay with the distance to the impurity
and their Fourier transform consists of a 2kF-radius disk [25].
The observation of this unconventional signature has demon-
strated the ability of STM to probe the relativistic nature of
Dirac electrons [26,27]. This is the reason why this feature
has also been used in the context of three-dimensional topo-
logical insulators, in order to prove the presence of surface
states which exist as Dirac fermions in these systems [28,29].
In this paper, we address the problem of elastic scatter-
ing through a localized impurity in rhombohedral N-layer
graphene. Whereas the issue of the dc conductivity in the
presence of such scatterers has been reported recently [30,31],
we rather focus on the pattern of the quantum interferences
induced in the LDOS, namely the Friedel oscillations and
their Fourier transform. Similarly to monolayer graphene,
the low-energy Bloch band structure of rhombohedral N-
layer graphene reveals a two-band semimetal with two non-
equivalent valleys [32,33]. The valence and conduction bands
refer to electronic orbitals of two sublattices located on the
external surfaces. As a result, their LDOS can be imaged by
STM when suspending the material [34]. If a localized im-
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2purity is introduced on a given layer, then Friedel oscillations
are induced on both outer surfaces. It turns out that, from
a T -matrix approximation, these oscillations always exhibit
a conventional 1/r decay. Therefore, monolayer graphene is
the single one material of the rhombohedral class that shows
1/r2-decaying Friedel oscillations. Then, we show that the
LDOS Fourier transform reveals the whole Bloch band struc-
ture, as well as the pi-quantized Berry phases that character-
ize the nodal points in the semimetallic spectrum, which also
highlights the number of layers stacked in the material.
The first section reminds the reader of the Bloch band struc-
tures of graphene and rhombohedral multilayer graphene. The
Friedel oscillations induced in the LDOS by a localized im-
purity are discussed in the second section in the framework
of a T-matrix approach. The third section is devoted to their
Fourier analysis.
I. RHOMBOHEDRAL N-LAYER GRAPHENE
A. Some reminders about graphene
Graphene consists of a superposition of two triangular Bra-
vais lattices. They are denoted A and B according to Fig.
1. Every atom A (respectively B) has three nearest neighbors
B (respectively A), whose relative positions are given by the
three unit vectors
d1 =
( √3
2
,
1
2
)
, d2 =
(
−
√
3
2
,
1
2
)
, d3 =
(
0, − 1
)
. (1)
The definitions above implicitly mean that the lattice constant
a0 ' 1.42 Å has been chosen as the unit of length. The vectors
that span the two triangular Bravais lattices are chosen to be
a1 =
( √3
2
,
3
2
)
, a2 =
(
−
√
3
2
,
3
2
)
. (2)
The triangular geometry leads to hexagonal Brillouin zones in
momentum space, whose basis vectors b1 and b2 are defined
from the following scalar product
ai · bj = 2pi δi j . (3)
Although the atoms A and B are not equivalent from the
viewpoint of the lattice structure, both are carbon atoms. So
each atom has a single free valence electron which refers to a
pi electronic orbital. Within a spinless nearest-neighbor tight-
binding approximation, the electronic Bloch band-structure of
graphene relies on the following Hamiltonian matrix
H(k) =
(
0 f (k)
f ∗(k) 0
)
, (4)
where ~ = 1 and f (k) = t
∑
j=1..3 eik·dj is a momentum space
representation of intersublattice hopping processes for elec-
trons with wave vector k. The parameter t, which is about
-3eV in graphene [35], denotes the hopping amplitude.
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FIG. 1. (Color online) Honeycomb lattice of graphene (left) and
iso-energy contours of its electronic dispersion relation (right). The
hexagon made of dashed lines outlines the first Brillouin zone and
the two arrows depict the vectors b1 and b2 that span the reciprocal
lattice. The energy is given in units of the hopping amplitude t .
The low-energy physics of isotropic graphene arises at the
corners of the Brillouin zones [15]. Each corner is defined in
a unique way by
Kξmn = ξ
b1 − b2
3
+ mb1 + nb2 , (5)
where m and n are integers and ξ = ±1. Two corners which
are labeled by opposite values of ξ cannot be connected to one
another by a linear combination of b1 and b2, and are said to
be non-equivalent. In their neighborhood, it is found that
f (Kξmn + q) ' −ξvFqeiθ
ξ
mn(q) , (6)
where q = |q|  |Kξ00|. The Fermi velocity is vF = 3t/2 and
the phase is defined as
θ
ξ
mn(q) = K
ξ
mn · d3 + θξ(q) , (7)
with θξ(q) = ξθq and θq the polar angle of the wave vector q
with respect to the direction a1 − a2.
The dispersion relation, which is depicted in Fig. 1, relies
on two non-equivalent Dirac cones
±(Kξmn + q) ' ±vFq . (8)
It becomes degenerate right at the corners of the Brillouin
zone. The presence of these nodal points at zero energy
defines a semimetallic phase. Due to the energy landscape
around the momenta Kξmn, their vicinity is also referred to as
a valley. As far as we will be concerned thereafter, the co-
incidence between these valleys and the corners of the Bril-
louin zones is not crucial. For example, anisotropies in the
hopping parameters are likely to make the Dirac cones move
away from the corners [36,37]. Then it may happen that, for a
threshold value of the anisotropy, non-equivalent cones merge
at a time-reversal invariant point, before opening an energy
gap in the spectrum. Nevertheless, we disregard such a merg-
ing transition, as it is not achievable in graphene [38]. For
more simplicity, we also restrict the discussion to the isotropic
case, so that the Dirac cones are indeed centered at the Bril-
louin zone corners. What is crucial, however, is that the
3non-equivalent cones always come in pairs at opposite mo-
menta. This is a consequence of the time-reversal symme-
try which implies H(k) = H∗(−k) in the spinless description.
Finally, note that, even if the two non-equivalent cones are
related to one another by this symmetry, it is not sufficient
to guarantee their existence. The latter turns out to be guar-
anteed if the crystal additionally has the inversion symmetry,
i.e. σ1H(k)σ1 = H(−k), which prevents any mass term in
the Hamiltonian matrix (4). Under those two symmetries, the
semimetallic phase is then protected [39].
Regarding the massless Dirac electrons, they are described
by the following Bloch eigenstates
|Ψ±(Kξmn + q)〉 ' 1√
2
(
1
∓ξe−iKξmn·d3e−iθξ(q)
)
. (9)
Their spinor structure is the one of a two-level system but,
more interestingly, it is momentum dependent. This momen-
tum dependence simply appears as a phase factor between the
two sublattice components of the Bloch spinor and is based
on the phase θξ(q). Therefore, the low-energy band struc-
ture, which consists of the set of the dispersion relation and
the Bloch eigenstates, is entirely characterized by |q| and θq,
namely the norm and the orientation of the wave vector q.
This plays an important role in issues such as elastic scatter-
ing. In graphene, it crucially relies on the absence of backscat-
tering [17–19]. This peculiar feature of the massless Dirac
electrons comes from the following relation
θξ(−q) − θξ(q) = ξpi , (10)
which requires the incoming and backscattered electrons to
have orthogonal wave functions and interfere destructively. In
the framework of a Born approximation, the backscattering
probability within the valley Kξmn is indeed proportional to
|〈Ψ±(Kξmn − q)|Ψ±(Kξmn + q)〉|2 = 0 , (11)
regardless of the momentum dependence of the potential [40].
Note that this suppression of backscattering is based on a sin-
gle Dirac cone description, which is sufficient when the scat-
tering potentials are smooth enough compared to the atomic
length-scale.
The case of localized scatterers turns out to be more in-
formative about the band structure. Since they allow elastic
scattering in the whole momentum space, the scattering can
occur within a single valley, as well as between two distant
and eventually non-equivalent valleys. The localized impurity
induces long-range Friedel oscillations in the LDOS, which
can be Fourier analyzed and compared to STM experiments
[41]. In the case of monolayer graphene, both sublattices be-
long to the same surface, so that the Fourier transform of STM
data involves the contributions of the two sublattices together.
• For scattering processes which take place within a sin-
gle valley, Eq. (10) is responsible for a reduction of the
Friedel oscillations to a 1/r2 decay [24], instead of their
usual 1/r decay in a two dimensional non-relativistic
electron gas [4]. This yields a clear signature (see cen-
tral disk in Fig. 2) in momentum space [25,42], which
-3 -2 -1 0 1 2 3
kx
-4
-3
-2
-1
0
1
2
3
4
ky
Re δρ
1
0
1
FIG. 2. (Color online) Momentum space representation of δρ, the
LDOS modulation induced by a localized impurity of magnitude t.
Only the real part of the LDOS Fourier transform is depicted. The en-
ergy isω = 0.150t. The two vectors that span the reciprocal space are
depicted by the black arrows. The LDOS modulations which can be
connected to the origin by a linear combination of these two vectors
refer to scattering processes that take place between equivalent val-
leys. The LDOS modulations at the corners of the dashed-line-made
hexagon arise from scattering processes that take place between two
nearest non-equivalent valleys.
has been confirmed by STM experiments [26,27]. Im-
portantly, this confirmation proved that STM can probe
the relativistic nature of charge carriers.
• For scattering processes which take place between two
non-equivalent valleys, the momentum space signa-
ture depicts a ring with broken circular symmetry (see
hexagon corners in Fig. 2), as reported in [41] and
[42]. In the last section, we shall show that, if one
could measure the LDOS Fourier transform of the pris-
tine sublattice independently of the one with impurity,
then one would directly access the phase θξ(q) of the
Bloch spinors, additionally to the iso-energy contours.
In other words, it would be possible to know the full
Bloch band-structure from the localized impurity scat-
tering at low energy. We will discuss this possibility
in the case of rhombohedral multilayer graphene. In
this semimetal, the low-energy physics only involves
two sublattices which are located at the external layers.
Thus their LDOS Fourier transforms could be imaged
independently of one another from STM.
On top of that, the phase θξ(q) is involved in another feature
of the band structure, which is generally known as Berry phase
[43–45]. This is a gauge-invariant geometrical phase picked
up by wave functions along an adiabatic cycle. It has been
discussed in various fields, such as polarization [46,47], or-
bital magnetization [48,49] and symmetry-protected topolog-
ical order [50–52], whose topological classification of gapped
single-particle Hamiltonians relies on a quantized Berry phase
[53]. The importance of the Berry phase in the semiclassical
dynamics of Bloch electrons under electromagnetic fields has
4been reviewed in [54]. This notion plays an important role in
graphene [23]. Indeed, each nodal point supports a topolog-
ical characterization which is given by a pi-quantized Berry
phase defined as follows
γξ = i
∮
Cξmn
dq · 〈Ψ±(Kξmn + q)|∇q|Ψ±(Kξmn + q)〉
=
1
2
∮
Cξmn
dq · ∇qθξ(q)
= ξpi , (12)
where Cξmn is a closed path enclosing once a nodal point in the
valley Kξmn. Thus, non-equivalent valleys, which are related
to one another by the time-reversal symmetry, have opposite
Berry phases. This phase can be probed by applying a mag-
netic field perpendicularly to the material, which yields closed
cyclotron orbits in momentum space. When they enclose
a Dirac cone, they are associated to a non-vanishing Berry
phase, which leads to a zero-energy Landau level [23,55,56].
This results in the half-integer plateaus of the Hall conduc-
tivity that have been measured in experiments of anomalous
quantum Hall effect in graphene [57,58]. These observations
have confirmed the presence of massless Dirac electrons at
low energy. Besides, Eq. (12) implies that the integer γξ/pi is
nothing but the number of times that the phase θξ(q) runs over
the interval [−pi,+pi], when q encloses once the nodal point
Kξmn along the path Cξmn. So it is clear that if the localized
impurity scattering is a mean to access θξ(q), then it directly
leads to the pi-quantized Berry phase which characterizes the
existence of Fermi points in the spectrum.
B. Rhombohedral N-layer graphene
Rhombohedral N-layer graphene is an ABC stacking of
N graphene layers [32]. Only processes occurring between
nearest-neighbor layers are considered. In the framework of a
tight-binding approximation, the electronic properties are then
obtained from the following Hamiltonian matrix
H(k) =

H1(k) T⊥ 0 · · · 0
T †⊥ H2(k)
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . T⊥
0 · · · 0 T †⊥ HN(k)

. (13)
The 2 × 2 matrix Hn describes the intralayer processes. They
are limited to nearest-neighbor hopping. In the sublattice basis
{An, Bn}, this matrix is given by
Hn(k) =
(
0 f (k)
f ∗(k) 0
)
, (14)
where f (k) has been introduced in Eq. (4). Regarding the
interlayer processes, they are described by
T⊥ =
(
0 0
t⊥ 0
)
, (15)
𝑓(𝒌) 𝑡⊥
𝑡⊥ 𝑓(𝒌)
𝐴1 𝐵1
𝐵𝑁𝐴𝑁
FIG. 3. (Color online) Illustration of the momentum space mapping
onto a one-dimensional chain made of N dimers. In this effective
system, f (k) and t⊥ denote the nearest-neighbor hopping amplitudes.
where the hopping amplitude t⊥ only couples sublattices Bn
and An+1.
As already mentioned in [33], the case of rhombohedral
stacking is rather special in the sense that its low-energy
physics supports a two-band description. Indeed, the Hamilto-
nian matrix (13) effectively describes a one-dimensional chain
made of N dimers with two nearest-neighbor hopping ampli-
tudes, namely f (k) and t⊥. This effective model is illustrated
in Fig. 3. For such a system with sublattice symmetry, Shock-
ley realized, a long time ago before the boom of topological
insulators, that there may exist low-energy edge states within
the bulk energy gap [50]. He found that the existence of the
surface states, previously pointed out by Tamm [59], depends
on the ratio of the two nearest-neighbor hopping parameters.
In particular, a surface state does exist at each end of the sys-
tem when | f (k)| < |t⊥|. For the rhombohedral stacking that
is considered here, Shockley’s criterion guarantees the local-
ization of the electrons in the vicinity of sublattices A1 and
BN. This is all the more true that the dispersion relation of
each graphene layer vanishes, i.e. | f (k)| → 0. In the limit
f (k) = 0, there exist two zero-energy states that are strictly
localized on sublattices A1 and BN. Not only does this sug-
gest that the low-energy physics of the rhombohedral stacking
reduces to a two-band model [33], but also the two sublat-
tices involved in this model refer to the outer layers of the
material. Crucially, this means that their LDOS could be im-
aged via STM experiments when suspending the material. For
example, STM analyses of suspended monolayer and bilayer
graphene have been reported in [34].
C. Low-energy band structure
The band structure of rhombohedral multilayer graphene,
first studied in [32], can be obtained from the Hamiltonian
matrix (13) by solving the following recursive system:
f (k) B1 = E A1
f ∗(k) An−1 + t⊥ An = E Bn−1
t⊥ Bn−1 + f (k) Bn = E An
f ∗(k) AN = E BN
, (16)
5�1  
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FIG. 4. (Color online) Illustration of the momentum space mapping
onto a monomer with renormalized hopping amplitude in the limit
E  t⊥.
where E denotes the eigenenergy, An (respectively Bn) refers
to the electronic orbitals of the sublattice An (respectively Bn),
and the index n runs from 2 up to N. In the low-energy limit
E  t⊥, the electronic properties only involve sublattices A1
and BN, both located at the outer surfaces of the material. For
more details, the reader may refer to Appendix A. The effec-
tive band structure is given by
HN(k) = −t⊥
 0
(
− f (k)t⊥
)N(
− f ∗(k)t⊥
)N
0
 (17)
and is illustrated in Fig. 4. The dispersion relation is simply
given by
E±(k) ' ±t⊥
∣∣∣∣ f (k)t⊥
∣∣∣∣N . (18)
So the condition E  t⊥ implies that the two-band description
is effective around the corners of the Brillouin zone, where
HN(Kξmn + q) = t⊥
 0 −
(
ξ vFt⊥ q e
iθξmn(q)
)N
−
(
ξ vFt⊥ q e
−iθξmn(q)
)N
0

(19)
and the dispersion relation behaves as
E±(Kξmn + q) ' ±t⊥
(vF
t⊥
q
)N
. (20)
The valence and conduction bands touch each other right
at the Brillouin-zone corners, so that the ABC stacking is
semimetallic as well. Again, the stability of these nodal points
at zero energy relies on the inversion and time-reversal sym-
metries [39]. As a consequence of these two symmetries, the
Bloch eigenstates can be written as
Ψ±(Kξmn + q) ' 1√
2
(
1
∓ξNe−iNKξmn·d3e−iNθξ(q)
)
, (21)
where the momentum dependence is simply encoded into the
phase θξ(q) and appears as a phase factor between the two
sublattice components of the Bloch spinor, similarly to the
case of graphene. The definition of the Berry phase given in
Eq. (12) implies that each valley Kξmn is characterized by a
quantized geometrical phase of ξNpi.
FIG. 5. Diagrammatic representation of the T -matrix approach.
II. LOCALIZED IMPURITY SCATTERING
A. T -matrix approach
When free electrons are described by a given Hamiltonian
matrix H(k) in momentum space, their bare Green function
G(0) can be defined in the following way:
G(0)(k, ω) = [ωI − H(k)]−1 , (22)
where I is the identity matrix and ω denotes the frequency.
Then the electron scattering through a localized impurity,
whose potential is simulated by V δ(r), can be apprehended
in the framework of a T -matrix approach. The latter consists
in a perturbative expansion of the Green function in all orders
in the impurity scattering, as illustrated in Fig. 5. Because the
impurity potential is localized, the infinite sum of diagrams
turns out to be a geometric series and can be performed ex-
actly. The momentum space expression of the T -matrix is
T (ω) =
(
1 − V
∫
BZ
G(0)(k, ω)
)−1
V . (23)
The integral runs over the whole Brillouin zone (BZ) and the
T -matrix is momentum independent.
The perturbed Green function, which describes the system
in the presence of the localized impurity, satisfies
G(r1, r2, ω) = G(0)(r1 − r2, ω)
+G(0)(r1, ω) T (ω) G(0)(−r2, ω) . (24)
The imaginary part of its trace defines the local density of
states (LDOS)
ρ(r, ω) = −1
pi
Im
[
Tr G(r, r, ω)] , (25)
an observable quantity that reveals the pattern of the quantum
interferences induced by the impurity. Its momentum space
representation is given by
ρ(k, ω) =
i
2pi
Tr
∫
BZ
dq
[
G(k + q,q, ω) − G∗(q,k + q, ω)
]
.
(26)
Importantly, note that the quantity we are interested in there-
after is not the LDOS itself, but rather the correction to the
6LDOS of the unperturbed system. It is defined from the cor-
rection to the bare Green function, namely
δG(r1, r2, ω) = G(0)(r1, ω) T (ω) G(0)(−r2, ω) , (27)
as
δρ(r, ω) = −1
pi
Im
[
Tr δG(r, r, ω)] . (28)
Nevertheless it is still referred to as LDOS along the subse-
quent lines.
For instance, suppose that a localized impurity is introduced
on a given surface of rhombohedral multilayer graphene, say
the one that is made of sublattices A1 and B1. In momentum
space, it is simulated by the following N × N matrix:
V =

v 0 · · · 0
0 0
. . .
...
...
. . .
. . . 0
0 · · · 0 0
 , (29)
where the 2 × 2 matrix v describes the impurity potential in
the sublattice basis {A1, B1}. Numerically, it is then sufficient
to compute the LDOS accordingly to the T -matrix formal-
ism described above, when substituting the Hamiltonian ma-
trix (13) into Eq. (22). As an example, Fig. 6 illustrates
the impurity-induced LDOS at the surfaces of ABC trilayer
graphene, which still shows a threefold rotational symmetry.
Note that it is convenient to add a small imaginary part to the
energy in the definition of the bare Green functions for nu-
merical simulations. Thus, the quasiparticles they describe
have a finite lifetime. This is achieved via the substitution
G0(k, ω) 7→ G0(k, ω + iδ), with δ = 0.05 for the numerical
results presented here. We also choose t⊥ = 0.3t as interlayer
hopping amplitude.
Finally, note that the Fourier transform of the LDOS, which
can be obtained numerically from Eq. (26), is not discussed
for the moment. It will be the purpose of the last section.
B. Low-energy description of the impurity problem
It turns out that one can also get more insight at low energy,
which means when the energy of the system is small com-
pared to the interlayer hopping amplitude t⊥. In this limit,
the impurity problem can be tackled analytically and inde-
pendently of the impurity magnitude, which can then simu-
late realistic localized scatters. For example, this can describe
adatoms deposited onto the surface, either on sublattice A1
or on sublattice B1. But it can also refer to a bulk impurity,
i.e. an impurity located on an intermediate layer in between
the the two surfaces of the material. This may describe struc-
tural point defects like vacancies created by irradiation. Those
three possible cases are discussed below.
1. Localized impurity on sublattice A1
If the localized impurity is located on the sublattice A1 and
simulated by the potential V0δ(r), then the matrix v in Eq. (29)
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FIG. 6. (Color online) Simulations of the LDOS modulations at the
opposite surfaces of ABC trilayer graphene (N = 3) for ω = 0.038t.
The surface of the impurity is shown in the left-hand column. The
impurity potential, whose magnitude satisfies V0  t, is localized
at the origin of the surface which corresponds either to sublattice A1
(top), or to sublattice B1 (bottom). In both cases, the LDOS mod-
ulations induced on the opposite pristine surface are depicted in the
right-hand column. Distances are given in units of the lattice constant
a0.
has the following form
v =
(
V0 0
0 0
)
. (30)
The spectrum of H(k) + V is obtained from the following re-
cursive system
V0 A1 + f (k) B1 = E A1
f ∗(k) An−1 + t⊥ An = E Bn−1
t⊥ Bn−1 + f (k) Bn = E An
f ∗(k) AN = E BN
, (31)
where E denotes the eigenenergy, An (respectively Bn) refers
to the electronic orbitals of sublattice An (respectively Bn),
and n runs from 2 up to N. Following the derivation given in
Appendix A, one finds that, in the limit E  t⊥, the impurity
problem still supports a two-band description given by
HN(k) +
(
V0 0
0 0
)
, (32)
whereHN(k) is the matrix already introduced in Eq. (19) and
written in the sublattice basis {A1, BN}.
Importantly, this effective two-band picture of the impurity
problem only involves sublattices A1 and BN, as illustrated
in Fig. 7. As they are both located at the outer surfaces of
the material, they can be probed by STM. On top of that, the
description holds regardless of the magnitude of V0.
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FIG. 7. (Color online) Momentum space representation of the impu-
rity problem in the limit E  t⊥, when the scatterer, whose potential
is denoted V0, is located on the surface sublattice A1 (left) or B1
(right).
2. Localized impurity on sublattice B1
If the localized impurity is located on sublattice B1 and is
still simulated by the potential V0δ(r), then
v =
(
0 0
0 V0
)
. (33)
The spectrum of H(k) + V is obtained from

f (k) B1 = E A1
f ∗(k) A1 + V0 B1 + t⊥ A2 = E B1
t⊥ B1 + f (k) B2 = E A2
f ∗(k) An−1 + t⊥ An = E Bn−1
t⊥ Bn−1 + f (k) Bn = E An
f ∗(k) AN = E BN
, (34)
where E denotes the eigenenergy, An (respectively Bn) refers
to the electronic orbitals of sublattice An (respectively Bn),
and n runs from 3 up to N. Following a similar prescription
to the one given in the appendix A, we find that the spectrum
mainly relies on

f (k) B1 = E A1
f ∗(k) A1 + V0 B1 + t⊥ A2 = E B1
t⊥ B1 − t⊥
( f (k)
−t⊥
)N−1
BN = E A2
−t⊥
( f ∗(k)
−t⊥
)N−1
A2 = E BN
(35)
in the limit E  t⊥. So the low-energy physics involves four
bands that refer to sublattices A1, B1, A2 and BN, as illustrated
in Fig. 7. In this sublattice basis, the impurity problem is
finally described by
H(k) ' H˜N(k) +
(
v 0
0 0
)
, (36)
where
H˜N(k) = t⊥

0 f (k)t⊥ 0 0
f ∗(k)
t⊥ 0 1 0
0 1 0 −
(
f (k)
−t⊥
)N−1
0 0 −
(
f ∗(k)
−t⊥
)N−1
0

. (37)
Again, E  t⊥ is the single condition required for this
four-band description and no assumption at all has been made
about V0 which can then simulate realistic localized scatters.
Note also that the form of the 2 × 2 matrix v, which has been
introduced in Eq. (33), could be more universal with four non-
vanishing components. This would not affect the four-band
description of the impurity problem given in Eq. (36).
3. Localized impurity in bulk
Let us now generalize the previous cases to a localized im-
purity located on sublattice AN0 simulated by V0δ(r), which
describes an impurity in the bulk of the material for 1 < N0 <
N. Note that, choosing BN0 as the impurity sublattice would
lead to equivalent results.
In the same way as for the two previous cases, one can show
that the impurity problem is well characterized by
−t⊥
( f (k)
−t⊥
)N0−1
BN0−1 = E A1
−t⊥
( f ∗(k)
−t⊥
)N0−1
A1 + t⊥ AN0 = E BN0−1
t⊥ BN0−1 + V0AN0 − t⊥
( f (k)
−t⊥
)N−N0+1
BN = E AN0
−t⊥
( f ∗(k)
−t⊥
)N−N0+1
AN0 = E BN
(38)
in the limit E  t⊥. So the low-energy physics relies on the
following four-band Hamiltonian matrix:
H˜N(k)
−t⊥ =

0
(
f (k)
−t⊥
)N0−1
0 0(
f ∗(k)
−t⊥
)N0−1
0 −1 0
0 −1 0
(
f (k)
−t⊥
)N−N0+1
0 0
(
f ∗(k)
−t⊥
)N−N0+1
0

.
(39)
which is written in the sublattice basis {A1, BN0−1, AN0 , BN}.
C. Friedel oscillations in the LDOS
From the low-energy description introduced above, we can
get the analytic expression of the Green functions at large dis-
tances, as well as the LDOS they lead to in the framework of
the T -matrix approach. We choose t⊥ and vF/t⊥ as new units
of energy and length, respectively. So the variable q, which
refers to the momentum, is dimensionless and so is its conju-
gate variable r in real space.
81. Localized impurity on sublattice A1
In the sublattice basis {A1, BN}, the bare Green function can
be evaluated as
G(0)(Kξmn + q, ω) ' [ωI −HN(Kξmn + q)]−1 (40)
' 1
ω2 − q2N
×
 ω −
(
ξqeiθ
ξ
mn(q)
)N
−
(
ξqe−iθ
ξ
mn(q)
)N
ω
 .
The diagonal components depend on the momentum only
through the dispersion relation, whereas the off-diagonal ones
additionally involve the phase Nθξmn(q) which characterizes
the momentum dependence of the Bloch spinors in the vicin-
ity of the valley Kξmn. The momentum space representation of
the T -matrix is then given by
T (ω) =
(
t(ω) 0
0 0
)
, (41)
where
t(ω) =
V0
1 − V0
∫
BZ G
(0)
A1A1
(k, ω)
. (42)
The integral runs over the whole Brillouin zone (BZ) and the
T-matrix is momentum independent.
The real space representation of the bare Green function is
introduced as
G(0)(r, ω) ' 1
nBZ
∑
m,n,ξ
eiK
ξ
mn·r
∫
R2
d2q
(2pi)2
G(0)(Kξmn + q, ω) eiq·r ,
(43)
where nBZ is the number of unit cells in momentum space.
This factor will not be mentioned anymore in the Green-
function expressions for more convenience, but one has to
keep in mind that
∑
m,n = 1. From Eq. (27), it follows that
the large-distance behaviors of δG diagonal components sat-
isfy
δGA1A1 (r, r, ω) ' G(0)A1A1 (r, ω) t(ω) G
(0)
A1A1
(−r, ω)
' − t(ω)
42N2ω2−4/N
(
H0(ω
1
N r)
)2
(44)
×
∑
m,n,ξ
∑
m′,n′,ξ′
ei∆K·r
and
δGBNBN (r, r, ω) ' G(0)BNA1 (r, ω) t(ω) G
(0)
A1BN
(−r, ω)
' − t(ω)
42N2ω2−4/N
(
iNHN(ω
1
N r)
)2
(45)
×
∑
m,n,ξ
∑
m′,n′,ξ′
ei∆K·r
(
ξξ′ e−i∆θ(r)
)N
,
where ∆K = Kξmn − Kξ
′
m′n′ and ∆θ(r) = θ
ξ
mn(r) − θξ
′
m′n′ (−r).
The reader may refer to Appendix C for more details about
the derivations of those expressions. The function HN denotes
the N-th order Hankel function of the first kind. From the
definitions (5) and (7), it turns out that ∆K and ∆θ(r) depend
on the four indices m, m′, n, n′ only through their differences,
namely δm = m − m′ and δn = n − n′. Then one can change
variables in the discrete sums according to
∑
m,n,ξ
∑
m′,n′,ξ′
7→
∑
µ,ν
∑
δm,δn
∑
ξ,ξ′
, (46)
where µ = m+m′ and ν = n+n′. The two sums over µ and ν are
separable from the others and simply satisfy
∑
µ,ν = 1. Then,
the scattering wave vector ∆K is entirely fixed by the set of the
indices δm, δn, ξ and ξ′. The latter all take opposite integer
values and, since K−ξ−m−n = −Kξmn and θ−ξ−m−n = −θξmn [2pi], one
can rewrite Eqs. (44) and (45) as follows
δGA1A1 (r, r, ω) ' −
t(ω)
42N2ω2−4/N
(
H0(ω
1
N r)
)2
(47)
×
∑
δm,δn
∑
ξ,ξ′
cos
(
∆K · r)
and
δGBNBN (r, r, ω) ' −
t(ω)
42N2ω2−4/N
(
iNHN(ω
1
N r)
)2
(48)
×
∑
δm,δn
∑
ξ,ξ′
(
ξξ′
)N cos (∆K · r − N∆θ(r)) .
In the above sums, every single term refers to a unique scat-
tering process, i.e. to a unique scattering wave vector ∆K.
In the limit ω
1
N r  1, the LDOS associated to a given wave
vector ∆K is

δρA1 (r, ω) ' −
1
pi
Im
{
i
t(ω)
42N2ω2−
3
N
ei2ω
1
N r
r
cos
(
∆K · r) [1 − i
4
1
ω
1
N r
+ ...
] }
δρBN (r, ω) ' −
1
pi
Im
{
i
t(ω)
42N2ω2−
3
N
ei2ω
1
N r
r
cos
(
∆K · r − N∆θ(r)) (ξξ′)N [1 + i (N2 − 1
4
) 1
ω
1
N r
+ ...
] } . (49)
9The asymptotic expansion of the Hankel functions is re-
minded in Appendix C. As a result, the localized impurity
induces Friedel oscillations in the LDOS on the two opposite
surfaces of the material. These long-range quantum interfer-
ences exhibit a conventional algebraic decay at large distances
on both surfaces. Before evaluating these oscillations induced
by an impurity located on sublattice B1, we would like to point
out the respective contributions of the dispersion relation and
the Bloch eigenstates to these quantum interferences in the
two-band description.
On the one hand, it turns out that only the dispersion re-
lation is responsible for the algebraic decay of these oscilla-
tions. This can be seen explicitly for the sublattice A1. For
this sublattice indeed, the LDOS only involves the diagonal
components of the bare Green function in Eq. (40) which,
themselves, only depend on the dispersion relation introduced
in Eq. (20). Although it is not as explicit for the sublattice BN,
one can check from Eq. (45) that this is also the dispersion re-
lation that is responsible for the Hankel function HN which
yields the 1/r decay in the LDOS. For example, a semi-Dirac
dispersion relation, i.e. a dispersion that scales linearly with
the momentum in one direction and quadratically in the or-
thogonal one, would lead to 1/
√
r decaying oscillations [60].
On the other hand, the phase θξ(q), which characterizes the
momentum dependence of the Bloch spinors, is not involved
in the interferences on the sublattice of the impurity, namely
A1. In the two-band description of the impurity problem, this
phase manifests itself solely through the LDOS of the pristine
sublattice BN via
N∆θ(r) = Nθξmn(r) − Nθξ
′
m′n′ (−r)
= N∆K · d3 + N(ξ − ξ′)θr − Nξ′pi , (50)
where we have used the relation (10). For scattering processes
that couple two equivalent valleys (ξ = ξ′), this is likely to
yield a reduction of the long-range oscillations to a 1/r2 alge-
braic decay. It can be seen from Eq. (49) that, when
N∆K · d3 = N(δm + δn)2pi3
= 0 [2pi] , (51)
the 1/r contributions of the LDOS of the two sublattices sat-
isfy
δρBN (r, ω) = (−1)N δρA1 (r, ω) . (52)
The two LDOSs are in antiphase if there is an odd number
of layers stacked in the material. Then the sum of the two
contributions vanishes, and one has to consider the next lead-
ing order which is responsible for a 1/r2 decay in the LDOS.
Nevertheless, summing the two contributions is not relevant
experimentally, except if the two sublattices A1 and BN be-
long to the same surface, which only happens in monolayer
graphene (N = 1) [25,26].
2. Localized impurity on sublattice B1
In the sublattice basis {A1, B1, A2, BN}, the bare Green func-
tion satisfies
G(0)(Kξmn + q, ω) ' [ωI − H˜N(Kξmn + q)]−1 (53)
' 1
ω − q2N

.... −ξqeiθξmn(q) (ω2 − q2(N−1)) .... ....
.... ω (ω2 − q2(N−1)) .... ....
.... .... .... ....
.... −
(
ξqe−iθ
ξ
mn(q)
)N−1
ω .... ....

in the vicinity of any valley Kξmn. In the above expression, we
have only mentioned explicitly the components that turn out
to be useful when evaluating the LDOS at the outer surfaces
of the material. The momentum space representation of the
T -matrix is then given by
T (ω) =

0 0 0 0
0 t(ω) 0 0
0 0 0 0
0 0 0 0
 , (54)
where
t(ω) =
V0
1 − V0
∫
BZ G
(0)
B1B1
(k, ω)
, (55)
so that the T -matrix is momentum independent. From the
real-space representation of the bare Green function defined
in Eq. (43), it follows that
δGA1A1 (r, r, ω) ' G(0)A1B1 (r, ω) t(ω) G
(0)
B1A1
(−r, ω)
' − t(ω) ω
2
N
42N2
(
iH1(ω
1
N r)
)2
(56)
×
∑
m,n,ξ
∑
m′,n′,ξ′
ei∆K·r ξξ′ ei∆θ(r) ,
δGB1B1 (r, r, ω) ' G(0)B1B1 (r, ω) t(ω) G
(0)
B1B1
(−r, ω) (57)
' − t(ω) ω
2
42N2
(
H0(ω
1
N r)
)2 ∑
m,n,ξ
∑
m′,n′,ξ′
ei∆K·r ,
δGBNBN (r, r, ω) ' G(0)BNB1 (r, ω) t(ω) G
(0)
B1BN
(−r, ω)
' − ω
2
N
42N2
(
iN−1HN−1(ω
1
N r)
)2
(58)
×
∑
m,n,ξ
∑
m′,n′,ξ′
ei∆K·r
(
ξξ′ e−i∆θ(r)
)N−1
.
Details about the derivations of those expressions may be
found in Appendix C.
Following the prescription already detailed in the case of a
localized impurity on sublattice A1, one finds that, for a given
scattering wave vector ∆K, the LDOS behaves as
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
δρA1 (r, ω) ' −
1
pi
Im
{
i
t(ω)
42N2ω−
1
N
ei2ω
1
N r
r
cos
(
∆K · r + ∆θ(r)) ξξ′ [1 − i3
4
1
ω
1
N r
+ ...
] }
δρB1 (r, ω) ' −
1
pi
Im
{
i
t(ω)
42N2ω
1
N −2
ei2ω
1
N r
r
cos
(
∆K · r) [1 − i1
4
1
ω
1
N r
+ ...
] }
δρBN (r, ω) ' −
1
pi
Im
{
i
t(ω)
42N2ω−
1
N
ei2ω
1
N r
r
cos
(
∆K · r − (N − 1)∆θ(r)) (ξξ′)N−1 [1 + i ((N − 1)2 − 1
4
) 1
ω
1
N r
+ ...
] }
(59)
at large distances. The localized impurity induces Friedel os-
cillations in the LDOS of the two external material surfaces.
These quantum interferences exhibit a conventional algebraic
decay on any of the three surface sublattices involved at low
energy, namely A1, B1 and BN.
From the experimental point of view, it is possible to image
the LDOS of sublattices A1 and B1 together, as they belong
to the same surface. For scattering processes that couple two
equivalent valleys (ξ = ξ′), Eq. (59) shows that δρA1 and
δρB1 are always in antiphase when the condition (51) is met,
regardless of the number of layers. One could think that, a
priori, the situation is similar to the one in graphene, and that
the intravalley scattering (∆K = 0) reduces the Friedel oscil-
lations to a 1/r2 power law. Nevertheless, this reduction does
not arise since δρA1 and δρB1 have not the same dependence
on the energy. Indeed, the 1/r-decaying contributions lead to
δρB1 (r, ω) = − ω2(1−
1
N ) δρA1 (r, ω) . (60)
The LDOS modulation induced on the impurity sublattice,
namely B1, is then negligible compared to the one of sublat-
tice A1 at low energy (ω  1).
3. Localized impurity in bulk
In the sublattice basis {A1, BN0−1, AN0 , BN}, one can show
in a similar manner as above that the low-energy bare Green
function is well estimated by
G(0)(Kξmn + q, ω) ' 1
ω − q2N (61)
×

.... −
(
ξqeiθ
ξ
mn(q)
)N0−1
ω .... ....
.... ω2 .... ....
.... ω
(
ω2 − q2(N0−1)) .... ....
.... −
(
ξqe−iθ
ξ
mn(q)
)N−N0+1 (
ω2 − q2(N0−1)) .... ....

in the vicinity of any valley Kξmn. In the above expression, we
have only mentioned explicitly the components that turn out
to be useful when evaluating the LDOS at the outer surfaces
of the material. The momentum space representation of the
T -matrix is then given by
T (ω) =

0 0 0 0
0 0 0 0
0 0 t(ω) 0
0 0 0 0
 and t(ω) = V01 − V0 ∫BZ G(0)AN0AN0 (k, ω)
(62)
so that the T -matrix is momentum independent. If one follows
the same procedure as the one used in the case of the previous
four-band description that describes an impurity on sublattice
B1, one shows that the dominant oscillations are given by

δρA1 (r, ω) ' −
1
pi
Im
{
i
t(ω)
42N2ω2−
2N0+1
N
ei2ω
1
N r
r
cos
(
∆K · r + (N0 − 1)∆θ(r)) (ξξ′)N0−1}
δρBN (r, ω) ' −
1
pi
Im
{
i
t(ω)
42N2ω2−
2N0+1
N
ei2ω
1
N r
r
cos
(
∆K · r − (N − N0 + 1)∆θ(r)) (ξξ′)N−N0+1}
(63)
for low energies (ω  1) and large distances. Once again,
sublattices A1 and BN belong to opposite surfaces in the case
of rhombohedral multilayer graphene (N ≥ 2), so that the
two signals δρA1 and δρBN should be observed independently
from one another in STM, thus avoiding any reduction of the
Friedel oscillations to a 1/r2 decay.
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FIG. 8. (Color online) Momentum space pattern of the LDOS on the impurity surface for N = 1, 2, 3 and 4 (from left to right). Only the real
part of the LDOS Fourier transform is depicted when the impurity is located on sublattice A1 (first row) and B1 (second row). The potential
magnitude is V0 = t. Note that δρ = δρA1 +δρB1 in the case of monolayer graphene, whereas the LDOS modulations on the impurity surface are
given by δρA1 otherwise. The dashed-line-made hexagons outline the Brillouin zone and can be used as guides for the eyes. The two vectors
that span the reciprocal space are depicted by black arrows. The scattering which occurs between equivalent valleys yields the spots that can
be connected to the origin by a linear combination of these basis vectors. They mainly have a circular symmetry. The spots at the hexagon
corners are induced by scattering between non-equivalent valleys (ξ = −ξ′). They have a twofold rotational symmetry when the impurity is
localized on sublattice B1 (second row).
Besides, the expression (63) is actually general in the sense
that it describes all the cases that we have distinguished so
far. Indeed, when N0 = 1 it describes an impurity on the sur-
face sublattice A1 and one gets the same expression as the one
in Eq. (49). Moreover, N0 = N corresponds to an impurity
on the surface sublattice AN and leads to the same expression
as the one in (59) when exchanging A1 and BN . Therefore,
Eq. (63) generically describes the low-energy Friedel oscilla-
tions induced by a single impurity in rhombohedral multilayer
graphene.
4. Real space behavior of Friedel oscillations
Now, let us briefly rephrase the results obtained so far at
low energy. A localized impurity, located either on the sur-
face or in the bulk of rhombohedral multilayer graphene, es-
sentially induces Friedel oscillations in the LDOS of the two
opposite surfaces. Regardless of the layer on which the im-
purity is located and regardless of its potential magnitude, the
induced long-range oscillations mainly involve one sublattice
on each surface, where they have the same energy dependence
and exhibit the same algebraic decay. As a consequence, the
Friedel oscillations induced at the surfaces of rhombohedral
multilayer graphene behave accordingly to Eq. (63). They al-
ways decay as 1/r with the distance to the impurity, and their
reduction to a 1/r2 power law can only occur in monolayer
graphene, where the two sublattices involved at low energy
belong to the same surface.
III. FOURIER TRANSFORM ANALYSIS
A. Modulations induced on the impurity surface
The previous section has focused on the real-space descrip-
tion of Friedel oscillations. We now analyze the interference
pattern in momentum space, and first discuss the interferences
induced on the surface on which the impurity is located.
1. Localized impurity on sublattice A1
The momentum space signature of the 1/r-decaying Friedel
oscillations is obtained from Eq. (63), where we disregard
the momentum independent factor t(ω)/42N2ω2−(2N0+1)/N . It
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is given by
δρA1 (∆K + q, ω) ' −
Θ(q − 2qF)√
q2 − (2qF)2
, (64)
where Θ denotes the Heaviside step function and qF is the
Fermi momentum defined from the nodal point at the center of
every valley. It fixes the Fermi contours involved in the elastic
scattering according to the low-energy dispersion relation, i.e.
ω ' qNF . The reader may refer to the case ν = 0 in Appendix
D for more details about the derivation which arises from a
first-order expansion in the limit q→ 2qF .
As a result, the Fourier transform of the 1/r-decaying
Friedel oscillations is a real function of the momentum and
outlines a 2qF-radius ring, regardless of the scattering wave
vector ∆K. Thus this signature reveals the circular symmetry
of the Fermi contours involved in the elastic scattering. This
is in agreement with the numerical results of the first row in
Fig. 8 and with the momentum space analysis realized in the
case of monolayer graphene in [25].
Note that, for all the numerical results shown in this paper,
the modulus of the Fermi momentum is fixed at qF = 0.1a−10 .
This fixes the radius of the LDOS modulations independently
of the value of N. From the dispersion relation in Eq. (20),
the energies are then given by ω ' 0.150t, 0.075t, 0.038t and
0.019t for N = 1, 2, 3 and 4, respectively. Thus, the sys-
tem mainly behaves accordingly to the low-energy descrip-
tions discussed above.
2. Localized impurity on sublattice B1
If the impurity lies on sublattice B1, then the Fourier trans-
form of the 1/r-decaying Friedel oscillations is obtained from
Eq. (59) when considering the case ν = −1 in Appendix D.
This results in
δρA1 (∆K + q, ω) ' −
Θ(q − 2qF)√
q2 − (2qF)2
(65)
× (−ξξ′) ei∆K·d3 ei(θξ(q)−θξ′ (q)) ,
where θξ(q) is phase involved in the low-energy description of
the Bloch spinors in Eq. (21). As already emphasized, it also
characterizes the orientation of the scattering wave vector q.
The scattering between equivalent valleys (ξ = ξ′) yields
a 2qF-radius ring in momentum space. The real part of the
LDOS Fourier transform associated to intravalley scattering
(∆K = 0) is opposite to the one induced by the impurity on
sublattice A1 and described in Eq. (64). This is in agreement
with the numerical results shown in the second row in Fig. 8.
The scattering between non-equivalent valleys (ξ = −ξ′)
involves the phase 2θξ(q). It breaks the circular symmetry
which is reduced to a twofold rotational symmetry, as illus-
trated in Fig. 8.
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FIG. 9. (Color online) Polar representation of the LDOS Fourier
transform induced by scattering between non-equivalent valleys on
the surface where there is impurity. It is illustrated for the valleys that
are related to one another by δm = 1, δn = −1 and ξ = −ξ′ = −1.
It corresponds to the spots located at the right-hand corner of the
hexagons in Fig. 8. The 2qF-radius circle is mentioned in white
as a guide for the eyes. The first row refers to the impurity surface
of monolayer graphene (N = 1) and thus δρ = δρA1 + δρB1 . The
second and third rows are both obtained for bilayer graphene when
the impurity lies on the sublattice A1 and B1, respectively. In both
cases, the LDOS modulations at the surface mainly involve sublattice
A1 at low energy, so that only δρA1 is mentioned.
3. General remarks
In monolayer graphene, the case of an impurity located on
sublattice A1 is of course equivalent to the one of an impurity
on sublattice B1, hence the two identical patterns in the first
column in Fig. 8. When imaging the surface, one takes the
contributions of the two sublattices into account. The conse-
quence is that the scattering wave vectors ∆K which connect
two equivalent valleys and satisfy
∆K · d3 = (δm + δn)2pi3
= 0 [2pi] , (66)
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FIG. 10. (Color online) Momentum space pattern of the LDOS modulations induced by scattering between non-equivalent valleys on the
pristine surface. The potential, which is simulated by V0 = t, lies on the opposite surface, either on sublattice A1 (first row), or on sublattice
B1 (second row). The columns, from left to right, refer to N = 1, 2, 3 and 4. Only the real part of the LDOS Fourier transform is shown. The
circular symmetry is reduced to a 2N- or 2(N−1)-fold rotational symmetry, depending on the sublattice on which the impurity is located at the
opposite surface.
are responsible for a reduction of the Friedel oscillations to a
1/r2 power law. This is the reason why intravalley scattering,
which is characterized by δm = δn = 0, yields a 2qF-radius
disk instead of a 2qF-radius ring [25]. We insist that intraval-
ley scattering is not the only one process to satisfy the crite-
rion (66) and to yield a 2qF-radius disk. Anyway, the Fourier
analysis of intravalley scattering is sufficient to identify mono-
layer graphene in the class of rhombohedral N-layer graphene
materials.
Actually, the scattering which takes place between non-
equivalent valleys turns out to be even more informative.
Its Fourier transform is shown for monolayer and bilayer
graphene in the polar representation in Fig. 9. In the case
of monolayer graphene, the Fourier transform of the 1/r-
decaying Friedel oscillations is
δρ (∆K + q, ω) = δρA1 (∆K + q, ω) + δρB1 (∆K + q, ω) (67)
' − Θ(q − 2qF)√
q2 − (2qF)2
(
1 + e−i∆K·d3 e−i2θ
ξ(q)
)
.
The modulus vanishes twice along the 2qF-radius ring, so that
there are two discontinuities in the argument. These behav-
iors are in agreement with the ones depicted in the first row
in Fig. 9. On the contrary, Eqs. (64) and (65) show that the
modulus always outlines a full 2qF-radius ring in rhombohe-
dral N-layer graphene when N ≥ 2. Therefore, the scattering
between non-equivalent valleys is also sufficient to distinguish
monolayer graphene from rhombohedral multilayer graphene.
Finally, if the modulus of the LDOS Fourier transform asso-
ciated to the scattering between non-equivalent valleys show
that N ≥ 2 by outlining a full 2qF-radius ring, then the argu-
ment reveals on which sublattice the impurity is located. From
Eqs. (64) and (65), the argument is fixed to pi [2pi] if the impu-
rity lies on sublattice A1, whereas it is given by 2θξ(q) if the
impurity is on sublattice B1. So if the impurity is on sublat-
tice B1, the argument of the LDOS Fourier transform winds
twice when the wave vector q runs once along the 2qF-radius
ring. This explains the two discontinuity lines that cross the
2qF-radius ring in the last plot in Fig. 9.
B. Modulations induced on the pristine surface
The localized impurity which lies on a surface of rhombo-
hedral multilayer graphene also induces Friedel oscillations
on the opposite pristine surface at low energy. Their Fourier
transform analysis is the purpose of the subsequent lines.
1. Localized impurity on sublattice A1
If the impurity lies on sublattice A1, the 1/r-decaying
Friedel oscillations induced at the opposite pristine surface are
described by Eq. (49) and have the following Fourier trans-
form
δρBN (∆K + q, ω) ' −
Θ(q − 2qF)√
q2 − (2qF)2
(68)
× (−ξξ′)N e−iN∆K·d3 e−iN(θξ(q)−θξ′ (q)) .
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FIG. 11. (Color online) Polar representation of the LDOS Fourier
transform induced by the scattering between non-equivalent valleys
on the pristine surface . It is illustrated for the valleys that are related
to one another by δm = 1, δn = −1 and ξ = −ξ′ = −1. The 2qF-
radius circle is mentioned in white as a guide for the eyes. The first
row refers to the impurity surface of monolayer graphene (N = 1)
and thus δρ = δρA1 + δρB1 . The second and third rows are both
obtained for bilayer graphene when the impurity lies on sublattices
A1 and B1, respectively. In both cases the LDOS modulations on the
pristine surface mainly involve sublattice BN at low energy, so that
only δρBN is mentioned.
This expression is derived in Appendix D when considering
ν = N. The scattering between equivalent valleys (ξ = ξ′)
is again responsible for a 2qF-radius ring regardless of the
number of layers. So the Fermi contours involved in this kind
of scattering have a circular symmetry whatever the number
of layers stacked in the material.
Importantly, the scattering which takes place between non-
equivalent valleys (ξ = −ξ′) is more instructive about the
Bloch band structure at low energy. Zooms of the interfer-
ence patterns it leads to are depicted in Fig. 10. It shows
that the real part of the LDOS Fourier transform reduces the
circular symmetry of the 2qF-radius ring to a 2N-fold rota-
tional symmetry, which immediately reveals how many layers
are stacked in the material. It is of course more natural to
present the LDOS Fourier transform in the polar representa-
tion, which is illustrated in Fig. 11. Once again, the modulus
exhibits a 2qF-radius ring due to the circular symmetry of the
Fermi contours involved in the scattering. However, the argu-
ment is given by 2Nθξ(q) and exactly maps twice the phase
that encodes the momentum dependence of the Bloch spinors
defined in Eq. (21). Conceptually, this means that one can im-
age the whole Bloch band structure described by the two-band
Hamiltonian matrix (19) at low energy.
Then one can access some features of the band structure
such as the Berry phase which characterizes the nodal point in
every valley. Indeed, the LDOS Fourier transform winds 2N
times when the wave vector q runs once along the 2qF-radius
circle. So the Berry phase is simply given by pi times half
the number of discontinuity lines that connect the 2qF-radius
ring in the [−pi,+pi] representation of Fig. 12. It is worth
mentioning here that, more generally, the momentum depen-
dent argument of the LDOS Fourier transform is given by the
phase difference θξ(q)−θξ′ (q), as defined in Eq. (68). Then its
variation along the 2qF-radius ring actually leads to the Berry-
phase difference between the two valleys Kξmn and K
ξ′
m′n′ in-
volved in the scattering. So the fact that the interference pat-
tern leads to twice the Berry phase in the case of rhombohe-
dral multilayer graphene is a consequence of the time-reversal
symmetry which requires non-equivalent valleys to have op-
posite Berry phases.
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FIG. 12. (Color online) Argument of the LDOS Fourier transform
due to scattering between non-equivalent valleys for N = 1 (top
left-hand corner), N = 2 (top right-hand corner), N = 3 (bottom
left-hand corner) and N = 4 (bottom right-hand corner). This mul-
tivalued function, obtained from the analytic expression (68), winds
2N times when the wave vector describes a closed path that encloses
once the 2qF-radius ring. This winding number leads to the Berry
phase difference between the two non-equivalent valleys involved in
the scattering.
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2. Localized impurity on sublattice B1
Finally, when the impurity lies on sublattice B1, the 1/r-
decaying Friedel oscillations induced at the opposite pristine
surface are described by Eq. (59) and lead to the following
Fourier transform
δρBN (∆K + q, ω) ' −
Θ(q − 2qF)√
q2 − (2qF)2
(69)
× (−ξξ′)N−1 e−i(N−1)∆K·d3 e−i(N−1)(θξ(q)−θξ′ (q)) .
This expression is derived in Appendix D when considering
ν = N − 1. Again, a 2qF-radius ring is outlined by the modu-
lus of the LDOS Fourier transform induced by scattering be-
tween equivalent valleys (ξ = ξ′), as well as by scattering
between non-equivalent valleys (ξ = ξ′). The argument of the
LDOS Fourier transform that refers to scattering between non-
equivalent valleys maps 2(N−1) times the phase θξ(q). This
is illustrated in the third row in Fig. 11 in the case of bilayer
graphene.
So the momentum-space interference pattern no longer di-
rectly leads to the phase of the Bloch spinors defined in Eq.
(21) nor to the Berry phase, when the impurity lies on sublat-
tice B1. Nevertheless, the Fourier transform of the scattering
between non-equivalent valleys maps twice the phase θξ(q)
on the surface where there is the impurity, and 2(N−1) times
the phase θξ(q) on the opposite pristine surface. This means
that the number of discontinuity lines in the argument of the
LDOS Fourier transform again highlights the number of lay-
ers stacked in the material, if one can access the LDOS of both
surfaces.
C. Generic momentum space behavior of Friedel oscillations
Finally, we present the generic momentum space behavior
of Friedel oscillations described by Eq. (63), which means it
also describes bulk impurities and not just surface impurities
as discussed above. For more simplicity we again assume that
the impurity is localized on sublattice AN0 . When disregard-
ing the factor t(ω)/42N2ω2−(2N0+1)/N in Eq. (63), the Fourier
transform of the 1/r-decaying Friedel oscillations is given by

δρA1 (∆K + q, ω) ' −
Θ(q − 2qF)√
q2 − (2qF)2
(−ξξ′)N0−1 ei(N0−1)∆K·d3 ei(N0−1)(ξ−ξ′)θq
δρBN (∆K + q, ω) ' −
Θ(q − 2qF)√
q2 − (2qF)2
(−ξξ′)N−N0+1 e−i(N−N0+1)∆K·d3 e−i(N−N0+1)(ξ−ξ′)θq
. (70)
In the case of scattering between non-equivalent valleys
(ξ = −ξ′), the argument of the LDOS Fourier transform on
the sublattice A1 maps 2(N0 − 1) times the phase θξ(q), while
it maps 2(N − N0 + 1) times −θξ(q) on the opposite sublattice
BN . As a result, Arg[δρA1 ] − Arg[δρBN ] maps twice the phase
that encodes the momentum dependence of the Bloch spinors,
namely 2Nθq. It follows that the Berry phase of the valley ξ is
given by
1
4
∮
C2qF
dq · ∇q[Arg δρA1 − Arg δρBN ] = ξNpi, (71)
where C2qF is a path that encloses once the 2qF radius circle at
the extremity of the scattering wave vector ∆K that connects
two non-equivalent valleys. This momentum space signature
additionally provides the number of layers that are stacked in
the material.
From Appendix D, it can be remarked that, even though
the modulus of the LDOS Fourier transform consists of the
signature of the algebraic decay of Friedel oscillations, the
momentum dependent argument appears as an overall factor
in the Fourier signature obtained from Eq. (D1) and, there-
fore, does not depend on the peculiar algebraic decay in-
volved. This means that the argument of the LDOS Fourier
transform should be observable even when imaging the LDOS
quite close to the impurity, where higher power laws are dom-
inant.
CONCLUSION
The low-energy physics of rhombohedral N-layer graphene
mainly takes place on the two external layers, where the elec-
tronic band structure defines a semimetal. In this paper, we
have addressed the problem of elastic scattering through a lo-
calized impurity located either on the surface, or within the
bulk. The scatterer induces Friedel oscillations that always
decay as 1/r on both surfaces in multilayer graphene. This
result depends neither on the layer of the impurity, nor on the
magnitude of its potential. Therefore, monolayer graphene is
the only material of the rhombohedral class that exhibits 1/r2-
decaying long-range interferences.
The Friedel oscillations have then been analyzed in terms
of their Fourier transforms. When imaging the surface on
which the impurity is located, the momentum-space inter-
ference pattern enables us to clearly distinguish monolayer
graphene from rhombohedral multilayer graphene. This dis-
tinction can be made from intravalley scattering, as well as
from the scattering that takes place between non-equivalent
valleys. The latter also reveals the sublattice of the impurity
in the case of multilayer graphene.
More generally and regardless of the layer on which the
impurity is located, the interferences induced on the two op-
posite surfaces by scattering between non-equivalent valleys
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highlight the number of layers stacked in the material. We
have shown that they also reveal the whole Bloch band struc-
ture of rhombohedral multilayer graphene at low energy, i.e.
the Fermi contours as well as the momentum dependence of
the Bloch spinors along them. Interestingly, this subsequently
leads to the pi-quantized Berry phases that characterize the
nodal points in the dispersion relation of this time-reversal in-
variant two-band semimetal. Such an observation by STM
would mean that this experimental technique would be able
to probe the whole Bloch band structure of a two-dimensional
electronic system.
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Appendix A: Low-energy band structure
This appendix reminds of the effective two-band descrip-
tion of rhombohedral multilayer graphene at low energy. The
electronic band structure of the material relies on the recursive
system introduced in Eq. (16), namely
f (k) B1 = E A1
f ∗(k) An−1 + t⊥ An = E Bn−1
t⊥ Bn−1 + f (k) Bn = E An
f ∗(k) AN = E BN
, (A1)
where E denotes the eigenenergy, An (respectively Bn) refers
to the electronic orbitals of sublattice An (respectively Bn),
and n runs from 2 up to N. The above system can be rewritten
as

f (k) B1 = E A1
f (k) Bn + t⊥ An = −t⊥
(
1 − E
t⊥
− E
2
t2⊥
)
Bn−1 − f ∗(k)
(
1 +
E
t⊥
)
An−1
f (k) Bn − t⊥ An = −t⊥
(
1 +
E
t⊥
− E
2
t2⊥
)
Bn−1 + f ∗(k)
(
1 +
E
t⊥
)
An−1
f ∗(k) AN = E BN
(A2)
and, in the limit E  t⊥, it reduces to

−t⊥
( f (k)
−t⊥
)N
BN ' E A1
−t⊥
( f ∗(k)
−t⊥
)N
AN ' E BN
(A3)
The low-energy band structure is finally given by
HN(k) =
(−1
t⊥
)N−1 ( 0 f N(k)
f ∗N (k) 0
)
(A4)
and only involves the outer sublattices A1 and BN.
Appendix B: Some integrals
In this appendix, we evaluate some integrals that describe
the algebraic decay of the bare Green functions at large dis-
tances.
1. Integral I(1)M,N(r, ω)
For the integers M such as M < N, we introduce the fol-
lowing integral:
I(1)M,N(r, ω) =
∫
R2
d2q
(2pi)2
q2M
ω2 − q2N e
iq·r
=
∫ +∞
0
dq
2pi
q2M+1 J0(qr)
ω2 − q2N
=
∫ ∞
0
dq
pi
q2M+1
ω2 − q2N
∫ +∞
1
du
pi
sin(qru)√
u2 − 1
=
1
2pi2
∫ +∞
1
du√
u2 − 1
∫
R
dq
q2M+1 sin(qru)
ω2 − q2N .
(B1)
The fraction that appears in the integral over the momentum
has 2N simple poles, namely qn = ω
1
N ein
pi
N , where the integer n
runs from 0 up to 2N−1. They are illustrated on Fig. 13 when
N = 4. Via its residues, this fraction can be decomposed into a
sum of elementary fractions that have a first-order polynomial
as denominator
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FIG. 13. Integration contour and poles involved in the integral (B2)
for N = 4.
∫
R
dq
q2M+1 sin(qru)
ω2 − q2N =
2N−1∑
n=0
1
2Nq2N−2M−1n
∫
R
dq
q sin(qru)
qn − q
(B2)
Given that ru > 0, two cases have to be distinguished:
• Im qn , 0: if Im qn > 0, then the residue theorem im-
plies that∫
R
dq
q sin(qru)
qn − q = −pi qn e
iqnru . (B3)
All these poles lead to terms that decay exponentially
with the distance to the impurity. Here, we disregard
such terms, since we are interested in the algebraic de-
cay of the Friedel oscillations. Of course, the same con-
clusion holds for poles with negative imaginary parts.
• Im qn = 0: whatever the number of layers is, there are
always two opposite poles on the real axis, namely q0 =
ω
1
N and −q0. The Cauchy principal value of the integral
(B2) is obtained from the residue theorem
p. v.
∫
R
dq
q sin(qru)
q0 − q = Im
∫
R
dq
q eiqru
q0 − q
= −pi q0 cos(q0ru) , (B4)
while its kernel is expressed in terms of the Dirac δ dis-
tribution
−ipi 〈δ(q0 − q)|q sin(qru)〉 = −ipi q0 sin(q0ru) . (B5)
When considering only the two real poles, the integral (B2) is
estimated by∫
R
dq
q2M+1 sin(qru)
ω2 − q2N ' −
pi
Nq2(N−M−1)0
eiq0ru . (B6)
Finally, the integral introduced in Eq. (B1) is rewritten as
I(1)M,N(r, ω) ' −
i
4Nω2(1−
M+1
N )
H0
(
ω
1
N r
)
, (B7)
where H0 is the zeroth-order Hankel function of the first kind.
2. Integral I(2)L,M,N(r, ω)
At present, let us estimate the following integral:
I(2)L,M,N(r, ω) = −
∫
R2
d2q
(2pi)2
q2M
ω2 − q2N
(
qeiξθq
)L
eiq·r
= −ξL eiLξ(θr+ pi2 )
∫ +∞
0
dq
2pi
q2M+1
ω2 − q2N q
LJL(qr) ,
(B8)
where θq and θr denote the polar angles of the momentum q
and the coordinate vector r, respectively. In the above equa-
tion, we have also used the fact that ξ = ±1, which implies
that JξL(qr) = ξLJL(qr). Because Bessel functions satisfy the
recurrence relation
JL(x) = (−1)LxL
(1
x
d
dx
)L
J0(x) , (B9)
the integral I(2)L,M,N can be related to the spatial derivatives of
I(1)M,N . This results in
I(2)L,M,N(r, ω) '
i ξL eiLξ(θr+
pi
2 )
4Nω2(1−
M+1
N )
(−1)LrL
(1
r
d
dr
)L
H0
(
ω
1
N r
)
.
(B10)
But Hankel functions also satisfy the recurrence relation (B9),
so the integral finally behaves as
I(2)L,M,N(r, ω) '
i ω
L
N eiLξθr
4Nω2(1−
M+1
N )
iLHL
(
ω
1
N r
)
, (B11)
where HL is the Lth order Hankel function of the first kind.
Appendix C: Bare Green functions at large distances
This appendix focuses on the expressions of the bare Green
functions at large distances. Only some of their components
are presented here, but they turn out to be sufficient in order
to evaluate the LDOS at the surfaces of rhombohedral multi-
layer graphene. Their expressions are based on the integrals
approximated in Appendix B.
1. Within the two-band description
When the impurity is localized sublattice A1, the bare
Green function is a 2 × 2 matrix which can be written as
G(0)(Kξmn + q, ω) ' 1
ω2 − q2N
×
 ω −
(
ξqeiθ
ξ
mn(q)
)N
−
(
ξqe−iθ
ξ
mn(q)
)N
ω

(C1)
18
in the vicinity of any valley Kξmn. The real-space representa-
tion of the bare Green function is then obtained from
G(0)(r, ω) '
∑
m,n,ξ
eiK
ξ
mn·r
∫
R2
d2q
(2pi)2
G(0)(Kξmn + q, ω) eiq·r .
(C2)
At large distances, it is found that
G(0)A1A1 (r, ω) '
∑
m,n,ξ
eiK
ξ
mn·r ω I(1)0,N(r, ω)
' −i
4Nω1−
2
N
H0
(
ω
1
N r
) ∑
m,n,ξ
eiK
ξ
mn·r , (C3)
and
G(0)A1BN (r, ω) '
∑
m,n,ξ
eiK
ξ
mn·r
(
ξeiK
ξ
mn·d3
)N
I(2)N,0,N(r, ω) (C4)
' i
4Nω1−
2
N
iNHN
(
ω
1
N r
) ∑
m,n,ξ
ξN eiK
ξ
mn·r eiNθ
ξ
mn(r) .
The two other components can be obtained in a similar way.
2. Within the four-band description
When the impurity is localized on sublattice B1, the bare
Green function is a 4 × 4 matrix which can be written as
G(0)(Kξmn + q, ω) ' 1D(q, ω)
×

.... ξqeiθ
ξ
mn(q) (ω2 − q2(N−1)) .... ....
.... −ω (ω2 − q2(N−1)) .... ....
.... .... .... ....
....
(
ξqe−iθ
ξ
mn(q)
)N−1
ω .... ....

(C5)
in the vicinity of any valley Kξmn and where
D(q, ω) = ω4 − ω2
(
1 − q2 − q2(N−1)
)
+ q2N
' −ω2 + q2N (C6)
since the energy we consider, given in units of t⊥, satisfies
ω  1. At large distances, it is found that
G(0)A1B1 (r, ω) '
∑
m,n,ξ
eiK
ξ
mn·r ξeiK
ξ
mn·d3
(
I(2)1,N−1,N(r, ω) − ω2I(2)1,0,N(r, ω)
)
'
∑
m,n,ξ
eiK
ξ
mn·r ξeiK
ξ
mn·d3
(
ω2(1−
1
N ) − ω2
)
I(2)1,0,N(r, ω)
' iω
1
N
4N
iH1
(
ω
1
N r
) ∑
m,n,ξ
eiK
ξ
mn·r ξeiθ
ξ
mn(r) , (C7)
G(0)B1B1 (r, ω) '
∑
m,n,ξ
eiK
ξ
mn·r ω
(
I(1)N−1,N(r, ω) − ω2I(1)0,N(r, ω)
)
'
∑
m,n,ξ
eiK
ξ
mn·r ω
(
ω2(1−
1
N ) − ω2
)
I(1)0,N(r, ω)
' −iω
4N
H0
(
ω
1
N r
) ∑
m,n,ξ
eiK
ξ
mn·r , (C8)
and
G(0)BNB1 (r, ω) '
∑
m,n,ξ
eiK
ξ
mn·r ω
(
ξe−iK
ξ
mn·d3
)N−1
I(2)N−1,0,N(r, ω)
' iω
1
N
4N
iN−1HN−1
(
ω
1
N r
) ∑
m,n,ξ
eiK
ξ
mn·r
(
ξe−iθ
ξ
mn(r)
)N−1
.
(C9)
The real space representation of the components G(0)B1A1 and
G(0)B1BN can be obtained in a similar way given that
G(0)B1A1 (K
ξ
mn + q, ω) =
(
G(0)A1BN (K
ξ
mn + q, ω)
)∗
G(0)B1BN (K
ξ
mn + q, ω) =
(
G(0)BNB1 (K
ξ
mn + q, ω)
)∗
. (C10)
As far as we are concerned, the other components are irrele-
vant, since they are not involved in the LDOS at the surfaces
of the material.
3. Asymptotic behavior of Hankel functions
Here we just remind the reader of the asymptotic expan-
sion of the Lth order Hankel function. For |z|  1, it can be
approximated by
iL H(1)L
(
z
) ' ei(z− pi4 )√
z
[
1 + i
(L2
2
− 1
8
)1
z
+ ...
]
. (C11)
Appendix D: Fourier transform of Friedel oscillations
This appendix is devoted to the momentum space represen-
tation of the 1/r-decaying Friedel oscillations. If we disre-
gard the r-independent factors in the LDOS expressions given
in Eqs. (49) and (59), then the Fourier transform of Friedel
oscillations is generically obtained from
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δρ(k, ω, ν) ' − 1
pi
(
− ξξ′
)ν ∫
R2
dr
cos
(
2ω
1
N r
)
r
cos
(
∆K · r − ν∆K · d3 − ν(ξ − ξ′)θr) e−ik·r
' − 1
2
(
− ξξ′
)ν
e−iν∆K·d3 e−iν(ξ−ξ
′)(θk−∆K− pi2 ) lim
→0+
∫ +∞
0
dr
(
e−(−i2ω
1
N )r + e−(+i2ω
1
N )r
)
J(ξ−ξ′)ν
(|k − ∆K|r)
− 1
2
(
− ξξ′
)ν
eiν∆K·d3 eiν(ξ−ξ
′)(θk+∆K− pi2 ) lim
→0+
∫ +∞
0
dr
(
e−(−i2ω
1
N )r + e−(+i2ω
1
N )r
)
J(ξ−ξ′)ν
(|k + ∆K|r) , (D1)
where the integrals have been regularized by  > 0, so that
they define Laplace transforms of Bessel functions. By def-
inition, the Bessel function Jn is a solution of the following
non-linear differential equation:
r2J′′n (r) + rJ
′
n(r) + (r
2 − n2)Jn(r) = 0 . (D2)
Then Ln, which denotes the Laplace transform of Jn, satisfies
(1 + p2) L′′n (p) + 3p L
′
n(p) + (1 − n2) Ln(p) = 0 . (D3)
It is possible to make this differential equation linear by the
means of the following substitutions
p = sinh(s) , L =
1
cosh(s)
Ln(s) . (D4)
This leads to
L′′n (s) − n2Ln(s) = 0 . (D5)
Changing variables according to
s = ln
(√
1 + p2 + p
)
(D6)
in the solutions of Eq. (D5) gives the Laplace transform of Jn,
namely
Ln(p) = An
( √
1 + p2 + p
)n√
1 + p2
+ Bn
( √
1 + p2 + p
)−n√
1 + p2
. (D7)
On the one hand, the condition
lim
p→+∞ pLn(p) = Jn(0
+) (D8)
implies that An = 0. On the other hand, the asymptotic behav-
iors of a function and its Laplace transform are given by the
series expansions
Jn(x→ 0+) =
∑
k
akxk
Ln(p→ +∞) =
∑
k
ak
k!
pk+1
, (D9)
with the same coefficient ak. Since
Jn(x→ 0+) ∼ x
n
n!2n
Ln(p→ +∞) ∼ Bn2npn+1 , (D10)
the last constant is Bn = 1 and finally
Ln(p) =
( √
1 + p2 + p
)−n√
1 + p2
. (D11)
This leads to the explicit expression of the LDOS intro-
duced in Eq.(D1), when considering the limit  → 0
δρ(k, ω, ν) ' −
(
− ξξ′
)ν e−iν∆K·d3 e−iν(ξ−ξ′)(θk−∆K− pi2 )√
|k − ∆K|2 − (2ω 1N )2
cos
(
(ξ − ξ′)ν ϕk−∆K
)
Θ
(
|k − ∆K| − 2ω 1N
)
−
(
− ξξ′
)ν eiν∆K·d3 eiν(ξ−ξ′)(θk+∆K− pi2 )√
|k + ∆K|2 − (2ω 1N )2
cos
(
(ξ − ξ′)ν ϕk+∆K
)
Θ
(
|k + ∆K| − 2ω 1N
)
(D12)
where Θ is the Heaviside step function and
ϕk = Arg
[√
k2 − (2ω 1N )2 + i2ω 1N
]
. (D13)
In the vicinity of each valley, the energy scales as ω
1
N ∼ qF ,
with qF the Fermi momentum. And any scattering process can
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be associated to the wave vector k = ∆K + q where q  Kξ00. Then a first-order expansion in the limit q→ 2qF leads to
δρ(∆K + q, ω, ν) ' − Θ(q − 2qF)√
q2 − (2qF)2
× (−ξξ′)ν e−iν∆K·d3 e−iν(θξ(q)−θξ′ (q)) , (D14)
where it has been used that
lim
q→2qF
ϕq =
pi
2
. (D15)
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