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We investigate steady-state properties of a two-dimensional incoherent-pumped dissipative Bose-
Hubbard model, which describes a photon square lattice. This incoherent pumping exhibits an
important environment-induced higher-order fluctuation effect, which induces a strong competition
between the driven-dissipative channel, the photon-photon interaction, and the photon hopping in
multi-photon processes. This new competition gives rise to a spontaneous breaking of the U(1)
symmetry of system. As a result, we predict a many-body steady-state localized-delocalized phase
transition and an anti-blockade effect, in which the increasing of the repulsive photon-photon inter-
action promotes the emergence of phase transition. These unconventional many-body steady-state
phenomena can be understood by analyzing the single-cavity properties. Our results pave a new
way to control many-body dynamics of driven-dissipative systems.
PACS numbers: 03.65.Yz, 67.25.dj, 42.50.Pq
Introduction.–Understanding and controlling quantum
many-particle systems is an fundamental task but a
grand challenge in modern physics. A crucial problem
is that almost all many-particle systems are coupled to
the environment and thus are subjected to unavoidable
dissipations, which are usually compensated by external
incident laser fields. Recently, both theoretical [1–10]
and experimental [11–13] works have demonstrated that
the dissipations can create correlations between parti-
cles and represents the dominate resource of many-body
dynamics. Following this pioneer discovery, driving-
dissipative many-body systems have attracted great at-
tention, and especially, new many-body correlation char-
acters far from thermal equilibrium have been revealed
[14–43].
In addition to the dissipation processes, the coupling
with the environment also induces actual random fluc-
tuating driven processes. In thermal equilibrium case,
they are not independent but completely determine each
other through the fluctuation–dissipation theorem. This
mechanism is the origin of random phenomena, which
are the key to understand the complexity of real word.
In classical case, the most famous example is the Brown-
ian motion of particles [44]. And in quantum scale, these
effects have been proved to play an important role, for
example, in determining the cooling limit of optomechan-
ical systems [45]. In general, the random fluctuating force
induces the thermal noise, which is harmful for studying
quantum phase transitions and should be inhibited by
reducing the temperature of the environment. In this
Letter, we reveal that the fluctuating driven processes
can generate exotic steady-state phases and phase tran-
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FIG. 1: (a) Sketch of a photon square lattice made of non-
linear cavities, with the incoherent-pumped process γp, the
single-photon loss process γl, and the two-photon loss process
κ. (b)-(d) Schematics of the single-cavity driven-dissipative
processes for different parameters, such that (b) γp ≪ γl, (c)
γp ∼ γl, and (d) γp > γl.
sitions in non-equilibrium systems.
To show our arguments, we consider a two-dimensional
(2D) incoherent-pumped dissipative Bose-Hubbard (BH)
model [46–50], which describes a photon square lattice
shown in Fig. 1(a) [51]. The incoherent-pumped pro-
cess, realized in experiments [46–50, 52], is a kind of
random driven process. Here, this incoherent pump-
ing induces a strong competition between the driven-
dissipative channel, the photon-photon interaction, and
2the photon hopping in multi-photon processes. This new
competition gives rise to a spontaneous breaking of the
U(1) symmetry of system. As a result, we predict a
many-body steady-state localized-delocalized phase tran-
sition and an anti-blockade effect [53], in which the in-
creasing of the repulsive photon-photon interaction pro-
motes the emergence of phase transition. We emphasize
that the steady-state phenomena predicted can be under-
stood by analyzing the single-cavity properties, and have
no correspondence in equilibrium case. Moreover, they
are fully governed by the multi-photon processes, arising
from the environment-induced higher-order fluctuations.
However, in the mean-field level these multi-photon pro-
cesses are usually neglected and the relevant physics can-
not be captured. To overcome this shortcoming, we in-
troduce a non-equilibrium Green’s function approach.
Incoherent-pumped dissipative Bose-Hubbard model.–
The incoherent-pumped dissipative dynamics of the 2D
BH model is governed by the following Lindblad master
equation of the many-body density matrix ρ (t) (~ = 1
hereafter) [46]:
∂tρ = −i [H, ρ] + γp
∑
i
(
a†iρai −
1
2
[
aia
†
i , ρ
]
+
)
+γl
∑
i
(
aiρa
†
i −
1
2
[
a†iai, ρ
]
+
)
+κ
∑
i
(
aiaiρa
†
ia
†
i −
1
2
[
a†ia
†
iaiai, ρ
]
+
)
, (1)
with
H = −
J
z
∑
〈i,j〉
a†iaj + ωc
∑
i
a†iai +
U
2
∑
i
a†ia
†
iaiai. (2)
In Eq. (1), [· · · ]+ is the anticommutator, a
†
i creates a pho-
ton on site i, γp describes the incoherent-pumped process,
and γl and κ govern respectively the single- and two-
photon loss processes [54]. In the BH Hamiltonian (2),
〈i, j〉 indicates that the photon can hop between adjacent
cavities, J > 0 is the hopping strength, z = 4 is the coor-
dination number, ωc is the photon frequency, and U > 0
represents the repulsive photon-photon interaction [54].
Since the injected photons from the incoherent pump-
ing obey random distribution, Eq. (1) still holds a global
U(1) symmetry. More interestingly, the environment-
induced higher-order fluctuations induce multi-photon
processes, in which the driven-dissipative channel has a
strong competition with the photon-photon interaction
and the photon hopping. This new competition gives
rise to a spontaneous breaking of the U(1) symmetry, and
thus a many-body steady-state phase transition, from a
localized state (LS) to a delocalized (superfluid) state
(DS), is expected to emerge [55].
To better understand relevant physics, we begin to
qualitatively analyze a single-cavity problem. When
γp ≪ γl, the single-photon loss process makes the in-
jected photons decay to the environment very fast; see
Fig. 1(b). When γp ∼ γl, the probability of photons stay-
ing in the cavity becomes larger and two photons maybe
appear at the same time. Hence, the two-photon loss
channel opens; see Fig. 1(c). When γp > γl, there exists
an effective gain of photons through the single-particle
process. In this case, multiple photons maybe appear
in the cavity and the probability of the two-photon loss
event is increased. As a result, the effective gain process
is balanced by the two-photon loss process; see Fig. 1(d).
Interestingly, in this region the photon-photon interac-
tion plays a crucial role in determining the systematic
properties. Especially, when it is strong, the photons os-
cillate faster and the relative possibility of the dissipative
events is decreased. It implies that the photon-photon
interaction not only governs the excitation energy of the
multi-photon state, but also increases the linewidth of
excitation [56]. If the linewidth is divergent, the steady
state, with random distribution of multiple photons dis-
cussed above, becomes unstable, and thus a new steady
state emerges, since the photon-photon interaction makes
the photons tend to oscillate with a uniform phase.
For the photon square lattice, the many-body steady
state is the result of the detailed balance between the
photon input and output processes of each cavity. It
refers to not only the driven-dissipative processes but also
the photon hopping between adjacent cavity. When the
hopping strength becomes strong enough, the photons
can hop in all lattices without decay into the environ-
ment. Therefore, a steady-state phase transition, from
the LS to the DS, occurs. However, in the mean-field level
these multi-photon processes discussed above are usually
neglected and the relevant many-body physics cannot be
captured [57]. To overcome this shortcoming, here we
introduce a non-equilibrium Green’s function approach.
Noise state of the single cavity.–Similar to the pre-
vious qualitative analysis, we also begin to quantita-
tively consider a single-cavity case, in which ai is re-
placed by a. We mainly capture its single-particle
excitation spectra by calculating the retard Green’s
function GR0 (t) = −iθ (t)
〈[
a (t) , a† (0)
]〉
[58], where
θ (t) is the Heaviside step function. A simple way
to obtain GR0 (t) is taken into account its dynam-
ics, iG˙R0 (t) = δ (t) − θ (t)
〈[
(iωc − χ) a (t) , a
† (0)
]〉
−
θ (t)
〈[
(iU + κ) a†a2 (t) , a† (0)
]〉
[59], where δ (t) is the
delta function and χ = (γp − γl) /2 describes the effec-
tive gain of photons through the single-particle process.
The term −iθ (t)
〈[
a†a2 (t) , a† (0)
]〉
is called the
second-order time-ordered correlation function, and can
be obtained by the higher-order terms through gen-
eral recursive relations [59]. It reflects the important
environment-induced quantum fluctuation effect. Due to
the existence of this term, the above dynamical equation
is not a closed equation. In the mean-field level, this
equation can be linearized and becomes a closed equa-
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FIG. 2: (a) n and g2(0) in the noise state versus χ. (b)
Steady-state phase diagram of the single cavity versus U and
χ. Here, NS and CS denote the noise and coherent classical
states, respectively. In these figures, γp/κ = 0.60 and the
maximum of χ/κ is thus 0.30, according to the definition.
tion. Unfortunately, under this approximation the rele-
vant physics will be lost [59]. In the following discussions,
we carefully consider the higher-order time-ordered cor-
relation functions.
In current experiments [60], the maximal photon num-
ber in the cavity is small. We assume that there are at
most four incident photons, and then obtain the retard
Green’s function after neglecting the time-ordered corre-
lation functions higher than the fourth order. We find
that when U is weak, there exists a novel noise state,
characterized by 〈a〉 = 0 and 〈a†a〉 = n 6= 0, which
clearly demonstrates the random distribution of the pho-
ton field. It is quite different from the mean-field pre-
diction [57], with a vacuum state (〈a〉 = 0 and n = 0).
In Fig. 2(a), we plot the mean-photon number n and the
second-order correlation function g2(0) = 〈a†2a2〉/〈a†a〉2
to show the features of the photon field distribution in
the noise state. When increasing U , a steady-state phase
transition, from a noise state to a coherent classical state
(〈a〉 6= 0 and n 6= 0), can be predicted [59]. In Fig. 2(b),
we plot the corresponding phase diagram versus U and
χ [61].
As shown in Fig. 2(a), when increasing χ, n is not in-
creased, which means that the effective input photons are
dissipated to the environment through the two-photon
loss process. On the contrary, g2(0) is increased, which
implies that the environment-induced quantum fluctu-
ations are enhanced, i.e., the probability of the multi-
photon events becomes larger. As we discussed in qual-
itative analysis, the repulsive interaction between mul-
tiple photons will make the noise state become unsta-
ble. Therefore, the phase transition only occurs for a
strong χ, as shown in Fig. 2(b), and moreover, the crit-
ical photon-photon interaction strength Uc is decreased
when increasing χ. In contrast, when χ < 0.26, Uc is
rapidly increased to infinity and thus the phase transi-
tion could not happen. To gain deeper insight of phase
transition, in Fig. 3 we plot the single-particle excita-
tion spectra ω0, determined by the poles of the retarded
Green’s function in the frequency space. The real parts of
ω0, abbreviated as Re(ω0), reflect the excitation energies,
and the imaginary parts of ω0, abbreviated as Im(ω0),
govern the linewidths of the excitation spectra. When
U is large enough, the excitation energies are given ap-
proximately by 0, U , 2U , and 3U , which correspond to
the change of the total photon-photon interaction energy
when adding or removing one photon. We also note that
when increasing U , one branch of Im(ω0) (the red line
in Fig. 3), which corresponds to excitation of the multi-
photon state, is increased. If χ is small (χ = 0.20), it
becomes a negative constant. On the contrary, when χ
is large (χ = 0.27), it will reach 0 for a strong U . This
means the lifetime of excitation is divergent, and thus
the noise state becomes instable.
It should be emphasized that the noise state and the
properties of the excitation spectra of the single cavity
are crucial for exploring and understanding the many-
body steady-state phase transition for the 2D incoherent-
pumped dissipative BH model, governed by the Lindblad
master equation (1).
Many-body steady-state phase transition.–To explore
the many-body steady-state properties of Eq. (1), we first
assume that every cavity is initially prepared in its noise
state, which means that the photons are localized at each
site. Then, we introduce the Keldysh functional-integral
formalism to calculate the full retard Green’s function
G˜R (t) = −i
〈
ai,cl(t)a
∗
i,q(0)
〉
[62], which is dressed by
the hopping terms. In details, we use a non-equilibrium
linked-cluster expansion approach, which gives a descrip-
tion of equilibrium or non-equilibrium strong correlation
systems within the same formalism [62–64]. Following
this method, all the single-site terms are regarded as the
unperturbed parts and the hopping terms are treated as
perturbations [65].
We sum an infinite set of diagrams by calculat-
ing the irreducible part of the retard Green’s function
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FIG. 3: The single-particle excitation spectra of the single
cavity versus U for χ/κ = 0.20 (upper panel) and χ/κ = 0.27
(lower panel), with γp/κ = 0.60. Since there are at most four
incident photons in the cavity, the excitation spectra have
four branches, which are labeled by different linetypes and
colors.
4KR (t), which is connected, in the frequency space, to
the full Green’s function via the following equation:
G˜R (k, ω) = KR (k, ω) /
[
1− J (k)KR (k, ω)
]
, with the
2D lattice dispersion J(k) = 2J cos(k · r), where k is
the wave vector and r is the lattice vector, with |r| = 1.
We mainly consider the contribution of the chain dia-
gram to KR (t). By setting KR (ω) = GR0 (ω), where
GR0 (ω) is the single-cavity retard Green’s function in
the frequency-momentum space, we can obtain a non-
equilibrium Dyson equation about the inverse of the full
retard Green’s function, i.e.,
[
G˜R (k, ω)
]−1
=
[
GR0 (ω)
]−1
− ΣR (k, ω) , (3)
where ΣR (k, ω) = J(k) is the self-energy [65].
Equation (3) is the main result of this Letter. Although
this equation is similar to that in equilibrium case, the
undertaken physics is quite different, because it contains
all the driven-dissipative terms. For equilibrium case, a
many-body phase transition, whose phase boundary is
characterized by the free energy, emerges. Whereas for
non-equilibrium case considered here, we donot have a
sensible notion of a free energy and a many-body steady-
state phase transition is expected to occur. Moreover, the
corresponding phase boundary is completely determined
by the characteristic frequencies ω˜ of the single-particle
excitation spectra, which are the poles of G˜R (k, ω), i.e.,
[G˜R (k, ω˜)]−1 = 0. When the imaginary parts of ω˜ are
negative, a localized steady state is stable, otherwise this
state is instable and a delocalized steady state emerges.
In Fig. 4(a), we plot the many-body steady-state phase
diagram versus U and J , with the same driven-dissipative
parameters as the upper panel of Fig. 3. For a weak
U , the driven-dissipative induced dephasing is dominant
and no steady-state phase transition can be found, as
expected. When U is strong, it suppresses the dephas-
ing effect and all linewidths of the single-cavity excita-
tions become constant; see Fig. 3. Thus, the many-body
steady-state LS-DS phase transition occurs, and more-
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FIG. 4: (a) Many-body steady-state phase diagram versus J
and U for χ/κ = 0.2 and γp/κ = 0.6. A, B, and C are the
chosen points, whose different excitation spectra are presented
in Fig. 5. (b) Phase diagram versus J and χ for U/κ = 25 and
γp/κ = 0.6. In these figures, (I) and (II) label the different
kinds of the phase transition, from the localized state (LS)
and delocalized state (DS).
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FIG. 5: Energy-momentum dispersions of elementary excita-
tions for points A (upper panel), B (middle panel), and C
(lower panel), indicated in Fig. 4(a). (0, 0), (pi, pi), and (pi, 0)
are the special points in the Brillouin zone of the square lat-
tice. Here, the elementary excitations have four branches,
which are labeled by different linetypes and colors.
over, is dominated by the competition between U and
J . These predicted results are sharply contrast to those
derived from the mean-field level [66], in which the im-
portant environment-induced quantum fluctuations have
been neglected.
More interestingly, for an intermediate U , the single-
cavity excitations are very complex, and the many-body
steady-state phase diagram exhibits unconventional be-
haviors. For example, the phase boundary is consisted of
two smooth curves, which are labeled respectively as (I)
and (II) and connected together at a tip (point B). We
emphasize that these two curves reflect different features
of phase transition. In curve (I), the instabilities arise
at k = (pi, pi), corresponding to a multi-photon model
(red line), while in curve (II), the instabilities arise at
k = (0, 0), corresponding to a photon-pair model (blue
line). At the tip, the instabilities arise from k = (pi, pi)
and k = (0, 0) at the same time. These properties can
be confirmed in Fig. 5, in which we plot the energy-
momentum dispersions of the elementary excitations for
points A, B, and C, indicated in Fig. 4(a). These prop-
erties can be explained as follows. When increasing the
relatively small U , the linewidth of excitation, which cor-
responds to the photon-pair model, is dramatically de-
creased (see the blue line in Fig. 3). This means that the
photon-photon interaction makes two photons tend to
be oscillating with same phases, which enhances the two-
photon loss process. In this case, when increasing J , the
photons will hop into adjacent cavities if they have same
phases. As a result, this phase consistency promotes the
5emergence of the many-body steady-state phase transi-
tion, with k = (0, 0). When U is large, the maximal
Im(ω0) corresponds to the excitation of the multi-photon
state (see the red line in Fig. 3). In this case, the photons
are more likely tunneling into adjacent cavities if they
have opposite phases to overcome the repulsive interac-
tion. Thus, the instabilities arise from k = (pi, pi). A sim-
ilar phenomenon can be found in Fig. 4(b), in which when
increasing χ, the multi-photon processes play a dominate
role and the most instable mode changes from k = (0, 0)
to k = (pi, pi).
In addition, when increasing U for a fixed J/κ(= 15),
we observe two LS-DS-LS phase transitions; see also
Fig. 4(a). The first one shows that the DS only occurs
when U is large enough as we discussed above. When
increasing U , the system goes back into the LS. This
property is attributed to the competition between U and
J and reflects a photon blockade effect. When further
increasing U , the second LS-DS-LS phase transition oc-
curs. This means that there exists a anti-blockade effect,
in which the increasing of U promotes the emergence of
phase transition. The main reason is that when increas-
ing U , the linewidth of the excitation of the multi-photon
state becomes longer (see the red line in Fig. 3) and the
photons are more easily to enter the adjacent cavities.
Conclusions.–In summary, we have explored the non-
equilibrium physics of a 2D incoherent-pumped dissipa-
tive BH model, by introducing a non-equilibrium Green’s
function approach. We have predicted a many-body
steady-state localized-delocalized phase transition and
revealed an interesting anti-blockade effect. We have
shown that all unconventional many-body steady-state
features arise from the environment-induced higher-order
fluctuations and can be explained by analyzing the single-
cavity properties. Our results pave a new way to control
many-body dynamics of driven-dissipative systems.
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The notation used in this Supplemental Material follows that introduced in the main text.
A. NOISE STATE FOR FOUR PHOTON CASE
In this section, we predict a novel noise state by approximately solving the following dynamical equation of the
single-cavity retard Green’s function:
iG˙R0 (t) = δ (t)− θ (t)
〈[
(iωc − χ) a (t) , a† (0)
]〉− θ (t) 〈[(iU + κ) a†a2 (t) , a† (0)]〉 . (S1)
By defining
〈〈F (a (t) , a† (t)) ; a† (0)〉〉 = −iθ (t) 〈[F (a (t) , a† (t)) , a† (0)]〉 , (S2)
where F
(
a (t) , a† (t)
)
is an arbitrary function of a (t) and a† (t), we obtain a recursive relation about the high-order
time-ordered correlation functions in the real-time space as
i
d
dt
〈〈a†lam (t) ; a† (0)〉〉 = δ (t) 〈[a†lam (t) , a† (0)]〉+ θ (t)
〈[
d
dt
a†lam (t) , a† (0)
]〉
, (S3)
where l and m are integers. According to the quantum regression theorem [1], the second term on the right hand of
Eq. (S3) depends on
d
〈
a†lam (t)
〉
dt
= Alm
〈
a†lam (t)
〉
+Blm
〈
a†l+1am+1 (t)
〉
+ Clm
〈
a†l−1am−1 (t)
〉
, (S4)
where
Alm = iωc (l −m) + iU
2
[l (l − 1)−m (m− 1)] + χ(l +m)− κ
2
[l (l − 1) +m (m− 1)] , (S5)
∗chengang971@163.com
†wmliu@iphy.ac.cn
2Blm = iU (l −m)− κ (l+m) , (S6)
Clm = γplm. (S7)
Equations (S3) and (S4) are our main results of the incoherent-pumped dissipative single cavity. Solving them, we
can capture all information about the photon field distribution and the single-particle excitation spectra. In general,
we cannot obtain the full solutions of Eqs. (S3) and (S4), since they depend crucially on the photon number. In
current experiments [2], the maximal photon number in the cavity is small. In the following discussions, we assume
that there are at most four incident photons, and then obtain Eqs. (S3) and (S4) after neglecting the time-ordered
correlation functions higher than the fourth order.
We first qualitatively analyze the characteristics of Eq. (S4), which determines the photon field distribution. By
setting d
〈
a†lam (t)
〉
/dt = 0, we can capture the information about all kinds of the one-time correlation functions
of steady state. In these correlation functions, the non-diagonal terms (l 6=m) reflect the coupling between different
photon Fock states [1] and can be used as the criterion of coherence between photons. To understand that, we choose
l = 0 and m = 1, which leads to a steady equation of 〈a〉, i.e., (−iωc + χ) 〈a〉 = (iU + κ)
〈
a†a2
〉
. This equation has a
normal solution, with 〈a〉 = 〈a†a2〉 = 0, which describes an incoherent steady-state property of system. In addition,
the diagonal terms (l = m) determine the mean-photon number 〈a†a〉 and its fluctuations [1]. When l = m = 1,
we obtain a steady equation of 〈a†a〉 as 2χ〈a†a〉 = 2κ 〈a†2a2〉 − γp, which contains a constant γp, originating from
the different time orders of a and a† in the single-photon pumping and loss processes. This constant reflects the
environment-induced quantum fluctuations of driven-dissipative process and makes 〈a†a〉 6= 0 for any case. It should
be emphasized that the above properties still remain in the higher-order non-diagonal and diagonal terms. Therefore,
we find that the incoherent state, characterized by 〈a〉 = 0 and 〈a†a〉 6= 0, is a noise state, rather than a vacuum state,
with 〈a〉 = 0 and 〈a†a〉 = 0, which can be derived from the mean-field approximation (see the following section). The
denomination of “noise” implies the dephasing of the photon field, with random phase and amplitude.
For four incident photons considered here, we can truncate Eqs. (S3) and (S4) to the fourth order. In such case,
the complete expressions of the truncated Eqs. (S3) and (S4) in the frequency space are given by


ω〈〈a; a†〉〉ω = 1 + (ωc + iχ) 〈〈a; a†〉〉ω + (U − iκ) 〈〈a†a2; a†〉〉ω
ω〈〈a†a2; a†〉〉ω = 2〈a†a〉+ (ωc + U + 3iχ− iκ) 〈〈a†a2; a†〉〉ω
+2iγp〈〈a; a†〉〉ω + (U − 3iκ) 〈〈a†2a3; a†〉〉ω
ω〈〈a†2a3; a†〉〉ω = 3〈a†2a2〉+ (ωc + 2U + 5iχ− 4iκ) 〈〈a†2a3; a†〉〉ω
+6iγp〈〈a†a2; a†〉〉ω + (U − 5iκ) 〈〈a†3a4; a†〉〉ω
ω〈〈a†3a4; a†〉〉ω = 4〈a†3a3〉+ (ωc + 3U + 7iχ− 9iκ) 〈〈a†3a4; a†〉〉ω
+12iγp〈〈a†2a3; a†〉〉ω
. (S8)
3

d〈a〉
dt
= (−iωc + χ) 〈a〉 − (iU + κ) 〈a†a2〉
d〈a†〉
dt
= (iωc + χ) 〈a†〉 − (−iU + κ) 〈a†2a〉
d〈a†a〉
dt
= 2χ〈a†a〉 − 2κ〈a†2a2〉+ γp
d〈a†a2〉
dt
= (−iωc − iU + 3χ− κ) 〈a†a2〉 − (iU + 3κ) 〈a†2a3〉+ 2γp〈a〉
d〈a†2a〉
dt
= (iωc + iU + 3χ− κ) 〈a†2a〉 − (−iU + 3κ) 〈a†3a2〉+ 2γp〈a†〉
d〈a†2a2〉
dt
= (4χ− 2κ) 〈a†2a2〉 − 4κ〈a†3a3〉+ 4γp〈a†a〉
d〈a†2a3〉
dt
= (−iωc − 2iU + 5χ− 4κ) 〈a†2a3〉 − (iU + 5κ) 〈a†3a4〉+ 6γp〈a†a2〉
d〈a†3a2〉
dt
= (iωc + 2iU + 5χ− 4κ) 〈a†3a2〉 − (−iU + 5κ) 〈a†4a3〉+ 6γp〈a†2a〉
d〈a†3a3〉
dt
= (6χ− 6κ) 〈a†3a3〉 − 6κ〈a†4a4〉+ 9γp〈a†2a2〉
d〈a†3a4〉
dt
= (−iωc − 3iU + 7χ− 9κ) 〈a†3a4〉+ 12γp〈a†2a3〉
d〈a†4a3〉
dt
= (iωc + 3iU + 7χ− 9κ) 〈a†4a3〉+ 12γp〈a†3a2〉
d〈a†4a4〉
dt
= (8χ− 12κ) 〈a†4a4〉+ 16γp〈a†3a3〉
. (S9)
Solving Eqs. (S8) and (S9), we can obtain GR(ω) = 〈〈a; a†〉〉ω . The characteristic frequencies ω0 of the single-particle
excitation spectra are the poles of GR(ω), i.e.,
[
GR(ω0)
]−1
= 0. In Fig. (3) of the main text, we show the real and
imaginary parts of the characteristic frequencies ω0. We find that the single-particle excitation spectra are divided
into four branches. When the imaginary parts of ω0 are negative, the noise state is stable, otherwise the steady state
is instable and a new coherent state emerges. In this coherent state, all non-diagonal terms of Eq. (S4) are nonzero.
And the mean-field theory is more suitable to describe this case; see the following section. We emphasize that in the
noise state, the photons are localized in each cavity, which is crucial for many-body steady-state phase transition, as
shown in the main text.
B. MEAN-FIELD STEADY-STATE PHASE TRANSITION OF SINGLE CAVITY
In this section, we present a mean-field steady-state phase transition of the incoherent-pumped dissipative single
cavity. To do this, we first turn Eq. (S1) into the frequency space, i.e.,
ω〈〈a; a†〉〉ω = 1 + (ωc + iχ) 〈〈a; a†〉〉ω + (U − iκ) 〈〈a†a2; a†〉〉ω , (S10)
where 〈〈a; a†〉〉ω is the retard Green’s function in the frequency space and its inverse determines the single-particle
excitation spectra [3]. This equation is not a closed equation of 〈〈a; a†〉〉ω, since it is decided by the second-order time-
ordered correlation function 〈〈a†a2; a†〉〉ω . Obviously, we cannot directly derive the required single-particle excitation
spectra of single cavity from Eq. (S10), unless we take some approximation.
In the spirit of the mean-field approximation, the photon distribution in the cavity can be described by a classical
photon field, characterized by a pair of complex variables. Thus, we split the operators a and a† into their steady-state
expectation values and quantum fluctuations, i.e.,
a = α+ δα, a† = α∗ + δα†, (S11)
4where α = 〈a〉 and α∗ = 〈a†〉 are the mean-field amplitudes, and δα and δα† are the fluctuation operators. The
complex variables α and α∗ fully specify the coherent properties of steady state and the mean-photon number can be
defined as n = |α|2. Meanwhile, the stability of steady state is decided by the dynamics of δα and δα† [1]. If only
considering the quadratic term of fluctuations in 〈〈a†a2; a†〉〉ω, we simplify Eq. (S10) as a closed equation,
ω〈〈δα; δα†〉〉ω = 1 + (ωc + iχ) 〈〈δα; δα†〉〉ω + (U − iκ) |α|2 〈〈δα; δα†〉〉ω, (S12)
where |α|2 should be determined self-consistently. We assume that at the initial time the system is in the vacuum state,
with |α|2 = 0, and then the pumping is switched on adiabatically. In this case, the non-zero mean-field amplitudes
appear when the pumping strength crosses a critical value. This critical point can be calculated by the dispersion
relation of the vacuum state, which is encoded in the poles of the inverse of the retard Green’s function, i.e.,
ω = ωc + iχ. (S13)
For χ < 0, the single-particle excitation decays in time and the vacuum state is stable, whereas for χ > 0, the vacuum
state becomes instable and the fully dispersion relation is given by
ω = ωc + U |α|2 + i(χ− κ |α|2), (S14)
which has a steady solution, with |α|2 = χ/κ. Based on the above analysis, we find a mean-field steady-state phase
transition of the incoherent-pumped dissipative single cavity, from a incoherent vacuum state, with 〈a〉 = 0 and〈
a†a
〉
= 0, to a coherent classical state, with 〈a〉 6= 0 and 〈a†a〉 6= 0, at the critical point χc = 0. This phase
transition is independent of the photon-photon interaction. This mean-field approximation can well describe the
physical phenomena in the deep coherent-state region. However, it cannot capture the behavior in the critical region.
The main reason is that this method has neglected the important environment-induced quantum-fluctuation effect,
governed by the higher-order time-ordered correlation functions in the incoherent state; see the main text for details.
C. MEAN-FIELD MANY-BODY STEADY-STATE PHASE TRANSITION
In this section, we present a mean-field many-body steady-state phase transition of the 2D incoherent-pumped
dissipative Bose-Hubbard model.
When replaced ai by αi = 〈ai〉 in the 2D Bose-Hubbard Hamiltonian (2) of the main text and assumed that all
sites are identical, i.e., αi = αj , the initial many-body problem is reduced to a single-site problem, which is governed
by the following equation:
dα
dt
=
[
−i
(
ωc − J + U |α|2
)
+ χ− κ |α|2
]
α. (S15)
We can obtain self-consistent solutions of Eq. (S15) by assuming α = α0 exp [−i(ωc − J + µ)t], where µ = U |α0|2 is
introduced as an effective chemical potential for dynamical stability [4]. The mean-photon number |α|2 is derived
from the real part on the right-hand of Eq. (S15). For example, for χ < 0, Eq. (S15) only have a zero solution, with
〈a〉 = 〈a†〉∗ = α0 = 0. This means that the photon field have no coherent part and the system is in an incoherent
5vacuum state, with
〈
a†a
〉
= |α|2 = 0. For χ > 0, there exists a stationary solution, with |α0|2 = χ/κ. In this case,
the system is in a coherent classical state, with 〈a〉 = 〈a†〉∗ = a0 exp (−iµt) /√2 and 〈a†a〉 = |acl|2 /2 = χ/κ. In
conclusion, based on Eq. (S15), a mean-field many-body steady-state phase transition of the 2D incoherent-pumped
dissipative Bose-Hubbard model, from the incoherent vacuum state to the coherent classical state, is predicted at the
critical point χc = 0.
D. MANY-BODY STEADY-STATE PHASE TRANSITION USING THE CONTINUOUS-FIELD
APPROXIMATION
In this section, we present a many-body steady-state phase transition of the 2D incoherent-pumped dissipative
Bose-Hubbard model, using the continuous-field approximation in the Keldysh functional-integral formalism
We first write a Keldysh partition function, which is fully equivalent to the many-body Lindblad master equation
(1) of the main text, as [3]
Z =
∫
D[a+, a−] exp [iSK (a+, a−)] , (S16)
where + and − denote the forward and backward branches, and SK is the Keldysh action. By introducing the coherent
(H) and dissipative (D) terms, the Keldysh action is given by
SK = SH + SD, (S17)
where
SH =
∑
i
∫
t
{[
a†i+ (i∂t − ωc) ai+ −
U
2
a†i+a
†
i+ai+ai+
]
−
[
a†i− (i∂t − ωc) ai− −
U
2
a†i−a
†
i−ai−ai−
]}
+
J
z
∑
〈i,j〉
∫
t
[
a†i+aj+ − a†i−aj−
]
, (S18)
SD = −iγp
∑
i
∫
t
[
a†i+ai− −
1
2
(
ai+a
†
i+ + ai−a
†
i−
)]
− iγl
∑
i
∫
t
[
ai+a
†
i− −
1
2
(
a†i+ai+ + a
†
i−ai−
)]
(S19)
−iκ
∑
i
∫
t
{(
ai+a
†
i−
)2
− 1
2
[(
a†i+ai+
)2
+
(
a†i−ai−
)2]}
,
with
∫
t
=
∫
dt.
For a field-theory treatment of lattice models, we can use the continuous approximation to study the long-distance
behavior [5]. If 〈a〉 and 〈a†〉 are assumed to be small near the critical point, we expand the lattice operators to
second-order derivative in the spatial coordinate, i.e.,
ai 7→ ax, ai+1 7→ ax +∇ax + 1
2
∇2ax + · · · , (S20)
where we have made the lattice constant as 1. As a result, the hopping terms become
− J
z
∑
〈i,j〉
(
a†iaj + a
†
jai
)
7→ −
∫
r
(
Ja∗
r
ar +
J
z
a∗
r
∇2ar
)
, (S21)
6with
∫
r
=
∫
dxdy, and the coherent and dissipative Keldysh actions turn into
SH =
∫
t,r
{[
a∗
r+
(
i∂t − ωc + J + J
z
∇2
)
ar+ − U
2
a∗
r+a
∗
r+ar+ar+
]
−
[
a∗
r−
(
i∂t − ωc + J + J
z
∇2
)
ar−
−U
2
a∗
r−a
∗
r−ar−ar−
]}
, (S22)
SD = −iγp
∫
t,r
[
a∗
r+ar− −
1
2
(
ar+a
∗
r+ + ar−a
∗
r−
)]− iγl
∫
t,r
[
ar+a
∗
r− −
1
2
(
a∗
r+ar+ + a
∗
r−ar−
)]
−iκ
∫
t,r
{(
ar+a
∗
r−
)2 − 1
2
[(
a∗
r+ar+
)2
+
(
a∗
r−ar−
)2]}
. (S23)
It is more convenient to discuss Eqs. (S22) and (S23) in the Keldysh basis,
acl =
a+ + a−√
2
, aq =
a+ − a−√
2
, (S24)
where acl and aq are the classical and quantum fields [3], and we ignore the index r for simplicity. After a straight-
forward calculation, the Keldysh action in the spatial coordinate is rewritten as
SK =
∫
t,r
(
a∗cl a
∗
q
) 0 PA
PR i (γp + γl)



 acl
aq

− 1
2
[
(U + iκ)
(
a∗2cl aclaq + a
∗2
q aclaq
)
+ c.c.
]
+ 2iκa∗clacla
∗
qaq, (S25)
where c.c. denotes the complex conjugate, and the inverse retarded and advanced single-particle Green’s functions are
given by
PR = PA† = i∂t − ωc + J
2
∇2 + J − iχ. (S26)
Eq. (S25) is similar to that of Refs. [6, 7].
For the small quantum fluctuations, we employ the saddle-point approximation,
δSK
δa∗cl
= 0 (S27)
and
δSK
δa∗q
= 0, (S28)
to find the stable points. Firstly, Eqs. (S27) and (S28) lead to two equations
PAaq − 1
2
(U + iκ) |ac|2 aq − 1
2
(U − iκ)
(
|aq|2 aq + a2ca∗q
)
+ 2iκ |aq|2 ac = 0, (S29)
PRac + i (γp + γl) aq − 1
2
(U + iκ) |aq|2 ac − 1
2
(U − iκ)
(
|ac|2 ac + a2qa∗c
)
+ 2iκ |ac|2 aq = 0. (S30)
In terms of Eq. (S29), we obtain a solution [3]
aq = 0. (S31)
Substituting Eq. (S31) into Eq. (S30) yields a steady-state equation
i
∂acl
∂t
=
(
ωc − J − J
2
∇2 + U
2
|acl|2
)
acl + i
(
χ− κ
2
|acl|2
)
acl. (S32)
7Based on the imaginary part on the right-hand of Eq. (S32), we can obtain self-consistent solutions. For example,
for χ < 0, Eq. (S32) only has a zero solution, with acl = 0, and the mean value of photon field is thus given by
〈a〉 = 〈a†〉∗ = acl/√2 = 0. This implies that the photon field has no coherent part, and the system is in an incoherent
vacuum state, with
〈
a†a
〉
= |acl|2 /2 = 0. For χ > 0, there exists a stationary solution, with acl = a0 exp (−iµt),
where a0 = |acl| and the parameter µ = U |acl|2 /2 is also introduced as an effective chemical potential for dynamical
stability [4]. In this case, the system is in a coherent classical state, with 〈a〉 = 〈a†〉∗ = a0 exp (−iµt) /√2 and〈
a†a
〉
= |acl|2 /2 = χ/κ. The above results indicate that the positive effective gain of single photon can pump a
coherent photon field and is balanced by the two-photon loss. Moreover, they demonstrate that a many-body steady-
state phase transition of the 2D incoherent-pumped dissipative Bose-Hubbard model, from the incoherent vacuum
state to the coherent classical state, occurs at the critical point χc = 0.
However, the above results, similar to the mean-field predictions in Sec. (C), seem confusing, because they violate
our intuitive experiences about the strong correlation problems, where we expect the photon-photon interaction in the
same cavity and the photon hopping between adjacent cavities play dominate roles in the critical behavior. A possible
reason is that we have assumed the environment-induced quantum fluctuations are small to ensure the validity of the
saddle-point approximation in Eqs. (S27) and (S28). This approximation can be met only if the system enters the deep
coherent-state region, where the pumping is strong and the coherent part of photons is large [3]. It is not surprising
that the above method cannot make correct prediction about the critical behavior. To overcome this shortcoming,
the environment-induced quantum fluctuations must be taken into account and a more effective method should be
established, which is the main purpose of this Letter. The detailed discussions are shown in the main text as well as
the following section.
E. THE NON-EQUILIBRIUM DYSON EQUATION USING NON-EQUILIBRIUM STRONG-COUPLING
EXPANSION APPROXIMATION
To correctly capture the strong-correlated steady-state phase transition of the 2D incoherent-pumped dissipative
Bose-Hubbard model, here we develop a non-equilibrium strong-coupling approximation in the Keldysh formalism.
In this section, we mainly obtain a non-equilibrium Dyson equation.
We assume that at the initial time every cavity is in the noise state, which means that the photons are localized at
each site. When increasing the hopping strength, the photons can transition between adjacent cavities. Therefore, we
can present a strong-coupling expansion [8], in which all the single-site terms are regarded as the unperturbed parts
and the hopping terms are treated as perturbations.
In the Keldysh basis, the many-body partition function is written as
Z =
∫
D [acl, aq] exp[iS0 (acl,aq) + iSJ (acl,aq)], (S33)
where acl and aq are the classical and quantum fields as mentioned above. The unperturbed Keldysh action in
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FIG. S1: (Color online) (a) Graphic representation of the on-site retard Green’s function GRi,i, the advanced Green’s function
G
A
i,i, and the Keldysh Green’s function G
K
i,i. The solid and dashed lines represent the classical and quantum fields acl and aq,
respectively. (b) The irreducible part of the retard Green’s function KR.
Eq. (S33) is given by
S0 =
∑
i
∫
t
(
a∗i,cl a
∗
i,q
) 0
[
G−1i,i (t)
]A
[
G−1i,i (t)
]R [
G−1i,i (t)
]K

(ai,cl
ai,q
)
, (S34)
where
[
G−1i,i (t)
]R
,
[
G−1i,i (t)
]A
, and
[
G−1i,i (t)
]K
are the inverses of the on-site retard Green’s function [equal to
GR0 (t)], advanced Green’s function G
A
i,i (t) = iθ (−t) 〈[ai (t) , a†i (0)]〉, and Keldysh Green’s function GKi,i (t) =
−i〈[ai (t) , a†i (0)]+〉, respectively. The advanced Green’s function GAi,i (t) can be derived straightforwardly from the
relation
[
GAi,i (t)
]
=
[
GRi,i (t)
]†
, whereas the Keldysh Green’s function GKi,i (t) can be, in principle, obtained by us-
ing the similar steps as calculating GRi,i (t). Similar to G
R
i,i (t), the explicit expression of G
K
i,i (t) is very complicate.
However, here we do not present GAi,i (t) and G
K
i,i (t) explicitly, since they does not affect the main results under the
first-order approximation of the photon hopping that we apply below.
Since the above three unperturbed Green’s functions arise from the many-body Lndblad master equation (1) in the
main text, they have a compact form
Gαβi,i (t) =

 GKi,i (t) GRi,i (t)
GAi,i (t) 0

 = −i 〈ai,α(t)a∗i,β(0)〉S0 , (S35)
where α, β = (cl, q) and the average 〈· · · 〉S0 is taken with respect to the unperturbed Keldysh action S0 [3]. Based
on Eq. (S35), we present a graphic representation of the three unperturbed Green’s functions; see Fig. S1(a). The
perturbation part of the Keldysh action (S33) is given by
SJ =
∑
〈i,j〉
∫
t
Jij
z
[
a∗i,claj,q + a
∗
i,qaj,cl + c.c.
]
. (S36)
To explore the many-body steady-state phase diagram, we should calculate the full retard Green’s function
G˜R (t) = −i 〈ai,cl(t)a∗i,q(0)〉S0+SJ , (S37)
which is dressed by the hopping terms in the perturbed Keldysh action SJ. Since the unperturbed Keldysh action S0
contains all on-site terms, it is not a normal quadratic form on the field operators. Thus, the Wick’s theorem and the
powerful perturbation technique, based on the standard Feynm
9a non-equilibrium linked-cluster expansion approach in the Keldysh basis, which gives a description of equilibrium
or non-equilibrium strong correlation systems within the same formalism [3]. It has already been used to study the
Bose-Hubbard model with finite temperature [9] or time-varying hopping [10]. Following this method, we sum an
infinite set of diagrams by calculating the irreducible part of the retard Green’s function KR (t), which is connected,
in the frequency space, to the full retard Green’s function via the following equation:
G˜R (k, ω) =
KR (k, ω)
1− J (k)KR (k, ω) , (S38)
with the 2D lattice dispersion J(k) = 2J cos(k · r), where k is the wave vector and r denotes the lattice vector,
with |r| = 1. In Fig. S1(b), we show a chain diagram and a most relevant one-loop diagram of the retard Green’s
function KR (k, ω). The chain diagram denotes the first-order approximation of the photon hopping and the one-loop
diagram represents the leading spatial related correction. Numerical simulations have verified that this first-order
approximation can well describe the many-body steady-state properties of the 2D non-equilibrium lattice systems
[11], since in such systems the higher-order corrections contain higher-order time correlation functions, which decay
very fast due to the coupling with environment [9, 10]. Thus, below we will mainly consider the chain diagram of the
retard Green’s function KR (k, ω).
By setting KR (ω) = GRi,i (ω) in Eq. (S38), we immediately obtain a non-equilibrium Dyson equation about the
inverse of the full retard Green’s function in the momentum space, i.e.,
[
G˜R (k, ω)
]−1
=
[
GRi,i (ω)
]−1 − ΣR (k, ω) , (S39)
where ΣR (k, ω) = J(k) is the self-energy. Based on the non-equilibrium Dyson equation (S39), we can obtain the
many-body steady-state phase diagram of the 2D incoherent-pumped dissipative Bose-Hubbard model. The detailed
discussions are shown in the main text.
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