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出した.しかしながら,そこでは,データの次元数 d と標本数 n が n/d\rightarrow c>0 を満
たす場合を考え,高次元において標本数は次元数と同程度を仮定した.例えば,次元
数は優に10,000を超えるが標本数は高々 100程度といった高次元小標本においては,
標本数を次元数と同程度には仮定できない.それゆえ, n が d に依存しないような設
定で,もしくは, n=n(d) であっても n/d\rightarrow 0 となる設定で,高次元漸近理論を展開
する必要がある.Yata and Aoshima [10] は,高次元小標本における PCA の性質を
研究し,PCA が一致性をもつための標本数 n の d に関するオーダー条件を導き,高
次元小標本において PCA が不適解を起こすことを示した.この問題を解決する策と
して,Yata and Aoshima [12] は,高次元小標本データ空間の幾何学的表現を研究し,
それに基づいて ノイズ掃き出し法 とよばれる方法論を考案した.一方で,Yata and
Aoshima [13] は,高次元大標本も含む一般的な高次元データに対して,power spiked
モデルと呼ばれる固有値モデルを考案し,高次元データに対する新しい PCA を構築









平均に d次のゼロベクトル,共分散行列に d次の半正定値行列  $\Sigma$ をもつ母集団を
考える.母集団から  n(\geq 2) 個の d次データベクトル x_{1}, x_{n} を無作為に抽出して,
d\times n データ行列 X=[x_{1}, x_{n}] を定義する.ただし, d>n と仮定する.  $\Sigma$ の固
有値を  $\lambda$_{1}\geq\cdots\geq$\lambda$_{d}(\geq 0) とし,適当な直交行列 H=[h_{1}, h_{d}] で  $\Sigma$ を
 $\Sigma$=H\mathrm{A}H^{T},  $\Lambda$=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}($\lambda$_{1}, $\lambda$_{d})
と分解する.そのとき Z = $\Lambda$^{-1/2}H^{T}X とおき, Z = [z\mathrm{i}, z_{d}]^{T}, z、 =
(z_{ $\epsilon$ 1}, z_{sn})^{T} と表記する.ただし, Z の成分は,4次モーメントに一様有界性を仮定
する.標本共分散行列 S=XX^{T}/n の固有値を \hat{ $\lambda$}_{1} \geq\cdots \geq\hat{ $\lambda$}_{d} (\geq 0) , \hat{ $\lambda$}_{j} に対する
固有ベクトルを \hat{h}_{j} として,スペクトル分解を
S=\displaystyle \sum_{s=1}^{d}\hat{ $\lambda$}_{8}\hat{h}_{S}\hat{h}_{s}^{T}
とおく.最近,Yata and Aoshima [13] は,power spiked モデルとよばれる固有値
モデルを考案し,高次元データに対する新しい PCA を研究した.いま, $\Sigma$_{(1)} =
\displaystyle \sum_{ $\epsilon$=1}^{m}$\lambda$_{8}h_{S}h_{s}^{T}, $\Sigma$_{(2)}=\displaystyle \sum_{s=m+1}^{d}$\lambda$_{8}h_{8}h_{s}^{T} とおき,  $\Sigma$=$\Sigma$_{(1)}+$\Sigma$_{(2)} という分解を考
える.ただし,  m<\infty . そのとき,次の条件を満たすような $\lambda$_{1} \geq\cdots\geq$\lambda$_{d} をpower
spiked モデルと定義する.
$\lambda$_{m} に対して, \displaystyle \lim_{d\rightarrow\infty}\mathrm{t}\mathrm{r}($\Sigma$_{(2)}^{k_{m}})/$\lambda$_{m^{m}}^{k} =0 なる (有界な) ある自然数編が存在する.
本稿では簡単のため, k_{m}=2 の場合を考える.すなわち,
\displaystyle \lim_{d\rightarrow\infty}\frac{\mathrm{t}\mathrm{r}($\Sigma$_{(2)}^{2})}{$\lambda$_{j}^{2}}=0, j=1, m (1)
なる spiked モデルを仮定する.いま,
$\delta$_{j}=\displaystyle \frac{\mathrm{t}\mathrm{r}($\Sigma$_{(2)})}{n$\lambda$_{j}}, j=1, m
とおく.(1) のもと,次の定理を得る.
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定理1([13]). 各 j=1, m について,条件
(\mathrm{C}-|) \displaystyle \frac{\sum_{s,t=m+1}^{d}$\lambda$_{s}$\lambda$_{t}E\{(z_{sk}^{2}-1)(z_{tk}^{2}-1)\}}{n$\lambda$_{j}^{2}}=o(1)
のもと, d,  n\rightarrow\infty のとき次が成り立つ.
\displaystyle \frac{\hat{ $\lambda$}_{j}}{$\lambda$_{j}}=1+$\delta$_{j}+o_{p}(1) .
注意.もし, z_{1k}, z_{dk} が互いに独立ならば,(1) のもと (C‐i) を満たす.
定理1より, $\delta$_{j}\rightarrow\infty, d,  n\rightarrow\infty のとき, \hat{ $\lambda$}_{j} は $\lambda$_{j}/\hat{ $\lambda$}_{j}=o_{p}(1)なる強不一致性を
もつ.一方で,Yata and Aoshima [12] は,高次元小標本データ空間の幾何学的表現
を研究し,それに基づいて“ノイズ掃き出し法 とよばれる方法論を考案し,次のよう
な固有値の推定量を提案した.
\displaystyle \tilde{ $\lambda$}_{j}=\hat{ $\lambda$}_{j}-\frac{\mathrm{t}\mathrm{r}(S)-\sum_{i=1}^{j}\hat{ $\lambda$}_{i}}{n-j} (j=1, n-1) . (2)
そのとき,(1) のもと,次の定理を得る.
定理2 ([13]) 各 j= 1, m について,(C‐i) のもと, d,  n\rightarrow\infty のとき次が成り
立つ.
\displaystyle \frac{\tilde{ $\lambda$}_{j}}{$\lambda$_{j}}=1+o_{p}(1) .
定理2より, $\delta$_{j}\rightarrow\infty, d,  n\rightarrow\infty の場合においても, \tilde{ $\lambda$}_{j} は一致性をもつ.
一方で,(C‐i) が仮定できない場合,Yata and Aoshima [11] は,母集団分布の仮
定を必要としないクロスデータ行列法という方法論を考案した.詳細はAoshima and
Yata [1] や青嶋矢田 [2, 3] を参照されたい.
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3 高次元固有ベクトルの一致性
 $\Sigma$ の固有ベクトルについて,ノイズ掃き出し法による推定を考える.推定量 (2)
に基づいて,  $\Sigma$ の固有ベクトルhj を
\tilde{h}_{j}=\sqrt{\frac{\hat{ $\lambda$}_{j}}{\tilde{ $\lambda$}_{j}}}\hat{h}_{j}
で推定する.ただし, h_{j} には符号の自由度があるため,各 j で \tilde{h}_{j}^{T}h_{j} \geq 0 を仮定す
る.ここで, ||\tilde{h}_{j}||^{2}=\hat{ $\lambda$}_{j}/\tilde{ $\lambda$}_{j}>1 であることに注意する.ただし, ||\cdot|| はユークリッ
ドノルムを表す.(1) のもと次の定理を得る.
定理3([13]). 各 j=1, m について,(C‐i) と条件
(C‐ii) \displaystyle \lim_{d\rightarrow}\inf_{\infty}\frac{$\lambda$_{j}}{$\lambda$_{j}}>1 for j<j'\leq m
のもと, d,  n\rightarrow\infty のとき次が成り立つ.
 h_{j}^{T}\hat{h}_{j}=(1+$\delta$_{j})^{-1/2}+o_{p}(1) and h_{j}^{T}\tilde{h}_{j}=1+o_{p}(1) .
それゆえ, \tilde{h}_{j} は ( ||\tilde{h}_{j}||^{2}>1 であるが) 賜の内積に関する一致性をもつ.ノイズ
掃き出し法による推定量 hj は,例えば,Aoshima and Yata [4, 5] では高次元二標本
検定と高次元判別分析に応用され,Ishii et al. [6] では高次元共分散行列の同等性検定
に応用されている.
ここで,定理1から3より,(C‐i) と (C‐ii) のもと, d,  n\rightarrow\infty のとき次を得る.
||\hat{h}_{j}-h_{j}||^{2}=2\{1-(1+$\delta$_{j})^{-1/2}\}+o_{p}(1) and ||\tilde{h}_{j}-h_{j}||^{2}=$\delta$_{j}+o_{p}(1) .
すなわち, \displaystyle \lim\inf_{d,n\rightarrow\infty}$\delta$_{j}>0 のとき, \hat{h}_{j} と \tilde{h}_{j} はノルムに関する一致性をもたない.
4 高次元固有ベクトルのスパース推定
本節では,ノルムに関する一致性をもつように, \tilde{h}_{1} を補正する.いま, h_{\mathrm{i}} =
(h\mathrm{i}, h_{d})^{T} とおく.さらに,
D=\{s |h_{s}\neq 0, s=1, d\}
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とおく.そのとき,次のモデルを仮定する.
\displaystyle \lim_{d,n\rightarrow}\inf_{\infty}n^{1/2}|h_{s}|>0 for all s\in D . (3)
ここで, (\displaystyle \sum_{s=2}^{d}h_{S}h_{8}^{T})xj= (yjl, y_{jd})^{T} とおく.そのとき,各 yj_{S} の4次モーメン
トが有界であることを仮定する.いま, \tilde{h}_{1}= (\tilde{h}_{1}, \tilde{h}_{d})^{T} とおき, \tilde{h}_{1}, \tilde{h}_{d} を絶対値
の大きい順に並べ替えたものを \tilde{h}_{(1)}, \tilde{h}_{(d)} とおく.すなわち, |\tilde{h}_{(1)}|\geq\cdots\geq|\tilde{h}_{(d)}|
となる. ||\tilde{h}_{1}||^{2}>1 であることに注意すれば,
\displaystyle \sum_{s=1}^{k-1}\tilde{h}_{(s)}^{2} <1 and  $\iota$\displaystyle \sum_{s=1}^{k}\tilde{h}_{(s)}^{2} \geq 1





0 & (|\tilde{h}_{s}|<|\tilde{h}_{(k)}|) '
\end{array}\right. (s=1, d)
とする.そのとき,(1) と (3) のもと次の定理を得る.
定理4. j=1 に対して (C‐i) と (C‐ii) を仮定する.条件
(C‐iii) d/$\lambda$_{1}^{2}\rightarrow 0,  d\rightarrow\infty
のもと,  d,  n\rightarrow\infty のとき次が成り立つ.
||\acute{h}_{1}-h_{1}||^{2}=\backslash o_{p}(1) . (4)
注意.hj (j\geq 2) についてもノルムに関する一致性を証明できるが,本稿では割愛す






本節では,高次元小標本のもとで, \acute{h}_{1} と \hat{h}_{1} の精度を数値的に検証する.母集団分
布には, d次元正規分布 N_{d}(0,  $\Sigma$) を考え,次の2つの設定を考える.
(a) d=2^{8}, s=6 , 11, n= \lceil d^{1/3}\rceil とおく.ただし, \lceil x\rceil は  x 以上の最小の整数を
表す.  $\Sigma$= diag (d^{2/3},1, 1) とおく.すなわち, h_{1}=(1,0, 0) である.
(b) d=500, n=2^{s}, s=3 , 8とおく.
 $\Sigma$= \left(\begin{array}{ll}
\mathrm{r}_{\lceil d^{2/3}1} & O\\
O & I_{d-\lceil d^{2/3}}\rceil
\end{array}\right) (=$\Sigma$_{b})
とお く ただし, $\Gamma$_{t} = I_{t} + 1_{t}1_{t}^{T} であ り,為 は t 次の単位行列である.
この と き, $\lambda$_{1} \approx  d^{2/3} であ り , 最初の \lceil d^{2/3}\rceil 個の成分が非ゼロである
 h\mathrm{i}= (\lceil d^{2/3}\rceil^{-1/2}, \lceil d^{2/3}\rceil^{-1/2},0, 0)^{T} となる.
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図2 ( \mathrm{b}) d=500, n=2^{\mathrm{s}}, s=3 , 8,  $\Sigma$=$\Sigma$_{b}.
これらの図からも分かるように,スパースな推定量 h_{1} が従来の推定量 \hat{h}_{1} に比べ,
高次元小標本のもと非常に良い推定量となっている.ここでは割愛するが,設定を変
えて実験をしたときにも, \acute{h}_{1} が \hat{h}_{1} に比べ,高次元小標本のもと優れた推定量となっ
ていることが確認されている.
6 定理4の証明
まず, j=1 に対して条件 (C‐i), (C‐ii) と( \mathrm{C}‐iii)を仮定する.いま, S_{D}=n^{-1}X^{T}X
とおく. S_{D} は S と正の固有値を共有する双対標本共分散行列という. S_{D} の固有値










と書ける.ただし,  z_{1}^{T} $\omega$=0, || $\omega$||^{2}=o_{p}(n^{-1/2}) である.いま, y_{(8)}=(y_{1s}, y_{ns})^{T},
s=1, d とおく.そのとき,定理2より次が成り立つ.
\displaystyle \tilde{h}_{1}=\cdot\{1+o_{p}(1)\}h_{1}+\frac{\{1+o_{p}(1)\}}{n$\lambda$_{1}^{1/2}}(y_{(1)}^{T}z_{1}, y_{(d)}^{T}z_{1})^{T}
+\displaystyle \frac{\{1+o_{p}(1)\}}{n^{1/2}$\lambda$_{1}^{1/2}} (y_{(1)}^{T} $\omega$, y_{(d)}^{T} $\omega$)^{T} . (5)
ここで,マルコフの不等式を用いると,任意の  $\tau$>0 について次が成り立っ.
\displaystyle \sum_{ $\epsilon$=1}^{d}P(|y_{(s)}^{T}z_{1}|/(n$\lambda$_{1}^{1/2})> $\tau$ n^{-1/2}) =\sum_{s=1}^{d}P(|y_{(s)}^{T}z_{1}|^{4}/(n$\lambda$_{1})^{2}>$\tau$^{4})
=O(d/$\lambda$_{1}^{2})\rightarrow 0 . (6)
さらに,各 s で  $\sigma$(8)=E(y_{j_{S}}^{2}) とおき,任意の  $\tau$>0 について次が成り立つ.
\displaystyle \sum_{s=1}^{d}P(|(||y_{(s)}||^{2}/n-$\sigma$_{(s)})|/$\lambda$_{1})> $\tau$ n^{-1/2})
=\displaystyle \sum_{s=1}^{d}P(|(||y_{(s)}||^{2}/n-$\sigma$_{(8)})|^{2}/$\lambda$_{1}^{2})>$\tau$^{2}n^{-1}) =O(d/$\lambda$_{1}^{2})\rightarrow 0.
それゆえ, d>n に注意し,すべての s について次が成り立つ.
\displaystyle \frac{||y_{(s)}||^{2}}{n$\lambda$_{1}}=\frac{$\sigma$_{(s)}}{$\lambda$_{1}}+o_{p}(n^{-1/2})=o_{p}(n^{-1/2}) . (7)
それゆえ,(5) から (7) より,次が成り立つ.
\tilde{h}_{1}=\{1+o_{p}(1)\}h_{1}+(o_{p}(n^{-1/2}), \cdots, o_{p}(n^{-1/2}))^{T}
よって,仮定 (3)より題意を得る.口
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