ABSTRACT. The main subject of this paper is a computer-assisted stability proof for a stationary solution of reaction-diffusion equations in one dimensional space. We use Nakao's numerical verification method to enclose a stationary solution of reaction-diffusion equations. Considering the linearized stability of the solution, a method of excluding eigenvalues in a half plane is adopted. We first focus on the eigenvalues for an operator linearized at an approximate solution. An excluding theorem is presented such that we know under some condition, there is no eigenvalue in some disks. Some computable criteria is constructed to apply the theorem in a computer. And also the invertibility of some operator is proved theoretically in the paper. However, we need the information of the eigenvalues for the operator linearized at the exact solution. This can be obtained by combining with the verification results of the solution. Then we judge the stability of the solution from the domain where the eigenvalues are located. At last there are some verification results.
INTRODUCTION
We are interested in the reaction-diffusion equations:
where Ω is a bounded domain in ℜ n (n = 1, 2, 3) and D u , D v are positive constants, f, g are nonlinear functionals obtained from some model, such like Schnakenberg model, Predator-prey model and so on. In this paper, f and g are polynomial functionals with respect to u and v. Equations (1.1) can be applied in biology and chemistry [7, 8, 19] . According to Turing, the steady state of equations (1.1) could be stable to small perturbations without diffusion, but unstable to small spatial perturbations after diffusion is introduced into system [8, 19] . It has been attracted many researchers' attention in Turing instability. For example, Dilao derived a necessary and sufficient condition for Turing instabilities to occur in two-component systems of reaction-diffusion equations with Neumann boundary conditions [3] . And Guo and Hwang in [5] considered the classical Turing instability in a reaction-diffusion system. Another one is that some quantified stability investigations for system (1.1) were done in [16] by Omarova. She had some research in Turing space, within which Turing instability could be observed. She is interested in the results on the stationary solutions' existence, stability and -in the case of stability -in the size of their domain of attraction. In this paper, we are also interested in the stability of the stationary solution when Turing instability happens, but a different approach is considered.
This paper focuses on one-dimensional case. A stationary solution (u * where Ω ⊂ ℜ. When we consider the Turning instability, the important part is to examine the behavior of the eigenvalues for the operator linearized at the stationary solution, that is, to investigate the eigenvalue problem
For more details please refer to [4, 8] . Here, if all eigenvalues of problem (1.3) are positive, then we say the solution is stable. Thus, if the domain, where the eigenvalues are located, does not have intersection with the left half plane, that is, excluding the eigenvalues are in the left half plane, then it means the solution is stable. An eigenvalue excluding method is constructed here to achieve our aim. Our excluding method is inspired by [15] and [6] . In [15] , the short note described a computer-assisted stability proof for the Orr-Sommerfeld problem with Poiseuille flow. And in [6] , the authors had an improvement. They simplified the theory in verifying the invertibility of a linear elliptic operator. All those theories are application of a numerical verification method which was originated by Nakao [12] and then has been developed by him and his co-workers [9, 10, 11, 12, 13, 14] . We apply their excluding method in a different model and combine with the numerical verification method for the stationary solution. Moreover, in this paper, a different proof for the invertibility of a linear operator is given. There are five sections in this paper. In Section 2, we define some notations. Also some imbedding constants and the constructive a prior estimation of the projection for the equations are described. Section 3 is about the stationary solution. We outline the method that how to get an approximate solution and prove the existence of the solution near the approximate solution. Meanwhile, the norm estimation for the residual part of the approximate solution is obtained. Then Section 4 is the eigenvalue excluding scheme. Our subject in this section is to obtain all eigenvalues of (1.3) are not in the left half plane. We consider the operator linearized at the approximate solution. An eigenvalue excluding theorem is given such that we know under some condition, there is no eigenvalue in some disks, which are not in the left half plane. Then we obtain those disks by the help of a computer, for which some computable criterion is constructed. Back to considering eigenvalues of problem (1.3), some verification results of the solution from Section 3 is used. And the last section presents some verification results.
SOME NOTATIONS AND PROJECTION ERROR ESTIMATION
The domain is Ω = (0, l) ⊂ ℜ. And we choose basis functions as
The natural number k is called the order of the Sobolev space
Now we define functional space X k (k ≥ 0) by the closure in H k (Ω) of the linear hull of all basis functions ϕ i (i = 1, 2, · · · ).
For a non-negative integer N , let X N denote a finite dimensional subspace as
For z 1 , z 2 ∈ X 1 , define the usual inner product as
And for z = ∞ n=0 c n ϕ n ∈ X 1 , let P N : X 1 → X N denote the H 1 -projection defined by the truncation operator:
For Hilbert spaces X and Y , we define the inner product and the norm in X × Y as
Defining the operator L : X 2 → X 0 by Lψ := −ψ ′′ + ψ, we get the following lemma.
Lemma 2.1. ( [20] , Lemma 1) For all φ ∈ X 0 , the linear equation
has the unique solution ψ ∈ X 2 . Now we derive an estimation for the projection P N and an imbedding constant from
Lemma 2.2. ([20], Lemma 2)
For all z ∈ X 2 , we have
where
holds.
Lemma 2.3. ([20], Lemma 3)(Imbedding Constants
THE STATIONARY SOLUTION
We use Newton's method to get an approximate solution (û N ,v N ) ∈ X N × X N of (1.2) and a verification method to prove the existence of the stationary solution (u * , v * ) of (1.2) near (û N ,v N ). The method is similar to [1] . In [1] , the authors considered the solution in two dimensional case. Here we prove the existence in one dimensional case, which is much more simple. Therefore, we omit the full process here. However, for the completeness of the paper, we outline the verification method here.
Setũ
Thenw = (ũ,ṽ) becomes the solution of the fixed point equatioñ
Now if we enclose a fixed point of F , then a solution of (1.2) can be enclosed by w * = (u * , v * ), u * =û N +ũ and v * =v N +ṽ. Define the Newton-like operator
is the Fréchet derivative of F at 0 and suppose that the restriction to X N × X N of the operator
Then we have the equivalence relatioñ
Thus, if there exists a non-empty, closed, convex and bounded set W ⊂ X 1 × X 1 such that T (W ) ⊂ W , then by Schauder's fixed point theorem, there exists a solutionw ∈ W ofw = T (w), i.e.w = F (w). We use a computer to find W .
On a computer, we construct several sets:
for positive candidate constants α 1 , α 2 , β 1 , β 2 , where X ⊥ N represents the orthogonal complement of X N in X 1 . We search some situable constants α 1 , α 2 , β 1 , β 2 such that
Then we verify the existence of the solution in the set
EIGENVALUE EXCLUDING SCHEME
After the preparation in those previous sections, we introduce a computer-assisted method that excluding the eigenvalues for the operator linearized at the verified solution in section 3. If the eigenvalues are not in the left half plane, then the verified solution is linearized stable. We will see in this section that our method only works for one dimensional case, since the lack of imbedding
But if we extend our theory to X 2 × X 2 space, then it works for both one-dimensional and two dimensional case. However, it is more complicate and sometimes the results in
4.1. Eigenvalue excluding theorem. First we consider the eigenvalue problem for the operator linearized at the approximate solution
Let µ ∈ C be a given candidate excluding point which is suspected that no eigenvalue of Eq. (4.1) is close to µ.
If u, v ∈ X 1 holds, then we observe that
Then the equations (4.1) can be rewritten aŝ
Next we have the eigenvalue excluding theorem.
Theorem 4.1. Suppose thatL has an inverseL
then there is no eigenvalueλ of Eq. (4.1) in the disk given by |λ − µ| < 1
holds, we obtain, for all φ ∈ X 0 ,
that is,
Therefore, (4.3) becomes
2. Direct computation of upper bound forL −1 . From Theorem 4.1, if we have the information ofM µ for some candidate points µ, that is, the upper bound forL −1 , then eigenvalue excluding can be executed. This is our subject in this subsection.
For 0 ≤ i, j ≤ N , let
It is clear that D and A are diagonal matrices, therefore, there exist diagonal matrices D
where · E is the Euclidian norm for a matrix. Next we make an assumption:
Then we obtain an estimation forM µ .
Theorem 4.3. Under Assumption 4.2, ifL is invertible and
holds, thenM µ > 0 can be taken aŝ
We rewrite w = Jw as P w = P Jw, (I − P )w = (I − P )Jw.
Then for the finite dimensional part, for all φ 1,N , φ 2,N ∈ X N , we get
So we obtain
(4.5)
By setting
(4.5) can be written as
therefore, we get
It is easily seen that
Therefore, under Assumption 4.2, we have
(4.7)
And we know that
Substituting (4.6) and (4.7) into (4.8), we get
And also substituting (4.9) into (4.6) and (4.7), we have
Then, we obtain
holds, that is,
3. Invertibility ofL. In Theorem 4.3, there is an assumption thatL is invertible. Similarly to [6] , instead of giving some invertible criterion forL like [15] , we prove that when κ 1 < 1,L is invertible. In [6] , the authors prove the index of a Fredholm operator is 0. However, it needs to get the index of some compact operator is 0. Sometimes, it is not easy to approach. Here we prove the bijective ofL a little differently. We recall a Riesz lemma.
Lemma 4.4. ([18], Theorem 2.25) Suppose
X is a normed vector space, X 0 is a closed linear subspace of X and X 0 = X, then for 0 < ǫ < 1, there exists y ∈ X such that y = 1 and
Now we show the connection between injection and surjection ofL. Here some similar technique in [2] is used.
, that is,L is injective, and also R(L) = X 1 = X 0 holds, we have
Then by Lemma 4.4, there exists y
It is easily seen thatLy n −Ly
This is a contradiction with L −1 is compact. ✷ Thus, wheneverL is injective,L is surjective. In order to obtainL is injective, an inequality is required. 
By the same calculation in Theorem 4.3, we have
Now we show the invertibility ofL.
Theorem 4.7. Under the same assumption in Lemma 4.6, the inverse ofL exists
From Lemma 4.6, we have
Therefore, N (L) = {0} is satisfied. Then from Theorem 4.5, we have
that is,L is bijective. The proof is complete. 
The eigenvalue λ of the equation (1.3) can be written as
Therefore, we have some estimation for the real part and the imaginary part of λ as follows,
And also we get
It is clear that if λ is an eigenvalue of problem (1.3), thenλ ( the conjugate number of λ) is also an eigenvalue of problem (1.3), therefore, from (4.10), we have
And thus, the eigenvalues of problem (1.3) are in the domain
In application, we do eigenvalue excluding in the domain
Remark 4.8. Recall that f and g here are polynomial functionals with respect to u and v. Thus, by using the imbedding constant from L ∞ (Ω) to H 1 (Ω) and the verification results, we can fix C λ here. We will explain how to do that in Section 5.
Same as the proof of Theorem 4.1, we have the following theorem. 
Hence, if we set
Remark 4.10. Same reason as Remark 4.8, ς above can be fixed. We will also explain it in Section 5.
And therefore, we obtain 14) where
Thus, in a computer, we construct some disks given by λ ∈ ℜ |λ − µ| < 1 M µ for some candidate points µ in the domain (4.12), then there is no eigenvalue in an area which is formed by those disks. If the parts in the left half plane of the domain (4.12) are contained in the area, then the verified solution is stable.
NUMERICAL RESULTS
In this section we apply our method to Schnakenberg model:
Then the steady stationary solution of (1.1) becomes u = a + b and v = b (a + b) 2 . According to (2.35) in [8] , Turing instability could be observed only if a, b, d satisfy the following conditions:
(5.1)
Now we prove f, g satisfy Assumption 4.2. Recall that
hold. Thus, if we set
then f, g satisfy Assumption 4.2.
In the following, we explain how to get C λ in (4.12) and ζ in (4.14). Recall that the solution w * = (u * , v * ) of (1.2) can be enclosed as u * =û N +ũ and v * =v N +ṽ, wherẽ u,ṽ are the residual part ofû N andv N respectively. From the method in Section 3, we get the norm estimation ũ H 1 (Ω) ≤ α 1 + α 2 and ṽ H 1 (Ω) ≤ β 1 + β 2 .
Notice that
And
hold, thus, ζ := max{ζ 1 , ζ 2 }. Then we made use of an interval arithmetic based on the interval library( [17] ) to avoid the effects of rounding errors in the floating-point computations. The computations were carried out on a SONY VPCZ11AFJ(Intel(R) Core(TM) i5 M520 2.40GHz) using Matlab(Ver.7.5.0). We apply our method to an example with some parameters satisfying (5.1) and get some numerical results. Here, a = 0.1, b = 0.9, d = 30, γ = 20, Ω = (0, 1) and N = 200 are adopted. Then the steady stationary solution becomes u = 1 and v = 0.9. Now we choose initial value as u = 1 − cos(πx) and v = 0.9 + cos(πx). By using Newton's method, we have an approximate solution in Figure 1 . From the verification method, we get the verification results for the stationary solution in Table 1 . 
