ABSTRACT: River runoff is highly nonlinear as affected by the combination of climate, underlying surface condition, etc. Prediction of runoff may guide engineering design, construction and operation. Statistical Learning Theory (SLT) studies the rules of machine learning with finite samples. Support Vector Machine (SVM) is a new machine learning method based on Statistical Learning Theory. It is a solution for the highly nonlinear classification and regression in sample space. Map the one-dimensional runoff series input space of one hydrologic station of the Yellow River onto high-dimensional input space. Then calculate the embedding dimension of runoff time series and reconstruct runoff series into three-dimensional phase space. Using radial base kernel function to learn from 83 training samples through grid search method and optimize model parameters to establish the Least Square Support Vector Machine (LSSVM) prediction model of river runoff. Fitting mean-square error of the model is 0.0148. Prediction mean-square error of the model on 20 samples is 0.0120, a correlation coefficient of 0.975 between predicted and measured values. The result shows that the generalization ability of LSSVM model is high and the prediction result is satisfactory..
INTRODUCTION
As affected by the combination of climate and underlying surface, such as landform, soil, vegetation and human activities, river runoff alternates between high-water period and low-water period. River runoff is mostly affected by climate. Underlying surface controls the transformation from precipitation to runoff by influencing evapotranspiration, infiltration and converging, thus governing the redistribution process of precipitation. Underlying surface factors such as vegetation and soil are closely related to climate as well. Therefore, variation in river runoff is bound up to global climate change. Global warming and sunspot activity in recent years have greatly impacted the pattern of river runoff. As economies are growing, human activities (e.g. large reservoir storage, trans-basin diversion, water-soil conservation and other development, utilization, treatment and configuration initiatives), various social & economic and environmental elements also have a growing influence on river runoff. River runoff shows quasi-periodicity and nonlinearity. With respect to nonlinearity, Neural Network, Chaos Theory, etc. are widely used. However, since Neural Network algorithm uses Empirical Risk Minimization Principle and it is prone to local optimum, the field application of Neural Network is limited. Conventional Time Series Prediction and Neural Network are both based on statistics. Conventional statistics studies the Asymptotic Theory when the number samples tends to infinity. Since in reality the number of samples is limited, some learning and prediction methods excellent in theory are not ideal in field application. Statistical Learning Theory (SLT) is a theory that studies the rules of machine learning with finite samples. Vapnik (Vapnik 1995) and other scholars started the study in 1960s to 1970s. The theory has developed and matured through mid-1990s. On the other hand, other learning methods, such as Neural Network, are lack of substantial progress. Therefore, SLT has become an increasingly appreciated theory (Nello & John 2000, Shevade et al. 2000) .
LEAST SQUARE SUPPORT VECTOR MACHINE
Support Vector Machine (SVM) is a new machine learning method proposed by V. Vapnik and his team of AT&T's Bell Labs based on SLT. SLT is a theory that studies the rules of machine learning with finite samples. SLT not only considers requirements on generalization ability, but also pursues the optimal result with limited information. It is a new theory in the field of machine learning and is currently the best theory for small sample statistical estimation and prediction learning. SLT studies the prerequisites of Empirical Risk Minimization Principle, the relationship between empirical risk and expected risk of limited sample, and how to use these theories to find out new learning principles and methods in a systematic way (Deng & TIAN 2004) . SLT solves the issues of model selection and overfitting, nonlinearity and curse of dimensionality, local minimum, etc. to a great extent, establishing a favorable theoretical framework for small sample machine learning issues. Currently SVM has been successfully used in a number of research applications. SVM prediction, i.e. Support Vector Regression (SVR), is based on the concept of mapping data onto high-dimensional feature space through nonlinear mapping and proceeding with linear regression in this space.
Least Square Support Vector Machine (LSSVM) is an algorithm developed from Standard SVM (S-SVM). Loss function is defined as error square sum, which is obtained by converting inequality constraints to equality constraints in S-SVM algorithm. LSSVM reduces computational complexity and improves convergence rate by solving a group of linear equations instead of the quadratic programming in S-SVM. LSSVM only needs to determine the shape parameter and penalty parameter without selecting the value of insensitive loss function. The fundamental of SVR is mapping input space onto high-dimensional feature space through nonlinear mapping and proceeding with linear regression in the high-dimensional space. For nonlinear regression, establish training sample as
, and the nonlinear regression function is:
S-SVM uses ε insensitive loss function and LSSVM defines loss function as quadratic item with an error of i e . According to Structural Risk Minimization Principle, LSSVM risk function is:
Then the original optimization issue can be written as: 
Constraint being: Solve equation (7) to obtain α and b, and the solution of the nonlinear regression function is: 
SELECTION OF OPTIMAL PARAMETERS FOR LSSVM MODELING

L
. The average error of these k errors shall be:
(5) Repeat step 2 through 4 for T times to obtain
The average error of T cycles shall be:
Equation (11) is the estimation of modeling error, i.e. k-fold CV error. Grid Search Method For parameters to be optimized, apply grid in the available given interval and calculate objective function value on the grid. Select the corresponding parameter of objective function that satisfies optimal property of modeling function as optimal parameter. For the LS-SVM model in this article, give the initial value for γ and σ . Then divide the range corresponding to these two parameters into 10 equal parts, i.e. a 10×10 grid. Calculate the value of error on each grid node with CV method. Use the value of error as the objective function of the corresponding node. Draw a contour line for each error value of the 10×10 grid and solve γ and σ of the satisfactory contour line as optimal parameters.
LSSVM RUNOFF TIME SERIES PREDICTION
Model Input/Output Prediction of time series assumes that the future time series can be predicted based on past time series. Runoff time series prediction model is to find out the nonlinear function between past time series and future time series. Use the monthly runoff data of one hydrologic station of the Yellow River main stream and reconstruction theory to reconstruct chaotic time series into a low order nonlinear dynamics system. Determine the embedding dimension of chaotic time series to reconstruct phase space. The reconstruction theory of state-space expands the vector of input space onto high-dimensional space, so as to extract the information and rule residing within the system. Calculated embedding dimension is 3 and there are 103 samples in the reconstructed state-space, as shown below:
Reconstruct the multi-dimensional state-space of runoff chaotic series to for learning sample series. Then utilize SLT's LSSVM to construct prediction model for the forecast of runoff. Use monthly runoff of the first three months, Mean-square error of prediction samples is 0.0120. Minimum relative error is 0.57% and maximum relative error is 19.06%, average value being 8.97%. In mathematics, inner product can be used to indicate the similarity between two vectors and kernel function is used to describe the similarity between two vectors in feature space. Therefore, SVR can be seen as an algorithm for similarity issues. The correlation coefficient between the predicted and measure values of the 20 prediction samples is 0.975, indicating strong relevance. Therefore, LSSVM model has good performance in river runoff predication, and its generalization ability is high. Computing speed of LSSVM model is fast and it shows favorable results in both fitting and predicting. LSSVM is a feasible prediction method. Forecast the 20 prediction samples with trained LSSVM model. Forecast results are shown in Table  1 . The results show that prediction value coincides with actual value well.
SUMMARY
To forecast runoff, a 3-input & 1-output SVM predication model is established. SVM algorithm realizes structural risk minimization. It seeks for a medium solution between model complexity and learning ability based on limited samples, ensuring better generalization ability. The method features high predication accuracy and generalization ability with small training samples. The predication result shows that the runoff time series prediction model of LSSVM has high predication accuracy, providing a new method for runoff forecast. 
