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Fakulteta za računalnǐstvo in informatiko
Anže Luzar
Pregled razmestitvenih možnosti za
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Povzetek
Naslov: Pregled razmestitvenih možnosti za funkcije kot storitve v oblaku
Avtor: Anže Luzar
Razvijalcem in IT delavcem, ki delajo samostojno in na manǰsih projek-
tih, orodja za avtomatizacijo in orkestracijo ne predstavljajo tako ključne
poslovne vrednosti, kakor velikim podjetjem in korporacijam, ki omenjena
orodja uporabljajo za selitev in razmestitev aplikacij v oblaku. Razvijalci si
želijo neodvisnosti od platforme, ponudniki storitev v oblaku pa v prvi vr-
sti zagotavljajo le kompatibilnost znotraj lastnih storitev, kar podjetje lahko
omejuje, v kolikor želi zamenjati ponudnika ali del svojih storitev prestaviti v
drug oblak. Zato podjetja ǐsčejo združljivost v samih razmestitvenih orodjih,
ki pa rešujejo različne težave in pogosto ne podpirajo orkestracije na različne
ponudnike. Z izbiro orkestratorja in orodij za orkestracijo si podjetja določijo
tudi prednosti in slabosti njihovega procesa orkestracije. Na podoben primer
sem naletel sam pri uporabi oblaka Microsoft Azure. Ker trenutno ni opaziti
nekih presekov med podporo orkestracije in avtomatizacije in oblačnih stori-
tev, želim v tej diplomski nalogi te odločitve olaǰsati s primerjavo teh orodij
in odločitev prikazati na primeru uporabe. Rešitev obsega podporo za raz-
mestitev Microsoft Azure Functions aplikacij v okolju FaaS ter demonstracijo
izvajanja na odprtokodnem orkestratorju.
Ključne besede: DevOps, orkestracija, avtomatizacija.

Abstract
Title: Orchestration options for Function as a Service in a Cloud Environ-
ment
Author: Anže Luzar
IT Automation and orchestration tools usually don’t carry a big business
value for the developers that are working on smaller projects. However, for
the big companies and corporations they are of great significance, bringing
the abilities to migrate and orchestrate applications in cloud infrastructures.
What matters for the developers is to be independent from the platform,
whereas numerous cloud providers principally provide just the compatibility
between their own services, resulting in problems that arise when the com-
pany wants to replace its current cloud provider. Therefore companies seek
for compatibility within the orchestration tools that solve issues but they of-
ten don’t fully cover the orchestration on different cloud providers. Currently
there is no evident intersection between the orchestration or automation sup-
port and the cloud services. I set a goal to examine these tools to make the
decision easier and show the usage of the selected tools. The solution found
in this thesis encompasses the developed support for the orchestration of
applications using Microsoft Azure functions in FaaS environments and the
demonstration of execution on and open-source orchestrator.




V sodobnem računalnǐstvu je prisotnih veliko dobrih praks razvoja in upra-
vljanja s programsko ali strojno opremo. Trenutno je posebej priljubljen pri-
stop DevOps, ki v kombinaciji z vseprisotnimi oblačnimi storitvami doživlja
razcvet in se je uveljavil kot ena od glavnih praks pri razvoju aplikacij. Z
njim povezana procesa avtomatizacije in orkestracije sta razvijalcem utrla
nove poti, ki so se še pred kratkim zdele skrite in omogočila, da podjetja pri
tako želeni dostavi svojih rešitev do strank lažje zadihajo.
Orodja za avtomatizacijo in orkestracijo v očeh navadnih smrtnikov pogo-
sto ne predstavljajo ključnega dejavnika, saj ti ne opazijo direktnega vpliva
na njihov vsakdan, čeprav je ta zelo velik. Avtomatizacija je danes podobno
ključnega pomena kot je to optimizacija podjetja, ki proizvaja izdelke in jih
mora s posebno logistiko spraviti do strank. Na drugi strani so ta orodja
že skoraj obvezna za vsa večja podjetja, ki se ukvarjajo z IT tehnologijo,
za katere pa velik izziv predstavlja izbira teh orodij, saj se zavedajo, da je
za pravo odločitev potrebno upoštevati omejitve in dejstvo, da vsa orodja
niso primerna za vse možne načine uporabe. Z določitvijo nekega orodja
za uporabo poleg vseh prednosti izberemo tudi vse slabosti, ki lahko po-
membno vplivajo na kasneǰso uporabo. Če smo namreč dobro izbrali lahko
taista orodja uporabimo tudi na drugih področjih kot je bilo sprva mǐsljeno
in njihovo uporabo razširimo na ostala področja v podjetju kot npr. za av-
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tomatsko pripravo plač, medtem, ko pa napaka pri izbiri teh orodij lahko
pomeni izgubo časa in denarja.
Organizacije svoje storitve in aplikacije danes pogosto selijo v oblak, kajti
na ta način jim ni potrebno skrbeti za postavitev ustrezne infrastrukture,
prav tako pa s tem dobijo paleto raznolikih možnosti in prednosti v fleksibil-
nosti, skalabilnosti in varnosti aplikacij. Te selitve se velikokrat poslužujejo
z uporabo razmestitvenih orodij oz. orkestratorjev. Za ponudnike oblačnih
storitev je pogosto pomembna le kompatibilnost s lastnimi storitvami, ne pa
tudi usklajenost z drugimi platformami, saj si želijo, da bi uporabniki v osnovi
ostali izključno na njihovih platformah, zato ta odgovornost lahko pade na
orkestratorje in ostala orodja, ki se ne rešijo nujno vseh stvari, ampak si z
njimi lahko pomembno pomagamo pri težavah tega tipa. Za podjetja to lahko
predstavlja problem, saj včasih zaradi različnih razlogov kot je npr. želja po
tem, da se ugodi stranki in, da se storitev ponudi na oblačnih platformah
in pri ponudnikih, ki strankam bolj ustrezajo, želijo zamenjati ponudnika in
svojo avtomatizirano rešitev orkestrirati na drug oblak. S tem problemom
smo se srečali tudi mi, ko smo iskali primerna orodja, ki bi omogočala neod-
visnost od platforme, hkrati pa bi za seboj imela uveljavljen trden standard,
ki bi zagotavljal zanesljivost in trajnost teh orodij.
Za večja podjetja je čas ključnega pomena, zato z odločitvami ne morejo
preveč odlašati. Zanje bi dilemo katero orodje za orkestracijo izbrati lahko
rešil že temeljit pregled in osnovni poskus uporabe teh orodij, na mestu pa
bi bila tudi primerjava atributov in zmogljivosti, iz česar bi bilo možno pre-
gledati, kaj podjetje za svoje namene uporabe potrebuje. S tem bi podjetja
pridobila ključna znanja in bi sama znala razvrstiti ta orodja v sebi primerne
kategorije.
Zaradi porasta uporabe oblačnih platform raste tudi uporaba čisto pra-
vih programskih funkcij v oblaku, ki lahko predstavljajo okolje funkcije kot
storitve (angl Function as a Service, FaaS), katerega se dotaknem tudi v tej
diplomski nalogi. Ta del je možno učinkovito avtomatizirati in uporabiti
pri orkestraciji, vendar ko pogledamo podporo različnih oblačnih storitev za
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orkestracijo in avtomatizacijo, opazimo, da ni nekega vidnega preseka oz.
orodja, ki bi nudil podporo za vse ponudnike in s tem neodvisnost od plat-
forme. V tej diplomski nalogi zato najprej v 2. poglavju definiram pojme za
nadaljnje razumevanje kot so DevOps, avtomatizacija in orkestracija, nato
pa v 3. poglavju naredim pregled in primerjavo orodij za avtomatizacijo
in orkestracijo, kar uporabim v poglavju 4, kjer si izberem primerna orodja
in razvijem potreben modul za avtomatizacijo funkcij v okolju FaaS znotraj
oblaka Microsoft Azure, ki ga kasneje v 5. poglavju uporabim pri orkestraciji
z odprtokodnim orkestratorjem, čemur sledi pregled rezultatov in oblikovanje




Naslednje poglavje zajema predstavitev osnovnih pojmov in principov, ki so
ključni za nadaljnje razumevanje. Tako v se v tem poglavju dotaknem same
DevOps prakse in z njo povezanega razvoja aplikacij, podana pa je tudi širša
predstavitev avtomatizacije in orkestracije kot dveh samostojnih procesov.
Proti koncu poglavja se osredotočim na glavni problem te diplomske naloge
in si zastavim pot, ki me bo vodila do želene rešitve in rezultatov
2.1 DevOps in DevSecOps
Developments(razvoj) and Operations(operacija) ali kraǰse DevOps je pri-
stop v informacijski tehnologiji, ki v ospredje postavi komunikacijo in sode-
lovanje med razvijalci programske opreme in ostalimi strokovnjaki s področja
IT in se uporablja predvsem pri avtomatiziranem uvajanju programskih spre-
memb in sprememb na področju infrastrukture [20].
Gre za neke vrste ”delovno kulturo”, saj ta omogoči bolǰse komuniciranje
med različnimi IT področji podjetja [46]. DevOps je zanimiv iz tega vidika,
da zadeva dve področji računalnǐstva v podjetju, v osnovi pa kot predstav-
nike štejemo sistemske administratorje, razvijalce programske opreme in vse
ostale, ki so odgovorni za kakovost te programske opreme, med katerimi se
pogosto zgodi prelaganje odgovornosti, kar pa je negativno in vodi v po-
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dalǰsanje časa razvoja [61].
Izraz se je pojavil leta 2009 kot nova filozofija, ki je ponujala nov pogled na
razvoj programske opreme, kjer bi različni IT strokovnjaki aktivno sodelovali,
saj ja za tem ideja, da bi šla razvoj in delovanje programske opreme z roko v
roki. Glavni cilj tega pristopa je bil, da bi z njeno uporabo organizacije lahko
še hitreje ustvarjale in posodabljale svoje programske izdelke in storitve [19].
Na začetku se je gibanje DevOps bolj prijelo pri mlaǰsih in novoustanovljenih
podjetjih, kasneje pa se je razširil na vse konce sveta. Zamisel o tem pristopu
je dobil Patrick Debois, ki je bil eden izmed največjih navdušencev agilnih
metodologij. Model DevOps tako izhaja iz agilne metodologije, katere cilj
je usklajenost ekipe razvijalcev programske opreme in operativnih skupin z
namenom, da se izbolǰsajo izdelki v vseh fazah življenjskega cikla program-
ske opreme (razvoj, testiranje, uvajanje, delovanje). Ob tem pa se želi doseči
hiter in zanesljiv razvoj, nizke stroške in malo tveganj, kar za podjetja lahko
prestavlja pomembno konkurenčno prednost [46]. DevOps je prav tako po-
vezan s poslovnimi procesi, saj si prizadeva za njihovo optimizacijo, pri tem
pa poudarja, da se to lahko doseže z uporabo procesov CI/CD neprekinjene
integracije in neprekinjenega nameščanja [68].
DevOps predstavlja intelektualen pristop, ki zagovarja združevanje dveh
navadno ločenih taborov. To so razvijalci in ekipa za podporo operativ-
nemu delovanju informacijskih tehnologij, ki se razhajajo v tem, da prve
vodi želja po spremembah, drugi pa si prizadevajo za stabilnost produktov,
ki jih ponudijo strankam, saj si ti želijo varnosti in zanesljivosti. Vsaka nova
funkcionalnost, ki jo razvijalec doda lahko ogrozi cilje operativne ekipe, saj
lahko to zahteva prilagajanje infrastrukture [36].
DevOps uporablja orodja namenjena predvsem podjetjem s področja in-
formacijske tehnologije. Ta filozofija poudarja avtomatizacijo, standardiza-
cijo in aktivneǰsi odnos vseh vpletenih. Tako kot vsaka stvar pa ima tudi
DevOps nekatere vidne prednosti in pomanjkljivosti [46].
Glavne pozitivne strani tega pristopa so tako predvsem:
• avtomatizacija in s tem zmanǰsanje tveganj za napake človeka,
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• poenostavitev in pospešitev razvoja končnih izdelkov,
• hitra povratna informacija od uporabnikov.
Najpogosteǰsi negativni vidiki pa so:
• morebitno opuščanje predhodnih uspešnih praks, saj mnogi menijo, da
so te zastarele,
• včasih se pozabi upoštevati posebnosti kolektiva, saj za nekatere sku-
pine ta pristop morda ni ustrezen.
V današnjem računalnǐstvu se vse bolj kaže to, da ob vsem razvoju in
vzpostavitvi storitev ne smemo pozabiti na varnost (angl. security). Če
želimo izkoristiti agilnost in vse prednosti prakse DevOps ter razviti celovito
rešitev, je potrebno, da ima slednja tudi integrirano IT varnost. Z dodatkom
varnosti tako dobimo nov sestavljen pojem, ki se glasi DevSecOps, kar je
okraǰsava za DEVelopment-and-SECurity-OPerationS [13].
V preteklosti je bila varnost naloga posebne izolirane ekipe, ki je za to
poskrbela ob zaključku razvoja aplikacije. Takrat to ni pomenilo večjih težav,
saj so razvojni cikli trajali tudi po več mesecev ali let. Danes so v modernem
razvoju ti cikli veliko kraǰsi in jih merimo v dnevih ali tednih, kar je tudi ena
od zahtev DevOps prakse, a še tako dobri vplivi brez zagotovljene varnosti
izzvenijo [51]. V kolikor je tako prǐslo do vdorov in napadov, je breme krivde
padlo na operativno ekipo in s tem na inženirje, saj so bili razvijalci po večini
nedotakljivi že s tem, ko so opravili svojo glavno nalogo, da aplikacija dela
tisto, za kar je bila načrtovana. Vse to je vodilo k nameri, da bi se varnostno
preverjanje programske opreme izvajalo znotraj razvojnega cikla in to že v
zgodnjih fazah razvoja, saj avtentikacija in šifriranje na koncu nista bila več
dovolj [13].
Kultura DevOps je s priključitvijo varnostne ekipe k razvoju doživela
metamorfozo in se preoblikovala v DevSevOps, ki ima vgrajeno tudi varnost
in poudari to, da se že od samega začetka infrastrukturo aplikacije zasnuje
z varnostnega vidika. S tem se oblikuje zahteva po tem, da razvijalci med
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programiranjem upoštevajo varnost in uporabljajo dobre prakse varnostnih
mehanizmov ter svoje rešitve delijo z varnostno ekipo, ki jih usmerja in jim
svetuje, kakšne grožnje bi lahko prežale na zasnovan sistem. Včasih je za
dobro sodelovanje med ekipama potrebno dodatno varnostno izobraževanje
za razvijalce, da ti ponotranjijo varnost [51].
Slika 2.1: Primerjava pristopov DevOps in DevSecOps [13].
Ob vsem tem je potrebno spomniti na to, da je DevOps agilen pristop k
hitremu in učinkovitemu razvoju, kar pomeni, da DevSecOps tega ne sme kar
preskočiti. Z varnostnimi testiranji znotraj razvojnih ciklov bi lahko prǐslo
do zakasnitev, zato je pomembno, da so varnostna testiranja kar se da avto-
matizirana in, da ne preprečuje ali upočasnjuje razvoja. Za učinkovito zago-
tavljanje tega obstajajo posebna DevSecOps orodja. Avtomatiziran pristop
DevSecOps se danes pogosto dosega ob pomoči orodij neprekinjene integra-
cije in namestitve (orodja CI/CD) in z implementacijo v obliki mikrostoritev
zapakiranih v kontejnerje [51].
2.2 Avtomatizacija
Avtomatizacija je oblika tehnologije, kjer za proces ali proceduro, ki se izvaja
ni potrebna človeška prisotnost oz. je človek prisoten le minimalno [5]. Kot
pojem izvira iz področja industrije še iz časa Henryja Forda, ko so v tovarni
Ford naredili prvi tekoči trak. Takrat se je avtomatizacija nanašala predvsem
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na uporabo strojev, ki so opravljali ponavljajoče se naloge [48].
V zadnjem času se avtomatizacija pospešeno uporablja tudi v
računalnǐstvu. Če se torej osredotočimo na IT avtomatizacijo gre tu pred-
vsem za uporabo orodij za avtomatizacijo pri procesih in nalogah, ki so po-
vezane z nameščanjem aplikacij in integracijo, vse bolj pa v ospredje prihaja
tudi avtomatizacija v oblačnih storitvah. V osnovi se avtomatizacija nanaša
majhno enoto oz. na eno samo nalogo, ki se jo avtomatizira in se v tem
bistveno razlikuje od orkestracije, ki se nanaša na razvrščanje skupine na-
log [34].
Avtomatizacija ponuja zelo veliko, saj se njene zmožnosti raztezajo od
specifičnih tehnologij kot so kontejnerji, pa vse do različnih pristopov kot je
npr. DevOps, zaslediti pa jo je možno v računalnǐstvu v oblaku, pri uporabi
v robnih napravah, v varnostnih mehanizmih, testiranju in nadzoru delovanja
aplikacij [18].
Glavna področja, kjer se IT avtomatizacija danes uporablja so:




• varnost in doseganje skladnosti.
Dandanes smo priča modernim IT okoljem, ki so zahtevna, ker jih se-
stavljajo mnoge kompleksne komponente – tako strojne kot programske. IT
podjetja in podjetja z IT oddelki tako vse bolj prisegajo na avtomatizacijo
procesov, upravljanja, nadzora in vzdrževanja z namenom, da ne izgubijo
nadzora na svojo infrastrukturo in stroški, hkrati pa lahko z avtomatizacijo
prihranijo veliko časa in se tako osredotočijo na zagotavljanje novih funkcio-
nalnosti za svoje uporabnike. Vsaka avtomatizacija se mora začeti s ciljem,
ki določa, kaj sploh bomo avtomatizirali. Pomemben del avtomatizacije, ki
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pomaga zmanǰsati napake pa je standardizacija poslovnih procesov, saj le z
dobro definiranimi procesi brez napak lahko v celoti izkoristimo prednosti
avtomatiziranega IT okolja. Glavne prednosti, ki jih ponuja avtomatizacija
podjetjem in razvijalcem so vǐsja kakovost storitev, saj nam avtomatiza-
cija omogoči narediti stvari hitreje in bolje tudi v primeru, ko se zahteve
za storitve pogosto spreminjajo. Druga prednost je prihranek časa in virov,
saj se lahko IT skupina nato usmeri k razvijanju novih storitev, ki dejan-
sko prinesejo dobiček. Pomembno je omeniti tudi, da se lahko z uporabo
avtomatizacije nadejamo večje varnosti in zakonske skladnosti, saj lahko za-
gotovimo doslednost izvajanja varnostne politike. Z avtomatizacijo se ne
moremo povsem izogniti napakam, a standardizirani in avtomatizirani pro-
cesi vseeno ponujajo manj skrbi, saj po mnogo ponovitvah neke operacije
aplikacija lahko še vedno deluje povsem enako kot prej. Poleg vsega tega pa
ne smemo pozabiti na ročno delo in manj opravil, ki bi jih sicer ponavljali,
kar pa je spet povezano s prihrankom časa in zmanǰsevanjem napak [6].
Z drugega vidika pa obstajajo tudi določena tveganja in pomanjkljivosti
povezane z avtomatizacijo infrastrukture kot so npr. stroški, kar je v naspro-
tju s splošnim prepričanjem, da avtomatizacija prinaša le prihranek denarja
organizacijam, saj z avtomatizacijo nastanejo stroški zaradi kompleksnosti
okolja, različna orodja za avtomatizacijo pa prav tako zahtevajo investicijo
za poglobljeno uporabo v podjetjih. Tu je še kompleksnost, ki jo avtomati-
zacija prinese, kajti njena uporaba zahteva poznavanje orodja in tehnologije,
kar lahko predstavlja časovni problem ali pa se odraža v potrebi po naje-
tju IT strokovnjakov s področja avtomatizacije, ki lahko znanje prenesejo na
trenutno ekipo. Avtomatizacija za sabo povleče spremembe v implementa-
ciji procesov in potrebuje konstanten nadzor in testiranje pred in po uporabi
zato, da se zagotavlja njeno pravilno delovanje, ki mora biti v skladu s ciljem
razvoja [56].
Avtomatizacija je ključnega pomena za velika podjetja, saj predstavlja
nekakšen vzvod, ki lahko izbolǰsa operativne procese in nudi vpeljavo upo-
rabnih orodij. Avtomatizacija skupaj z orkestracijo predstavlja nov pristop,
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saj se odmika od težnje, da bi se nek organizacijski problem implementiral
kot poseben kos programske opreme, temveč se zato lahko uporabijo že im-
plementirana orodja, kar za podjetja lahko pomeni transformacijo storitev v
podjetju, čemur rečemo tudi avtomatizacija na ravni upravljanja infrastruk-
ture, ki deluje na ta način, da se poenostavi zagotavljanje storitev podjetja z
uporabo teh procesov, saj je na področju IT tehnologije cela zbirka ponovlji-
vih nalog, ki lahko trošijo nepotreben čas, hkrati pa so lahko tudi izhodǐsče
za človeške napake [26].
2.3 Orkestracija
Orkestracija ali natančneje IT orkestracija, tudi razmestitev je avtomatizi-
rana konfiguracija, ki skrbi za nadzor in koordinacijo računalnǐskih sistemov,
aplikacij in storitev ter pomaga pri lažji izvedbi kompleksneǰsih nalog in
skupin nalog. Orkestriranje oziroma razmeščanje z uporabo orkestracijskih
orodij ali orekstratorjev reši problem povezovanja večjega števila avtomati-
ziranih nalog in njihovih konfiguracij na različnih sistemih [51].
Orkestracija predstavlja razporejanje in integracijo nalog. Osredotoča
se na to, kako povezati procese ne glede na tip, pri tem pa ločuje med
združevanjem procesov tehnične narave in poslovnimi procesi [34]. Veliko-
krat orkestracijo srečamo pri virtualizaciji omrežnih funkcij, kjer govorimo
o upravljanju in orkestraciji oz. angleško Management and Orchestration
(MANO) [25].
S pomočjo orkestracije lahko vsak proces predstavimo z delovnim tokom
in ga tako zapakiranega večkrat lahko uporabimo, prav tako pa lahko nato
povezujemo več delovnih tokov oz. podprocesov med sabo v en večji proces
in s tem orkestriramo večje sistem kot npr. celotne oblačne sisteme [48].
Uporaba IT orkestracije lahko za podjetja in razvijalce prestavlja mnoge
prednosti, saj v osnovi pomaga pri poenostavitvi in optimizaciji pogosto
ponavljajočih se procesov, kar dodatno podpira celoten DevOps proces in
prinese hitreǰse nameščanje aplikacij [51].Ne smemo pa pozabiti da uredi-
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tev časovno potratnih nalog z orkestracijo vpliva tudi na prihranek časa in
denarja ter se izraža z bolǰso produktivnostjo razvojnih ekip, prav tako pa
orkestriranje prinese predvidljivost izvedbe ponovljivih avtomatiziranih pro-
cesov in s tem zmanǰsa prostor za (človeške) napake ter ustvari zanesljivo IT
okolje [69].
Po drugi strani pa orkestracija prinaša tudi določene izzive in pomanj-
kljivosti, ki se jih mora podjetja oz. ekipa, ki skuša uporabiti orkestracijo
zavedati. Kljub zmanǰsanju skrbi z razporejanjem nalog je še vedno potrebno
narediti načrt za implementacijo uporabe. Uporaba orkestracije zmanǰsa
možnost za napake, a je ne odpravi, zato lahko že vsaka manǰsa napaka v
procesu orkestracije zelo vpliva na končni rezultat. Orkestracija je tudi izziv
za razvojno ekipo, saj se mora ta prilagoditi in ponotranjiti te procese in
osvojiti uporabo različnih orkestratorjev oz. razmestitvenih orodij in s tem
tudi izbrati primernega glede na njihov namen [37].
Orkestracija predstavlja način s katerim definiramo potek dela (angl. wor-
kflow), ki je sestavljen iz logičnega zaporedja preprostih (avtomatiziranih)
nalog. Te naloge stremijo h določenemu cilju, kar je tudi namen orkestra-
cije. Glede na področja uporabe ločimo več vrst orkestracije, izmed katerih
najbolj izstopajo:
• orkestracija v oblaku (angl. Cloud orchestration),
• orkestracija storitev (angl. Service orchestration) in
• orkestracija izdaj (angl. Release orchestration).
Orkestracijo v oblačnih storitvah običajno uporabljamo za vzpostavitev
virtualnih naprav, za shranjevanje podatkov, za konfiguracijo omrežja, za
postavitev aplikacij in njihovih funkcij, poleg tega pa obstaja pri vsakem po-
nudniku še cela vrsta ostalih storitev. Ta moderen pristop je vsekakor lažji,
saj so morali pred tem to vzpostaviti sistemski administratorji, kasneje pa so
na pomoč priskočila orodja za avtomatizacijo, ki se sedaj uporabljajo v imple-
mentacijah nalog, ki se v nadaljevanju orkestrairajo. Storitvena orkestracija
ima širši pogled in želi vzpostaviti celotno rešitev za dostavo neke popolne
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storitve, kar pomeni, da bi to moralo vključevati vse dele od načrtovanja apli-
kacije pa vse do vzpostavitve v produkcijskem okolju. V resnici je pogosteje
tako, da storitve uporabljajo že taka orodja, ki nudijo različne zmogljivosti
v obliki funkcij znotraj aplikacije tako, da ni potrebno zajeti vseh prvotno
definiranih delov storitve. Značilno je tudi to, da se pri storitvah orkestra-
cija bolj kot na izvajanje osnovnih nalog osredotoča na sledenje stanja teh
nalog, zato včasih izvajanje celo ni vključeno. Tretja je orkestracija za iz-
daje, ki vključuje t.i. ARO orodja (angl. Application Release Orchestration
Tools, ARO), s katerimi dosežemo kombinacijo avtomatizacije za namestitev
aplikacije, cevovodov, upravljanje okolja aplikacije in možnost hitrega kreira-
nja izdaj, s katerimi postopoma izbolǰsujemo kvaliteto naše aplikacije preko
verzioniranja. Ta orodja nam omogočajo, da izdajamo različne verzije naše
aplikacije glede na svoj način razvoja, saj upoštevajo raznolikost ekip po pri-
stopu DevOps in tudi različne medtodologije razvoja programske opreme kot
npr. agilni razvoj po metodologiji Scrum [23].
Kot že prej omenjeno je zelo pomembno, da ločimo avtomatizacijo od
orkestracije, saj se v praksi procesa časih zamenjujeta. Izvajanje posame-
znih nalog, ki so zadolžene za neko operacijo spada pod avtomatizacijo, pri
orkestraciji pa gre za združevanje množice nalog, ki so avtomatizirane, kar
omogoči, da se proces izvede v celoti [48]. Avtomatizacija pomaga naloge
narediti bolj učinkovite z zmanǰsevanjem prisotnosti človeka pri sistemih v
IT industriji, orkestracija pa poveže avtomatizirane procese tako, da se ti
lahko izvajajo samodejno in v nekem logičnem zaporedju [10].
2.4 Razvoj aplikacij
Avtomatizacija in orkestracija s svojimi namerami pomembno vplivata tudi
na razvoj vsakdanjih aplikacij. Nekoč je razvoj aplikacij zajemal drugačne
pristope kot danes in uporabo drugačnih orodij. Te aplikacije niso vključevale
modernih pristopov in tehnologij kot je oblak ali kontejnerizacija. Značilno
arhitekturo aplikacije tu odraža monolit, ki je združeval vse komponente
14 Anže Luzar
aplikacije na enem mestu, poleg tega pa so te aplikacije v večini primerov
močno odvisne od platforme in infrastrukture in nimajo neke abstrakcije po
komponentah, ki bi omogočala, da aplikacija lahko teče povsod. Življenjski
cikel takih aplikacij je po navadi vključeval namestitev aplikacije na lokalnih
strežnikih, kar je bilo povezano tudi s počasno dostavo in testiranjem. Sta-
reǰse aplikacije prav tako niso dajale takšnega poudarka varnostnim mehaniz-
mom in se niso integrirale s principom DevOps, prav tako pa niso vključevale
neprekinjene integracije in dostave [50].
Danes programska oprema in aplikacije postajajo vse bolj zmogljive in
kompleksne. S tem se je spremenila tudi dostava teh aplikacij do upo-
rabnikov, oblikovali pa so se tudi principi razvoja, ki zagotavljajo hitro in
učinkovito izgradnjo robustnih in kompleksnih aplikacij, katere je možno nato
hitro in varno dostaviti v uporabo in jih kasneje po potrebi še razširiti. Te
lahko povzamemo v treh točkah, in sicer:
• aplikacija naj bo razdeljena na manǰse dele,
• aplikacija naj bo načrtovana za razvijalce,
Prvi princip je, da aplikacijo razdelimo na manǰse dele, kar zmanǰsa pritisk
na razvijalce, omogoči lažje in hitreǰse testiranje in tudi lažje spreminjanje
ter popravke pri novih verzijah. Drugi princip se navezuje na to, da bi bil
sistem razvoja in dostave aplikacije orientiran k razvijalcem tako, da bi ti
v tem okolju lažje delali, da bi bila sama koda in arhitektura aplikacije ra-
zumljiveǰsi, pa tudi to, da bi se za učinkovito dostavo uporabljala DevOps
orodja. Bistvo tretjega principa je, da komunikacija med deli aplikacije po-
teka preko omrežja in ne preko nekega notranjega medpomnilnika, kar godi
razdeljenim razvojnim ekipam, pospeši namestitev aplikacije in jo kot tako
naredi bolj robustno. Vsi ti principi sledijo modernemu načinu razvoja apli-
kacij in s tem trendom kot so pristop DevOps, neprekinjena dostava aplikacij,
uporaba kontejnerjev (npr. Docker, LXC, Vagrant) in orkestracijskih ogro-
dij zanje (npr. Kubernetes), uporaba mikrostoritev itd. Moderne aplikacije
poleg vsega naštetega definira to, da podpirajo več različnih odjemalcev in
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da za dostop do podatkov uporabljajo aplikacijski programski vmesnik (angl.
Application Program Interface, API) s protokolom HTTPS. Podatki so na
voljo v berljivem formatu kot je npr. JSON, za samo implementacijo aplika-
cije pa se uporablja moderen sklad s priljubljenimi programskimi jeziki kot
so Java, Python, Node, Ruby, PHP, Go itn., kar razvijalcem nudi lažji razvoj
aplikacij [64].
Za moderen razvoj aplikacij je značilen tudi premik v oblačne storitve in
oblačna orkestracija. S tem, ko npr. spletno aplikacijo prestavimo v oblak
postane oblačna aplikacija. Taka aplikacija gostuje v oblaku oz. na multi-
pliciranih strežnikih v podatkovnem centru ponudnika oblačne storitve. Za
aplikacije v oblaku je značilno, da so skalabilne, neprekinjeno dostopne, da za
vse uporabnike trenutno obstaja ena delujoča verzija. Moderne oblačne apli-
kacije imajo podporo za virtualne naprave, saj lahko njihovo infrastrukturo
velikokrat postavimo tja. Primeri teh virualizacijskih oblačnih tehnologij so
npr. VMware Cloud foundry, Google apps Engine, Microsoft Azure, App-
cara, Salesforce (Heroku and Force.com), AppFog, Engine Yard, Standing
Cloud, Mendix in še mnogi drugi [2].
2.5 Problemi na področju DevOps
Pristop DevOps lahko skupaj z avtomatizacijo in orkestracijo prinese številne
prednosti. V zadnjem času se vse pogosteje uporablja storitve v oblaku in
opaziti je, da se aplikacije in funkcije, ki so prej delovale na samostojnih
strežnikih selijo v oblak, saj se razvijalci na ta način ne rabijo ukvarjati s
postavitvijo primerne infrastrukture in zanesljivostjo lastnih strežnikov med
delovanjem, prav tako pa odgovornost za kakovost storitve oz. QoS prenesejo
na ponudnika oblačne storitve.
Mnoge razvojne ekipe se danes tako že na začetku razvoja odločijo, da
bodo infrastrukturo aplikacije postavili v oblaku, sama konfiguracija in celo-
ten proces namestitve pa sta dela, kjer do izraza prideta ravno orkestracija in
avtomatizacija. Zdi se, da sta ta procesa z razmahom oblaka postala nepre-
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trgano povezana s postavitvijo, saj prihranita mukotrpno poseganje v oblak
tako, da lahko zakrijeta njegove specifike in razvijalcem, ki z orkestratorjem
poganjajo skripte z avtomatiziranimi nalogami za samo namestitev ni po-
trebno v globino poznati vse kar oblačna storitev nudi, ampak se lahko za
pravilno interpretiranje in uporabo oblačnih funkcij zanesejo na sam orke-
strator. Kljub temu, da je izkušnja za uporabnike, ki nameščajo aplikacije v
oblak prijetneǰsa, pa to ne drži ravno za ljudi, ki se ukvarjajo s postavitvijo
teh aplikacij na različne ponudnike oblačnih storitev.
Slika 2.2: Prikaz povezave orodij za avtomatizacijo in oblačnih storitev.
V trenutnih razmerah lahko za postavitev infrastrukture aplikacije iz-
biramo med nešteto različnimi oblačni platformami, med katerimi izstopajo
Amazon Web Services (AWS), Microsoft Azure, Google Cloud Platform, Ali-
baba Cloud, IBM Cloud, VmWare Cloud, Oracle Cloud in drugi. Te plat-
forme se uporabljajo z istim namenom, a vsaka od njih ima svoje značilnosti
in posebnosti, ki lahko postanejo težava, v kolikor se pojavi potreba po na-
mestitvi neke aplikacije na različne platforme ali pa potreba po tem, da ne-
kateri deli aplikacije tečejo na eni platformi, drugi pa se nahajajo v oblačni
storitvi drugega ponudnika. S tem naletimo tudi na problem, da ni nekega
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primernega in enotnega načina za učinkovito dostavo aplikacij na različne po-
nudnike in to z upoštevanjem relacij med posameznimi deli aplikacije. Lahko
ugotovimo, da v osnovi ne obstaja presek med orodji za orkestracijo oz. av-
tomatizacijo in ponudniki oblačnih storitev, kar je razvidno tudi iz slike 2.2.
Potencial za neodvisnost lahko predstavlja standard OASIS TOSCA, ki je
opisan v nadaljevanju diplomske naloge preko orkestratorjev, ki bi lahko bili
zmožni povezati obe strani in zakriti nezmožnost preseka med množicama.
V osnovi pa bo vedno potrebno upoštevati specifike določenega ponu-
dnika. Tu do izraza pridejo orodja za orkestracijo, ki so zmožna zakriti
posebnosti oblak in različne oblačne storitve za uporabnika predstavijo tako,
da so zanj videti skoraj identične, saj za uporabnika niso potrebne prevelike
spremembe, a še vedno je navadno on tisti, ki doda implementacijo avtoma-
tiziranih nalog preden se loti orkestracije. Po vsem tem lahko sklepamo, da
je neodvisnost od platforme in ponudnika tista, ki je ključna in lahko prinese
poglavitne prednosti v namestitvi aplikacij, orkestracija in avtomatizacija pa
sta tisti, ki lahko razvijalcem dajeta ključno podporo pri teh težavah. Vendar
ko raziskujemo naprej lahko pademo v dilemo, katero orodje za avtomatiza-
cijo sploh uporabiti. Vsa nam zagotavljajo, da so najbolǰsa, a opaziti je
primanjkljaj konstruktivnih primerjav orodij na tem področju. Čeprav izbe-
remo orodje za avtomatizacijo, ki za nas ni tako ustrezno in zahteva določene
prilagoditve pa to še ne predstavlja usodne napake. Še večji vpliv na celo-
tno sliko ima izbira orodja za orkestracijo, saj je dober orkestrator tisti, ki
nam stvari olaǰsa tako, da skrije nepotrebne podrobnosti in nas prepusti
zgolj implementaciji oz. izbiri avtomatiziranih nalog nad katerimi se izvaja.
Razmestitvenih orodij je tako na pretek, a tu se pojavi težava, da nekdo iz
opisov težko razume kaj sploh je orkestrator oz. kaj bi moral ta početi. Nekje
so meje med orodji za avtomatizacijo in tistimi za orkestracijo zabrisane in
tako še otežujejo izbiro. Še večje je tu pomanjkanje primerjav med različnimi
orodji za orkestracijo, prav tako pa nekateri niso prepričani, ali naj uporabijo
orodje, ki poleg lastnih značilnosti s seboj prinese še standard s katerim je
kompatibilno, saj se lahko nekdo ustraši, da bo v tem primeru porabil še več
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časa, ker bo moral poleg orodja podrobno razumeti tudi standard za njim.
Ko se nekdo prebije čez vse te odločitve opisane pred tem pa ga lahko do-
leti težava, da izbrano orodje za avtomatizacijo ne podpira v celoti naloge,
ki si jo je zamislil. V tem primeru razvijalec morda želi ta modul razviti,
ampak ga skrbi to, ali ga bo razvil pravilno in koliko časa bo trajalo, da bo
modul uradno potrjen. Tako, da se lahko v tem primeru zaradi pomanjkanja
informacij morda celo usmeri stran od izbire primernega avtomatizacijskega
orodja in začne iskati, če ta modul podpira kakšno drugo orodje. Če je v
tem primeru predhodno izbral tudi že svoj orkestrator se zna zgoditi, da ta
ne bo več kompatibilen z novo izbranim orodjem za orkestracijo, saj so or-
kestratorji v veliko primerih vezani na določeno orodje za avtomatizacijo in
vse to lahko dodatno otežuje proces razvoja in ovira napredek. Ker so se mi
vsi omenjeni problemi zdeli zanimivi in zelo aktualni, pa tudi zato, ker sem
se pri delu sam srečal z njimi, sem si nadaljevanju diplomske naloge zastavil
cilj, da bi pregledal različna orodja za avtomatizacijo in naredil primerjavo
ter morda izvedel, katero od njih je najbolj primerno za nek zastavljen cilj.
Še bolj me je zanimalo, kako je z orodji za orkestracijo in kakšni so standardi
na tem področju. Želel sem narediti primerjavo orkestratorjev, ki bi prǐsla
prav nekomu, ko bi se odločal za primerno orodje, hkrati pa bi lahko zraven
pregledal tudi, kaj lahko izbere za avtomatizacijo. Vse to me je pripeljalo do
tega, da bi iz naštetih orodij tudi jaz izbral sebi primerne glede na primer
uporabe, ki smo ga imeli v podjetju. Zanimalo me je tudi, kako lahko nekdo
razvije svoj modul za neko orodje za avtomatizacijo in ga nato lahko uporabi
kot del orkestracije, ker pa me je v povezavi s tem pritegnil oblak sem se
odločil, da bi poskusil razviti modul, ki je sposoben avtomatizirano nalogo
izvesti tam, poleg tega pa sem želel videti, kako hitro se lahko razvit modul
vključi v dejansko uporabo skupaj z orkestratorjem in kakšni so rezultati.
Tako sem se na podlagi raziskav odločil, da se usmerim v pregled različnih
orodij za avtomatizacijo kot so Ansible, Chef, Puppet in Salt, nato pa sem
za razmestitvena orodja v povezavi z oblakom naletel še na zelo priznan
standard OASIS TOSCA in se odločil da ga podrobneje predstavim in v na-
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daljevanju opǐsem in primerjam tiste orkestratorje, ki so kompatibilni s tem
standardom. Potem kot primerni orodji izberem Ansible za avtomatizacijo
in xOpero za orkestracijo, sledi pa še podoben prikaz razvoja Ansible zbirke
z modulom za postavitev funkcije na oblačno platformo Microsoft Azure, ki
jo tudi na kratko predstavim. Na koncu razviti Ansible modul uporabim za
orkestracijo z orodjem xOpera in pregledam rezultate, ter izpeljem sklepe in
zaključke. V podjetju, kjer sem delal na tej diplomski nalogi smo za oblačno
rešitev uporabljali ponudnika Microsoft Azure, na katerega smo želeli prene-
sti svoje programske funkcije se osredotočali na okolje funkcije kot storitve
(angl. Function as a Service, FaaS), katerega smo želeli avtomatizirati in
prikazati orkestracijo. Ko smo v okviru diplomske naloge pregledali podporo
oblačnih storitev za orkestracijo in avtomatizacijo smo opazili čuden način
prekrivanja teh orodij in ugotovili, da ni nekega preseka oz. orodja, ki bi
nudil podporo za vse ponudnike. Zato smo se strinjali, da bi bilo treba nare-
diti pregled orodij in izbrati primernega, ki nam bi omogočal neodvisnost od
ponudnika in prenos funkcij iz oblaka Azure na ostale ponudnike. Naredili
smo pregled trenutnih smernic za orkestratorje in za naš primer izbrali ustre-
zno orodje za orkestracijo ter s tem določili tudi orodje za avtomatizacijo,
pri katerem smo razvili modul za namestitev funkcije v okolju FaaS znotraj
oblaka. Ta modul smo nato uporabili za avtomatizirano nalogo, ki smo jo
podprli s pomočjo izvajanja na odprtokodnem orkestratorju.
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Poglavje 3
Orkestratorji in orodja za
avtomatizacijo
V tem poglavju predstavim orodja za avtomatizacijo in orodja za orkestracijo
ter jih primerjam.
3.1 Orodja za avtomatizacijo
Orodja za avtomatizacijo nekateri imenujejo tudi DevOps orodja za avtoma-
tizacijo infrastrukture. Gre za orodja, ki avtomatizirajo oskrbo programske
opreme, nadzorovanje konfiguracij in namestitev aplikacij [7]. Orodja za iz-
vedbo IT avtomatizacije se pojavijo z namenom povezovanja kompleksnih
procesov v enoten proces in se uporabljajo za IT avtomatizacijo ter lahko
združujejo procese v infrastrukturi, ki zajemajo tako strojno kot tudi pro-
gramsko opremo [48].
Uporaba teh orodij služi doseganju hitreǰsega nameščanja aplikacij kar
vključuje avtomatizacijo namestitve in nadzorovanja programske kode [1].
Pravimo, da ta orodja pohitrijo življenjski cikel programske opreme (angl.
Software Development Lifecycle, SDLC) [33]. Obstaja veliko različnih orodij
za avtomatizacijo, a nobeno izmed njih ne ustreza vsakemu namenu, zato
se moramo prej odločiti katero orodje bomo uporabili glede na našo arhitek-
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turo in infrastrukturo. Nekateri orodja za avtomatizacijo razvrstijo v štiri
kategorije, ki so naslednje:
• infrastruktura kot koda (angl. Infrastructure as Code, IaC),
• nepretrgana integracija in namestitev (angl. Continuous Integration
and Deployment, CI/CD),
• upravljanje konfiguracij (angl. Config/Secret Management),
• orodja za nadzorovanje (angl. Monitoring).
Tu se bomo predvsem osredotočili na orodja prve vrste, saj so ta osnova
za kasneǰso orkestracijo. Infrastruktura kot koda je proces avtomatizira-
nega upravljanja in preskrbe tehnologije neke aplikacije z uporabo izvorne
kode [67]. Ta praksa pravi, da lahko IT operacije avtomatiziramo s pro-
gramsko kodo, pri čemer se pri upravljanju infrastrukture lahko uporablja
podobna logika kot za razvijanje programskih rešitev s podporo sistemov
za nepretrgano integracijo in dostavo (CI/CD) in sistemov za upravljanje
oskrbovalne verige (angl. Supply Chain Management, SCM), ki prinesejo
možnost ponovitve operacije in večjo odpornost na spremembe. Za avto-
matizacijo po praksi infrastrukture kot kode uporabljamo razna orodja, med
katerimi so zelo poznana orodja za upravljanje konfiguracij (angl. Configura-
tion Management), ki za upravljanje uporabijo posebne deklarativne jezike,
da opǐsejo želeno konfiguracijo sistema brez tega, da bi kdo moral posegati
v sistem ročno. Neko stanje konfiguracije je s temi orodji možno ponoviti
(replicirati), saj se lahko vodi zgodovina posegov. Primeri avtomatizacij-
skih orodij za upravljanje konfiguracij so Ansible, Puppet, SaltStack, Chef,
Rudder, CF Engine, Cake, Otter in še mnoga druga. Poleg tega obstajajo še
orodja drugih vrst s področja IaC kot recimo Terraform, ki ga sicer uvrščamo
med orodja za orkestracijo konfiguracij, saj se ta orodja večinoma uporabljajo
za usklajevanje celotne infrastrukture in ne le za nastavitev konfiguracij [36].
V nadaljevanju predstavim različna orodja za avtomatizacijo s področja




Red Hat Ansible je odprtokodno orodje za IT avtomatizacijo, ki se upo-
rablja za avtomatizacijo nastavljanja konfiguracij in upravljanja naprav in
storitev [21].
Gre za razmeroma preprosto orodje za avtomatizacijo, ki lahko avtoma-
tizira upravljanje infrastrukture oblaka, upravljanje in nastavljanje konfigu-
racij, namestitev aplikacij in orkestracijo znotraj storitev [52]. Ansible se
mnogokrat tudi za konfiguracije navideznih računalnikov, pri čemer lahko na
delujočem navideznem računalniku namestimo želeno programsko opremo s
pomočjo posebnih Ansible skript [35].
Poenostavljeno lahko rečemo, da je orodje Red Hat Ansible zamenjava za
skripte v lupini, ki ima zmožnost organiziranega sočasnega poganjanja nalog
na več odjemalcih in poenostavi ponavljajoče se naloge ob tem pa doda še
uporabniku prijazen vmesnik. Pomembna prednost, ki jo ima Ansible je, da
se lahko razvijalec odloči, kakšno stanje ciljne naprave si želi, ne glede na
proces, hkrati pa se ta opravila primarno izvajajo na oddaljenih napravah
in ne lokalno. S svojo uporabnostjo to orodje sledi predhodno omenjenemu
principu infrastrukture kot kode in se nanaša na zaporedno izvajanje na-
log [63].
Orodje Ansible ima naslednjih 5 pomembnih sestavnih delov, ki so opisani
v nadaljevanju:
• inventoriji (angl. inventories),
• moduli (angl. module),
• vloge (angl. roles),
• zvezki oz. skripte (angl. playbooks),
• vtičniki (angl. plugins).
Inventorij vsebuje seznam vseh naprav, na katerih se izvajajo opravila.
Gre za vse naprave, ki jih upravljamo. Te naprave lahko predstavimo kot
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eno ali več skupin in jim pred izvajanjem dodamo še določene lastnosti (angl.
properties), s čimer omogočimo parametrizacijo opravil, ki se izvajajo [63].
Znotraj Ansibla obstajajo uradno potrjeni in ostali moduli, ki so namenjeni
izvajanju neke naloge na napravah. Potrebno je zagotoviti idempotentnost
teh nalog, saj si želimo dobiti vedno isti rezultat pri več ponovitvah. Moduli
so preproste operacije, ki se uporabijo v formatu YAML in so implementirane
v različnih (skriptnih) jezikih kot je npr. Python. Module lahko uporabimo
in organiziramo zaporedoma v zvezkih oz. skriptah Ansible, datotekah v
formatu YAML in so osnovna enota, ki jo poženemo ob avtomatizaciji [4].
Sledijo vloge, ki so sestavljene iz nalog, te pa vsebujejo vse potrebne parame-
tre za izvajanje. Lahko rečemo, da so vloge zaporedja modulov pripravljene
za izvajanje določene skupine nalog za napravo [63]. Zadnji so vtičniki, ki
razširijo osnovne funkcionalnosti Ansibla. Ti uporabljajo posebno arhitek-
turo z namenom, da dosežejo bogato, fleksibilno in razširljivo zbirko funk-
cij [4].
Slika 3.1: Ansible zvezek za posodobitev Linux sistemskih paketov in name-
stitev paketa vim.
Ansible je poleg tega, da je orodje za avtomatizacijo še veliko drugega.
Lahko ga uporabimo za orkestracijo in povsem različne naloge združimo v ko-
herentno celoto, kar lahko dosežemo z uporabo spisanih Ansible vlog (angl.
roles) in te nato razvrstimo za izvajanje. Poleg tega Ansible ponuja tudi
orodje Red Hat Ansible Tower, ki lahko poskrbi za učinkovito razporejanje
zelo kompleksnih avtomatiziranih nalog [52]. Ansible s svojo arhitekturo od-
jemalca poskrbi za enostavnost postavitve, hkrati pa je dobro definirana tudi
Diplomska naloga 25
komunikacija centralnega vozlǐsča s podvozlǐsči, saj Ansible za to uporablja
standardni protokol SSH. Ta uporabnike tega orodja zelo razbremeni, saj ne
rabijo skrbeti za težave, ki bi se lahko pojavile v komunikaciji zaradi npr.
izjem v požarnem zidu naprave. Anisble je priljubljen tudi zaradi zapore-
dnega izvajanja, saj se njegove direktive v zvezkih Ansible izvajajo vrstico
po vrstico [48].
3.1.2 Puppet
Puppet je orodje za IT avtomatizacijo izdelano s strani podjetja Puppet
Labs. To je odprtokodno orodje za centralizacijo in avtomatizacijo nastavlja-
nja konfiguracij. Puppet razvojnim ekipam pomaga tako, da avtomatizira
štiri glavne primere uporabe in tako omogoči razvijalcem, da se spopadejo z
ostalimi nalogami [49]. Ti primeri uporabe so:
• neprekinjena dostava aplikacij in infrastrukture do strank,
• neprekinjena skladnost s priporočili in finančnim načrtom,
• preprečevanje incidentov in zmanǰsevanje možnosti napadov,
• upravljanje konfiguracij po principu infrastrukture kot kode.
Orodje Puppet je uporabno tudi za avtomatiziranje in upravljanje
oblačnih storitev preko lastnih skript in vmesnika za upravljanje z viri, hkrati
pa ponuja direktno integracijo z storitvami v oblaku Amazon in Google, pa
tudi avtomatizacijo v oblakih OpenStack in Eucaliptus [48]. Puppet se-
stavljata dva nivoja – konfiguracijski jezik za nastavitev ciljnih naprav in
abstraktna raven, ki omogoča razvijalec implementacijo konfiguracije preko
vmesnikov na številnih platformah kot so Unix, Linux, Windows in OS X.
Puppet je v osnovi spisan v jeziku Ruby in uporablja svoj deklarativni jezik
imenovan Puppet Language za pisanje modulov [53].
Puppet ima značilno arhitekturo, ki jo predstavljajo:
• storitev Puppet master, ki teče na glavnem strežniku za upravljanje
odjemalcev in skrbi za njihovo neprekinjeno dostavo,
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• storitev Puppet agent, ki teče na odjemalcu in pošlje zahtevo Puppet
masterju v obliki kataloga in aplicira potrebne spremembe na ciljne
sisteme,
• katalog, ki kot dokument opisuje želeno stanje ciljnega sistema, ki ga
upravljamo, vsebuje pa tudi vse potrebne vire oz. resurse za glavni
strežnik ter pripadajoče odvisnosti med viri,
• manifesti, ki so programi napisani v jeziku Ruby in shranjeni kot da-
toteke s končnico ‘.pp‘, kjer deklariramo vse resurse, ki jih je potrebno
pregledati ali spremeniti (z resursi se tu misli na datoteke, storitve
itd., ki se nahajajo na ciljni napravi. Ti viri se združujejo v razrede,
ki so sestavni del Puppet manifestov, te pa najdemo znotraj Puppet
modulov),
• tipi virov, ki so sestavljeni iz tipa (npr. datoteka, storitev itd.) in
naziva, po katerem se na vir sklicujemo [70].
Slika 3.2: Primer avtomatizacije z orodjem Puppet (posodobitev paketov in
namestitev paketa vim na sistemih Linux).
Ustvarjalci orodja Puppet sistem odprtokodnih modulov imenujejo eko-
sistem Puppet, ki vsebuje naslednje sestavne dele:
• Puppet Forge je repozitorij z več kot 4000 pripravljenimi uporabnǐskimi
moduli. Sem lahko razvijalci prispevajo nove module,
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• Beaker je testno orodje, ki se usmerja v sprejemno testiranje interakcij
med navideznimi napravami,
• Facter je orodje, ki pomaga pri zbiranju osnovnih podatkov o napravah,
ki jih upravljamo kot so podatki o strojni opremi, omrežju, operacij-
skemu sistemu itn.,
• Hiera – iskalno orodje (angl. lookup tool) za konfiguracijske podatke v
obliki ključ-vrednost, ki ločuje podatke od kode,
• MCollective je ogrodje (angl. framework) za izgradnjo orkestracije
strežnika in za izvajanje paralelnih opravil,
• PuppetDB je podatkovna baza, ki vsebuje informacijo o vsakem upra-
vljanem vozlǐsču,
• Razor je napredneǰsa aplikacija za odkrivanje in nameščanje neposre-
dnih fizičnih virtualnih naprav in virtualnih sistemov,
• Trapperkeeper je ogrodje za jezik Clojure, ki se uporablja za gostovanje
aplikacij, ki potrebujejo več časa za izvajanje [53].
Pri Puppetu je torej pomembno vedeti, da se njegova programska oprema
namešča na centralnem vozliču ter podvozlǐsčih, ki morajo za komunikacijo
dobiti potrditev od centralnega. Puppet informacije o podvozlǐsčih zbere
s pomočjo kompleksne programske opreme MCollective. Uporabniki tega
orodja se srečajo s Puppetovim lastnim jezikom Puppet DSL za definiranje
konfiguracij, ki pa ga je povečini možno hitro usvojiti, a se lahko stvari morda
zapletejo, ko se srečamo z naključnim izvajanjem direktiv, saj orodje Puppet
samo poskrbi za pravilen vrstni red izvajanja ukazov [61].
3.1.3 SaltStack
SaltStack ali kraǰse Salt je odprtokodno, skalabilno in fleksibilno orodje za
avtomatizacijo in orkestracijo, ki se uporablja za avtomatizacijo podatkovnih
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centrov, orkestracijo v oblaku, avtomatizacijo neposrednih fizičnih naprav in
nastavljanje konfiguracij ciljnih sistemov [38].
Orodje Salt se je pojavilo leta 2011 in je ime dobilo po stavku Vse je
bolǰse, če je je zraven sol., ki ga je izrekel škrat Tom v filmu Gospodar
Prstanov. Ustvarjalci tega orodja so bili zelo nezadovoljni nad počasnimi
odprtokodnimi orodij za upravljanje konfiguracij, ki so temeljila na jeziku
Ruby (med drugim tudi Puppet in Chef), zato so se odločilo, da bodo kot
implementacijski jezik uporabili Python, za sporočanje med napravami pa
knjižnico imenovano ZeroMQ, ki so jo kasneje zamenjali z bolj razširljivim
protokolom RAET (angl. Reliable Asynchronous Event Transport Proto-
col) [27].
Salt uporabnikom poleg osnovne strukture ponuja skupino orodij, ki so
namenjena različnim ciljem in so plačljiva. SaltStack Enterprise orodje ra-
zvojnim ekipam prinaša možnost izbolǰsane avtomatizacije in orkestracije,
saj ponuja nadzorno ploščo, podpira ustvarjanje samo-popravljive infrastruk-
ture in prinaša priložnost za zagotavljanje nepretrgane skladnosti. Tu je
še orodje SaltStack SecOps, ki ponuja avtomatizacijo varnosti s pomočjo
stalnega preverjanja za obstoj ranljivosti sistemov in nudi zmožnost, da se
določene napake in grožnje samodejno odpravijo. Arhitektura orodja Salt-
Stack je sestavljena iz dveh pomembnih komponent. To sta Salt Master in
Salt Minion. Ostale komponente pa imajo podporno vlogo in poskrbijo, da
vse deluje pravilno. Salt Master je centralno sistem, ki je namenjen, da sproži
avtomatizacijo. Salt Minion na drugi strani predstavlja ciljni sistem avtoma-
tizacije, ki mora imeti nameščen Python za delovanje. Minioni se povežejo z
Salt Masterjem, ta pa jim naloži različne naloge preko ukazov ali pa posredno
z nalogami, ki so napisane v datoteki YAML [58].
SaltStack za svoje storitve uporablja posebno terminologijo. Oddaljeno
izvajanje nalog lahko dosežemo s t.i. izvajalnimi moduli, ki vsebujejo različne
funkcije za nastavljanje konfiguracij, te pa se lahko izvajajo na minionih. Ne-
kateri moduli so vgrajeni, spet druge pa moramo namestiti iz Salt skupnosti.
Za upravljanje konfiguracij lahko uporabimo repozitorije z konfiguracijskimi
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Slika 3.3: Konfiguracijska YAML datoteke za orodje Salt, ki posodobi Linux
pakete in namesti paket vim.
datotekami, v katerih uporabljamo posebne module stanja, ki jih ne smemo
zamenjevati z moduli za izvajanje. Različne module stanja lahko kličemo
zaporedoma in tako dobimo formule, ki so dejansko konfiguracijske datoteke
v jeziku YAML, kjer je opisano, kako bi moral sistem izgledati po tem, ko se
neka formula izvede. Fleksibilnost lahko dosežemo s pomočjo Jinja2 predlog,
ki omogočajo možnost zamenjave različnih spremenljivk v nastavitvenih da-
totekah. Minioni pred in med izvajanjem zbirajo pomembne informacije, ki
se imenujejo Salt zrna, poleg teh pa se lahko minionom informacije poda
preko stebrov, ki v orodju Salt predstavljajo shranjevanje podatkov v obliki
ključ-vrednost. Rezultati ukazov, ki se izvajajo na minionih se hranijo na
Salt Masterju v Salt rudniku, s tem pa zagotovimo, da se hrani zgodovina
posegov v sisteme [22]. Ko pogledamo stvari od daleč lahko ugotovimo, da je
postavitev orodja Salt zelo podobna postavitvi orodja Puppet, saj se tudi tu
srečamo s centralnim vozlǐsčem in podvozlǐsči. Pomembna dodana vrednost
tega orodja pa je tudi to, da lahko izbiramo med postopkovnim in nepo-
stopkovnim načinom izvajanja ter tako izbiramo ali bomo zaporedje ukazov
določili mi, ali pa bo za to poskrbelo orodje samo [61].
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3.1.4 Chef
Chef je trenutno eno od vodilnih in najbolj uporabljanih odprtokodnih orodij
za nepretrgano avtomatizacijo in tudi eden od začetnikov gibanja DevOps.
Orodje Chef poudarja, da so spremembe v razvoju aplikacij neizogibne kar
se izraža v potrebi po obstoju neprekinjene avtomatizacije. Ustvarjalci tega
orodja ciljajo na vzpostavitev zanesljivega okolja za učinkovito zagotavljanje
neprekinjene namestitve, testiranj in nadzora programske opreme kar ima za
rezultat večjo donosnost naložbe (angl. Return on investment, ROI), ki je
danes pomembno merilo za ustvarjanje dobička v primerjavi s porabo [14].
Chef je izdelalo podjetje Opscode z namenom, da bi omogočilo avtoma-
tizacijo na več nivojih. Z njim lahko dosežemo avtomatizacijo neposrednih
fizičnih naprav ali angleško Bare Metal Provisioning. Prednost orodja Chef
je tudi možnost integracije z raznimi nadzornimi storitvami preko knjižnice
libvirt, poleg tega pa se lahko Chef integira z vrsto oblačnih storitev kot so na
primer Amazon Web Services, Microsoft Azure Portal ali VMware Cloud [48].
Chef je v osnovi zbirka med seboj integriranih orodij, od katerih je za avto-
matizacijo najbolj pomembno orodje Chef Infra, s katerim lahko vzpostavimo
avtomatizacijo infrastrukture po metodi IaC za doseganje želenih stanj cilj-
nih sistemov, hkrati pa zagotovimo fleksibilnost in možnost testiranja. Tu je
še orodje Chef Automate, ki nudi konsistentno in transparentno pot do opti-
mizacije, saj ponuja sodelovanje celotne DevOps ekipe preko nadzorne plošče
in orodij za analitiko. Zelo uporabno orodje je tudi Chef Habitat, kajti ta
uvaja povsem nov pristop k avtomatizaciji in namestitvi aplikacij, pri čemer
je avtomatizacija kot taka zapakirana v sami aplikaciji tudi pri prenosu in
premikih te aplikacije. Za bolǰsi občutek varnosti pa Chef priporoča uporabo
orodja Chef InSpec, ki je pravzaprav odprtokodno ogrodje za testiranje za-
gotavljanja sprejetosti, varnosti in ostalih zahtev [15]. Princip infrastrukture
kot kode se izraža v pisanju nastavitvenih konfiguracij oz. predlog za avto-
matizacijo, ki se v Chef arhitekturi imenujejo recepti (angl. recipes) in so
napisani v programskem jeziku Ruby. Zbirke receptov so zbrane v kuharskih
knjigah (angl. cookbook). Vsaka od teh zbirk oz. knjig naj bi pokrivala
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eno nalog, kjer je lahko več različnih konfiguracij za neko napravo. Kuharske
knjige hrani Chef Server, ko pa se pojavi nov odjemalec, se recepti prenesejo
na napravo in povedo, kakšna naj bo konfiguracija [39].
Chef lahko začnemo učinkovito uporabljati tako, da uporabimo delovno
postajo (angl. Chef Workstation), ki je neodvisna od platforme in vključuje
orodja Cookstyle (za lint), ChefSpec, Chef InSpec in testno orodje Test Kit-
chen. Workstation predstavlja lokacijo, kjer odjemalci pridejo v stik z orod-
jem Chef Infra in tako začnejo pisati svoje recepte in knjige ter jih testirajo,
pri tem pa so jim v pomoč tudi razni ukazi v terminalu. Z oznako Chef
Infra Client mislimo na odjemalce, ki jih upravlja Chef Infra in jih želimo
konfigurirati s pomočjo kuharskih knjig, ki so shranjene na Chef Infra Ser-
verju. Podobno kot pri orodju Puppet lahko tudi tu opazimo značilno ar-
hitekturo strežnik-odjemalec (angl. server-client) oz. gospodar-suženj (angl.
master-slave) [15]. Zanimivo je, da so naloge, ki bi jih pri orodju Chef po
tradicionalni arhitekturi sicer opravljalo centralno vozlǐsče prenesene na de-
lovno postajo, kar pa pomeni tudi dodatno nameščanje programske opreme.
Orodje Chef za začetnike lahko predstavlja velik zalogaj, saj se poleg zah-
tevne namestitve ti srečajo tudi s povsem novimi neznanimi pojmi, ki so del
Chef terminologije. Tako recept predstavlja konfiguracijsko datoteko, ku-
harska knjiga zbirko teh datotek, orodje za uporabo v lupini pa se denimo
imenuje nož (angl. knife) [61].
Slika 3.4: Preprost Chef recept v jeziku Ruby, ki posodobi pakete na sistemih
Linux in naloži paket vim.
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3.1.5 Primerjava orodij za avtomatizacijo
V preǰsnjih poglavjih sem testiral delovanje različnih orodij za avtomatiza-
cijo in prikazal preproste primere datotek za konfiguracijo, a se na podlagi
tega nisem mogel prepričati, katero orodje bo za moj primer uporabe naj-
bolj primerno. Za lažjo odločitev za kasneǰso implementacijo sem primerjal
omenjena orodja za avtomatizacijo Ansible, Puppet, SaltStack in Chef in
sicer v naslednjih kriterijih: leto prve izdaje, podprti operacijski sistemi, vr-
sta jezika za konfiguracije, arhitektura, programski jezik, označevalni jezik,
podatkovna baza, način transporta, težavnost začetka uporabe, orodja upra-
vljanje oblaka, odprtokodni uporabnǐski vmesnik, komercialni uporabnǐski
vmesnik, uporaba predlog in način izvajanja konfiguracij. Za lažjo predstavo
sem izdelal preprosto tabelo primerjave (tabela 3.1).
Iz tabele je razvidno, da je izmed vseh orodij Puppet najdlje prisoten.
Orodja so namenjena uporabi na različnih operacijskih sistemih, prav vsa pa
podpirajo sisteme Windows, Linux in OS X, ki so dandanes najbolj razširjeni.
Chef in Ansible uporabljata proceduralni stil konfiguracijskega jezika, kar
pomeni, da pǐsemo kodo, ki opisuje, kako dosežemo želeno stanje ciljnega
sistema po korakih. Na drugi strani SaltStack in Puppet uporabljata dekla-
rativni jezik, kjer koda opisuje le želeno stanje sistema, ki ga konfiguriramo,
kako to dosežemo pa definira orodje IaC znotraj orodja za avtomatizacijo.
Tu je potrebno omeniti še to, da so proceduralni jeziki običajno bližje sistem-
skim administratorjem medtem, ko so za programerje bolj naravni deklara-
tivni jeziki [65]. Glede arhitekture sta Ansible in Salt orodji, ki uporabljata
le odjemalca za konfiguriranje ciljnega sistema, Puppet in Chef pa potre-
bujeta poleg tega še stražnik. Ansible in Salt za definicijo modulov, ki se
uporabljajo za konfiguracije uporabljata programski jezik Python medtem,
ko se Puppet zanaša na C+ in Clojure, Chef pa na jezika Ruby in Erlang.
Prav tako se podobnost Ansibla in SaltStacka vidi v jeziku, ki ga uporabljata
za definiranje konfiguracij, saj oba uporabljata označevalni jezik YAML. Pu-
ppet za to uporablja svoj označevani jezik Puppet DSL, Chef pa svoje recepte
poda v jeziku Ruby. Puppet in Chef zaradi prisotnosti strežnika uporabljata
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Tabela 3.1: Tabela primerjave orodij za avtomatizacijo.
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tudi podatkovno bazo za shranjevanje konfiguracij. Puppet tu spet uporabi
svojo različico baze imenovano PuppetDB, Chef pa uporablja mnogo bolj
razširjen PostgreSQL. Vsako od orodij definira svoj način transporta konfi-
guracijskih ukazov do ciljne naprave. Verjetno najbolj preprost je tu Ansible,
ki za to uporablja protokol SSH. Vsa orodja ponujajo načine za upravljanju
oblačnih storitev, pri čemer Anisble in Puppet nudita direktno povezavo do
oblakov kot so AWS, Azure in GCP, Chef in Salt pa za to uporabljata la-
stne gonilnike. Vsi prav tako ponujajo odprtokodne in plačljive uporabnǐske
vmesnike za lažje upravljanje konfiguracij, prav tako pa je pri vseh možno
uporabljati že prej pripravljene predloge za konfiguracijo. Konfiguracije z
orodjema Ansible in Chef se izvajajo zaporedno tako kot so bile definirane
v njunih zvezkih oziroma kuharskih knigah. Drugače je pri orodjih Puppet
in Salt, kjer so konfiguracije v osnovi naključne in za zaporedno potrebujejo
eksplicitno določen vrstni red, saj se tu primarno orodje odloči za vrsti red
izvajanja, ki ga vidi kot tistega, s katerim bo najlažje doseglo želeno stanje
na ciljni napravi [24].
3.2 Orodja za orkestracijo
IT tehnologija dandanes prinaša številne izzive glede namestitve in učinkovite
dostave aplikacij, ki so lahko zelo kompleksne, lahko imajo veliko odvisnosti,
varnostnih zahtev, lahko tečejo v oblaku itd.. Te naloge lahko avtomatizi-
ramo s pomočjo orodij za avtomatizacijo, a še vedno jih je treba pravilno
razporediti in povezati. To je naloga orkestracije, ki doseže pravilni vrstni
red nalog z uporabo orodij za orkestracijo ali orkestratorjev [51].
Orodja za orkestracijo ali z lepšo slovensko ustreznico razmestitvena
orodja predstavljajo širok nabor orodij, ki se začne pri preprostih namestitvah
aplikacij na ciljne naprave s pomočjo skript in se nadaljuje vse do posebnih
orodij npr. za orkestracijo kontejnerjev kot je recimo Kubernetes. Po večini
pa so orkestratorji kompleksna orodja, ki pridejo v stik z najrazličneǰsimi
sistemi, zato so mnogokrat zelo specifična [47]. Poleg cene je dobro, da pri
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izbiri orkestratorja za naš namen uporabe upoštevamo naslednje tri kriterije:
• velikost podjetja in velikost potrebe po orkestriranju, kar je pomembno
pri zakupu licenc,
• operacijski sistem prav tako vpliva na izbiro orkestratorja, saj nekatera
orkestracijska orodja delujejo le na nekaterih platformah, mnogi razvi-
jalci pa si želijo biti neodvisni od sistema, česar ne najdemo pri vseh
orkestratorjih,
• odprtokodnost ali komercialno orodje je pogosta dilema, ki se pojavi
in moramo upoštevati, da se odprtokodna orodja pogosto zanašajo na
podporo njihove skupnosti, komercialna orodja pa imajo profesionalno
podporo in so primerna za uporabo v kritičnih sistemih, ki jih želimo
orkestrirati.
Orkestracijska orodja z razporejanjem nalog poenostavijo ponavljajoče se
procese in operacije med kompleksnimi porazdeljenimi sistemi. V večini so
ta orodja tudi skalabilna in namenjena za dostavo visoko-zmogljivih aplikacij
brez težav, saj naloge, ki so orkestrirane postanejo predvidljive in pono-







• minimizirana prekinitev sistemov in
• omejen čas nedelovanja.
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V zadnjem času so zelo v uporabi orkestratorji, ki podpirajo orkestracijo
v oblačnih storitvah od katerih izstopajo so Amazon Web Services, Micro-
soft Azure in Google Cloud Platform, na katerih orkestracija poskrbi za av-
tomatizacijo neposrednih fizičnih naprav, zaganjanje strežnikov, ustvarjanje
resursov za shranjevanje podatkov, konfiguracijo omrežja, postavitev virtual-
nih naprav itd. Organizacije si s prestavitvijo storitev na oblak in s primerno
orkestracijo lahko zagotovijo visoko stopnjo dostopnosti, obnovo sistema po
napakah, upravljanje odvisnosti, predvsem pa si zagovorniki pristopa De-
vOps v podjetja želijo vključiti oblačno orkestracijo zaradi hitrosti dostave
aplikacij, zmanǰsanja stroškov in prihranka časa. Zdi se, da bo v prohodno-
sti zelo pomemben kriterij orkestratorja poleg delovanja na več operacijskih
sistemih tudi to, da lahko deluje na več platformah v oblaku, kar bi lahko
prineslo še večjo neodvisnost in zadovoljstvo pri orkestraciji [54].
Številna orodja za avtomatizacijo podpirajo tudi orkestracijo, med dru-
gim tudi prej opisani Ansible, Puppet, SaltStack in Chef. Ker pa sem želel
nazorno prikazati razliko med orodji za avtomatizacijo in orkestratorji sem
si za analizo orkestratorjev izbral orodja, ki so v osnovi namenjena le or-
kestraciji in niso odvisna od njihovega avtomatizacijskega orodja, temveč
so svoje orodje. V naslednjih podpoglavjih se osredotočim na predstavitev
in na koncu še na primerjavo orkestratorjev. Za analizo sem izbral orodja
xOpera, Ystia Yorc, IndigoDC in Cloudify. Pri izbiri orodij za opis in razi-
skavo sem upošteval to, da razmestitveno orodje izhaja iz nekega priznanega
standarda, saj standardi nudijo enotno predstavitev orkestracije, hkrati pa
olaǰsajo možnost razvoja, kajti s standardizacijo se lahko izognemo preve-
likim razlikam pri uporabi teh orodij. Vsem navedenim orodjem za orke-
stracijo je tako skupno, da za njimi stoji standard OASIS TOSCA, ki ga v
nadaljevanju tudi podrobneje predstavim.
3.2.1 Standard OASIS TOSCA
OASIS Topology and Orchestration Specification for Cloud Applications
(TOSCA) TC ali kraǰse OASIS TOSCA je odprt standard, ki definira opis
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topologije storitev in aplikacij, ki tečejo v oblaku in na ostalih infrastruktu-
rah vključno z njihovimi komponentami, povezavami, odvisnostmi, zahtevami
in zmožnostmi in s tem omogoča prenosljivost in avtomatizacijo na različnih
oblačnih storitvah brez odvisnosti od platforme ali infrastrukture, kar se kaže
v večji možnost izbire, izbolǰsevanju zanesljivosti, zmanǰsanju stroškov in po-
rabljenega časa za orkestracijo. Standard z vsem tem zadeva tudi cilj prakse
DevOps. To je laǰsanje učinkovite namestitve in dostave aplikacij skozi njen
celoten življenjski cikel [43].
Standard je razvilo globalno neprofitno podjetje OASIS (angl. Organiza-
tion for the Advancement of Structured Information Standards), ki se ukvarja
z razvojem odprtih standardov na področju kibernetske varnosti, interneta
stvari (angl. Internet of Things, IoT), upravljanju komunikacije pri pojavu
izrednih nevarnosti itd. [42]. Glavne cilje in prednosti uporabe standarda
TOSCA lahko tako strnemo v tri ločene kategorije in sicer naslednje:
• hitrost in natančnost pri prenosu aplikacij v oblak,
• agilnost pri prilagajanju na spremembe v informacijski tehnologiji in
• možnost izbire oblačne platforme in razširitev [55].
Ko pogledamo ozadje razvoja tega standarda je celotna slika jasneǰsa. V
zadnjih letih računalnǐstvo v oblaku skokovito narašča, podpora je vse večja,
skalabilnost, fleksibilnost in sprotno plačevanje za storitve pa so uporabo
naredili privlačno za številne sektorje podjetij. Večja uporaba oblaka se je
odražala v razvoju novih tehnologij za oblak, a z vsem tem so se pojavila tudi
določena razhajanja v oblačnih storitvah in pomanjkanje enotne standardi-
zacije predvsem na področju prenosljivosti in varnosti aplikacij, saj je bilo
potrebno aplikacijo za prenos na novo oblačno storitev posebej prilagoditi
kar pa je upočasnjevalo celoten razvoj in poudarilo potrebo po prenosljivo-
sti oblačnih storitev med ponudniki. Standard TOSCA je tako eden izmed
standardov, ki želijo zadovoljiti to potrebo in uvesti standardizacijo [16].
Standard TOSCA, ki ga nekateri imenujejo kar TOSCA Cloud lahko mo-
delira celotno topologijo oblačnih storitev. Njen cilj se odraža v modeliranju
38 Anže Luzar
omrežij, portabilnosti aplikacij, izbolǰsanju avtomatizacije in odpravi intero-
perabilnih napak in s tem podpori komplesnim oblačnim aplikacijam. Do
sedaj obstajata dve glavni različici TOSCA kode, ki definirata unikaten je-
zik za opis predlog za storitve (angl. Service Templates), ki se mnogokrat
imenujejo tudi načrti (angl. blueprints). Prva izdaja leta 2013 je bazirala na
jeziku XML, druga leta 2016 pa ima za osnovo označevalni jezik YAML [16].
Koncept standarda OASIS TOSCA vsebuje poseben metamodel, ki upo-
rabniku omogoča definicijo in opisovanje storitev preko grajenja in upravlja-
nja topologije s pomočjo vnaprej definiranih strukturnih elementov. Ustvar-
jalci standarda podpirajo idejo, da se storitve namešča v obliki enotne struk-
ture, kjer so vozlǐsča del predloge vozlǐsč (angl. Node Template), povezave
med vozlǐsči pa pripadajo predlogi relacij (angl. Relationship Template).
Kombinacija obeh konceptov sestavlja predlogo topologije (angl. Toplogy
Template), ki z dodatkom posebnih načrtov (angl. Plans) predstavlja pre-
dlogo storitve ali angleško Service Template, ki predstavlja glavni TOSCA
model. Vozlǐsča predstavljajo osnovni model za opis komponent storitve, ki
se jih lahko uporabi večkrat, prav tako pa se nanje lahko večkrat sklicujemo.
Vozlǐsča so lahko abstraktna ali določena. Abstraktna vozlǐsča lahko izpe-
ljemo iz drugih ali jih oblikujemo po svoje ter večkrat uporabimo medtem, ko
so določena vozlǐsča definirana že v naprej. Preloga za vozlǐsča le tem doda
informacijo o tem, kako pogosto se vozlǐsča pojavljajo in kolikokrat se jih
lahko ponovno uporabi. Podobno so tudi relacije tako kot vozlǐsča ponovno
uporabljive entitete, ki so namenjene ustvarjanju povezave med vozlǐsči in
definirajo interakcije med njimi. Preloge relacij tako definirajo dodatne ome-
jitve teh povezav. Možno je definirati tudi predloge s pravili (angl. Policy
Template), kjer se osredotočimo na zagotavljanje kakovosti (angl Quality of
Service, QoS). Vse opisane entitete so del topologije storitve, ki predstavlja
celotno storitev ali aplikacijo. Za pravilno delovanje moramo definirati še
načrte za upravljanje teh storitev in interakcijo z ostalimi storitvami. S to
podrobno strukturo je standard TOSCA postal modelirni jezik za številne
ponudnike storitev, saj lahko z njim ustvarjamo ekosistem, v katerem je
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možna lažja dostava ključnih aplikacij in njihov prenos na ostale oblačne sto-
ritve. V zadnjem času je razvidno, da je TOSCA postal vsesplošen standard,
ki se poleg IT tehnologije, uporablja tudi na področju telekomunikacij in v
organizacijah kot so banke ali finančna podjetja [8].
Do zdaj bi poenostavljeno bi lahko rekli, da se v TOSCA terminologiji
uporabljajo predloge in plani, pri čemer predloge definirajo storitve v oblaku,
plani pa povedo, kako se te storitve zaženejo, ustavijo in upravljajo. S sto-
ritvami tu konkretno mislimo na kontejnerje, virtualne naprave, funkcije,
aplikacije v oblaku itd. Avtomatizacija infrastrukture v oblaku predstavlja
nov izziv, ki ga je sicer moč rešiti že z predlogami ponudnika oblačne sto-
ritve. Amazon denimo ponuja svoje ogrodje za predloge imenovano AWS
CloudFormation, Google Cloud uporablja Cloud Deployment Manager, Mi-
crosoft Azure pa je za upravljanje predlog oblačnih aplikacij razvil Resource
Manager. Toda vsaka od teh rešitev ima svojo lastno sintakso kar dodatno
zaplete idejo o tem, da bi svojo aplikacijo pognali na več oblačnih storitvah,
kajti v tem primeru bi bilo za vsak oblak potrebno napisati predlogo v svojem
jeziku. TOSCA s svojim odprtokodnim jezikom ponuja rešitev ravno v tem,
da je možno orkestrirati aplikacijo v oblaku neodvisno od platforme [16].
OASIS TOSCA poleg standarda predstavlja domensko-specifičen jezik
(angl. domain-specific language, DSL) za definicijo prenosljive postavitve in
avtomatizacije aplikacij v oblaku z uporabo modelirnega opisa delov storitve.
Pomembno je vedeti, da je TOSCA deklarativni in ne imperativni jezik, kar
pomeni, da se osredotoča na vprašanje kaj sestavlja storitev in ne kako to
doseči. Ta standard podpira vse faze življenjskega cikla storitve in sicer:
• implementacijo in zagon v obliki instanc aplikacije,
• orkestracijo s pomočjo predlog,
• oblikovanje topologije s pomočjo jezikovnih tipov,
• DSL oblikovanje za definicijo novih tipov objektov.
Prej smo spoznali vozlǐsča, ki so v jeziku TOSCA zgolj zbirka lastnosti
(angl. properties) in atributov (angl. attributes). Gre za pare ključ-vrednost,
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kjer lastnost določa želeno stanje, atribut pa trenutno stanje. Za pridobiva-
nje teh lahko med izvajanjem uporabimo vgrajene funkcije get attribute in
get property. Tudi relacijam se pripǐsejo lastnosti in atributi. Vozlǐsča lahko
vsebujejo še zmogljivosti in potrebe, pri čemer je med njimi lahko povezava,
kjer potreba prestavlja izvor, zmogljivost pa ponor relacije. Če potrebe niso
uporabljene nikjer pravimo, da so viseče. Vozlǐsča in povezave imajo pogosto
še definirane vmesnike (angl. interfaces), ki jih uporablja orkestrator zato,
da lahko izvaja operacije nad njimi. Ti vmesniki definirajo operacije, ki jih
izvede orkestrator, pa tudi vhode (angl. inputs) in izhode (angl. outputs)
teh operacij. Operacije se definira z artefakti (angl. artefacts ali artifacts), ki
predstavljajo implementacijo standarda. Potek dela po standardu TOSCA
je deklarativen, saj se za vsako vozlǐsče in relacijo generira zaporedje klicev
do operacij vmesnikov. Če gremo še dlje pa lahko izluščimo, da standard
podpira dva načina za potek dela oz. workflow. Prvi, že omenjeni je deklara-
tiven, kar pomeni, da je avtomatsko generiran s stani TOSCA orkestratorja
glede na vse predhodne definicije v predlogi TOSCA. Obstaja pa še impera-
tivni potek dela, ki ga podamo ročno znotraj predloge v delu workflows, s
tem ko po vrsti navedemo naloge za izvajanje, kar omogoča kompleksneǰso
uporabo poteka dela oz. omembo tistih nalog, ki morda niso bile predhodno
definirane v sami predlogi [43].
Z nadaljnje razumevanje in uporabo z avtomatizacijskimi orodji so po-
membni TOSCA tipi artefaktov, ki upodabljajo tipe paketov in datotek, ki
jih uporablja TOSCA orkestrator pri nameščanju TOSCA vozlǐsč in pove-
zav oz. natančneje pri klicu njihovih vmesnikov. Trenutno artefakte logično
razdelimo v štiri kategorije:
• namestitveni tipi (angl. deployment types) artefaktov vključujejo tiste
artefakte (po navadi so to zip oz. tar arhivi), ki se jih uporablja med
namestitvijo in jih referenciramo v TOSCA operacijah tipa install in
create,
• implementacijski tipi (angl. implementation types) vsebujejo tiste arte-
fakte, ki se jih uporabi za implementacijo operacij TOSCA vmesnikov
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in so običajno skriptne datoteke (npr. v jezikih Bash, Python in Ruby)
ali pa skripte konfiguracijskih orodij kot so Ansible, Chef, Puppet, Salt
in drugi,
• izvajalni tipi (angl. runtime types) vključujejo artefakte, ki se upora-
bljajo med izvajanjem storitve ali komponente aplikacije, kar so lahko
knjižnice ali za različne programske jezike,
• šablonski tipi (angl. template types), ki pristavijo tiste artefakte, ki
se izvedejo z s pomočjo procesorjev storitvenih predlog, ki igrajo vlogo
nekakšnga procesorja artefaktov in so namenjeni zamenjevanju spre-
menljivk v artefaktiv z dejanskimi vrednostmi, kar dosežejo z uporabo
posebnih šablonskih datotek kot sta Twig in Jinja2.
Ker je TOSCA jezik ima natančno definiran sistem tipov, ki določajo
možne vrednosti npr. za lastnosti, atribute, zmogljivosti, vmesnike itd.
Vsaka entiteta mora imeti tip zaradi možne validacije, hkrati pa velja ome-
niti tudi to, da se tipi lahko dedujejo. Naslednji del standarda TOSCA
so tudi TOSCA profili, ki so pravzaprav zbirka tipov za posamezno apli-
kacijsko domeno. Tu poznamo več profilov, od katerih je za nas zanimiv
profil za jezik YAML (angl. TOSCA Simple Profile for YAML), ki po-
leg osnovne predstavitve tipov definira zbirko dejanskih možnih tipov, ki
se lahko uporabljajo v predlogah v jeziku YAML. Ta profil vključuje tudi
predloge v jeziku XML. Kot primer lahko recimo v profilu YAML nave-
demo tip vozlǐsča imenovan compute ali dalǰse tosca.nodes.Compute, ki v
osnovi predstavlja resurs z centralno procesno enoto, poenostavljeno pa kate-
rikoli računalnik. Primer relacije je lahko odvisnost tipa dependsOn (dalǰse
tosca.relationships.DependsOn), ki predstavlja osnovno povezavo med vo-
zlǐsči [44].
Ta profil jasno določa tudi načine implementacije, ki so lahko iz naslednjih
kategorij:
• storitvena predloga (angl. TOSCA YAML service template), ki pre-
stavlja YAML dokument oz. artefakt, ki vsebuje pravilno definicijo
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topologije za oblačno aplikacijo,
• procesor (angl. TOSCA processor), ki je orodje sposobno prevajanja in
interpretiranja TOSCA storitvenih predlog za določen namen kot npr.
za validacijo ali vizualno predstavitev,
• orkestrator oz. orodje za orkestracijo (angl. TOSCA orchestrator) je
procesor, ki interpretira predlogo TOSCA ali TOSCA CSAR z name-
nom postavitve in upravljanja aplikacij v oblaku,
• Generator (angl. TOSCA generator), ki lahko generira predloge TO-
SCA. Tak primer je npr. modelirno orodje, ki omogoča prilagajanje
ustvarjenih predlog in izvoz podatkov v obliki predloge TOSCA za sto-
ritev,
• Arhiv ali CSAR (angl TOSCA Cloud Service Archive, CSAR) je ar-
tefakt oz. paket, ki vsebuje predlogo TOSCA in ostale artefakte in
datoteke, ki jih TOSCA orkestrator uporabi za namestitev aplikacije.
Trenutno obstajajo 4 različice tega profila, ki se razlikujejo predvsem v
sintaksi in dodatnih funkcionalnostih. Ti profili so kronološko razvrščeni po
verzijah in sicer v1.0, v1.1, v1.2 in v1.3, ki je najnoveǰsa različica [44]. Z vsemi
predhodnimi informacijami lahko povežemo ta standard TOSCA direktno z
orkestracijo in orkestratorji, saj nam OASIS TOSCA nudi splošen standar-
dni podatkovni model za orkestracijo storitev in na ta način pomaga pri lažji
konfiguraciji aplikacij in njihovem transferju v oblak s pomočjo neodvisnega
opisa aplikacije in njene infrastrukture. Čeprav je standard TOSCA na nek
način model za razmestitvena orodja, pa se vse bolj uporablja v praksi, saj
je razvidno, da se številni orkestratorji prilagodijo tako, da so kompatibilni
s tem standardom in tako nudijo enoten način orkestracije storitev. Številna
podjetja se tako odločajo za razvoj svojih (odprtokodnih) orkestratorjev, ki
uporabljajo standard TOSCA kot vodilo za njihove predloge orkestracije.
Nekatera podjetja so standard razširila še na druga področja in razvila celo-
vite rešitve za avtomatizacijo in orekestracijo. Tak primer je recimo podjetje
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t o s c a d e f i n i t i o n s v e r s i o n : t o s ca s imp l e yaml 1 3
d e s c r i p t i o n : Template f o r deploy ing a s i n g l e s e r v e r with prede f ined p r op e r t i e s .
topo logy template :
node templates :
db se rve r :
type: to sca . nodes . Compute
c a p a b i l i t i e s :
# H o s t c o n t a i n e r p r o p e r t i e s
host :
p r op e r t i e s :
num cpus: 1
d i s k s i z e : 10 GB
mem size: 4096 MB
# G u e s t O p e r a t i n g S y s t e m p r o p e r t i e s
os:
p r op e r t i e s :
# h o s t O p e r a t i n g S y s t e m i m a g e p r o p e r t i e s
a r ch i t e c t u r e : x86 64
type: l i nux
d i s t r i b u t i o n : r h e l
v e r s i on : 6 .5
Slika 3.5: Primer predloge TOSCA verzije 1.3 v jeziku YAML [44]
.
Gigaspaces, ki je razvilo platformo Cloudify, ki uporablja standard TOSCA,
ga razširja, saj pravi, da je imeti en jezik za vse platforme zaradi specifik
skoraj nemogoče, in se pri tem osredotoča na ponudnike različnih oblačnih
rešitev ter se lahko postavi v različnih okoljih in ekosistemih. Njihov produkt
je tudi orodje ARIA (angl. Agile Reference Implementation of Automation)
, ki služi kot ogrodje za razvoj programske opreme za orkestracijo, ki bazira
na TOSCA standardu [66]. Nekateri ponudniki se osredotočajo na modeli-
ranje topologije, drugi na postavitev in upravljanje aplikacij v oblaku, spet
tretji pa na definicijo lastnih ogrodij. Trenutno obstajajo številne TOSCA
implementacije kot so alien4cloud, Apache AriaTosca, CELAR, Cloudify,
DICER, Eclipse Winery, MSO4SC HPC, Indigo, ONAP, OPEN-O, Open-
Baton, OpenStack, OpenTOSCA, Opera, RADON, SODALITE, OPNFV,
Puccini, Python Packages for TOSCA, SeaClouds, TosKer, Ubicity in še
mnoge druge [44].
Za moj primer sem se osredotočil na implementacije v obliki samostoj-
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nih orkestratorjev, saj bom tako lahko raziskal, katero orodje za orkestracijo
bo primerno za orkestracijo moje aplikacije in za souporabo z orodjem za
avtomatizacijo, ki ga bom prav tako izbral skupaj z orkestratorjem, saj so
nenazadnje orkestratorji po standardu TOSCA implementirani s pomočjo
orodij za avtomatizacijo. Operaterji in organizacije uporabijo ta standard in
ga največkrat implementirajo tako, da mu določijo eno ali več orodij za av-
tomatizacijo (kot npr. Ansible, Chef, Puppet, Salt, Juju, Jenkins, Vagrant,
Docker, Terraform ali katerokoli orodje) ter tako dobijo orkestrator kompati-
bilen s standardom. V nadaljevanju so predstavljeni konkretni orkestratorji,
ki delujejo po standardu TOSCA.
3.2.2 xOpera
xOpera ali samo opera je lahkoten odprtokodni orkestrator, ki je kompatibi-
len s standardom TOSCA. Če smo natančni glede poimenovanja orkestratorja
bi lahko rekli, da xOpera predstavlja ekosistem, v katerem je tudi orkestrator
opera. Trenutno to orodje za orkestracijo deluje skladno s profilom TOSCA
YAML verzije 1.3 [72]. Orkestrator je razvilo slovensko podjetje XLAB d.o.o,
ki se ukvarja z razvojem programske opreme, računalnǐstvom v oblaku, in-
ternetom stvari, podatkovno analitiko, IT varnostjo itd. in je še posebej
prepoznavno tudi po komercialnih produktih kot so ISL Online, MedicView,
SmartLocator, GAEA+, TeleTransfusion [71].
Ustvarjalci orodja poudarjajo, da je dandanes možno opazovati ogromno
orodij, ki so zmožna opraviti veliko število nalog, s katerimi se rešujejo de-
janski problemi. Velikokrat se zgodi, da se tem orodjem dodajajo funkcio-
nalnosti, ki orodje spremenijo v ogrodje, kateremu se celo v razmikih nekaj
dni dodajajo nove zbirke funkcij. To je nekako v nasprotju z izginjajočo tra-
dicijo UNIX sistemov, kjer je bistvo, da obstaja majhno orodje, ki je zmožno
res dobro narediti eno samo glavno stvar. Obstajajo seveda izjeme in ena
takih je denimo Ansible s svojimi ponovno uporabljivimi skriptami. Ome-
nili smo že, da je Ansible poleg tega, da je orodje za avtomatizacijo lahko
še veliko več, med drugim tudi orkestrator. A pri orkestraciji z njim lahko
Diplomska naloga 45
naletimo na pogosto težavo, kako v nekem zvezku učinkovito uporabiti in
upravljati elemente iz drugih zvezkov Ansible. Ta problem pa rešuje ravno
orodje xOpera, ki sledi paradigmi, da je potrebno majhno število funkcio-
nalnosti, saj se xOpera osredotoči le na učinkovito orkestracijo. Orkestrator
xOpera standard TOSCA implementira z avtomatizacijskim orodjem Ansi-
ble, za prihodnost pa je prisotna tudi ideja, da se doda podporo za orodje
Chef. Ustvarjalci vidijo standard TOSCA kot dobro odločitev zaradi kompa-
tibilnosti s preǰsnjimi verzijami in zaradi vseobsegajoče deklarativne poti za
dejansko orkestracijo. Zvezki oz. skripte Ansible v kontekstu xOpere pred-
stavljajo prožilce orkestracije, ki konkretno definirajo želeno stanje ciljnega
sistema, njegove topologije, komponent in omrežja. Lahko bi povzeli, da
xOpera združuje prednosti standarda TOSCA z natančno definicijo sistema
in prednosti orodja Ansible z samostojnimi skriptami, kjer se je možno osre-
dotočati na posamezne dele definiranega sistema kot sta na primer postavitev
virtualnih naprav ali nameščanje paketov na ciljno vozlǐsče [12].
xOpera je agilen orkestrator, saj ga je možno uporabiti za različne primere
uporabe, med katerimi izstopajo orkestracija aplikacij v oblaku v povezavi
s prenosljivostjo, pomoč DevOps ekipam pri nepretrgani dostavi in uporaba
v lastnih ogrodjih. Ker deluje po standardu TOSCA zagotavlja tudi upra-
vljanje aplikacij skozi njihov celoten življenjski cikel. Opero je moč uporabiti
za postavitev infrastrukture kot storitve (angl. Infrastructure as a Service,
IaaS), ki preko orodja Ansible s pomočjo preprostih ali pa zelo zapletenih
skript pripeljejo aplikacijo v želeno stanje [73]. Orodje za orkestracijo xO-
pera lahko prenesemo zelo enostavno v obliki pip paketa, ki je javno dostopen
na portalu PyPI, kjer se nahajajo paketi za programski jezik Python in sicer
na: https://pypi.org/project/opera/. Najbolje je, če orkestrator prene-
semo v virtualno okolje za Python imenovano tudi Python virtual evironment
(ali kraǰse pyvenv), saj nam to omogoča neodvisnost od sistemskih paketov
in lažjo uporabo. Trenutna verzija, ki jo dobimo je 0.5.4. Tu velja poudariti,
da opera zahteva Python verzije 3. Če se nahajamo na sistemu Linux so
Python in ostali paketi večinoma že prisotni. Po prenosu paketa je orkestra-
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tor pirpravljen za dejansko uporabo. V osnovi sta za to potrebna dva ukaza.
Prvi je opera deploy, ki poskrbi za orkestracijo neke storitve, drugi pa opera
undeploy, ki izvede obratno orkestracijo in orkestrirano storitev uniči [72].
---
t o s c a d e f i n i t i o n s v e r s i o n : t o s ca s imp l e yaml 1 3
node types :
h e l l o t yp e :
der ived f rom: tosca . nodes . SoftwareComponent




d e f au l t : { ge t input : content }
type: s t r i n g
ope ra t i on s :
c r e a t e : playbooks / c r ea t e . yml
d e l e t e : playbooks / d e l e t e . yml
topo logy template :
inputs :
content :
type: s t r i n g
de f au l t : " H e l l o  f r o m  A n s i b l e  and  x O p e r a !\ n "
node templates :
my−workstat ion :
type: to sca . nodes . Compute
a t t r i b u t e s :
p r i v a t e add r e s s : l o c a l h o s t
pub l i c add r e s s : l o c a l h o s t
h e l l o :
type: h e l l o t yp e
requirements :
- host : my−workstat ion
. . .
Slika 3.6: Predloga YAML TOSCA za orkestrator opera.
Slika 3.6 prikazuje preprosto YAML TOSCA predlogo, s katero lahko ob
uporabi xOpere in Ansibla na ciljni napravi naredi direktorij s pozdravno
datoteko (znaka — in . . . lahko v označevalnem jeziku YAML predsta-
vljata začetek in konec YAML dokumenta). Na začetku predloge je raz-
vidno, da gre za verzijo TOSCA profila 1.3. Sledijo tipi vozlǐsč, kjer smo
definirali svoj tip vozlǐsča hello type, ki je izpeljan iz bolj splošnega tipa to-
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sca.nodes.SoftwareComponent, ta pa v osnovi predstavlja generično kompo-
nento programske opreme, ki jo je možno pognati z vozlǐsčem tipa Compute,
ki ga uporabimo kasneje. Naš zgrajen tip nima lastnosti in atributov ima
pa vhod (angl. input) poimenovan content, ki je tipa string in ima privzeto
vrednost tako kot je podana v vhodih (tam je nastavljena vrednost Hello
from Ansible and xOpera!
n), v kolikor za ta vhod ob začetku orkestracije z xOpero ne bi bilo podane
vrednosti. Ustvarjen tip ima dve operaciji in sicer ustvari (angl. create)
in uniči (angl. delete), ki sta predstavljani z dvema artefaktoma v obliki
poti do zvezkov Ansible. Naslednji pomemben razdelek to predloge vozlǐsč
(angl. node templates), kjer povemo, kako se bodo definirane operacije (te
predstavljajo avtomatizirane naloge) izvajale v vrstnem redu pri orkestra-
ciji. Na začetku lahko definiramo vhode, ki jih pred začetkom orkestracije
podamo xOperi, kar smo storili za vhod content. Sledi to, da običajno de-
finiramo izvajalca orkestracije imenovanega my-workstation, ki je tipa to-
sca.nodes.Compute. Ta predstavlja enega ali več resničnih ali virtualnih na-
prav za programske aplikacije ali storitve. Poenostavljeno rečeno je to naš
strežnik, ki izvaja orkestracijo. Kot atribute smo mu tu podali javen in za-
seben IP naslov kot localhost, saj bomo orkestrirali na svojem računalniku.
Nato sledi klic definiranega vozlǐsča hello, ki mu kot predpogoj določimo ob-
stoj vozlǐsča za izvajanje my-workstation, saj je vozlǐsče tipa Compute tisto,
ki lahko poganja vozlǐsča tipa SoftwareComponent. Predloga TOSCA defi-
nira, kaj se bo orkestriralo, potrebno pa je definirati še, kako bomo to dosegli,
kar storimo z zvezki Ansible. Ti določijo ustvarjanje storitve (če poženemo
deploy) in njeno uničenje (ob zagonu za undeploy). Pot do zvezkov smo že
zapisali v razdelku z vmesniki tipa hello. Pripadajočo skripto za ustvarjanje
prikazuje slika 3.7.
Vidimo lahko, da z nastavitvijo hosts na all poženemo zvezek Ansible
na vseh gostiteljih, ki jih določimo pri orkestraciji z xOpero. Mi smo jih
določili pri tipu my-workstation in sicer smo nastavili IP na localhost, kar
pomeni, da se bodo zvezki izvajali zgolj na naši napravi. Skripta vsebuje
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- hos t s : a l l
g a t h e r f a c t s : fa l se
ta sks :
- name: Create the new f o l d e r s t r u c tu r e
f i l e :
path: /tmp/opera−t e s t / h e l l o
r e cu r s e : true
s t a t e : d i r e c t o r y
- name: Create h e l l o . txt and add content
copy:
dest : /tmp/opera−t e s t / h e l l o / h e l l o . txt
content : " {{  c o n t e n t  }} "
Slika 3.7: Ansible skripta za operacijo ustvarjanja za opera predlogo TOSCA.
dve nalogi (angl. tasks). Prva uporabi Ansible modul file, ki v direktoriju
/tmp rekurzivno ustvari dva poddirektorija opera-test in nato še hello. Drugo
opravilo pa uporabi modul copy, da ustvari datoteko hello.txt in vanjo zapǐse
vrednost spremenljivke content. Tu uporabimo jinja2 sintakso za predloge,
kjer se sklicujemo na vhod tipa hello iz predloge TOSCA. Ansible zvezek za
uničenje je podoben in vsebuje eno samo opravilo, v katerem s klicem modula
file odstranimo direktorij z ustvarjeno datoteko. Sam postopek orkestracije je
ravno tako zelo preprost, saj poženemo le deploy ukaz in operacije si sledijo
v zaporedju – ustvari se tip my-workstation in nato se požene zvezek za
ustvarjanje datoteke. Ukaz in rezultat sta prikazana na sliki 3.8.
Slika 3.8: Postopek orkestracije z orkestratorjem xOpera.
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Ukazu xOpera deploy smo v primerih podali pot do TOSCA YAML pre-
dloge, pomembno pa je, da orkestrator deluje po principu arhiva CSAR, kar
pomeni, da lahko za orkestracijo uporabimo le datoteke, ki so v istem ime-
niku kot predloga ali v podimenikih tega imenika. Datotek, ki so zunaj tega
imenika ne moremo naslavljati, kar je v skladu s standardom TOSCA, ki prav
tako v osnovi uporablja format CSAR in podarja, da bi se naj v predlogah
uporabljale relativne poti do datotek in map in ne absolutne, kar podpira tudi
orkestrator opera.. Vidimo lahko, da xOpera ob orkestriranju v terminalu
sproti izpisuje katere dele predloge se poganjajo. Prav tako je pomembno,
da xOpera shranjuje stanje orkestracije saj v trenutnem direktoriju ustvari
mapo .outputs, kamor zapǐse določene informacije o zadnji orkestraciji. Te
se lahko uporabijo, če npr. pride do prekinitve orkestracije, saj lahko opera
potem orkestracijo nadaljuje od tam, kjer smo končali, prav tako pa so te
informacije pomembne, ko poganjamo opero za uničevanje postavljenih apli-
kacij in storitev. Kot vhod marker se je pri orkestraciji uporabila privzeta
vrednost. Če bi želeli to spremeniti, bi lahko ustvarili ločeno YAML datoteko
s tem vhodom in jo nato podali xOperi pri ukazu deploy z uporabo stikala
-i. Še enostavneje je z xOpero pognati razmestitev za uničenje oz. brisanje
nameščene storitve s pomočjo ukaza undeploy [72].
xOpera se želi uporabnikom približati tako, da se ti ne rabijo preveč ukvr-
jati s samimi lastnostmi in konfiguriranjem orkestratorja. Cilj avtorjev je,
da je uporabnik izpostavljen definicijam TOSCA standarda, kar prinaša tudi
prednost tega, da je z xOpero možno uporabiti že obstoječe predloge TO-
SCA z dodatkom implementacije preko Ansible skript. Prav tako je mogoče
uporabiti že spisane zvezke in zanje napisati TOSCA definicijo predloge za
potrebe avtomatizacije. To vse omogoča oblikovanje storitvenih predlog sku-
paj z uporabniki oz. strankami, stabilnost implementacije pa je prav tako
zagotovljena z Ansible verzijo. Prav tako smo ob uporabi xOpere vnaprej
prepričani, da vemo, kakšen bo rezultat in kaj se bo zgodilo v primeru ustavi-
tve orkestracije. Trenutno se xOpera osredotoča na primer uporabe za oblak
OpenStack, vse bolj pa se razvija tudi podpora za AWS, Kubernetes, IaaS
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Slika 3.9: Zasnova orodja opera.
in druge primere uporabe s tem, da uporabnikom zagotavlja, da se jim ob
uporabi ne bo treba pretirano poglabljati v samo DevOps prakso [12]. V
nadaljevanju se bo kot kaže xOpera razvijala v smeri še večje podpore za
predloge TOSCA, saj trenutno določeni deli osnovnih tipovm kljub temu, da
se prevedejo pred orkestracijo, še niso povsem podprti (tak je npr. confi-
gure del za relacije) z dejansko uporabo in se še ne poženejo ob orkestraciji.
Ne dolgo nazaj so recimo dodali možnost, da se YAML predloga nahaja na
kateremkoli nivoju CSAR arhiva, saj je predhodno orkestrator predvideval
prisotnost predloge na najvǐsjem nivoju arhiva. V prihodnosti se bo glede
razvrščanja dodala tudi podpora za sočasno izvajanje neodvisnih nalog in
s tem se bo lahko izvedlo več operacij naekrat, kar bo lahko občutno po-
spešilo izvajanje, saj trenutno lahko določene zahtevneǰse naloge porabijo
precej časa. Pomembna stvar za uporabnike je da trenutno opera še ne po-
nuja nekega uporabnǐskega vmesnika, saj je njena uporaba zdaj omejena na
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terminal, ki vsebuje dva glavna ukaza deploy in undeploy in verjetno lahko
že kmalu pričakujemo tudi dodatne ukaze. Ker pa opera se distribuira kot
Python knjižnica pa se jo lahko že vključi v kompleksneǰse spletne aplikacije
in tudi cevovode za nepretrgano integracijo in dostavo. Ustvarjalci pravijo
tudi, da bi lahko razvoj dogodkov (angl. events) za standard TOSCA prine-
sel ta dodatek, da bi se xOpera lahko uporabljala tudi kot SaaS storitev ali
REST API. Lahko pa se bo dodala tudi podpora za pip pakete, ki so potrebni
za izvajanje določenega TOSCA blueprinta, saj je trenutno ta del prenosa
paketov usmerjen na Ansible [11]. Orkestrator xOpera je prisoten šele nekaj
let, a zaenkrat je zaslediti, da se razvija v pravem tempu, prav tako pa ima
že nekaj podlage, saj je bila xOpera je bila do sedaj uporabljena posredno in
neposredno kot del številnih evropskih projektov iz kot so DICE, RADON,
SODALITE, CYBERWISER, FORTIKA itd.
3.2.3 Ystia Yorc in Alien4Cloud
Yorc je orkestrator za hibridni oblak oz. za namene visoko-zmogljivega
računalnǐstva (angl. High Performance Computing, HPC) po standardu TO-
SCA. Namen tega orodja je v prvi vrsti podpora celotnega življenjskega cikla
tistih aplikacij, ki so del hibridne infrastrukture, med katere spadajo infra-
struktura kot storitev (angl. Infrastructure as a service, IaaS), razporejeval-
niki za visoko zmogljive računalnike (angl. HPC schedulers) in kontejner kot
storitev (angl. Container as a service, CaaS). Za standardizacijo infrastruk-
ture aplikacij Yorc uporablja standard OASIS TOSCA in se osredotoča na
sam potek dela že od začetka in tako želi doseči popolnoma prilagodljivo in
skalabilno aplikacijo [75].
Orodje za razmestitev Yorc, ki se je sprva imenovalo Janus je bilo raz-
vito znotraj projekta Ystia Suite, ki želi zagotoviti podporo za razvoj in
namestitev aplikacij na hibridnih infrastrukurah kot so IaaS, HPC schedu-
lers in CaaS. Poleg razvitega orkestratorja ta projekt denimo vključuje tudi
kovačnico (angl. forge) oz. shrambo s komponentami, ki jih je možno upo-
rabiti z orodjem Yorc kot so npr. veliki podatki (angl. Big Data), ogrodja
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za globoko učenje (angl. Deep Learning frameworks), naučeni modeli in
različne množice podatkov [76]. Yorc ponuja možnost interakcije z orkestra-
torjem preko REST API oz. obširnega aplikacijskega programskega vmesnika
(angl. Application Programming Interface, API) z REST (angl. Represen-
tional State Transfer) arhitekturo, možen način uporabe pa je preko moder-
nega konzolnega vmesnika (angl. Command Line Interface, CLI). Ustvarjalci
orodja priporočajo, da se ga uporablja v kombinaciji z modelirnim orodjem za
aplikacije, imenovanim Alien4Cloud, ki omogoča oblikovanje predlog TOSCA
in interakcijo z aplikacijo med izvajanjem. Yorc je namreč privzeti orkestra-
tor za Alien4Cloud, ki ima vgrajen vtičnik za ta orkestrator [75]. Orkestrator
Yorc ponuja širok nabor podprte ciljne infrastrukture, saj podpira namesti-
tev na IaaS oblakih kot so AWS, OpenStack in GCP, pa tudi na sistemih
CaaS kot je K8S oz. Kubernetes, na sistemih HPC, od katerih izstopa sistem
Slurm. Glede podpore standardu TOSCA, Yorc trenutno podpira verzijo
1.2 profila YAML, ki jo vsebujejo predloge, ki jih podamo kot vhod temu
orodju. Od TOSCA definicij so pričakovano podpri tipi za vozlǐsč, povezave,
implementacije itd. Za tipe vozlǐsč so podprti vhodi, izhodi, lastnosti, atri-
buti, skrivnosti, konkatenacija in druge. Za shranjevanje predlog TOSCA,
občutljivih podatkov in sinhronizacijo odjemalcev se ta orkestrator zanaša na
orodje Consul. Yorc podpira več načinov implementacije standarda TOSCA,
med katerimi so že vgrajene bash skripte, python skripte in zvezki Ansible,
obstaja pa možnost definicije lastnih aktuatorjev z uporabo mehanizma za
vtičnike [74].
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t o s c a d e f i n i t i o n s v e r s i o n : t o s ca s imp l e yaml 1 2
node types :
h e l l o t yp e :
der ived f rom: tosca . nodes . SoftwareComponent




d e f au l t : { ge t input : content }
type: s t r i n g
ope ra t i on s :
c r e a t e : s c r i p t s / c r ea t e . sh
topo logy template :
inputs :
content :
type: s t r i n g
de f au l t : " H e l l o  f r o m  B a s h  and  Y o r c !\ n "
node templates :
my−workstat ion :
type: to sca . nodes . Compute
a t t r i b u t e s :
p r i v a t e add r e s s : l o c a l h o s t
pub l i c add r e s s : l o c a l h o s t
por t s : 8800
networks: l o c a l h o s t
h e l l o :
type: h e l l o t yp e
requirements :
- host : my−workstat ion
workf lows:
i n s t a l l :
s t ep s :
w o r k s t a t i o n i n s t a l l :
t a r g e t : my−workstat ion
on succ e s s :
- c r e a t e h e l l o
c r e a t e h e l l o :
t a r g e t : h e l l o
a c t i v i t i e s :
- c a l l o p e r a t i o n : Standard . c r ea t e
Slika 3.10: Predloga TOSCA za razmestitveno orodje Yorc.
Ystia Yorc ima več načinov postavitve za začetek uporabe orkestratorja.
Osnovni način je postavitev Yorc strežnika na oddaljeni napravi, pri čemer
se priporoča virtualna naprava v oblaku OpenStack, kar kasneje omogoča
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tudi lažjo interakcijo z orodjem Alien4Cloud. Ker je Yorc server potrebno
pazljivo konfigurirati, kar lahko traja nekaj časa, je včasih lažje uporabiti že
pripravljeno Docker sliko in orkestrator postaviti znotraj Docker kontejnerja
na lokalni napravi ali pa na oddaljeni virtualki. S pravilno nastavljenimi
odprtimi vrati na kontejnerju lahko dostopamo do serverja preko lokalne
naprave z uporabo Yorc CLI vmesnika, ki predstavlja odjemalca in se ga
se ga namesti preprosto z uporabo pripravljenege zip ali tar datoteke, ki
jo razpakiramo. Za posebno namestitev lahko uporabimo tudi CLI ukaz
yorc bootstrap, ki je namenjen prenosu iz orodja a4c v Yorc in obratno in
interakciji z drugimi tipi infrastruktur [74].
Za testiranje sem razpakiral datoteko tar in si namestil Yorc CLI, dejanski
orkestrator z Yorc strežnikom pa sem zagnal s pomočjo docker kontejnerja.
Uporabil sem enak primer uporabe kot za orkestrator opera, torej ustvarja-
nje mape s pozdravno datoteko na ciljni napravi. Za ta namen sem moral
nekoliko spremeniti predlogo TOSCA (v verzijo 1.2), ki je prikazana na sliki
3.17. Vidimo, da je sestava TOSCA storitvene predloge zelo podobna kot
pri xOperi, le da mora vsebovati še definicijo za potek dela (workfolows),
saj Yorc to privzeto zahteva. Odločil sem se, da bom namesto zvezka An-
sible kot aktuator za implementacijo uporabil bash skripto, saj je datotečni
sistem lažje modificirati direktno z uporabo jezik za lupino brez nepotrebne
abstrakcije preko orodja Ansible. Moja skripta je izgledala takole:
#!/bin/sh
# Create a hello directory
mkdir -p /tmp/yorc-test/hello
# Leave a message
echo "{{ content }}" > /tmp/yorc-test/hello/hello.txt
Nato sem z ukazom
yorc deployments deploy -l –id test tosca-template.csar pognal orkestracijo
z orodjem Yorc, za kar sem moral svoj direktorij zapakirati v CSAR arhiv.
Rezultat orkestriranja je prikazan na sliki 3.11.
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Slika 3.11: Rezultat orkestracije z orodjem Yorc.
Application LIfecycle ENablement for Cloud, kraǰse Alien4Cloud oz. še
kraǰse a4c je v osnovi odprtokodna platforma, ki podjetjem omogoča lažje
upravljanje kompleksnih aplikacij in storitev v oblaku. Orodje a4c je raz-
vila IT multinacionalka Atos z namenom ponuditi samopostrežno orodje za
uporabnike in razvojne skupine, da bi ti lahko karseda hitro namestili želene
storitve [3]. Koncept orodja Alien4Cloud sestoji iz 4 glavnih delov, ki so:
• Llokacija, ki predstavlja ciljno točko namestitve, kar je lahko lokalni
računalnik, virtualna naprava, oblak, Docker kontejner itd.,
• Komponente, ki se jih namesti,
• Topologije oz. načrti (angl. blueprints), ki so opis potrebnih program-
skih komponent za izgradnjo aplikacije in vključujejo izbrano okolje in
verzijo aplikacije,
• Aplikacije so dejanske aplikacije, ki se jih namesti s pomočjo topologij,
• TOSCA kot standard v nastajanju, ki omogoča opis komponent in
relacij za aplikacije,
Za povrhu a4c ponuja zbirko t.i. vlog (angl. roles), ki vključijo vse
prej omenjene koncepte. Alien4Cloud podpira profil standarda TOSCA za
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jezik YAML, ne pa tudi XML, saj so prepričanja, da je format YAML eno-
stavneǰsi in kraǰsi za pisanje TOSCA definicij. Podprti so tako vsi TOSCA
tipi kot tudi definicije nalog, ki se izvajajo. Ko se zazremo globlje v orodje
ugotovimo, da Alien4Cloud v resnici uporablja svoj domensko-specifičen je-
zik Alien4Cloud DSL, ki je nekoliko preoblikovana verzija dejanskega profila
TOSCA YAML z dodanimi sposobnostmi, ki zadevajo specifike orodja a4c,
kar pa ne pomeni, da orodje zavrne osnovno čisto verzijo predloge TOSCA.
Vse TOSCA definicije v predlogah morajo biti vsebovane v arhivu CSAR, ki
ga to orodje sprejme kot vhod. Alien4Cloud ima več verzij, v katerih podpira
več različnih razmestitvenih orodij. Poleg že omejenega trenutno privzetega
orodja za orkestracijo Yorc v najnoveǰsi verziji 2.1.0, je v preǰsnjih verzijah
tu še podpora za orodja Cloudify 3 in Cloudify 4, eksperimentalna podpora
za orodje Marathon, ki je dejansko meta ogrodje za orodje Mesos, ki ponuja
razmestitev Docker zabojnikov ter podpora za orkestrator Puccini v beta ver-
ziji. S podporo množice orkestratorjev a4c poveča neodvisnost od platforme
in zagotovi namestitev aplikacij na različne oblačne ponudnike. Namestitev
orodja a4c je preprosta, saj moramo na sistemih Linux oz. MacOS X po-
gnati en sam curl ukaz v lupini in preko brskalnika lahko že dostopamo do
nadzorne plošče orodja, orodje pa je možno pognati tudi v okolju Vagrant.
Prednost tega orodja je tudi to, da ponuja vizualni urejevalnik topologije
aplikacij, iz katerega je možno nato izvoziti popolno predlogo TOSCA. To
orodje za modeliranje podpira urejanje s preprostim konceptom povleci in
spusti (angl. drag and drop), kjer je možno uporabljati znane tipe iz to-
poľskega TOSCA kataloga ali pa lastne definicije tipov. Dobrodošla je tudi
integracija z orodjem Git in možnost uvoza definicij [3].
Odločil sem se, da bom testiral tudi orodje a4c na enakem primeru kot za
Yorc, da bi uvidel uporabnost orodja Alien4Cloud. Najprej sem moral malo
prilagoditi predlogo TOSCA zaradi specifičnega jezika, ki ga ima a4c, prav
tako pa je bilo potrebno v Docker containerju postaviti a4c in uporabiti Yorc
vtičnik za povezavo a4c z orkestratorjem Yorc. Od tod naprej pa sta bila
orkestracija in rezultat enaka kot v primeru za Yorc.
Diplomska naloga 57
Slika 3.12: Topološki urejevalnik za Alien4Cloud.
3.2.4 IndigoDC
IndigoDC oziroma Indigo je TOSCA orkestrator, ki predstavlja komponento
na nivoju platforme kot storitve (angl. Platform as a service, PaaS), ki
omogoča zagon resursov na oblačnih ogrodjih za upravljanje (npr. Open-
Stack in OpenNebula) in upravljanje množic računalnikov z uporabo Mesos
svežnjev, ki delujejo preko odprtokodnega projekta podjetja Apache [29].
Razmestitveno orodje Indigo je bilo razvito znotraj evropskega projekta
INDIGO-DataCloud (INtegrating Distributed data Infrastructures for Glo-
bal ExplOitation), ki se zavzema za razvoj podatkov in računalnǐskih plat-
form za znanstvene združenja, vključujoč programsko opremo, ki se jo da
namestiti v hibridnih infrastrukturah. Računalnǐstvo v oblaku že ponuja
številne rešitve z oblačnimi resurssi v obliki IaaS, vendar obstaja cela vr-
sta področij na čelu z znanstvenimi ustanovami, kjer primanjkuje rešitev
na nivoju PaaS in SaaS, za kar se zavzema ta projekt, saj želi zapolniti te
vrzeli z odprtokodnimi rešitvami. Arhitektura se fokusira na integracijo z
uveljavljenimi oblačnimi ogrodji kot npr. OpenStack, na PaaS rešitve kot je
Mesos, na rešitve za upravljanje mikrostoritev kot sta Kubernetes in Docker.
Naloga Indiga je, da vzame zahteve po namestitvi za neko storitev, ki so
zapisane v obliki TOSCA predloge za profil YAML verzije 1.0, in jih požene
na najbolǰsem razpoložljivem ciljnem oblaku. Za to da Indigo določi naj-
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bolǰsi možen cilj namestitve uporablja uporablja vpogled v dogovore o ravni
storitev (angl. Service License Agreement, SLA), ki dokumentirajo obvezno-
sti, ki jih mora ponudnik storitev izpolniti za stranko. Poleg tega zbirajo
podatke o različnih platformah in pošiljajo poizvedbe do posebne REST sto-
ritve imenovane Cloud Provider Ranker, ki je bila razvita znotraj projekta in
je namenjena rangiranju ponudnikov oblačnih storitev preko posebnih pravil
in algoritmov [30].
Nasploh pa Indigo Paas orkestrator za delovanje potrebuje prisotnost na-
slednjih Indigo storitev:
• SLAM (SLA Manager), ki omogoča pridobitev vseh dogovorov o ravni
storitev za uporabnika,
• CMDB (Configuration Manager DataBase), ki vsebuje vse informacije
o oblačnih ponudnikih in ciljnih točkah namestitve,
• REST Zabbix Wrapper, ki omogoča, da Zabbix, ki je nekakšne vrste
orodje za nadzor, pridobit opazovane metrike skozi REST aplikacijski
programski vmesnik,
• CPR (Cloud Provider Ranker), ki zbere vse informacije iz predho-
dnik Indigo storitev in na podlagi tega vrne urejen seznam najbolǰsih
(oblačnih) ponudnikov za namestitev rešitve [29].
Namestitev orodja za orkestracijo Indigo lahko poteka z orodjem maven,
ki potem ko poženemo ukaz povleče vse potrebne pakete, prevede kodo in
ustvari mapo docker, v kateri je pripravljen Dockerfile, iz katerega nato zgra-
dimo Docker sliko, ki jo nato lahko poženemo. Vse te korake lahko nekoliko
poenostavimo in uporabimo že pripravljeno sliko s portala DockerHub. Za
to, da poženemo orkestrator kot strežnik je potrebno imeti nameščen Docker
in delujoči instanco MySQL strežnika, ki je lahko prisotna lokalno, v Doc-
ker kontejnerju ali pa na oddaljeni napravi. Tako lahko ločeno poženemo
oba Docker kontejnerja, enega z orkestratorjem in drugega z bazo, ob za-
gonu pa je moč nastaviti celo kopico konfiguracij, predvsem v povezavi z
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varnostjo. Trenutne podprte platforme za orkrestrator Indigo so OpenNe-
bula verzije 5, CentOS7, Ubuntu14 in Ubuntu16. Orodje Indigo DataCloud
Orchestrator lahko po namestitvi uporabljamo preko CLI vmesnika v termi-
nalu, imenovanega Orchent, ki za avtorizacijo na orkestrator uporabi poseben
žeton. Orchent lahko namestimo z uporabo repozitorija na GitHubu ali pa
kot Docker zabojnik in ga nato uporabimo zato, da začnemo orkestracijo
predlog TOSCA. Drug način uporabe orkestratorja je preko vmesnika REST
API. Orodje je možno integrirati tudi z jezikom Python, saj obstaja posebna
python knižnica Orchy, ki se namesti kot pip paket. Z ogrodjem Python Flask
pa je bil razvit tudi preprost grafični uporabnǐski vmesnik preko katerega
lahko začnemo orkestrirati in pregledujemo že zaključene namestitve aplika-
cij. Zanimivo je tudi, da so na projektu razvili posebne vtičnike za orodje
Alien4Cloud, da bi razširili uporabo orkestratorja. Tako lahko uporabimo
pripravljeno Docker sliko, v kateri poleg orodja a4c poženemo še orkestra-
tor s pripravljenimi predlogami TOSCA za Indigo in jih nato uporabljamo za
modeliranje v orodju a4c. Indigo sicer še ni uradno podprt orkestrator za a4c,
a v prihodnih izdajah bi se lahko kaj kmalu zgodilo, da bi ga vključili tudi
tja [32]. IndigoDC uporablja poseben razčlenjevalnik za predloge TOSCA.
Gre za TOSCA Parser, ki ga je razvil OpenStack in je namenjen analizi
predlog TOSCA tako, da si ustvari poseben graf vseh vozlǐsč in povezav.
Temu orodju kot vhod podamo TOSCA YAML predlogo ali pa oblačni arhiv
CSAR z ostalimi vhodi, kot izhod pa dobimo memorizirane objekte TOSCA
elementov in graf predloge. TOSCA Parser lahko uporabimo tudi samostojno
z namestitvijo Python knjižnice, polega celotnega profila YAML verzije 1.0,
pa to orodje podpira tudi poseben TOSCA profil za virtualizacijo omrežnih
funkcij (angl. TOSCA Simple Profile for Network Functions Virtualization,
NFV) [45].
Orkestracijo z Indigo lahko začnemo tako, da orkestratorju na vhod po-
damo predlogo TOSCA v jeziku YAML profila 1.0. Znotraj projekta Indigo
sta uporabnikom že na voljo dva Git repozitorija, ki prikazujeta uporabo de-
finiranih TOSCA tipov (vozlǐsč, relacij, zmožnosti, operacij) v pripravljenih
60 Anže Luzar
Slika 3.13: Arhitektura orkestracije z orodjem IndigoDC [31]
predlogah TOSCA. IndigoDC za implementacijo TOSCA operacij uporablja
artefakte tipa Ansible. V osnovi to lahko Ansible vloge ali pa enostavneǰsi
zvezki Ansible. V primerih, ki jih navajajo imajo pomembno vlogo tudi
Docker slike, ki so naložene na portalu DockerHub in služijo za uporabo
v Ansible skriptah. Poleg tega so znotraj projekta spisali tudi nekaj pri-
pravljenih Ansible vlog in jih javno objavili na portalu Ansible Galaxy ter
jih nato referencirali kot implementacije TOSCA definiranih vozlǐsč. Kot že
prej omenjeno je potrebno za interakcijo z orkestratorjem pridobiti žeton,
da sploh lahko začnemo orkestrirati predloge. Za to so v projektu razvili
posebno storitev za avtentikacijo imenovano INDIGO Identity and Access
Management service oz. kraǰse INDIGO IAM. Storitve IAM so znane in v
uporabi pri številnih oblačnih ponudnikih, tu pa jo uporabimo, da pridobimo
žeton oz. (angl. access token), ki nam omogoči dostop do strežnika z orke-
stratorjem. Nato lahko uporabimo enega od odjemalskih orodij (npr. CLI,
Postman itd.) in sprožimo orkestracijo na želeno ciljno mesto, kar je lahko
tudi javna oblačna storitev kot sta npr. oblaka AWS in Azure [57].
Za testiranje sem Indigo postavil lokalno v Docker kontejnerju in upora-
bljal orodje Ochent za dostop do orkestratorja in proženje vseh zastavljenih
nalog. Pripravljena predloga TOSCA verzije 1.0 za Indigo je bila skoraj
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identična predlogi za Yorc, razen manǰsih razlik zaradi verzije TOSCA 1.0.
Za aktuator sem uporabil zvezek Ansible, ki je bil skoraj identičen kot za
xOpero. A od tu naprej sem naletel na težavo, da IndigoDC ni želel za-
gnati orkestracije pod nobenim pogojem, saj očitno zahteva, da mu pred
tem podamo še naše podatke za dostop do različnih storitev (npr. oblačnih
in drugih) in da nastavimo vse možne cilje orkestracije. Ker pa je bilo to
prezahtevno in ni konvergiralo k želeni rešitvi sem tu opustil delo s tem or-
kestratorjem in se raje osredotočil na ostale.
3.2.5 Cloudify
Cloudify je odprtokodno ogrodje za orkestracijo v oblaku, ki ima vgrajen or-
kestrator kompatibilen s standardom OASIS TOSCA. Z ogrodjem Cloudify
lahko modeliramo aplikacije in storitve in tako avtomatiziramo življenjski
cikel aplikacij z vključeno namestitvijo na množico različnih oblačnih plat-
form oz. različnih okolij, hkrati pa Cloudify ponuja tudi možnost popolnega
nadzora in obveščanja o tem, kaj se dogaja z nameščeno aplikacijo. V mode-
liranje aplikacij je možno vključiti infrastrukturo, vmesne nivoje, kodo apli-
kacije, pomožne skripte in orodja ter ostale potrebne metrike [16]. V osnovi
lahko povzamem, da Cloudify ponuja naslednje osnovne storitve:
• modeliranje aplikacij s podrobnim opisom aplikacije z uporabo jezika
Cloudify DSL, ki temelji na jeziku standardu TOSCA,
• orkestracija in zagon aplikacij in možnost upravljanja, skaliranja in
samo-popravljanja,
• uporaba vtičnikov, ki je ena najpomembneǰsih funkcij, saj omogoča
povezavo z raznoraznimi oblačnimi storitvami, konfiguracijskimi orodji
in ostalimi storitvami,
• varnost, ki se nanaša na varno komunikacijo med upravljavskim orod-
jem Cloudify Manager in odjemalcem, ki uporablja storitve v oblaku
Cloudify.
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Cloudify omogoča orekstracijo in nameščanje aplikacij z uporabo konzol-
nih ukazov, drug način pa je, da uporabimo upravitelja Cloudify Manager, ki
predstavlja orkestrator in obenem tudi varno okolje za namestitev aplikacij
s številnimi možnimi razširitvami. Upravitelj vsebuje številne odprtokodne
komponente (npr. Nginx, Gunicorn, Flask, PostgreSQL, RabbitMQ, Pika),
ki jih je možno souporabiti v definiranih aplikacijah. Osnoven potek prenosa
in namestitve aplikacije na Cloudify okolje vključuje prehod skozi različne
storitve kot so CLI, Nginx, REST in PostgreSQL. Cloudify Manager, ki igra
vlogo strežnika orkestracije lahko preprosto poženemo v Docker kontejnerju
ali pa na OpenStack virtualki, lahko pa tudi lokalno z uporabo pripravljene
RPM datoteke. Za oddaljen dostop do upravljalca lahko uporabimo kon-
zolni vmesnik Cloudify Command Line Interface oz. Cloudify CLI, s katerim
lahko podajamo ukaze za izvajanje akcij na upravljalcu. Poleg tega Cloudify
vsebuje tudi odjemalskega agenta Cloudify Agent, ki ga namestimo na tistih
napravah, ki sodelujejo oz. so del našega načrta namestitve aplikacije in jih
navedemo v predloga TOSCA. Agenti orkestracijo izvajajo lokalno, pri tem
pa zberejo vse potrebne metrike in o tem poročajo upravljalcu. Po namestitvi
in še pred orkestracijo moramo pripraviti načrt aplikacije (angl. blueprint) s
TOSCA YAML predlogo. Ta načrt lahko vsebuje več datotek, map in pod-
map oz. je lahko arhiv (npr. tar ali zip datoteka). Za pakiranje in arhiviranje
predloge nam je v pomoč Cloudify CLI, ki ga uporabimo tudi za nalaganje na
Cloudify Manager, lahko pa za to uporabimo tudi Cloudify Console, ki nudi
enako širino ukazov kot CLI in se namesti zraven upravljalca. Za ustvarjanje
namestitve aplikacije Cloudify prebere datoteko YAML in poveže namestitev
z ostalimi potrebnimi storitvami. Vendar priprava namestitve oz. angleško
deploya še ne pomeni, da lahko našo aplikacijo že vidimo. S tem smo si le pri-
pravili okolje in vse potrebno, nato pa je potrebno še izvesti zastavljen potek
dela oz. workflow, kar znova sprožimo prek ukaza v lupini. Po tej orkestraciji
je naša aplikacija nameščena, po potrebi lahko pripravljeno namestitev eno-
stavno posodobimo ali izbrǐsemo, enako pa velja tudi za predlogo TOSCA z
načrtom [17].
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Slika 3.14: Cludify nadzorna plošča.
Cloudify za predloge ne uporablja popolnih predlog TOSCA, ampak so ti
načrti napisani v jeziku Cloudify DSL, ki temelji na TOSCA YAML profilu.
Na začetku predloge tako kot verzijo TOSCA elementov lahko definiramo
Cloudify DSL verzije 1.0, 1.1, 1.2 in 1.3, ki so po vrsti izpeljani iz YAML
profilov 1.0, 1.1, 1.2 in 1.3. Definicije vozlǐsč, povezav, parametrov in la-
stnosti ostajajo iste, Cloudify pa predloge razširi še s svojimi dodatnimi tipi.
Tak je recimo tip plugins, ki predstavlja Cloudify vtičnike. Za učinkovito
orkestracijo in čim večjo neodvisnost od platforme so v pomoč vtičniki (angl.
Cloudify Plugins), ki so pravzaprav Python paketi zmožni komunikaciji z
različnimi storitvami. Uradno podprtih vtičnikov je le določeno število. Ne-
kateri izmed njih so namenjeni namestitvi na različne oblačne platforme (npr.
vtičniki AWS, Azure, Google Cloud, vCloud, OpenStack), spet drugi pa so
namenjeni za razne (npr. Kubernetes, vSphere), tretji pa Cloudify povežejo
z orodji za avtomatizacijo (vtičnika za Ansible in Terraform). Kar ogrodje
Cloudify naredi neuničljivo in nadvse uporabno pa je možnost ustvarjanja
vtičnikov za lastne potrebe in namene, s čimer lahko zagotovimo avtoma-
tizirano namestitev na skoraj katerikoli oblak. Številna podjetja imajo za
avtomatizacijo svojih storitev že izbrano orodje in ne bi mogla uporabljati
ogrodja Cloudify, v kolikor za izbrano orodje ne bi obstajala integracija. Z
lastnimi vtičniki, ki se definirajo v jeziku Python, je možno na ogrodje Clo-
udify vezati različna orodja za avtomatizacijo kot so Chef, Puppet ali Salt
(Ansible je že vključen kot uradni vtičnik). Cloudify svoje vtičnike distribu-
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ira v formatu Wagon, ki vključuje zbirko Pythonovih wheel datotek, ki so v
praksi že pripravljeni Python pip paketi, saj jih lahko direktno poženemo,
brez da bi jih rabili prevajati na lastni napravi, kar občutno pohitri čas na-
mestitve. Zelo uporabljan vtičnik skupaj s predlogami TOSCA je skriptni
vtičnik, ki se uporabi za to, da definiramo TOSCA operacije kot artefakte v
obliki skript v jezikih Python, Bash, PowerShell, Ruby itd. in te nato orke-
strator uporabi za izvajanje. Skripte so tako privzeti način implementacije
TOSCA standarda, a za to lahko izberemo tudi Ansible tako, da uporabimo
uradni Ansible vtičnik, ki omogoča, da za operacije TOSCA vozlǐsč ali relacij
zadolžimo zvezke Ansible [17].
Slika 3.15: Prikaz modeliranja v orodju Cloudify.
Ogrodje Cloudify zadnje verzije vključuje tudi poseben koncept tehnolo-
gije okolja kot storitve (angl. Environment as a service, EaaS), ki omogoči
prenos infrastrukture, omrežja in varnosti v različna pripravljena okolja.
Predvsem gre tu za multi-oblačno avtomatizacijo z orodji CI/CD, ki naj
bi delovala na način, da potrebujemo le en cevovod (angl. pipeline) za več
oblačnih ponudnikov. Storitev EaaS s tem reši problem ozkega grla, ki se
pojavi v zvezi z orodji neprekinjene integracije in neprekinjene namestitve,
saj so današnja orodja za avtomatizacijo preveč raznolika in kompleksna, da
bi jih lahko uporabljali brez težav. Ta neodvisna okolja EaaS so ponovno
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uporabljiva in lahko koristijo več aplikacijam [17].
Slika 3.16: Prikaz uspešne namestitve blueprinta z orodjem Cloudify.
Za testiranje sem uporabil testno licenco za orodje Cloudify Labs. Orodje
Cloudify sem testiral na enakem primeru ustvarjanja direktorija s pozdravno
datoteko na oddaljeni napravi. Pripravil sem predlogo TOSCA, ki je zaradi
jezika Cloudify DSL malo drugačna, a še vedno berljiva. Za implementacijo
sem uporabil vtičnik Ansible in zvezek, ki je identičen kot v preǰsnjih primerih
testiranja na ostalih orkestratorjih. Zvezek in predlogo sem zapakiral v zip
datoteko in naložil blueprint na Cloudify ter naredil deployment in ga uspešno
pognal.
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t o s c a d e f i n i t i o n s v e r s i o n : c l o u d i f y d s l 1 3
d e s c r i p t i o n : This Bluepr int c r e a t e s a f o l d e r with content
imports :
- https :// g e t c l o ud i f y . org / spec / c l oud i f y /4 .6/ types . yaml
- p lug in : c l oud i fy−ans ib l e−plug in
inputs :
s i t e yaml path :
type: s t r i n g
de f au l t : playbook . yaml
content :
type: s t r i n g
de f au l t : " H e l l o  f r o m  A n s i b l e  and  C l o u d i f y !\ n "
node templates :
my−workstat ion :
type: c l o ud i f y . nodes . Compute
p r op e r t i e s :
ip : l o c a l h o s t
h e l l o :
type: c l o ud i f y . nodes . Root
i n t e r f a c e s :
c l o ud i f y . i n t e r f a c e s . l i f e c y c l e :
c r e a t e :
implementation: an s i b l e . c l o u d i f y a n s i b l e . ta sks . run
inputs :
s i t e yaml path : { ge t input : s i t e yaml path }
content : { ge t input : content }
r e l a t i o n s h i p s :
- type: c l o ud i f y . r e l a t i o n s h i p s . depends on
ta rg e t : my−workstat ion
Slika 3.17: Predloga TOSCA za Clodify.
3.2.6 Primerjava orkestratorjev
Potem ko sem raziskal vse orkestratorje sem nadaljeval z izbiro. Da bi se lažje
odločil in izbral ustrezno razmestitveno orodje sem naredil primerjavo v ta-
beli 3.2. Za kriterije primerjave sem izbral naslednje atribute: leto izdaje,
namen orodja, podprte platforme, arhitektura, jezik, namestitev, licenca,
orodje za avtomatizacijo, uporabnǐski vmesnik, modelirno orodje, kompati-
bilnost s standardom TOSCA, podprti TOSCA profili in podprti ponudniki
oblačnih storitev.
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Tabela 3.2: Tabela primerjave orkestracijskih orodij.
Glede na leto izdaje je iz tabele razvidno, da najnoveǰsi orkestrator xO-
pera, najstareǰsi pa Cloudify. Vsi orkestratorji služijo svojemu namenu in so
bili narejeni iz različnih razlogov kot npr. preprostost za xOpero, visoko zmo-
gljivo računalnǐstvo za Yorc, Paas podpora za Indigo in odprtokodna plat-
forma za Cloudify. Najbolj je od platforme neodvisna opera, saj se namesti
enostavno kot Python paket, ostali pa večinoma podpirajo operacijski sis-
tem Linux, Cloudify pa še OS X. Cloudify in xOpera sta spisana v Pythonu,
Yistia Yorc v jeziku Go, IndigoDC pa je implementiran v Javi. Večina oro-
dij se namesti kot strežnik bodisi na napravi ali pa v Docker kontjenerju,
le opera nudi enostavneǰso namestitev le kot pip paket, saj je opera vezana
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le na odjemalca, ostali pa morajo za orkestracijo poleg odjemalca imeti še
strežnik. Glede na to, koliko težav sem imel z namestitvijo in uporabo oro-
dij sem orkestrator opera prepoznal kot lahkega za namestitev in uporabo,
za Yorc in Cloudify sem izbral srednjo težavnost, Indigo in pa je bil težek
za namestitev in uporabo, saj sem zanj porabil največ časa, na koncu pa
mi ga ni uspelo uporabiti za orkestracijo. Vsa razmestitvena orodja imajo
odprtokodno licenco Apache 2.0. Opera in Indigo standard TOSCA imple-
mentirata z orodjem za avtomatizacijo Ansible, pri orkestratorju Yorc kot
možne aktuatorje srečamo skripte v jeziku Bash in skripte Ansible, Clou-
dify pa je od vseh orodij tu najbolj raznovrsten, saj poleg privzetih skript
v jezikih Python, Ruby in Bash, ponuja implementacijo z uporabo Ansible
vtičnika ali pa uporabo lastnih vtičnikov, s čimer je možno uporabiti katero-
koli drugo orodje (npr. Chef, Puppet ali SaltStack). Vsi orkestratorji razen
xOpere imajo za lažje rokovanje razvit tudi uporabnǐski vmesnik, modelirno
orodje za kombiniranje TOSCA tipov pa ponujata Yorc in Clodify, saj sta oba
del platforme Alien4Cloud. Zanimivo je tudi, da vsa orodja nudijo popolno
kompatibilnost s standardom TOSCA, razen Cloudify, ki standard nekoliko
razširi in dobi svoj domensko-specifičen jezik Cloudify DSL. Opera podpira
najnoveǰso različico TOSCA YAML profila 1.3, Yorc ima podporo za verzijo
1.2, Indigo pa za 1.0 in še podporo za omrežni profil NFV 1.0. Cloudify
prav tako podpira zadnjo verzijo TOSCA profila, saj ponuja DSL profil 1.3,
ki temelji na profilu TOSCA YAML verzije 1.3. Orkestrator xOpera nima
točno določenih podprtih oblačnih platform, saj podporo tu definiramo sami
s pomočjo predlog TOSCA in modulov Ansible, Yorc ima podporo za Open-
Stack, AWS in Google Cloud, Indigo za oblaka AWS in Azure, z orodjem
Cloudify pa lahko preko vtičnikov dosežemo povezavo z oblačnimi platfor-
mami AWS, Azure, GCP, OpenStack in vCloud, seveda pa se je z definicijo
lastnih vtičnikov možno povezati na kateregakoli oblačnega ponudnika.
Poglavje 4
Načrtovanje in razvoj
Glede na nalogo, ki smo jo imel v podjetju sem se v tem delu odločil, da
bom preizkusil razviti preprosto aplikacijo oz. storitev funkcije v oblaku s
pomočjo orodja za avtomatizacijo in pri njeni postavitvi uporabiti izbrani
orkestrator.
4.1 Opis uporabljenih principov
V nadaljevanju so opisani osnovni principi in orodja, ki smo jih uporabljali v
podjetju in tako predstavljajo okolje, v katerem bo izražena končna rešitev.
Podana je naloga, ki bi jo rad rešil s pomočjo procesov avtomatizacije in
orkestracije.
4.1.1 Oblak Microsoft Azure
Računalnǐstvo v oblaku (angl. Cloud computing) je model računalnǐstva, kjer
se podatki shranjujejo na fizičnih strežnikih ponudnikov teh storitev. Namen
tega, je, da bi lahko do teh podatkov dostopali kjerkoli in kadarkoli, hkrati
pa nam za shranjevanje podatkov ne bi bilo treba skrbeti. Oblak dandanes
predstavljajo veliki podatkovni centri po svetu, ki hranijo ogromno različnih
podatkov o uporabnikih. Da se ti podatki ne mešajo med sabo imajo oblačne
platforme celo vrsto pametnih varnostnih storitev, ki poskrbijo, da do nekih
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podatkov lahko dostopa samo nekdo, ki ima dejansko pravice za dostop do
njih. Naprave, ki hranijo te podatke so zelo zmogljive in odporne, saj mo-
rajo zdržati neprestan pretok teh podatkov, hkrati pa morajo zagotavljati
hiter dostop do njih, kar podatkovni centri dosežejo z množicami diskov,
pomnoženimi povezavami v internetno omrežje, klimatskimi napravami itd.
Poleg shrambe, ki je temeljna storitev oblačnih ponudnikov so tu še številne
druge storitve, ki pripomorejo k rasti uporabe oblaka, saj do njih lahko pro-
sto dostopamo preko interneta. Danes je na trgu prisotnih veliko ponudnikov
oblačnih storitev s svojimi platformami, od katerih najbolj izstopajo Ama-
zon Web Services (AWS), Microsoft Azure (Azure), Google Cloud Platform
(GCP), Alibaba Cloud, IBM Cloud, VMWare Cloud in drugi [77].
Microsoft Azure je celovita oblačna platforma, ki jo je razvilo podjetje
Microsoft in prvič izdalo leta 2010. Azure je v osnovi namenjen namestitvi
obstoječih aplikacij v oblak ali razvoju novih neposredno v oblaku. Platforma
ponuja številne napredne storitve v oblaku, ki jih lahko poljubno povezujemo
med sabo in nam pomagajo pri razvoju, upravljanju, namestitvi in testiranju
naših rešitev. Azure se osredotoča na to, da bi bile njihove storitve globalno
dostopne, zanesljive, varne, fleksibilne, skalabilne in cenovno ugodne. Micro-
soft platformo Azure neprestano razvija in dopolnjuje z novimi storitvami,
pri tem pa zagotavlja skladnost z varnostnimi protokoli. Azure ponuja glo-
balno infrastrukturo, saj je na voljo za uporabo v kar 140 državah sveta,
podatkovni centri pa se nahajajo na 58 različnih območjih. Ponudnik rešitve
Microsoft svojo platformo pričakovano navaja kot najbolǰso izmed oblačnih
platform in v večni tekmi s ponudnikom Amazon kot prednost vidi večji
poudarek na odprtokodnih rešitvah, bolj dovršeno varnost in cenovno ugo-
dnost, saj na bi bil Azure v nekaterih storitvah tudi do petkrat ceneǰsi kot
AWS, pri tem pa se naslanja na princip pay as you go, ki uporabnikom
omogoča, da plačila izvajajo sproti in medtem, ko že uporabljajo storitve v
oblaku. V nadaljevanju predstavim nekaj osnovnih storitev oblaka Azure,
ki so pomembne razumevanje in za kasneǰso implementacijo moje rešitve.
Za dostop do Microsoft Azure portala je najprej potrebno pridobiti dostop
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z uporabnǐskim imenom in geslom (Azure credentials), ki nam ga običajno
dodeli admin z uporabo storitve Azure Active Directory . Potem se lahko
prijavimo na portal preko brskalnika in dostopamo do storitev na portalu. Za
lažje upravljanje resursov na platformi Azure za razvijalce obstaja konzolna
aplikacija Azure CLI, ki vsebuje množico ukazov, ki jih lahko uporabljamo
na operacijskih sistemih Windows, Linux in OS X in v različnih konzolah
kot stan npr. PowerShell in Linux terminal. Omogoči nam tudi za lažjo av-
tentikacijo za pr Azure Portal preko ukaza az login. Ukaz kreira in zabeleži
žeton (auth referesh token), ki ostane veljaven dlje časa. Azure CLI vse ukaze
privzeto izvaja nad globalno naročnino (angl. subscription), ki pripada neki
organizaciji in jo dobimo skupaj z uporabnǐskim računom [40].
Slika 4.1: Nadzorna plošča oblaka Microsoft Azure.
Ko začnemo razvoj rešitve na Microsoft Azure portalu pogosto najprej
ustvarimo skupino z resursi (angl. Resource group), ki pripadajo tej rešitvi.
Pri ustvarjanju teh resursov nato vedno navedemo, pod katero skupino spa-
dajo. Pri kreaciji skupine izberemo njeno ime, navedemo svojo naročnino,
pomembna pa je tudi lokacija, ki jo izberemo, saj se tja shranijo metapo-
datki o resursih. Lokacija predstavlja regijo v neki državi. Priporoča se,
da zaradi hitrosti izberemo sebi najbližjo regijo, a vseeno velja premisliti
in določiti, katere storitve bomo uporabljali, kajti določene regije vsebujejo
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še dodatne vrste resursov, ki drugje niso nujno na voljo. Poleg lokacije.
Naslednja pomembna storitev, ki jo nudi Azure je Microsoftova objektna
shramba v oblaku oziroma Azure BLOB Storage, ki omogoča shranjevanje
velikih količin binarnih podatkov, do katerih lahko dostopamo iz portala ali
pa kako drugače (npr. z uporabo knjižnic v različnih programskih jezikih).
Za dodajanje podatkov najprej potrebujemo skladǐsčni račun (Azure Sto-
rage Account), za katerega je obvezno, da pripada skupini z resursi, ki smo
jo predhodno ustvarili. Pri ustvarjanju računa za shrambo navedemo svojo
naročnino in skupino z resursi in nato še lokacijo za podatke. Tak posto-
pek nam ustvari t.i. general-purpose v2 račun, ki je za osnovne namene,
če pa želimo drug tip, pa je potrebno pogledati pod dodatne nastavitve.
Azure shrambo sestavljajo zabojniki oz. kontejnerji (Azure Containers), ki
privzeto vsebujejo binarne podatke tipa BLOB (angl. Binary Large Object)
imajo zanimivo ime, saj se pri drugih oblačnih ponudnikih kot sta recimo
AWS in GCP ta tip shrambe imenuje vedro (angl. bucket).
Slika 4.2: Funkcijske aplikacije v oblaku Azure.
Uporabna storitev v oblaku Azure, na katero se osredotočim pri imple-
mentaciji moje rešitve so tudi Azure funkcije (Azure Functions), ki omogočajo
poganjanje majhnih delčkov kode, brez, da bi rabili za to kakršnokoli infra-
strukturo, saj za to poskrbi oblačna platforma s svojim strežniki. Z vsem
tem oblačne funkcije podpirajo koncept okolja brez strežnika (angl. server-
less environment), ki je eden od osnovnih principov funkcije kot storitve. Te
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funkcije se lahko nato prožijo na več načinov. Vendar preden začnemo pisati
kodo za funkcijo moramo na Azure portalu ustvariti aplikacijo s funkcijami
(function app), ki lahko vsebuje več funkcij in poskrbi za njihovo izvajanje.
Tej funkcijski aplikaciji pri ustvarjanju poleg imena podamo našo naročnino,
skupino z resursi in račun za shrambo. Poleg tega so tu še številne druge na-
stavitve, od katerih najbolj izstopajo izbira operacijskega sistema, načrta za
gostovanje in okolja ter programskega jezika za funkcije. Kot operacijski sis-
tem lahko izberemo Windows ali Linux. Načrt za gostovanje (Hosting plan)
definira alokacijo resursov za aplikacijo s funkcijami in s tem tudi porabo
denarja. Za funkcijsko okolje so na voljo jeziki C#, JavaScript, F#, Java,
PowerShell, Python in TypeScript [40].
4.1.2 FaaS
V zadnjih letih se je uveljavil trend računalnǐstva brez strežnikov oz. server-
less. Tako v povezavi z oblakom močno narašča potreba po uporabi oblačnih
storitev brez strežnikov, kjer ponudniki oblačnih storitev prevzamejo upra-
vljanje infrastrukture, razvijalci pa se lahko usmerijo le na programiranje
funkcij [28]. Računalnǐstvo brez strežnika je mlad koncept, ki se danes upo-
rablja v mikrostoritvah, mobilnih aplikacijah, botih, pri strojnem učenju, za
internet stvari (angl. Internet of Things, IoT), za integracijo storitev itd.
Glavna prednost te rešitve sta prihranek stroškov in časa, saj nam ni po-
trebno nameniti denarja in časa za kupovanje, posodabljanje in zamenjavo
strežnikov, ker to za nas opravijo oblačni ponudniki [51].
Trenutno vodilna platforma na področju brezstrežnǐskih storitev je Ama-
zon z storitvijo AWS Lambda, a takoj za petami so ji tudi drugi ponudniki
kot npr. Microsoft s prej opisanimi Azure Functions, Google z Cloud Func-
tions, IBM z IBM Cloud Functions, Alibaba Cloud s Function Compute,
OpenFaaS in drugi. S temi storitvami implementiramo določeno funkcional-
nost in dobimo dogodkovno usmerjen model računalnǐstva, ki ga imenujemo
funkcija kot storitev (angl. Function as a Service, FaaS) [28].
Princip FaaS sestavljajo funkcije v oblaku, ki so lahko napisane v različnih
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programskih jezikih (najbolj pogosti so Python, Java in JavaScript). Ti
majhni koščki kode se lahko ob klicu izvedejo v nekaj milisekundah in tako
omogočijo, da lahko reagiramo na določene dogodke. Proženje na zahtevo
(angl. on demand) je tudi eden od najpogosteǰsih načinov uporabe, kar je
neposredno povezano z zmanǰsanjem stroškov, saj se nam zaračuna le ta-
krat, ko se funkcija sproži, ne pa tudi, ko je v neaktivnem stanju. Pogosti
načini uporabe so še procesiranje podatkov, procesiranje spletnih zahtevkov
in sporočil itd. Hkrati lahko funkcije v oblaku povežemo z ostalimi storitvami
iz oblaka kot je npr. oblačna shramba, ki razširijo možne načine uporabe [41].
Poleg manǰsih stroškov, skalabilnosti, možnosti uporabe različnih program-
skih jezikov in hitre postavitve pa so na drugi strani prisotne tudi nekatere
pomanjkljivosti FaaS modela kot so odvisnost od ponudnika (angl. vendor
lock-in), težavnost zagotavljanja učinkovitega okolja za testiranje, varnost,
težje razhroščevanje in tudi cena, ki je v nekaterih primerih lahko večja, če
uporabljamo Faas, kajti nekatere analize so pokazale, da se uporaba tega
principa zares splača za velika podjetja in korporacije [62]. V podjetju sem
kot storitev za FaaS uporabljal Microsoft Azure Functions v oblaku Azure,
kjer smo se osredotočili na funkcije za procesiranje podatkov v jeziku Python.
4.1.3 Zastavljena naloga za implementacijo
V podjetju sem uporabljal oblak Microsoft Azure, kjer sem testiral prijavo na
portal preko CLI ukazov, ustvarili smo skupino za resurse, testirali kreiranje
Azure container shrambe in tudi preprostih Azure funkcij. Pomemben del in
cilj uporabe je bil tudi uporaba Azure oblačnih funkcij po principu funkcije
kot storitve. Želeli smo, da bi lahko napisali funkcijo v kateremkoli program-
skem jeziku in kodo prenesli na Azure z uporabo storitev Azure Function app
in Azure Functions. Funkcije, ki bi bile v oblaku bi potem lahko uporabili v
napredneǰsih aplikacijah (npr. mobilne ali spletne aplikacije), ki bi imele nič,
del ali pa celotno infrastrukturo v oblaku Azure. Ugotovili smo, da je ustvar-
janje funkcij za Azure ročno na portalu zamudno in neučinkovito, kar nas je
pripeljalo na pot avtomatizacije in orkestracije. V osnovi smo želeli imeti av-
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tomatizirano rešitev za okolje FaaS, ki bi omogočala namestitev funkcije brez
ročnega posega v Azure portal. V ta namen smo tudi pregledali in primer-
jali orodja za avtomatizacijo, ki so opisana v drugem poglavju. Namestitev
Azure FaaS okolja je sestavljena iz avtomatiziranih nalog, ki so soodvisne in
si morajo slediti v pravem zaporedju, da dobimo pravilen končni rezultat,
ki je funkcija v oblaku pripravljena, da jo pokličemo, kadar želimo. Hoteli
smo, da bi lahko le spisali kodo za želeno funkcijo, nato pa z enim prepro-
stim ukazom to poslali v oblak in naša rešitev bi se namestila brez težav. V
tem smo videli priložnost za orkestracijo, ki bi omogočala, da lahko kadarkoli
začnemo avtomatiziran proces namestitve, ali pa orkestrirano namestitev po
potrebi ukinemo, če ne želimo več, da je v oblaku. V ta namen smo pregle-
dali orodja za orkestracijo in jih primerjali. Zavedali smo se tudi dejstva, da
se lahko zgodi, da bomo zaradi različnih razlogov primorani v prihodnosti
zamenjati ponudnika oblačne storitve in bomo lahko npr. iz oblaka Azure
prešli na oblak AWS ali GCP. Zato smo želeli, da bi bila naša končna rešitev
taka, da bi bila neodvisna od ponudnika oz. bi bilo treba vložiti minimalno
količino dela za prehod na drugega ponudnika. Za orkestracijo storitev v
oblaku obstaja standard OASIS TOSCA, ki poleg standardizacije definira
celotno shemo rešitve neodvisno od ponudnika. V obzir smo tako vzeli ti-
ste orkestratorje, ki so kompatibilni s standardom TOSCA. S tem smo si
tudi dokončno zastavili nalogo, ki je razvoj avtomatizirane rešitve za Azure
funkcije v okolju FaaS z razmestitvijo nalog neodvisno od ponudnika in na
odprtokodnem orkestratorju po standardu OASIS TOSCA.
4.2 Odločitev in izbira orodij
Pred začetkom implementacije sem izbral orodja. Izbrati je bilo potrebno
orodje za avtomatizacijo nalog namestitve Azure funkcije in orodje za orke-
stracijo celotne rešitve. Glede na primerjavo in potrebe sem izbral orodje
Ansible za avtomatizacijo in orkestrator xOpera za razmestitev.
Ansible sem izbral zato, ker je bil pri testiranju od vseh orodij najeno-
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stavneǰsi za postavitev, saj potrebuje le odjemalca, ki ga lahko preprosto
naložimo v Python virtualno okolje kot pip paket z ukazom pip install ansi-
ble in že lahko začnemo z uporabo. Pomembno je bilo tudi, to, da Ansible
za komunikacijo in transport do ciljne naprave uporablja enostaven proto-
kol Secure Shell oz. SSH, ki ne potrebuje dodatne konfiguracije. Tudi za
smo namestitev Ansible potrebuje malo predpogojev, saj poleg nameščenega
Pythona zahteva privzeto zahteva še SSH. Še en vidik za to odločitev pa so
bile podprte platforme za upravljanje oblaka, saj ima Ansible že ob namesti-
tvi na voljo za uporabo module za oblake AWS, Azure, GCP in ostale, kar
vse skupaj močno olaǰsa. Prav tako je razvoj novega modula enostaven, v
kolikor bi bilo to za ciljno platformo potrebno. Najmočneǰsi kriterij, ki je do-
končno pretehtal za izbiro Ansibla kot avtomatizacijskega orodja pa je izbira
opere za orkestracijo, kajti xOpera standard TOSCA implementira ravno z
Ansiblom in zaenkrat omogoča izvajanje operacij le preko zvezkov Ansible.
Orodje xOpera sem prepoznal kot primerno, ker sem za moj primer upo-
rabe potreboval minimalističen orkestrator, poleg tega pa je opera od vseh
testiranih orkestratorjev najpreprosteǰsa in najhitreǰsa za namestitev, saj za
orkestracijo potrebuje le odjemalca in jo lahko naložimo kot Python paket
z enostavnim ukazom, kar pa pomeni to prednost, da jo lahko uporabljamo
na različnih operacijskih sistemih. Z opero pri namestitvi in začetku upo-
rabe ni bilo nikakršnih težav, medtem ko je pri vseh ostalih orkestratorjih
nastopila vsaj ena težava ali pa je bilo vse skupaj zelo zamudno. Za željo po
neodvisnosti od ponudnika oblačne platforme je bilo pomembno tudi, da je
razmestitveno orodje xOpera popolno kompatibilno s standardom TOSCA in
od vseh primerjanih orodij podpira trenutno najnoveǰso verzijo 1.3 TOSCA
YAML profila. Prav tako je bil pomemben faktor to, da opera nima nekih
že vgrajenih metod za dostop do oblačnih platform, kar omogoča, da lahko
ta del definiramo po lastni presoji in v skladu z lastnimi potrebami, možnost
izbire oblikovanja oblačne rešitve glede na lastne potrebe pa je tudi ena od
glavnih prednosti tega orodja. Orodje xOpera se je izkazalo kot najenostav-
neǰsi orkestrator za uporabo, saj so bili vsi ukazi logični in lepo opisani, pri
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ostalih orkestratorjih pa sem imel z določenimi ukazi več težav pri razume-
vanju. Za moj primer uporabe je bilo pomembno tudi to, da se orkestartor
postavi zelo enostavno le z odjemalcem in brez strežnika, saj sem lahko tako
najbolj učinkvito začel z delom.
Potem, ko sem izbral orodja sem lahko zastavljeno nalogo bolje definiral
kot razvoj Anisble avtomatizirane rešitve za Azure funkcije v okolju FaaS z
razmestitvijo na orkestratorju xOpera
4.3 Funkcionalna analiza
V tem poglavju se osredotočim na funkcionalno analizo moje rešitve.
4.3.1 Prehodne ugotovitve
Pri pregledu možnih rešitev za avtomatizacijo postavitve funkcije v okolje
FaaS v oblaku z orodjem Ansible sem pri pregledu Ansible dokumentacije
uvidel, da ima orodje Ansible v svoji tudi module za oblačne storitve. Tako
sem našel obstoječe module za oblak Microsoft Azure. Zame je bil najbolj
zanimiv modul azure rm functionapp, ki je namenjen za upravljanje storitve
za Azure funkcije (Azure Function App). Z njim je možno ustvariti, spreme-
niti ali izbrisati aplikacijo s funkcijami. Ker sem želel izvedeti, ali bi ta modul
lahko uporabil v svoji rešitvi sem ga ročno preizkusil z zvezkom Ansible.
Slika 4.3: Prikaz napake v delovanju modula Ansible azure rm functionapp.
Ugotovil sem, da je očitno v modulu prisotna neka napaka, ki onemogoča
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delovanje. Prav tako sem opazil, da je modul namenjen le ustvarjanju apli-
kacije s funkcija, ne pa tudi namestitvi kode funkcij, drugega modula, ki bi
ponujal to pa trenutno ni na voljo. Zaradi tega sem se odločil, da bom pri
implementaciji svoje rešitve razvil svoj Ansible modul v obliki Ansible zbirke
in ga uporabil za avtomatizacijo nalog ter kasneǰso orkestracijo. Prav tako
se nam je razvoj svojega modula zdela kot dobra ideja v podjetju, saj bi
lahko tako razvil sebi primeren modul, ki bi bil lahko kasneje tudi vsesplošno
uporaben, saj ta funkcionalnost še ni podprta znotraj Ansibla. Po vsem tem
sem lahko še bolj podrobno definiral svojo končno nalogo, ki se glasi: razvoj
Ansible zbirke z modulom za avtomatizacijo Azure funkcije v okolju FaaS za
razmestitev na odprtokodnem orkestratorju xOpera.
4.3.2 Analiza
Glede na ugotovitve sem si najprej zastavil funkcionalnosti, ki bi jih ponujal
razvit Ansible modul oz. zbirka in sicer so naslednje:
• ustvarjanje Azure Function App aplikacije za funkcije,
• namestitev funkcij v okviru aplikacije s funkcijami in
• brisanje Azure Function App aplikacije s funkcijami.
Celotna rešitev orkrestracije po standardu TOSCA z orkestratorjem opera
pa bi imela naslednje funkcionalnosti:
• orkestracija v Azure FaaS okolju z uporabo razvitega Ansible modula,
• možnost nastavitve vhodov za orkestracijo,
• možnost orkestracije na lokalni ali oddaljeni napravi in
• proženje nameščene funkcije in izpis izhodov.
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4.4 Načrtovanje in implementacija
V nadaljevanju opǐsem, kako sem se lotil načrtovanja in implementacije za-
stavljene naloge in kako sem izpolnil predvidene funkcionalnosti.
4.4.1 Načrt rešitve
Na samem začetku sem se domislil načrta za svojo razvito rešitev in ga pred-
stavil s preprostim diagramom.
Slika 4.4: Prikaz načrta moje rešitve.
Diagram na sliki 4.4 prikazuje moj sistem z vidika uporabe akterja, ki je
začetnik orkestracije. Na levi je kot izvor osnovni sistem, ki je lahko znotraj
računalnika ali virtualne naprave. Desno je prikazan oblak, ki je cilj orke-
stracije. V sistemu levo se nahaja Ansible zbirka oz. Ansible collection, ki je
namenjen avtomatizaciji naloge za namestitev Azure funkcije v oblak Micro-
soft Azure. To zbirko se nato uporabi v OASIS TOSCA storitveni predlogi,
ki je napisana v jeziku YAML. Predlogo se uporabi kot vhod v orkestracijsko
okolje, ki ga sestavljata razmestitveno orodje xOpera, ki deluje preko ukazov
v terminalu, v katerem je predhodno nameščen konzolni odjemalec Azure
CLI. Akter v konzoli z opera ukazom sproži orkestracijo in Azure funkcija se
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prenese v oblak Microsoft Azure v obliki zip datoteke. V oblaku se požene av-
tomatizirana naloga, ki tam ustvari Azure aplikacijo s funkcijamo oz. Azure
Function App in razpakira preneseno (Python) funkcijo. Nameščena funkcija
je tako pripravljena za uporabo in to je tudi končni rezultat orkestracije in s
tem rešitev moje zastavljene naloge.
4.4.2 Principi orodja Ansible
Da sem lahko začel z razvojem modula Ansible v okviru zbirke Ansible sem
najprej nadgradil svoje znanje o orodju Ansible in pregledal, kakšna je arhi-
tektura orodja in kako sploh poteka razvoj Ansible zbirke.
Orodje za avtomatizacijo Ansible v zadnjem času doživlja velike spre-
membe, predvsem v tem, kako svoje produkte da na voljo uporabnikom, s
tem, da vse izhaja iz treh glavnih principov, ki so enostavnost (enostavna
namestitev, enostavna uporaba orodja, enostavno je najti dokumentacijo in
primere uporabe, enostavno je sodelovati pri razvoju Ansibla), modularnost
(Ansible poleg jedra sestavlja na tisoče modulov, ki nosijo funkcionalnost,
vsakdo pa lahko napǐse svoj modul in s tem prispeva k povečanju te funk-
cionalnosti) in vsebovanost (Ansible že v osnovi vključuje vse module, ki so
vgrajeni in uporabniku ni potrebno gledati, kje bi jih našel). Problem, ki je
nastal v zadnjem času je ta, da je uporaba orodja poskočila kar se odraža v
več uporabnikih , več strankah in več sodelovanja pri razvoju Ansible vsebin.
Ko namreč napǐsemo svoj Ansible modul je veljalo, da naredimo t.i.zahtevek
za prenos (angl. pull request) na repozitorij Ansible na portalu GitHub, ki iz-
razi željo po tem, da bi naš modul vključili v Ansible. Ko je ta modul sprejet
se doda na posebno devel vejo (angl. branch) tega Git repozitorija. Če po-
gledamo sedaj v repozitoriju čaka ogromno novih modulov, ki želijo, da se jih
vključi v Ansible in povečajo kompleksnost, prav tako pa je prisotnih veliko
prijavljenih težav (angl. issues) za module in Ansible ima težavo razrešiti
vse to. Ker je te vsebine preveč na mnoge težave, najdene hrošče v kodi,
predloge in ostale reči tako odgovarja le poseben bot imenovan Ansibot, ki
skuša olaǰsati reševanje težav, a ne more nadomestiti pravih inženirjev [52].
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Slika 4.5: Trenutna arhitektura orodja Ansible [9].
Zaradi vsega tega se je RedHat Ansible odločil nekoliko spremeniti svoj
organizacijski model in s tem tudi arhitekturo orodja. Ansible s tem želji za-
dostiti vsem potrebam in gre naproti novim izzivom, od katerih je prvi večja
podpora. Na samem začetku evolucije je Ansible zaradi obvladljive velikosti
svojih modulov lahko do obisti poznal vse module in nudil popolno pod-
poro zanje, s pojavom možnosti prispevanja novih modulov s strani zunanjih
avtorjev, pa je nastala težava, da nekateri avtorji niso bili tako odzivni na mo-
rebitne težave z njihovimi moduli, kar je metalo slabo luč na podporo vsebin
za Ansible, ustvarjalcem orodja Ansible pa se zdi nedopustno, da bi kako-
vost uporabe teh modulov bila odvisna od tega. Naslednji izziv je življenjski
cikel, ki se vse bolj ustavlja, kajti Ansible postaja tudi enterprise storitev za
velika podjetja in velike spremembe tu včasih niso dobrodošle. Ansible je do
sedaj novo verzijo izdal vsake štiri mesece, zdaj pa so to povečali na osem
in vse skupaj bo lahko še počasneje. Na drugi strani počasneǰsi cikli izdaj
pomenijo, da bo trajalo dlje, da bo nova koda dosegla uporabnike, kar poraja
nova vprašanja in zahteva dodaten razmislek. Zadnji izziv je kakovost mo-
dulov, saj si vsi želijo, da bi bili moduli zanesljivi, napisani lepše, bolj varni
in bolj testirani. Že z zadnjo večjo izdajo (Ansible 2.9) je Ansible pozval vse
razvijalce, da k svojim modulom dodajo teste integracije [52]. RedHat je za
izpolnitev teh izzivov naredil predlog, ki bo orodje Ansible razdelil na več
komponent in sicer na naslednje:
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• jedro, ki bi bila stabilna in varna platforma in bi skrbela za zagon vsega
ostalega,
• jedrni moduli in vtičniki, bi bili tisti obstoječi moduli in vtičniki, ki
so najbol uporabljani (npr. moduli copy, template, lineinfile) in te bi
ekipa Ansible direktno,
• uporabnǐski moduli in vtičniki iz Ansible skupnosti, ki bi bili vsi, ki
niso vsebovani v jedru in za katere bi skrbeli njihovi razvijalci,
• partnerski moduli in vtičniki, ki bi bili prav tako izvzeti iz jedra in bi
jih vzdrževali partnerji.
Vse te komponente bi bile zapakirane v obliki posebnih Ansible zbirk
(angl. Ansible Collections), ki so zaživele že z verzijo Ansible 2.8. Pri na-
mestitvi orodja bi uporabnik poleg jedra tako dobil osnovne jedrne Ansible
module, za namestitev ostalih, ki jih potrebuje, pa bi poskrbel sam z upo-
rabo novega Ansible portala (Ansible Galaxy), ki bi vseboval vse te dodatne
module in dokumentacijo zanje [52]. Prihodnost orodja za avtomatizacijo
Ansible je kot kaže nadvse galaktična. Ansible Galaxy je portal, kjer je že
možno najti Ansible vloge (angl. roles), zdaj pa bo kot kaže postal cen-
tralno zbiralǐsče za vso vsebino. Trenutno Ansible moduli in vtičniki sicer
še vedno živijo v centralnem Ansible Git repozitoriju, a ideja je, da bi z An-
sible zbirkami to vsebino prestavili v ločen in neodvisen repozitorij, Ansible
Galaxy pa bi poskrbel za razdelitev te vsebine uporabnikom. S tem se z
vidika razvijalcev izognemo težavi hitrega razvoja in dostave modulov, saj
nismo več vezani na življenjski cikel Ansiblovih izdaj. Ko napǐsemo svojo
zbirkojo lahko direktno objavljamo in popravljamo na portalu Galaxy, s tem
poenostavljenim procesom pa razbremenimo tudi Ansible razvijalce, saj jim
ni treba dodatno pregledovati naših zbirk. Čeprav se ta rešitev z zbirkami
zdi kot luč na koncu tunela, pa obstaja tudi temna stran vsega teh novih
mehanizmov. Ker je zbirka, ki jo ustvarimo ločena od jedra, se ne moremo
več zanašati na Ansiblove razvijalce, da bi ti skrbeli in nas opozarjali na
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to, da bo naš modul vedno posodobljen. Ta odgovornost pade na nas same
in kaj lahko se zgodi, da bi Ansible nekoliko spremenil jedro in bi to pov-
zročilo napako v našem modulu oz. zbirki. Za zaznavanje teh sprememb in
zagotavljanje delovanja naših zbirk si že lahko pomagamo z raznimi testi in
nepretrgano integracijo [9].
Slika 4.6: Bodoča arhitektura orodja Ansible [9].
Ansible pa s svojo strukturo ne pozablja na enterprise rešitve. Za
učinkoviteǰso avtomatizacijo je podjetje RedHat ustvarilo platformo Red Hat
Ansible Automation Platform, ki združuje vsebino s certificiranimi Ansible
zbirkami (angl. Certified Content Collections) in uradno lokacijo imenovano
Automation Hub, kjer je te zbirke možno poiskati, o njih pridobiti informa-
cije in jih prenesti ter tako takoj začeti avtomatizacijo svojih storitev, saj
so Ansible zbirke pravzaprav paketi, ki že vsebujejo pripravljene module,
vtičnike, vloge in dokumentacijo zanje. Pomembna prednost tega portala je,
da je uradno priznan in certificiran, kar pomeni, da partnerji orodja Ansible
neprestano vzdržujejo in posodabljajo svoje zbirke in so na voljo za vprašanja
in reševanje težav. S tem ko neko podjetje postane partner podjetja Ansi-
ble (angl. Ansible Automation Platform Certified Partner) ponudi zaupanja
vredne, varne, testirane zbirke in podporo zanje [60].
Ansible zbrike, s polnim imenom Ansible vsebinske zbirke (angl. Ansible
Content Collections) predstavljajo nov standard za distribucijo, vzdrževanje
in uporabo avtomatizacije z orodjem Ansible. Z zbirkami se poveča fleksi-
bilnost in skalabilnos, saj te združijo več tipov Ansible vsebine in lahko vse-
84 Anže Luzar
Slika 4.7: Portal Ansible Automation Hub [9].
bujejo vse od zvezkov, modulov, vlog, vtičnikov itd. Z Ansiblovo platformo
za avtomatizacijo (Red Hat Ansible Automation Platform) lahko certifici-
rane zbirke že najdemo na portalu Automation Hub, poleg tega pa je še več
neuradnih zbirk na portalu Anisble Galaxy, kjer lahko vsakdo objavi svojo
zbirko in jo tudi prenese prko brskalnika. Pri namestitvi zbirke na lokalno
napravo brez uporabe Galaxy portala nam pomaga ansible-galaxy ukaz, ki
pa je namenjen tudi za začetek pisanja nove Ansible zbirke. Običajno razvoj
Ansible zbirke poteka v štirih fazah. V prvi z ukazom ansible-galaxy collec-
tion init inicializiramo novo zbirko in dobimo osnovno ogrodje in strukturo.
V drugi fazi v zbirko dodamo svojo vsebino (npr. module in vtičnike), nato
pa v tretji fazi z ukazom ansible-galaxy collection build zgradimo artefakt za
zbirko ter ga v četrti fazi naložimo na platformo Galaxy s tem ko v terminalu
zaženemo ukaz ansible-galaxy collection publish [52]. Ansible zbirko najlažje
opǐsemo z njeno paketno datotečno meta strukturo, ki je jasno definirana in
vsebuje naslednje dele:
• docs/ je direktorij z lokalno dokumentacijo za zbirko,
• galaxy.yml je obvezna datoteka, ki vsebuje izvirne podatke, ki se kasneje
zapǐsejo v datoteko imenovano MANIFEST.json, ki je del paketa z
zbirko,
• playbooks/ je mapa z Ansible zvezki oz. skriptami,
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– tasks/ je mapa, ki vsebuje seznam nalog, ki jih vključimo v zvezek,
• plugins/ vsebuje vse vtičnike in module v pripadajočih poddirektorijih,
– modules/ mapa z Ansible moduli,
– lookups vtičniki za vploglede,
– filters/ so vtičniki z Jinja2 filtri,
– connection/: vtičniki za povezavo,
• roles/ je direktorij za Ansible vloge,
• tests/ je mapa, ki vsebuje teste za testiranje vsebine zbirke,
Zbirka od vseh delov zahteva le prisotnost datoteke galaxy.yml, s po-
membni informacijami, ki jih Galaxy in ostala orodja uporabijo, da pripra-
vijo paket oz. artefakt, ki se ga lahko distribuira [52]. Ker bo moja zbirka
vsebovala modul za Azure Function App sem si pogledal, kako poteka ra-
zvoj Ansible modula. Ansible modul je ponovno uporabljiva in samostojna
skripta, ki se požene na ukaz lokalno ali pa na oddaljeni napravi. Moduli so
namenjeni specifičnim nalogam (npr. spreminjanje podatkovne baze ali da-
totečnega sistema), vsakega od njih pa lahko uporabimo preko Ansible API
programskega vmesnika ali pa kar neposredno v zvezku Ansible. Glede na
Ansible dokumentacijo bi lahko razvoj modula potekal v kateremkoli pro-
gramskem jeziku, v kolikor ga želimo uporabiti le lokalno za lastne namene,
če pa želimo z njim nasloviti širšo uporabnost, pa je potrebno, da Ansible
modul razvijemo v jeziku Python. Na začetku razvoja Ansible modula si
pripravimo razvojno okolje kar vključuje uporabo primernega integriranega
razvojnega okolja (angl. Intgerated Development Environment) kot sta npr.
JetBrains PyCharm ali IntellIJ IDEA, poleg tega pa si pripravimo pytho-
novo virtualno okolje in vanj namestimo Ansible, skupaj z vsemi potrebnimi
pip Python paketi. Nato na primernem mestu (če npr. ustvarjamo v okviru
Ansible zbirke je to direktorij plugins/modules) ustvarimo Python datoteko
za modul s končnico .py. Za začetno vsebino modula lahko skopiramo nek že
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razvit modul, saj ga bomo kasneje sebi primerno preoblikovali. Za nasvete
glede programiranja in dobrih praks za module lahko pogledamo v doku-
mentacijo. Za to, da je naš modul ustrezen je potrebno slediti standardnemu
formatu za Ansible module, poleg tega pa se moramo držati tudi strategije
za zagotavljanje kompatibilnosti z verzijami Python 2 in Python3. Vsak An-
sible modul, ki je napisan v jeziku Python se začne z sedmimi standardnimi
odseki, ki si morajo slediti v pravilnem vrstnem redu, za njimi pa se nahaja
prava Python koda. Ti odseki so naslednji:
• znak za začetek python datoteke in kodiranje UTF-8 (angl. Python
shebang & UTF-8 coding), ki zagotavljata, da Python interpreter lahko
deluje nad modulom,
• avtorske pravice in licenca (angl. Copyright and license),
• blok z metapodatki (angl. ANSIBLE METADATA block) nosi infor-
macijo o samem modulu,
• dokumentacijski blok (angl. DOCUMENTATION block), ki je napisan
v sintaksi YAML in vsebuje podatke o delovanju modula iz katerih se
nato lahko generira Ansible dokumentacija,
• blok s primeri (angl. EXAMPLES blok), ki prikazuje uporabo modula
v zvezkih,
• blok za vrnjene vrednosti (angl. RETURN block), ki dokumentira
podatke, ki jih modul vrne potem ko ga izvedemo,
• uvoz Python paketov (angl. Python imports) za Ansible, kar nekateri
ne štejejo več kot pravi odsek ampak to že uvrščajo pod Python kodo.
Na sliki 4.8je prikazan izsek iz Ansible modula ping, ki prikazuje teh se-
dem odsekov. Kot lahko vidimo ima modul na sliki vrsto metapodatkov
1.1, njegov status pa je stableinterface, kar pomeni stabilnost glede parame-
trov, ki jih podamo modulu (Ansible te parametre imenuje options, lahko
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pa jim rečemo tudi parameters ali arguments), ni pa to merilo, da je koda
modula kakovostna, saj se tu predvsem želi zagotoviti, da se pomen para-
metrov modula ne bi spreminjal in prav tako, da se paramteri ne bi preveč
dodajali ali odtranjevali. Druge možnosti za status modula so še preview za
spreminjajoče se module, deprecated za tiste, ki bodo v naslednjih izdajah
odstranjeni in removed za tiste, ki so že odstranjeni iz izdaje. Iz bloka za
dokumentacijo je razvidno, da se modul na sliki imenuje ping, prisoten pa
je že od samega začetka, saj je version added nastavljen na historical, sicer
pa tu navedemo, v kateri izdaji Ansibla smo napisali naš modul. Za tem
sledita še kraǰsi in dalǰsi opis modula, lahko ime avtorja, poleg tega pa tu
navedemo parametre in njihove podparametre (angl suboptions), ki jih mo-
dul prejme ob začetku izvajanja. Ti parametri se morajo ujemati s Python
kodo. V dokumentacijskem delu je možno navesti tudi predpogoje (v raz-
delku requirements) za delovanje modula kot je npr. prisotnost določenega
Python pip paketa, hkrati pa lahko za referenco navedemo tudi druge mo-
dule (v razdelku seealso), nasploh pa je možno celotno ali del dokumentacije
dedovati za primere, če pǐsemo module, ki so povezani in si bi lahko delili dele
dokumentacije. Delitev dokumentacije podamo s pomočjo dokumentacijskih
fragmentov tako, da nastavimo parameter extends documentation fragment,
s katerim povemo ime fragmenta dokumentacije, ki ga želimo razširiti. Na
sliki je za dokumentacijskim blokom blok z primeri modula ping, sledijo pa
še izhodi v formatu JSON, ki jih modul vrne, te pa v osnovi lahko vračamo
ob uspešnem izvajanju (oznaka success) ali pa ko se modul neuspešno izvede
(oznaka failed).
Za obveznimi odseki sledi koda za modul v jeziku Python, kjer upora-
bimo uvožene pakete in realiziramo želeno funkcionalnost modula. Pri pi-
sanju kode se moramo držati vseh priporočil s strani Ansibla, prav tako pa
moramo vseskozi skrbeti, da je koda usklajena z dokumentacijo. Za čisto
in uporabno kodo je na primer potrebno upoštevati konvencije in nasvete
kot npr. vsak modul naj dobro izpolnjuje samo eno glavno funkcionalnost,
modul je možno uporabljat brez podrobnega poznavanja ozadja, izogibati se
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Slika 4.8: Izsek iz Ansible modula ping [59].
je potrebno podvojevanju kode in slediti principu Ne ponavljaj se (angl.
Don’t repeat yourself), vsak modul naj bo vsebovan v eni sami Python
datoteki, modul naj v imenu datoteke vsebuje podčrtaje namesto presledkov
in vezajev, enako velja za imena funkcij, imena parametrov modula itd., po-
trebno je minimizirati odvisnosti od drugih paketov in modulov, izogniti se
je treba pomnjenju ciljnih vozlǐsč, saj Ansible dela brez centralnega strežnika
vsaka funkcija naj bo jasno definirana, dokumentirana (z uporabo docstrin-
gov) naj predstavlja določeno količino dela, njeno ime pa naj bo skladno s
funkcionalnostjo, v kodo vključi Python metodo main, ki služi kot ovoj za
izvajanje modula, ne izumljaj nepotrebnega ampak uporabi deljeno kodo, ki
se naj nahaja v ansible.module utils direktoriju, nikoli ne uvozi vseh Python
modulov iz nekega paketa (to imenujemo tudi angl. wildcard imports in
za uvoz uporabimo znak *), ampak samo tiste, ki jih potrebuješ, olaǰsaj
življenje uporabnikom modula tako, da navedeš morebiten vzrok za napako
v modulu,izogni se izvajanju terminalnih ukazov, če pa so nujni pa uporabi
funkcijo module.run command itd. Vseh teh nasvetov je še veliko več in do-
bro je, da si pred pisanjem modula ogledamo kodo že spisanih modulov, ki
so dostopni v Ansible repozitoriju na portalu GitHub.
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Slika 4.9: Python koda za Ansible modul ping [59].
Na sliki 4.9 je preprost primer Python kode za ping modul. Kot vidimo
na sliki je potrebno pred kodiranjem uvoziti AnsibleModule Python modul,
ki omogoča definicijo modula. Modul definiramo tako, da kreiramo instanco
razreda AnsibleModule in ji podamo vse potrebne argumente. Parametre za
modul, ki se morajo skladati s predhodno dokumentacijo v dokumentacijskem
bloku definiramo kot poimenovan parameter argument spec, ki prejem slovar
s temi parametri. Vidimo, da ima ping modul le en paramter data, ki je tipa
niz (angl. string) in ima privzeto (angl. default) vrednost pong. V splošnem
pa nekemu parmateru lahko podamo ime, opis, podatek o tem ali je obvezen,
privzeto vrednost, seznam možnih vrednosti, podatkovni tip (npr. string, int,
float, bool, list, dict itd.), podatkovni tip za elemente (če je parameter tipa
list), opcijske aliase oz. druga možna imena za naslavljanje parametra, verzijo
Ansibla, v kater je bil modul dodan in pa podparametre, ki predstavljajo
novo strukturo, ki jo spet naprej definiramo kot slovar. Poleg tega je tu
možno definirati še številne druge nastavitve za modul, kot je npr na sliki
supoorts check mode, ki pove, da želimo za ta modul podpreti tudi način za
preverjanje. Ko definiramo modul podamo logiko izvajanja in povemo, kaj
se zgodi. Na sliki ping modul vrne napako, če je parameter data nastavljen
na vrednost crash, sicer pa vrednost parametra zapǐse v rezultat in ga vrne,
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ko se modul zaključi.
Med in po tem ko modul razvijemo sledi testiranje. Najbolj enostavno je
modul preizkusiti tako, da ga vključimo v zvezek Ansible in spremljamo,
kaj se dogaja ob izvajanju modula, ko poženemo ukaz anisble playbook
playbook.yml -vvvv, kjer s stikali povemo, da želimo podrobneǰsi izpis. Da
pa lahko zajemamo čim več možnih primerov uporab spisanega modula in
najdemo čim več hroščev se poslužujemo štirih tipov testiranj Ansible mo-
dulov, in sicer testi prevajanja (angl. Compile tests), kjer testiramo našo
Python kodo za različne verzije Python, testi smiselnosti (angl. Sanity tests)
s katerimi izvedemo statično analizo kode in preverimo, ali smo sledili Ansi-
ble kodirnim standardom in ali smo zadovoljili vse zahteve, testi integracije
(angl. Integration tests), ki predstavljajo testiranje funkcionalnosti modula
z različnimi parametri in testi enot (angl. Unit tests), s katerimi preverjamo
samostojne dele kode in pomožne enote. Testiranje lahko začnemo s pomočjo
ukaza ansible-test. Za testiranje smiselnosti tako uporabimo ansible-test sa-
nity, ki mu lahko podamo verzijo Pythona in sliko za Docker kontejner, v
katerem požene test, lahko pa test izvedemo lokalno. Tudi za integracij-
ske teste lahko uporabimo ukaz ansible-test integration, ki požene testiranje
vseh zvezkov, če pa želimo imeti bolj kompleksne teste, pa lahko uporabimo
pomožne knjižnice za testiranje kot je na primer Molecule. Testi enot se
nahajajo v direktoriju ./test/units/modules, kjer si pripravimo okolje za te-
stiranje, sam proces pa je zelo podoben navadnim testom enot v Pythonu
(privzeto se uporablja pytest knjižnica), ker pa tu praviloma ne uporabljamo
dejanskega Ansible modula, saj testiramo le dele kode, pa si lahko pomagamo
z navideznim modulom (angl. mock), ki ga prej pripravimo.
4.4.3 Razvoj za Ansible zbirko
Ko sem se seznanil s pisanjem Ansible zbirk in modulov sem lahko začel
s pisanjem svoje zbirke z modulom za Azure Function App. Najprej sem
naredil preprost načrt za vse, kar bo v zbirki vsebovano, kar je prikazano na
spodnji sliki, kjer so tudi smiselne povezave med enotami.
Diplomska naloga 91
Slika 4.10: Načrt za razvoj Ansible zbirke.
Funkcionalnost zbirke bo v Ansible modulu za Azure Function App, ki
bo uporabljal pomožni razred iz skupne kode, prikaz delovanja modula pa bo
zajet v zvezkih. Modul bom preveril s pomočjo testiranja in sicer preko te-
stov smiselnosti, enot in integracije. Najprej sem si pripravil razvojno okolje.
Uporabljal sem urejevalnik JetBrains IntellIJ IDEA. Z ukazom ansible-galaxy
collection init sem ustvaril začetno strukturo zbirke, poleg tega pa sem si pri-
pravil virtualno okolje za Python. Vanj sem kot Python paket naložil Azure
CLI in testiral njegovo uporabo za prijavo na Azure portal ter za ustvarjanje
resursov. Odločil sem se, da bom za ustvarjanje funkcijske aplikacije in za
namestitev funkcij v modulu uporabil Azure terminalne ukaze, saj je Azure
CLI stabilna struktura, hkrati pa se mi je zdela uporaba najbolj intuitivna in
enostavna. V direktoriju modules sem si pripravil Python datoteko za mo-
dul in jo poimenoval azure function app.py, v mapi module utils pa datoteko
azure function app helper.py za pomožni razred. V datoteko za modul sem
skopiral nek modul iz Ansible GitHub repozitorija in ga preizkusil v skripti
Ansible, ki sem jo ustvaril. Modul na začetku ni deloval, saj sem moral na-
staviti posebno okoljsko spremenljivko ANSIBLE COLLECTIONS PATHS,
ki hrani absolutno pot do mape z zbirko. Nato sem začel s pisanjem samega
modula, ki sem ga poimenoval azure functio app. Po pregledu Azure CLI
dokumentacije sem se odločil, da bo moj modul vseboval naslednje parame-
tre:
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• state, ki izraža stanje in je privzeto nastavljen na present, kar pomeni,
da želimo ustvariti Azure, funkcijo v okolju FaaS, lahko pa ga nastavimo
na absent, če jo želimo izbrisati
• az login credentials je obvezen slovar z uporabnǐskim imenom in ge-
slom, ki sta podparametra in se uporabita pri prijavi na Azure portal,
možno pa ju je nastaviti tudi preko okoljskih spremenljivk
AZURE USERNAME in AZURE PASSWORD,
• name, je obezen parameter ki pove ime funkcijske aplikacije za ustvar-
janje oz. izbris,
• resource group je prav tako obvezen in nosi ime že obstoječe skupine
resursov na portalu Azure,
• storage account je parameter, ki je obvezen, če je ustvarjamo Function
App in pove ime že obstoječega računa s shrambo,
• version je tudi privzeto obvezen (če je state nastavljen na present) in
pove verzijo Azure funkcije, ki je lahko verzija 2 ali noveǰsa verzija 3,
• location je prav tako kot storage account in version privzeto obvezen
parameter in izraža Aazure geografsko lokacijo za gostovanje nove funk-
cijske aplikacije,
• os type je neobvezen parameter, ki pove tip operacijskega sistema za
funkcije in je lahko Linux oziroma Windows,
• runtime je slovar z dvema vsebovanima parametroma in sicer type, ki
pove tip oz. programski jezik za funkcijo in je lahko nastavljen na
dotnet, java, node, powershell ali python in version, ki pove verzijo
programskega okolja (npr. 3.7 za python),
• zip file, ki označuje pot do zip datoteke z Azure funkcijo,
• subscription, ki vsebuje identifikacijsko številko Azure naročnine,
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• service plan, ki prejme identifikator načrta za storitev in dostop do
drugih resursov,
• app insights je slovar za vpoglede, ki vsebuje parametre name za ime
obstoječega aplikacijskega vpogleda, key, ki predstavlja poseben instru-
mentacijski ključ za vpoglede in enabled, ki je boolean vrednost in je
priveto nastavljena na vrednost true, kar pomeni, da bodo izpisi o vpo-
gledih na voljo za nazaj,
• docker, ki vsebuje Docker nastavitve za Linux sistem, ki se uporabijo
pri kreaciji Azure Function aplikacije oz. podopcije image name za
sliko Docker zabojnika in registry za docker register, ki vsebuje opcije
server za kanonično ime strežnika docker registra, user za uporabnǐsko
ime in password za geslo do Docker registra, kar pa je možno nasatviti
tudi z okoljskimi spremenljivkami DOCKER USERNAME in DOC-
KER PASSWORD,
• git je parameter, ki je vzajemno izključujoč (angl. mutually exclusive)
s parametrom docker in je slovar, ki vsebuje argumente source url za
URL do Git repozitorija, source branch za Git izvorno vejo in ena-
ble local git, ki prejme boolean vrednost o tem, ali želimo za ustvarja-
nje Azure funkcijske aplikacije brati tudi iz lokalnega repozitorija
Glavna predpostavka mojega spisanega modula je bila, da ima uporabnik
Python verzijo večjo ali enako 2.7 in nameščen Python paket Azure CLI
verzije 2.0.0. Zamislil sem si tudi, da bi modul ob uspešnem izvajanju vrnil
standardni izhod Azure CLI ukaza, ki se je izvedel in sam ukaz, ob neuspehu
pa bi izpisal le ukaz, ki je povzročil napako. Preden sem začel s kodiranjem
sem za prikaz možnih poti podatkov med izvajanjem Ansible modula naredil
diagram poteka (angl. flowchart), ki je prikazan na sliki 4.11.
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Slika 4.11: Diagram poteka za razviti azure function app modul.
Iz diagrama poteka se vidi, da modul na začetku prejeme kot vhod na-
stavljene parametre. Če nismo nastavili obveznih parametrov
azure login credentials, name in resource group modul javi napako, sicer se
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preveri, če je state parameter nastavljen na absent in če je se Azure Func-
tion App z vsemi podatki izbrǐse iz Azure portala, sicer pa se preveri, ali
smo nastavili parametre storage account, version in location in v kolikor ka-
teri manjka, se modul predčasno zaključi z napako. Nato sledi preverba, če
smo obenem uporabili opciji docker in git, ki sta izključujoči in uporba obeh
hkrati povzroči napako v modulu. Če izvajanje modula pride čez vse to sledi
prijava na Azure portal z ukazom Azure CLI in če je bil ta uspešen se iz-
vajanje nadaljuje z ustvarjanjem Azure funkcijske aplikacije in če je tudi to
uspešno pridemo do točke, kjer se modul lahko potencialno uspešno zaključi,
v kolikor ni bil nastavljen parameter zip file, s katerim lahko podamo pot do
stisnjene datoteke z Azure funkcijami. Če smo ta parameter podali, se izva-
janje nadaljuje s tem ko se nastavi posebna okoljska spremenljivka znotraj
Azure funkcijske aplikacije imenovana WEBSITE RUN FROM PACKAGE,
ki poskrbi, da se funkcije lažje naložijo iz zip datoteke. Če smo spremen-
ljivko uspešno nastavili se pot nadaljuje do mesta, kjer kot vhod dobimo zip
datoteko in funkcije v njej naložimo na portal Azure v prej ustvarjeno funk-
cijsko apliakcijo. In če je bilo tudi to uspešno izvedeno pridemo do samega
konca uspešnega izvajanja modula. Glede vrednosti, ki jih modu vrne sem si
zamilsi, da bi modul vrnil Azure CLI ukaz, ki je bil nazadnje izveden v vsa-
kem primeru (tudi če izvajanje ni bilo uspešno), ob uspešnem zaključku pa
bi dobili še id ustvarjene funkcijske aplikacije in celoten JSON izhod Azure
CLI ukaza.
Po vsem tem sem začel z dejanskim kodiranjem modula v Pythonu. Po-
skrbel sem za vse vhodne parametre in pogoje ter za možnost nastavitve
uporabnǐskih imen in gesel s pomočjo t.i. fallbackov, ki omogočijo vpogled
v nastavljene okoljske spremenljivke. Realiziral sem tudi zamisel o tem, da
naj modul uvozi in uporabi pomožni razred AzureFunctionApp (v datoteki
azure function app helper.py), ki sprejme nastavljene parametre in pripravi
Azure CLI ukaze za izvajanje. Moj modul tako za izvajanje uporablja na-
slednje Azure CLI ukaze: az login za prijavo v Azure Cloud, az functionapp
create za ustvarjanje Azure funkcijske aplikacije, az functionapp dele za brisa-
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nje funkcijske aplikacije, az functionapp config appsettings set za nastavitev
okoljske spremenljivke, ki omogoči t.i. Kudu zip deployment oz. možnost za
paketno nastavitev funkcij iz zip datoteke in az functionapp deployment so-
urce config-zip, ki sproži prenos in namestitev funkcij v zip datoteki na Azure
portal. Za izvajanje ukazov sem uporabil vgrajeno funkcijo run command.
Poglavje 5
Preizkus rešitve in testiranje
V nadaljevanju predstavim, kako sem testiral implementirano Ansible zbirko
in modul ter kasneje izvedem preizkus celotne avtomatizirane rešitve na raz-
mestitvenem orodju xOpera.
5.1 Testiranje Ansible zbirke
Ko sem zaključil s pisanjem kode za modul sem se lotil testiranja. Modul sem
najprej testiral s pomočjo preprostega zvezka Ansible, ki je prikazan na sliki
5.1. V zvezku sem uvozil mojo Ansible zbirko in testiral uporabo modula
azure function app. Najprej sem modul testiral z že ustvarjenimi resursi, a
ker modul zahteva obstoj Azure skupine z resursi in račun za shrambo sem se
odločil, da bom v skripto vključil tudi ustvarjanje teh dveh resursov. Za to bi
sicer lahko uporabil že obstoječa Ansible modula azure rm storageaccount in
azure rm resourcegroup, a ker sem želel biti neodvisen od zunanjih modulov,
sem to realiziral kar z Azure CLI ukazi. Najprej sem testiral le ustvarjanje
Azure apliakcije s funkcijami, nato pa še nalaganje funkcije iz zip datoteke.
Zaradi preglednosti in možnosti spreminjanja sem Azure funkcijo v kompre-
siral v zip datoteko šele v zvezku in ne predhodno.
Za samo Azure funkcijo sem za test uporabil Python funkcijo, ki ob izva-
janju izpǐse Hello world. Če imamo več funkcij ima vsaka svojo mapico.
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Slika 5.1: Testni zvezek Ansible za ustvarjanje Azure funkcijske aplikacije.
Osnovna Azure Python funkcija vsebuje naslednje dele: datoteka init .py,
ki lahko vsebuje kodo funkcije ali uvozi ostale Python skripte, datoteka func-
tion.json, ki vsebuje metapodatke o funkciji, kot so ime, vrsta (npr. http
prožilec), informacijo o dovoljenih http metodah itd., datoteka host.json s
podatki o verziji funkcije, datoteka requirementas.txt, kjer so zbrani paketi,
ki jih funkcija potrebuje za delovanje. Za zagotavljanje kakovosti razvitega
modula sem dodal še teste smiselnosti, enot in integracije. Končna datotečna
struktura Ansible zbirke je prikazana na sliki 5.2.
Glede na vsebino zbirke so najvǐsje v hierarhiji README datoteka, kjer
so navodila za operacije z zbriko in requirements.txt, kjer so potrebni Python
paketi za popolno delovanje zbirke. Tu je še direktorij collections, ki označuje
vsebino zbirke. Vidimo, da zbirka vsebuje obveznodatoteko galaxy.yml in v
mapici z vtičniki (plugins) se pod modules nahaja modul v Python datoteki
azure function app.py, pomožni razred za uvoz pa je v datoteki
azure function app helper.py. Direktorij tests vsebuje vsebino za teste smi-
selnosti enot in integracije. Za integracijske teste lahko v datoteki inte-
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Slika 5.2: Končna struktura Anible zbirke.
gration.cfg prilagdimo izpise testov ali nastavimo druge parametre, v da-
toteko integration config.yml pa lahko damo okoljske spremenljivke (v mo-
jem primeru sta bila tu uporabnǐsko ime in geslo za Azure portal). V re-
quirements.txt sem navedel potrebne Python pakete, v targets pa navedel
ime testa (functionapp test), ki vsebuje testno datoteko s funkcijo v ma-
pici files in Ansible skripto main.yml (ta je po sestavi podobna datoteki
za Ansible vlogo) v mapici tasks. Za testiranje enot sem spisal datoteko
test azure function app.py, kjer testiram pomožni razred AzureFunctionApp
uvožen iz datoteke azure function app helper.py. Pri tem si pomagam s
pomožnimi metodami, ki sem jih v skladu z Anisble priporočili postavil v
mapo common. Teste enot sem pognal z ukazom ansible-test units, teste
integracije z ukazom ansible-test integration, teste smiselnosti pa z ukazom
anisble-test sanity in pri vseh sem dobil izhode, ki so pričali, da moj modul
deluje uspešno. Ko sem končal s testiranjem Ansible zbirke in modula za
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avtomatizirano namestitev Azure funkcij v okolju FaaS, sem modul lahko
brez težav uporabljal v zvezkih Ansible, zato je nastopil čas za drugi del
zadane naloge, ki zadeva orkestracijo avtomatizirane rešitve z odprtokodnim
orkestratorjem po standardu OASIS TOSCA. Ker sem za razmestitev izbral
orodje opera, sem si pripravil preprost načrt za orkestracijo z uporabo zvez-
kov Ansible. Želel sem, da bi imel datoteke za orkestracijo razdeljene po delih
in se vse v eni datoteki, saj je to velika prednost, v kolikor bi posamezne dele
v prihodnosti ponovno uporabil kje drugje.
5.2 Preizkus razmestitve
Slika 5.3: Struktura datotek za orkestracijo.
Ko sem končal s testiranjem Ansible zbirke in modula za avtomatizirano
namestitev Azure funkcij v okolju FaaS, sem modul lahko brez težav upora-
bljal v zvezkih Ansible, zato je nastopil čas za drugi del zadane naloge, ki
zadeva orkestracijo avtomatizirane rešitve z odprtokodnim orkestratorjem po
standardu OASIS TOSCA. Ker sem za razmestitev izbral orodje opera, sem
si pripravil preprost načrt za orkestracijo (na sliki 5.3) z uporabo zvezkov
Diplomska naloga 101
Ansible. Želel sem, da bi imel datoteke za orkestracijo razdeljene po delih in
se vse v eni datoteki, saj je to velika prednost, v kolikor bi posamezne dele v
prihodnosti ponovno uporabil kje drugje.
Slika 5.4: Načrt za razmestitev.
Kot lahko vidimo moja struktura na sliki 5.4 poleg navodil za uporabo
(README.md) vsebuje datoteko za vhode (inputs.yml) in TOSCA stori-
tveno predlogo (service template.yml), v mapi z imenom lib pa so pomožne
datoteke za orkestracijo. Tu se nahajajo 4 podmape, ki vsebujejo dato-
teko s TOSCA definicijo za vozlǐsče in Ansible skripte za operaciji cre-
ate in delete. Podmapa azure login je namenjena prijavi v Azure portal,
azure resource group poskrbi za ustvarjanje skupine resoursov,
azure storage account ustvari račun za shranjevanje, azure function app kre-
ira funkcijsko aplikacijo in vanjo namesti Azure funkcijo, ki se nahaja v di-
rektoriju files. Zamislil sem si, da bi v okolju za razmestitev naredil TO-
SCA storitveno predlogo (service template), ki bi vsebovala naslednje vhode:
host ip za IP naslov ciljne naprave orkestracije, azure credentials za avtenti-
kacijo na Azure oblak bi bil TOSCA slovar (angl. map) s ključema username
in password, function app name za ime Azure funkcijske aplikacije, reso-
urce group name za ime obstoječe skupine resoursov, storage account name
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za ime obstoječega računa za shranjevanje podatkov, functions version za
verzijo funkcij v funkcijski aplikaciji, location za Azure lokacijo za resurse,
os type za tip operacijskega sistema, runtime, ki bi bil slovar ključema type
za tip programsega jezika in version za različico jezika Za TOSCA vhode sem
si pripravil YAML datoteko, ki jo bom pri orkestraciji podal orodju xOpera
in je prikazana na sliki 5.5.
Slika 5.5: YAML datoteka z vhodi.
Za tipe vozlǐsča (node type) sem uvedel nov TOSCA tip
nodes.azure.function app, ki bo v ločeni datoteki azure function app.yml in
bo namenjen ustvarjanju Azure funkcijske aplikacije. Poleg tega sem uvedel
še pomožni vozlǐsči nodes.azure.resource group in
nodes.azure.storage account, ki sta prav tako v ločenih datotekah in sta na-
menjena ustvarjanju oz. brisanju skupine resursov oz. računa za shranje-
vanje. Tu je še vozlǐsče nodes.azure.login, ki poskrbi za prijavo v Azure
portal na začetku orkestracije. Ta pomožna vozlǐsča sem uvedel, ker so to
predpogoji za to, da lahko ustvarimo vozlǐsče tipa function app. Vsa vozlǐsča
(razen login) imajo implementacijo z dvema tipoma TOSCA operacij (opera-
tion types), in sicer operaciji ustvari (create) in izbrǐsi (delete). Ker xOpera
TOSCA standard implementira z avtomatizacijskim orodjem Ansible, ima
tako vsako vozlǐsče dva pripadajoča Ansible zvezka. Enega za ustvarjanje
in drugega za brisanje Azure resourcov. Za namestitev na Azure portal sem
izbral Azure Python funkcijo, ki izpǐse trenutni čas. Funkcijo zapakiram v
zip datoteko v zvezku Ansible, njena koda pa je prikazana na sliki 5.6.
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Slika 5.6: Koda za Azure funkcijo v jeziku Python.
Datoteka YAML s storitveno predlogo je tista, ki se jo poda kot argument
ukazu opera. V mojem primeru, kjer so TOSCA definicije razdrobljene, je
to datoteka z imenom service template.yml, ki poleg uvoza datotek z vo-
zlǐsči(imports) vsebuje predlogo za topologijo oblačne aplikacije (topology
template), v kateri so definirani vhodi (inputs), ki se nastavijo z datoteko
inputs.yml in pa predloge vozlǐsč (node templates), ki ji orkestrator xOpera
zažene po vrsti. Najprej je tu predloga za vozlǐsče tipa Compute imenovano
my workstation, ki je namenjeno reprezentaciji naprave za orkestracijo in vse-
buje podatek o IP naslovu ciljne naprave, kjer se izvede orkestracija. Sledijo
predloga za prijavo(login), za skupino resursov(resource group) in za račun
za shranjevanje(storage account), nazadnje pa je tu predloga za funkcijsko
aplikacijo(function deploy), ki v zvezku uporabi razvito Ansible zbirko. Za
konec sem v storitveno predlogo dodal še izhode (outputs), kjer bom vrnil iz-
vedeni Azure CLI ukaz in id kreirane funkcijske aplikacije ter izpisal rezultat
ukaza.
Ko sem si pripravil ogrodje in definiral topologijo, sem lahko preizkusil
razmestitev, za kar sem si pripravil virtualno python okolje, v katerega sem
namestil orkestrator opera in Ansible zbirko z Azure CLI Python paketom.
Nato sem z ukazom opera deploy zagnal orkestracijo, ki je bila uspešna. Sle-
dilo je to, da sem pregledal izhode orkestracije z ukazom opera outputs. Po-
gledal sem, ali se je na Azure oblaku ustvarila funkcija in jo ročno preizkusil,
104 Anže Luzar
Slika 5.7: Izsek YAML definicije za storitveno predlogo.
če deluje tako, da sem funkcijo sprožil na Azure portalu.
Nato sem poskusil izbrisati vse kar sem postavil preko ukaza opera unde-
ploy, ki je izbrisal vse kreirane resurse (skupino resursov, račun za shrambo
in aplikacijo s funkcijami). Pogledal sem na Azure portal in ugotovil, da so
bili resursi uspešno izbrisani. S tem se je postopek preizkusa razmestitve
končal, orkestracijo pa sem označil za uspešno.
Z vsem tem sem našel in implementiral rešitev za zastavljeno nalogo ne-
odvisne orkestracije in avtomatizacije v oblaku po standardu TOSCA z orod-
jema Ansible in xOpera. Z uspešno rešitvijo naloge sem zadostil tudi rešitvi
za problem moje diplomske naloge. Prvi del rešitve problema sem dosegel
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Slika 5.8: Ustvarjena funkcijska aplikacija z nameščeno Python funkcijo na
Azure portalu.
Slika 5.9: Uspešno proženje Azure funkcije.
že v poglavju z avtomatizacijskimi in orkestracijskimi orodji, saj sem naredil
podroben pregled in primerjavo teh orodij, kar je olaǰsalo našo izbiro orodij
za implementacijo in bi gotovo bilo v pomoč tudi mnogim drugim podje-
tjem, ki se srečujejo s problemom izbire namestitvenih DevOps orodij. Prav
tako sem z odločitvijo za uporabo standarda OASIS TOSCA za orkestra-
cijo naredil pomemben korak k neodvisnosti od oblačnega ponudnika, saj
v standardu sami zunaj platforme definiramo topologijo oblačne aplikacije.
Nasploh se mi je zdela odločitev za Ansible dobra ideja, saj je kot sem ugo-
tovil Ansible preprost za uporabo in se konstantno razvija do te mere, da je
trenutno vodilno orodje za avtomatizacijo, kar potrjuje tudi dejstvo, da lahko
brez težav uporablja že razvite module in prav vsak lahko tudi napǐse svoj
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lasten modul ali zbirko in jo objavi ter s tem pomaga drugim razvijalcem.
Tudi izbiro orodja xOpera vidim kot pravo odločitev, saj je to orodje povsem
neodvisno in enostavno za namestitev in uporabo, spodbudno pa je tudi, da
ustvarjalci sledijo trendom in vseskozi posodabljajo orodje ter tako ostajajo
kompatibilni z zadnjo verzijo TOSCA standarda. Dobra napoved je tudi,
da lahko v prihodnosti pričakujemo REST API in SaaS, kar bo še olaǰsalo
uporabo in razširilo možnosti orkestriranja in zanimivo bo videti v katero
smer bo šel razvoj. V tem in v preǰsnjem poglavju pa sem rešil drugi del
problema, ki smo ga imeli v podjetju za orkestracijo na ponudnika Microsoft
Azure v okolju FaaS. Razvil sem edinstveno Ansible zbirko z modulom za av-
tomatizirano namestitev Azure funkcij, ki ga trenutno še ni na voljo znotraj
Ansibla, prav tako pa sem z razvojem lastnega modula lažje definiral tudi or-
kestracijo. Končna rešitev je razmestitev avtomatizirane naloge namestitve
Azure funkcije z razvitim Ansible modulom z orodjem xOpera preko pripra-
vljene predloge TOSCA, ki je univerzalna, a hkrati ponovno uporabljiva in
razširljiva. Moja rešitev predstavi možen pristop k orkestraciji na Microsoft
Azure portal in daje rezultat, ki vodi k zastavljenemu cilju, saj je rešitev
jasno vidna na platformi Azure. Z uspešno namestitvijo sem potrdil tudi, da
evalvacija orkestratorjev pomaga pri pravilni izbiri orodij. Prav tako sem z
rešitvijo za razmestitev izpolnil željo po neodvisnosti od ponudnika. Z or-
kestratorjem xOpera v kombinaciji s standardom OASIS TOSCA je namreč
možno izvesti namestitve rešitve v katerikoli oblak. S tem smo dosegli, da
nismo odvisni le od oblaka Azure in v primeru, da bi prǐslo do zamenjave
ponudnika bi lahko še vedno uporabili izbrani orodji. Res je, da bi bilo po-
trebno malo prilagoditi predlogo TOSCA za orkestrator, prav tako pa bi bilo
potrebno popraviti Ansible skripto in uporabiti primeren modul (npr. če bi
zamenjali ponudnika Azure za AWS bi namesto razvitega Ansible modula
lahko uporabili že obstoječ modul lambda, ki ima podobno funkcionalnost
kot razviti modul), a vseeno je to mnogo bolje, kot če bi morali zamenjati
tudi orodji za avtomatizacijo in orkestracijo, sploh kar se tiče prihranka časa
in denarnih sredstev. Res je tudi, da ima vsaka od oblačnih platform svoj pri-
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stop h konceptu FaaS in svojo implementacijo in temu se ne moremo izogniti,
lahko pa ta učinek omilimo tako, da definiramo primerne predloge TOSCA,
ki so lahko v prihodnosti ponovno uporabljive. Na ta način lahko izluščim,
da moja rešitev konvergira v pravo smer in je premostila dani problem.
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Poglavje 6
Zaključek in sklepne ugotovitve
Vsebina tega diplomskega dela je rezultat množičnega problema, na katerega
pa sem naletel tudi pri delu v podjetju. Gre za problem težavnosti izbire pra-
vih avtomatizacijskih in orkestracijskih orodij za namestitev oziroma selitev
aplikacije v oblak, pri čemer je namestitev neodvisna od ponudnika oblačne
storitve. Konkretno smo v podjetju uporabljali oblak Microsoft Azure, na
katerega smo želeli prenesti programske funkcije tako, da bi jih lahko kasneje
uporabili v svojih aplikacijah in podprli koncept funkcije kot storitve (FaaS),
pri čemer smo želeli za to izbrati prava orodja in biti neodvisni od oblačne
platforme, v kolikor bi se kasneje odločili za zamenjavo ponudnika.
V diplomskem delu sem si tako utrl pot na področje računalnǐstva, kjer je
prisotna stroka DevOps, ki želi zabrisati razlike med razvojem in namestitvijo
sodobnih aplikacij. Naštel sem značilnosti te prakse in navedel prednosti in
pomanjkljivosti za podjetja, prav tako pa sem preučil, kako poteka sam pro-
ces. Pri tem sem naletel na procesa avtomatizacije in orkestracije, ju definiral
in predstavil njune glavne aspekte in pomen pri razvoju storitev. Procesa
povezal z razvojem aplikacij in pogledal, kaj je danes v razvoju drugače in v
čem se razvoj današnjih aplikacij razlikuje od tistega pred desetletjem. Nato
sem sledil mojemu problemu in si podrobneje ogledal in preizkusil orodja za
orkestracijo Ansible, Puppet, Chef in Salt, na koncu pa sem naredil evalva-
cijo, ki mi je pomagal izbrati pravo orodje. Potem sem se lotil razmestitvenih
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orodij, kjer sem se odločil pregledati in testirati tista orodja, ki delujejo po
standardu OASIS TOSCA, saj sem uvidel, da ta standard sovpada z mojim
problemom in lahko reši problem odvisnosti od ponudnika tako z definicijo
topologije oblačne aplikacije ločeno od platforme. V nadaljevanju sem tako
preučil ta standard in predstavil temeljne koncepte, nato pa sem se lotil razi-
skovanja orkestratorjev xOpera, Yistia Yorc, IndigDC in Cloudify. Na koncu
tega poglavja sem vsa orodja primerjav, kar mi je dalo širšo sliko in mi po-
magalo pri izbiri orodij za implementacijo, ki bi rešila moj problem. Pred
načrtovanjem rešitve sem še enkrat omenil svoj problem in natančno definiral
želeno rešitev in zastavljeno nalogo, prav tako pa sem na kratko opisal oblak
Microsoft Azure, ki smo ga uporabljali v podjetju in predstavil koncept FaaS.
Na podlagi primerjave in preizkusa sem se za implementacijo rešitve odločil
za orodji xOpera in Ansible in v nadaljevanju sem naredil načrt moje rešitve,
ki mi je orisal celotno shemo, prav tako pa sem v nadaljnjih poglavjih naredil
še več vmesnih načrtov, ki so mi pomagali premostiti vse ovire in zadostiti
ciljem. Pri avtomatizaciji z orodjem Ansible sem ugotovil, da za moj pro-
blem namestitve funkcije v oblak Azure ni primernega Ansible modula, zato
sem razvil svojo Ansible zbirko (collection). Še prej sem podrobneje predsta-
vil osnovne principe orodja Ansible in podal informacije o tem, kako poteka
razvoj Ansible zbirke in modulov. Po razvoju je sledilo testiranje implemen-
tirane zbirke, saj sem se le tako prepričal, da bo razvit modul res delal to,
za kar je bil ustvarjen. Sledilo je to, da sem dokončno razvil rešitev, tako,
da sem glede na svoj načrt pripravil primerno TOSCA storitveno predlogo
in jo uporabil za orkestracijo z razmestitvenim orodjem opera. Po uspešni
razmestitvi sem pregledal rezultate na Microsoft Azure portalu in za konec
ocenil svojo rešitev.
Če bi se še enkrat lotil te diplomske naloge, bi morda določene stvari na-
redil drugače. Poleg standarda TOSCA bi morda za primerjavo pregledal še
kak drug manj razširjen in znan standard za orkestracijo v oblaku (npr. Ama-
zon AWS CloudFormation ali OpenStack Heat). Čeprav orkestratorjev po
standardu TOSCA še ni veliko, bi v primerjavo orkestratorjev kot zanimivost
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verjetno vključil še orkestrator z imenom Puccini, ki ima poseben prevajalnik
za predloge TOSCA in standard implementira na svoj način. Glede imple-
mentacije bi v razvitem Ansible modulu namesto Azure CLI odjemalca za
večjo transparentnost in elegantnost rešitve uporabil Azure REST API, a ga
nisem, saj sem dobil občutek, da je dokumentacija zanj pomankljiva in težko
razumljiva. Ob ponovnem razvoju bi morda pri preizkusu rešitve dodal še
dejanski primer uporabe koncepta FaaS. Zamislil sem si namreč, da bi Azure
funkcijo uporabil v mobilni aplikaciji in tako pokazal njeno uporabnost, a
se zaradi pomanjkanja časa in zato ker to ni bil glavni namen rešitve za to
nisem odločil. Prav tako bi lahko za orkestracijo uporabil še enega oblačnega
ponudnika (npr. AWS ali GCP) in pokazal orkestracijo še tam, da bi bila
vidna razlika z Azure platformo, a se mi to ni zdelo kot nekaj, kar bi bi-
stveno pripomoglo k rešitvi zastavljene naloge. Kljub vsem tem možnostim
pa sem že pri razvoju moje rešitve naletel na celo vrsto zagat, ki sem jih
sproti uspešno rešil. Veliko težav sem imel npr. pri delu s portalom Micro-
soft Azure, saj menim, da je za nekoga, ki se z njim sreča prvič lahko zelo
neinuitiven za uporabo in potrebujemo nekaj časa, da se privadimo. Prav
tako mi je včasih težave delalo orodje Ansible, saj orkestracija zaradi sin-
taktične napake v zvezku Ansible ni uspela. Ker pa Asnible za svoje skripte
uporablja jezik YAML, ki ni pravi programski jezik pa se mi zdi, da lahko
hitro napravimo kakšno nepričakovano napako. Dolgo sem se zadržal pri ra-
zvoju modula, saj sem moral z ustreznimi testi preveriti, ali modul dela to,
za kar je bil pripravljen. Tudi pri delu z orkestratorji sem naletel na nekaj
težav, saj sem pri nekaterih rabil dosti časa za učenje in za namestitev, prav
tako pa mi je včasih preglavice povzročal standard TOSCA s svojo kom-
pleksnostjo. Avtomatizacija, orkestracija in računalnǐstvo v oblaku vidim
kot vznemirljiva področja prihodnosti, ki pa so zelo široka in raznolika, se
hitro razvijajo in predstavljajo popolnoma nekaj novega za začetnike. Ker
sem se tudi sam prvič znašel na tem področju in tako še nimam izkušenj,
lahko prepoznam, da moja rešitev ni brezhibna in ima določene pomanklji-
vosti. Izbolǰsati bi se dalo programsko kodo razvitega modula Ansible in
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tak preprečiti težave pri uporabi, modul pa bi lahko vseboval drugačne pa-
rametre in boǰse opise njihove uporabe. Prav tako morda nisem v celoti
izkoristil moč, ki jo daje standard TOSCA, saj bi lahko uporabil še mnoge
druge entitete (npr. TOSCA relacije ali podatkovne tipe) in na ta način
rešitev naredil popolnoma skladno z infrastrukturo ciljnega oblaka. To vse
vidim kot možnosti za izbolǰsavo pri nadaljnjem delu. Za naprej pa bi bila
možnost razvijati in uporabljati mojo rešitev kot del večjih oblačnih aplikacij
in razviti preostale module Ansible, ki pri različnih oblačnih ponudnikih še
vedno manjkajo, kar onemogoča učinkovitoorkestracijo. Kot priložnost za
prihodnost vidim tudi razvoj predlog TOSCA za univerzalno orkestracijo na
večino oblačnih ponudnikov, saj ne obstaja neko enotno mesto oz. portal,
ki bi združeval te orkestracijske predloge. TOSCA standard je v nenehnem
razvoju in kmalu se nakazuje že izdaja novega YAML profila verzije 2.0, ki
bo vseboval določene posodobitve. To pa za naprej pomeni tudi tekmo med
orkestratorji za tržni delež, saj bo za njih ključno, da ostajajo kompatibilni
z najnoveǰso verzijo standarda OASIS TOSCA, enako pa velja tudi za mojo
rešitev, ki jo bo potrebno takrat posodobiti. Navsezadnje pa lahko rečem,
da sem s svojim delom več kot zadovoljen, saj sem poleg novih pridobljenih
znanj uspel rešiti zahteven in pogost DevOps problem, kar mi bo koristilo v
nadaljnji inženirski karieri pri spoprijemanju s problemi s tega področja, kot
tudi v vsakdanjem življenju, kjer bom lahko povlekel neke vzporednice glede
odločanja in primerjave stvari kot sem to naredil na primeru orkestratorjev.
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