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Introduction
Within the Standard Model (SM) exclusive dimuon decays of the B 0 and B 0 s mesons 2 are rare as they occur only via loop diagrams and are helicity suppressed. New Physics models, especially those with an extended Higgs sector, can significantly enhance the branching fractions, although in some models the rates are lowered.
The amplitudes contributing to the branching ratio B(B 0 q → µ + µ − ) (where q = d, s for the B 0 and B 0 s mesons respectively) can be expressed in terms of the scalar (c S ), pseudoscalar (c P ) and axial vector (c A ) Wilson coefficients in a completely general approach [1] . Within the SM, the contributions of c S and c P are negligible while c A is calculated with an accuracy of a few percent [2] . The dominant contribution stems from an electroweak penguin with a Z 0 decaying into two muons. However, the accuracy of the SM prediction for B(B 2 In this Letter the inclusion of charge-conjugate states is implicit.
The LHCb detector
The LHCb detector [9] is a single-arm forward spectrometer with an angular coverage from approximately 10 mrad to 300 (250) mrad in the bending (non-bending) plane. The detector consists of a vertex locator (VELO), a warm dipole magnet with a bending power of Bdl = 4 T m, a tracking system, two ring-imaging Cherenkov detectors (RICH), a calorimeter system and a muon system. The VELO consists of a series of silicon modules, each providing a measure of the radial and azimuthal coordinates, with the sensitive area starting at 8 mm from the beam line during collisions. The tracking system comprises four layers of silicon sensors before the magnet and three stations equipped with silicon sensors in the inner part and straw tubes in the outer part after the magnet. Track momenta are measured with a precision between δp/p = 0.35% at 5 GeV/c and δp/p = 0.5% at 100 GeV/c. The RICH system provides charged hadron identification in a momentum range 2-100 GeV/c. The calorimeter system consists of a preshower, a scintillating pad detector, an electromagnetic calorimeter and a hadronic calorimeter. It identifies high transverse energy (E T ) hadron, electron and photon candidates and provides information for the trigger. Five muon stations composed of MWPC (except in the highest rate region, where triple-GEMs are used) provide fast information for the trigger and muon identification capability. LHCb has a two-level trigger system both for leptonic and purely hadronic final states. It exploits the finite lifetime and relatively large mass of charm and beauty hadrons to distinguish heavy flavour decays from the dominant light quark processes. The first trigger level (L0) is implemented in hardware and reduces the rate to a maximum of 1 MHz, the read-out rate of the whole detector. The second trigger level (High Level Trigger, HLT) is implemented in software running on an event filter CPU farm. In the first stage of the software trigger (HLT1) a partial event reconstruction is performed. The second stage (HLT2) performs a full event reconstruction to enhance the signal purity further.
The forward geometry of LHCb allows the first level trigger to collect events containing one or two muons with very low transverse momenta (p T ): more than 90% of the data were collected with a p T threshold of 1.4 GeV/c for single muon triggers and p T (µ 1 ) > 0.48 GeV/c and p T (µ 2 ) > 0.56 GeV/c for dimuon triggers. The E T threshold for the hadron trigger varied in the range 2.6 to 3.6 GeV. The single muon trigger line in the HLT requires either p T > 1.8 GeV/c or includes a cut on the impact parameter (IP) with respect to the primary vertex, which allows for a lower p T requirement (p T > 0.8 GeV/c, IP > 0.11 mm). The dimuon trigger line requires muon pairs of opposite charge forming a common vertex and an invariant mass M µµ > 4.7 GeV/c 2 . A second trigger line, primarily to select J/ψ events, requires 2.97 < M µµ < 3.21 GeV/c 2 . The remaining region of the dimuon invariant mass is also covered by trigger lines that in addition require the dimuon secondary vertex to be well separated from the primary vertex. Other HLT trigger lines select generic displaced vertices, providing a high efficiency for purely hadronic decays (for instance B 0 q → h + h − ).
Analysis strategy
An important feature of this analysis is to rely as much as possible on data and to restrict to a minimum the use of simulation. Nevertheless, some Monte Carlo (MC) simulation has been used, based on the PYTHIA 6.4 generator [11] and the GEANT4 package [12] for detector simulation. The first part of the analysis is the event selection (Section 4), which significantly reduces the size of the dataset by rejecting most of the background. The second part consists of the study of three normalization channels with known branching ratios:
Using each of these normalization channels, B(B 0 q → µ + µ − ) can be calculated as:
where α B 0 q →µ + µ − denotes the normalization factor, f B 0 q denotes the probability that a bquark fragments into a B 0 q and f norm denotes the probability that a b-quark fragments into the b-hadron relevant for the chosen normalization channel with branching fraction B norm . The reconstruction efficiency ( REC ) includes the acceptance and particle identification, while SEL|REC denotes the selection efficiency on reconstructed events. The trigger efficiency on selected events is denoted by TRIG|SEL . This normalization ensures that knowledge of the absolute luminosity and bb production cross-section are not needed, and that many systematic uncertainties cancel in the ratio of the efficiencies. The event selection for these channels is specifically designed to be as close as possible to the signal selection. The ratios of reconstruction and selection efficiencies are estimated from the simulation, while the ratios of trigger efficiencies on selected events are determined from data (Section 5).
In the third part of the analysis (Section 6) each selected event is given a probability to be signal or background in a two-dimensional probability space defined by the dimuon invariant mass and a geometrical likelihood (GL). The dimuon invariant mass and GL probability density functions for both signal and background are determined from data. This procedure ensures that even though the GL is defined using simulated events, the result will not be biased by discrepancies between data and simulation.
Section 7 describes the final measurement. In order to avoid unconscious bias in the analysis, the invariant mass region for the signal (M B 0 ± 60 MeV/c 2 and M B 0 s ± 60 MeV/c 2 ) was blinded until the selection criteria and analysis procedure had been defined.
Event selection
The selection has been designed in order to reduce the data sample to a manageable level by simultaneously keeping the efficiency for the signals as high as possible and the selection between signals and control channels as similar as possible. This last requirement is needed to minimize the systematic uncertainty in the ratio of the selection efficiencies. The optimal separation between signal and background is left to the likelihoods (Sect. 6). The basic cuts of the selection have been defined on Monte Carlo simulation [10] and then adapted to the data.
The data for the signal and all the normalization candidates are selected using either an inclusive two-body or a J/ψ selection. Tracks are first required to be of good quality (χ 2 /ndf < 5) and to be displaced with respect to the closest primary vertex (χ 2 IP /ndf > 12.5, where χ 2 IP is the difference between the χ 2 of the primary vertex built with and without the considered track). To reject bad combinations before performing the vertex fit, the two tracks are required to have a distance of closest approach of less than 0.3 mm. The secondary vertex is required to be well fitted (χ 2 /ndf < 9) and must be clearly separated from the primary in the forward direction (vertex distance significance larger than 15). When more than one primary vertex is reconstructed, the one that gives the minimum impact parameter significance for the candidate is chosen. The reconstructed candidate has to point to the primary vertex (χ 2 IP /ndf < 12.5) in the case of the inclusive two-body selection. For all selections, the primary vertex is refitted excluding the signal tracks before calculating the χ 2 IP /ndf and the vertex distance significance of the candidate. Tracks are defined as muons if they have at least one hit in two to four of the last four muon stations depending on the momentum. In the inclusive J/ψ selection both tracks must be identified as muons and have an invariant mass within 60 MeV/c 2 of the nominal J/ψ mass. The efficiency of the muon identification requirement has been measured using an inclusive sample of J/ψ events where one of the tracks does not use any information from the muon chambers. The efficiency measured with data agrees with MC expectations as a function of momentum within 2%, and the residual differences are taken into account in the systematic uncertainties.
Events passing the two-body selection are considered B The dominant background after the B 0 q → µ + µ − selection is expected to be bb → µµX [10, 13] . This is confirmed by comparing the kinematical distributions of the sideband data with a bb → µµX MC sample. The muon misidentification probability as a function of momentum obtained from data using
− decays is in good agreement with MC expectations. An estimate of the background coming from misidentified hadrons is obtained by reweighting the hadron misidentification probability using the momentum spectrum of the background in the invariant mass sidebands. The single hadron average misidentification probability is measured to be (7.1±0.5)×10
−3 and the double hadron misidentification probability is (3.5 ± 0.9) × 10 −5 , where the correlation between the momenta of the two hadrons is taken into account. About 10% of the background is due to pairs consisting of one real muon and a hadron misidentified as muon, mostly from decays in flight. The contribution from double misidentified hadrons is negligible. The number of expected B s → J/ψφ normalization channels some additional cuts are required. In the former case, the K ± candidates are required to pass the same track quality and impact parameter cuts as the muons from the J/ψ. For B 0 s → J/ψφ candidates, the K + K − invariant mass is required to be within ±10 MeV/c 2 of the φ mass [14] . The B vertex has to be of good quality, χ 2 /ndf < 25. The requirements on χ 2 IP /ndf and vertex separation significance for the B candidate are the same as those for the signal selection. The total efficiencies including acceptance, reconstruction and selection criteria for MC B + → J/ψK + and B 0 s → J/ψφ events are 2.6% and 1.3% respectively.
Evaluation of the normalization factor
The branching fractions of the three normalization channels, Table 1 . The first two decays have similar trigger and muon identification efficiency to the signal but a different number of particles in the final state, while the third channel has the same two-body topology but is selected with the hadronic trigger. The branching ratio of the B 
Ratio of reconstruction and selection efficiencies
The accuracy of the simulation of the reconstruction efficiency REC relies on the knowledge of the detector geometrical acceptance, the material interactions and the tracking efficiency. The uncertainty on the tracking efficiency is taken to be 4% per track [8] and this is the dominant source of the systematic uncertainty in the ratio with the two normalization channels involving J/ψ mesons. The ratios 
. The effect of an extra particle on the ratio of REC is cross-checked in data using the
. Selecting B 0 and B + in a similar phase-space region, the ratio of B 0 → J/ψK * 0 and B + → J/ψK + yields (corrected for the ratio of branching ratios) is a good measure of the ratio of REC between B + → J/ψK + and B 0 q → µ + µ − , as shown in Ref. [10] . The measurement from data is 0.59 ± 0.04, in good agreement with the estimate from MC simulation (0.58 ± 0.02).
The accuracy of the simulation of SEL|REC relies on how well the MC describes the variables entering the selection. Of these only the IP distributions show a significant discrepancy: the data are measured to have ∼ 10% worse resolution than the simulation. Smearing the track parameters in MC to reproduce the IP distribution in data changes the selection efficiencies by 5-7% depending on the channel. However, the ratios of 
The ratios of efficiencies including acceptance, reconstruction and selection between normalization and signal decays are shown in Table 1 .
Ratio of trigger efficiencies
The trigger efficiency TRIG|SEL can be estimated from data as described in Ref. [10] . Events that would have triggered even without the presence of the decay products of the signal under study are tagged as TIS events (Trigger Independent of Signal). TIS events are mostly triggered by the decay products of the other b which can be in the acceptance given the forward geometry of LHCb.
If the presence of the signal under study alone is sufficient to trigger, events are tagged as TOS (Trigger On Signal). An event can also be TIS and TOS simultaneously (TIS&TOS). The overall trigger efficiency on selected events can then be expressed as:
where N SEL is not directly observable as it corresponds to a sample of selected events for a fully efficient trigger. The TIS efficiency ( TIS ) can however be measured directly on data using the ratio N TIS&TOS /N TOS . Therefore TRIG|SEL can be expressed in terms of fully observable quantities.
The trigger efficiency for selecting B + → J/ψK + and B 0 s → J/ψφ is obtained from a large inclusive sample of J/ψ events using Eq. 2. The result is TRIG|SEL J/ψ = (85.9 ± 0.9 stat ± 2.0 syst )%, where the systematic uncertainty reflects the approximation of the method as seen in the simulation. This efficiency is parameterized as a function of the largest p T and the largest IP of the two muons. Using the phase space of the B 0 q → µ + µ − decay in these two variables, the trigger efficiency for the signal is evaluated to be
q →µ + µ − = (89.9 ± 0.8 stat ± 4.0 syst )%, where the systematic uncertainty is increased to account for the limitations of using only two variables (the largest p T and IP of the muons in the final state) to parameterize the trigger response. 
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1.94 ± 0.06 0.82 ± 0.06 0.072 ± 0.010 578 ± 74 7.3 ± 1.8 1.99 ± 0.40
In the case of the B 0 → K + π − normalization channel, the trigger efficiency is computed using the same events that are used for the normalization in Eq. 1. Therefore, combining Eqs. 1 and 2 results in an expression equivalent to a normalization which uses only TIS events. The total number of these events after the first trigger steps (L0 and HLT1) is 578, accepting all HLT2 triggers, which does not allow for a precise measurement of TIS . Instead, this efficiency can be measured using another control channel, B + → J/ψK + , with the result: TIS (L0 × HLT1) = (6.9 ± 0.6)%. The small correction due to the HLT2 trigger inefficiency on selected B 0 → K + π − candidates is taken from the trigger emulation. The ratios TRIG|SEL norm / TRIG|SEL sig for the three normalization channels are given in Table 1 .
Overall normalization factor
The yields needed to evaluate the normalization factor for the two channels containing a J/ψ in the final state are obtained from a Gaussian fit to the invariant mass distribution. The number of candidates can be seen in Table 1 , where the uncertainty is dominated by the differences observed using different fitting models. In the case of the B 0 → K + π − decay, the RICH particle identification and mass information are used to extract the fraction of
The efficiency of the kaon and pion identification requirements is not needed since their ratio is extracted from the known ratio of B 0 → π + π − and B 0 → K + π − branching ratios as described in Ref. [10] . The number of TIS B 0 → K + π − events observed is shown in Table 1 . As can be seen in Table 1 , the normalization factors calculated using the three complementary channels give compatible results. The final normalization factor is a weighted average which takes into account all the sources of correlations, in particular the dominant one coming from the uncertainty on f d /f s = 3.71 ± 0.47 [15] , with the result:
6 Signal and background likelihoods
After the selection described in Section 4 the signal purity assuming the SM branching ratio is still about 10 −3 for B 0 s → µ + µ − and 10 −4 for B 0 → µ + µ − . Further discrimination is achieved through the combination of two independent variables: the multivariate analysis discriminant likelihood, GL, combining information that is largely based on the topology of the event, and the invariant mass. The GL is defined using the statistical method described in Refs. [13, 17] . The GL is defined to have a flat distribution between zero and one for signal candidates, and to cluster around zero for background candidates. The geometrical variables included in the definition of the GL are intended to be a complete set describing the properties of the decay, and the transverse momentum of the B candidate is also included, which is uncorrelated with the invariant mass. The variables used in the definition of the GL are:
• Lifetime of the B candidate. This variable is computed using the distance between the secondary vertex and primary vertex, and the reconstructed momentum of the B candidate. When more than one primary vertex is reconstructed, the one that gives the minimum B impact parameter significance is chosen.
• Muon impact parameter χ 2 . This is the lowest impact parameter χ 2 of the two muon candidates with respect to any primary vertex reconstructed in the event.
• Impact parameter of the B candidate.
• Distance of closest approach between the two muon candidates.
• Isolation. For each of the muon candidates, a search is performed for other tracks that can make a good vertex with the muon candidate, as in Ref. [10] . The number of compatible tracks is used as the discriminant variable.
• Transverse momentum of the B candidate.
The analysis is performed in two-dimensional bins of invariant mass and GL. The invariant mass in the signal regions (±60 MeV/c 2 around the B 0 s and the B 0 masses) is divided into six bins of equal width, and the GL into four bins of equal width distributed between zero and one. A probability to be signal or background is assigned to events falling in each bin.
Signal geometrical likelihood
Although the GL variable described above was defined using MC events, the probability that a signal event has a given value of GL is obtained from data using inclusive B + h − events, the first two trigger steps (L0 and HLT1) are required to be TIS while at the HLT2 step any of the HLT2 triggers are accepted. This yields 955 events. The GL distribution obtained using these events is corrected for the small bias (< 5%) introduced at the HLT2 stage using the trigger emulation. Detailed checks with a large sample of D 0 → K − π + decays have validated this procedure. The number of TIS B 0 q → h + h − events in each GL bin is obtained from a fit to the inclusive mass distribution [18] assigning the muon mass to the two particles. The measured fractions in each GL bin can be seen in Fig. 1 and are quoted in Table 2 
Signal invariant mass likelihood
The signal mass lineshape is parameterized using a Crystal Ball function [19] . Two methods have been used to estimate the B 0 q → µ + µ − mass resolution from data. The first of these methods uses an interpolation between the measured resolutions for cc resonances (J/ψ , ψ(2S)) and bb resonances (Υ (1S), Υ (2S), Υ (3S)) decaying into two muons. It has been observed that over this mass range the dimuon invariant mass resolution depends linearly on the invariant mass of the muon pair to good approximation. Events selected in the mass ranges around the cc and bb resonances were weighted such that the momentum spectra of these resonances reproduce the expected momentum spectrum of the b hadron in the decay B 0 q → µ + µ − . The mass resolutions of the cc and bb resonances were then determined fitting a Crystal Ball (J/ψ , Υ (1S)) or a Gaussian (ψ(2S), Υ (2S) and Υ (3S)) over exponential backgrounds.
The mass resolution is defined as the σ of the Crystal Ball when there is sufficient data to perform a fit with the Crystal Ball function (J/ψ and Υ (1S)). Otherwise a Gaussian fit is made (ψ(2S), Υ (2S), Υ (3S)) and the σ of the Gaussian is used as an estimator of the σ of the Crystal Ball. For the Crystal Ball function, the parameters describing the radiative tail are in good agreement between data and the Monte Carlo simulation. No systematic shifts in the resolution has been found by using a Crystal Ball or a Gaussian 
The systematic uncertainty is estimated to be 1 MeV/c 2 mainly due to the reweighting of the momentum spectrum of the dimuon resonances and the variation of the resolution over the width of the B 0 q → µ + µ − signal region. The second method that was used to estimate the invariant mass resolution from data is to use the inclusive B 0 q → h + h − sample. The particle identification requirement would modify the momentum and transverse momentum spectrum of pions and kaons, and thus the mass resolution. Therefore, the fit is performed to the inclusive B 2 , is consistent with the value obtained from the interpolation method. However, by varying the assumptions made for the parameters describing the partially reconstructed three-body b-hadron decays (physical background), the estimate obtained for the resolution can change by up to 2.7 MeV/c 2 . This is assigned as systematic [14] which is attributed to a small residual miscalibration of the magnetic field map. However this has no impact on the analysis, provided that the search windows are centred around the measured values.
Background likelihood
The mass sidebands are defined in the range between M B 0 q ± 600 (1200) MeV/c 2 for the lower (upper) two GL bins, excluding the two search windows (M B 0 q ± 60 MeV/c 2 ). The background in the mass sidebands is fitted with an exponential function, f (M ) = Ae −kM . The value of the exponential index k is fitted independently in each GL bin, in order to account for potentially different background compositions. The distribution of the invariant mass for each GL bin is shown in Fig. 3 , and the predictions for the numbers of events in the signal regions can be seen in Tables 3 and 4 . The background probability in the B 0 s mass window as a function of GL is shown in Fig. 1 and in have been checked by fixing the exponential index k to be the same in all GL bins, using a double exponential, or using a simple linear fit in the region around the signal window. In all cases the predicted background is consistent with the result of the exponential fit with different k values, although the quality of the fit is significantly worse when k is forced to be the same for all bins. 
Results
For each of the 24 bins (4 bins in GL and 6 bins in mass) the expected number of background events is computed from the fits to the invariant mass sidebands described in Section 6.3. The results are shown in Tables 3 and 4 . The expected numbers of signal events are computed using the normalization factors from Section 5, and the signal likelihoods computed in Section 6.1 and Section 6.2 for a given value of B(B 0 q → µ + µ − ). The expected numbers of signal events for the SM branching ratios are shown in Tables 3  and 4 . The distribution of observed events in the GL vs invariant mass plane can be seen in Fig. 4 , and the observed number of events in each bin are given in Tables 3 and 4 . The compatibility of the observed distribution of events in the GL vs invariant mass plane with a given branching ratio hypothesis is evaluated using the CL s method [20] . This provides two estimators: CL s is a measure of the compatibility of the observed distribution with the signal hypothesis, while CL b is a measure of the compatibility with the background-only hypothesis. The observed distribution of CL s as a function of the assumed branching ratio can be seen in Fig. 5 . The expected distributions of possible values of CL s assuming the background-only hypothesis are also shown in the same figure as a green shaded area that covers the region of ±1σ of background compatible observations. The uncertainties in the signal and background likelihoods (Section 6) and normalization factors (Section 5) are used to compute the uncertainties in the background and signal predictions in Tables 3  and 4 . These uncertainties are the only source of systematic uncertainty and they are included in the CL s using the techniques described in Ref. [20] . Given the specific pattern of the observed events, the systematic uncertainty on the background prediction has a negligible effect on the quoted limit. The effect of the uncertainty on the signal prediction increases the quoted limits by less than 3%. The evaluation of CL b [20] gives a probability of about 20% for the compatibility with the background-only hypothesis for both the B 
Conclusions
With about 37 pb −1 of integrated luminosity, LHCb has searched for the rare decays B 0 s → µ + µ − and B 0 → µ + µ − and reached sensitivities similar to the existing limits from the Tevatron. This could be achieved due to the large acceptance and trigger efficiency of LHCb, as well as the larger bb cross-section in pp collisions at √ s = 7 TeV. The observed events are compatible with the background expectations, and the upper limits Tables 3 and 4 , LHCb should be able to explore the interesting region of branching ratios at the 10 −8 level in 
