Abstract-In this paper, we present two modified algorithms with order of convergence five for finding a simple root * x of nonlinear scalar equation ( ) 0 fx in R . It is free from second derivatives. Both of them require two evaluations of the functions and two evaluations of derivatives at each iteration. Therefore the efficiency index of the presented methods is 1.4953 which is better than that of classical Newton's method 1.4142. Some numerical results illustrate the effectiveness and performance of the presented methods.
INTRODUCTION
One of the most important problems in scientific and engineering applications is to solve nonlinear equations. This paper is concerned with iterative methods to find a simple root * x of nonlinear scalar equation ( ) In past decades, much attention has been paid to develop iterative methods for solving nonlinear equations, and many iterative methods have been developed. In this paper, we present two modified three-step iterative methods for solving nonlinear equations. Analysis of convergence shows that the new methods have fifth-order convergence. Both of them are free from second derivatives. They require three evaluations of the functions and two evaluations of derivatives at each iteration. The efficiency index of the presented methods is better than that of classical Newton's method.
II. THE MODIFIED METHODS AND ITS CONVERGENCE Let us consider the following iterative algorithm.
Algorithm 1. For given 0 x , we consider the following iteration scheme for solving nonlinear equation 
Proof. Let * x be the simple root of () fx,
, and
where

By some computations using Maple we can obtain
Furthermore, from the Taylor expansion of () n Fx at * x , we get 5 () 6 1 1 ( *) ( ) ( *) ( *) (( *) ). !
Substituting (8) 
