Introduction
Deployment of multiple flying robots has attracted the interest of several research groups in recent times both because such a feat represents many interesting scientific challenges and because aerial collective systems have a huge potential in terms of applications.
By working together, multiple flying robots can perform a given task quicker or more efficiently than a single system (Sahin, 2005; Beni, 2005) . Furthermore, multiple robots can share computing, sensing and communication payloads thus leading to lighter robots that could be safer than a larger system, easier to transport and even disposable in some cases (Holland et al., 2005) . Deploying a fleet of unmanned aerial vehicles instead of a single aircraft allows rapid coverage of a relatively larger area or volume (Alidaee et al., 2009; Beard et al., 2006; Bertuccelli et al., 2004; Gancet et al., 2005; Kovacina et al., 2002; Kuiper and Nadjm-Tehrani, 2006; Lawrence et al., 2004; Merino et al., 2006; Parunak et al., 2005; Richards et al., 2002; Sauter et al., 2005) .
Collaborating airborne agents can help each other by relaying communication or by providing navigation means to their neighbours (Hauert et al., 2008 (Hauert et al., , 2009a Stirling et al., 2010) . Flying in formation provides an effective way of de-congesting the airspace. Aerial swarms also have an enormous artistic potential because they allow creating physical 3D structures that can dynamically change their shape over time (Nembrini et al., 2005; Oung et al., 2010) .
However, the challenges to actually build and control aerial swarms are numerous. First of all, a flying platform is often more complicated to engineer than a terrestrial robot because of the inherent weight constraints and the absence of a mechanical link with any inertial frame that could provide mechanical stability and state reference. In the first section of this chapter, we therefore review these challenges and provide pointers to state-of-the-art methods to solve them. Then as soon as flying robots need to interact with each other, all sorts of problems arise such as wireless communication from and to rapidly moving objects and relative positioning. The aim of Sec. 17.3 is therefore to review possible approaches to technically enable coordination among flying systems. Finally, Sec. 17.4 tackles the challenge of designing individual controllers that enable a coherent behaviour at the level of the swarm. This challenge is made even more difficult with flying robots because of their 3D nature and their motion constraints that are often related to the specific architectures of the underlying physical platforms. This section is complementary to the rest of this book since it focusses only on methods that have been designed for aerial collective systems.
Flying Robots
Flying robots are particular in that they have to satisfy the most stringent constraints in terms of weight and integration. They have to carry all the necessary sensor and computing power while still being able to lift themselves for a reasonable amount of time. Depending on the application, the flying platforms will look very different if they need to fly in closed settings or high in the sky, if they need to physically interact with the environment, if they must stay airborne for hours or just fly for small periods of time. This section provides a survey of possible platform architectures together with their advantages and limitations in the perspective of collective robotic applications. There is one aspect that is shared among most flying platforms: since flying systems are by nature not in contact with any inertial frame, they need to actively control their orientation and position using sensory feedback at relatively high frequency. The second part of this section therefore provides an overview of flight stabilisation techniques before surveying possible approaches to localisation and navigation. Discussed subsequently is the issue of collision avoidance, which is of crucial importance for flying systems. To conclude this section an overview of power management and techniques for mitigating the severely limited energy autonomy of flying robots is presented. For complementary information or for a review of relatively larger unmanned aerial vehicles and related control techniques, the reader is referred to the book chapter on aerial robotics by Feron and Johnson (2008) .
Platforms
Constructing lighter-than-air structures is probably the easiest way of getting a system airborne since there are no critical aerodynamic issues. In the history of human flight, the hot-air balloon invented by the Montgolfier brothers was the first to successfully take-off already in 1783, well before the advent of aeroplanes and helicopters. Airships are not only good for their simplicity, they are also notably economical when it comes to lifting heavy loads. The main limitation of airships is linked to their huge lateral surface that will inevitably produce drag forces as soon as the airspeed departs from zero. This is why airships are usually very sensitive to wind and cannot travel efficiently at high speeds. However, because of their ability to naturally float in the air, small airships (also called blimps when there is no rigid structure inside the hull) have been widely used as research platforms in aerial robotics (Bermudez i Badia et al., 2005; Iida, 2003; Van Der Zwaan et al., 2002; Zhang and Ostrowski, 1998; Zufferey et al., 2006a) . In particular, Melhuish and Welsby (2002) have been using small indoor blimps to demonstrate flocking behaviours (Fig. 17.1.) and Nembrini et al. (2005) have been designing cubical airships named "Mascarillons" or "SAILS" for artistic shows (Fig. 17.2.) with the goal of enabling collective behaviours. Fixed-wing aeroplane architectures are widely spread in robotics thanks to their simple mechanical design and energetic efficiency when it comes to travelling relatively long distances (Tennekes, 1997) . Most military unmanned aerial vehicles (UAV) fall into this category and several research projects involving a fleet of fixed-wing UAVs have been successfully carried out (Allred et al., 2007; Beard et al., 2006; Cole et al., 2006; How et al., 2004) . The use of no-tail or flying-wing geometries (Fig. 17.3. and Fig. 17.4.) has recently gained a lot of interest in the domain thanks to its mechanical simplicity. However, fixed-wing aeroplane dynamics are known to be nonholonomic because their trajectory is mostly defined by the orientation of their main axis. In normal flight regimes, the turn-rate of fixed-wing aeroplanes is indeed imposed by the inclination around their main axis (i.e. the roll axis) and cannot be changed instantaneously. In addition and contrarily to terrestrial robots, aeroplanes cannot slow down below a certain velocity known as the stall speed. They are therefore incapable of hovering or moving backwards. These strong motion constraints do not facilitate the implementation of collective behaviours and must be carefully taken into account when designing cooperative controllers Qu, 2009 ). Helicopters are of interest in the field of collective robotics since they can hover, as well as fly backwards and sideways, which facilitates the design of cooperative controllers (Qu, 2009 ). However, the mechanical complexity of standard architecture including a main rotor with a swash plate and tail rotor is relatively costly to produce and maintain. This is why most robotic projects have adopted multi-rotor configurations (Bouabdallah and Siegwart, 2007; Ducard and D'Andrea, 2009; Hoffmann et al., 2004) , which rely on differential variations of thrust among the
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Figure 17.4. 10 swinglets produced in collaboration with senseFly LLC for the Swarming MAVs project at EPFL (see Sec. 17.4 for further details). These 80 cm aeroplanes are sufficiently lightweight (500 grams) so that they can be deployed over populated areas without much risks for people on the ground.
rotors in order to control all axes or rotation. Such configurations allow to get rid of the swash plate and feature impressive manoeuvrability at a cost of a slightly higher energy consumption. Quite a few projects have been using quadrotors (Fig. 17.5.) for collective operation (Hoffmann et al., 2004; Roberts et al., 2008; How et al., 2008) . The downside of helicopters with respect to aeroplanes is that they require much more power to remain airborne, since the high rotation speed of the blades decreases their efficiency as air-foils (Gordon, 2006) . As an example, electrically powered helicopters of less than a kilogram can typically remain airborne for 15 to 30 minutes only, whereas aeroplanes of comparable weight can stay in the air for at least twice this amount of time. One way of working around this limitation is to exploit the fact that helicopters do not need well-prepared runways to take-off and land in order to have them rest from time to time while they are carrying out their mission (Stirling et al., 2010) . This can be done either by landing on the ground, or attaching to some objects such as ceilings of indoor environments (Roberts et al., 2008) .
Flying platforms cannot always be categorised into airships, aeroplanes or helicopters. Some alternative designs have been proposed in the history of aviation and roboticists tend to be even more imaginative since they are not confronted with the same security rules as in commercial aviation. Covering all possible designs is beyond the scope of this chapter. However, it is worth citing a few noticeable trends in aerial robotic platform design. For instance, there is an increasing number of researchers looking at bio-inspired airframes with flapping wings to produce both lift and forward thrust (see for review Floreano et al. (2009) ). Such architectures may lead to an interesting compromise as they enable both hovering and gliding flight. However, the energy efficiency of such solutions is still not comparable to that of rotorcraft (Lentink, 2008; Lentink et al., 2009) . Other researchers have looked at flexible wings to better withstand wind gusts (Lawrence et al., 2004) or retractable wings to be able to efficiently penetrate cluttered environments while moving on the ground (Bachmann et al., 2005) . Other research avenues in flying platform design look at how robots can perch or attach to elevated objects (Cory and Tedrake, 2008; Kovac et al., 2010; Wickenheiser and Garcia, 2008) or even withstand crashes (Klaptocz et al., 2010) by adding intelligently designed exoskeletons. However, the authors are not aware of any collective operation of such alternative flying platforms at this point.
Flight Stabilisation
Flying robots are complex dynamic systems that operate in the 3D-space. Their motion is characterised by 6 degrees of freedom (DoF) for position and attitude, the relationship between system inputs, internal states and outputs is often nonlinear and the dynamics for single axes may strongly interact. Additional complexity derives from environmental challenges: wind gusts, thermals etc. Flight control of such systems is typically organised in layers, where the most basic layer is concerned with flight stabilisation (also called Stability Augmentation System (SAS)), meaning stabilisation of rotational and linear motion. Depending on the type of flying vehicle and its intrinsic stability, more or less effort for artificial stabilisation is required. While classical fixed-wing type vehicles may not need any artificial flight stabilisation at all, helicopter type vehicles instead will typically demand continuous attitude stabilization.
Classical aircraft control techniques (Etkin and Reid, 1995; Pratt, 2000; Stevens and Lewis, 2003) typically rely on state estimation data provided by an attitude and heading reference system (AHRS). Available as commercial products in various shapes, AHRSs involve a multitude of sensors and complex computation. Typical form factors range down to match-box size and below, with weights smaller than 15g. Complementary or Bayesian filters such as a Kalman filter, e.g. in Marins et al. (2001) , are used to fuse data from orthogonally mounted rate gyros, accelerometers and magnetic sensors. Typical magnitudes of the attitude estima-tion error are 5−10 o . For airspeed and altitude, additional sensors have to provide appropriate measurements (usually pressure transducers or GPS). Considering the restricted computational power of small-scale embedded processors, simplifications of the attitude estimation process have for example been proposed by Euston et al. (2008) .
Figure 17.6. Classical flight control structure with nested control loops. The innermost loop is the Stability Augmentation System (SAS), mainly responsible for damping pitch, roll and yaw motion. In the second loop, the Flight Control System (FCS) provides hold functions for attitude angles and speed. Flight Guidance (FG) contains autopilot (AP) modes like altitude, turn control and auto-throttle (ATHR). Finally, Flight management (FM) in the fourth loop handles trajectory tracking. Except for rare situations (e.g. emergencies), input from a pilot or operator typically only affects the FM and FG control loops. Adapted from Fielding and Luckner (2000) .
The most popular implementations of control architectures use AHRS sensor data as feedback to several nested control loops, as depicted in Fig. 17 .6.. Controllers are typically implemented as PID controllers (Beard et al., 2005; Jang and Tomlin, 2001; Kim et al., 2006; Kingston and Beard, 2004) . Other researchers have looked at control architectures based on fuzzy-logic control (Wu et al., 2005) or neural nets (Oh et al., 2004) .
In order to reduce the complexity and cost of approaches using full state estimation by AHRSs, alternative approaches have been investigated as well. These are especially interesting for collective systems, where the cost of each individual vehicle becomes a prohibitive factor. A 3-sensor autopilot and control system is presented by Pisano and Lawrence (2007) that cannot only do flight stabilisation but also simple navigation based on a GPS. The use of low-cost infrared sensors for attitude estimation is described by Brisset et al. (2006) in the frame of the "Paparazzi" project, a very popular and simple open-source autopilot implementation. A minimalist control solution has been developed by Leven et al. (2009) , which provides an easy-to-use interface to the three basic functionalities of airspeed, altitude and turn-rate control for a fixed-wing platform while only relying on a minimum of sensors and reactive control loops. Reactive flight stabilisation has further been achieved with bio-inspired techniques like optic flow: attitude, altitude and turn control using the optic flow measured by several small on-board cameras have been shown for indoor (Zufferey et al., 2006b ) and outdoor Zufferey et al., 2010) operation. While stabilisation solutions based on inertial sensors (rate gyros, accelerometers) work in every environment, optic flow techniques can only be used in contrast-rich environments, e.g close to the ground.
Flight stabilisation on rotary wing aircraft generally requires different approaches than on fixed wing aircraft. Stabilisation can be done either mechanically or electronically and usually there is a trade-off between stability and controllability.
Mechanically stabilised systems utilise the natural gyroscopic and/or aerodynamic effects created by a rotating mass or air-foil section respectively (Hirosue et al., 2003) . This means that they require minimal sensors for stabilisation. The most common example of this is the contra-rotating helicopter with passive stabiliser bar (Holland et al., 2005; Matsue et al., 2005; Ohkura et al., 2005; De Nardi et al., 2006) , which can be found in almost every hobby/toy shop around the globe. The top rotor is coupled to a weighted fly-bar and hinged in a way that controls the angle of attack of the rotor blades, the gyroscopic forces of this bar and the gravitational forces acting on it allow it to act as both a 2-axis gyroscope, for pitch and roll, and 3D accelerometer. Therefore, for complete stabilisation only a gyroscopic sensor for yaw rate is required. The problem with this kind of stabilisation is that the forces acting to keep the system stable also act against any control input that is given, thus limiting the amount of controllability, which also raises an issue with external disturbances such as wind. If the hinge on the rotor saturates then stability is lost and the aircraft may find itself in an unstable state.
For systems not using mechanical stabilisation, electronic stability controllers are required. A real-time electronic controller stabilises the platform by closing the loop between the actuation system and the attitude sensing. The bandwidth of the platforms dynamics, fd (Hz), is related to the speed at which the feedback system should track the sensor input and be able stabilise the platform. Generally, as a rule of thumb, the controllers sampling period, τ, should be between (Eqn.17.1, Levine (1996) ) :
Most gyroscopes, required for sensing the critical rotational dynamics of a platform, have a bandwidth limited to approximately 50 Hz. If we select the minimum recommended sampling rate of 5 times (17.1) we obtain a minimum controller sampling frequency of 250 Hz. To utilise the full bandwidth of the sensor, the sampling frequency can be made equal to the control step frequency. The problem here is finding an actuator that is capable of such speeds.
Many rotary wing aircraft such as classical helicopters, ducted-fans , hovering fixed wings (Green and Oh, 2005 , 2006 etc. run into this problem because they are using standard R/C servos for actuation. Unfortunately, these servos have an upper bandwidth limitation of approximately 50 Hz, which is defined by the pulse width modulated signal used to set its position. On such systems, a more complex controller, typically non-linear in design, may be necessary. These types of controllers generally require an accurate model of the system's dynamics to perform well.
On the other hand, if we solve the problem of actuator bandwidth, it is possible to increase the speed of the control system to obtain more precisely the bandwidth response of the sensor, reduce the complexity of the controller and eliminate the need for a dynamic model.
With the emergence of high speed brushless motor electronic speed controllers, capable of 500 Hz or greater (Gurdan et al., 2007) , this is now possible. This has lead to the emergence of multi-rotor aircraft, like quadrotors (Bouabdallah et al., 2005; Gurdan et al., 2007; Hoffmann et al., 2004 Hoffmann et al., , 2007 Waslander et al., 2005) , hexarotors and octorotors (Romero et al., 2007; Salazar et al., 2009) , using simple controllers, such as a Proportional-Derivative, which have recently become very popular as simple control and hardware can be appealing.
Several other aspects of flight stabilisation have been studied. While the adjustment of controller parameters is often done manually, some researchers have investigated automatic parameter adjustment (optimal control) and controller robustness to sensor/actuator failures (Shore and Bodson, 2004) or sudden changes in the aerodynamics (Knoebel et al., 2006) . Also, techniques from adaptive control theory have been employed to design controllers for a broad flight envelope instead of a single operating point, like for example sliding or switching mode PID controllers (Andrievsky and Fradkov, 2003) .
Given the many different flavours of existing flight stabilisation techniques, the particular choice is often based on personal preferences. For collective aerial systems, though, it is certainly advantageous to implement low-cost and simple systems that have small maintenance requirements and are easy to use in terms of configuration and flight operation. Aerial vehicles have also strong size and weight restrictions which need to be respected. Technical progress in electronics and sensor technologies as well as a higher demand on the market will help increase the performance of affordable system components, suitable for aerial vehicles that are part of a collective system.
Localisation and Navigation
Once the flying platform is stabilised, the next step is to control its displacement. This is often referred to as "navigation" in the robotics literature. The most common approach is to rely on some kind of localisation means in order to follow a predetermined path using a flight controller. In this section, we survey the various approaches that can be used to solve both the problem of localising a flying robot and controlling its path. Advanced techniques of localisation and navigation relying on the presence of cooperating neighbouring agents will be further described in Secs. 17.3 and 17.4. In outdoor settings, the localisation problem is commonly solved using GPS, which typically provides horizontal precision within a few meters and vertical precision of a few tens of meters. The precision can be improved using enhanced GPS techniques such as Wide-Area Augmentation System (WAAS) or Differential GPS (DGPS), and/or by integrating GPS with an Inertial Measurement Unit (GPS-IMU integration) (Dudek and Jenkin, 2008) .
The most common implementations of UAV navigation systems are based on a list of GPS-waypoints which define a flight path. If time constraints are imposed for passing at specific locations, following a flight path becomes a "trajectory tracking" problem (Nelson et al., 2007) . In order to assemble a path by its elements between waypoints, Guglieri et al. (2008) suggested an approach based on polynomial splines that respect dynamic constraints of the UAV platform and a continuity condition at each waypoint for smooth transitions. Once the waypoints and path elements are planned, a suitable path tracking algorithm must be found. An example of a stable non-linear tracking controller is presented by Ambrosino et al. (2006) . As an elegant way to determine a suitable flight path and a vehicle guidance law at the same time, Lawrence et al. (2008) proposed a vector field technique that is shown to have Lyapunov stability properties. The vector field solution produces simple and stable tracking of trajectories of any shape in 3D, from straight lines to circular loiter patterns. The tracking controller's output is typically the desired heading that steers a UAV asymptotically towards the desired flight path (Fig. 17.7.) . The heading error determined with a GPS or compass sensor is then used to command the heading and roll control loops of the autopilot. However, to compensate for the effect of wind, often course (measured again with a GPS) instead of heading is taken into account (Griffiths et al., 2006) . Indoor autonomous operation of aerial robots cannot utilise GPS for positioning or state-estimation due to attenuated signals and multi-path reflections (Siegwart and Nourbakhsh, 2004; Zeimpekis et al., 2003) . Absolute positioning indoors has instead been implemented using colour vision cameras (Hoffmann et al., 2008) Lupashin et al. (2010) , How et al. (2008) and Valenti et al. (2007) (see also Fig. 17.5.) . Such tracking systems provide high-accuracy (1-5 mm) measurements of position and attitude at high refresh rates (200 Hz). This has facilitated the control of small indoor aircraft in highly dynamic manoeuvres such as multi-flip trajectories (Lupashin et al., 2010) . However, this technology requires a priori installation of external sensors or beacons, which is infeasible for many applications, e.g in disaster situations.
An alternative approach that has been proposed by Stirling et al. (2010) involves utilising an entirely on-board sensing solution. Robots are equipped with relative-positioning sensors (Roberts et al., 2009) , detailed in Sec. 17.3.2. Under collective operation, some robots remain static as beacons, either attached to the ceiling (Roberts et al., 2008) or on the ground. Beacons provide static reference points to flying robots, which can use the relative-positioning information to directly control flight stability and aid navigation. This facilitates truly autonomous operation in unequipped indoor environments, exploiting the power of a collective system to overcome the limited sensing of indoor flying robots.
Another approach to the localisation problem in GPS-denied environments is Simultaneous Localisation and Mapping (SLAM), which is a technique to create a map of an unknown environment while at the same time keeping track of the current robot pose Durrant-Whyte and Bailey, 2006) . This facilitates navigation (Meyer and Filliat, 2003) , stabilisation (Grzonka et al., 2009 ) and mission-planning for tasks such as search and exploration (Achtelik et al., 2009) . SLAM is particularly appealing for indoor aerial robotic operation environments because of the ability to localise the robot without requiring external beacons. Currently, only single robots have been shown to autonomously fly in unknown environments while constructing and maintaining their own map using a SLAM algorithm. For example, Steder et al. (2008) demonstrate real-time monocular and stereo visual SLAM on a variety of small aerial platforms (blimps and co-axial helicopters) for indoor navigation with a 5-8% error in relative positioning estimates. Alternatively, Grzonka et al. (2009) present a navigation system for a small indoor quadrotor equipped with a laser scanner. Similarly, Achtelik et al. (2009) use a quadrotor with a laser scanner combined with a stereo camera system. The quadrotor can construct a map of the environment, localise itself and search for objects. Presently, these approaches require off-board processing due to the computational complexity of the map construction and maintenance. To mitigate such problems methods for improving the computational efficiency for aerial robots are being developed. For example, Törnqvist et al. (2009) present a SLAM approach based on Rao-Blackwellized Particle Filters and the FastSLAM algorithm (Thrun et al., 2004) for rapid computation. However, so far their work was only evaluated with real-flight data processed off-line. Finally, real-time SLAM has been demonstrated on-board on large outdoor UAV platforms where there is sufficient payload for high-powered computers. For instance, Artieda et al. (2009) demonstrate visual 3-D SLAM on a UPM-Colibri I helicopter with a 12 kg payload. Similarly, Kim et al. (2007) present results with a fusion of inertial and visual SLAM ran on-board in real-time on a Brumby MKIII UAV with 20 kg payload.
In the near future, the collective operation of such strategies will be applied to multiple cooperating flying robots as researchers continuously apply state-of-theart techniques from ground robots to aerial robots and as the on-board sensing and processing capabilities improve and decrease in weight.
Collision Avoidance
One of the big issues in aerial systems that is more tricky to solve than in most terrestrial robots is the collision avoidance problem. This is due to the fact that aerial robots evolve in 3D, often have complex dynamical constraints and possess only limited available payload that can be devoted to exteroceptive sensors. Moreover, the sensor coverage often needs to be 3D as well unlike terrestrial robots where only planar coverage is often sufficient. This section covers possible approaches to static obstacle avoidance. By static obstacles we understand objects such as buildings, trees or the terrain itself. Mid-air collision avoidance between aerial vehicles requires relative positioning techniques or active cooperation, which will be tackled in Secs. 17.3.2 and 17.4, respectively.
Collision avoidance systems require both an obstacle sensing technique and a collision avoidance algorithm, which makes use of the information provided by the sensors to determine a collision-free trajectory. Sensors used for collision avoidance can be classified into passive and active. Passive sensors includes vision systems such as standard cameras, stereo vision or optic flow detectors. Active sensors include triangulation-based range finders (laser or collimated infrared LED), time-of-flight devices such as ultrasonic sensors or radars. In general active sensors are heavier and consume more power because they need to emit signals into the environment. This is often a drawback for small flying platforms that have stringent payload constraints. However, passive sensors are dependent on the energy (e.g. light) available in the environment, which may limit operation in low lighting conditions. Collision avoidance methods can be roughly classified as reactive or modelbased. Reactive algorithms only take into account the current information provided by the sensors to decide on the action to take in the next time step. Modelbased approaches try to maintain maps of the surrounding environment and rely on path-planning techniques. In general reactive approaches are more adapted to small systems that have limited computational power and tend to have faster dynamics. However, the resulting trajectories cannot be shown to be optimal, which may be problematic in densely cluttered environments.
In order to solve the problem of collision-free navigation in indoor environments, some groups have been looking at active distance sensors. Miniaturisation of ultrasonic, infrared and laser range finders is getting to a point where their mass becomes compatible with indoor flying platforms (Bouabdallah and Siegwart, 2007; Grzonka et al., 2009; Matsue et al., 2005) . However, these embedded sensors still lack in accuracy, wide field coverage and refresh rate. More recently though, Achtelik et al. (2009) have been able to fit a planar scanning laser range finder together with a stereo camera system on an indoor helicopter to achieve simultaneous localisation and mapping of the environment, which in turns enable collision-free path planning. However, this computationally expensive approach could not be implement on-board the flying robot, but rather on a series of groundbased laptop computers. At the other extreme in terms of computational requirements, we find approaches inspired by flying insects where researchers have been looking at reactive control strategies mainly relying on optic-flow (Zufferey, 2008) . These enable impressive miniaturisation of the whole flying robot such that a 10-gram platform could be demonstrated to fly completely autonomously in an officesized room . However these approaches using optic flow still have difficulties coping with poorly textured environments.
In outdoor settings, only few people looked at flying in the vicinity of the ground where the robot has to take into account the presence of buildings or uneven terrain. Scherer et al. (2008) demonstrated flight among buildings with a 75-kg unmanned helicopter using a model-based technique together with an active 3D laser range finder, which provided sufficiently accurate data to build and maintain a local 3D map of the surroundings. Another approach using an active radar weighing 300 grams together with a reactive collision avoidance algorithm was implemented on a flying wing by Viquerat et al. (2007) , but with only limited results. Griffiths et al. (2007) have been using a combination of a single ray, forward pointing, laser range finder together with a couple of laterally-oriented optic flow detectors (Fig. 17. 8.) to demonstrate single building avoidance or biasing of planned trajectory to better follow the centre of a valley. Interestingly, the active laser sensor with its 170 grams was at least one order of magnitude heavier than the passive optic flow detectors. Pushing one step further the optic flow approach, Beyeler et al. (2009) have shown that a simple reactive control strategy together with a set of seven mouse sensors arranged in a conical way around the forward direction could allow a small fixed-wing aircraft (Fig. 17.9 .) to stabilise its flight while avoiding collisions with the terrain and trees. One of the limitation of optic flow techniques, though, is that they often assume static obstacles so that the optic flow signals are only generated by the motion of the flying robot and not by that of the surrounding objects.
Power Management and Energy
Truly autonomous systems must manage their own energy resources in order to complete missions successfully (Kubo and Melhuish, 2004; O'Hara et al., 2006) . However, complete energy autonomy is one of the greatest challenges in mobile robotics, (Mei et al., 2005; Rybski et al., 1998) . This is especially true with aerial robots, which typically have a limited flight autonomy of only 10-15 minutes (Roberts et al., 2008; How et al., 2008) . Despite the fundamental importance of power management on aerial robots, this area has received relatively little research focus (How et al., 2008) . A vast majority of small aerial robots derive power from on-board batteries, therefore energy is finite and unreliable . Typically, lithium-polymer cells are utilised, which offer the highest commercially available energy-density that facilitates economical recharging. Larger UAVs are often powered by gasoline, which has a much higher energy density providing a longer endurance of up to several hours. However, combustion engines are typi- cally heavier and louder than the electric counterparts. The fuel is also an inherent danger rendering them undesirable for indoor operation. In the future fuel-cell technologies (Kundu et al., 2007) or new batteries may provide higher energydensities and increased endurance, however, there is not likely to be any revolutionary changes in the foreseeable future. Therefore, it is important to maximise the efficient usage of the available on-board energy and to examine other means of mitigation.
Common to all aerial robot developments in an attempt to maximise flight en-durance is the minimisation of weight by clever mechanical-structural engineering, utilisation of modern materials such as carbon-fibre and composites, reduced electronics weight and the use of MEMs technology, and the optimisation of airfoils, mechanics and rotors. Once the system is optimised alternative methods are sought to prolong endurance. One such approach is to harvest energy from the environment. A promising idea is to use solar cells, as proposed by Noth et al. (2006a,b) . In this work, a 2.5 kg plane with a 3.2 m wingspan was fitted with 216 GWE-32 silicon cells covering 0.512 m 2 which provides 84 W of power under optimal solar conditions. This was sufficient to fly continuously day and night, using excess solar power in the daytime to charge batteries that power the vehicle through the night. However, the extensive analysis showed that such a system scales poorly to smaller sizes preventing application on lighter aircraft. Also the current system is limited to the times of year, latitudes and weather where it can achieve such continuous autonomy. Moreover, there is little spare payload for taskrelated sensors and processors. Additionally, solar power is of extremely limited use indoors. In general, alternative forms of energy harvesting, even simply locating electric power sockets for instance, is prohibitive since recharging batteries takes several hours, undesirable in most applications such as disaster mitigation. An alternative idea to harvesting electrical energy is to directly exploit the energy available in the environment. For example, Allen and Lin (Allen and Lin, 2007) propose to exploit thermals, similar to many large birds and glider pilots, to gain lift and thus altitude. This increases range of operation and the gained altitude also acts as stored kinetic energy. In this work the autonomous glider gained on average 172 m of altitude over 23 trials. However, this approach is strongly dependent on environmental conditions and is limited to outdoor operation. For situations where it not possible to harvest energy, one method to prolong mission endurance for many tasks such as surveillance and monitoring is to employ perching techniques so that the aircraft can remain at rest. This is commonly demonstrated in nature where birds perch on branches conserving energy while maintaining the elevated viewing position and safety by being off the ground. Researchers are now applying such techniques to aerial robots (Desbiens et al., 2009; Roberts et al., 2008; Kovac et al., 2010) . Perching can be especially advantageous in indoor environments where there are many naturally occurring perching features. However, implementation difficulties include the mass of the attachment and detachment mechanism, mechanical design complexity, and perception of safe and amenable perching locations. In (Roberts et al., 2008) , the attachment mechanism was simplified by using magnets to attach to ferromagnetic ceilings. This work quantitatively showed the gain in mission endurance possible with such perching techniques. Perching also offers the benefits of stable long term sensing which can be utilised to provide cleaner sensory information. For example, while being statically attached to a ceiling a robot can capture images without vibrations using long exposure times to retrieve low-noise images without motion blur. Lastly, when developing collective aerial systems with perching abilities it is important to be able to properly exploit this ability to gain energy efficiency in cooperative tasks. For example, (Stirling et al., 2010) showed how perching can be exploited within a swarm of aerial robots within a search task. Results indicate that 3-4× the energy was saved using the perching capabilities rather than maintaining a static hover.
Finally, an important method of increasing energy autonomy is from efficient behavioural operation, both individually but especially in collective systems. For example, motion paths can be optimised to reduce energy costs (Mei et al., 2004; Wang et al., 2008) , and formation flight may reduce power consumption by decreasing induced drag (Chichka and Speyer, 1998) . Furthermore, avoiding duplication and interference in collective systems is vital for efficient operation (Rosenfeld et al., 2006; Rybski et al., 1998) and has only just started to be researched in aerial systems (Stirling and Floreano, 2010b,a) .
Enabling Coordination
In this section we discuss the necessary technologies to allow collective operation with aerial robots. Multirobot applications usually entail cooperative operation by coordinating individual actions harmoniously. Coordination in collective systems is paramount to the efficient exploitation of available robot resources. In order to achieve coordination two key technologies are usually required: communication and relative positioning. Communication allows the coordination of behaviours and the efficient transfer of information. Relative positioning allows the spatial coordination of proximal robots to achieve behaviours such as collision avoidance, formation flight, or optimal dispersion for sensor coverage. Although these technologies are often distinguished by hardware, software and functionality, hence the separation here, one should note that for many operations the two are inseparable. Relative positioning systems often provide, or even require, communication capabilities, while communication hardware can be exploited to provide relative positioning information.
Communication
Wireless communication is a requirement in most systems involving flying robots. It creates a vital link between the human operator and the flying robot, it also allows for inter-robot communication which is important for collective systems. In real-world applications, robots need to be able to explore large warehouses or cover outdoor areas of several square kilometres. Therefore, they will need to have efficient long-range communication so that the robots can spread-out sufficiently in their environment to be useful.
There are currently many wireless devices available, each is suitable for a variety of different applications. Some are designed to transmit at high data-rates, like Wireless USB and WIFI, others are designed to transmit over long distances, like GSM and radio modems, and some can do both, like WiMax (Table 17 .1). However, to select a suitable wireless device for a particular application there are some important constraints and considerations.
By using the free space path loss model (Seybold (2005) ) it is possible to esti- 
The link budget is simply a sum of all the components of the RF power system, with positive and negative contributions. Positive contributions include the sensitivity of the receiver, P RX in |dBm|, the transmitter output power, P TX in dBm, the transmitter and receiver antenna gains, G TX and G RX respectively in dBi. Negative contributions include the free space power loss,
Lets take a typical WIFI link as an example. We can re-arrange Eq. 17.2 so that the link distance, D, can be determined from the specific hardware parameters. Lets set-up a system that has two off-the-shelf 50 mW WIFI devices. Both devices have a transmitter power of 17 dBm (802.11g) and a receiver sensitivity of −70 dBm (@ 54 Mbps). The device on the flying robot has an omni-directional antenna which is connected directly to the device, and the ground station has an omni-directional antenna connected using a cable with a loss of 2 dB, both antennas having a nominal gain of 2.2 dBi. The link margin should be high enough to make sure the link is robust to small deviations from the estimation, so lets set this to a nominal value of 10 dB. If we apply these parameters to Eq. 17.4, we get a link distance of ≈ 93 m, which matches what we see in Table 17 .1. Interestingly, if we substitute the antenna on the ground station to a Yagi directional antenna with a gain of 13.5 dBi, then we can see that the link distance increases to ≈ 340 m, which is an increase of 247 m simply by changing the antenna. Therefore, in order to increase the operational link distance, the transmitter power must increase and the use of higher gain antennas is required to improve signal strength. However, increasing the transmitter power means that the amplifier needs to be larger, to dissipate more heat, meaning an increase in power consumption, size, weight and cost, also there are regulations that limit the legal maximum power. We can also see that if the frequency is reduced then the path loss also reduces. However, this would also reduce the available bandwidth.
The size of the antenna generally relates to the amount of energy it can collect/emit and can be expressed as a function of antenna aperture area (A), wavelength (λ) and efficiency (η) (Lo and Lee, 1993) .
Therefore, a larger antenna means better performance. Note that if the wavelength is reduced (i.e frequency increased) then the gain of the antenna increases. This means that as the frequency increases the size of the antenna decreases.
The radiation pattern of an antenna is important to determine the best antenna for the application. The shape of the radiation pattern of an antenna determines how the transmitter power is radiated with respect to the centre of the antenna. An antennas radiation pattern can be plotted as a graphical representation of the intensity of the radiation vs. the angle from the perpendicular of the antenna (Balanis, 1997) . The directivity, or beam-width, of an antenna is determined by measuring at which angle the power level falls to half power i.e. 3 dB below the maximum point. This means that a highly directive antenna, with a narrow beam-width, will condense the transmitter power in a smaller angle and increase the gain of the antenna in the corresponding direction.
Generally, due to the high mobility of flying robots, a vertically aligned omnidirectional antenna is required. Omni-directional antennas, like a 1/2 wavelength dipole (Lo and Lee, 1993) , usually have a radiation pattern like a doughnut (Fig. 17.10 .) where the directivity of the maximum gain covers a full 360 degrees. This means that the flying robot can change its direction without affecting the wireless link. One consideration here is that the doughnut shape has two null zones, on the top and bottom. Therefore, if the robot is directly above another robot or a ground station, or the antenna is tilted, the wireless link may be lost. Alternatively, a high gain directional antenna, like a yagi (Fig. 17.10.) , on the ground station, which is directed towards the omni-directional antenna on the flying robot, can be used to achieve a longer link distance. However, due to the higher directionality, the antenna may need to be dynamically aligned as the flying robot's path changes.
When considering wireless communication hardware there is a compromise between operational distance, power consumption, data-rate, size and weight of the communications device and its antenna. These are characteristics that need to be optimised for a given application, which is not a trivial task and often leads to acquiring a solution to suit a very specific problem or application.
As well as hardware constraints, with flying robots special considerations must be employed to create robust network topologies, protocols and packet routing systems. In particular, algorithms to route packets through a network of flying robots must be highly reactive to breaks in the network by rapidly recalculating new routes (Timcenko et al., 2009) . Alternatively, the network can be tolerant to breaks by having robots store messages which cannot be transmitted until a route has been established . Interestingly, the high speed at which flying robots can change position also allows them to rapidly reposition themselves so as to optimise communication or repair breaches in the network (Basu et al., 2004; Dixon and Frew, 2009; Hauert et al., 2010b) .
With all this in mind, due to the limited payload available on a flying robot, it is hard to find wireless hardware that meets the strong weight, size and energy constrains. Most researchers working with flying robots will opt for radio modems as they are light weight, medium power devices (less than 1 W) that have a good range capability (up to 100 km). This longer range is traded for a lower bandwidth, typically up to 250 Kbps. This lower bandwidth introduces a problem for collective robotics as it must be shared with the other nearby robots. To solve this problem many researchers working on collective robotics are compromising the longer range of radio modems for higher bandwidth devices (Hauert et al., 2010b; Hoffmann et al., 2004; De Nardi et al., 2006) . It has become the new trend to use WIFI devices as they are small, cheap and have become easily available (Ahrens et al., 2009; Cheng et al., 2006; Kendoul et al., 2009; Lizarraga et al., 2008) . However, due to the increase in portable wireless consumer products, we are already faced with the problem of frequency saturation of the allocated spectrum (Berne and Pogorel, 2003) and this is only going to get worse.
With the boost in the mobile phone industry in the last decade, GSM and 3G mobile data services have become an alternative to using license-free amateur frequency bands (Brisset and Hattenberger, 2008; Tozer et al., 2000; Wzorek et al., 2006) . Advantages include global coverage, reasonable bandwidth (up to 14 Mpbs) and small antenna requirement. With special connection rates and capped plans it can even be reasonably inexpensive. However, the power requirement is relatively high (less than 2 W), there are dead spots in remote locations and the hardware is usually larger than other wireless devices.
In summary, enabling wireless communication for aerial collective robotics inparticular, requires a trade-off between operational distance, power consumption, bandwidth, size and weight of a device. Careful choices must be made to select the best network topology, protocol and packet routing for real-world applications.
Relative Positioning
For many applications in aerial collective robotics, individual robots are required to have knowledge about the relative distance and bearing to neighbouring robots. Relative positioning is crucial for individual decision making, formation control and coordination, e.g. (McLurkin and Smith, 2007; Payton et al., 2004) . For instance, knowledge about the relative distance to other robots can provide a cue about the risk of breaking a communication link. Knowledge of the bearing can provide a cue about the risk of collisions when pursuing a given trajectory (Carnie , 2006) . Knowledge of relative positioning can also be used to find an optimal distribution of robots over a given area to maximise the coverage area of sensors, e.g. (Howard et al., 2002) . Until recently, most relative positioning systems have been developed for operation only on ground robots (Pugh et al., 2009; McLurkin and Smith, 2007; Payton et al., 2004 ) that afford simplifying constraints such as operation exclusively on horizontal ground planes. More recently, relative positioning systems for underwater robot swarms that operate in 3-D space have been developed (see Chapter 16). Considering aerial collective systems, solutions for relative positioning must typically comply with severe constraints in terms of size, power consumption, weight and processing requirements. Specific requirements for aerial systems include 3D operation rather than a 2D-planar system as is typically used for ground robots (Pugh et al., 2009; McLurkin and Smith, 2007; Payton et al., 2004) . Importantly, application-dependent issues include increased range, resolution, update rates, scalability, and robustness to environmental interference.
One possibility to obtain relative positioning information is to spread global positioning information (see Sec. 17.2.3) over a communication network (see Sec. 17.3.1), to which all robots are connected, e.g. (York and Pack, 2008; DeLima et al., 2006) . This can happen either with a global broadcast from a central entity with global information, or in a distributed manner over local communication links. The GPS-based FLARM 2 system, used to calculate the relative position between small manned aircraft for collision avoidance purposes, is an example of local broadcasts of global positioning information (over ranges of about 4 − 8km). However, robots may be denied access to global position information, especially in indoor environments and occluded outdoor areas. Furthermore, even if this information is available, its transmission requires functional communication links and active cooperation. Moreover, global positioning systems usually rely on expensive infrastructures, are vulnerable to interference and jamming, and may have unsatisfactory resolution and update rates. In the case of a centralised broadcast of global positioning information, there is the additional disadvantage of non-scalability due to communication bandwidth limits. Therefore, relative positioning without sharing global positioning information is an important research aspect in collective robotics. Here we summarise current sensor technologies to perform on-board relative positioning, with a distinction between indoor and outdoor applications.
Outdoor Relative Positioning Research in outdoor relative positioning has mainly looked at passive electro-optical sensors (cameras, infrared detectors), passive acoustic sensors and active microwave sensors (RADAR). Also, several researchers have investigated the use of on-board communication hardware as positioning devices. Utt et al. (2005) developed a monocular vision system based on CCD cameras to detect the motion and track the position of another aircraft relative to a background scene (Fig. 17.11. a) ). The real-time passive system provides high radial resolution (0.5 milli-rad) and a horizontal field-of-view of 90 o in front of the vehicle, but vertical field-of-view and ranging capabilities are not specified. Also, sensitivity to vibrations and weather conditions lead to false positives, which can be ruled out in software only at the cost of higher system latency. Shakernia et al. (2005) specifically investigate the feasibility of better range estimates with optical methods by small self-manoeuvres. However, improvements were found to be restricted to impractical, particular manoeuvres, especially perpendicular to line-of-sight. Binocular (stereo) vision systems are also documented in literature, mostly based on commercial sensor suites available today. A system that computes the distance from a rotorcraft to a fixed obstacle is analysed in (Byrne et al., 2006) . Relative localisation in 1D (range) is shown to be accurate to about 2m at 15m distance. However, the field-of-view is restricted by optical constraints of stereo vision systems, which typically do not use wide-angle optics like fish-eye lenses.
Active optical sensors like laser range finders, which rely on the principle of time-of-flight measurements of narrow-beam laser pulses, are the preferred choice in ground-based robots due to their range, accuracy and scanning speed while providing a large field of vision (Thrun et al., 2006) . Unfortunately, the weight of these sensors restricts their field-of-use to UAVs with sufficient payload capabilities, like large helicopters, as demonstrated by Scherer et al. (2008) .
The use of acoustic sensors has been studied by SARA Inc. 1 for the "Passive Acoustic Non-cooperative Collision-Alert System" (PANCAS), shown in Fig.  17 .12.. Although not very precise for 3D localisation, the microphone array provides a directional cue for noise being emanated by other aircraft or sources on the ground. Light-weight and computationally inexpensive, the developed system has the advantage of being independent of lighting conditions, but exact performance a) b) characteristics are undisclosed. Relative positioning in commercial aircraft is radar-based. The US Federal Aviation Administration (FAA) issues the specifications of the Airborne Collision Avoidance System (ACAS), implemented generally as Traffic Alert and Collision Avoidance System (TCAS) and using a variant of an active radar, the so-called secondary surveillance radar (SSR). It determines not only range and bearing to nearby aircraft, but interrogates all (radar-)transponders in range, which in turn reply with encoded complementary information like the aircraft's identity or its flight altitude. Being bulky (5−10kg) and costly, embedding a full TCAS system on-board smaller aircraft or UAVs is currently not feasible.
Radar as a sensor is also proposed by Viquerat et al. (2007) in the form of a Doppler radar to detect the presence of, and the angular direction towards, an obstacle or aircraft. The developed hardware weighs only some 100g with a power consumption of ≈ 5W, but range (≈ 10m) and resolution (≈ 15 o ) are low and the field-of-view of ≈ 30 o (horizontal and vertical) is small. Unlike monocular electrooptical systems, relative motion with respect to another robot or object is not required for detection. However, the achieved low detection range restricts the area Figure 17 .12. The "Passive Acoustic Non-cooperative Collision-Alert System" (PANCAS). A microphone array provides a directional cue to nearby UAVs. The passive acoustic sensors can be seen mounted on the glider's wings. They are smaller, lighter and more energy efficient than optical and radar systems, provide a spherical instantaneous coverage area and work day or night independent of the weather (www.sara.com, accessed 01/11/2010).
of use to collision avoidance with slow moving vehicles.
To overcome the significant disadvantages of particular single exteroceptive sensors, combinations of different sensor technologies were proposed, like adding a radar sensor to a suite of 4 cameras (AeroSpy Sense & Avoid Technology 3 ), shown in Fig. 17.11. b) . However, data fusion from multiple sensor sources is still work in progress and a functional system could not yet be demonstrated.
An alternative method suggests to extract information about the local radio frequency (RF) environment by measuring the signal-to-noise ratio (SNR) (Dixon et al., 2005) . Combined with knowledge of its own motion, a receiving flying robot detects the SNR gradient, which makes it possible to obtain a directional estimate of a transmitting robot's location. The researchers assume omni-directional antennas, radio reception that is independent of robot attitude and orientation, and a smooth SNR environment. However, the analysis was performed in simulation and an evaluation in a real-world experiment has not been reported yet. The mapping of the RF environment experienced by a real flying robot is shown in (Frew et al., 2007) .
Some researchers have extensively studied time-of-flight measurements with different commercially available radio communication devices (Lanzisera et al., 2006; Wibowo et al., 2009) . Today, dedicated hardware with built-in ToF ranging capabilities exist. Nanotron Technologies GmbH 2 proposes "nanoLOC" communication modules with ranging capability. A particular method called "symmetric double sided two-way ranging" permits accurate synchronisation of the internal clocks of linked communication modules, necessary to achieve range resolutions at the meter level. However, the use of these modules has not yet been documented in relation to flying systems.
Indoor Relative Positioning
In contrast to outdoor aerial robot relative positioning, systems for indoor operation must be more robust to environmental reflections and interference and have stronger size-weight constraints suitable for the lower payloads of smaller indoor platforms. However, often a shorter range is required which facilitates active signal emission as a basis for relative positioning measurements. Many systems exist for ground robots that depend on complex processing with cameras (Nakamura et al., 2003; Spletzer et al., 2001) , or other heavy hardware (Montesano et al., 2004) . However, these are not suitable for small indoor aerial platforms due to size and weight restrictions and they also often assume a planar distribution of robots.
Ultrasound can be used to achieve high accuracy relative positioning with a light-weight time-of-flight sensor (Rivard et al., 2008; Shoval and Borenstein, 2001 ), see Fig. 17 .13.. However, such active-acoustic sensors have a relatively slow re fresh rate (e.g. 1 0.075N Hz for N robots according to Rivard et al. (2008) ) due to slow sound dissipation. Therefore, ultrasound is not suitable when large numbers of robots need to be synchronised to avoid interference and sensor crosstalk. In contrast, using infrared signals as a medium for relative positioning has the benefits of high update rates and small low-cost hardware. The performance of such sensors have been validated in several ground-based multi-robotic systems (McLurkin and Smith, 2007; Payton et al., 2004) . The maximum range of these sensors is usually no further than 2.5 m (McLurkin and Smith, 2007) to 3.0 m (Pugh et al., 2009) , with refresh rates up to 25 Hz for 10 robots, where the refresh rate is inversely proportional to the number of robots to allow signal dissipation.
Considering the benefits of high update rates and small light hardware, infrared based relative positioning systems are promising for indoor operation. To date there is little research concerning aerial robots. However, Melhuish and Welsby (2002) used an infrared system with a 5 m range on a swarm of lighter than air vehicles and achieved a simple gradient ascent behaviour. More recently, Roberts et al. (2009) presented a novel infrared relative positioning system suitable for small indoor flying robots. Their system is significantly smaller and lighter, has longer range, higher communication bandwidth, greater immunity to environmental luminosity changes and higher precision than comparable systems developed for ground robots. Importantly for aerial robots, the system is also immune to small differences in heights between robots and attitudinal tilting of the sensor up to 20 degrees, which are important features for aerial systems which do not operate on a level ground-plane. However, so far the system has not yet been demonstrated on flying robots. The novel sensor is shown in Fig. 17 .14.
To summarise, currently there has been only limited developments in relative positioning systems for aerial robots and so far there is no universal solution due to the numerous challenges involved. The different constraints between indoor and outdoor operation have so far led to different sensing solutions, even if some technologies are similar. The extended range required for aerial operation, especially outdoors, and the associated increase in power that is required for active sensing approaches exasperates the challenge. Passive sensing, e.g. with visual systems, may mitigate power issues but instead must provide 3D sensing through heavy optical or active mechanical (e.g., pan-tilt) solutions combined with powerful processing. Vision based systems are also affected by illumination issues and may have reduced range. Finally, collective operation spans a broad range of systems from a pair of robots, to large-scale multirobot systems that maintain a centralised or fully synchronised and globally coordinated operation, to entirely distributed swarm systems using only local coordination and pertaining to maximum scalability. These different degrees of cardinality and scalability require different functionality of the relative positioning system such as synchronisation between sensors. Many active sensing approaches, e.g., through ultrasound or infrared signal emission, require turn-taking approaches to differentiate signals, which limits scalability. Furthermore, update-rates are adversely affected by slow dissipation of the source signal. However, if strong coordination is available between robots then they can cooperate in improving the relative positioning information by fusing shared data between robots.
The lack of simple viable relative positioning solution has prohibited its widespread use in research using hardware, but much simulation based research heavily relies upon appropriate relative positioning technology. This dissidence must be acknowledged by researchers working within simulation while we await more advanced hardware solutions.
Collective Behaviours
Groups of flying robots have been envisioned for a wide range of applications from environmental monitoring, surveillance and communication relay to art. Here we propose a classification of the underlining behaviours leading to collective aerial systems into two broad families, namely exploration and flocking. Exploration allows robots to search, monitor, survey and sense their environment by allocating robots to different areas of interest. Flocking on the other hand allows robots to move coherently in groups, with the movement of each agent directly affecting the movement of neighbouring robots. In such systems, robots complete each other, thereby allowing for the distribution of communication, sensing and computational resources across different robots. Throughout this section we will cover these enabling behaviours currently implemented in collective aerial systems and describe the approaches used to design them. Unless stated otherwise, research involving flying robots has been conducted in simulation.
Exploration
Several strategies have been devised to search for areas of interest in an environment with applications in the detection of chemical plumes (Kovacina et al., 2002; Lawrence et al., 2004; Oyekan and Huosheng, 2009; Zarzhitsky and Spears, 2005) , wild fires (Gancet et al., 2005; Merino et al., 2006) , victims (Kuiper and NadjmTehrani, 2006; Murphy et al., 2008) , objects (Stirling et al., 2010) and other targets of interest (Altshuler et al., 2008; Cole et al., 2006; Ruini and Cangelosi, 2009; Sauter et al., 2005; Yang et al., 2005) .
The straight forward way to coordinate an exploration task using multiple flying robots is to divide the environment into regions that will each be assigned to a separate robot as proposed by Kovacina et al. (2002) . Each robot can be assigned to one area or a set of waypoints by the operator. An example shown in Fig. 17 .15. involving five fixed-wing robots was demonstrated outdoors in reality (Allred et al., 2007) . Centralised controllers have been envisaged to plan the trajectories of the robots so that the correct robot visits the correct search areas at the correct time while avoiding collisions. The problem is described as a mixedinteger linear program (MILP) that can be solved optimally (Bertuccelli et al., 2004; Richards et al., 2002) . Since MILPs and other global optimisation techniques are intractable for large numbers of robots, heuristics and approximations have been developed for similar problems (Alidaee et al., 2009) . One noticeable example of optimal path planning with real robots was conducted outdoors with three fixed wing platforms by Beard et al. (2006) . With these solutions however, robots might not be allocated to the areas where they are most needed. In some cases, it makes more sense to have robots adapt their behaviour based on information gathered during a mission. For example, operators on the ground can monitor the progress of a group of robots in the air and subsequently redirect the robots to areas that need to be investigated. Examples using real robots have been shown outdoors using a blimp and two helicopters (Gancet et al., 2005; Merino et al., 2006) . However, human driven missions are limited to scenarios with few robots. For example, the operation of a single US Army Hunter or Shadow UAV currently requires the attention of two full time operators while more advanced command and control interfaces have an estimated capacity of less than 5 MAVs per operator (Cummings et al., 2007) . An example of an advanced control interface can be seen in Fig. 17.16 .. To increase the amount of robots in the air and therefore their added value to a mission, roboticists are concentrating on giving decision power to the individual robots rather than an operator on the ground. One such strategy commonly used by flying robots is to populate maps that can be used to keep a history of events (position, sensory data, etc.) concerning their neighbours and themselves. In work by Yang et al. (2005) , UAVs search for targets in an unknown and uncertain environment based on sensor measurements and positions of all robots in the swarm (evidence). Using this data, robots build evidential maps using probabilistic methods and then use these maps to plan their trajectories so as to maximise their chances of finding the target. In another method loosely inspired from ants, Parunak et al. (2005) and Sauter et al. (2005) have robots search for targets by coordinating their actions through a map containing virtual chemicals (pheromone). Attractive and repulsive pheromones can be deposited on a map or withdrawn from it by a robot and its neighbours as shown in Fig. 17 .17.. Furthermore, pheromone evaporates over time meaning that it gradually disappears from the map. Also it can diffuse to nearby areas on the map thereby creating a pheromone gradient. Robots follow attractive pheromone gradients to areas of interest in the environment while depositing repulsive pheromone to prevent robots from monitoring overlapping areas (Kuiper and Nadjm-Tehrani, 2006) .
Quite similarly to pheromone maps, Peng et al. (2008) have been using UAVs to search an environment by using hormone maps where the attractive and repulsive pheromones are replaced by activator and inhibitor hormones. Finally, Lawrence et al. (2004) create information energy potentials that capture the quality of the measurements made by other robots, their energy loss due to motion and the quality of the ad-hoc network they form. The resulting gradients are then navigated by the robots to map toxic plumes while maintaining a coherent communication network to a central processing unit on the ground. In Uzol et al. (2008) , robots also use virtual gradients to track a target while avoiding collisions with buildings and other robots. While map-based planning is useful to build a shared view of the advancement of a mission, it requires each robot to know its global position which is not always obvious as explained in Sec. 17.3. For indoor aerial robotic operation or in other GPS-denied environments, researchers have been considering using multiple flying robots for simultaneous localisation and mapping (SLAM). For example, Sukkarieh (2007, 2009 ) developed strategies for cooperative SLAM on outdoor UAVs for tasks such as surveillance. A centralised and a decentralised cooperative control system are proposed that actively plan the UAV trajectories in order to maximise the information in the localisation and mapping estimates to build the most accurate map, called active SLAM. The decentralised architecture was slower than the centralised but the final map uncertainty was equal. An advantage of cooperative SLAM is the ability to share the memory and processing requirements between robots, diminishing the computational requirements in decentralised systems. Furthermore collective operation facilitates a super-linear speed-up over single vehicle SLAM (Binns et al., 2002) . Multi-robot SLAM however is subject to several challenges that have just started to be ad-dressed. Firstly, flying robots often have limited communication thus reducing the amount of map information that can be exchanged between the robots (Bryson and Sukkarieh, 2009; Nettleton et al., 2003) . Secondly, SLAM approaches show poor scalability as the operating environment size and complexity increases and as the desired fidelity and resolution of the environment representation increases, requiring greater computational resources DurrantWhyte and Bailey, 2006) . Finally merging robot maps can be computationally expensive in the case where nothing is known about the relative positions of the robots (Özkucur and Akin, 2010) . Sensing relative positioning however is challenging as described in Sec. 17.3.2.
As a solution, recent work has looked at how robots themselves can replace maps by serving as a substrate on which information can be deposited and read from using local communication. For example, in the work by Stirling et al. (2010) shown in Fig. 17 .18., inspiration is taken from robotic wireless sensor networks to develop an efficient swarm search algorithm for unknown indoor environments. In this work, robots operate in one of two control states: "Beacons" and "Explorers". Beacons are static robots passively attached to the ceiling to conserve energy and form a robotic sensor network for extended surveillance and monitoring (Roberts et al., 2008) . Explorers are actively flying, deploying into the environment being guided by the Beacons. Beacons sense their local environment and communicate with neighbouring Beacons to derive a local communication signal to guide nearby Explorers. In another example, authors take inspiration from ants foraging for food to create controllers for simulated flying robots that must search an area for users and create an ad-hoc network between them (Hauert et al., 2008) . Like in nature, robots decide on where to go based on the amount of pheromone present in their environment. To achieve this, robots are separated into two categories, namely "nodeMAVs" that form a grid and serve as a substrate for virtual pheromone and "antMAVs" that can navigate through this grid by reading the pheromone information on the node-MAVs while depositing pheromone on them using local communica-tion (Fig. 17.19. ). Using this pheromone-based system, robots create dynamic grid structures that reach out from a base from which the robots are launched in search for a user without the need for global or relative positioning. For exploration behaviours to be successful, robots will need to be able to avoid collisions among themselves. This issue however is seldom taken into account during trajectory planning. For this reason, researchers have been concentrating on having robots within collision range negotiate new trajectories in 2D or 3D space (Leven et al., 2010; Šišlák et al., 2007 .
Flocking
Flocking allows several robots to move as one without the burden of deploying a single large robot. As an advantage, the failure of any one robot does not cause the entire mission to fail (robustness) and the number of robots can be increased to extend the capability of the system (scalability). Flocking can be used to distribute communication, sensing or computational payloads across different robots (Holland et al., 2005) or to generate visually pleasing aerial 3D patterns (Nembrini et al., 2005) . In flocks, the movement of the robots have a direct impact on the movement of other robots. This often leads to interesting effects, such as the avoidance of collisions amongst robots.
Air shows often display the most memorable forms of flocking with army jets performing synchronised ballets above the crowd. Robots have lately been attempting similar manoeuvres in lines (Altshuler et al., 2005; Paul et al., 2008; Vincent and Rubin, 2004; Xue and Zeng, 2009) , triangles (Anderson et al., 2008; Paul et al., 2008; Xue and Zeng, 2009; Yuan et al., 2007) or diamonds (Xue and Zeng, 2009 ). To maintain a fixed shape, robots typically need to maintain a predefined distance between themselves and the other robots in the formation. This can be done by pre-programming the trajectory of each robot so that they fly at a predetermined distance from one another (Yuan et al., 2007) in an open-loop fashion or by reactively adjusting the robot's position with respect to its neighbour's (Altshuler et al., 2005; Anderson et al., 2008; Paul et al., 2008; Vincent and Rubin, 2004; Xue and Zeng, 2009) .
Aerial flocking can also be observed in nature in birds and insects. Rules driving bird-like flocking (Fig. 17 .20.) were proposed by Carl Reynolds (1987) and can be summarised as follows:
• Alignment: robots align their velocity to the average velocity of neighbouring robots.
• Cohesion: robots steer towards the average position of neighbouring robots.
• Separation: robots steer away from neighbouring robots. Each rule contributes to the final 3D velocity of the robot. The emergent equilibrium in the system allows the robots to avoid collisions or large separations, while having the group advance in a common direction. Several researchers have found that only implementing "separation" and either "alignment" or "cohesion" is often sufficient to achieve coherent flocking (De Nardi, 2004; Park et al., 2003; Sharma and Ghose, 2009 ). Moreover, work by Kadrovach and Lamont (2001) showed that applying "separation" and "cohesion" to robots with no default forward speed (rotor-crafts) could lead to the formation of a stable grid which could be used to cover an area and serve as a sensor network in the sky. Additional rules can be added to extend the functionalities of Reynolds' flocking. In particular, Basu et al. (2004) looked at how to use a flock of UAVs as an ad-hoc network in the sky that could adapt to its users on the ground. Rules applied include "cohesion" and "separation" as well as a rule to attract robots to good positions above the ground users and a "random walk" rule to repair breaches in the network. Crowther et. al (2004) implemented rules from Reynolds flocking and added two additional ones. The "migration" rule is used to push robots towards a common waypoint and to control the overall swarm. An additional "evasion" rule avoids imminent collisions when the separation rule does not suffice. However, only few demonstrations of aerial flocking in reality have been shown with one noticeable example by Welsby and Melhuish (2001) which showed flocking behaviours using four blimps in an indoor environment (Fig. 17.1.) .
Similar to the "cohesion" and "separation" rules used for Reynolds' flocking, the field of physicomimetics uses virtual forces inspired from physics to drive robots towards stable formations . For example, a sensor network made of a hexagonal lattice of MAVs can be formed if each robot reacts to a gravitational force F = Gm i m j /r p where F is the magnitude of the force between two neighbouring robots i and j with mass m, r is the distance between them and p and G are user-defined. Given a desired separation R between the robots, the force F is repulsive if r < R and attractive if r > R. Spears et al. also designed forces to create square lattices or rules based on the thermodynamics of gases to control a swarm of MAVs moving together within a bounded area while avoiding obstacles for surveillance or coverage applications. Work by Zou et al. (2009) also uses forces to make robots flock while following a desired global trajectory. In work by Chang et al. (2003) flying robots are subject to gyroscopic and braking forces induced by neighbouring robots, thereby creating a collision free environment. For the same purpose, magnetic repulsion laws are used by Sigurd and How (2003) to avoid collisions.
Rather than grids, work by Hauert et al. (2009a) evolved controllers for a swarm of robots that could form chains where each robot's heading is synchronised with its neighbouring robots'. The chain can move in the environment while staying connected to the base from which the robots are launched until a user equipped with an emitter is found. The base and user are then able to communicate via the robot chain forming an ad-hoc network. The swarm behaviour was achieved with robots that know only if they are communicating with the base or user and their own heading.
Flocking has also been exploited in space applications with satellites that need to position themselves precisely and optimally to monitor the Earth and its surrounding atmosphere or for deep space imaging (Kristiansen and Nicklasson, 2009; Truszkowski et al., 2009) . Several flocking behaviours have been investigated including cluster-formations where satellites form a dense cloud of robots that can fuse their measurements. Applications include interferometric observations, for creating high-resolution maps of Earth or for finding distant stars and planets. In trailing formations, a leader satellite guides nearby followers equipped with different measurement devices for high-resolution imaging. This formation is valuable to retrieve several sources of measurement of a single event. Finally, constellation formations such as those created by GPS satellites are typically characterised by highly dispersed nodes that provide some service coverage for positioning or communication (Leitner, 2009) . Robots in such systems must tightly control their relative distances, velocities and orientations with respect to neighbouring robots. Depending on the application, this tight control can be achieved by physically docking satellites, thereby building a larger satellite. Such modular satellites have been envisioned for a large range of applications from building large telescope mirrors or solar panels in space to the build-up of entire space stations (Leitner, 2009) . Finally, examples of docking and flocking were shown in reality on-board the International Space Station with three micro-satellites in the scope of the SPHERES project (Nolet et al., 2006) . The physical docking of flying robots has also been demonstrated in reality in the Distributed Flight Array project that aims at building aerial modular robots for the study of dynamical systems (Oung et al., 2010) . Each module has wheels to drive on the ground and a single propeller. Modules were shown to assemble on the ground, take-off and fly, and then fall back to the ground where the process can resume.
Beyond the practical applications, art has also found its use of flocking through the Mascarillion project which aims towards making a ballet of flying cubes that can change formation in response to the actions of a human artist on the ground (Nembrini et al., 2005) . Finally, the Flyfire 4 project aims at deploying flocks of selforganised helicopters equipped with coloured LEDs as smart pixels to display 3D aerial images.
Approaches to Controller Design
Designing controllers for collective aerial systems is challenging because of the lack of established methodologies in this field. Several techniques have already been described in this book.
The most straight forward way to design controllers for collective aerial systems is to adapt classical controllers designed for single robot deployments to multiple robots. Using this approach, one or several operators or pilots become responsible for several flying robots (Gancet et al., 2005; Merino et al., 2006; Murphy et al., 2008) . Likewise, waypoint navigation for single robot deployments is applied to several robots with each robot assigned to different areas of interest (Alidaee et al., 2009; Beard et al., 2006; Bertuccelli et al., 2004; Kovacina et al., 2002; Richards et al., 2002) . Classical SLAM algorithms are adapted to merge maps from multiple robots Sukkarieh, 2009, 2007) . Search behaviours designed for a single robot (e.g. deterministically search a certain area or follow an information gradient), are conducted by multiple robots to achieve better collective performance (Uzol et al., 2008) . Such adapted robot controllers can be driven by a centralised planer or distributed with global or local information as an input.
However, collective aerial robotic applications can benefit from entirely new robot controllers that exploit the local and reactive interactions that may arise between the robots using decentralised controllers. Such controllers are not intended for single robot deployments since the intelligence of the individual controllers emerges from the overall behaviour of the group (Beni, 2005; Sahin, 2005) . Because there is often no obvious relation between the local interactions amongst the robots and the desired global behaviour of the group, controllers have typically been designed by experts through trial-and-error (Liu et al., 2007) . When possible, roboticists have been turning to nature for inspiration in designing controllers. This makes sense since collective systems have been extensively studied by biologists and physicists. In particular, controllers for flying robots have taken inspiration from pheromone communication in ants (Hauert et al., 2008; Kuiper and Nadjm-Tehrani, 2006; Sauter et al., 2005) , flocking by birds (Basu et al., 2004; Crowther, 2004; De Nardi, 2004; Holland et al., 2005; Kadrovach and Lamont, 2001; Reynolds, 1987; Welsby and Melhuish, 2001 ) and physics Zou et al., 2009) .
More recently, researchers have been using artificial evolution to automatically design controllers for flying robots (Gaudiano et al., 2005; Hauert et al., 2009a; Richards et al., 2005; Ruini and Cangelosi, 2009) . This strategy has the potential to automatically find unthought of controllers that are simple and efficient. However, artificial evolution takes time and evolved controllers are only suitable for the environment in which they were evolved. To overcome these shortcomings, it has been proposed to reverse-engineer evolved controllers. Reverse-engineering consists in systematically analysing how an evolved controller works and then capturing its main functionalities in a hand-designed controller. Resulting controllers have the advantage of being easier to understand than evolved controllers and can even be mathematically modelled and therefore easily parameterised for a variety of scenarios (Hauert et al., 2009b) . In recent work, Hauert et al. used reverse-engineering to design controllers for area-coverage (Hauert et al., 2009b) , communication relay (Hauert et al., 2009b) and for the synchronisation and steering of groups of flying robots (Hauert et al., 2010a ). An outdoor demonstration of 5 swinglets (Fig. 17.4 .) synchronizing their heading while being steered is shown in Fig. 17 .22..
Conclusion
This chapter provides a very broad overview of existing techniques allowing to design functional aerial collective systems, starting with the flying platforms and going up to the design of swarm controllers. Although many researchers have been pioneering this field over the past decade, very little demonstrations have been conducted with physical flying platforms. A few noticeable exceptions are Allred et al. (2007) ; Beard et al. (2006) ; Gancet et al. (2005) ; Hauert et al. (2010a) ; Hoffmann et al. (2004) ; How et al. (2004) ; Leven et al. (2010) ; Melhuish and Welsby (2002) . Two phases are shown here, in phase I, the robot group is directed to the West. In phase II, robots are directed to turn around and proceed East. Notice that the robots' headings remain synchronized throughout the experiment and that the trajectories of the 5 robots are very similar, which is why it is possible to plot such a mean trajectory.
However, none of these projects have demonstrated swarms of more than five robots. This matter of fact indicates that there are still a few challenges ahead. The first one is certainly the availability of lightweight, safe and affordable flying platforms featuring good manoeuvrability, crash-robustness and even self-recovery capabilities in case of crash or mid-air collisions. The currently available energy storage methods also present a strong limitation. Energy sharing and harvesting techniques should be further developed in the near future in order to achieve long-lasting experiments that would be closer to commercially-viable applications. Relative positioning and communication techniques are also not yet up to the task, especially when it comes to small and lightweight flying systems. Therefore, enabling coordination among flying robots is still very challenging and as such often takes a large part of the research and development resources. Once these challenges will be solved and commercially available platforms will become available, some of the numerous methods for flying robot coordination that have been proposed so far and tested in simulation will finally find their way to the sky. This will naturally pave the way towards achieving economically viable aerial collective systems.
