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Abstract
In longitudinal studies, repeated measures are collected over time and hence they tend to be serially
correlated. In this paper we consider an extension of the skew-normal/independent linear mixed model,
where the error term has a dependence structure, such as damped exponential correlation or autoregressive
correlation of order p. The proposed model provides flexibility in capturing the effects of skewness and
heavy tails simultaneously when continuous repeated measures are serially correlated. For this robust
model, we present an efficient EM-type algorithm for parameters estimation via maximum likelihood and
the observed information matrix is derived analytically to account for standard errors. The methodology
is illustrated through an application to schizophrenia data and some simulation studies. The proposed
algorithm and methods are implemented in the new R package skewlmm.
Key words: Autoregressive AR(p), Damped exponential correlation, EM-algorithm, Irregularly observed
longitudinal data, Linear mixed models, Scale mixtures of skew-normal distributions.
1. Introduction
Linear mixed models (LMM) are frequently used to analyze repeated measures data, because they
model flexibly the within-subject correlation often present in this type of data. Usually for mathematical
convenience, it is assumed that both random effect and error term follow normal distributions (N-LMM).
These restrictive assumptions, however, may result in a lack of robustness against departures from the
normal distribution and invalid statistical inferences, especially when the data show heavy tails and
skewness. For instance, substantial bias in the maximum likelihood estimates of regression parameters
can result when the random-effects distribution is misspecified (Drikvandi et al., 2017; Drikvandi, 2019).
To deal with this problem, some proposals have been made in the literature by replacing the assumption
of normality by a more flexible class of distributions. For instance, Pinheiro et al. (2001) proposed
a multivariate t linear mixed model (T-LMM) and showed that it performed well in the presence of
outliers. Rosa et al. (2003) adopted a Bayesian framework to carry out posterior analysis in LMM with the
thick-tailed class of normal/independent (NI-LMM) distributions. Arellano-Valle et al. (2005) proposed a
skew-normal linear mixed model (SN-LMM) based on the skew-normal (SN) distribution introduced by
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Azzalini & Valle (1996). Ho & Lin (2010) proposed a skew-t linear mixed model (ST-LMM) based on the
skew-t (ST) distribution introduced by Azzalini & Capitanio (2003).
From a wider perspective, Lachos et al. (2010) proposed a parametric robust modeling of LMM based
on skew-normal/independent (SNI) distributions, where random effects follow a SNI distribution and
within-subject errors follow a NI distribution, so that observed responses follow a SNI distribution, and
they define what they call the skew-normal/independent linear mixed model (SNI-LMM). They presented
an efficient EM-type algorithm for the computation of maximum likelihood (ML) estimates of parameters
on the basis of the hierarchical formulation of the SNI class. It is important to note that the SNI class
is a subclass of the scale mixture of skew-normal (SMSN) class introduced by Branco & Dey (2001),
which will be considered in this paper. More recently, Pereira & Russo (2019) developed asymmetric
nonlinear regression models with mixed-effects by assuming that the random components of the model
follow distributions from the SMSN class. From a Bayesian perspective, Maleki et al. (2019) considered a
linear mixed effect model assuming that the random terms follow an unrestricted SN generalized-hyperbolic
distribution, which provide flexibility for modeling complex data.
A common feature of these classes of LMMs is that the error terms are conditionally independent.
However, in longitudinal studies, repeated measures are collected over time and hence the error term
tends to be serially correlated. There are some recent proposes in the literature that account for the
time dependence in longitudinal data. For instance, Chang & Zimmerman (2016) proposed to use
skew-normal antedependence models for modeling skewed longitudinal data exhibiting serial correlation,
Asar et al. (2018) proposed a methodology using multivariate normal variance-mean mixtures to fit linear
mixed effects models for non-Gaussian continuous repeated measurement data, and Lachos et al. (2019)
considered a robust generalization of the multivariate censored linear mixed model based on the scale
mixtures of normal (SMN) distributions, with a damped exponential correlation (DEC) structure to take
into account the autocorrelation among measurements.
Nevertheless, to the best of our knowledge, there are no studies in the SMSN-LMM with serially
correlated error structures, such as damped exponential correlation (DEC, Mun˜oz et al., 1992) or
autoregressive correlation of order p (AR(p), Box & Jenkins, 1976). Therefore, the aim of this paper is to
develop a full likelihood approach to SMSN-LMM with serially correlated errors, considering some useful
correlation structures. Our proposal intends to develop additional tools not considered in Lachos et al.
(2010) and to apply these techniques for making robust inferences in practical longitudinal data analysis.
Moreover, the proposed method has been coded and implemented in the R package skewlmm (Schumacher
et al., 2020). A great advantage of this package is that it offers an automatic fit of all the SMSN-LMM
taken into consideration.
The rest of the paper is organized as follows. Section 2 gives a brief introduction to SMSN class, further
we define the SMSN-LMM and present some important dependence structures. A likelihood approach for
parameter estimation is given in Section 3, including the estimation of random effects and standard errors.
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Section 4 presents some simulation studies that were conducted to evaluate the empirical performance of
the proposed model under several scenarios and in Section 5 we fit the SMSN-LMM to a schizophrenia
data set. Finally, Section 6 presents some concluding remarks.
2. Model formulation
2.1. Scale mixture of skew-normal distributions
Let Y be a p×1 random vector, µ a p×1 location vector, Σ a p×p positive definite dispersion matrix,
λ a p × 1 skewness parameter, and let U be a positive random variable with a cdf H(u;ν), where ν is a
scalar or parameter vector indexing the distribution of U . The multivariate SMSN class of distributions,
denoted by SMSNp(µ,Σ,λ;H), can be defined through the following probability density function (pdf):
f(y) = 2
∫ ∞
0
φp(y;µ, κ(u)Σ) Φ(κ(u)
−1/2λ>Σ−1/2 (y − µ)) dH(u;ν), y ∈ Rp, (1)
for some positive weight function κ(u), where φp(·;µ,Σ) denotes the pdf of the p-variate normal
distribution with a mean vector µ and a covariance matrix Σ, Σ−1/2 is such that Σ−1/2Σ−1/2 = Σ−1,
and Φ(·) denotes the cumulative distribution function (cdf) of the standard normal distribution.
A special case of the SMSN class is the skew–normal distribution (Azzalini & Valle, 1996), denoted by
SNp(µ,Σ,λ), for which H is degenerate at 1 (that is, U = 1 with probability 1), leading to the usual pdf
f(y) = 2φp(y;µ,Σ)Φ(A), y ∈ Rp,
whereA = λ>Σ−1/2 (y − µ). Another special case is obtained when the skewness parameter λ = 0, then
the SMSN distribution in (1) reduces to the SMN distribution (Y ∼ SMNp(µ,Σ;H)), discussed earlier by
Lange & Sinsheimer (1993).
An important feature of this class, that can be used to derive many of its properties, is its stochastic
representation. Let Y be a p–dimensional random vector with pdf as in (1), then Y can be represented in a
stochastic way as follows:
Y
d
= µ + κ(U)1/2Σ1/2(δ|T0|+ (Ip − δδ>)1/2T1), with δ = λ√
1 + λ>λ
, (2)
where “ d= ” means “equal in distribution”, |T0| denotes the absolute value of T0, U ∼ H(·;ν), T0 ∼
N1(0, 1), and T1 ∼ Np(0, Ip) are all independent variables, with In being the n × n identity matrix.
The representation in (2) facilitates the implementation of EM-type algorithm. In this representation, it is
straightforward that Y|U = u ∼ SNp(µ, κ(u)Σ,λ).
Another useful feature of this class is that if Y ∼ SMSNp(µ,Σ,λ;H) and X ∼ SMNp(µ,Σ;H),
then for any even function g, g(Y − µ) has the same distribution as g(X− µ) (Lachos et al., 2018). As a
consequence, the Mahalanobis distance from the asymmetrical class d = (Y − µ)>Σ−1 (Y − µ) has the
same distribution as the one from the symmetrical class (X− µ)>Σ−1 (X− µ).
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For simplicity and following Lachos et al. (2010), in the remaining of this work we restrict to the case
where κ(u) = u−1. The asymmetrical class of SMSN distributions includes many distributions as special
cases, and we consider explicitly the following distributions:
• The multivariate skew–t distribution with ν degrees of freedom, STp(µ,Σ,λ, ν) (Branco & Dey,
2001; Azzalini & Genton, 2008), which can be derived from the mixture model (1) by taking U ∼
Gamma(ν/2, ν/2), with ν > 0, and whose pdf can be written as
f(y) = 2tp(y;µ,Σ, ν)T
(√
ν + p
ν + d
A; ν + p
)
, y ∈ Rp,
where tp(·;µ,Σ, ν) and Tp(·; ν) denote, respectively, the pdf of the p-variate Student-t distribution
and the cdf of the standard univariate Student-t distribution with ν degrees of freedom, and d =
(y − µ)>Σ−1 (y − µ) is the Mahalanobis distance. In this case, it can be shown that
d = (Y − µ)>Σ−1 (Y − µ) ∼ pF (p, ν),
where F (a, b) denotes the Snedecor’s F distribution with parameters a and b.
• The multivariate skew–slash distribution, SSLp(µ,Σ,λ, ν), that arises by taking U ∼ Beta(ν, 1),
with u ∈ (0, 1) and ν > 0, and whose pdf function takes the form
f(y) = 2ν
∫ 1
0
uν−1φp(y;µ, u−1Σ) Φ(u1/2A)du, y ∈ Rp.
For this distribution, the cdf of the Mahalanobis distance is
P (d ≤ r) = P (χ2p ≤ r)− 2νΓ(p/2 + ν)rνΓ(p/2) P (χ2p+2ν ≤ r) .
• The multivariate skew–contaminated normal distribution, SCNp(µ,Σ,λ, ν1, ν2), where ν1, ν2 ∈
(0, 1) which arises when the mixing scale factor U is a discrete random variable taking one of two
values and with probability function given by h(u|ν) = ν1I{ν2}(u) + (1 − ν1)I{1}(u), where ν =
(ν1, ν2) and I{τ}(u) is the indicator function of the set τ whose value equals one if u ∈ τ and zero
elsewhere. In this case, the pdf becomes
f(y) = 2
{
ν1φp(y;µ, ν
−1
2 Σ)Φ(ν
1/2
2 A) + (1− ν1)φp(y;µ,Σ)Φ(A)
}
, y ∈ Rp.
It is easy to see that the cdf of the Mahalanobis distance in this case is given by
P (d ≤ r) = ν1P
(
χ2p ≤ ν2r
)
+ (1− ν1)P
(
χ2p ≤ r
)
.
We refer to Lachos et al. (2010) and Lachos et al. (2018) for details and additional properties related to
this class of distributions.
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2.2. The SMSN-LMM
Suppose that a variable of interest together with several covariates are repeatedly measured for each of
n subjects at certain occasions over a period of time. For the ith subject, i = 1, . . . , n, let Yi be a ni × 1
vector of observed continuous responses. In general, a normal linear mixed effects model is defined as
Yi = Xiβ + Zibi + i, i = 1, . . . , n , (3)
where Xi of dimension ni × l is the design matrix corresponding to the fixed effects, β of dimension l × 1
is a vector of population-averaged regression coefficients called fixed effects, Zi of dimension ni × q is the
design matrix corresponding to the q× 1 random effects vector bi, and i of dimension ni × 1 is the vector
of random errors. It is assumed that the random effects bi and the residual components i are independent
with bi
iid.∼ Nq(0,D) and i ind.∼ Nni(0,Σi). The q × q random effects covariance matrix D may be
unstructured or structured, and the ni×ni error covariance matrix Σi is commonly written as σ2eRi, where
Ri can be a known matrix or a structured matrix depending on a vector of parameter, say φ.
Likewise, the SMSN-LMM can be defined by considering bi
i
 ind.∼ SMSNq+ni
 c∆
0
 ,
 D 0
0 Σi
 ,
 λ
0
 ;H
 , i = 1, . . . , n, (4)
where c = c(ν) = −
√
2
pik1, with k1 = E{U−1/2}, ∆ = D1/2δ, D = D(α) depends on unknown
and reduced parameter vector α, and we consider Σi = σ2eRi, with Ri = Ri(φ), φ = (φ1, . . . , φp)
>,
being a structured matrix. Calculating k1 is straightforward and the results for the distributions discussed
in Subsection 2.1 are presented in Table 1, where h(·;ν) is the pdf of U .
Table 1: Summary of some important distributions from SMSN class.
Distribution h(·;ν) k1 = E{U−1/2} k2 = E{U−1}
SN 1 1 1
ST Gamma(ν/2, ν/2)
√
ν
2
Γ( ν−12 )
Γ( ν2 )
, if ν > 1 νν−2 , if ν > 2
SSL Beta(ν, 1) νν−1/2 , if ν > 1/2
ν
ν−1 , if ν > 1
SCN
{
ν2, w/ prob. ν1
1, w/ prob. 1− ν1 1 + ν1
(
ν
−1/2
2 − 1
)
1 + ν1
(
ν−12 − 1
)
Some remarks about the model formulated in (3) and (4) are worth noting:
i) From (Lachos et al., 2010, Lemma 1 in Appendix A) it follows that, marginally,
bi
iid.∼ SMSNq(c∆,D,λ;H) and i ind.∼ SMNni(0, σ2eRi;H), i = 1, . . . , n. (5)
Thus the skewness parameter λ incorporates asymmetry only in the distribution of the random effects
(and consequently in the marginal distribution of Y, which is given below). In addition, as long as
k1 <∞ the chosen location parameter ensures that E{bi} = E{i} = 0, so that E{Yi} = Xiβ, for
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each i = 1, . . . , n and the regression parameter are all comparable. This is important since centering
bi’s distribution in 0 (Lachos et al., 2010), so that E{bi} 6= 0, might lead to biased estimates of β,
as illustrated in Appendix C.
ii) Even though for each i = 1, . . . , n, bi and i are indexed by the same scale mixing factor Ui – and
hence they are not independent in general –, conditional onUi, we have that bi and i are independent,
what can be written as bi|Ui ⊥ i|Ui. Since Cov{bi, i} = E{bi>i } = EUi{E{bi>i |Ui}} = 0, bi
and i are uncorrelated. Consequently, if k2 = E{U−1} <∞ we have
Var(Yi) = Var(i) + ZiVar(bi)Z>i
= k2
(
Σi + ZiDZ>i
)− c2Zi∆∆>Z>i = Υi. (6)
iii) Under the SMSN-LMM at (3) and (4), for i = 1, . . . , n, we have marginally
Yi
ind.∼ SMSNni(Xiβ + Zic∆,Ψi, λ¯i;H), (7)
where Ψi = Σi+ZiDZ>i , λ¯i =
Ψ
−1/2
i ZiDζ√
1 + ζ>Λiζ
, with ζ = D−1/2λ and Λi = (D−1 +Z>i Σ
−1
i Zi)−1.
Hence, the marginal pdf of Yi is
f(yi;θ) = 2
∫ ∞
0
φni(yi;Xiβ+Zic∆, u
−1Ψi)Φ
(
u1/2λ¯>i Ψ
−1/2
i (yi − Xiβ − Zic∆)
)
dH(u;ν).
(8)
This result can be shown using arguments from conditional probability and the moment generating
function of the multivariate skew-normal distribution, which is given in Appendix B.
iv) The SMSN-LMM can be written hierarchically as follows:
Yi|bi, Ui = ui ind.∼ Nni
(
Xiβ + Zibi, u−1i σ
2
eRi
)
, (9)
bi|Ti = ti, Ui = ui ind.∼ Nq
(
∆ti, u
−1
i Γ
)
, (10)
Ti|Ui = ui ind.∼ TN
(
c, u−1i , (c,∞)
)
, and (11)
Ui
ind.∼ H(·;ν), i = 1, . . . , n, (12)
which are all independent, where ∆ = D1/2δ, Γ = D − ∆∆>, with δ = λ/
√
1 + λ>λ and
D1/2 is the square root of D, such that D1/2D1/2 = D, containing q(q + 1)/2 distinct elements, and
TN(µ, τ, (a, b)) denotes the univariate normal distribution (N(µ, τ)) truncated on the interval (a, b).
The hierarchical representation given in (9)-(12) is useful for the implementation of the EM algorithm
as will be seen in the next section.
2.3. Within-subject dependence structures
In order to enable some flexibility when modeling the error covariance, we consider essentially three
dependence structures: conditionally independent, AR(p) and DEC, which will be discussed next.
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Conditional independence
The most common and simplest approach is to assume that the error terms are conditionally independent
(CI). Under this assumption, for each i = 1, . . . , n, we have Ri = Ini . This situation has been considered
by Lachos et al. (2010) in their applications and will be denoted CI-SMSN-LMM.
In longitudinal studies, however, repeated measures are collected over time and hence the error term
tends to be serially correlated. In order to account for the within-subject serial correlation, we consider
other two general structures.
Autoregressive dependence of order p
Consider at first the case where for each subject i = 1, . . . , n a variable of interest is observed regularly
over discrete time, ni times. Then, we propose to model Ri as a structured AR(p) dependence matrix (Box
& Jenkins, 1976). Specifically,
Ri = Ri(φ) =
1
1− φ1ρ1 − . . .− φpρp [ρ|r−s|], (13)
where r, s = 1, . . . , ni and ρ1, . . . , ρp are the theoretical autocorrelations of the process, and thereby they
are functions of autoregressive parameters φ = (φ1, . . . , φp)>, and satisfy the Yule–Walker equations (Box
& Jenkins, 1976), i.e.,
ρk = φ1ρk−1 + . . .+ φpρk−p, ρ0 = 1, k = 1, . . . , p.
In addition, the roots of 1 − φ1B − φ2B2 − · · · − φpBp = 0 must lie outside the unit circle to ensure
stationarity of the AR(p) model. Following Barndorff-Nielsen & Schou (1973), the autoregressive process
can be reparameterized using a one-to-one, continuous and differentiable transformation in order to simplify
the conditions for stationarity. For details on the estimation of the autoregressive coefficients, we refer to
Schumacher et al. (2017).
The model formulated in (3) and (4) with error covariance Σi = σ2eRi, where Ri is given by (13),
i = 1, . . . , n, will be denoted AR(p)-SMSN-LMM. To accommodate situations in which measurements are
taken irregularly over discrete time, we modify Ri by computing it for a regular range of time and then
suppressing the line and column regarding the position from the missing measurements.
Damped exponential correlation
More generally, consider now that for each subject i = 1, . . . , n a variable of interest is observed at times
ti = (ti1, ti2, . . . , tini). Following Mun˜oz et al. (1992), we propose to structure Ri as a damped exponential
correlation (DEC) matrix, as follows:
Ri = Ri(φ, ti) =
[
φ
|tij−tik|φ2
1
]
, 0 ≤ φ1 < 1, φ2 ≥ 0, (14)
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where j, k = 1, . . . , ni, for i = 1, . . . , n, and φ = (φ1, φ2)>. Note that for φ2 = 1, Ri reduces to the
correlation matrix of a continuous-time autoregressive processes of order 1 (CAR(1)), hence φ2 enables
attenuation or acceleration of the exponential decay from a CAR(1) autocorrelation function, depending on
its value. Moreover, φ1 describes the autocorrelation between observations such that |tij − tik| = 1. More
details on DEC structure can be found in Mun˜oz et al. (1992).
The DEC structure is rather flexible, and some particular cases are worth pointing out:
1. if φ2 = 0, then Ri reduces to the compound symmetry correlation structure (CS);
2. if φ2 = 1, then Ri reduces to the CAR(1) correlation structure;
3. if 0 < φ2 < 1, then Ri generates a decay rate slower than the CAR(1) structure;
4. if φ2 > 1, then Ri generates a decay rate faster than the CAR(1) structure; and
5. if φ2 →∞, then Ri converges to the correlation matrix of a moving-average of order 1 (MA(1)).
The model formulated in (3) and (4) with error covariance Σi = σ2eRi, where Ri is given by (14),
i = 1, . . . , n, will be denoted DEC-SMSN-LMM.
2.4. The likelihood function
The marginal pdf of Yi, i = 1, . . . , n, is given in (8), with Ri depending on the chosen correlation
structure, as described in Subsection 2.3. Hence, the log-likelihood function for θ based on the observed
sample y = (y>1 , . . . ,y
>
n )
> is given by
`(θ|y) =
n∑
i=1
`i(θ|y) =
n∑
i=1
log (f(yi|θ)),
where θ = (β>, σ2e ,φ
>,α>,λ>,ν>)>. As the observed log-likelihood function involves complex
expressions, it is very difficult to work directly with `(θ|y) to find the ML estimates of θ. Thus, in this
work we propose to use an EM-type algorithm (Dempster et al., 1977) for parameter estimation via ML.
3. Maximum likelihood estimation
3.1. The EM algorithm
A convenient feature of the SMSN-LMM is its hierarchical representation, as given in (9)–(12).
Following Lachos et al. (2010), b, u and t can be treated as hypothetical missing data and therefore we
propose to use the ECME algorithm (Liu & Rubin, 1994) for parameter estimation.
Let the augmented data set be yc = (y>,b>,u>, t>)>, where y = (y>1 , . . . ,y
>
n )
>, b =
(b>1 , . . . ,b
>
n )
>, u = (u1, . . . , un)> and t = (t1, . . . , tn)>. Hence, an EM-type algorithm can be applied
to the complete-data log-likelihood function `c(θ|yc) =
∑n
i=1 `i(θ|yc), given by
`c(θ|yc) =
n∑
i=1
[
−1
2
log |σ2eRi| −
ui
2σ2e
(yi −Xiβ − Zibi)>R−1i (yi −Xiβ − Zibi)
−1
2
log |Γ| − ui
2
(bi −∆ti)>Γ−1(bi −∆ti)
]
+K(ν) + C,
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where C is a constant that is independent of the parameter vector θ and K(ν) is a function that depends on
θ only through ν.
For the current value θ = θ̂
(k)
, the E-step of the EM-type algorithm requires the evaluation of
Q̂(k)(θ) = E
{
`c(θ|yc) | y, θ̂
(k)
}
=
∑n
i=1 Q̂
(k)
i (θ), where the expectation is taken with respect to the
joint conditional distribution of b, u and t, given y and θ̂. Thus, we have
Q̂
(k)
i (θ) = Q̂
(k)
1i (β, σ
2
e ,φ) + Q̂
(k)
2i (α,λ) + Q̂
(k)
3i (ν),
where
Q̂
(k)
1i (β, σ
2
e ,φ) = −
ni
2
log
(
σ̂2(k)e
)
− 1
2
log
∣∣∣R̂(k)i ∣∣∣− û(k)i
2σ̂
2(k)
e
(
yi −Xiβ̂
(k)
)>
R̂
−1(k)
i
(
yi −Xiβ̂
(k)
)
+
1
σ̂
2(k)
e
(
yi −Xiβ̂
(k)
)>
R̂
−1(k)
i Ziûb
(k)
i −
1
2σ̂
2(k)
e
tr
(
R̂
−1(k)
i Ziûb
2
(k)
i Z
>
i
)
,
Q̂
(k)
2i (α,λ) = −
1
2
log
∣∣∣∣Γ̂(k)∣∣∣∣− 12 tr
(
Γ̂
−1(k)
ûb2
(k)
i
)
+ ∆̂
>(k)
Γ̂
−1(k)
ûtb
(k)
i
− ût
2
(k)
i
2
∆̂
>(k)
Γ̂
−1(k)
∆̂
(k)
,
with tr(A) and |A| indicating trace and determinant of matrix A, respectively, R̂(k)i = Ri(φ̂
(k)
), û(k)i =
E{Ui | θ̂
(k)
,yi}, ûb
(k)
i = E{Uibi | θ̂
(k)
,yi}, ûb2
(k)
i = E{Uibib>i | θ̂
(k)
,yi}, ûtb
(k)
i = E{UiTibi |
θ̂
(k)
,yi}, ût(k)i = E{UiTi | θ̂
(k)
,yi}, and ût2
(k)
i = E{UiT 2i | θ̂
(k)
,yi}, i = 1, . . . , n. These expressions
can be readily evaluated once we have the following conditional distributions, which can be derived using
arguments from conditional probability:
bi|ti, ui,yi,θ ∼ Nq(siti + ri, u−1i Bi),
Ti|ui,yi,θ ∼ TN
(
c+ µi, u
−1
i M
2
i ; (c,∞)
)
, (15)
Yi|θ ∼ SMSNni(Xiβ + cZi∆,Ψi, λ¯i;H),
where Mi = (1 + ∆>Z>i Ω
−1
i Zi∆)
−1/2, µi = M2i ∆
>Z>i Ω
−1
i (yi − Xiβ − cZi∆), Bi = (Γ−1 +
Z>i Σ
−1
i Zi)
−1, si = (Iq − BiZ>i Σ−1i Zi)∆, ri = BiZ>i Σ−1i (yi − Xiβ) , Ωi = Σi + ZiΓZ>i , for
i = 1, . . . , n.
Thence, after some algebra and omitting the supra-index (k), we get the following expressions:
ûti = (µ̂i + ĉ)ûi + M̂iτ̂1i, ût2i = M̂
2
i + (µ̂i + ĉ)
2ûi + M̂i(µ̂i + 2ĉ)τ̂1i,
ûbi = r̂iûi + ŝiûti, ûtbi = r̂iûti + ŝiût2i,
ûb2i = B̂i + ûir̂ir̂
>
i + ûti(ŝir̂
>
i + r̂iŝ
>
i ) + ût
2
iŝiŝ
>
i ,
(16)
where ĉ = c(ν̂), and the expressions for ûi and τ̂1i = E
{
U
1/2
i WΦ
(
U
1/2
i Ai
)
| θ̂,yi
}
, for WΦ(x) =
φ1(x)/Φ(x), x ∈ R and Ai = µi/Mi = λ¯>i Ψ−1/2i (yi − Xiβ − cZi∆), can be found in Section 2
from Lachos et al. (2010), which can be easily implemented for the ST and SCN distributions, but involve
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numerical integration for the SSL case.
The M-step requires the maximization of Q̂(k)(θ) with respect to θ. The motivation for employing an
EM-type algorithm is that it can be utilized efficiently to obtain closed-form equations for the M-step. The
conditional maximization (CM) step conditionally maximize Q̂(k)(θ) with respect to θ, obtaining a new
estimate θ̂
(k+1)
, as follows:
1. Update β̂
(k)
, σ̂2
(k)
e , φ̂
(k)
, ∆̂
(k)
and Γ̂
(k)
using the following expressions:
β̂
(k+1)
=
(
n∑
i=1
û
(k)
i X
>
i Σ̂
−1(k)
i Xi
)−1 n∑
i=1
X>i Σ̂
−1(k)
i
(
û
(k)
i yi − Ziûb
(k)
i
)
,
σ̂2e
(k+1)
=
1
N
n∑
i=1
[
û
(k)
i
(
yi −Xiβ̂
(k+1)
)>
R−1i
(
φ̂
(k)
)(
yi −Xiβ̂
(k+1)
)
−2
(
yi −Xiβ̂
(k+1)
)>
R−1i
(
φ̂
(k)
)
Ziûb
(k)
i + tr
(
R−1i
(
φ̂
(k)
)
Ziûb2
(k)
i Z
>
i
)]
,
φ̂
(k+1)
=
φ
argmax
n∑
i=1
(
−1
2
log |Ri(φ)| − û
(k)
i
2σ̂
2(k+1)
e
(
yi −Xiβ̂
(k+1)
)>
R−1i (φ)
(
yi −Xiβ̂
(k+1)
)
+
1
σ̂
2(k+1)
e
(
yi −Xiβ̂
(k+1)
)>
R−1i (φ)Ziûb
(k)
i −
1
2σ̂
2(k+1)
e
tr
(
R−1i (φ)Ziûb2
(k)
i Z
>
i
))
,
∆̂
(k+1)
=
∑n
i=1 ûtb
(k)
i∑n
i=1 ût
2
(k)
i
,
Γ̂
(k+1)
=
1
n
n∑
i=1
(
ûb2
(k)
i − ûtb
(k)
i ∆̂
(k+1)> − ∆̂(k+1)ûtb(k)>i + ût2
(k)
i ∆̂
(k+1)
∆̂
(k+1)>
)
,
where N =
∑n
i=1 ni.
2. Update ν̂(k) by optimizing the constrained actual marginal log-likelihood function
ν̂(k+1) =
ν
argmax{f(y; θ̂∗(k+1),ν)},
where f(y;θ) is as in (8) and θ∗ = θ \ ν.
The skewness parameter vector and the parameters from the scale matrix of random effects b, can be
estimated by
D̂(k+1) = Γ̂
(k+1)
+ ∆̂
(k+1)
∆̂
(k+1)>
and
λ̂
(k+1)
= D̂−1/2(k+1)∆̂
(k+1)
/(1− ∆̂(k+1)>D̂−1(k+1)∆̂(k+1))1/2.
The algorithm is iterated until a predefined criteria is reached, such as when
∣∣∣`(θ̂(k+1) | y)/`(θ̂(k) | y)− 1∣∣∣
becomes small enough.
In practice, to select between various SMSN-LMM distributions we can consider the Akaike
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information criterion (AIC) and the Bayesian information criterion (BIC) (Wit et al., 2012), given by
AIC = −2`(θ̂) + 2m, and
BIC = −2`(θ̂) +m log(N),
where m is the number of estimated parameters and θ̂ is the ML estimate of θ.
3.2. Estimation of random effects and prediction
The minimum mean-squared error (MSE) estimator of bi is obtained by the conditional mean of bi
given Yi = yi, that can be shown to be
b̂i(θ) = E{bi|Yi = yi,θ} = EUi{E{bi|Ui,Yi = yi,θ}|Yi = yi,θ}
= µbi +
τ−1i√
1 + ζ>Λiζ
Λiζ, (17)
where µbi = c∆+DZ
>
i Ψ
−1/2
i y0i, with y0i = Ψ
−1/2
i (yi−Xiβ− cZi∆), and Λi, ζ and λ¯i are as in (8).
Explicit expression for τ−1i = E{U−1/2i WΦ(U1/2i Ai) | yi}, where Ai = λ¯>i y0i, can be found in Lachos
et al. (2010), as well as the proof of the result, which comes from the fact that the conditional distribution of
bi given (Yi, Ui) = (yi, ui) belongs to the extended skew-normal (EST) family of distributions (Azzalini
& Capitanio, 1999). In practice, the estimator of bi – also known as empirical Bayes estimator –, b̂i, can
be obtained by substituting the ML estimate θ̂ into (17).
Furthermore, in practical applications it is usual the interest in predicting Y+i , a future npred × 1
vector of measurement of Yi, given the observed measurement y = (y>(i),y
>
i )
>, where y(i) =
(y>1 , . . . ,y
>
i−1,y
>
i+1, . . . ,y
>
n ). If X
+
i and Z
+
i denote npred×p and npred×q matrices of prediction regression
variables corresponding to Y+i , we assume that Yi
Y+i
 ∼ SMSNni+npred(X∗iβ,Ψ∗i , λ¯∗i ;H),
where X∗i = (X
>
i ,X
+>
i )
>, Z∗i = (Z
>
i ,Z
+>
i )
>, Ψ∗i = Σ
∗
i + Z
∗
iDZ
∗>
i , Λ
∗
i = (D
−1 + Z∗>i Σ
∗−1
i Z
∗
i )
−1,
λ¯∗i =
Ψ
∗−1/2
i Z
∗
iDζ√
1 + ζ>Λ∗i ζ
, and Ψ∗i =
(
Ψ∗i11 Ψ
∗
i12
Ψ∗i21 Ψ
∗
i22
)
. From Lachos et al. (2010), it follows that the minimum
MSE predictor of future measurements of Yi is the conditional expectation of y+i given Yi = yi, i.e.,
Ŷ+i (θ) = E{Y+i |Yi = yi,θ} = EUi{E{Y+i |Ui,Yi = yi}|Yi = yi,θ}
= µi2.1 +
τ−1iΨ∗i22.1υ
(2)
i√
1 + υ
(2)>
i Ψ
∗
i22.1υ
(2)
i
, (18)
where µi2.1 = X
+
i β + cZ
+
i ∆ + Ψ
∗
i21Ψ
∗−1
i11 (yi − Xiβ − cZi∆),Ψ∗i22.1 = Ψ∗i22 − Ψ∗i21Ψ∗−1i11 Ψ∗i12,
υi = Ψ
∗−1/2
i λ¯
∗
i = (υ
(1)>
i ,υ
(2)>
i )
>, Ψ∗i11 = Ψi, and Ψ
∗
i12 = Ψ
∗>
i21.
In practice, the prediction of Y+i can be obtained by substituting the ML estimate θ̂ into (18), so
11
Ŷ+i = Ŷ
+
i (θ̂).
3.3. Estimation of standard errors
In this section, we derive the observed information matrix from the score vector with respect to θ∗ =
θ \ ν. First, we reparameterize D = F2 for ease of computation and theoretical derivation, where F
is the square root of D containing q(q + 1)/2 distinct elements αb = (α1, . . . , αq(q+1)/2)>. Given the
observed sample y = (y>1 , . . . ,y
>
n )
> and ν, the log-likelihood function for θ∗ = (θ>1 ,θ
>
2 )
>, with θ1 =
(β>, σ2e ,φ
>)> and θ2 = (α>b ,λ
>)> is given by `(θ∗) =
∑n
i=1 `i(θ
∗;ν), where
`i(θ
∗;ν) = log 2− ni
2
log2pi − 1
2
log |Ψi|+ logKi, (19)
with
Ki(θ
∗;ν) =
∫ ∞
0
u
ni/2
i exp
{
−1
2
uidi
}
Φ
(
u
1/2
i Ai
)
dH(ui;ν),
where
di = (yi −Xiβ − cZi∆)>Ψ−1i (yi −Xiβ − cZi∆) and Ai =
λ>FZiΨ−1i (yi −Xiβ − cZi∆)
(1 + λ>F−1ΛiF−1λ)1/2
.
Thus, we have after some algebraic manipulations that the score vector is given by
s =
n∑
i=1
si =
n∑
i=1
∂`i(θ
∗;ν)
∂θ∗
= −1
2
n∑
i=1
∂ log |Ψi|
∂θ∗
+
n∑
i=1
1
Ki
∂Ki
∂θ∗
, (20)
where
∂Ki
∂θ∗
= Iφi
(
ni + 1
2
)
∂Ai
∂θ∗
− 1
2
IΦi
(
ni + 2
2
)
∂di
∂θ∗
, with
IΦi (w) =
∫ ∞
0
uwi exp
{
−1
2
uidi
}
Φ
(
u
1/2
i Ai
)
dH(ui;ν), (21)
Iφi (w) =
∫ ∞
0
uwi exp
{
−1
2
uidi
}
φ1
(
u
1/2
i Ai
)
dH(ui;ν), (22)
and Ki = IΦi (
ni
2 ). The results from substituting H for each distribution considered are presented in
Appendix A, along with the derivatives of log |Ψi|, di and Ai, which involve tedious but not complicated
algebraic manipulations.
Under some regularity conditions, asymptotic covariance of ML estimates can be estimated by the
inverse of the observed information matrix, I(θ̂∗) =
∑n
i=1 ŝiŝ
>
i , where ŝi = si(θ̂
∗) is the score vector in
(20) evaluated at θ∗ = θ̂∗.
3.4. Likelihood ratio test
Considering the usual interest in testing if a restricted model represents the data well enough, in this
section we present a likelihood ratio test. An important particular case is testing the hypothesis that an
asymmetrical model is not necessary, that could be written as H0 : λ = 0.
Let H0 : τ = 0, τ = (τ1, . . . , τr)>, be a hypothesis of interest, Θ be the k-dimensional parameter
space of the unrestricted model, and Θ0 be the parameter space under H0, for 1 ≤ r < k. With the
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interest of measuring the impact of H0 in the maximum of the likelihood function, consider the statistic
Λn = 2
(
`(θ̂)− `(θ̂0)
)
, where θ̂0 is the ML estimate of θ under the restriction in H0. Then, under H0, Λn
is asymptotic distributed as a chi-square random variable with r degrees of freedom (χ2r) (Mood, 1950).
3.5. Additional tools for model evaluation
Evaluating the suitability of a fitted model to a real data set is an important step in data analysis and there
are several methods that can be used to this purpose. When dealing with heavy-tailed data, the Mahalanobis
distance is a convenient measure which can be used to identify potential outlying observations and to assess
the validity of the underlying distributional assumption of the response variable, once if the fitted model is
appropriate the distribution of the Mahalanobis distance is known and presented in Subsection 2.1.
Following Ho & Lin (2010), to assess the goodness of fit of SMSN-LMM one can construct a Healy-type
plot (Healy, 1968) by plotting the nominal probability values 1/n, 2/n, . . . , n/n against the theoretical
cumulative probabilities of the ordered observed Mahalanobis distances. If the fitted model is appropriate,
the plot should resemble a straight line through the origin with unit slope.
Additionally, based on Zeller et al. (2010), the observed Mahalanobis distance can be decomposed as
follows:
di(θ̂) = (yi − Xiβ̂ − ĉZi∆̂)>Ψ̂
−1
i (yi − Xiβ̂ − ĉZi∆̂)
= e>i Σ̂
−1
i ei +
(
µ̂bi − ĉ∆̂
)>
D̂
−1 (
µ̂bi − ĉ∆̂
)
= dei(θ̂) + dbi(θ̂), (23)
where ei = yi − Xiβ̂ − Ziµ̂bi and µ̂bi is as in (17). This decomposition gives some insight on how the
estimated random effects b̂i and the estimated residuals ei affect the overall distance.
Another important assumption that should be taken into account is the dependence structure assumed to
the within-subject errors. In the context of time series data, a commonly used tool for investigation serial
correlation is the empirical autocorrelation function (ACF) (Box & Jenkins, 1976). In the context of mixed
models, Pinheiro & Bates (2000) proposes to use the empirical autocorrelation function for the residuals of
a fitted LMM. Based on this approach and restricting to the case that the data is observed at discrete times,
let ri = Υ̂
−1/2
i
(
yi − Xiβ̂
)
be the standardized marginal residual vector for subject i, where Υi is given
in (6) and r>i = (rit1 , . . . , ritni ). The empirical autocorrelation at lag l can be defined as
ρ̂(l) =
∑n
i=1
∑
{(j,k)|tk−tj=l} ritjritk/N(l)∑n
i=1
∑ni
j=1 r
2
itj
/N(0)
, (24)
where N(·) is the number of pairs used in the respective numerator summation. If the within-subject
dependence structure is correct, ρ̂(l) is expected to be close to zero.
Since ri’s distribution is not symmetrical, the interval estimates of ρ(·) that are commonly used
in time series models are not appropriate. Alternatively, we consider a Monte Carlo estimate for a
conditionally independent model, by generating M samples from a CI-SMSN-LMM similar to the fitted
model, calculating the standardized marginal residuals and ρ̂(l) for each sample, and using empirical
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100(α/2)th and 100(1−α/2)th percentiles as interval estimates of level 1−α. If the considered dependence
structure is appropriate, we would expect approximately (1 − α)% of the empirical autocorrelations to
belong to the conditionally independent interval.
4. Simulation studies
In the interest of investigating empirical properties of the proposed model four simulation studies were
performed, and their results are presented in this section. In all simulation studies we initialized ν̂ as
follows: 10 for the ST distribution, 5 for the SSL distribution, and (0.05, 0.8) for the SCN distribution.
Besides, for AR(p) dependence φ was initialized as its estimate from fitting an AR(p)-LMM using lme
function from nlme package in R (Pinheiro et al., 2019), while for DEC dependence φ was initialized by
finding the maximum marginal log-likelihood function as in (8) on a grid of φ and for other parameters
fixed. Finally, β, σ2e ,D and λ were initialized at the true value plus a small random error. For all studies,
the bias and relative bias for estimating a parameter θ based on the kth sample is calculated by θ̂(k)− θ and
(θ̂(k) − θ)/θ, respectively. The computational procedures were implemented using the R software, through
the package skewlmm (Schumacher et al., 2020).
4.1. First study
This simulation study aims to investigate asymptotic properties of the proposed model. Thence, we
generated and estimated 500 Monte Carlo samples from the model
Yi = (β0 + bi)110 + β1xi + i, i = 1, . . . , n,
where β0 = 1, β1 = 2, 1k is the all-ones vector of length k and xi = (xi1, . . . , xi10)>, with xij being
generated from the U(0, 2) distribution, i = 1, . . . , n and j = 1, . . . , 10, with n taking values 50, 100, 200
and 350. Let Ri be a 10 × 10 AR(2) dependence matrix, as given in Subsection 2.3, with φ1 = 0.6 and
φ2 = −0.2. Four scenarios were considered:
a) bi
iid.∼ SN1(−1.0705, 2, 3) and i ind.∼ N10(0, 0.25Ri);
b) bi
iid.∼ ST1(−1.2324, 2, 3; 6) and i ind.∼ t10(0, 0.25Ri; 6);
c) bi
iid.∼ SSL1(−1.5165, 2, 3; 1.7) and i ind.∼ SL10(0, 0.25Ri; 1.7); and
d) bi
iid.∼ SCN1(−1.2915, 2, 3; 0.25, 0.3) and i ind.∼ CN10(0, 0.25Ri; 0.25, 0.3).
The ML estimates and their associated standard errors were recorded. In order to examine the
consistency of the approximated method to get standard errors described in Subsection 3.3, we computed the
standard deviation of the ML estimates obtained from the 500 Monte Carlo samples (denoted by MC-SD)
and compared it with the average of the standard error estimates obtained as described in Subsection 3.3
(denoted by ML-SE), for each scenario. Likewise, the average of the ML estimates will be denoted by
MC-AV.
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Table 2 presents results for n = 100 and n = 350. In general, the estimation method of the standard
errors provide results close to the empirical ones, and the closeness improves as the number of subjects
increases. However, the standard error approximation for the skewness parameter seems to be poor.
Additionally, there is a bias in the estimates of D1/2, λ and ν, but it gets smaller as n increases.
Table 2: Simulation study 1. Results based on 500 Monte Carlo samples with different number of subjects (n). MC-AV and MC-SD
refer to the mean and standard deviation of the estimates, respectively. ML-SE denotes the average of standard errors obtained as
described in Subsection 3.3 and the numbers between parenthesis are the parameter values.
SN ST SSL SCN
MC-AV ML-SE MC-SD MC-AV ML-SE MC-SD MC-AV ML-SE MC-SD MC-AV ML-SE MC-SD
n = 100
β0 (1) 1.003 0.101 0.085 1.002 0.124 0.099 0.996 0.147 0.118 1.006 0.124 0.109
β1 (2) 2.002 0.026 0.024 1.999 0.027 0.026 2.003 0.033 0.032 1.999 0.029 0.027
σ2e (0.25) 0.250 0.013 0.012 0.251 0.020 0.020 0.253 0.018 0.025 0.248 0.016 0.019
φ1 (0.6) 0.597 0.039 0.038 0.599 0.040 0.038 0.596 0.040 0.039 0.599 0.040 0.039
φ2 (−0.2) -0.198 0.041 0.040 -0.198 0.043 0.042 -0.198 0.042 0.040 -0.200 0.042 0.040
D1/2 (
√
2) 1.387 0.184 0.154 1.409 0.181 0.145 1.400 0.184 0.161 1.384 0.180 0.155
λ (3) 3.301 2.318 1.411 3.371 2.248 1.391 3.162 1.965 1.169 3.272 2.133 1.342
ν1 6.476 1.789 0.254
ν2 0.302
n = 350
β0 (1) 1.006 0.053 0.046 1.009 0.065 0.046 1.002 0.078 0.054 1.010 0.065 0.048
β1 (2) 2.000 0.013 0.013 1.999 0.014 0.014 1.999 0.017 0.017 1.999 0.015 0.015
σ2e (0.25) 0.250 0.007 0.006 0.251 0.011 0.010 0.252 0.009 0.013 0.251 0.008 0.009
φ1 (0.6) 0.599 0.020 0.020 0.599 0.021 0.021 0.599 0.021 0.020 0.600 0.021 0.021
φ2 (−0.2) -0.199 0.021 0.020 -0.200 0.022 0.022 -0.198 0.022 0.021 -0.201 0.022 0.022
D1/2 (
√
2) 1.408 0.092 0.077 1.418 0.094 0.073 1.421 0.094 0.076 1.415 0.092 0.072
λ (3) 3.022 0.796 0.528 3.056 0.766 0.453 3.030 0.771 0.468 3.020 0.762 0.446
ν1 6.038 1.726 0.251
ν2 0.301
The bias trend can be seem more clearly in Figures 1 and 2, which present the mean bias and ±1
standard deviation for each distribution and parameter, by number of subjects. As the number of subjects
increases, the bias (when it exists) gets closer to zero and its standard deviation gets smaller, indicating
consistency of the estimators.
4.2. Second study
In order to evaluate the performance of the proposed model and the impact in estimating with the wrong
distribution, we generated 500 Monte Carlo data sets from the following model:
Yi = (β0 + b0i)110 + (β1 + b1i)x1i + β2x2i + i, i = 1, . . . , 100,
where β0 = 1, β1 = 2, β2 = 1.5, 1k is the all-ones vector of length k, x1i = (1, 2, . . . , 10)> and
x2i = wi110 is a group indicator taken as wi = 0 if i ≤ 50 and wi = 1 if i > 50. Let Ri be the AR(2)
dependence matrix, as given in Subsection 2.3, with φ1 = 0.6 and φ2 = −0.2 and let bi = (b0i, b1i)>. For
data generation, two scenarios were considered:
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Figure 1: Simulation study 1. Mean bias and ±1 standard deviation of estimates, according to distribution and parameter, by number
of subjects (n), based on 500 Monte Carlo samples.
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Figure 2: Simulation study 1. Mean bias and±1 standard deviation for estimates of ν, according to distribution, by number of subjects
(n), based on 500 Monte Carlo samples.
a) bi
iid.∼ SN2
 −0.4718
−0.7500
 ,
 2.0 0.2
0.2 1.0
 ,
 2
5
 and i ind.∼ N10(0, 0.25Ri); and
b) bi
iid.∼ ST2
 −0.5432
−0.8635
 ,
 2.0 0.2
0.2 1.0
 ,
 2
5
 ; 6
 and i ind.∼ t10(0, 0.25Ri; 6).
Figure 3 presents the mean relative bias of β̂0, β̂1 and β̂2 for both scenarios of data generation when
estimating with all the distributions considered in this paper. When the generating model is SN, all
distributions seem to fit the data equally well. On the other hand, when the generating model is ST,
estimating with wrong distributions seems to slightly increase variance of the estimator.
Furthermore, to evaluate the capability of the proposed selection criteria in selecting the appropriate
distribution, we computed the AIC and BIC for each model and for each sample. Table 3 presents the
number of times that each model was selected for both scenarios considered. One can see that in general
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Figure 3: Simulation study 2. Mean relative bias and±1 standard deviation for estimates of β0, β1 and β2 when generating data from
both scenarios considered –(a) SN and (b) ST– and estimating the four models.
the criteria can classify the correct model well, and they seem to be specially good at distinguishing between
the skew-normal distribution and the heavier-tailed distributions.
Table 3: Simulation study 2. Number of times that each distribution was selected based on each selection criterion for both scenarios
considered.
Criterion Scenario (a) - SN Scenario (b) - ST
SN ST SSL SCN SN ST SSL SCN
AIC 476 15 6 3 0 373 70 57
BIC 499 1 0 0 0 411 79 10
4.3. Third study
In the interest of analyzing the impact of specifying the wrong dependence structure on parameter
estimates, we generated 500 Monte Carlo samples from the following LMM:
Yi = (β0 + bi)1nj + β1xi + i, i = 1, . . . , 100,
where β0 = 1, β1 = 2, 1k is the all-ones vector of length k and xi = (xi1, . . . , xinj )
>, with xij being
generated from the U(0, 2) distribution, for i = 1, . . . , 100, j = 1, . . . , nj , and n1 = . . . = n100 taking
values 5, 10 and 15. Let Ri be an nj ×nj AR(2) dependence matrix, as given in Subsection 2.3, with φ1 =
0.6 and φ2 = −0.2. For this study, we considered bi iid.∼ ST1(−1.2324, 2, 3; 6) and i ind.∼ tnj (0, 0.25Ri; 6).
Then, we estimated the ST-LMM by considering four covariance structures: CI, AR(1), AR(2) and DEC.
Figure 4 presents violin plots of the relative bias of β̂0 and β̂1 for all dependence structures considered,
showing a rotated kernel density plot and some summary statistics of the relative bias. When the number
of observations per subject is small (nj = 5), the estimates are similar for all covariance structures. As
the number of observations per subject increases, the impact in considering the conditionally independent
model becomes more evident, although for the other dependence structures considered, the wrong choice of
the covariance function does not seem to cause much effect on β̂. For the CI model, the relative bias of β̂0
has high density above 0, indicating a bias on the intercept estimate that increases with nj , and the relative
bias of β̂1 presents more variability for all sample sizes.
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Figure 4: Simulation study 3. Violin plot of the relative bias of β̂0 and β̂1 when generating data from an AR(2)-ST-SMSN and
fitting a ST-LMM considering different covariance structures. The blue dot indicates the mean and the blue line indicates±1 standard
deviation.
Table 4 presents the number of times that each model was selected based on AIC and BIC criteria. For
nj = 5, the BIC criterion –which gives more penalty for the number of parameters– select the model with
AR(1) dependence most of the times, but it does not select the CI model any time. The AIC criterion, by
the other hand, select the correct model most of times for all sample sizes. Additionally, as nj increases the
selection criteria can distinguish better between the covariance structures, as expected.
Table 4: Simulation study 3. Number of times that each model was selected based on each selection criterion.
nj
AIC BIC
CI AR(1) AR(2) DEC CI AR(1) AR(2) DEC
5 0 68 294 138 0 254 175 71
10 0 1 371 128 0 11 367 122
15 0 0 394 106 0 0 394 106
Once the parameter estimates of φ and σ2e are not directly comparable between different covariance
structures, we present in Table 5 the first row of the estimated within-subject variance matrix based on the
average of parameter estimates obtained for all dependence structures.
Table 5: Simulation study 3. First row of the estimated within-subject variance matrix, based on average estimate from 500 Monte
Carlo samples, for different dependence structures.
lag 0 1 2 3 4 5 6 7 8 9
True 0.347 0.174 0.035 -0.014 -0.015 -0.006 -0.001 0.001 0.001 0.000
CI 0.291 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
AR(1) 0.393 0.220 0.124 0.069 0.039 0.022 0.012 0.007 0.004 0.002
AR(2) 0.348 0.174 0.035 -0.013 -0.015 -0.006 -0.001 0.001 0.001 0.000
DEC 0.362 0.189 0.053 0.010 0.001 0.000 0.000 0.000 0.000 0.000
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5. Application: Schizophrenia data
Schizophrenia is a severe psychiatric disorder characterized by delusions, hallucinations, persistent
delusions and sometimes disorganized behavior and speech. In order to study the equivalency of a new
antipsychotic drug for schizophrenia, Lapierre et al. (1990) presented a double-blinded clinical trial with
randomization among four treatments: three doses (low, medium and high) of a new therapy (NT) against a
standard therapy (ST), for 245 patients with acute schizophrenia. Initial studies prior to this double-blinded
study suggested that the experimental drug had equivalent antipsychotic activity, with less side effects. The
study was conducted at 13 clinical centres, and the primary response variable was assessed using the Brief
Psychiatric Rating Scale (BPRS) at baseline (week 0), and at weeks 1, 2, 3, 4 and 6 of treatment. This scale
measures the extent of a total of 18 features, and rates each one on a seven point scale, with a higher number
reflecting a worse evaluation. The total BPRS score is the sum of the scores on the 18 items.
ST NT−H
0 2 4 6 0 2 4 6
0
20
40
60
week
sc
o
re
Figure 5: Trajectories of schizophrenia levels for the data. The thicker solid line indicates the mean profile in the treatment.
Figure 5 displays individual BPRS trajectories evolved over six visits along with their mean profiles
for the standard therapy and the high dose of the new therapy. For simplicity, we will consider only this
two treatments (118 patients), but an extension for modeling the four treatments is straightforward. Ho
& Lin (2010) showed that both subject-specific intercepts and slopes are positively skewed and that there
are outliers at the level of the random effects, indicating the need of a robust model that accommodates
the random effect skewness. Ho & Lin (2010) suggests a robust linear mixed model using the skew t
distribution, however the paper does not take into account a possible serial correlation, despite the fact that
the repeated measures of each subject were collected over time.
Thus, it is of practical interest to develop a statistical model with considerable flexibility in the
distributional assumptions of the random effects as well as the error terms, and that can accommodate
some possible within-subject serial correlation. Following Ho & Lin (2010) and based on the trajectories
presented in Figure 5, we propose to fit the model
Yi = (β0 + b0i)1ni + (β1 + b1i)xi + β2x
2
i + β3 NTi + i, i = 1, . . . , 118,
where Yi is the BRPS score vector divided by 10 for the ith participant, 1ni is the all-ones vector of length
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ni, xi = (xi1, . . . , xini)
>, with xij taken as (time - 3)/10 with time being measured in weeks from the
baseline, x2i = (x
2
i1, . . . , x
2
ini
)>, and NTi is an all-ones vector if the ith subject received the new therapy
and an all-zeros vector otherwise. We fit the SMSN-LMM considering the covariance structures presented
in Subsection 2.3 and preserving the last three observations from subjects with identification (ID) numbers
204 and 1608 for prediction evaluation purposes.
Table 6 presents AIC and BIC criteria for all distributions and covariance structures considered. The
lowest value for both criteria is the one from the AR(1)-ST-LMM and therefore this model is selected for
further analyses. Table 7 summarizes the results from ML estimation of the AR(1)-ST-LMM. Moreover,
95% confidence intervals were calculated for β by considering the asymptotic normal approximation for the
distribution of ML estimators. We conclude that all parameters are significantly different from 0, except for
β3, the estimate of NT effect. This result corroborates the equivalent hypothesis of the new antipsychotic
drug.
Table 6: Selection criteria for fitting the SMSN-LMM to the schizophrenia data set. Bold values indicate the smallest value from each
criterion.
AIC BIC
distribution
CI AR(1) AR(2) AR(3) DEC CI AR(1) AR(2) AR(3) DEC
SN 1566.4 1542.1 1544.1 1542.7 1544.1 1610.2 1590.3 1596.6 1599.7 1596.6
ST 1489.6 1456.1 1458.1 1457.2 1457.9 1537.8 1508.7 1515.1 1518.5 1514.9
SSL 1499.0 1464.6 1466.5 1465.4 1466.3 1547.2 1517.2 1523.5 1526.7 1523.3
SCN 1502.7 1470.2 1472.1 1470.8 1471.9 1555.3 1527.2 1533.5 1536.6 1533.3
The estimated standard error of the skewness parameter is very large, and since simulations studies
showed that these estimates are often not reliable, we performed a likelihood ratio test for testing the
hypothesis H0 : λ = 0, as described in Subsection 3.4. Since there are two restrictions under H0, the
asymptotic distribution of Λn is χ22. We have Λn = 35.832, hence the p-value of the likelihood ratio
test is P (χ22 > 35.832) ≈ 0 and we conclude that the asymmetric model is necessary for modeling the
schizophrenia data set, corroborating previous studies.
Table 7: ML results from fitting the AR(1)-ST-LMM to the schizophrenia data set, where F = D1/2.
Parameter Estimate Std. error 95% CI
β0 2.58 0.18 2.22 2.93
β1 -1.57 0.43 -2.40 -0.73
β2 5.97 0.76 4.48 7.46
β3 -0.17 0.16 -0.47 0.14
σ2e 0.27 0.05
φ 0.60 0.16
F11 1.13 0.41
F12 1.24 0.30
F22 2.32 0.68
λ1 10.53 127.92
λ2 13.15 167.75
ν 4.11 -
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Figure 6: Evaluation of fit and prediction for six random subjects of the schizophrenia data set, who are identified by their ID on title.
Figure 6 presents trajectories of six random subjects along with their fitted and predicted values,
indicating adequacy of the proposed model. Moreover, to assess the goodness of fit of the selected model,
we construct a Healy-type plot, as described in Subsection 3.5, for the AR(1)-N-LMM, AR(1)-SN-LMM,
AR(1)-t-LMM and AR(1)-ST-LMM. Since Healy’s plot requires all subject to have the same number of
observations, for this analysis the non-observed measurements were imputed by the prediction procedure
described in Subsection 3.2. From Figure 7 one can see that the skew-t model (d) is closer to the identity line
than the competitive models, corroborating with the likelihood ratio test result for the asymmetry parameter
and illustrating the gain in considering heavy-tailed distributions.
In order to evaluate the adequacy of the selected dependence structure, we compute the empirical
autocorrelations as in (24) for CI-ST-LMM and AR(1)-ST-LMM. The results are presented in Figure 8
and show that the empirical autocorrelation at lag 3 is significantly different from 0 for the conditionally
independent model, indicating that there are some dependence not accommodated by the CI-ST-LMM,
where as for the autoregressive model no significant autocorrelations are observed, indicating that the
correlation structured from the AR(1)-ST-LMM is appropriate.
In the interest of detecting outlying observations, Figure 9(a) presents the Mahalanobis distance and the
99% quantile from its theoretical distributions (as discussed in Subsection 3.5), by number of observations,
once not all patients concluded the study. From this analysis, only subject with ID 348 is classified as
a possible outlier. Furthermore, from Figure 9(b) one can see that the weights (ûi) are close to zero for
the subjects with large Mahalanobis distance, illustrating the distribution’s capability of accommodating
discrepant observations, in spite of the skew-normal distribution (in which all observations have the same
weight). Finally, plots (c) and (d) show the decomposition of the Mahalanobis distance as in (23), suggesting
outlying observations only at the within-subject level.
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Figure 7: Healys plot for assessing the goodness-of-fit of fitted models.
6. Concluding remarks
We proposed a likelihood approach for estimation via an EM-type algorithm, model evaluation and
inference of linear mixed models under scale mixture of skew-normal distributions with within-subject
correlation, considering some useful dependence structures. This work generalizes the results of Lachos
et al. (2010) by developing some additional tools and making robust inferences in practical data analysis.
Several simulation studies were performed in order to evaluate the proposed model. The proposed methods
were implemented as part of the new R package skewlmm (Schumacher et al., 2020), which is available for
download at the CRAN repository (R Core Team, 2019).
A promising avenue for future research is to consider the class of generalized hyperbolic (GH)
distributions (Browne & McNicholas, 2015) which is generated by a variance-mean mixture of a
multivariate Gaussian with a generalized inverse Gaussian (GIG) distribution. This rich family of GH
distributions include some well-known heavy-tailed and symmetric multivariate distributions including the
Normal Inverse Gaussian and some members of the family of scale-mixture of skew-normal distributions.
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Figure 9: Mahalanobis distances (a) and its decomposition (c) and (d) by number of observations for each subject and Mahalanobis
distances versus ûi (b) for the AR(1)-ST-LMM fitted to the schizophrenia data set. The blue dashed line indicates the theoretical 99%
quantile as discussed in Subsection 2.1 and the black line indicates the weight for the skew-normal model.
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Appendix
A. Derivatives of information matrix
Substituting H in equations (21) and (22) for each distribution considered in this work, yields the
following results:
• Skew–t:
IΦi (w) =
2wνν/2Γ(w + ν/2)
Γ(ν/2)(ν + di)ν/2+w
T
(√
ν + 2w
di + ν
Ai; ν + 2w
)
, and
Iφi (w) =
2wνν/2Γ(ν2 + w)√
2piΓ(ν/2)(di + A2i + ν)
ν
2+w
.
• Skew–slash:
IΦi (w) =
ν2ν+wΓ(ν + w)
dν+wi
P1
(
ν + w,
di
2
)
E{Φ(S1/2i Ai)}, and
Iφi (w) =
ν2ν+wΓ(ν + w)√
2pi(di + A2i )
ν+w
P1
(
ν + w,
di + A
2
i
2
)
,
where Si ∼ Gamma(ν + w, di2 )I(0,1).
• Contaminated skew–normal:
IΦi (w) =
√
2pi{ν1νw−1/22 φ1(
√
di; 0,
1
ν2
)Φ(ν
1/2
2 Ai) + (1− ν1)φ1(
√
di)Φ(Ai)}, and
Iφi (w) =
√
2pi{ν1νw−1/22 φ1(
√
di; 0,
1
ν2
)φ1(ν
1/2
2 Ai) + (1− ν1)φ1(
√
di)φ1(Ai)}.
In order to obtain the score vector in (20), we also need the derivatives given next.
Let F˙r =
∂F
∂αr
, r = 1, . . . , q(q + 1)/2 and R˙s =
∂R
∂φs
, s = 1, . . . , p.
• For log |Ψi|:
∂ log |Ψi|
∂τ
= 0, for τ = β,λ and ν,
∂ log |Ψi|
∂σ2e
= tr(Ψ−1i Ri),
∂ log |Ψi|
∂αr
= tr(Ψ−1i Zi(F˙rF + FF˙r)Z
>
i ), for r = 1, . . . , q(q + 1)/2,
∂ log |Ψi|
∂φs
= σ2e tr(Ψ
−1
i R˙is), for s = 1, . . . , p.
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• For Ai:
∂Ai
∂β
= − 1
ai
X>i Ψ
−1
i ZiFλ,
∂Ai
∂λ
=
1
ai
FZ>i Ψ
−1
i (yi −Xiβ − 2cZi∆)−
1
a2i
AiF−1ΛiF−1λ +
c di
ai(1 + λ
>λ)
δ,
∂Ai
∂σ2e
= − 1
ai
λ>FZ>i Ψ
−1
i RiΨ
−1
i (yi −Xiβ − cZi∆)−
1
2σ4ea
2
i
Aiλ
>F−1ΛiZ>i R
−1
i ZiΛiF
−1λ,
∂Ai
∂αr
=
1
ai
λ>F˙rZ>i Ψ
−1
i (yi −Xiβ − cZi∆)−
c
ai
∆>Z>i Ψ
−1
i ZiF˙rλ
− 1
ai
λ>FZ>i Ψ
−1
i Zi(F˙rF + FF˙r)Z
>
i Ψ
−1
i (yi −Xiβ − cZi∆)
+
1
2a2i
Aiλ
>F−1(F˙rF−1Λi + ΛiF−1F˙r −ΛiF−1(F˙rF−1 + F−1F˙r)F−1Λi)F−1λ,
for r = 1, . . . , q(q + 1)/2,
∂Ai
∂φs
= −σ
2
e
ai
λ>FZ>i Ψ
−1
i R˙isΨ
−1
i (yi −Xiβ − cZi∆)
− 1
2σ2ea
2
i
Aiλ
>F−1ΛiZ>i R
−1
i R˙isR
−1
i ZiΛiF
−1λ, for s = 1, . . . , p,
where ai = (1 + λ>F−1ΛiF−1λ)1/2 and di = λ>FZ>i Ψ
−1
i ZiFλ.
• For di:
∂di
∂β
= −2X>i Ψ−1i (yi −Xiβ − cZi∆),
∂di
∂λ
=
−2c√
1 + λ>λ
(
F− δ∆>
)
Z>i Ψ
−1
i (yi −Xiβ − cZi∆),
∂di
∂σ2e
= −(yi −Xiβ − cZi∆)>Ψ−1i RiΨ−1i (yi −Xiβ − cZi∆),
∂di
∂αr
= −(yi −Xiβ − cZi∆)>Ψ−1i Zi(F˙rF + FF˙r)Z>i Ψ−1i (yi −Xiβ − cZi∆),
−2cδ>F˙rZ>i Ψ−1i (yi −Xiβ − cZi∆), for r = 1, . . . , q(q + 1)/2,
∂di
∂φs
= −σ2e(yi −Xiβ − cZi∆)>Ψ−1i R˙isΨ−1i (yi −Xiβ − cZi∆), for s = 1, . . . , p.
B. Important results
In this section we present some results that are useful for proving the results given in this paper.
Lemma 1. Let Ap×p , Bp×n , Cn×n , and Dn×p. If A−1 and C−1 exist, then
(A + BCD)−1 = A−1 −A−1B(C−1 + DA−1B)−1DA−1.
Proof. This result is well-known as Woodbury matrix identity (Woodbury, 1950).
Lemma 2. Let Y ∼ Nn(µ,Σ). Then for any fixed k-dimensional vector a and any k × n matrix B,
a) E {Φk(a + BY | η,Ω)} = Φk(a | η −Bµ,Ω + BΣB>); and
b) E {φk(a + BY | η,Ω)} = φk(a | η −Bµ,Ω + BΣB>).
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Proof. See Arellano-Valle et al. (2005).
Lemma 3. Let Y ∼ Np(µ,Σ) and X ∼ Nq(η,Ω). Then
φp(y | µ + Ax,Σ)φq(x | η,Ω) = φp(y | µ + Aη,Σ + AΩA>)×
φq(x | η + ΛA>Σ−1(y − µ−Aη),Λ),
where Λ = (Ω−1 + A>Σ−1A)−1.
Proof. See Arellano-Valle et al. (2005).
Lemma 4. Let Z ∼ SNp(λ), with zero mean and identity matrix variance, then the moments generator
function of Z is
MZ(s) = 2 exp
{
1
2
s>s
}
Φ1(δ
>s), s ∈ Rp.
Proof. See Lachos (2004).
Lemma 5. Let V ∼ gamma(α, β), then for any a, b ∈ R
E
{
Φ
(
a
√
V + b
)}
= P
{
T ≤ a
√
α/β
}
,
where T is a random variable distributed as a non-central t-student with 2α degrees of freedom and
non-centrality parameter −b.
Proof. See Azzalini & Capitanio (2003).
Lemma 6. Let Y ∼ SMSNp(µ,Σ,λ;H) and X ∼ SMNp(µ,Σ;H), then for any even function g, g(Y −
µ) has the same distribution as g(X− µ).
Corollary 1. Let Y ∼ SMSNp(µ,Σ,λ;H) and X ∼ SMNp(µ,Σ;H), then the Mahalanobis distance
from the asymmetrical class d = (Y − µ)>Σ−1 (Y − µ) has the same distribution as the one from the
symmetrical class (X− µ)>Σ−1 (X− µ).
Proof (Lemma 6 and Corollary 1). See Lachos & Labra (2014).
C. Extra simulation study
This simulation study aims to investigate the impacts on the estimation of not correcting the mean of
bi, that is, to consider the model bi
i
 ind.∼ SMSNq+ni
 0
0
 ,
 D 0
0 Σi
 ,
 λ
0
 , H
 , i = 1, . . . , n. (25)
By centering the distribution of bi in 0, we get E{bi} =
√
2
pi∆E
{
U
−1/2
i
}
, i = 1, . . . , n, where
E
{
U
−1/2
i
}
is given in Table 1.
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In order to evaluate the impacts of the formulation in (25) in β̂, following the idea from Subsection 4.2
we generated 500 Monte Carlo data sets from the model
Yi = 1 + 2Xi + bi + i, i = 1, . . . , 100,
where Xi = (xi1, . . . , xi10)>, with xij being generated from the U(0, 2) distribution, for i = 1, . . . , 100
and j = 1, . . . , 10. Let Ri be the AR(2) dependence matrix, as given in Subsection 2.3, with φ1 = 0.6 and
φ2 = −0.2. Two scenarios were considered:
a) bi
iid.∼ ST1(0, 2, 3, 6) and i ind.∼ t10(0, 0.25Ri, 6); and
b) bi
iid.∼ SN1(0, 2, 3) and i ind.∼ N10(0, 0.25Ri).
Figure 10 presents boxplots of the bias of β̂0 and β̂1 for both scenarios of data generation and for
estimating the four distributions considered. We can see a bias on the estimation of β̂0, even when the correct
distribution is considered, that does not seem to happen when the model is centered such that E{bi} = 0,
as shown in Figure 3. It is worth noting that the bias only appeared at the intercept, which is where the
random effect was inserted.
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Figure 10: Extra simulation study. Boxplots of the bias of βˆ0 and βˆ1 when generating data from both scenarios considered –(a) ST
and (b) SN– and estimating the four models.
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