In this study, the statistical powers of Kolmogorov-Smirnov two-sample (KS-2) and Wald Wolfowitz (WW) tests, non-parametric tests used in testing data from two independent samples, have been compared in terms of fixed skewness and fixed kurtosis by means of Monte Carlo simulation. This comparison has been made when the ratio of variance is two as well as with equal and different sample sizes for large sample volumes. The sample used in the study is: (25, 25), (25, 50), (25, 75), (25, 100), (50, 25), (50, 50), (50, 75), (50, 100), (75, 25), (75, 50), (75, 75), (75, 100), (100, 25), (100, 50), (100, 75), and (100, 100). According to the results of the study, it has been observed that the statistical power of both tests decreases when the coefficient of kurtosis is held fixed and the coefficient of skewness is reduced while it increases when the coefficient of skewness is held fixed and the coefficient of kurtosis is reduced.
Introduction
Two-sample statistical comparison is one of the most important hypothesis tests in the field of social sciences. Parametric or non-parametric procedures are used in this comparison. It is an important detail that the population distribution of the data was considered while using those procedures. In the case where the assumptions such as normality and variance homogeneity are broken, non-parametric statistical tests are suggested. In the cases when the data are not distributed normally, it is known that the non-parametric statistical procedures are stronger than the parametric ones. If the data received from two independent samples are to be tested with non-parametric procedures, Kolmogorov Smirnov two-sample (KS-2) test and Wald Wolfowitz (WW) test are two of the probable tests to be used.
These two tests are often in competition with each other when the researchers select a technique for data analysis. Both KS-2 test and WW test are non-parametric tests used in testing sequenced data. Both testing methods have been designed to test the null hypothesis advocating that both populations have similar distributions against the alternative hypothesis advocating both distributions are somehow different.
The main goal of this study is to compare the statistical powers of KS-2 test and WW test when the ratio of skewness is reduced in the case of fixed kurtosis and when the ratio of kurtosis is reduced in the case of fixed skewness by means of Monte Carlo simulation.
The Tests Through Which the Power Comparison Is to Be Made KS-2 Test
The Russian mathematician Kolmogorov developed a one-sample goodness of fit test for sequenced data in 1933 (Conover, 1999) . Daniel stated that the KS-2 test was developed by Smirnov but it was named as Kolmogorov because of its similarity with the Kolmogorov one-sample test (Daniel, 1990) . The KS-2 test is a general and comprehensive test that may be used if the populations of the two independent samples are equal or not (Higgins, 2004) . Conover (1999) has suggested some assumptions for the KS-2 test. They are: Each sample has randomly been selected from the population it represents; The used measurement scales are at least sequenced; The primarily observed variable is a continuous variable; The two samples are independent from each other. Conover (1999) and Sheskin (2000) defined the data as follows: Take S 1 (x) as sample cumulative distribution function of X 1 , X 2 , …, X n1 . Take S 2 (x) as sample cumulative distribution function of Y 1 , Y 2 , …, Y n2 . Marascuilo and McSweeney (1977) presented a distribution-free hypothesis in order to compare if there was any general differences between two populations. According to those statisticians, the zero and alternative hypotheses are as follows:
H 0 : There is no difference between the two populations; or for all x's, H 0 :
Ha: There are some differences between the two populations; or at least for one value of x, F(x) ≠ G(x). According to Daniel, the test statistic for low and large sample in KS-2 test is defined by
The decision rule of the hypothesis is as follows: If the observed D is higher than or equal to a critical value for the (α) level of significance, then the null hypothesis is rejected. In this case, it is said that there is a significant difference between the two populations.
WW Test
It is a method developed in 1940 by the Romanian mathematician Wald and Polish mathematician Wolfowitz, and uses the runs approach in searching the similarity between two sets of data (Magel & Wibowo, 1997) . This test used depends on the replications of the population differences in the case when there are two samples. However, WW sequenced numbers test may also be applied to the angular data (Sprent & Smeeton, 2001) . When applying WW runs test, the null hypothesis arguing that the distribution characteristics of the two continuous populations are equal is tested (Sahai & Khurshid, 2002 The two samples are independent from each other; The variable to be tested is a continuous variable (Daniel, 1990) .
In the configuration of the data sequence in the light of those assumptions, the following path is followed: All 2 1 n n N + = observations are sequences from the low towards the higher and those observations are positioned in one line such
Replace any observation in this line that comes from the first sample by one, and from the second sample by two;
For the WW sequence numbers test, the T test statistic is the number of changes from one to two and from two to one (Mehta & Patel, 1996) .
According to Daniel, the null and alternative hypotheses are as follows: H 0 : X's and Y's come from two identical populations.
The population of X's and the population of Y's are different from each other (Daniel, 1990) . Please find below the formula when one wants to apply the WW sequenced numbers test by using large samples: 
where R is the number of runs. In the cases when the large sample approach is in question, the test statistic to be calculated by means of this formula is compared with the values obtained from the standard normal table for the previously determined level of significance (Daniel, 1990) . If the Z value is lower than or equal to the table value, the H 0 hypothesis is rejected at the significance level of α.
According to Roese, equation (2) is used in the cases when the sample sizes are not equal and one of either n 1 or n 2 is higher than 20 or if the sample sizes are equal and one of either n 1 or n 2 is higher than 100 (Roese, 2011) .
Skewness and Kurtosis Concepts
The skewness and kurtosis are each specified by Balakrishnan and Nevzorov (2003) and Joanest and Gill (1998) . The skewness and kurtosis standards are initially developed by Pearson in 1895 (Balakrishnan & Nevzorov, 2003) . According to Pearson, the skewness is shown with equation (3):
And the kurtosis is shown with equation (4): (4) where:
is the second central moment of the population distribution function; is the third central moment of the population distribution function; is the fourth central moment of the population distribution function. To calculate the skewness and kurtosis, Algina, Olejnik, and Ocanto (1989) suggested the following formulas:
(5) (6) According to Algina, Olejnik, and Ocanto (1989) , 0 and 3 for a normal distribution. Balakrishnan and Nevzorov (2003) defined 0 as a positive skewness; 0 as a negative skewness; and 3 as a normal distribution; 3 as a slight kurtosis distribution; and 3 as a very kurtosis distribution.
Monte Carlo Study
The Monte Carlo simulation has been used in this study aiming to compare the statistical power of the KS-2 test and WW test. The Monte Carlo simulation is defined as an approach presenting an alternative to analytic mathematics to find out the sample distribution of a statistic and the evaluation of its behavior in random samples. In Monte Carlo simulation, a statistic is experimentally calculated by using random samples taken from simulated data of a known population (Mooney, 1997) .
In this study, the Monte Carlo simulation has been conducted through the SAS 9.00 computer program. The RANNOR procedure in the SAS program is used to generate random numbers from a normal distribution having an average of zero and standard deviation of one. After organizing the sample code in relation to the different skewness and kurtosis values, the power simulations are shown through PROC NPAR1WAY procedure.
This study aims to compare the statistical powers of KS-2 and WW tests due to the change of the coefficient of the skewness and kurtosis in the case where the ratio of the variances is held fixed at two. For this purpose, the coefficient of kurtosis (γ 2 ) has been taken as fixed and zero, the coefficient of skewness (γ 1 ) is reduced from 0.75 to 0.00 and then the coefficient of skewness (γ 1 ) has been taken as fixed and zero and the coefficient of kurtosis (γ 2 ) has been reduced from 3.75 to -1.00, and the changes in the statistical power of these two tests have been measured. For both the coefficient of skewness in the case of fixed kurtosis and the coefficient of kurtosis in the case of fixed skewness, the power function developed by Fleishman has been used. There are four distributions with zero coefficient of kurtosis and 20 distributions with zero coefficient of skewness in power function of Fleishman, which is used in this study.
In comparing the statistical powers of KS-2 and WW tests in both fixed skewness and kurtosis, four equal and 12 non-equal, in all 16 large sample volumes have been used. The sample volumes used in the study are (25, 25), (25, 50), (25, 75) , (25, 100), (50, 25), (50, 50), (50, 75), (50, 100), (75, 25), (75, 50), (75, 75), (75, 100), (100, 25), (100, 50), (100, 75), and (100, 100).
In this study aiming to compare the statistical powers of two non-parametric tests in the case of fixed skewness and fixed kurtosis, the α level of significance has been taken as 0.05. In the study, four distributions with fixed and zero coefficient of kurtosis, and 20 distributions with fixed and zero coefficient of skewness, and 16 different sample volumes have been used. However, the ratio of variances has been taken as fixed at two. Therefore, totally 384 different syntaxes have been written for KS-2 and WW tests and 30,000 replications have been conducted for every case.
Simulation Results

Results for the Cases of Fixed Kurtosis
The simulation has been carried out for four distributions in the case of fixed and zero coefficient of kurtosis. According to the results of the simulation, a decrease is observed in the statistical powers of both tests when the coefficient of kurtosis is taken fixed while the coefficient of skewness is reduced. The greatest decrease in statistical power is observed when the coefficient of skewness reduces from 0.75 to 0.50. The least power decrease is observed when coefficient of skewness reduces from 0.25 to 0.00.
When the skewness value is reduced in the case of fixed kurtosis, the WW test is stronger in sample volumes (25, 25), (25, 50), (25, 75), (25, 100), (50, 75), and (50, 100), while KS-2 test is stronger in other sample volumes. The simulation results of the case of fixed kurtosis are shown in Table 1 . 
Results for the Cases of Fixed Skewness
A simulation was conducted for 20 different cases while the coefficient of skewness is taken fixed at zero. According to the simulation results, the statistical powers of both tests have been observed to increase when the coefficient of skewness is taken fixed and the coefficient of kurtosis is reduced. The greatest increase in statistical powers has occurred when the coefficient of kurtosis reduces from 0.75 to -1.00 in the case of fixed skewness. The least power increase is observed when the coefficient of kurtosis reduces from 3.75 to 3.50 in the case of fixed skewness.
When the coefficient of skewness is reduced from 3.75 towards -1.00 in the case of fixed skewness, WW test is stronger in sample volumes (25, 25) , (25, 75) , (25, 100), and (75, 25) while KS-2 test is stronger in other sample values in terms of statistical power. The simulation results obtained due to the reduction of the skewness values in the case of fixed skewness are shown in Table 2 . 
