The 68th Cold Spring Harbor Symposium celebrated an extraordinary accomplishment in molecular biology: determination of the human genomic sequence. This landmark achievement highlights the rapid and steady progress that has occurred over the past 50 years beginning with the Watson-Crick model of DNA and culminating in the nearly complete specification of our genetic inheritance. In contrast, the 69th Symposium deals with a topic, epigenetics, that was already 25 years old at the time of the Watson-Crick model, and yet the salient features of epigenetic phenomena have remained almost as mysterious now as when they were first described.
The experimental study of epigenetics began when H.J. Muller discovered a remarkable class of mutations that appeared following X-ray irradiation of flies (Muller 1930) . This phenomenon, called position-effect variegation (PEV), is the unstable expression of a gene that results when chromosome breaks juxtapose it to heterochromatin, the cytologically condensed regions of chromosomes (Spofford 1976) . Although Muller first observed the phenomenon in rearrangements that affect the white eye color gene, similar effects have been found for many other types of genes and in organisms ranging from animals to fungi to plants (Richards and Elgin 2002) .
Three striking features that are apparent from PEV phenotypes continue to intrigue us today. First, PEV appears to be an all-or-none phenomenon. This is readily apparent in a modern example of classical PEV seen in Figure 1 , which shows a fly that harbors a variegating allele of a green fluorescent protein (GFP) gene that had been juxtaposed to heterochromatin by a chromosomal rearrangement. The gene shows its normal level of expression in some tissues of the eye, but appears to be completely inactive in other tissues. Second, inactivation is patchy, as though a decision was made as to whether or not to be active, and that decision was inherited through multiple rounds of cell division. Finally, the patterns of expression are completely different between the two eyes of this fly, as if such decisions could occur essentially at random throughout development. These three features, all-or-none expression, heritability, and random decisions between states, are characteristic of epigenetic phenomena in general.
We have attempted to understand these prominent features of PEV by applying modern visualization tools and reporters to the problem. We first describe the use of a Drosophila genetic system for probing the accessibility of a promoter that is subject to PEV (Ahmad and Henikoff 2001b ). This experimental system has provided insights into the all-or-none and stochastic nature of PEV. Next, we describe a Drosophila cytological system for observing dynamic chromatin changes during the cell cycle that might be involved in epigenetic phenomena (Ahmad and Henikoff 2001a) . We have applied this system to the study of variant H3 histones, where we have uncovered a distinct pathway for nucleosome assembly that takes place at active genes (Ahmad and Henikoff 2002c) . This discovery motivated a biochemical approach to ascertain the relationship between H3 variants and their covalent modifications (McKittrick et al. 2004) . We propose that nucleosome assembly pathways represent fundamental means of differentiating chromatin states that can account for precise inheritance of chromatin memory and PEV through multiple rounds of cell division. 
EPIGENETIC PHENOTYPES AND NUCLEOSOME DYNAMICS Probing Heterochromatin during Drosophila Development
To study PEV during development, we introduced a novel in vivo reporter system ( Fig. 2A) . Our starting line harbored a P transposon that contained a set of five tandem yeast GAL4 binding sites upstream of a gene encoding GFP (UASGFP), inserted into a euchromatic site (Ahmad and Henikoff 2001b) . The transposon also contained a mini-white eye color gene, which provided a reporter for selection of PEV mutants. After X-ray irradiation to induce chromosomal rearrangements, we screened for progeny that showed classical white variegation. We then subjected lines to P-element mobilization, which allowed us to select for more severe variegators (Dorer and Henikoff 1994) . The PEV nature of these mutant lines was confirmed by showing that variegation was suppressed at elevated temperature and in the presence of a Su(var)205 mutation, a suppressor of PEV that encodes Heterochromatin-associated Protein 1 (HP1) (Weiler and Wakimoto 1995) .
When two genes are present on a transposon and one is subject to PEV, it is generally observed that the other gene variegates as well. To test for variegation of the UASGFP gene in lines showing mini-white variegation, we crossed each line to flies that produce GAL4, which activates the UASGFP gene when bound to its upstream activation sequence (Ahmad and Henikoff 2001b) . Expression was assayed in eye discs of third instar larvae. Using a "driver" (GawB) that expresses GAL4 beginning in the early larval period and continuing throughout development, we observed patchy expression relative to the uniform expression that is characteristic of wild-type, indicating PEV of UASGFP (Fig. 2B) . Patches appeared clonal, often crossing the morphogenetic furrow that separates proliferating from differentiated cells as it moves from posterior to anterior of the disc. Interestingly, silencing in the same UAS-GFP lines was less pronounced in the presence of GAL4 produced by a driver (A5C) that began to express during early embryonic development, and silencing was more severe using a driver (GMR) that expressed behind the morphogenetic furrow during pupal development (Fig. 2B ). Such differences could not be accounted for by differences in the amount of GAL4 produced, because these levels were estimated to be highest in tissues expressing GAL4 only in differentiated cells (GMR), which showed the strongest degree of silencing (Fig. 2B ).
Activation Depends on Transcription Factor Abundance
A simple explanation for different degrees of silencing produced by drivers that turn on at different times during development is that heterochromatin usually, but not always, prevents GAL4 from gaining access to its binding site. However, once GAL4 binds, then the gene remains active throughout the remainder of development. In this way, the longer that GAL4 is available in developing tissue, the higher the probability that it will bind and permanently activate expression. This hypothesis predicts that the probability of expression will also be increased by higher concentrations of GAL4. Indeed, this is the case; we found that two drivers that begin expression at the same early time in development but at approximately tenfold different levels (A5C and arm) show corresponding differences in the probability of activation (Fig. 2B) . Further support for this hypothesis came from the detection of spontaneous activation in cultured discs on both sides of the morphogenetic furrow (Ahmad and Henikoff 2001b) . These observations imply that heterochromatin is in a dynamic state, because yeast GAL4, which can act in Drosophila only once it is bound, appears to gain access to its binding site in heterochromatin in a stochastic manner at any time during development.
Our conclusion that heterochromatin is dynamic (Ahmad and Henikoff 2001b and Henikoff , 2002a later received strong support from fluorescence recovery after photobleaching Figure 2 . Dependence of PEV on transcription factor concentration (Polach and Widom 1995) . (A) Schematic diagram of a system for probing heterochromatin during Drosophila development. GAL4 controls expression of the UAS-GFP reporter gene located either in its normal position (top) or juxtaposed to constitutive heterochromatin (bottom). (B) Eye-antennal imaginal discs expressing UAS-GFP under control of GAL4 driven by the GMR eye-and differentiation-specific enhancer (GMR), by the GawBT80 larval enhancer (GawB), by the strong Actin5C (A5C) embryonic enhancer, and by the weak armadillo (arm) embryonic enhancer. The reporter gene is on a wild-type chromosome (left column) and is subject to PEV in two different lines (center and right column). Arrowheads, the location of the morphogenetic furrow. Enhancer to reduce the frequency of unwrapping, thus disfavoring intermediate formation and reducing the availability of factor-binding sites. The model also can explain the dependence of activation frequency on transcription factor concentration observed in our in vivo assay (Fig. 2B) ; examination of the equilibrium equations reveals that the ratio of active to silent tissue should be directly proportional to the concentration of transcription factor (see the Fig. 3 legend) . Finally, the model provides an intuitive explanation for both the on-off and the stochastic nature of PEV. So, although PEV is notorious as a long-range effect, the ultimate nature of silencing (but not "spreading") is a process that may be understood in molecular detail at the level of a single nucleosome.
NUCLEOSOME ASSEMBLY PATHWAYS DISTINGUISH CHROMATIN STATES How Are Chromatin States Inherited?
The dynamic nature of heterochromatin makes the problem of propagating the heterochromatic state through rounds of cell division seem even more mysterious. If the silent state is unstable, with HP1 and other chromatin-associated proteins rapidly exchanging, why is PEV so often clonal? This question of epigenetic memory is a general one that appears to underlie most cases of developmental decisions that are remembered through multiple rounds of cell division.
One possible way that epigenetic memory might be inherited is by replication of histone modifications. This possibility has generated much excitement in the chromatin field in recent years with the realization that active and silent chromatin are differentially modified by enzymes that have been implicated in the specification of chromatin states (Jenuwein and Allis 2001; Grewal and Elgin 2002) . Furthermore, the binding of HP1 to H3K9me provides a direct link between this particular histone modification and the heterochromatic state. However, the process whereby modifications are replicated has remained unclear. This is a serious problem, because old nucleosomes are randomly distributed intact behind the replication fork (Leffak et al. 1977; Yamasu and Senshu 1990) , leading to dilution of epigenetic signals by a factor of 2 and loss of precision with each cell division. Chromatin inheritance appears to be unlike DNA methylation, which is maintained by the Dnmt1 DNA methyltransferase with base-pair precision behind the replication fork (Leonhardt et al. 1992) . Thus far, no mechanism is known that can replicate modifications on histones following DNA replication.
Our work on histone variants provides a potential solution to this enigma. We have discovered that a histone 3 variant, H3.3, replaces canonical H3 at active loci via a distinct pathway of replication-independent nucleosome assembly (Ahmad and Henikoff 2002c) . The fact that H3 is not used by this pathway provides a distinction between active and inactive chromatin states. Replicationindependent deposition may serve to replenish a histone mark by replacing histones at active genes throughout the cell cycle. studies of the key component of heterochromatin, HP1 (Cheutin et al. 2003; Festenstein et al. 2003) . HP1 associates with chromatin with a residence time of only several seconds. The dynamic nature of heterochromatin is surprising given the perception that it reflects a condensed state, indicating the need to consider dynamic models of heterochromatin to explain PEV. An attractive possibility comes from a proposal by Widom and colleagues based on their in vitro studies of the accessibility of a DNAbinding site when it is wrapped up in a nucleosome (Polach and Widom 1995) . They hypothesized that an equilibrium exists between a conformation in which a binding site is inaccessible because it is wrapped and a conformation in which the site is accessible because it is unwrapped. We expect that in the wild-type euchromatic situation, this equilibrium would not be directly observable, because the unwrapped conformation would also be in equilibrium with an unwrapped factor-bound conformation, and this bound state would be strongly favored (Fig.  3) . However, if juxtaposition to heterochromatin increases the frequency of a nucleosome being wrapped, then there will be two relatively stable conformations (wrapped and factor-bound) separated by a transient unwrapped and unbound intermediate (Ahmad and Henikoff 2001b) . The existence of a distinct intermediate state is crucial, because in a two-conformation competition model (Dillon and Festenstein 2002) , each cell should show a time-averaged intermediate level of expression, not stochastic variegation.
Our dynamic equilibrium model fits with several known features of heterochromatin and PEV. HP1 is a dimer with two chromodomains that bind to methylated histone H3 lysine-9 (H3K9me), a modification that is especially abundant in heterochromatin (Jenuwein and Allis 2001) . H3 tails exit between the DNA gyres on either side of the nucleosomal dyad axis and associate with linker histones and linker DNA (Luger et al. 1997; Zheng and Hayes 2003) . Therefore, it is expected that the effect of HP1 binding, even briefly, to pairs of H3 tails would be 
. That is, the ratio of active to silent tissue should be directly proportional to transcription factor concentration. (Reprinted, with permission, from Ahmad and Henikoff 2001b [©Elsevier] .) To study changes that occur in nuclei during the cell cycle, we took advantage of the Drosophila Kc cell line in which the difference between early replicating euchromatin and late replicating heterochromatin is especially pronounced (Ahmad and Henikoff 2001a) . Brief pulses of nucleoside triphosphates or probing with an antibody against a component of the DNA replication apparatus provides a snapshot of replication forks at the time that cells are fixed for cytological observations. The formation of a chromocenter by the coalescence of all heterochromatin in a cell reveals a clear spatial distinction between early and late replication, thus identifying cell cycle stages in an unsynchronized population. To follow the behavior of particular nuclear proteins during the cell cycle, we constructed plasmids encoding fusions to GFP under control of a heat shock promoter, introduced the plasmids into Kc cells by transient transfection, and produced chimeric protein with a heat shock pulse.
When this cytological assay system was applied to the centromere-specific H3 variant, CID, we were surprised to find that CID-GFP localized to centromeres throughout the cell cycle, indicating replication-independent (RI) assembly (Ahmad and Henikoff 2001a) . Similar conclusions were reached by Sullivan and coworkers (Shelby et al. 2000) for CENP-A, the human centromere-specific H3 variant. In contrast, canonical H3 only deposited at replication forks in our assay (Ahmad and Henikoff 2001a) .
A control experiment led us to realize that there is a distinct RI pathway for nucleosome assembly that acts at active loci. We had expected that histone H4-GFP would deposit at all sites of H3 and CID localization in gap phase cells when produced in the same assay. It did, but it also localized elsewhere (Ahmad and Henikoff 2002c) . By far the most prominent site of RI deposition of H4-GFP was an rDNA array (confirmed by fluorescence in situ hybridization using an rDNA probe), with weaker labeling throughout the chromosome arms, but not in heterochromatin. Thus, H4, but not H3, is deposited during gap phase at particular loci.
H3 and H4 are folded together by histone chaperones upon synthesis and are always deposited as a unit (Mello and Almouzni 2001) , so we reasoned that the partner for H4 deposition at particular loci must be the replacement variant H3.3. Indeed, like H4, H3.3 was deposited in a replication-coupled (RC) manner during S phase and localized to an rDNA array and euchromatin during gap phases (Fig. 4) (Ahmad and Henikoff 2002c) . This differential behavior of H3 and H3.3 was unexpected, insofar as the RI form of histone 3 in Tetrahymena was shown to be interchangeable with the RC form (Yu and Gorovsky 1997) . It was assumed that H3 and H3.3 would be likewise interchangeable, with only four amino acid differences between them. However, these differences are responsible for completely different deposition behavior of the histones when produced in the same way during gap phase (cf. Fig. 5A and Fig. 5B ). The fact that H3.3 is 100% identical throughout its length in organisms as diverse as flies, humans, and clams suggested that this difference in nucleosome assembly behavior is a general feature of animal chromatin, and a comparable situation appears to hold in plants (Waterborg 1993) .
Distinct Substrate Requirements for Alternative Nucleosome Assembly Pathways
Three of the four amino acids that distinguish H3 from H3.3 are found in a cluster on the core (residues 87-90) and one lies on the amino-terminal tail (residue 31) (Malik and Henikoff 2003). Our gap phase incorporation assay revealed that H3 does not deposit into chromosomes at all when produced during G2 phase, but rather can be seen to accumulate throughout the cell at mitosis (Fig.  5B ). Swapping these residues from H3.3 into H3 led to partial deposition of the GFP fusion at the rDNA array for each of the three core residues (Fig. 5C ), but swapping the tail residue or swapping any single H3 residue into H3.3 had no effect. This suggests that something interacts with the three core residues of H3 and actively prevents its RI deposition.
Another sequence requirement that distinguishes RC from RI nucleosome assembly is a requirement for the amino-terminal tail. RC but not RI deposition of either H3 or H3.3 is gradually lost as more and more of the amino-terminal tail is removed (Ahmad and Henikoff 2002c ). Although we do not understand the basis for this restriction, it is interesting that yeast lack this requirement, and, like other ascomycetes, yeast lack the H3 (RC) form, having lost the canonical variant after splitting from basidiomycete fungi (Malik and Henikoff 2003) . Thus, ascomycetes have only the H3.3 form, which is ironic considering that most of our knowledge of chromatin comes from studies in budding yeast, whereas almost all studies of higher eukaryotic chromatin have used the more abundant H3 form. Our discovery of alternative chromatin assembly pathways based on substrate requirements has recently received direct biochemical support. Using affinity purification of tagged H3 and H3.3, Tagami et al. (2004) have found that soluble H3 is present in a complex with the RC-specific chromatin assembly factor 1 (CAF-1), and soluble H3.3 with the RI-specific histone regulator A (HIRA).
H3.3 Replaces H3K9me at Epigenetically Activated Loci
In tetraploid Drosophila Kc cells, RI assembly of H3.3 typically occurs at only one rDNA array (Ahmad and Henikoff 2002c) , despite the presence of multiple X chromosomes, each with a single rDNA array. The X chromosomes in Kc cells are of two different types based on the size of their rDNA arrays (Echalier 1997) . One X chromosome has undergone a large expansion of the rDNA locus relative to wild type, evidently an adaptation to culture conditions after the lines were established. We noticed that in quiescent cells, this "X-long" chromosome was always labeled with H3.3-GFP when produced during G2 (Fig. 6A) . The absence of RI deposition of H3.3-GFP at "X-short" does not appear to result from any permanent defect in X-short, because when cells are induced to grow, about half of them show RI deposition of H3.3-GFP at the rDNA locus on at least one of the X-short chromosomes (Fig. 6B ). This epigenetic change in an rDNA array is reminiscent of the well-known phenomenon of nucleolar dominance, where the rDNA array from one species in an interspecific hybrid is active while that from the other species is inactive (Pikaard 2000) . The similarity of RI deposition of H3.3 to epigenetic activation suggests that H3.3 is depositing at active, but not inactive rDNA arrays.
We could ascertain whether H3.3 deposits at sites of active or inactive rDNA arrays using an antibody to H3K9me, which decorates heterochromatin on all of the chromosome arms. At mitosis, the prominent labeling of X-long by H3.3-GFP falls into a large gap in the H3K9me pattern (Fig. 6 ). Close examination of the X-short rDNA arrays that display H3.3-GFP staining after induction reveals that these spots always fall within a gap in the H3K9me pattern (Fig. 6B, inset) . No such gaps were seen in uninduced cells, leading to the conclusion that gaps in H3K9me appeared as a consequence of induction, with concomitant deposition of H3.3 (Ahmad and Henikoff 2002c) . This replacement process must have occurred within the 16-hour time window between induction by feeding and fixation of the cells. Recently Spector and coworkers (Janicki et al. 2004 ) confirmed and extended this observation by inducing a large array for transcription by RNA Polymerase II in a human cell line and showing that H3K9me and HP1 disappear while H3.3 accumulates to high levels during an approximately onehour period. Therefore, the replacement of heterochromatin by H3.3 appears to be a general process that can occur rapidly upon transcriptional induction.
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H3.3 IS ENRICHED IN "ACTIVE" LYSINE MODIFICATIONS
If H3.3 marks active chromatin, then it should be enriched in covalent modifications that have been correlated with the active state. To test this, we fractionated histone 3 forms from Kc cells using reverse-phase high performance liquid chromatography (HPLC) (McKittrick et al. 2004) , which had previously been used by Waterborg to resolve alfalfa H3.1 (the plant RC form) and H3.2 (the RI form) (Waterborg 1990 ). When acid-extracted nuclear proteins were chromatographed, histone 3 resolved into two peaks (Fig. 7) . After ArgC protease digestion of HPLC fractions, we performed mass spectrometry. Based on the encoded difference at position 31, which is alanine in H3 and serine in H3.3, mass analysis of peptide 27-40 identified the first peak as H3 and the second peak as H3.3 (McKittrick et al. 2004 ).
Repeated measurements of relative peak heights revealed that H3.3 accounts for 24±3% of bulk histone 3 in Kc cells. This percentage is not significantly different from the fraction (26%) of the Drosophila genome that is transcribed in Kc cells ([176 Mb total genomic DNA -59 Mb heterochromatic -49 Mb intergenic]/176 Mb total genomic [Hoskins et al. 2002; Misra et al. 2002] [Schübeler et al. 2002] ). Therefore, H3.3 is sufficiently abundant to package all actively transcribed regions of the Drosophila genome.
The separation of H3 and H3.3 allowed us to ask whether they show differences in covalent modifications. To do this, we performed mass analysis of ArgC-digested H3 and H3.3 peptides using liquid chromatography with electrospray ionization mass spectrometry (LC/ESI MS) and tandem mass spectrometry (McKittrick et al. 2004) . We also measured modifications on H3 and H3.3 using modification-specific antibodies, assaying on western and slot blots and by enzyme-linked immunoabsorbent assays (ELISA). In all, we detected methyl and acetyl group on nine lysines (positions 4, 9, 14, 18, 23, 28, 36, 37, and 79) . All of these modifications are of residues that are identical between H3 and H3.3, and in no case did we detect a modification on one variant by LC/ESI MS but not on the other. However, there were numerous quantitative differences between H3 and H3.3 in the relative abundance of modifications. Relative to H3, H3.3 is enriched twofold to fivefold in di-and tri-methyl lysine 4, mono-and di-methyl lysine 79, and acetyl lysines 9, 14, and 23+28, whereas H3 is enriched in dimethyl lysine 9 (Table 1 ). In general, our results on Drosophila Kc cells correspond well to those reported for alfalfa H3.1 and H3.2 by Waterborg (1990) , who assayed modifications using Edman degradation analysis (Table 1) . In both cases, hyperacetylation of tail lysines and enrichment of methylated K4 are found for the RI form and enrichment of dimethylated K9 is found for the RC forms of histone 3. Therefore, differences between RC and RI forms of histone 3 in the relative abundances of histone modifications are consistent between plants and animals. Lysine modifications are also highly abundant in plants and animals, with usually only a minority of each lysine residue on one or the other form of histone 3 remaining unmodified when measured in bulk (Waterborg 1990; McKittrick et al. 2004 ).
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HENIKOFF, MCKITTRICK, AND AHMAD Figure 7 . Abundance of H3.3 in a Drosophila cell line (McKittrick et al. 2004 ). Acid-extracted histones from Kc cells were injected onto a reverse-phase HPLC column in 30% acetonitrile 0.1% trifluoroacetic acid. All histone 3 eluted in the two peaks shown here, and the peaks were determined to be composed of pure histone 3 by SDS PAGE and Coomassie staining. The relative abundance of the two peaks was determined by integrating the area under each curve (gray and black areas) and averaging over multiple measurements. (McKittrick et al. 2004) .
b Determined by Edman analysis (Waterborg 1990 ).
somes could be sufficient to maintain the transcriptional process. There are several ways in which the presence of H3.3-containing nucleosomes might open chromatin for transcription. For example, the more acetylated tails of H3.3 might reduce contact with linker DNA, thus allowing the DNA to be unwrapped for transcription during RNA polymerase transit (van Holde et al. 1992) . In any case, the presence of some H3.3 in chromatin may be sufficient to maintain a positive feedback loop, where ongoing transcription-coupled replacement of H3-with H3.3-containing nucleosomes returns the active gene to a highly acetylated H3.3-enriched state during the remainder of the cell cycle (Fig. 8) . In this way, the process of RI nucleosome assembly can resolve the enigma of chromatin inheritance by restoring activating epigenetic signals following replication over a precisely defined interval, the span of the transcription unit (Ahmad and Henikoff 2002b) .
CONCLUSIONS
Despite tremendous progress in recent years in understanding the details of eukaryotic transcription and chromatin enzymology, we are just beginning to understand the molecular mechanisms that are responsible for PEV and developmental memory. Here we have described evidence that leads to surprisingly simple explanations for these phenomena, based on what we have learned about the dynamic behavior and assembly of nucleosomes. We find that the classical two-state model of active and silent chromatin based on nuclease accessibility (Weintraub and Groudine 1976) holds up remarkably well. The active chromatin state would be perpetuated despite the dilution
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The modifications that are enriched on H3.3 relative to H3 are the same ones that many studies have shown to be enriched in active chromatin (Turner 2002) , whereas dimethyl K9, which is enriched on H3 relative to H3.3, marks heterochromatin (e.g., Fig. 6 ). This biochemical correspondence strengthens our conclusions based on cytological observations that H3.3 marks active chromatin and H3 marks silent chromatin. Further support for this two-state model comes from a genome-wide chromatin immunoprecipitation analysis showing that actively transcribed genes are consistently enriched in acetylated H3 and H4 and in methylated H3K4 and H3K79 in Kc cells in an all-or-none fashion (Schübeler et al. 2004) . Taken together, these observations suggest that histones are primarily modified as part of the nucleosome assembly process (Vermaak et al. 2003; McKittrick et al. 2004; Workman and Abmayr 2004) . Modification enzymes would travel along with the RC and RI assembly complexes, acting just before, during, or just after assembly of the H3-H4 units into core nucleosomes. Replication and transcription are spatially and temporally separate processes that use chemically distinct substrates, and the same appears to be the case for their accompanying nucleosome assembly and modification complexes.
RI NUCLEOSOME ASSEMBLY AND CHROMATIN INHERITANCE
The relative abundance of covalent modifications that are associated with active chromatin on H3.3 may have profound implications for the relationship between chromatin and transcription in general. The assembly of H3.3-H4 at active, but not inactive, loci throughout the cell cycle (Fig. 4) and the sufficient abundance of H3.3 to package essentially all active chromatin (Fig. 7) suggest that RI assembly is a transcription-coupled process that results in the continual turnover of nucleosomes. RNA polymerase transit, together with associated chromatin remodeling machines (Kingston and Narlikar 1999) , might provide the force to expel a nucleosome, either removing it entirely or exchanging it with new H3.3-H4 in a stepwise fashion . As a result, transcription units would become fully packaged in H3.3-containing nucleosomes over the course of a cell cycle, resulting in enrichment of histone modifications known to be associated with active chromatin. Genes would be inactivated by recruitment of histone deacetylases and H3K9 methyltransferases (Richards and Elgin 2002) , which would act on H3.3-containing nucleosomes to promote a silent conformation.
Each round of cell division deposits H3-containing nucleosomes, which are relatively deficient in modifications associated with active chromatin. This is likely to be important for the majority of the genome, which must be kept in a transcriptionally silent and condensed state in typical higher eukaryotic cells. At transcriptionally active regions, RC assembly would cause a factor-of-2 dilution of old H3.3-containing nucleosomes with those containing H3 (Fig. 8) . But an abundance of active modifications on the remaining H3.3-containing nucleo- . During active transcription, H3.3 is continually inserted, replacing H3 from the previous replication event. In this way, the DNA transited by RNA polymerases (magenta arrow) defines the boundaries for regions of active chromatin. Nucleosomes with histone tails that lack active modifications (gray circles) bind avidly to DNA and neighboring nucleosomes. Nucleosomes with active modifications are more mobile (depicted as blurry green circles) and their tails do not package chromatin tightly as a result of acetylations of lysines and other modifications enriched on H3.3. During DNA replication, H3-containing nucleosomes are deposited, diluting H3.3-containing nucleosomes by half, only partially reducing mobility in the transcribed region compared to the rest of the genome. The presence of these mobile nucleosomes would allow transcription to proceed.
of epigenetic information after DNA replication by the coupling of RI assembly to transcription.
Other processes that act on chromatin, including the mobilization of nucleosomes by remodeling complexes, the covalent modifications of histone tails, and the movement of polymerases, might also regulate the dynamic behavior of nucleosomes. Nucleosome assembly complexes that are specific for histone variants provide other means of affecting chromatin dynamics by altering the composition of nucleosomes (Krogan et al. 2003; Mizuguchi et al. 2003; Kobor et al. 2004; Tagami et al. 2004) . Whereas RC deposition of nucleosomes behind the replication fork would assemble chromatin into a relatively immobile default state, the small fraction of a higher eukaryotic genome that is exposed for transcription is subject to RI assembly, which is potentially a gene-regulatory process. So despite differentiation of nucleosomes resulting from histone modifications, binding of chromatin-associated proteins, and incorporation of histone variants, the coupling of these events to assembly of nucleosomes at replication forks and transcription units provides a fundamentally simple framework for understanding epigenetic processes.
