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Recent contributions in the field of quantum state tomography have shown that, despite the
exponential growth of Hilbert space with the number of subsystems, tomography of one-dimensional
quantum systems may still be performed efficiently by tailored reconstruction schemes. Here, we
discuss a scalable method to reconstruct mixed states that are well approximated by matrix product
operators. The reconstruction scheme only requires local information about the state, giving rise
to a reconstruction technique that is scalable in the system size. It is based on a constructive
proof that generic matrix product operators are fully determined by their local reductions. We
discuss applications of this scheme for simulated data and experimental data obtained in an ion
trap experiment.
The complexity of many-body systems is one of the
most intriguing, but at the same time daunting, fea-
tures of quantum mechanics. The curse of dimension-
ality, namely the exponential growth of the descriptive
complexity of even pure states, is a property of quan-
tum mechanics which clearly distinguishes it from clas-
sical physics. Therefore, in general, the number of vari-
ables required to uniquely determine a quantum state
increases in accordance with the growth of the Hilbert
space exponentially.
Quantum state tomography addresses the problem of
completely characterizing a state of a physical system by
measuring a complete set of observables that determine
the state uniquely [1]. As the complexity of quantum op-
erations implemented in laboratories steadily increases
[2–5], the demand for a reliable and scalable tomography
[6, 7] of prepared states is high and of considerable impor-
tance for the future of quantum technologies. The ability
to store and manipulate interacting quantum many-body
systems, such as linearly arranged ions in an ion trap, en-
hanced rapidly during the last years. Soon, if not already,
the number of particles controllable in such systems will
cross the threshold for which conventional methods of
full quantum state tomography fail due to both the lim-
ited time that is realistically available for the experiment
and the limitations to the resources that are available for
the classical post-processing of the experimental data [2].
Further, while most experiments have so far focused on
the controlled creation of pure states and scalable recon-
struction methods have been tailored to the pure setting
[6, 7], experimental simulations of open system dynamics
have begun to emerge [8], calling for efficient tomography
of mixed states.
The experimental time requirement is defined by the
total number of measurements which have to be done to
reconstruct the state faithfully; i.e., one has to consider
the system size and the number of repetitions to obtain
sufficient statistics [9]. The post-processing resources are
determined by the individual tomography scheme and in
particular by the representation of the state. Clearly,
full quantum state tomography where the state is rep-
resented by an exponentially large number of variables
will require an exponentially increasing computational
power and is hence infeasible already for, e.g., trapped
ion experiments available today [4]. But many naturally
occurring quantum states and many states of interest for
quantum information tasks are completely characterized
by a number of variables scaling moderately in the num-
ber of particles: ground states of gapped local Hamiltoni-
ans [10–12], thermal states of local Hamiltonians [12, 13],
the W state, the GHZ state, and cluster states are all ma-
trix product operators (matrix product states if they are
pure) of low dimension, or very well approximated by
them. These states are parametrized by a linear num-
ber of matrices of low bond-dimension. The key insight
here is not that these states are matrix product opera-
tors or states (any state is a matrix product operator,
respectively state) but that the matrix dimension is low,
in particular independent of the system size. This solves
one issue concerning the post-processing side of the prob-
lem mentioned above as these states may be stored effi-
ciently on a classical computer. On the other hand, as we
will see, generic matrix product operators are not only
completely determined by a linear number of local ob-
servables but may also be efficiently reconstructed from
such local measurements, which makes the formalism we
present here a powerful tool for quantum state tomogra-
phy of mixed states [14].
Recently, it has been demonstrated that the recon-
struction of pure quantum states for large systems can be
possible with the knowledge of local information only [6].
The scheme presented in the latter reference relies on an
efficient version of an iterative method first introduced
in the context of matrix completion. While the original
method comes with a convergence proof, this guarantee
is lost in the efficient version. Here, we take a different
approach, which works provably under a mild technical
assumption on the state to be reconstructed and is not
restricted to pure states. We present extensive numerical
results for states not meeting the assumption guarantee-
ing uniqueness of the reconstructed density matrix. In
this manuscript we consider N d-level subsystems aligned
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2in a one-dimensional geometry, e.g., a chain of qubits
(d = 2). The aim is to reconstruct a mixed state %ˆ from
local information only. The local information we have in
mind are estimates to all reductions of the state to a fixed
number R of contiguous sites. These may be obtained by
estimating the expectation values of an informationally
complete set of observables on the R sites. Note that
we do not require the estimates to the reductions to be
states; i.e., empirical estimates to the expectation values
of local observables suffice and post-processing such as
maximum likelihood estimation is not required. As R is
fixed, this corresponds to an experimental effort that is
linear in the system size N . We present a computation-
ally cheap tomography scheme which scales polynomially
in the system size N and succeeds provably under a cer-
tain technical invertibility condition on %ˆ. We demon-
strate numerically and at the hand of experimental data
(a W state on 8 qubits created in an ion trap experi-
ment [2]) that it still works well when this condition is
not necessarily met.
We begin our exposition of the tomography scheme
by introducing some notation. We denote the to-be-
reconstructed state by %ˆ. The input to the reconstruction
scheme are estimates of expectation values which com-
pletely specify all reductions of %ˆ to R contiguous sites.
We denote these reductions by %ˆk, k = 1, . . . , N −R+ 1.
Put mathematically, %ˆk = tr{1,...,k−1}∪{k+R,...,N}[%ˆ], i.e.,
the trace over all but the R sites {k, . . . , k + R − 1}.
Now let {Pˆ (α)i }α=1,...,d2 be a complete operator basis for
the site i. A common choice for spin-1/2 particles is
given by Pˆ
(1)
i = 1i/
√
2, Pˆ
(2)
i = σˆ
x
i /
√
2, Pˆ
(3)
i = σˆ
y
i /
√
2,
Pˆ
(4)
i = σˆ
z
i /
√
2, i.e., the orthonormal Pauli spin basis. We
may then write
%ˆk =
∑
α1,...,αR
〈
Pˆ
(α1)
k · · · Pˆ (αR)k+R−1
〉
%ˆ
Pˆ
(α1)
k · · · Pˆ (αR)k+R−1, (1)
i.e., the %ˆk are completely specified by the local expecta-
tion values 〈Pˆ (α1)k · · · Pˆ (αR)k+R−1〉%ˆ = tr[%ˆPˆ (α1)k · · · Pˆ (αR)k+R−1],
estimates to which are the input to our tomography
scheme.
The %ˆk completely specify the state %ˆ if a certain tech-
nical invertibility condition is met. The proof is construc-
tive and gives an explicit method for obtaining %ˆ from
the %ˆk. It is partly inspired by the characterization of
finitely correlated states (as opposed to C∗-finitely cor-
related states) on infinite spin chains as described in the
early literature [15, Prop. 2.1]. In addition to the fact
that we are working in a finite and non-translation invari-
ant setting, the main novel technical point here is that we
only use local information, provided by the %ˆk. To state
the invertibility condition, we first need to establish some
notation. We collect the N sites of the one-dimensional
system in the set N = {1, . . . , N}. For I ⊂ N , we define
the complex vector spaces VI spanned by{∏
i∈I
Pˆ
(αi)
i
}
αi=1,...,d2
. (2)
N
1 k   l k k + r N· · · · · · · · · · · ·
· · · · · ·
I J
FIG. 1: Definition of the sets N = {1, . . . , N} and I,J ⊂ N .
The linear map EJI (Xˆ) = trJ [XˆOˆI∪J ] maps operators Xˆ
(e.g., observables) living on set J into operators on set I by
means of the reductions of Oˆ (e.g., the state) to I ∪ J .
For given Oˆ ∈ VN and I,J ⊂ N we define the linear
map EJI : VJ → VN\I as
Xˆ 7→ EJI (Xˆ) = trN\I [XˆOˆ]. (3)
We note that the map EJI depends only on the reduction
OˆI∪J = trN\I∪J [Oˆ] of Oˆ to sites I ∪ J as
EJI (Xˆ) = trJ [XˆOˆI∪J ]; (4)
this is illustrated in Fig. 1. Note that from now on we
will only consider cases where I ∪ J is connected.
Definition 1 (Invertibility) Let l, r ∈ N, 2 ≤ l + r ≤
N −2. If Oˆ is such that for all k ∈ N, l ≤ k ≤ N −r−1,
the equality
rank
[
E
{k+1,...,k+r}
{k−l+1,...,k}
]
= rank
[
E
{k+1,...,N}
{1,...,k}
]
(5)
holds, we call Oˆ (l, r)-invertible.
We may now state the main theorem, a proof of which
may be found in Sec. A of the Appendix.
Theorem 1 Let l, r ∈ N such that 2 ≤ l + r ≤ N − 2.
Let Oˆ ∈ VN be (l, r)-invertible. Then, for all Xˆi ∈ V{i},
the equality
trN [Xˆ1 · · · XˆN Oˆ] = trN [Xˆ1 · · · XˆlYˆlOˆ] (6)
holds. Here, the Yˆl ∈ V{l+1,...,l+r} are recursively defined
as follows. We set YˆN−r = XˆN−r+1 · · · XˆN and
Yˆk−1 = E¯
{k,...,k+r−1}
{k−l,...,k−1}
(
E
{k,...,k+r}
{k−l,...,k−1}(XˆkYˆk)
)
(7)
for k = l + 1, . . . , N − r. Here, the bar indicates the
Moore-Penrose pseudoinverse.
Note that, for Eq. (6) the reduction of Oˆ to sites
{1, . . . , l + r} is needed; for the inverse we require the
reduction of Oˆ to sites {k − l, . . . , k + r − 1}, and for
E
{k,...,k+r}
{k−l,...,k−1}(XˆkYˆk) we require the reduction of Oˆ to sites
{k− l, . . . , k+ r}. Hence, expectation values of the form
trN [Xˆ1 · · · XˆN Oˆ] are completely specified by reductions
of Oˆ to the sites {k − l, . . . , k + r}, k = l + 1, . . . , N − r,
3i.e., by all reductions to R = r + l + 1 contiguous sites.
By choosing the Xˆi to be the basis operators Pˆ
αi
i , this
implies that (l, r)-invertible operators Oˆ may be fully re-
constructed from their reductions to R consecutive sites,
which is the same as knowing the expectation values
tr[Pˆαkk · · · Pˆαk+R−1k+R−1 Oˆ], αi = 1, . . . , d2, (8)
for all k = 1, . . . , N −R+ 1.
One can prove that a vast majority of matrix product
operators fulfil the invertibility condition; i.e., a vast ma-
jority of matrix product operators may be reconstructed
from local reductions alone (see Sec. B of the Appendix
for a technical proof). As noted above, practically rel-
evant states are (well approximated by) matrix product
operators of low dimension; i.e., we expect the scheme to
work for a large class of mixed states. Now, of course, ex-
perimentally, the exact expectation values even for states
satisfying the invertibility condition are only known to
within a certain statistical error (e.g., the estimated stan-
dard deviation of the mean after a finite number of mea-
surements). This error propagates into the singular val-
ues of the map E
{k,...,k+r−1}
{k−l,...,k−1} . As this map needs to be
inverted, even small errors on singular values close to zero
will lead to a large error in the reconstruction. This issue
may be avoided by using stochastic robust approximation
techniques [16–18] (see Sec. C of the Appendix for techni-
cal details). Before we apply the reconstruction scheme
to experimental data, we present numerical results for
states that do not necessarily fulfil the invertibility con-
dition and for which the local expectation values are sub-
ject to inevitable statistical noise.
We restrict our attention to qubits d = 2, and illus-
trate the behaviour of the tomography scheme for ther-
mal states of the Ising Hamiltonian at its quantum crit-
ical point
Hˆ = −
N−1∑
i=1
σˆxi σˆ
x
i+1 −
N∑
i=1
σˆzi . (9)
We obtain the thermal states by an imaginary time evo-
lution [19, 20] using the time evolving block decima-
tion algorithm (TEBD). We simulate the measurements
in the following way. We first compute the exact lo-
cal expectation values pkα1,...,αR = 〈σˆ(α1)k · · · σˆ(αR)k+R−1〉%ˆ,
αi = 0, x, y, z, for all k. Statistical noise is then simu-
lated by adding random numbers (drawn from a Gaus-
sian distribution with zero mean and standard deviation
σ) to them. The resulting p¯kα1,...,αR then serve as the
input to our reconstruction scheme. We compare the
reconstructed state %ˆrec to the exact state %ˆ by com-
puting the Hilbert-Schmidt norm difference D (%ˆ, %ˆrec) =
‖%ˆrec − %ˆ‖2/‖%ˆ‖2. To obtain meaningful results, we have
rescaled the norm such that the deviations are measured
in units of ‖%ˆ‖2, the natural length scale of the state to
be learned. In Fig. 2, we show the norm difference for the
exact and the reconstructed states as a function of the
system size N and the error σ. It indicates that, for given
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FIG. 2: Quality of our reconstruction scheme for thermal
states of the Ising Hamiltonian in Eq. (9) for β = 5 and
R = 5, i.e., the state is reconstructed from local expectation
values on five consecutive sites. For each pair (N,σ), the plot
shows the mean of the norm difference obtained from 100 re-
alizations and renormalized by the purity of the exact state,
i.e. D (%ˆ, %ˆrec) = ‖%ˆrec − %ˆ‖2/‖%ˆ‖2. This corresponds to 100
experiments, each of which carries an uncertainty of σ about
the local expectation values.
N , the error D (%ˆ, %ˆrec) scales roughly as σ; similarly, for
given σ, it scales roughly as N . In Sec. D of the Appendix
we provide further numerical experiments analysing the
performance of the algorithm for thermal states of ran-
dom next-neighbour Hamiltonians and mixed states ob-
tained by tracing out parts of a matrix product state in a
larger Hilbert space. Again, these numerical results sug-
gest that the scaling of our scheme is polynomial in both
N and σ.
Let us finally apply the reconstruction scheme to ex-
perimental data obtained in an ion trap experiment in a
full quantum state tomography setting. The considered
state is a W state implemented on N = 8 qubits with
local phases [2], i.e.,
|W (φ)〉 = [|0 . . . 001〉+ eiφ1 |0 . . . 010〉+
+ . . .+ eiφN−1 |1 . . . 000〉] /√N. (10)
The available experimental data are the set of relative
frequencies corresponding to 100 measurements in each
of the 3N different basis rotations (measurements along
the X, Y , and Z directions). From these, we obtain max-
imum likelihood estimates to the reduced density matri-
ces on all blocks of R sites [21]. As described in the
Appendix, we apply a stochastic robust approximation
technique to avoid difficulties in ill-conditioned inversion
problems making use of the Fisher information matrix
of the local estimates [21]. Let us stress that the input
to the reconstruction scheme are merely the relative fre-
quencies corresponding to the measurements on all sub-
systems of R contiguous sites and the total number of
measurements. Absolute values of the reconstructed den-
sity matrices for R = 3 and R = 5 along with the maxi-
mum likelihood estimate obtained in the full tomography
procedure [2] are presented in Fig. 3. Comparing the
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FIG. 3: Absolute value |%ˆrec| of the corresponding recon-
structed density matrix of the experimentally realized W
state. (a): Reconstructed operator using the scheme de-
scribed in this manuscript where the reductions to R = 3
sites are known. (b): Estimate with R = 5 sites. (c): Max-
imum likelihood estimate of full quantum state tomography
(see also [2]). The numbers 1, 2, . . . , 2N denote the entries of
the density matrix %ˆrec.
maximum likelihood estimate with our results we find
for the renormalized Hilbert-Schmidt norm difference
D(%ˆML, %ˆrec) = 0.087 for R = 3 and D(%ˆML, %ˆrec) = 0.012
for R = 5. For the full quantum state tomography ex-
periment, maximizing the fidelity of the maximum likeli-
hood estimate with respect to the local phases of a pure
W state yields f = 〈W (φopt)|%ˆ|W (φopt)〉 = 0.722 [2].
With the matrix product operator scheme we achieve a
fidelity of f = 0.688 for R = 3 and f = 0.718 for R = 5
with respect to the optimal W state |W (φopt)〉 revealing
that the main contribution in our estimates stems from
the same |W (φopt)〉 as in [2]. We are only using local
information and hence a local addressing of the ions in
the trap is sufficient, resulting in the linear scaling of the
scheme with the number of constituents. Further, the full
maximum likelihood algorithm uses a huge amount of re-
sources since it requires the storage and manipulation of
6N measurement operators resulting in a time consum-
ing post-processing. In contrast, our reconstruction takes
about one second on a laptop given the local maximum
likelihood estimates and the corresponding Fisher infor-
mation matrices [21].
In this work we have presented a scheme to reconstruct
mixed states from local measurements efficiently. We
have shown that, in principle, all states may be recon-
structed from reductions to contiguous sets of sites alone
and that the reconstruction is efficient with respect to
the measurement time and the post-processing resources
for practically relevant states. It should be noted, how-
ever, that our rigorous performance guarantees apply
only when the model assumption of an essentially one-
dimensional structure is justified. As is the case for most
statistical estimators, the scheme is not suitable for model
selection; i.e., it cannot certify unconditionally from data
alone that the model is valid. To investigate the latter
issue, the impact of statistical noise and the performance
of the reconstruction scheme for states that do not nec-
essarily fulfil the condition which guarantees perfect re-
construction have been investigated for simulated states
and experimental data in detail. For all simulations the
Hilbert-Schmidt norm difference (normalized by the pu-
rity of the exact state) between the exact state and the
reconstructed state was obtained and the numerical re-
sults suggest that the quality of the reconstruction scales
algebraically in N and σ. The methods presented here
hence pave the way for the reconstruction of mixed states
of a large number of qubits.
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Appendix A: Reconstructing Invertible States
In the first section of the Appendix we provide a techni-
cal proof that expectation values of product observables
with respect to all (l, r)-invertible states are fully deter-
mined by expectation values of observables acting only
on a subset of the system. These observables can be de-
termined recursively with the knowledge of all reduced
density matrices to R = r + l + 1 sites of the consid-
ered state. The proof of this lemma provides a scheme
to directly determine a matrix product operator repre-
sentation of the state. Before we proof the main result,
let us recall the corresponding theorem in the main text,
see theorem 1.
Theorem 1 Let l, r ∈ N such that 2 ≤ l + r ≤ N − 2.
Let Oˆ ∈ VN be (l, r)-invertible. Then, for all Xˆi ∈ V{i},
the equality
trN [Xˆ1 · · · XˆN Oˆ] = trN [Xˆ1 · · · XˆlYˆlOˆ] (A1)
holds. Here, the Yˆl ∈ V{l+1,...,l+r} are recursively defined
5as follows. We set YˆN−r = XˆN−r+1 · · · XˆN and
Yˆk−1 = E¯
{k,...,k+r−1}
{k−l,...,k−1}
(
E
{k,...,k+r}
{k−l,...,k−1}(XˆkYˆk)
)
(A2)
for k = l + 1, . . . , N − r. Here, the bar indicates the
Moore-Penrose pseudoinverse.
Proof. We start by showing that for all k = l +
1, . . . , N − r, Eq. (A2) implies
E
{k,...,k+r−1}
{1,...,k−1} (Yˆk−1) = E
{k,...,k+r}
{1,...,k−1} (XˆkYˆk). (A3)
To this end, we define the linear map φ :
ran[E
{k,...,k+r}
{1,...,k−1} ] → ran[E{k,...,k+r}{k−l,...,k−1}], where the domain
and the range of φ are the ranges of the denoted linear
maps, as
φ
(
E
{k,...,k+r}
{1,...,k−1} (Zˆ)
)
= tr1,...,k−l−1
[
E
{k,...,k+r}
{1,...,k−1} (Zˆ)
]
= E
{k,...,k+r}
{k−l,...,k−1}(Zˆ),
(A4)
i.e., ran[φ] = ran[E
{k,...,k+r}
{k−l,...,k−1}], and therefore, by the
rank-nullity theorem,
dim
[
ker[φ]
]
= rank[E
{k,...,k+r}
{1,...,k−1} ]− rank[E{k,...,k+r}{k−l,...,k−1}]
≤ rank[E{k,...,N}{1,...,k−1}]− rank[E{k,...,k+r−1}{k−l,...,k−1} ]
= 0
(A5)
due to the invertibility condition, see definition 1 in the
main text. Hence, φ(Zˆ) = 0 is equivalent to Zˆ = 0, i.e.,
Eq. (A3) is equivalent to
φ
(
E
{k,...,k+r}
{1,...,k−1} (Yˆk−1⊗1)
)
= φ
(
E
{k,...,k+r}
{1,...,k−1} (XˆkYˆk)
)
, (A6)
which is implied by Eq. (A2). The theorem now follows
by induction over k = N − r − 1, . . . , l + 1, starting at
k = N−r−1: the invertibility condition, see definition 1
in the main text, guarantees the existence of YˆN−r−1 ∈
V{N−r,...,N−1} such that
E
{N−r,...,N−1}
{1,...,N−r−1} (YˆN−r−1) = E
{N−r,...,N}
{1,...,N−r−1}(XˆN−rYˆN−r)
= E
{N−r,...,N}
{1,...,N−r−1}(XˆN−rXˆN−r+1 · · · XˆN ),
(A7)
i.e., multiplying from the left by Xˆ1 · · · XˆN−r−1 and tak-
ing the trace over {1, . . . , N − r − 1}, we find
trN [Xˆ1 · · · XˆN Oˆ] = trN [Xˆ1 · · · XˆkYˆkOˆ] (A8)
for k = N − r − 1. Suppose now that this equality holds
for l < k ≤ N − r − 1 for some Yˆk ∈ V{k+1,...,k+r}. We
now show that it then also holds for l ≤ k−1 ≤ N−r−2.
The invertibility condition, see definition 1 in the main
text, guarantees the existence of Yˆk−1 ∈ V{k,...,k+r−1}
such that
E
{k,...,k+r−1}
{1,...,k−1} (Yˆk−1) = E
{k,...,k+r}
{1,...,k−1} (XˆkYˆk), (A9)
multiplying from the left by Xˆ1 · · · Xˆk−1 and taking the
trace over {1, . . . , k − 1}, we find
trN [Xˆ1 · · · XˆN Oˆ] = trN [Xˆ1 · · · XˆkYˆkOˆ]
= trN [Xˆ1 · · · Xˆk−1Yˆk−1Oˆ],
(A10)
the desired equality for l ≤ k − 1 ≤ N − r − 2.
Appendix B: Generic Matrix Product Operators are
Invertible
Here, we show that a vast majority of matrix product
operators fulfil the invertibilty condition (see definition 1
in the main text for details). Consider matrix product
operators
Oˆ =
∑
α1,...,αN
P1[α1] · · ·PN [αN ]Pˆ (α1)1 · · · Pˆ (αN )N , (B1)
with P1[α] ∈ C1×D1 , PN [α] ∈ CDN×1, and Pi[α] ∈
CDi×Di+1 for i = 2, . . . , N − 1. We assume w.l.o.g. that
Pˆ
(0)
i ∝ 1i for all i = 1, . . . , N .
Lemma 1 Let l, r ∈ N such that 2 ≤ l + r ≤ N − 2.
Let Oˆ be a matrix product operator as in Eq. (B1). If
tr[Oˆ] 6= 0 and for all k ∈ N, l ≤ k ≤ N − r − 1, the sets
{Pk−l+1[αk−l+1] · · ·Pk[αk]}αk−l+1,...,αk (B2)
span CDk−l+1×Dk+1 over C and the sets
{Pk+1[αk+1] · · ·Pk+r[αk+r]}αk+1,...,αk+r (B3)
span CDk+1×Dk+r+1 over C, then Oˆ is (l, r)-invertible.
Proof. For Xˆ ∈ V{k+1,...,k+r},
Xˆ =
∑
αk+1,...,αk+r
xαk+1,...,αk+r Pˆ
αk+1
k+1 · · · Pˆαk+rk+r , (B4)
we find
E
{k+1,...,k+r}
{k−l+1,...,k} (Xˆ)
∝
∑
αk−l+1,...,αk
P1[1] · · ·Pk−l[1]Pk−l+1[αk−l+1] · · ·Pk[αk]
×
∑
αk+1,...,αk+r
xαk+1,...,αk+rPk+1[αk+1] · · ·Pk+r[αk+r]
× Pk+r+1[1] · · ·PM [1]Pˆαk−l+1k−l+1 · · · Pˆαkk
=:
∑
αk−l+1,...,αk
w†Pk−l+1[αk−l+1] · · ·Pk[αk]Xv
× Pˆαk−l+1k−l+1 · · · Pˆαkk
=: Γ(X),
(B5)
6where the matrix
X =
∑
αk+1,...,αk+r
xαk+1,...,αk+rPk+1[αk+1] · · ·Pk+r[αk+r]
∈ CDk+1×Dk+r+1 ,
(B6)
the vectors
v = Pk+r+1[1] · · ·PM [1] ∈ CDk+r+1×1,
w† = P1[1] · · ·Pk−l[1] ∈ C1×Dk−l+1 ,
(B7)
and the mapping Γ : CDk+1×Dk+r+1 → V{k−l+1,...,k}.
Now, Γ(X) = 0 is equivalent to
0 = w†Pk−l+1[αk−l+1] · · ·Pk[αk]Xv
= tr[Pk−l+1[αk−l+1] · · ·Pk[αk]Xvw†]
(B8)
for all αk−l+1, . . . , αk. Hence, if
{Pk−l+1[αk−l+1] · · ·Pk[αk]}αk−l+1,...,αk spans
CDk−l+1×Dk+1 over C, this is equivalent to Xvw† = 0.
Now, as w 6= 0 (implied by tr[Oˆ] 6= 0), this is equivalent
to Xv = 0. Hence,
ker[Γ] =
{
X ∈ CDk+1×Dk+r+1 ∣∣Xv = 0} , (B9)
i.e., the rank of Γ is equal to
Dk+1Dk+r+1 − dim
{
X ∈ CDk+1×Dk+r+1 ∣∣Xv = 0} .
(B10)
Now, if {Pk+1[αk+1] · · ·Pk+r[αk+r]}αk+1,...,αk+r spans
CDk+1×Dk+r+1 over C, we have
ran[E
{k+1,...,k+r}
{k−l+1,...,k} ] = ran[Γ], (B11)
i.e., the rank of E
{k+1,...,k+r}
{k−l+1,...,k} is equal to
Dk+1Dk+r+1 − dim
{
X ∈ CDk+1×Dk+r+1 ∣∣Xv = 0} .
(B12)
As v 6= 0 (implied by tr[Oˆ] 6= 0), we may set v1 = v
and assume that there are vectors vi ∈ CDk+r+1×1,
i = 2, . . . , Dk+r+1, such that {vi}i=1,...,Dk+r+1 is an or-
thogonal basis for CDk+r+1×1. Letting {ui}i=1,...,Dk+1 an
orthogonal basis for CDk+1×1, we may write
X =
Dk+1∑
i=1
Dk+r+1∑
j=1
xi,juiv
†
j , (B13)
i.e., 0 = Xv = Xv1 is equivalent to 0 = xi,1 for all
i = 1, . . . , Dk+1. Hence, the rank of E
{k+1,...,k+r}
{k−l+1,...,k} is equal
to
Dk+1Dk+r+1 −Dk+1(Dk+r+1 − 1) = Dk+1. (B14)
Finally,
rank[E
{k+1,...,N}
{1,...,k} ] ≤ Dk+1. (B15)
Appendix C: Non-invertible Inputs
The main issue arising when applying the reconstruc-
tion scheme to experimental data is that the local re-
ductions are not known exactly. But of course, we may
simply use their estimates (e.g. direct inversions of the
measurements, maximum likelihood estimates) as an in-
put to compute the maps E
{k,...,k+r−1}
{k−l,...,k−1} and E
{k,...,k+r}
{k−l,...,k−1}.
However, as we need to compute the inverse of the former
map, already a small uncertainty will lead to a large error
in the inverse. This issue can be dealt with the method of
stochastic robust approximation [16]. Before we introduce
this regularization technique, let us first ease notation a
bit. We write
Pˆi = Pˆ
(αk−l)
k−l · · · Pˆ (αk−1)k−1 , i = 1, . . . , d2l,
Qˆi = Pˆ
(αk)
k · · · Pˆ (αk+r−1)k+r−1 , i = 1, . . . , d2r.
(C1)
Suppose now that one had access to the exact local
expectation values. The matrix representation, A, of
E
{k,...,k+r−1}
{k−l,...,k−1} would then be given by
Ai,j = trk−l,...,k−1[PˆiE
{k,...,k+r−1}
{k−l,...,k−1} (Qˆj)]
= tr[PˆiQˆjOˆ].
(C2)
Instead, we have only access to the noisy version of the
entries tr[PˆiQˆjOˆ]. Let us denote the resulting matrix by
B. The errors in the measurements propagate into er-
rors of the matrix A. In particular, we write B = A+G
where the matrix G contains the errors due to imper-
fect measurements. Now, when applying the reconstruc-
tion scheme we have to solve linear equations of the form
Bx = e where B is as described above and e is known.
Instead of directly inverting this equation, we take pos-
sible variations in the matrix B into account, implying
that the entries of B are themselves prone to noise and
attempting to undo the imperfect measurements. This is
done by introducing the matrix G′ and solving the sta-
tistical least-squares problem [16]
argmin E
[‖(B +G′)x− e‖2] (C3)
where E denotes the expectation value and we try to
annul the errors in B by the random matrix G′ which we
assume to be a multivariate Gaussian distributed random
matrix with zero mean and covariance matrix C′. This
minimization problem can be rewritten as [16]
argmin
[‖Bx− e‖2 + xTPx] (C4)
with P = E[(G′)TG′]. This sort of regularization prob-
lems can be solved analytically. The solution is given
by
x =
(
BTB + P
)−1
BTe (C5)
where the entries of P are closely related to the covari-
ance matrix C′ of G′
Pk,l =
∑
i
E[G′i,kG
′
i,l] =
∑
i
C′(i,k),(i,l). (C6)
7It remains to find an appropriate model for the covari-
ance matrix C′ of the assumed error G′. In the numerical
experiments we simulate statistical noise by adding inde-
pendent random numbers (drawn from a Gaussian dis-
tribution with zero mean and standard deviation σ) to
the expectation values of (unnormalized) Pauli strings.
With this, the covariance matrix is proportional to the
identity and taking the normalization factor into account
we find C′k,l = δk,l · σ/
√
dr+l. Hence Pk,l = δk,l · σ2, and
the minimization problem reads
argmin
[‖Bx− e‖2 + σ2‖x‖2] . (C7)
Problems of this form are known as Tikhonov regulariza-
tions [16–18] with solution
x =
(
BTB + σ2
)−1
BTe. (C8)
Let us denote the singular values of B by s1 ≥ · · · ≥
smin{d2l,d2r} such that B = USV T. Then, the solution of
the statistical least-square problem (C3) in this scenario
is given by x = B¯e with B¯ = V S¯UT where S¯ is a diago-
nal matrix with entries fi/si and where fi = s
2
i /(s
2
i +σ
2)
is a smoothing factor suppressing the effect of the small-
est singular values of Ek,...,k+r−1k−l,...,k−1 in its inverse.
For the real experimental data we perform maximum
likelihood locally to obtain estimates of the reduced den-
sity matrices. The remaining problem is to find an error
model of the expansion coefficients of the maximum like-
lihood estimate in the Pauli basis, i.e., the entries of the
matrix B. These coefficients can be modelled as the pa-
rameters which have to be estimated by the maximum
likelihood scheme. To obtain an estimate of the error of
these real parameters, we compute the Fisher informa-
tion matrix F [21] for each subset whose inverse gives a
lower bound on the covariance matrix of the matrix B
(with respect to the positive semidefinite cone). This is
known as the Crame´r-Rao lower bound [21]. Note that
maximum likelihood estimates saturate this inequality
asymptotically for a large number of measurements [21].
Writing B = A + G where G is a random matrix with
zero mean the covariance matrix of B is equivalent to the
covariance matrix C of G and hence
C ≥ F−1 (C9)
where
F(i,k),(j,l) = E
[
∂ logL
∂ Bi,k
∂ logL
∂ Bj,l
]
(C10)
is the Fisher information matrix with L the likelihood
function and where Bi,k denotes one entry of the ma-
trix B, i.e., an expectation value of the maximum like-
lihood estimate with a normalized Pauli spin basis ele-
ment. With this, we model the covariance matrix C′ of
the random matrix G′ in (C3) with the inverse of the
Fisher information matrix. Hence, the matrices P can
be computed for all subsystems and the solution of the
local inversion problems are given by Eq. (C5). Finally,
let us stress that with this procedure the input to the
reconstruction scheme are solely the relative frequencies
of locally complete measurements obtained in the labo-
ratory and the total number of performed measurements.
Appendix D: Numerical Experiments
In this section we continue the numerical analysis of
the proposed algorithm for simulated states on large sys-
tem sizes. In the main text we discussed the behaviour of
the reconstruction scheme for thermal states of the Ising
Hamiltonian at its quantum critical point. As a second
numerical experiment let us analyse the behaviour of the
algorithm for states which are exactly representable as
matrix product operators satisfying the invertibility con-
dition but subject to statistical noise. We pick such ma-
trix product operators at random by generating a matrix
product state with bond-dimension D = d where the en-
tries of the matrices defining the states are drawn from a
Gaussian distribution with zero mean and standard de-
viation one. Then, we let these sites interact with an
auxiliary system each of dimension d according to the
unitary Uˆk = e
−iHˆkt for k = 1, . . . , |Naux|, where Hˆk is a
two-particle interaction Hamiltonian acting on site k and
its auxiliary system with entries picked from a Gaussian
distribution with zero mean and standard deviation one.
Finally, we trace over the |Naux| auxiliary sites to obtain
a matrix product operator with bond-dimension D = d2.
From these states, we compute the exact local expecta-
tion values pkα1,...,αR , αi = 0, x, y, z for all k, simulate the
measurements by adding random numbers (drawn from a
Gaussian distribution with zero mean and standard de-
viation σ), and reconstruct the state by means of the
noisy local expectation values. Fig. 4 shows the results
for different system sizes and different noise levels. Note
that the bond-dimension of the estimate is fixed by the
number of sites on which measurements are performed,
see theorem 1. The larger these blocks (i.e., the larger
R), the larger the bond-dimension of the estimate. This
close connection between bond-dimension and block size
can be seen in Fig. 4: Increasing the block size dramat-
ically increases the accuracy of the estimate, suggesting
the experimental strategy: The block size should be in-
creased until a desired accuracy is reached or measure-
ment time runs out, whichever happens first. Again, the
numerical results suggest that the scaling of our scheme
is polynomial in both, N and σ.
Thermal states of random next-neighbour Hamiltoni-
ans of the form
Hˆ =
N−1∑
i=1
rˆii,i+1 (D1)
serve as our last example. Here, the rˆii,i+1 are Hermitian
matrices acting on sites i and i + 1 with entries that
have real and imaginary part picked from a Gaussian
distribution with zero mean and standard deviation one.
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FIG. 4: Reconstruction errors for randomly chosen matrix product operators as described in the text with |Naux| = N . The
interaction is weak in a sense that we choose t such that t‖Hˆk‖op = 1/100 for all k. For each pair (N,σ) we draw 4000 random
states, simulate one measurement each and reconstruct the state with the disturbed local expectation values. The plot shows
the mean values of the renormalized norm differences in dependence on the system size N and the error in the measurements σ.
(a) The states are reconstructed with R = 3, i.e. measurements are done on all blocks of three contiguous sites. Here, for given
N (σ), the scaling of D (%ˆ, %ˆrec) is roughly linear in σ (N). (b) Reconstruction with R = 5. D (%ˆ, %ˆrec) improves significantly
when measuring on larger blocks.
Again, we use the TEBD [19, 20] algorithm to obtain the
exact thermal states. For each system size we generate 50
random Hamiltonians and their corresponding thermal
states and simulate one experiment for each σ and state.
Fig. 5 shows the error of the reconstructions as a function
of the error of the measurements for two different system
sizes. The densities illustrate the distribution of the error
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FIG. 5: Quality of our reconstruction scheme for thermal
states of randomly chosen next-neighbour Hamiltonians as
in Eq. (D1) with β = 2 and R = 5, i.e. the state is re-
constructed from local expectation values on five consecutive
sites. Downward-pointing triangles: system size N = 16,
upward-pointing triangles: system size N = 32. We generate
50 different random Hamiltonians and compute their corre-
sponding thermal states using the TEBD algorithm. For each
state and pair (N,σ), the density plot shows the simulations
of one experiment carrying an uncertainty of σ about the local
expectation values. Mean values are indicated as triangles.
for the 50 different states while the black arrows indicate
the mean.
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