This paper considers a forward BSDE driven by a random measure, when the underlying forward process X is a special semimartingale, or even more generally, a special weak Dirichlet process. Given a solution (Y, Z, U ), generally Y appears to be of the type u(t, X t ) where u is a deterministic function. In this paper we identify Z and U in terms of u applying stochastic calculus with respect to weak Dirichlet processes.
Introduction
This paper considers a forward BSDE driven by a random measure, when the underlying forward process X is a special semimartingale, or even more generally, a special weak Dirichlet process. Given a solution (Y, Z, U ), often Y appears to be of the type v(t, X t ) where v is a deterministic function. In this paper we identify Z and U in terms of v applying stochastic calculus with respect to weak Dirichlet processes.
Indeed the employed techniques perform the calculus with respect to (special) weak Dirichlet processes developed in [5] , extending the techniques established in the continuous framework in [22] , [21] . Given some filtration (F t ), we recall that a special weak Dirichlet process is a process of the type X = M + A, where M is an (F t )-local martingale and A is an (F t )-predictable orthogonal process, see Definition 5.6 in [5] . When A has bounded variation, then X is a special (F t )-semimartingale. That calculus has two important features: 1) the decomposition of a special weak Dirichlet process is unique, see Proposition 3.4; 2) there is a chain rule (in substitution of Itô's formula) allowing to expand v(t, X t ), where X is a special weak Dirichlet process of finite quadratic variation and v is of class C 0,1 , fulfilling some technical assumption, see Theorem 3.10. If we know a priori that v(t, X t ) is the sum of a bounded variation process and a continuous (F t )-orthogonal process, then the chain rule does not require any differentiability on v; in that case, no assumptions are required on the càdlàg process X, see Proposition 3.15.
As we have already mentioned, we will focus on forward BSDEs, which constitute a particular case of BSDEs in their general form. BSDEs have been deeply studied since the seminal paper [31] .
In [31] , as well as in many subsequent papers, the standard Brownian motion is the driving process (Brownian context) and the concept of BSDE is based on a non-linear martingale representation theorem with respect to the corresponding Brownian filtration. A recent monograph on the subject is [33] . BSDEs driven by processes with jumps have also been investigated: two classes of such equations appear in the literature. The first one relates to BSDEs where the Brownian motion is replaced by a general càdlàg martingale M , see, among others, [8] , [17] , [10] , [11] . An alternative version of BSDEs with a discontinuous driving term is the one associated to an integer-valued random measure µ, with corresponding compensator ν. In this case the BSDE is driven by a continuous martingale M and a compensated random measure µ − ν. In that equation naturally appears a purely discontinuous martingale which is a stochastic integral with respect to µ − ν, see, e.g., [40] , [9] , [39] , [4] , [2] , [3] . A recent monograph on BSDEs driven by Poisson random measures is [16] . Connections between the martingale and the random measure driven BSDEs are illustrated by [28] .
In this paper we will focus on BSDEs driven by a compensated random measure µ − ν (we will use the one-dimensional formalism for simplicity). We will not ask µ to be quasi-left-continuous, i.e. µ({S} × R) = 0 on {S < ∞}, for every predictable time S, see the definition in Theorem (4.47) in [25] . Let T > 0 be a finite horizon time. Besides µ and ν appear three driving random elements: a continuous martingale M , a non-decreasing adapted continuous process ζ and a predictable random measure λ on Ω × [0, T ] × R, equipped with the usual product σ-fields. Given a square integrable random variable ξ, and two measurable functionsg : (1.1)
As we have anticipated before, the unknown of (1.1) is a triplet (Y, Z, U ) where Y, Z are adapted and U is a predictable random field. The Brownian context of Pardoux-Peng appears as a particular case, setting µ = λ = 0, ζ s ≡ s. There, M is a standard Brownian motion and ξ is measurable with respect to the Brownian σ-field at terminal time. In that case the unknown can be reduced to (Y, Z), since U can be arbitrarily chosen. Another significant subcase of (1.1) arises when only the purely discontinuous driving term appears, i.e. M and ζ vanish. The standard situation in the literature corresponds to the case when µ is quasi-left-continuous, see e.g. [6] , [39] when µ is a Poisson random measure, and [7] for a random measure µ more general than the Poisson one, whose compensator is absolutely continuous with respect to a deterministic measure. In the purely discontinuous subcase, for instance when µ is the jump measure of a marked point process, the well-posedness of the related BSDE can be settled by an iterative method, see [14] . Existence and uniqueness for BSDEs driven by a random measure µ which is not necessarily quasi-left-continuous are very recent, and have been discussed in [1] in the purely discontinuous case, and in a slightly different context by [12] , for BSDEs driven by a countable sequence of square-integrable martingales.
When the random dependence off andg is provided by a Markov solution X of a forward SDE, and ξ is a real function of X at the terminal time T , then the BSDE (1.1) is called forward BSDE, as mentioned at the beginning. Forward BSDEs generally constitute stochastic representations of a partial integro-differential equation (PIDE) . In the Brownian case, when X is the solution of a classical SDE with diffusion coefficient σ, then the PIDE reduces to a semilinear parabolic PDE. If v : [0, T ] × R × R is a classical (smooth) solution of the mentioned PDE, then Y s = v(s, X s ), Z s = σ(s, X s ) ∂ x v(s, X s ), generate a solution to the forward BSDE, see e.g. [34] , [32] , [35] . In the general case when the forward BSDEs are also driven by random measures, similar results have been established, for instance by [6] , for the jump-diffusion case, and by [13] , for the purely discontinuous case, in particular when no Brownian noise appears. In the context of martingale driven forward BSDEs, a first approach to the probabilistic representation has been carried on in [30] .
Conversely, solutions of forward BSDEs generate solutions of PIDEs in the viscosity sense. More precisely, for each given couple (t, x) ∈ [0, T ]×R, consider an underlying process X given by the solution X t,x of an SDE starting at x at time t. Let (Y t,x , Z t,x , U t,x ) be a family of solutions of the forward BSDE. In that case, under reasonable general assumptions, the function v(t, x) := Y t,x t is a viscosity solution of the related PIDE. A demanding task consists in characterizing the couple (Z, U ) := (Z t,x , U t,x ), in term of v; this is generally called the identification problem of (Z, U ). In the Brownian context, it was for instance the object of [20] : the authors show that if v ∈ C 0,1 , then Z s = σ(s, X s ) ∂ x v(s, X s ); under more general assumptions, the authors also associate Z with a generalized gradient of v. At our knowledge, in the general case, the problem of the identification of the martingale integrands couple (Z, U ) has not been deeply investigated, except for particular situations, as for instance the one treated in [14] : this problem was faced in [13] .
A motivating PIDE is the one of Hamilton-Jacobi-Bellman related to stochastic optimal control problems, when the underlying is a general jump process. The solution to the identification problem in the related BSDE can be useful to determine feedback control strategies in verification theorems. Those verification theorems have the advantage of requiring less regularity of the value function than the classical ones, which need, instead, a time-space C 1,2 regularity. Another possible application concerns hedging in incomplete markets in mathematical finance. This can be treated making explicit the so called Föllmer-Schweizer decomposition of the payoff related to a contingent claim via mean-variance hedging; that decomposition is strictly related to a specific BSDE, as for instance illustrated in [28] . When the underlying is a general Markov process and the contingent claim is of vanilla type, solving the identification problem gives us suitable techniques to discuss mean-variance hedging.
In the present paper we discuss the over-mentioned identification problem in a more general framework. In particular we have formulated a set of hypotheses which include the existing results in the literature. In Section 3 we state Theorems 3.8 and 3.14, which are the main results of the article. If Y together with (Z, U ) constitutes a solution of a BSDE and there exists a function v with some minimal regularity such that Y t = v(t, X t ), those two theorems allow to solve the identification problem. Their proof makes use in essential way of both features of the calculus related to weak Dirichlet processes. Indeed, first, supposing that Y is a suitable C 0,1 -deterministic function v of the underlying process X, which is a special semimartingale X, related in a specific way to the random measure µ, we apply the chain rule in Theorem 3.10. In particular Y will be a special weak Dirichlet process with prescribed local martingale part. Second, Y can be decomposed using the fact that, together with (Z, U ), it solves the BSDE. So the uniqueness of decomposition of the special weak Dirichlet process Y recalled in Proposition 3.4 allows us to identify the couple (Z, U ). This is the object of Theorem 3.8. On the other hand, in the purely discontinuous framework we make use instead of the chain rule Proposition 3.15. This does not even ask X to be a special weak Dirichlet process, provided we have some a priori information on the structure of v(t, X t ). At this point, by a similar argument, Theorem 3.14 also allows to tackle and solve the identification problem.
Section 4 is devoted to concrete applications in the following situations.
1. The case when the BSDE is driven by a Wiener process and a Poisson random measure and the underlying process X is a jump-diffusion.
2.
A case when the BSDE is driven by a quasi-left-continuous random measure and X is a non-diffusive Markov processes. This case has also been treated with a different technique by [13] .
3. A particular case of a BSDE driven by a non quasi-left-continuous random measure.
The paper is organized as follows. In Section 2.1 we fix the notations and we make some technical observations on stochastic integration with respect to a random measure; in Section 2.2 we introduce our basic set of hypotheses, and we provide some related technical results, which are proved in the Appendix. Section 3 is devoted to solve the identification problem. As mentioned earlier, applications are provided in Section 4.
Notations and preliminaries
In what follows, we are given a probability space (Ω, F, P) a positive horizon T and a filtration (F t ) t≥0 , satisfying the usual conditions. Let F = F T . Given a topological space E, in the sequel B(E) will denote the Borel σ-field associated with E. P (resp.P = P ⊗ B(R)) will denote the
, and we will indicate by F P the completion of F with the P-null sets. We
. By default, all the stochastic processes will be considered with parameter t ∈ [0, T ]. By convention, any càdlàg process defined on [0, T ] is extended to R + by continuity. A random set A ⊂Ω is called evanescent if the set {ω : ∃t ∈ R + with (ω, t) ∈ A} is P-null. Generically, all the equalities of random sets will be intended up to an evanescent set.
A bounded variation process X on [0, T ] will be said to be with integrable variation if the expectation of its total variation is finite. A (resp. A loc ) will denote the collection of all adapted processes with integrable variation (resp. with locally integrable variation), and A + (resp A + loc ) the collection of all adapted integrable increasing (resp. adapted locally integrable) processes. The significance of locally is the usual one which refers to localization by stopping times, see e.g. (0.39) of [25] . We will indicate by C 0,1 the space of all functions
that are continuous together their derivative ∂ x u.
Stochastic integration with respect to integer-valued random measures
The concept of random measure will be extensively used throughout the paper. For a detailed discussion on this topic and the unexplained notations see Chapter I and Chapter II, Section 1, in [27] , Chapter III in [25] , and Chapter XI, Section 1, in [23] . In particular, if µ is a random measure on [0, T ] × R, for any measurable real function H defined onΩ, one denotes H ⋆ µ t := From that it follows that 1 J = p (1 D ). K is the largest predictable subset of D, see Theorem 11.14 in [23] . Since K is predictable, we have p (1 K ) = 1 K . J is a thin set, see Proposition 2.34, Chapter I, in [27] .
where φ is a random kernel from (Ω × [0, T ], P) into (R, B(R)) and A is a right-continuous nondecreasing predictable process, such that A 0 = 0, see for instance Remark 4.4 in [1] .
(ii) Given ν in the form (2.1), then the process A is continuous if and only if, up to an evanescent set,
where (T i n ) n are totally inaccessible times, see, e.g., Assumption (A) in [14] .
(iii) We recall that a totally inaccessible random time T i fulfills the property
for every predictable random time S, see Definition 2.20, Chapter I, in [27] .
We recall an important notion of measure associated with µ, given in formula (3.10) in [25] . Definition 2.3. Let (Ω n ) be a partition ofΩ constituted by elements ofÕ, such that 1Ω n ⋆ µ ∈ A. M P µ denotes the σ-finite measure on (Ω,F P ), such that for every W :Ω → R positive, bounded,
Let us now setν t (de) := ν({t}, de) for all t ∈ [0, T ]. For any W ∈Õ, we definê
with the convention thatW t = +∞ ifŴ t is not defined. For every q ∈ [1, ∞[, we introduce the linear spaces
Given W ∈P, we define the increasing (possibly infinite) predictable process
provided the right-hand side is well-defined. By Proposition 3.71 in [25] , we have G 2 (µ) = {W ∈ P : ||W || G 2 (µ) < ∞}, where
We also introduce the space
. Proof. The case p = 1 is stated in Proposition 1.28, Chapter II, in [27] . In order to prove the case p = 2, it is enough to show that, if 
Moreover, taking into account that |Ŵ | 2 ⋆ ν t = s≤t |Ŵ s | 2ν s (R), for every t ≥ 0, the process C(W ) defined in (2.3) can be decomposed as
In particular, since W ∈ L 2 (µ), we have
This concludes the proof.
Then the process ϕ belongs to G 1 loc (µ X ).
Proof. Formula (2.8), together with Lemma 2.4 with p = 1, gives that ϕ 1 A belongs to G 1 loc (µ X ). On the other hand, by Lemma 2.4 with p = 2, formula (2.9) implies that ϕ 1 A c belongs to
can be rewritten as
, where (T i n ) n are totally inaccessible finite times, then J = K up to an evanescent set. 
Collecting previous identities, we conclude that and there is a predictable process (l s ) such that
Proof. By (2.10) we have
and this gives (2.11). We show now the equivalence property. Obviously (2.11) implies (2.12) setting l =Ŵ . Conversely, for fixed s such that (ω, s) ∈ K, integrating (2.12) against 1 {s}×R , we obtainŴ s 1 K (s) = l s 1 K (s), which implies (2.11). Finally, (2.13) and (2.14) follow observing that
2.2 A class of stochastic processes X related in a specific way to an integervalued random measure µ
We will formulate two assumptions related to an integer-valued random measure µ on [0, T ] × R and some càdlàg process X. We recall that a sequence of random times (T n ) n exhausts the jumps of a process
, see Definition 1.30, Chapter I, in [27] . A process Y is quasi-left-continuous if and only if there is a sequence of totally inaccessible times (T i n ) that exhausts the jumps of Y , see Proposition 2.26, Chapter I, in [27] . Hypothesis 2.9. X is an adapted càdlàg process with decomposition X = X i + X p , where
2. X p is a càdlàg predictable process satisfying {∆X p = 0} ⊂ J.
Remark 2.10. Theorem 3.89 in [25] states an Itô formula which transforms a special semimartingale X into a special semimartingale F (X t ) through a C 2 function F : R → R. There, the process Y = X is supposed to fulfill Hypothesis 2.9-1.
Remark 2.11. If µ is the jump measure of a càdlàg process X, then Hypothesis 2.9-1. holds for
The proof of the following result is reported in Section B.1.
Proposition 2.12. Let X be a process verifying Hypothesis 2.9. Then, there exists a null set N such that, for every Borel function ϕ :
Identity ( We will make use in the sequel of the following assumption on µ.
Hypothesis 2.14.
(ii) for every predictable time S such that
Remark 2.15. Hypothesis 2.14-(i) implies that J = K, up to an evanescent set, see Proposition 2.7.
Remark 2.16.
where (T i n ) n are totally inaccessible times, and Hypothesis 2.14 trivially holds.
2. Notice that, if ν is given in the form (2.1) and the process A appearing in (2.1) is continuous, thenν = 0. In that case, Theorem (4.47) of [25] states that µ is quasi-left-continuous.
We have the following important technical result, for the proof see Section B.2.
Proposition 2.17. Let µ satisfy Hypothesis 2.14. Assume that X is a process verifying Hypothesis 2.9.
to indistinguishability, and assume that there exists aP-measurable subset
Remark 2.18. Under condition (2.18), Proposition 2.5 and inequality (2.17) in Proposition 2.12 imply that (s, x) → ϕ(s, x) ∈ G 1 loc (µ X ) and (s, e) → ϕ(s,γ(s, e)) ∈ G 1 loc (µ). In particular the two stochastic integrals in (2.19) are well-defined.
We end the section focusing on the case when X is of jump-diffusion type. The following result is proved in Section B.3.
Lemma 2.19. Let µ satisfy Hypothesis 2.14. Let N be a continuous martingale, and B an increasing predictable càdlàg process, with B 0 = 0, such that {∆B = 0} ⊂ J. Let X be a process which is solution of equation
Then X satisfies Hypothesis 2.9 with decomposition X = X i + X p , where
BSDEs driven by an integer-valued random measure
Let µ be an integer-valued random measure defined on [0, T ] × R. Let M be a continuous process with M 0 = 0. Let (F t ) be the canonical filtration associated to µ and M , and suppose that M is an (F t )-local martingale. ν will denote a "good" version of the dual predictable projection of µ in the sense of Proposition 1.17, Chapter II, in [27] . In particular, ν(ω, {t} × R) ≤ 1 identically. Let λ be a predictable random measure on [0, T ] × R, and ζ a non-decreasing adapted continuous process.
We focus now on the general BSDE (1.1) of the Introduction, whose coefficients are the following: ξ is an F T -measurable square integrable random variable,f :
A solution of BSDE (1.1) is a triple of processes (Y, Z, U ) such that the first two integrals in (1.1) exist and are finite in the Lebesgue sense, Y is adapted and càdlàg, Z is progressively measurable with
and dζ s -a.e., for almost all ω, Z = Z ′ dP d M t a.e., and there is a predictable process (l t ) such that U t (e) − U ′ t (e) = l t 1 K (t), dP ν(dt de)-a.e. The latter fact is a direct consequence of Proposition 2.8. Moreover, provided that λ << ν, given a solution (Y, Z, U 0 ) of BSDE (1.1), the class of all solutions will be given by the triples (Y, Z, U ), where U = l 1 K + U 0 for some predictable process (l t ). In particular, if K = ∅, then the third component of the BSDE solution is uniquely characterized in L 2 (µ).
Remark 3.2. A general BSDE of type (1.1) is considered for instance in [40] , with the following restrictions on the random measures λ and ν:
In Theorem 3.2 in [40] , the author proves that under suitable assumptions on the coefficients (ξ,f ,g) there exists a unique triplet of processes (
where
and L 2 (µ) is the space introduced in (2.5).
When ζ and M vanish, BSDE (1.1) turns out to be driven only by a purely discontinuous martingale, and becomes
is a bounded variation process, the first bracket in the right-hand side of (3.3) is zero by Proposition 3.14 in [5] . On the other hand, the second term in the right-hand side of (3.3) is zero because ]0, ·]×R U s (e) (µ − ν)(ds de) is a purely discontinuous martingale.
Identification of the BSDEs solution
The fundamental tool of this section is the notion of covariation of two processes X and Y (that are not necessarily semimartingales), denoted [X, Y ], see Definition 3.4 in [5] . A process X is said to be finite quadratic variation process if [X, X] exists. Any (F t )-adapted process X is said to be (F t )-orthogonal if [X, N ] = 0 for every N continuous local (F t )-martingale. By Proposition 5.8 in [5] we have the following result.
Proposition 3.4. Any (F t )-special weak Dirichlet process X admits a decomposition of the type
where X c is a continuous local martingale, M d is a purely discontinuous local martingale, and A is an (F t )-predictable and orthogonal process, with A 0 = 0. (3.4) is called the canonical decomposition of X.
The following condition on X will play a fundamental role in the sequel:
Moreover, we will be interested in functions v : [0, T ] × R → R fulfilling the integrability property
Remark 3.5. By Proposition 2.7 in [5] , if X is a càdlàg process satisfying condition (3.5), and
Moreover, Lemma 5.24 in [5] states that if X is a càdlàg process satisfying condition (3.5), and
We have the following result.
Proposition 3.6. Let X be a process such that (X, µ) verifies Hypothesis 2.9. Let in addition v : [0, T ] × R → R be a function of class C 0,1 . If X and v satisfy conditions (3.5) and (3.6), and moreover s≤T |∆X s | 2 < ∞ a.s., then
Proof.
Step 1. We first notice that, if s≤T |∆X s | 2 < ∞ a.s., then
Indeed, this follows from (3.7) and inequality (2.17) in Proposition 2.12, with ϕ(ω, s,
, taking into account Remark 2.13.
Step 2. We observe that, if X and v satisfy conditions (3.5) and (3.6), then
This is a consequence (3.8), (3.5) and (3.6) together with inequality (2.17) in Proposition 2.12, with ϕ(ω, s, x) = |v(s, X s− (ω) + x) − v(s, X s− (ω))| 1 {|x|>1} , taking into account Remark 2.13.
Step 3. The conclusion of Proposition 3.6 is a direct consequence of Steps 1 and 2, together with Proposition 2.5, with ϕ(ω, s, e) = v(s, X s− (ω) +γ(ω, s, e)) − v(s, X s− (ω)) and A = {(ω, s, e) : |γ(ω, s, e)| > 1}.
Let us now consider the following assumption on a couple (X, Y ) of adapted processes.
Hypothesis 3.7. X is a special weak Dirichlet process of finite quadratic variation, satisfying condition (3.5).
such that v and X verify condition (3.6).
Our first main result is the following.
Theorem 3.8. Let µ satisfy Hypothesis 2.14, and assume that X is a process such that (X, µ) verifies Hypothesis 2.9. Let (Y, Z, U ) be a solution to the BSDE (1.1) such that the pair (X, Y ) satisfies Hypothesis 3.7 with corresponding function v. Let X c denote the continuous local martingale of X given in the canonical decomposition (3.4). Then, the pair (Z, U ) fulfills
If, in addition, H ∈ G 2 loc (µ), then there exists a predictable process (l s ) such that
In particular, H s (e) = 0, dP ν c (ds de)-a.e. (3.12)
and
Remark 3.9. Notice that H in (3.11) belongs to G 1 loc (µ), so that the integral in (3.10) is welldefined. Indeed, by Hypothesis 3.7, X and v in the statement of Theorem 3.8 satisfy (3.5) and (3.6). By Proposition 3.6 it follows that (s,
, the conclusion follows. The proof of Theorem 3.8 is based essentially on the following stability result for càdlàg processes, which was the object of Theorem 5.26 in [5] .
Theorem 3.10. Let X be an (F t )-special weak Dirichlet process of finite quadratic variation with its canonical decomposition
where A v is a predictable (F t )-orthogonal process.
Proof of Theorem 3.8. By assumption, X is a special weak Dirichlet process satisfying condition (3.5), and v is a function of class C 0,1 satisfying the integrability condition (3.6). So we are in the condition to apply Theorem 3.10 to v(t, X t ). We set ϕ(s, x) := v(s, X s− + x) − v(s, X s− ). Since X is of finite quadratic variation and verifies (3.5), and X and v satisfy (3.6), by (3.7) and (3.8) we see that the process ϕ verifies condition (2.18) with A = {|x| > 1}. Moreover ϕ(s, 0) = 0. Since µ verifies Hypothesis 2.14 and X verifies Hypothesis 2.9, we can apply Proposition 2.17 to ϕ(s, x). Identity (3.14) becomes
At this point we recall that the process Y t = v(t, X t ) fulfills the BSDE (1.1), which can be rewritten as
(3.
In particular, from (3.17) we get
that gives identification (3.9). If in addition we assume that H ∈ G 2 loc (µ), the predictable bracket at time t of the purely discontinuous martingale in identity (3.10) is well-defined, and equals C(H) by Theorem 11.21, point 3), in [23] . Since C(H) T = 0 a.s., the conclusion follows from Proposition 2.8.
Let us now consider a BSDE driven only by a purely discontinuous martingale, of the form (3.2). We formulate the following assumption for a couple of adapted processes (X, Y ).
We first introduce some notations. Let E be a closed subset of R on which X takes values. Given a càdlàg function ϕ : [0, T ] → R, we denote by C ϕ the set of times t ∈ [0, T ] for which there is a left (resp. right) neighborhood I t− =]t − ε, t[ (resp. I t+ = [t, t + ε[) such that ϕ is constant on I t− and I t+ . (i) Y is an (F t )-orthogonal process such that s≤T |∆Y s | < ∞, a.s.
(ii) X is a càdlàg process and Y t = v(t, X t ) for some deterministic function v : [0, T ] × R → R, satisfying the integrability condition
(iii) There exists C ∈ [0, T ] such that for ω a.s. C ⊃ C X (ω), and
-∀t ∈ C c , x ∈ E, (t, x) is a continuity point of v.
Remark 3.12. Item (iii) of Hypothesis 3.11 is fulfilled in two typical situations.
Almost surely X admits a finite number of jumps and t → v(t, x) is continuous ∀x ∈ E.
2. C = ∅ and v| [0, T ]×E is continuous.
Remark 3.13. Assume that Hypothesis 3.11-(iii) holds. Then
is necessarily a càdlàg process.
(
Our second main result is the following.
Theorem 3.14. Let µ satisfy Hypothesis 2.14, and assume that X is a process such that (X, µ) and
The proof of Theorem 3.14 is based on the following stability result for càdlàg processes, which was the object of Proposition 5.31 in [5] .
Proposition 3.15. Let (X, Y ) be a couple of (F t )-adapted processes satisfying Hypothesis 3.11 with corresponding function v. Then v(t, X t ) is an (F t )-special weak Dirichlet process with decomposition
Proof of Theorem 3.14. By assumption, the couple (X, Y ) satisfies Hypothesis 3.11 with corresponding function v. We are then in the condition to apply Proposition 3.15 to v(t, X t ), which gives (3.23). Set ϕ(s, x) := v(s, X s− + x) − v(s, X s− ). By condition (ii) in Hypothesis 3.11, the process ϕ verifies condition (2.18) with A = Ω × [0, T ] × R. Moreover ϕ(s, 0) = 0. Since µ verifies Hypothesis 2.14, and (X, µ) verifies Hypothesis 2.9, we can apply Proposition 2.17 to ϕ(s, x). Identity (3.23) becomes
At this point we recall that the process Y t = v(t, X t ) fulfills BSDE (3.2), which can be rewritten as
The uniqueness of of the canonical decomposition (3.24) yields identity (3.19) . If in addition we assume that H ∈ G 2 loc (µ), the predictable bracket at time t of the purely discontinuous martingale in identity (3.19) is well-defined, and equals C(H) by Theorem 11.21, point 3), in [23] . Since C(H) T = 0 a.s., the conclusion follows from Proposition 2.8.
Applications

BSDEs driven by a jump-diffusion processes
Let us focus on the BSDE
which constitutes a particular case of the BSDE (1.1). This is considered for instance in [6] . Here W is a Brownian motion and µ(ds de) is a Poisson random measure with compensator
where λ is a Borel σ-finite measure on R \ {0} and
Poisson random measures have been introduced for instance in Chapter II, Section 4.b in [27] . The process X appearing in (4.1) is a Markov process satisfying the SDE
where b : R → R, σ : R → R are globally Lipschitz, and γ : R × R → R is a measurable function such that, for some real K, and for all e ∈ R,
For every starting point x ∈ R and initial time t ∈ [0, T ], there is a unique solution to (4.4) denoted X t,x (see [6] , Section 1). Moreover, modulo suitable assumptions on the coefficients (g, f ), it is proved that the BSDE (4.1) admits a unique solution (Y, Z, U ) ∈ S 2 × L 2 × L 2 (µ), see Theorem 2.1 in [6] , where
and L 2 (µ) is the space introduced in (2.5). When X = X t,x , the solution (Y, Z) of (4.1) is denoted (Y t,x , Z t,x ). In [6] it is proved that
Lemma 4.1. Let µ and X be respectively the Poisson random measure and the stochastic process satisfying the SDE (4.4). Then J = K = ∅, µ satisfies Hypothesis 2.14 and (X, µ) fulfills Hypothesis 2.9 with
Proof. Our aim is to apply Lemma 2.19. We start by noticing that ν in (4.2) is in the form (2.1) with A s = s. Therefore by Remark 2.16 item 2. and successively item 1, J = K = ∅, and Hypothesis 2.14 is verified. On the other hand, the process X satisfies the stochastic differential equation (4.4), which is a particular case of (2.20) when B s = s, N s = W s , and b, σ, γ are time homogeneous. b and σ verify (2.21), (2.22) since they have linear growth. Condition (2.23) can be verified using the characterization of G 1 loc (µ) in Theorem 1.33, point c), Chapter II, in [27] : for a given predictable random field W defined onΩ such thatŴ = 0, that theorem specifies that, whenever |W | 2 1 {|W |≤1} ⋆ ν + |W |1 {|W |>1} ⋆ ν ∈ A + loc , then W ∈ G 1 loc (µ). That property follows from (4.3) and (4.5).
Then, by Lemma 2.19, X verifies Hypothesis 2.9 with decomposition X = X i + X p , where X i and X p are given respectively by (4.7) and (4.8), and withγ(ω, s, e) = γ(X s− (ω), e).
We aim at applying Theorem 3.14 to BSDE (4.1). To this end, we need the following preliminary result. 
Proof. We have
for some constant C. Since X is of finite quadratic variation, by Lemma 3.9-(ii) in [5] we have that s∈]0, T ] |∆X s | 2 < ∞, a.s. Consequently, the second term in the right-hand side of (4.9) belongs to A The integral in the left-hand side of (4.11) exists almost surely. Indeed, |γ(x, e)| ≤ K (1 ∧ |e|) for every x ∈ R, R (1∧ |e| 2 ) λ(de) < ∞ (see, respectively, (4.5) and (4.3)). Since it is càglàd, then it is locally bounded, see for instance the lines above Theorem 15, Chapter IV, in [36] . Consequently, it belongs to A + loc . Finally, the first term in the right-hand side of (4.9) belongs to A + loc , taking into account (3.5) and the fact that X s− is locally bounded being càglàd. The conclusion follows.
We are ready to give the identification result.
be the unique solution to the BSDE (4.1). If the function v defined in (4.6) is of class C 0,1 such that x → ∂ x v(t, x) has linear growth, uniformly in t, then the pair (Z, U ) satisfies where
If in addition H ∈ G 2 loc (µ),
Proof. We aim at applying Theorem 3.8. By Lemma 4.1, µ satisfies Hypothesis 2.14 withγ(s, e) = γ(s, X s− , e). Since X is a special semimartingale, then condition (3.5) holds by Corollary 11.26 in [23] . Moreover, X is obviously a special weak Dirichlet process with finite quadratic variation. By Lemma 4.2, condition (3.6) holds for X and v, which implies that Hypothesis 3.7 is verified. We can then apply Theorem 3.8: since X c · = · 0 σ(X t ) dW t and M = W , (3.9) gives (4.12), while (3.10)-(3.11) withγ(s, e) = γ(s, X s− , e) yield (4.13)-(4.14). If in addition H ∈ G 2 (µ), since J = K = ∅, see Lemma 4.1, ν = ν c and (4.15) follows by (3.12).
Remark 4.4. When the BSDE (4.1) is driven only by a standard Brownian motion, an identification result for Z analogous to (4.12) has been established by [20] , even supposing only that f is Lipschitz with respect to Z. Remark 4.5. Theorem 3.8 also potentially applies to the cases of BSDEs driven by a continuous martingale when the underlying process X is a solution of an SDE with singular (distributional) drift. In the literature there are plenty of cases of (even continuous) Markov processes that are not semimartingales. Typical examples of such underlying processes X are solutions of an SDE with distributional drift, see e.g. [19] , [37] , [18] , of the type
for a class of Schwartz distributions β. In this case X is generally not a semimartingale but only a Dirichlet process, so that, for v ∈ C 0,1 , v(t, X t ) is a (special) weak Dirichlet process. Forward BSDEs related to an underlying process X solving (4.16) have been studied for instance in [38] , when the terminal type is random. However we do not perform a more refined analysis of examples in that direction since it goes beyond the scope of the paper.
On a class of BSDEs driven by a quasi-left-continuous random measure
In [13] the authors study a BSDE driven by an integer-valued random measure µ associated to a given pure jump Markov process X, of the form
The underlying process X is generated by a marked point process (T n , ζ n ), where (T n ) n are increasing random times such that T n ∈]0, ∞[, where either there is a finite number of times (T n ) n or lim n→∞ T n = +∞, and ζ n are random variables in R, see e.g. Chapter III, Section 2 b., in [25] . This means that X is a càdlàg process such that X t = ζ n for t ∈ [T n , T n+1 [, for every n ∈ N. In particular, X has a finite number of jumps on each compact. The associated integer-valued random measure µ is the sum of the Dirac measures concentrated at the marked point process (T n , ζ n ), and can be written as
Given a measure µ in the form (4.18), it is related to the jump measure µ X in the following way: for every Borel subset A of R,
This is for instance explained in Example 3.22 in [25] . The pure jump process X then satisfies the equation
The compensator of µ(ds de) is ν(ds de) = λ(s, X s− , de) ds, (4.21) where λ the is the transition rate measure of the process satisfying
see Section 2.1 in [13] . Under suitable assumptions on the coefficients (g, f ), Theorem 3.4 in [13] states that the BSDE (4.17) admits a unique solution (4.24) and the unique solution of the BSDE (4.17) can be represented as
Lemma 4.6. Let µ be the integer-valued random measure in (4.18) with compensator ν given by (4.21), and X be the associated pure jump Markov process satisfying (4.20) . Then J = K = ∅, µ satisfies Hypothesis 2.14 and (X, µ) fulfills Hypothesis 2.9 withγ(ω, s, e) = e − X s− (ω).
Proof. Since ν in (4.21) is in the form (2.1) with A s = s, by Remark 2.16, item 2. and successively item 1., J = K = ∅ and Hypothesis 2.14 is verified. Let us now prove that (X, µ) fulfills Hypothesis 2.9 withγ(ω, s, e) = e − X s− (ω). We observe that (4.18) implies that {∆X = 0} = D. Therefore, recalling that by Remark 2.16-1.,
for some sequence of totally inaccessible times
therefore X i satisfies Hypothesis 2.9-1. withγ(ω, s, e) = e − X s− (ω). Since X p = 0, Hypothesis 2.9-2. trivially holds.
Let us now apply Theorem 3.14 to the present framework. We start with a preliminary observation. 
and the conclusion follows since v(s, e) − v(s, X s− ) ∈ L 2 (µ) by (4.24).
We have the following identification result.
be the unique solution to the BSDE (4.17) and X, v be respectively the process and the function appearing in (4.25) . Then the random field U satisfies
Proof. We aim at applying Theorem 3.14. By Lemma 4.6, µ satisfies Hypothesis 2.14 and (X, µ) fulfills Hypothesis 2.9 withγ(s, e) = e − X s− . Moreover, by Lemma 4.7 and Remark 3.3, (X, Y ) satisfies Hypothesis 3.11 with corresponding function v. We can then apply Theorem 3.14. We have
which belongs to L 2 (µ), and therefore to G 2 (µ). Recalling that J = K = ∅, see Lemma 4.6, ν = ν c and (4.27) follows by (3.21).
Remark 4.9. The result in Corollary 4.8 is not new, since it retrieves with a different method, without using the specific form of v, the result obtained in [13] . In particular, our identification does not need to use the absolute continuity property (4.23).
On a class of BSDEs driven by a non quasi-left-continuous random measures
In the recent paper [1] , the author studies the existence and uniqueness for a BSDE driven by a purely discontinuous martingale of the form 29) for given data ξ,f . Here µ(ds de) is an integer-valued random measure with compensator ν(ds de) = dA s φ s (de), where φ is a probability kernel and A is a right-continuous nondecreasing predictable process, such thatν s (R) = ∆A s ≤ 1 for every s. For any positive constant β, E β will denote the Doléans-Dade exponential of the process βA. We consider the weighted spaces
. Suitable assumptions are required on the triplet (f , ξ, β). In particularf is of Lipschitz type in the third and fourth variable and ξ is a square integrable random variable with some weight. Moreover, the following technical assumption has to be fulfilled: there exists ε ∈]0, 1[ such that
where L y is the Lipschitz constant off with respect to y. Under these hypotheses, for β large enough, it can be proved that there exists a (unique) solution (Y, U ) ∈ L 2 β (A) × G 2 β (µ) to BSDE (4.29), see Theorem 4.1 in [1] . In that theorem, one shows that, given two solutions (Y, U ), (Y ′ , U ′ ), then we have Y t = Y ′ t dP dA t -a.e. and ||U − U ′ || 2
= 0. This implies that ||U − U ′ || 2 G 2 (µ) = 0, and so, by Remark 3.1, there is a predictable process (l t ) such that U t (e) − U ′ t (e) = l t 1 K (t), dP ν(dt de)-a.e.
The PDMPs case. Let us now consider a particular case of BSDE (4.29), namely a BSDE driven by the integer-valued random measure µ associated to a given Markov process X, of the form
We assume that X is a piecewise deterministic Markov process (PDMP) associated to a random measure µ, with values in the interval ]0, 1[. The process X is generated by a marked point process (T n , ζ n ), where (T n ) n are increasing random times such that T n ∈]0, ∞[, where either there is a finite number of times (T n ) n or lim n→∞ T n = +∞, and ζ n are random variables in ]0, 1[. We will follow the notations in [15] , Chapter 2, Sections 24 and 26. The behavior of the PDMP X is described by a triplet of local characteristics (h, λ, P ): 32) and P is a transition probability measure on [0, 1] × B(]0, 1[). Some other technical assumptions are specified in the over-mentioned reference, that we not recall here. Let us denote by Φ(s, x) the unique solution of g ′ (s) = h(g(s)), g(0) = x. The process X can be defined as
Set N t = n∈N 1 t≥Tn . By Proposition 24.6 in [15] , we have
Notice that the PDMP X verifies the equation
In particular X admits a finite number of jumps on each compact interval. By (26.9) in [15] , the random measure µ is 36) which is of the type of (4.18). This implies the validity of (4.19), so that (4.35) can be rewritten as
In the following, by abuse of notations, µ will denote the trivial extension of previous measure to the real line in the space variable e. In particular (4.35) can be reexpressed as
The knowledge of (h, λ, P ) completely specifies the dynamics of X, see Section 24 in [15] . According to (26.2) in [15] , the compensator of µ has the form ν(ds de) = (λ(X s− ) ds + dp * s ) P (X s− , de), (4.38) where λ has been trivially extended to [0, 1] by the zero value, and
is the predictable process counting the number of jumps of X from the boundary of its domain. From (4.38) we can choose A s and φ s (de) such that dA s = λ(X s− ) ds + dp * s and φ s (de) = P (X s− , de). In particular, A is predictable (not deterministic) and discontinuous, with jumps
Consequently,ν t (ω, R) > 0 if and only ifν t (ω, R) = 1, so that
Lemma 4.10. Let X be the PDMP process with local characteristics (h, λ, P ), satisfying (4.35)
. Then
Proof. We start by noticing that
For every t ∈ [0, T ], the jumps of the process Γ t := ]0, t]×R |e − X s− | ν(ds de) are given by
Since Γ t has bounded jumps, it is a locally bounded process and therefore it belongs to A + loc , see for instance the proof of Corollary at page 373 in [36] .
Lemma 4.11. Let µ and X be respectively the random measure and the associated PDMP with local characteristics (h, λ, P ) satisfying equation (4.37). Assume in addition that there exists a function β :
Then µ satisfies Hypothesis 2.14 and (X, µ) fulfills Hypothesis 2.9 with
(e − X s− ) (µ − ν)(ds de), (4.44)
Remark 4.12. Condition (4.43) implies that
Proof. Let us prove that Hypothesis 2.14-(i) holds. We recall that the measure µ was characterized by (4.36) . Moreover, given µ c = µ 1 J c and ν c = ν 1 J c , ν c is the compensator of µ c , see paragraph b) in [24] . Taking into account (4.38), (4.40) and (4.41), we have Previous identity holds true under assumptions (4.46) and (4.43), and so Hypothesis 2.14-(ii) is established.
In order to prove the validity of Hypothesis 2.9, we will make use of Lemma 2.19. We recall that the process X satisfies the stochastic differential equation (4.37), which gives, taking into account (4.38) and Lemma 4.10,
(β(X s− ) − X s− ) dp * We can show that previous equation is a particular case of (2.20) . Indeed, we recall that, by (4.39) and (4.42), the support of the measure dp * is included in K. We set B s = s + p * (s) and
The reader can easily show that the sum of the first, second, and third integral in the right-hand side of (4.50) equals
Recalling Lemma 4.10, and taking into account that h is locally bounded, we get that · 0 |b(s, X s− )| dB s belongs to A + loc . Then, setting N s = 0 and γ(s, x, e) = e−x, we see that X is a solution to equation (2.20) .
Then, by Lemma 2.19, (X, µ) satisfies Hypothesis 2.9 with decomposition X = X i + X p , where X i and X p are given respectively by (4.44) and (4.45). In particular, the process X i fulfills Hypothesis 2.9-1. withγ(ω, s, e) = (e−X s− (ω)) ( 
be a solution to the BSDE (4.31) and X be the piecewise deterministic Markov process with local characteristics (h, λ, P ) satisfying (4.37). Assume that Y t = v(t, X t ) for some function v : [0, T ] × R → R such that its restriction to [0, T ] × E is continuous. Then (X, Y ) satisfies Hypothesis 3.11 with corresponding function v.
Proof. By Remark 3.12, it follows that Hypothesis 3.11-(iii) is verified. Taking into account Remark 3.13, it follows that Y t = v(t, X t ) has a finite number of jumps, so that s≤T |∆Y s | < ∞ a.s. On the other hand, by Remark 3.3, Y is an (F t )-orthogonal process, so that Hypothesis 3.11-(i) holds.
It remains to show that v(t, X t ) satisfies condition (3.18). We have Finally, we apply Theorem 3.14 to the present framework.
Corollary 4.14. Let (Y, U ) ∈ L 2 × G 2 (µ) be a solution to the BSDE (4.31), and X the piecewise deterministic Markov process with local characteristics (h, λ, P ) satisfying (4.37). Assume that Y t = v(t, X t ) for some continuous function v. Assume in addition that there exists a function β : {0, 1} → R, such that
Then the random field U satisfies (3.19) with and there exists a predictable process (l s ) such that U s (e) = l s 1 {X s− ∈{0,1}} (s), dP δ β(X s− ) (de) dp * s -a.e. (4.55)
Proof. We will apply Theorem 3.14. By Lemma 4.11, µ satisfies Hypothesis 2.14 and (X, µ) fulfills Hypothesis 2.9 withγ(ω, s, e) = (e − X s− (ω)) 1 K (ω, s). Moreover, by Lemma 4.13, Hypothesis 3.11 holds for (X, Y ). We are then in condition to apply Theorem 3.14. Identity (3.19) holds with
At this point we recall that ν c (ds de) = λ(X s− ) P (X s− , de) ds, see (4.47). Moreover, since J = K,
Then, since by (4.42) we have K = {(ω, s) : X s− (ω) ∈ {0, 1}}, (4.54) and (4.55) are direct consequences respectively of (3.21) and (3.22) .
Proposition A.3. Let X be a càdlàg adapted process with decomposition X = X i + X p , where X i (resp. X p ) is a càdlàg quasi-left continuous adapted process (resp. càdlàg predictable process). Then
Proof. {∆X = 0} is the support of the random measure µ X (see e.g. Proposition 1.16, Chapter II, in [27] ). By Theorem 11.14 in [23] , the predictable support of {∆X = 0} is given by {(ω, t) :
It remains to prove that the predictable support of {∆X = 0} equals {∆X p = 0}. By Proposition A.2-(ii), {∆X = 0} is the disjoint union (up to an evanescent set) of {∆X p = 0} and {∆X i = 0}. Since X i is a càdlàg quasi-left continuous process, by Proposition 2.35, Chapter I, in [27] , we know that the predictable support of {∆X i = 0} is evanescent. Then, by the definition of predictable support, see Definition 2.32, Chapter I, in [27] , taking into account the additivity of the predictable projection operator, we have p 1 {∆X =0} = 1 {∆X p =0} , and this concludes the proof.
Proposition A.4. Let X be a càdlàg adapted process with decomposition X = X i + X p , where X i (resp. X p ) is a càdlàg quasi-left-continuous adapted process (resp. càdlàg predictable process). Let (S n ) n be a sequence of predictable times exhausting the jumps of X p . Then
Proof. Let us fix n ∈ N. We need to show the existence of a P-null set N such that, for every ω / ∈ N , we have
for every real Borel set E. Let (E m ) m be a sequence of measurable subsets of R which is a π-class generating B(R). Since X i is a càdlàg quasi-left-continuous adapted process and S n is a predictable time, then ∆X i Sn = 0 a.s., see again Definition 2.25, Chapter I, in [27] . This implies that ∆X Sn = ∆X p Sn a.s. by Hypothesis 2.9-2. Consequently, for every m we have
On the other hand, by point (b) of Proposition 1.17, Chapter II, in [27] and (A.3) we have
By (A.3), there exists a null set N m such that Let n ∈ N be fixed. In order to establish (A.6), it is enough to prove
whereΩ n are the sets introduced in Definition 2.3. Let us consider a bounded, F-measurable function φ : Ω → R + . Identity (A.7) holds if we show that the expectations of both sides against φ are equal. Using Hypothesis 2.9-1, we write
where we have used the form of µ given in Proposition 1.14, Chapter II, in [27] , i.e.
Therefore, there exists a P-null set N m such that 
By Proposition A.5 applied to Y = X i , there exists a null set N such that, for every ω / ∈ N , previous expression gives
The second part of the statement holds decomposing ϕ = ϕ + − ϕ − .
B.2 Proof of Proposition 2.17
Clearly the result holds if we show that ϕ verifies (2.19) under one of the two following assumptions:
By localization arguments, it is enough to show it when |ϕ| ⋆ µ X ∈ A + , |ϕ| 2 ⋆ µ X ∈ A + . Below we will consider the first case, the second case will follow from the first one by approaching in L 2 (µ X ) the function ϕ with ϕ ε (s, x) := ϕ(s, x) 1 ε<|x|≤1/ε 1 s∈[0, T ] . Indeed, ϕ ε (s, x) ⋆ µ ∈ A + , by Cauchy-Schwarz inequality, taking into account the fact that µ X , restricted to ε ≤ |x| ≤ 1/ε, is finite, since µ X is σ-finite on [0, ∞) × R.
Let us define
Notice that the processes M and N are purely discontinuous local martingales, see e.g. Definition 1.27, point b), Chapter II, in [27] . We have to prove that M and N are indistinguishable. To this end, by Corollary 4.19, Chapter I, in [27] , it is enough to prove that ∆M = ∆N , up to an evanescent set. Observe that Moreover, since J is a predictable thin set (see Remark 2.1), there exists a sequence of predictable times (R n ) n with disjoint graphs, such that J = ∪ n [[R n ]], see Remark A.1-(i). We recall that Hypothesis 2.14-(i) implies that J = K up to an evanescent set, see Remark 2.15. By this fact, and taking into account Hypothesis 2.14-(ii), there exists a null set N , such that, for every n ∈ N, ω / ∈ N , µ(ω, {R n (ω)}, de) 1 J (ω, s) = ν(ω, {R n (ω)}, de) 1 J (ω, s). Taking into account that X i is a càdlàg quasi-left-continuous process, by Definition 2.25, Chapter I, in [27] we have ∆X i Rn = 0 for every n, so that
This, together with (B.17), implies that, for every ω / ∈ N and for every s ∈ [0, T ], µ X (ω, {s}, dx) 1 J (ω, s) = µ X (ω, {s}, dx) 1 J∩{∆X =0} (ω, s) = µ X (ω, {s}, dx) 1 {∆X p =0} (ω, s). Recalling that {∆X p = 0} ⊂ J by Hypothesis 2.9-2., it straightly follows from (B.22) that V ϕs (ω) is zero. In particular, up to an evanescent set, we have R ϕ(ω, s, x) µ X (ω, {s}, dx) = R ϕ(s,γ(ω, s, e)) µ(ω, {s}, de), in other words ∆M = ∆N up to an evanescent set, and this concludes the proof.
B.3 Proof of Lemma 2.19
Since N is continuous, it straight follows from (2.25) that We remark that X i in (2.24) has the same expression as N defined in (B.9) where the integrand ϕ(ω, s,γ(ω, s, e)) is replaced by γ(s, X s− (ω), e). We recall that Hypothesis 2.14-(i) implies that J = K up to an evanescent set, see We can easily show that X p and X i are respectively a càdlàg predictable process and a càdlàg quasi-left-continuous adapted process. The fact that X p is predictable straight follow from (2.25). Concerning X i , let S be a predictable time; it is enough to prove that ∆X i S 1 {S<∞} = 0 a.s., see Definition 2.25, Chapter I, in [27] . Identity (B.25) gives Finally, we show that the process X i in (2.24) fulfills Hypothesis 2.9-1. withγ(ω, s, e) = γ(s, X s− (ω), e) (1 − 1 K (ω, s)). First, the fact that {∆X i = 0} ⊂ D directly follows from (B.24). To prove ∆X i s (ω) =γ(ω, s, ·), dM P µ (ω, s)-a.e. it is enough to show that 
