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INVARIANT GRAPHS OF A FAMILY OF NON-UNIFORMLY EXPANDING SKEW
PRODUCTS OVER MARKOV MAPS
C. P. WALKDEN AND T. WITHERS
Abstract. We consider a family of skew-products of the form (Tx, gx(t)) : X × R → X × R where T is a
continuous expanding Markov map and gx : R→ R is a family of homeomorphisms of R. A function u : X →
R is said to be an invariant graph if graph(u) = {(x, u(x)) | x ∈ X} is an invariant set for the skew-product;
equivalently if u(T (x)) = gx(u(x)). A well-studied problem is to consider the existence, regularity and
dimension-theoretic properties of such functions, usually under strong contraction or expansion conditions
(in terms of Lyapunov exponents or partial hyperbolicity) in the fibre direction. Here we consider such
problems in a setting where the Lyapunov exponent in the fibre direction is zero on a set of periodic orbits.
We prove that u either has the structure of a ‘quasi-graph’ (or ‘bony graph’) or is as smooth as the dynamics,
and we give a criteria for this to happen.
1. Introduction and results
1.1. Introduction. Let T be a continuous, expanding Markov map of the circle, X. Consider the skew
product dynamical system T˜g : X × R→ X × R defined by
T˜g(x, t) = (Tx, g(x, t)). (1)
where g(x, t) : X ×R→ R. A function u : X → R is said to be an invariant graph if graph(u) = {(x, u(x))}
is T˜g-invariant; equivalently
u(Tx) = g(x, u(x)). (2)
We refer to X as the base and R as the fibre. We are interested in the case when g(x, ·) : R → R is a
homeomorphism; we normally write gx(t) = g(x, t), gx : R → R and refer to gx(·) as a skewing function.
When gx is uniformly expanding, the invariant graph exists, is Ho¨lder continuous and, under a partial
hyperbolicity assumption, generically has no higher regularity. As a particular example, let b ≥ 2, b ∈ N and
let Tx = bx mod 1. Let λ ∈ (0, 1), λb > 1, and let gx(t) = cos(2pix) + λ−1t. In this case the invariant graph
u(x) = −∑∞n=0 λn cos 2pibnx, the classical Weierstrass function.
More generally, if the Lyapunov exponent in the fibre direction is positive with respect to a given ref-
erence measure, then the invariant graph is measurable, (2) holds almost everywhere, and generically is
not continuous [Sta99, HNW02]. Note that [HNW02] requires a partial hyperbolicity assumption on the
skew-product.
In this note, we alter the non-uniform contraction condition in the fibre and assume that the Lyapunov
exponent in the fibre direction is zero for certain measures. In particular, we consider the case when the
skewing function is the identity map on a given set of periodic orbits. We construct a family of measurable
invariant sets for the skew product and identify the set of measure zero on which (2) fails. Our invariant
sets are generically almost everywhere graphs of functions that are discontinuous on every open set and are
almost everywhere uniformly bounded.
We describe the precise structure of the invariant sets. The following dichotomy holds: either the invariant
set is of a discontinuous nature of the form described above or is as smooth as the dynamics. The former
case is generic; in this case (together with a partial hyperbolicity assumption) we also calculate the box
dimension of the invariant set in terms of thermodynamic formalism.
The invariant sets we obtain are an example of a family of so-called bony attractors—a bony attractor
is a closed set that intersects every almost every fibre at a single point and any other fibre at an interval.
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2 C. P. WALKDEN AND T. WITHERS
These sets were first described by [Kud10] and other examples occur in [KV14, GH16] as attractors of step
functions over shift maps.
An invariant graph defined on X \ RP . The quasi-graph invariant set.
Figure 1. The invariant graph and an invariant set (quasi-graph) of the affine real-valued skew product T˜g(x, t) =
(Tx, sin(2pix) + γ−1(x)t), where γ(x) = 3+cos(2pix)4 and where T is the doubling map. The skew product is the
identity at the fixed point x = 0 and the invariant graph is discontinuous at all pre-images of 0.
1.2. Results. Let T˜g be a skew product as defined in (1). We write g(x, t) = gx(t) and assume that, for
each x ∈ X, gx : R → R is a homeomorphism. We also assume that, for each t ∈ R, x 7→ gx(t) is α-
Ho¨lder continuous. We define gnx (t) = gTn−1xgTn−2x · · · gx(t) so that T˜ng (x, t) = (Tnx, gnx (t)). We define
hx(t) = gx(t)
−1 so that gnx (t)
−1 = hnx(t) = hx · · ·hTn−1x(t). Let P :=
⋃ρ−1
r=0 Pr ⊂ X be a collection of ρ
distinct periodic orbits for T : X → X. For p ∈ P we denote by `(p) the least period of p. Let RP be the
set of pre-images of points in P ; that is
RP = {x ∈ X | Tnx ∈ P for some n ≥ 0}.
Note that this is a countable set. We will often consider the set RP and its complement X \RP separately;
both sets are T -invariant.
If hx : R→ R is a diffeomorphism, we define the derivative in the fibre direction to be
∂hx(t) = lim
→0
hx(t+ )− hx(t)

.
In §1.3 we will precisely define a set of skew products T˜g ∈ S(X,R, CαP ) where T˜g is expanding in the fibre
direction except along the periodic orbits in P where g
`(p)
p (t) = t for all t ∈ R. We shall abuse notation
slightly and write g ∈ CαP .
Remark 1.1. Examples of skew products that satisfy our hypotheses include affine maps gx(t) = f(x) +
γ(x)−1t where f , γ are α-Ho¨lder with γ(p) = 1, f(p) = 0 for p ∈ P and otherwise 0 < γ(x) < 1. Our
conditions remain satisfied for diffeomorphisms g : X → Diff(R,R) defined by small, sufficiently smooth
perturbations of affine maps preserving conditions (6) to (9) below. Figure 1 shows an explicit example.
First, we show that such invariant graphs exist. We prove that we have a unique invariant function u on
X \RP ; hence the graph of this function is an invariant set of the restricted skew product T˜g|X\RP .
Theorem 1. Let T˜g ∈ S(X,R, CαP ). There exists a uniformly bounded function u : X \ RP → R such that
u(Tx) = gx(u(x)) for x ∈ X \ RP . Any other uniformly bounded function v : X \ RP → R satisfying this
equation is equal to u; moreover, if µ is an ergodic measure for T not supported on RP , then u is µ-a.e.
unique amongst the set of measurable functions.
We prove the following corollary to Theorem 1, showing that u is uniquely defined on X \RP but can be
arbitrarily defined on RP .
Corollary 2. Let T˜g ∈ S(X,R, CαP ) and let u be as in Theorem 1. Suppose that P consists of ρ periodic
orbits. For each r such that 0 ≤ r ≤ ρ − 1, choose one element of each periodic orbit p ∈ Pr ⊂ P .
There is a ρ-parameter family of invariant graphs for the skew product, us : X → R, where us(p) = sr for
s = (s0, . . . , sρ−1) ∈ Rρ. Furthermore, us|X\RP = u.
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Clearly, for x ∈ RP , each fibre {x} × R is T˜g-invariant; by taking the union we have a dense T˜g-invariant
set. As X \ RP is dense in X, we can consider a sequence x0 → x for any x ∈ RP where each point
x0 ∈ X \RP .
Definition 1.2. Let T˜g ∈ S(X,R, CαP ). Define the invariant quasi-graph U ⊂ X×R as U =
⋃
x∈X Ux where
Ux =
{
(x, u(x)) if x ∈ X \RP ,
{x} × [lim infy∈X\RP ,y→x u(y), lim supy∈X\RP ,y→x u(y)] if x ∈ RP .
In other words, we connect the discontinuities between the values of the function u as we approach RP ;
see Figure 1. Denote the length of the interval of the quasi-graph at x ∈ RP by
|Ux| =
∣∣∣∣∣ lim supy∈X\RP ,y→xu(y)− lim infy∈X\RP ,y→xu(y)
∣∣∣∣∣ ;
if x ∈ X \RP then we set |Ux| = 0. In Proposition 4.1 we show that U is a T˜g-invariant set.
We prove two main results about quasi-graphs, reminiscent of those found in the studies of Weierstrass
functions, [Bar15, HL93] and for dynamically-defined invariant graphs [Sta99, HNW02]. The first is a
dichotomy of the structure of the invariant graphs.
Theorem 3. Let T˜g ∈ S(X,R, CαP ). Then either:
(1) the invariant quasi-graph U is the graph of a uniformly α-Ho¨lder continuous function;
(2) for every x ∈ RP , |Ux| > 0.
When we are in the second case, we will often say “the quasi-graph U is not the graph of an invariant
function”. As RP is dense in X, we see that U is not the graph of a function on any open set and has a
‘vertical jump’ at each element of RP . It is easy to construct examples of continuous invariant graphs, but
our second result proves that generically U is of the discontinuous type.
Theorem 4. Let T˜g ∈ S(X,R, CαP ). There exists a Cα-open and C0-dense set of g ∈ CαP such that the
invariant quasi-graph U of T˜g is not the graph of a function.
For higher regularity of u, we need higher regularity on the base dynamics T and we consider Cr+α-
expanding endomorphisms of the circle, with r ∈ N, r ≥ 1 and α > 0. We also assume that that gx : R→ R
is Cr+α and, for each t, x 7→ gx(t) is Cr+α. Again, we abuse notation slightly and write g ∈ Cr+αP . Denote
this set of skew products by T˜g ∈ SCr+α(X,R, Cr+αP ). In this case we can strengthen the above dichotomy:
if U is the graph of a function then it is as smooth as the dynamics.
Theorem 5. Let α ≥ 0, r ∈ N and r ≥ 1. Let T˜g ∈ SCr+α(X,R, Cr+αP ). Then either:
(1) the invariant quasi-graph U is the graph of a Cr+α function;
(2) for every x ∈ RP , |Ux| > 0.
Our final result concerns the box dimension of the invariant quasi-graphs. Our result extends that in
[Bed89] to our setting, and we believe it is the first attempt to calculate the dimension of invariant graphs
of non-uniformly expanding skew products. The key difficulty is establishing a sufficiently strong form of
bounded distortion.
Let q : X → R be a function and let m(q) = infx∈X q(x). Suppose ∂gx(t) > 0; we will show in Remark 3.2
that this causes no loss in generality. A skew product is partially hyperbolic if there exists κ > 1 such that
1 < κ ≤ m(∂h)m(|T ′|) (3)
where the infimum m(∂h) is taken over all (x, t) ∈ X × R and hx = g−1x .
Suppose that g : X → C2(R,R) is a C2 diffeomorphism and we return to allowing T : X → X to be
a continuous expanding Markov map (with conditions specified in §1.3). Let x 7→ hxt, x 7→ ∂hx(t) and
x 7→ ∂2hx(t) be Lipschitz continuous. Denote this set of skew products by S(X,R, CLip,2P ) ⊂ S(X,R, CαP ).
Define the function
Dh(x) =
{
∂hx(u(Tx)) for x ∈ X \RP ,
∂hx(t) for x ∈ RP , where t = lim supy∈X\RP ,y→Tx u(y).
Let P(φ) be the topological pressure of a function φ : X → R, see Definition 7.12. We prove the following.
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Theorem 6. Let T˜g ∈ S(X,R, CLip,2P ) be partially hyperbolic such that the invariant quasi-graph is not the
graph of a continuous function on X. The box dimension of the quasi-graph U is the unique solution t to
the generalised Bowen equation
P((1− t) log |T ′|+ log |Dh|) = 0. (4)
As ∂hx(t), and so Dh(x), are uniformly bounded for (x, t) ∈ X×R, it is well-known that a unique solution
to such an equation for a partially-hyperbolic skew-products exists and often corresponds to the dimension
of graphs [Bed89, MW12].
1.3. The family of skew products. Here we list the technical hypotheses on the dynamics. We assume
that T is a C1 expanding Markov map. Specifically, there is a partition X =
⋃b−1
j=0Xj , Xj = [tj , tj+1]
with 0 = t0 < t1 < · · · < tb = 1, such that, for each j, T |Xj : IntXj →
⋃
i∈Ij Xi is a C
1 diffeomorphism.
We assume that T is continuous. We assume there exists θ < 1 such that |T ′(x)| ≥ θ−1 > 1 for all
x ∈ ⋃b−1i=0 Int(Xj). We assume that T is locally eventually onto, namely that there exists N ∈ N such that,
for all Xj , T
NXj = X (equivalently, T
N is full branched for some N ∈ N). As T |Xj is a diffeomorphism
onto its image, there exists a well-defined inverse branch ωj :
⋃
i∈Ij Xi → Xj and ωj is a diffeomorphism.
Note that d(ωjx, ωjy) ≤ θd(x, y). Define a cylinder of rank n by Cn = Cj0j1...jn−1 = ωj0ωj1 . . . ωjn−1(X).
Note that Cn ⊂ X is an interval.
We now state the hypotheses on the skewing function. Let P =
⋃ρ−1
r=0 Pr be a finite set of periodic orbits.
If p ∈ Pr then we write `(p) for the least period of p. Recall hx(t) = gx(t)−1.
Fix a constant CS ≥ 1. Suppose the skewing function g is such that
g`(p)p (t) = t, (5)
for all t ∈ R and p ∈ P . Suppose that
|hnx(t)− hnx(t′)| ≤ CS |t− t′| (6)
for all x ∈ X. Let  > 0 be small. Define the collection of open balls (intervals) in X of radius  centred on
p ∈ P by B(P ) =
⋃
p∈P B(p) and let G = X\B(P ). For an orbit segment x, . . . , Tn−1x ∈ B(P ), denote
j = infp∈P d(T jx, p). Suppose we can define a function λ : [0, ] → R+ where log λ is α-Ho¨lder for some
α > 0, with λ() > 0 and λ(0) = 1 such that
|hnx(t)− hnx(t′)| ≥ C−1S λ(0) . . . λ(n−1)|t− t′|. (7)
Let δ be such that 0 < δ ≤ . Suppose that the orbit segment x, . . . , Tn−1x visits X\Bδ(P ) j-many times,
let there exist 0 < λδ < 1 such that
|hnx(t)− hnx(t′)| ≤ CSλjδ|t− t′|, (8)
where λδ is independent of x, t and t
′. We also assume that both x 7→ gx(t) and x 7→ hx(t) are α-Ho¨lder
continuous,
|gx(t)− gy(t)| ≤ Cg(t)d(x, y)α and |hx(t)− hy(t)| ≤ Ch(t)d(x, y)α, (9)
for some α > 0. If t ∈W and W ⊂ R is compact, then define CW = supt∈W {Cg(t), Ch(t)}.
As x 7→ gx(t) is continuous and X is compact, there exists Kg > 0 independent of x such that
|gnx (t)| ≤ sup
0≤j≤n
sup
x∈X
|gnx (t)| = Kg(t, n). (10)
Finally, as g is invertible and continuous, there exists λmin > 0 such that
|hnx(t)− hnx(t′)| ≥ C−1S λnmin|t− t′|. (11)
Let T : X → X be a continuous, expanding, locally eventually onto Markov map. We denote the set of skew
products of the form (1) satisfying conditions (5) to (9) with fixed constant CS by S(X,R, CαP ).
Remark 1.3. Suppose gx(t) = f(x) + γ
−1(x)t as in Remark 1.1, where
∑`(p)
i=0 f(T
ip) = 0, 0 < γ(x) ≤ 1
and γ(p) = 1 if and only if p ∈ P . The function λ : [0, ] → R+ in condition (7) can be defined as
λ(x) = |γ(x)| for x ∈ B(P ) where x = infp∈P d(x, p). In this case, for δ ≤ , λδ in condition (8) is chosen
as supx 6∈Bδ(P ) |γ(x)| < 1; also λmin = m(|γ|).
For these skew products, the constant CS = 1. Allowing the constant to be larger than 1 allows |γ(x)| >
1 at some x ∈ X provided that |γn(x)| < CS for all n, hence the Lyapunov exponent is non-positive.
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Throughout, we fix the constant CS as, when we make a small perturbation of the skew product, the
constant does not necessarily perturb independent of n. This is important in the proof of Theorem 4.
More generally, for gx a diffeomorphism with 0 < λmin ≤ |∂hx(t)| < 1 for x 6∈ P and h`(p)p (t) = t if and
only if p ∈ P , we define λ(x) = m(|∂hx|) and λδ = supx 6∈Bδ(P ) ‖∂hx‖∞.
Remark 1.4. Notice, unlike [Bed89] and [HNW02] we have no partial hyperbolicity condition in general.
Remark 1.5. Suppose that the skewing function is not the identity over the periodic orbits of P but has
zero Lyapunov exponent. Say gx(t) = f(x) + γ(x)
−1t, where γ`(p) = 1 but f(p) > 0 for p ∈ P . In this
setting, it is easy to see that the invariant graph is unbounded on pre-images of P . In fact, the two basins
(of points repelled to ±∞) appear intermingled in the sense of [AYYK92, AP11, Kel15].
Remark 1.6. For Theorem 1 and Corollary 2 we do not need T to be locally eventually onto, rather just
continuous and expanding.
2. Properties of Markov maps
To prove Theorem 1, we will need the following technical lemma. The content of the lemma is surely
well-known, but we include a proof for completeness.
Lemma 2.1. Let T : X → X be a continuous expanding Markov map of the circle. Let p be a periodic point
and let P denote the periodic orbit of p. There exists  > 0 such that for all δ where 0 < δ ≤  if the orbit
sequence {x, Tx, . . . , Tnx} ⊂ Bδ(P ) with x ∈ Bδ(p), then d(T jx, T jp) < δθn−j for all 0 ≤ j ≤ n.
Proof. If x = p, then, as P is T -invariant, the result is trivial.
We first prove that if x ∈ Bδ(p) and Tx ∈ Bδ(P ), then Tx ∈ Bδ(Tp). Let tj be the lower end-point of
the interval Xj . Let Q = P ∪ {ti}b−1i=0 . Let d = infqi 6=qj∈Q d(qi, qj). Choose  < d/‖T ′‖∞4 and let 0 < δ ≤ .
As ‖T‖∞ > 1, δ < d/4 and so for p ∈ P the balls Bδ(p) are pairwise disjoint.
For x 6= p, x is located in precisely one of (p− δ, p) or (p, p+ δ) and on these sets T is differentiable (note,
p could be equal to tj for some j, hence we split the interval Bδ(p) at p). By the Mean Value Theorem,
d(Tx, Tp) ≤ ‖T ′‖∞d(x, p) < d/4. Hence the set T (Bδ(p)) has diameter at most d/2 and
T (Bδ(p)) ⊂ Bd/2(Tp). (12)
By assumption, Tx ∈ Bδ(P ). We show that Tx ∈ Bδ(Tp). Suppose not, say Tx ∈ Bδ(p′) with p′ ∈ P ,
p′ 6= Tp. Then Tx ∈ Bδ(p′) ∩ T (Bδ(p)). By (12), Tx ∈ Bd/2(p′) ∩ Bd/2(Tp), contradicting that the points
of P are at least distance d apart. So Tx ∈ Bδ(Tp).
Suppose that p ∈ Int(Xj) for some j; therefore ωj(Tp) = p. By choice of δ, T : Bδ(x) → X is a
diffeomorphism on Bδ(x) ⊂ Xj . Therefore, the inverse branch ωj : T (Bδ(x)) → Xj is a diffeomorphism on
T (Bδ(x)). As T is expanding, T (Bδ(p)) ⊃ Bδ(Tp). By the Mean Value Theorem, for x ∈ Bδ(p),
θ ≥ d(ωj(Tx), ωj(Tp))
d(Tx, Tp)
=
d(x, p)
d(Tx, Tp)
. (13)
As Tx ∈ Bδ(Tp), we have d(Tx, Tp) < δ and so d(x, p) < θδ.
Finally, consider the case where p is the unique point of intersection p ∈ Xj−1 ∩Xj . Then ωj(Tp) = p =
ωj−1(Tp). Either x ∈ (p − , p) ⊂ Xj−1 or x ∈ (p, p + ) ⊂ Xj . In either case, by applying the appropriate
inverse branch, the result follows by the idea of (13) above, replacing the ball Bδ(p) with intervals (p, p+ )
or (p − , p). By iterating this argument, if T jx ∈ Bδ(P ) for all 0 ≤ j ≤ n, then d(T jx, T jp) < δθn−j , as
required. 
The following corollary is also well-known: the only orbit that δ-shadows a periodic orbit (for δ sufficiently
small) is the periodic orbit itself.
Corollary 2.2. Let δ > 0 be as in Lemma 2.1. Suppose for all n ∈ N we have Tnx ∈ Bδ(P ). Then x ∈ P .
Proof. Suppose x 6∈ P . There exists η > 0 such that, for all p ∈ P , d(x, p) > η. As Tnx ∈ Bδ(P ) for all
n ∈ N, for any m ∈ N the orbit segment {x, . . . , Tmx} ⊂ Bδ(P ). By Lemma 2.1, for some p ∈ P , we have
d(x, p) < δθm. Choose m large such that δθm < η, contradicting our assumption that x 6∈ P . 
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In order to prove the existence of an invariant graph, we show that hnx(t) → u(x). In our setting, when
x is very close to P , the rate of contraction of hx(t) is not uniformly bounded below 1. Thus, supposing
that the orbit segment Tx, . . . , Tn−1x remains in Bδ(P ), the next result uses Lemma 2.1 to bound hnx(t)
independently of x and n.
Lemma 2.3. Let T : X → X be a continuous expanding Markov Map of the interval. Let 0 < δ ≤  < 1
be as in Lemma 2.1. Let g ∈ CαP . Let n ≥ 2. If the orbit segment {Tx, . . . , Tn−1x} lies in Bδ(P ), then
|hnx(t)− t| ≤ Ah(t), where Ah(t) > 0 is independent of n and x, but not t.
Proof. Let ` be the least period of p ∈ P . Let Tx ∈ Bδ(Tp). Let n` be the smallest integer n` ≥ n divisible
by `, so hn`p (t) = (t) and n` − n ≤ `− 1
As {Tx, . . . , Tn−1x} ⊂ Bδ(P ), by Lemma 2.1, for 0 ≤ i ≤ n − 2, d(T i(Tx), T i(Tp)) ≤ θn−2−iδ. Let
Tn`−nq = p. As hn`q is the identity,
|hnx(t)− t| = |hnx(t)− hn`q (t)| ≤ |hnx(t)− hnp (t)|+ |hnp (t)− hnp (hn`−nq (t))|. (14)
We bound the first term of (14). By (6) and Lemma 2.1,
|hnx(t)− hnp (t)| ≤
n−1∑
i=0
|hixhT ixhn−1−iT i+1p (t)− hixhT iphn−1−iT i+1p (t)|
≤ CSCg(hn−1−iT i+1p (t))
n−1∑
i=0
d(T ix, T ip)α
≤ CSCg(hn−1−iT i+1p (t))
(
1 +
n−2∑
i=0
θα(n−2−i)δ
)
≤ C(`, t).
as hn−1−iT i+1p (t) ∈ [−Kg(`, t),Kg(`, t)] =: W , the Ho¨lder constant Cg(hn−1−iT i+1p (t)) < CW . We bound the second
term of (14) by
|hnp (t)− hnp (hn`−nq (t))| ≤ CS |t− hn`−nq (t)| ≤ CS(|t|+Kg(t, `))
as n` − n ≤ `. Hence, we have the bound as required. 
3. Existence of the invariant graph
We consider the existence and uniqueness of the invariant graph and prove Theorem 1 and Corollary 2.
Proof of Theorem 1. Let δ be sufficiently small so that Lemma 2.1 holds. Define un : X \ RP × R → R by
un(x, t) = h
n
x(t). By Corollary 2.2, the set of points with orbit that visits X \ B(P ) infinitely often are
precisely X \RP . Denote the set X \Bδ(P ) = G.
Suppose that the orbit segment Tni−1+1x, . . . , Tni−1x ∈ Bδ(P ) and Tnix ∈ G. If x 6∈ G, we let n−1 = 0
and n0 is the first visit to G, and if x ∈ G then n0 = 0. In both cases n1 is the first return to G. Define
HTni−1x = h
ni−ni−1
Tni−1x .
Let j be the number of times the orbit segment x, . . . , Tnx visits G. We have
hnx(t) = H
j
x(t) = HxHTn1x . . . HTnj−2xHTnj−1x(t).
By Lemma 2.3, |HTni−1x(t) − t| ≤ Ah(t), where Ah is independent of n, i and x but depends on t. Fix
n,m ∈ N. Let nj ≤ n < m ≤ nk where Tnjx is the largest nj ≤ n such that Tnjx ∈ G and nk is the smallest
nk ≥ m such that Tnkx ∈ G. Fixing t ∈ R, we bound
|hnx(t)− hmx (t)| = |Hjx(hn−njTnjx (t))−Hjx(h
m−nj
Tnjx
(t))| ≤ λjδ|hn−njTnjx (t)− h
m−nj
Tnjx
(t)|.
As n,m→∞, we have λjδ → 0. By repeatedly applying Lemma 2.3,
|hn−nj
Tnjx
(t)− hm−nj
Tnjx
(t)| = |hn−nj
Tnjx
(t)−Hk−1−j
Tnjx
(h
m−nk−1
Tnk−1x (t))|
≤ |hn−nj
Tnjx
(t)− t|+ |t−HTnjx(t)|+ |HTnjx(t)−H2Tnjx(t)|+
· · ·+ |Hk−j−1
Tnjx
(t)−Hk−j−1
Tnjx
(h
m−nk−1
Tnk−1x (t))|
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≤ Ah(t) +
k−j−1∑
i=0
λiδAh(t) ≤ C(t) (15)
for some C(t) > 0. Therefore, for each x, t, the sequence hnx(t) is Cauchy. By (8), it follows that the limit is
independent of t. We can define a uniformly bounded (on X \RP ) function u by u(x) = limn→∞ un(x, t) =
limj→∞Hjx(t). Then, u is an invariant graph on X \RP as u(Tx) = limn→∞ hnTx(t) = gx (limn→∞ hnx(t)) =
gx(u(x)). To prove uniqueness, suppose v is another invariant graph and suppose that v is uniformly bounded
on X \RP . For x ∈ X \RP , and all n ∈ N, we have v(x) = hnx(v(Tnx)). So,
hnx(−‖v‖∞) ≤ v(x) ≤ hnx(‖v‖∞).
As hnx(t) converges to u(x) as n→∞ and the limit is independent of t, v(x) = u(x) for x ∈ X \RP .
Now, suppose that v is only measurable. Let B > 0, Suppose W = {x | |u(x)| < B}. Let µ be an ergodic
measure for T that is not supported on RP . For B sufficiently large, µ(W ) > 0. By the ergodicity of T , for
µ-a.e. x there exists subsequence nm such that T
nmx ∈W . Hence,
hnmx (−B) ≤ u(x) ≤ hnmx (B).
As m→∞, we have hnmx (t)→ u(x) independently of t. Hence v = u µ-a.e. 
While the bound on u is uniform in x, the rate of convergence is not uniform; this lack of uniform
convergence gives the invariant graph its interesting non-continuous structure.
3.1. Proof of Corollary 2. We now consider invariant graphs when the dynamics is restricted to the set
RP and prove Corollary 2.
Proof of Corollary 2. Let Pr be a periodic orbit in P and, for each r, choose pr ∈ Pr. Recall `(pr) denotes
the least period of pr. As u is assumed to be T˜g-invariant on RP , we have gpr (u(pr)) = u(Tpr). Iterating
this we have g`pr (u(pr)) = u(T
`(pr)pr) = u(pr). As g
`(pr)
p is the identity, any value of u(pr) satisfies this
equation.
Choose (arbitrarily) s = (s0, . . . , sρ−1) ∈ Rρ. For our choice of pr, define us(pr) = sr. As us(Tx) =
gx(u(x)), this then defines us on P . Note that us(ωjp)) = hωjpus(p); we can iterate this to define us on RP .
Define us = u on X\RP . It remains to show that us has a bound depending only on s and u : X\RP → R.
We only need to consider points in RP as us(x) = u(x) for x ∈ X \RP . Let x ∈ RP , so for some N ∈ N we
have TNx ∈ P , say TNx = p. We have gNx (us(x)) = us(p). As us(p) = sr it suffices to bound hNx (sr) for
sr ∈ R. If x ∈ P , then x is a periodic point and, by (10), |gNp (sr)| ≤ Kg(N, sr) ≤ Kg(`, sr). Otherwise, let
J be the total number of visits of the orbit of x to G, denoting each visit TNix ∈ G for 0 ≤ i < J − 1 and
N = NJ so that T
NJx = p. Again, if x 6∈ G, let N−1 = 0 so that N0 is the first visit to G.
Using the notation of the proof of Theorem 1, we write hNx (sr) = H
J−1
x h
N−NJ−1
TNJ−1x
(sr). By the same
arguments as (15), we can bound |HJ−1x (hN−NJ−1TNJ−1x (sr))− sr| < C(sr) for some C(sr) > 0. Therefore hNx (sr)
is bounded independently of N . 
3.2. Reducing to fixed points. Having shown that the invariant sets described in Theorem 1 and Corollary
2 exist for T˜g, it will be useful in what follows to replace T by a power and assume that P consists of fixed
points such that gp(t) = t for all p ∈ P, t ∈ R. Moreover, we can also assume that T is full branched. The
following allows us to do this.
Proposition 3.1. Let P be a set of periodic orbits of X. Let the skew product T˜g ∈ S(X,R, CαP ) and let
N be the least integer such that TNXj = X for all 0 ≤ j ≤ b − 1. Let ` = k`p where k ∈ N and `p is the
lowest common multiple of the periods of orbits in P and N . Let RP be the set of pre-images of P under
T˜g and R
`
P be the set of pre-images of P under T˜
`
g . Then RP = R
`
P , the skew product T˜
`
g |X\R`P has unique,
uniformly bounded invariant graph u : X \R`P → R and the graph is equal to to the unique uniformly bounded
invariant graph of the skew product T˜g|X\RP .
Proof. By our choice of `, the set P consists of points that are fixed under T ` : X → X. Let x ∈ RP . So,
there exists n0 ∈ N such that for n ≥ n0 we have Tnx ∈ P . Choose M > n0 the smallest integer such that
M = `K for K ∈ N. Let k ≥ K. Then T `kx ∈ P , so x ∈ R`P . For the other direction, if x ∈ R`P then there
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exists K ∈ N such that, for all k ≥ K, T `kx ∈ P . As P is T invariant, Tnx ∈ P for all n ≥ `K, therefore
x ∈ RP . Thus, RP = R`P .
Let g`x = γx. Then, T˜
`
g (x, t) = (T
`x, γx(t)) is contained in S(X,R, CαP ), hence satisfies the conditions of
Theorem 1 and so there exists a unique, bounded invariant graph of T˜γ say u
′ : X \RP → R.
Let u : X \ RP → R be the unique invariant graph of T˜g|X\RP . Clearly, u is also an invariant graph of
T˜γ |X\R`P . As RP = R`P and the invariant graph is unique, u′ = u. 
From now on we will assume without loss of generality that the skew product is such that T is full branched
and P consists only of fixed points.
Remark 3.2. Proposition 3.1 also allows us to assume g is orientation preserving. As each gx : R → R is
invertible, g2x is orientation preserving and by Proposition 3.1 the skew product T˜g2 has the same invariant
graph as T˜g. (Note that we cannot assume that T is orientation preserving: consider the tent map.)
4. The invariant quasi-graph
4.1. Structure of the invariant quasi-graph. Recall Definition 1.2 of the quasi-graph U . As the invariant
graph u is unique on X \RP , the quasi-graph exists and is unique.
Proposition 4.1. The quasi-graph U is T˜g-invariant.
Proof. By definition U |X\RP = graph(u(x)) and we know that the graph of u : X \ RP → R is T˜g|X\RP -
invariant, thus we only need to show that T˜gUx = UTx for all x ∈ RP . Let x ∈ RP . By Remark 3.2, we can
assume each gx is orientation preserving. As gx is continuous and X \RP is T -invariant,
T˜g
(
x, lim sup
y∈X\RP ,y→x
u(y)
)
=
(
Tx, lim sup
y∈X\RP ,y→x
gy(u(y))
)
. (16)
For all y ∈ X \RP , we have gy(u(y)) = u(Ty), so
T˜g
(
x, lim sup
y∈X\RP ,y→x
u(y)
)
=
(
Tx, lim sup
y∈X\RP ,y→x
u(Ty)
)
.
As X \ RP is T -invariant and T is continuous, as y → x we have Ty → Tx through a sequence in X \ RP .
So, lim supy∈X\RP ,y→x u(Ty) = lim supTy∈X\RP ,Ty→Tx u(Ty). By changing notation Ty 7→ y, we have
T˜g
(
x, lim sup
y∈X\RP ,y→x
u(y)
)
=
(
Tx, lim sup
y∈X\RP ,y→Tx
u(y)
)
.
An identical argument holds for the lim infy∈X\RP ,y→x u(y). By the Intermediate Value Theorem, for any
(x, t) ∈ Ux we have T˜g(x, t) ∈ UTx. Therefore, T˜g(Ux) = UTx. Taking the union of all of these, as RP is
T -invariant, T˜g(URP ) = URP . We already know T˜g(UX\RP ) = UX\RP , hence we have T˜g(U) = U . 
We now prove that if the quasi-graph is discontinuous at any point p ∈ P , then it is discontinuous on the
dense set of pre-images of the fixed point p.
Proposition 4.2. Let Rp denote the pre-images of a point p ∈ P . The length |Ux| = 0 for some x ∈ Rp if
and only if |Ux| = 0 for every x ∈ Rp.
Proof. Let x ∈ Rp and |Ux| = 0. We can define u(x) = limy∈X\RP ,y→x u(y). Thus, we have extended u to
the point x ∈ Rp and u is continuous at x. As gx is a continuous function and gx(u(x)) = u(Tx), so u is
continuous at Tx. Iterating, as TNx = p for some N ∈ N, we have that u is continuous at p.
Now, let z ∈ Rp. There exists N such that TNz = p. By the invariance of u, hNz (u(p)) = u(z). As, hNz is
continuous, u is continuous at z. So |Uz| = 0. The proof of the other direction is trivial. 
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5. Proof of Theorems 3 and 4
5.1. Proof of Theorem 3.
Proof of Theorem 3. Suppose that there exists x ∈ RP such that |Ux| = 0. Then, by Proposition 4.2,
|Up| = 0 for some p ∈ P . We show that we can extend u : X \RP → R to an α-Ho¨lder function us : X → R,
for some choice of s ∈ Rρ, by iterating backwards towards the fixed point p. As U is the graph of us the
dichotomy is proved.
Suppose p ∈ Xj . As p is fixed under T and T is full branched, there exists an inverse branch ω : X → Xj
such that ω(p) = p. As ω is contracting, for any x ∈ X, ωnx→ p as n→∞. Hence, u(x) = gnωnx(u(ωnx)).
Let x, y ∈ X \ RP . Let m be such that θm < . As d(ωx, ωy) ≤ θd(x, y), we have that ωm+ix ∈ B(P ) for
all i ∈ N. Furthermore, by Lemma 2.1,
d(ωm+ix, P ) ≤ θi. (17)
Using (6), (7) and (11),
|t− t′| = |hnωnx(gnωnx(t))− hnωnx(gnωnx(t′))|
= |hmx hn−mωnx (gnωnx(t))− hmx hn−mωnx (gnωnx(t′))|
≥ C−1S λmmin|hn−mωnx (gnωnx(t))− hn−mωnx (gnωnx(t′))|
≥ C−1S λmminλ() . . . λ(θn−m)|gnωnx(t)− gnωnx(t′)|.
As log λ is Cα as a function of  and log λ(0) = 0, using (17),∣∣∣∣∣−
n−m∑
i=0
log λ(θi)
∣∣∣∣∣ ≤
n−m∑
i=0
| log λ(0)− log λ(θi)| ≤
∞∑
i=0
Clog λ|θαi| =: log Λ.
Exponentiating, (λ() . . . λ(θn−m))−1 ≤ Λ for some Λ > 0 independent of n. As m is fixed by  and T , the
λmmin term is absorbed into the constant. So, there exists C0 > 0 independent of x, n and t such that
|gnωnx(t)− gnωnx(t′)| ≤ C0Λ−1|t− t′|. (18)
Consider
|u(x)− u(y)| = |gnωnx(u(ωnx))− gnωny(u(ωny))|
≤
n−1∑
i=0
|giωixgwi+1r xgn−1−iωny (u(ωny))− giωixgwi+1r ygn−1−iωny (u(ωny))|
+ |gnωnx(u(ωnx))− gnωnx(u(ωny))|. (19)
Using (18), we know that
|gnωnx(u(ωnx))− gnωnx(u(ωny))| ≤ C0Λ−1|u(ωnx)− u(ωny)|.
As ωnx, ωny → p and we assume that u is continuous at p, this term tends to 0 as n → ∞. Letting
s = gwi+1r x(t) and s
′ = gwi+1r y(t) where t = g
n−1−i
ωny (u(ω
ny)), we have
|giωix(s)− giωix(s′)| ≤ C0Λ−1|s− s′|.
and
|s− s′| = |gwi+1r x(t)− gwi+1r y(t)| ≤ Cg(t)d(wi+1r x,wi+1r y)α ≤ Cg(t)θα(i+1)d(x, y)α.
As u is uniformly bounded and T˜g-invariant, we have t = u(ω
n−1−iy) and so |t| ≤ ‖u‖∞. Hence t is contained
in a compact set W ⊂ R. Thus Cg(t) ≤ CW . As θ < 1, we can find a constant Cu > 0 such that (19) is
bounded by
|u(x)− u(y)| < Cud(x, y)α.
Therefore, u is a uniformly α-Ho¨lder continuous function on X \ RP . As X \ RP is dense in X, we can
uniquely extend u to a uniformly α-Ho¨lder continuous function us : X → R for some s ∈ Rρ. As g, T and
us are continuous and u is an invariant graph on X \ RP , us must be an invariant graph on X. Therefore,
the quasi-graph U = graph(u) is an α-Ho¨lder continuous invariant graph of the skew product. 
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Remark 5.1. By (18), we have
|gn+1ωn+1x(t)− gnωnx(t)| = |gnωnx(gωn+1x(t))− gnωnx(t)| ≤ C0Λ−1|gωn+1x(t)− t|.
Furthermore, for n sufficiently large, by (17), d(ωn+1x, p) ≤ Cθn−m for fixed m independent of x. So,
|gωn+1x(t)− t| = |gωn+1x(t)− gp(t)| ≤ Cg(t)λ(θn) ≤ Cg(t)Cθα(n−m)α.
As θ < 1, the sequence gnωnx(t) is Cauchy (in n) and converges pointwise with g
n
ωnx(t) → Dx(t) for some
function Dx : R→ R. By (18) we have Dx is Lipschitz continuous as a function of t.
5.2. Proof of Theorem 4. We prove this result in two parts, first the density of such skew products and
second the openness.
Lemma 5.2. Let T˜g ∈ S(X,R, CαP ). There exists a C0-dense set of g ∈ CαP such that U is not the graph of
a function.
Proof. By Theorem 3, it suffices to assume that there exists s ∈ Rρ such that the invariant graph us of
T˜g ∈ S(X,R, CαP ) is continuous at p ∈ P and find a small perturbation of g 7→ gˆ within CαP such that, for
all s ∈ Rρ, the invariant graph uˆs of T˜gˆ is not continuous at p. Equivalently, the quasi-graph of uˆ is not
the graph of a function. To do this, we assume that both us and uˆs are continuous for some s, sˆ ∈ Rρ and
obtain a contradiction. As us, uˆs are the unique, continuous extensions of u, uˆ : X \RP → R, we denote the
invariant graphs us = u, uˆs = uˆ
Let q 6∈ RP be a periodic point. By Proposition 3.1, we can assume that T is full branched with at least
two inverse branches. Therefore, there exist disjoint sequences of pre-images of q, say ωnq → p and νnq → p.
As the orbit of q /∈ P ⊂ RP , for n > N sufficiently large ωnq is sufficiently close to p that ωnq cannot be in
the orbit of q. Let V be a small neighbourhood of ωjq for some j > N , disjoint from: νnq for all n ∈ N, ωnq
for n 6= j, the orbit of q, and the set P . By making a C0 perturbation g 7→ gˆ on V with gˆ ∈ CαP , we can
ensure that
|gˆjq(u(p))− gjq(u(p))| ≥ 1 > 0
for some 1 > 0. We have not perturbed g at ω
nq for n 6= j, so gωnq = gˆωnq. By inverting condition (6), for
all n > j
|gˆnq (u(p))− gnq (u(p))| = |gn−jT jq gˆjq(u(p))− gn−jT jq gjq(u(p))| ≥ C−1S 1.
By Remark 5.1, as n→∞, we have
|Dq(u(p))− Dˆq(u(p))| ≥ C−1S 1. (20)
As V is disjoint from the orbit of q, we have hT iq = hˆT iq for all i ≥ 0. As q /∈ RP , by Theorem 1, u(q) = uˆ(q).
As V is, also, disjoint from νiq for all i ≥ 0, we also have gνiq = gˆνiq for all i ≥ 0. So, gnνnq(u(νnq)) = u(q)
and gˆnνnq(uˆ(ν
nq)) = gnνnq(uˆ(ν
nq)) = uˆ(q). Thus, u(νnq) = uˆ(νnq) for all n ∈ N. In particular, as u, uˆ are
continuous,
uˆ(p) = u(p). (21)
As both gnωnq(u(ω
nq)) = u(q) and gˆnωnq(uˆ(ω
nq)) = uˆ(q), we obtain
0 = u(q)− uˆ(q) = gnωnq(u(ωnq))− gˆnωnq(uˆ(ωnq))
= gnωnq(u(ω
nq))− gˆnωnq(u(ωnq)) + gˆnωnq(u(ωnq))− gˆnωnq(uˆ(ωnq)). (22)
As u and uˆ are continuous, by assumption, and Dq is Lipschitz continuous, we have g
n
ωnq(u(ω
nq))→ Dq(u(p))
and similarly for Dˆq(u(p)). By (20), for all n > N with N sufficiently large, there exists δ0 > 0 such that
|gnωnq(u(ωnq))− gˆnωnq(u(ωnq))| > δ0. (23)
Substituting (23) into (22),
|gˆnωnq(u(ωnq))− gˆnωnq(uˆ(ωnq))| > δ0,
for all n > N . Therefore, Dˆq(u(p)) 6= Dˆq(uˆ(p)), hence u(p) 6= uˆ(p), contradicting (21). As the perturbation
g 7→ gˆ is arbitrarily small in the uniform norm, we have a C0-dense set of g ∈ CαP such that for all s ∈ R the
invariant graph us is not continuous. 
We now show that if U is not the graph of an invariant function u, then for any small Cα perturbation of
g 7→ gˆ within CαP , the quasi-graph Uˆ is, also, not the graph of an invariant function uˆ.
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Lemma 5.3. Let T˜g ∈ S(X,R, CαP ) be such that the invariant quasi-graph is not the graph of a function.
There is a Cα-open set of perturbations g 7→ gˆ such that the invariant quasi graph Uˆ of T˜gˆ is not the graph
of a function.
Proof. Suppose that, for a given g ∈ CαP , U is not the graph of a function. Let p ∈ P . By Theorem 3, there
exists γ > 0 such that |Up| ≥ γ. Let κ ∈ N and let δκ > 0 be a sequence such that δκ → 0 as κ → ∞.
Let 0 < γ0 < γ. Let Bδκ(p) be the open ball of radius δκ about p. As U is not the graph of a continuous
function, for any κ there exists xκ, yκ ∈ Bδκ(p) \RP such that |u(xκ)− u(yκ)| ≥ γ0.
We prove that for a sufficiently small perturbation, there exists γˆ > 0 such that |Uˆp| ≥ γˆ > 0. We first
claim that, for any 0 > 0 there is a C
α-open set of perturbations of g 7→ gˆ within CαP , made precise in (28),
such that, for all x ∈ X \RP ,
|u(x)− uˆ(x)| < 0, (24)
where uˆ : X \ RP → R is the invariant graph of the perturbed skew product. The claim proves the lemma
as, for all κ ∈ N,
0 < γ0 ≤ |u(xκ)− u(yκ)| ≤ |u(xκ)− uˆ(xκ)|+ |u(yκ)− uˆ(yκ)|+ |uˆ(xκ)− uˆ(yκ)|
≤ |uˆ(xκ)− uˆ(yκ)|+ 20,
by the claim. As 0 is arbitrarily small and γ0 can be chosen to be close to γ, we can ensure that 0 <
γ0− 20 = γˆ. Hence, there exists sequence xκ, yκ such that |uˆ(xκ)− uˆ(yκ)| ≥ γˆ > 0. As κ→∞, xκ, yκ → p.
Therefore, limy∈X\RP ,y→p uˆ(y) does not exist, so |Uˆp| > 0. Hence, Uˆ is not the graph of a function by
Theorem 3.
It remains to prove the claim (24). Let δ > 0 be sufficiently small that Lemma 2.1 holds. Again, let
G = X \Bδ(P ).
Using the notation of Theorem 1, let j be the number of visits of the orbit segment x, . . . , Tnx to G,
denoting the jth visit by Tnjx. As before, if x /∈ G, let n−1 = 0 so that n0 is the first visit of the orbit of x
to G. Write HTnj−1x = h
nj−nj−1
Tnj−1x . By Theorem 1 and passing to the subsequence nj , for any t ∈ R,
|uˆ(x)− u(x)| =
∣∣∣∣ limj→∞ Hˆjx(t)− limj→∞Hjx(t)
∣∣∣∣ = limj→∞ |Hˆjx(t)−Hjx(t)|.
As the limits are independent of t, we choose |t| ≤ ‖u‖∞. By (8),
|Hˆjx(t)−Hjx(t)| ≤
j−1∑
i=0
|HˆixHˆTnixHj−iTni+1x(t)− HˆixHTnixHj−iTni+1x(t)|
≤
j−1∑
i=0
CSλiδ|HˆTnixHj−iTni+1x(t)−HTnixHj−iTni+1x(t)| (25)
For notation, fix si,j = H
j−i
Tni+1x
(t), y = Tnix and m = ni+1 − ni. Then bound
|Hˆy(si,j)−Hy(si,j)| = |hˆmy (si,j)− hmy (si,j)|
≤
m−1∑
k=0
|hˆky hˆTkyhm−1−kTk+1y (si,j)− hˆkyhTkyhm−1−kTk+1y (si,j)|
≤ CS
m−1∑
k=0
|hˆTkyhm−1−kTk+1y (si,j)− hTkyhm−1−kTk+1y (si,j)|. (26)
As T ky ∈ B(P ) for all k such that 0 ≤ k ≤ m − 1, by Lemma 2.3, letting rk(si,j) = hm−1−kTk+1y (si,j) we see
that |rk − si,j | is bounded independently of k and m. To show that si,j is bounded independently of i and
j we consider z = Tni+1x, M = j − i. By Lemma 2.3 we have
|HMz (t)− t| ≤
M−1∑
`=0
|H`zHTnizHM−`−1Tn`+1p (t)−H`zHTn`pHM−`−1Tn`+1p (t)|
≤
M−1∑
`=0
λ`δ|HTniz(t)− t| ≤
M−1∑
`=0
λ`δAh(t) ≤ C0(t), (27)
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recalling that Hp is the identity as p is a fixed point. Therefore, we have |si,j − t| = |Hj−iTni+1x(t)− t| ≤ C0(t)
bounded independently of i, j and n and so |si,j | ≤ C0(t) + |t|. By choice of t, |t| ≤ ‖u‖∞. Hence we can
find a compact set W ⊂ R containing each si,j , rk(si,j) and t which depends only on the skew product.
For fixed t ∈ R, the maps x 7→ hx(t), x 7→ hˆx(t) are α-Ho¨lder and both gp and gˆp are the identity map.
Hence,
|hˆx(t)− hx(t)| = |hˆx(t)− hx(t) + hˆp(t)− hp(t)| ≤ C(h−hˆ)(t)d(x, p)α. (28)
For any t ∈ W where W is compact and fixed, if the perturbation is sufficiently small in the Cα topology,
we can ensure that C(h−hˆ)(W ) = supt∈W
(
C(h−hˆ)(t)
)
is small. As rk(si,j) ∈W ,
|hˆTky(rk)− hTky(rk)| ≤ C(h−hˆ)(W )d(T ky, p)α.
As T ky ∈ B(P ) for all 0 ≤ k ≤ m− 1, by Lemma 2.1, d(T ky, p) ≤ θm−k. So we can bound
m−1∑
k=0
|hˆTky(rk)− hTky(rk)| ≤
m−1∑
k=0
C(h−hˆ)(W )θ
α(m−k) ≤ C1C(h−hˆ)(W ). (29)
for some C1 > 0. Substituting (29) into (26) and then (25), we have
|uˆ(x)− u(x)| ≤
∞∑
i=0
CSλiδC2C(h−hˆ)(W ).
for C2 > 0. As λδ < 1, for a sufficiently small C
α perturbation of g within CαP , we can ensure that
|uˆ(x)− u(x)| < 0, thus completing the proof of the claim. 
Proof of Theorem 4. By combining Lemma 5.3 and Lemma 5.2, we have a Cα-open and C0-dense set of
g ∈ CαP such that the invariant quasi-graph U of T˜g is not the graph of a function. 
6. Proof of Theorem 5
A special case of a piecewise C1 Markov map of the circle X is an orientation preserving C1+α circle
endomorphism for α > 0. Notice that each inverse branch is full and choose the end-points of each Xj in the
Markov partition to be given by tj such that T (tj) = 0. Let r ∈ N, r ≥ 1 and α > 0. Denote the set of skew
products with T ∈ Cr+α and g ∈ Cr+αP by T˜g ∈ SCr+α(X,R, Cr+αP ). Throughout this section we will refer
to the base X as the ‘horizontal’ and the fibre R as the ‘vertical’ directions, respectively. To prove Theorem
5, we use stable manifold theory (cf. [HPS77, FHY81]).
6.1. The local stable manifold. Let r ∈ N, r ≥ 1 and α > 0. Let T˜g ∈ SCr+α(X,R, Cr+αP ). Let (p, u(p))
with p ∈ P a fixed point of T˜g. Then, there exists an inverse branch ω˜(x, s) = (ωx, hωx(s)) also fixing
(p, u(p)) with derivative
Dω˜(p, u(p)) =
(
ω′(p) 0
∂(hωp(u(p)))ω
′(p) ∂(hωp(u(p)))
)
=
(
ω′(p) 0
ω′(p) 1
)
.
Let E be the tangent space of X × R at (p, u(p)) and let E1, E2 be the eigenspaces corresponding to the
eigenvalues ω′(p) and 1 respectively. We can think of E2 as consisting of vertical vectors.
Let γ1, γ2 be the linear maps in the direction of the eigenvalues ω
′(p) and 1 of the derivative of ω˜ at the
fixed point (p, u(p)). Let γ : E → E be such that γ|Ei = γi. Clearly γi(Ei) = Ei. Let θ < χ < 1 where
θ−1 = infx∈X |T ′(x)|. We state the following theorem, which is true in a much wider setting.
Theorem. [FHY81, Theorem A.6] Let ξ : E → E be a Cr+α map with fixed point at the origin such that
the Lipschitz constant Lip(γ − ξ) < min{χ− ‖γ1‖, ‖γ−12 ‖−1 − χ}. The set
W s,χξ =
{
x ∈ E | sup
n≥0
‖χ−nξn(x)‖ <∞
}
is the graph of a Cr+α function ζ : E1 → E2. Moreover, if x ∈ W s,χξ , then χ−nξn(x) → 0 as n → ∞.
Furthermore, if the differential Dξ(0) = γ, then W s,χξ is tangent to E1.
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Let  > 0 be small and let N0 ⊂ E be a neighbourhood of the origin with diameter at most . Let
Exp : N0 → R2 be the smooth exponential map from a subset of E to X × R with Exp(0, 0) = (p, u(p)).
Let ξ = Exp−1(ω˜). Let  be sufficiently small that the restriction of ξ − γ to N0 satisfies the conditions of
[FHY81, Theorem A.6].
Applying the exponential map to W s,χξ we obtain a C
r+α immersed manifold W˜ s,χ ⊂ X × R contained
in a ball of radius  centred at (p, u(p)), say B(p, u(p)), such that for (x, s) ∈ W˜ s,χ we have
χ−nd(ω˜n(x, s), (p, u(p))→ 0, (30)
as n→∞. We call W˜ s,χ the local stable manifold through the fixed point.
6.2. Proof of Theorem 5. We assume that U is the graph of a continuous function. By Theorem 3, U is
Lipschitz continuous. We extend the stable manifold such that it is both Cr+α and equal to the Lipschitz
continuous quasi-graph U .
We show that T˜g(W˜
s,χ
 ) ⊃ W˜ s,χ . Consider, T˜g(W˜ s,χ ) = {(y, t) = T˜g(x, s) | (x, s) ∈ W˜ s,χ }. As T˜g is
Cr+α, this is a Cr+α immersed manifold. Suppose that (y, t) ∈ W˜ s,χ . Let (x, s) = ω˜(y, t). Let B(p, u(p))
be a small ball about the fixed point such that W˜ s,χ ⊂ B(p, u(p)). As (y, t) ∈ B(p, u(p)) and ω˜ contracts,
we have that (x, s) ∈ B(p, u(p)). To see that (x, s) is in the local stable manifold, consider the lift to the
tangent space Exp−1(x, s) = v(x,s) and Exp
−1(y, t) = v(y,t). Notice that
‖χ−nξn(v(x,s))‖ = ‖χ−nξn+1(v(y,t))‖ = χ‖χ−(n+1)ξn+1(v(y,t))‖ → 0,
as v(y,t) ∈ W s,χ . Therefore, v(x,s) ∈ W s,χ . Applying the exponential map, we see that (x, s) ∈ W˜ s,χ .
Therefore, (y, t) ∈ T˜g(W˜ s,χ ), so W˜ s,χ ⊂ T˜g(W˜ s,χ ).
Let N be the least integer for which there exists a cylinder CN ⊂ [0, 1] of rank N with CN ⊂ B(p). Then,
TN (CN ) = [0, 1]. Define W˜
s,χ
CN
, the restriction of W˜ s,χ to CN . Furthermore, as E1 is transverse to E2, the
immersed manifold W˜ s,χCN is the graph of a function X → R. By applying the skew product iteratively we
can define a surjective Cr+α function [0, 1] → R by W˜ = T˜Ng (W˜ s,χCN ), where ω˜(W˜ ) ⊂ W˜ . We, finally, prove
the strong dichotomy.
Proof of Theorem 5. It suffices to show that U ⊂ W˜ are both are continuous graphs over [0, 1], then check
continuity at 1 ∼= 0. Suppose (x, u(x)) ∈ U but (x, u(x)) 6∈ W˜ . If (x, u(x)) ∈ U then ω˜(x, u(x)) =
(ωx, u(ωx)) ∈ U , similarly ω˜(W˜ ) ⊂ W˜ . By applying the pre-image ω˜ repeatedly, it suffices to assume
x ∈ CN with (x, u(x)) 6∈ W˜ s,χCN . By definition, if (x, u(x)) 6∈ W˜
s,χ
CN
, there exists subsequence nm such that
χ−nmd(ω˜nm(x, u(x)), (p, u(p)))→∞. We know that θ−nm > χ−nm and d(ωnmx, p)−1 ≥ θ−nm . Therefore,
d((ωnmx, u(ωnmx)), (p, u(p)))
d(ωnmx, p)
→∞, (31)
contradicting that u is Lipschitz continuous. Therefore, U = W˜ ; so, U is the graph of a Cr+α function on
[0, 1]. To show that W˜ is C1+α at 0, let V be an open ball about a pre-image of 0 not containing 0; as T
has b ≥ 2 branches, such a set exists. We know that W˜ is Cr+α on V . As T˜g is Cr+α and W˜ is T˜g invariant,
it follows that U = W˜ is Cr+α at 0 as required. 
7. The box dimension of quasi-graphs
In this section, we calculate the box dimension of the quasi-graphs of partially hyperbolic skew products
T˜g ∈ S(X,R, CLip,2P ). Throughout, we will use the notation UCn to denote the restriction of the skew product
to the cylinder Cn, thus |UCn | is the height of the quasi-graph over this cylinder and Cn × UCn ⊂ X × R is
the smallest rectangle containing every element of U over the cylinder Cn. By Proposition 3.1 and Remark
3.2, we can assume that P consists of fixed points, T is full branched and ∂gx(t) > 0. The main difficulty
is in establishing various bounded distortion estimates; once we obtain those, the argument follows that in
[Pes97, Theorem 13.1].
As we only assume T is a Markov map, we abuse notation slightly by defining ‖T ′‖∞ and m(|T ′|) as the
supremum and infimum of |T ′(x)| for x ∈ ⋃b−1i=0 Int(Xj) respectively. Note that m|T ′| = θ−1. Also, we notice
that conditions (6), (7) and (8) can be written as bounds on the derivative of hnx(t), see Remark 1.3. In
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particular, if the orbit segment x, . . . , Tn−1x visits X\Bδ(P ) j-many times, there exists 0 < λδ < 1 such
that, for all (x, s) ∈ X × R,
|∂(hnx(s))| ≤ CSλjδ. (32)
7.1. Bounds on the height of cylinders. To calculate the box dimension of graphs it is important to
estimate the height of the graph over a cylinder. We omit details of the argument for the lower bound as
the argument follows the uniformly expanding version which can be found as [MW12, Proposition 3.1] and
[Bed89, Proposition 8].
Lemma 7.1. Let T˜g ∈ S(X,R, CLip,2P ) be partially hyperbolic. There exists constant A > 0 independent of
Cn such that
Height(UCn) ≤ A sup
(x,s)∈Cn×UCn
n−1∏
j=0
∂hT jx(g
j+1
x (s)).
Proof. See [MW12, Proposition 3.1] for the affine case or [Bed89, Proposition 8] for gx a diffeomorphism,
and Remark 7.2. 
Remark 7.2. In [MW12, Proposition 3.1], a straight line path γˆ joining the supremum and infimum of the
height of the invariant graph u over the cylinder is defined and it is proved that both the horizontal and
vertical path integrals along T˜ng γˆ = γ are bounded. In our setting, γˆ could be a vertical line; when the
infimum and supremum of the quasi-graph over Cn happen to both be at the same point of RP . In this case,
as U is invariant, T˜ng γˆ = γ is also a vertical line, so the horizontal derivative is 0 and the vertical derivative
is bounded by
∫ |γ′V (a)| da ≤ 2‖u‖∞, where γV is the projection of γ onto the vertical axis. This observation
allows us to continue to use Lemma 7.1 in our setting.
The lower bound is actually more straightforward, employing the properties of quasi-graphs.
Lemma 7.3. Let T˜g ∈ S(X,R, CLip,2P ) be partially hyperbolic. There exists constant B > 1 independent of
Cn such that
Height(UCn) ≥ B−1 inf
(x,s)∈Cn×UCn
n−1∏
j=0
∂hT jx(g
j+1
x (s)).
Proof. As U is not a continuous function of X, we have |Ux| > 0 for every x ∈ RP , by Theorem 3. Let x ∈ Cn
be a pre-image of p ∈ P such that Tnx = p. Therefore |Ux| > 0 and gnx (Ux) = Up. Denote the end-points of
|Ux| by t, s. As U is invariant, the end-points of Ux map to the end-points of Up. Let t′ = sup(Up), then we
have hnx(t
′) = t; similarly let s′ = inf(Up), so that hnx(s
′) = s. Hence, as hnx is a diffeomorphism, the Mean
Value Theorem gives:
Height(UCn) ≥ |t− s| = |hnx(t′)− hnx(s′)| ≥ inf
r′∈Up
|∂(hnx(r′))||Up|.
As Up is a closed interval the infimum is attained, say at the point (x, r
′). As the fibres map bijectively to
each other, r′ = gnx (r) for some r ∈ Ux, so
∂(hnx(r
′)) = ∂(hx . . . hTn−1x(r′)) =
n−1∏
j=0
∂hT jx(hT j+1x . . . hTn−1x(g
n
x (r))) =
n−1∏
j=0
∂hT jx(g
j+1
x (r)),
as required. 
Combining the two lemmas we have the following result.
Proposition 7.4. Let T˜g ∈ S(X,R, C¯2P ) be partially hyperbolic. Let Cn be a cylinder of rank n. There exists
a constant D1 > 1, independent of Cn, such that,
D−11 inf
(x,s)∈Cn×UCn
n−1∏
j=0
∂hT jx(g
j+1
x (s)) ≤ Height(UCn) ≤ D1 sup
(x,s)∈Cn×UCn
n−1∏
j=0
∂hT jx(g
j+1
x (s)).
We need to be able to strengthen this result to show that there is no need to take the infimum and
supremum, rather there exists a constant independent of (x, t) such that the bound holds for any (x, s) ∈
Cn × UCn . We do this by proving bounded distortion results in the vertical direction.
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7.2. Continuity of the quasi-graph on X \ RP . We can use the upper bound on the heights of the
quasi-graph over cylinders to prove continuity of U at points in X \RP . The following is a standard fact.
Proposition 7.5. [Bed89, Lemma 5], [Fal97b, Proposition 4.2] Let α > 0. Let T be a C1+α expanding
circle endomorphism. Cn ⊂ X be a cylinder of rank n. There exists D0 > 0 such that for any x ∈ Cn,
D−10 (|T ′|n(x))−1 ≤ diam(Cn) ≤ D0 (|T ′|n(x))−1.
We now prove that the invariant graph of a partially hyperbolic skew product is continuous on X \RP .
Proposition 7.6. Let T˜g ∈ S(X,R, CLip,2P ). The quasi-graph U is continuous at x ∈ X \RP .
Proof. Let x ∈ X \RP . Suppose M ∈ N. Let  > 0 be as in Lemma 2.1 and let δ > 0 be such that δ < /2.
Let n be the number of visits of the orbit segment x, . . . , TM−1x to X \B(P ). By Corollary 2.2, as M →∞,
we have n→∞.
Fix η > 0 small. Let M be sufficiently large that D1CSλnδ < η where D1 is as in Lemma 7.4 and λδ, CS
are as in condition (32). Let D0 be the constant from bounded distortion, Proposition 7.5. Let CN be a
cylinder of rank N ≥ M containing x such that diam(CN ) ≤ D−10 ‖T ′‖−M∞ δ. Therefore, for 0 ≤ j ≤ M − 1,
if T jx ∈ X \B(P ), then the intersections T j(CN ) ∩Bδ(P ) = ∅. By Proposition 7.4 and condition (32),
Height(CN ) ≤ D1 sup
(y,s)∈CN×UCN
N−1∏
j=0
∂hT jy(g
j+1
y (s)) ≤ D1CSλnδ < η.
Thus, x is continuous on X \RP . 
Using continuity, we can prove that every point in the vertical cylinder UCn is attained at some point by
the quasi-graph.
Proposition 7.7. Let t ∈ UCn . Then there exists x ∈ Cn such that t ∈ Ux.
Proof. Let s = sup(UCn) and let (x, s) ∈ U . As x ∈ Cj,n for some j, we must have s = sup(UCj,n).
A similar statement holds for the lower boundary. Let t ∈ UCn . Suppose t /∈ UCj,n for all j such that
0 ≤ j ≤ b − 1, then we must have two adjacent cylinders of the same rank Cj0,n, Cj1,n ⊂ Cn such that
sup(UCj0,n) < t < inf(UCj1,n).
The cylinders Cj0,n, Cj1,n intersect at a single point, say z. Hence
lim inf
y∈X\RP ,y→z
u(y) < t < lim sup
y∈X\RP ,y→z
u(y).
If z ∈ X \ RP , this contradicts the continuity of u(z) on X \ RP guaranteed by Proposition 7.6; otherwise
z ∈ RP , so t ∈ Uz. Hence, we can find j such that t ∈ UCj,n . By iteration, for any N > n, there exist nested
cylinders CN of rank N such that t ∈ UCN ⊂ UCn . Letting N → ∞, we have CN ↘ {y} for some y ∈ Cn.
Hence t ∈ Uy. 
7.3. Bounded distortion. Our first task is to prove that a point in a vertical cylinder iterated under the
dynamics is not repelled too far away from the quasi-graph
Lemma 7.8. Let T˜g be partially hyperbolic. Suppose t ∈ UCn . There exist intervals V ⊂ R depending only
on the skew product such that, for any x ∈ Cn, we have gnx (t) ∈ V .
Proof. As t ∈ UCn , by Proposition 7.7 there exists y ∈ Cn such that t ∈ Uy. Therefore, by Corollary 2, there
exists s ∈ Rρ such that us : X → R with us = u on X \ RP , such that us(y) = t. We need to extend the
invariant graph as y may be in RP . By the Mean Value Theorem,
|gnx (t)− gny (t)| = |gnx (us(y))− gny (us(y))|
≤
n−1∑
j=0
∣∣gTn−1x . . . gT j+1xgT jx(us(T jy))− gTn−1x . . . gT j+1xgT jy(us(T jy))∣∣
≤
n−1∑
j=0
‖∂gTn−1x‖∞ . . . ‖∂gT j+1x‖∞|gT jx(us(T jy))− gT jy(us(T jy))|
16 C. P. WALKDEN AND T. WITHERS
≤
n−1∑
j=0
‖∂gTn−1x‖∞ . . . ‖∂gT j+1x‖∞CW d(T jx, T jy),
where CW is the supremum of the Lipschitz constants of the functions x 7→ gx(r) for r ∈ [−‖us‖∞, ‖us‖∞],
us is bounded by u and the choice of t ∈ U . As d(T jx, T jy) ∈ Cn−j for some cylinder of rank n − j, using
Proposition 7.5, we have
|gnx (t)− gny (t)| ≤
n−1∑
j=0
CWD0‖∂g‖n−j∞
(
m|T ′|n−j)−1
where ‖∂g‖∞ ≤ κ−1m|T ′| by the partial hyperbolicity assumption (3). Hence the sum converges and
|gnx (t)− gny (t)| ≤
CWD0
1− κ−1 = CV .
As U is T˜g-invariant and t ∈ Uy for some y ∈ Cn by Proposition 7.7, we know that gny (t) ∈ [−‖u‖∞, ‖u‖∞].
Therefore, gnx (t) ∈ [−‖us‖∞ − CV , ‖us‖∞ + CV ] =: V as required. 
Now we can prove our bounded distortion result in the vertical direction. We prove this in two parts,
by firstly varying the horizontal coordinate then the vertical coordinate. This is much more subtle than
bounded distortion in, for example, [Bed89, Lemma 3] as we do not have uniform contraction of the heights
of cylinders.
Lemma 7.9. Let t ∈ UCn . Let T˜g ∈ S(X,R, CLip,2P ) be partially hyperbolic. Then for all x, y ∈ Cn, there
exists constant D2 > 0 such that
D2 ≤
∏n−1
j=0 ∂hT jx(g
j+1
x (t))∏n−1
j=0 ∂hT jy(g
j+1
y (t))
≤ D2. (33)
Proof. As log is smooth and X is compact, it suffices to bound∣∣∣∣∣∣
n−1∑
j=0
log ∂hT jx(g
j+1
x (t))− log ∂hT jy(gj+1y (t))
∣∣∣∣∣∣ ≤
n−1∑
j=0
C ′g(T
jx)|gj+1x (t)− gj+1y (t)|+ Cg(gj+1y (t))d(T jx, T jy).
(34)
Denoting the least Lipschitz constant of t 7→ log ∂gx(t) by C ′g(x) and the least Lipschitz constant of x 7→
log ∂gx(t) by Cg(t). Both exist as g ∈ C2,LipP . As X is compact and by Lemma 7.8, gj+1y (t) ∈ V for j such
that 0 ≤ j ≤ n− 1, the Lipschitz constants C ′g(x) and Cg(t) are bounded independently of Cn. We bound
|gj+1x (t)− gj+1y (t)| ≤
j∑
i=0
|gT jx . . . gT i+1xgT ixgT i−1y . . . gy(t)− gT jx . . . gT i+1xgT iygT i−1y . . . gy(t)|
≤
j∑
i=0
‖∂gT jx‖∞ . . . ‖∂gT i+1x‖∞|gT ixgT i−1y . . . gy(t)− gT iygT i−1y . . . gy(t)|
≤
j∑
i=0
Cg(g
i
yt)‖∂g‖j−i∞ d(T ix, T iy). (35)
Again, giy(t) ∈ V for i ≤ n, so the constant Cg(giy(t)) ≤ CV where CV > 0 is independent of the choice of
cylinder. As x, y ∈ Cn, we have T ix, T iy ∈ Cn−i for some cylinder of rank n− i. By Proposition 7.5, there
exists D0 > 0 such that
d(T ix, T iy) ≤ D0(m|T |)−(n−i) = D0(m|T ′|)−(n−j)(m|T ′|)−(j−i).
By partial hyperbolicity, (35) is bounded by
j∑
i=0
CVD0κ
−(j−i)(m|T ′|)−(n−j) ≤ C1(m|T ′|)−(n−j),
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for some constant C1 > 0. Substituting this into (34) and using proposition 7.5, we obtain
n−1∑
j=0
C ′g(T
jx)|gj+1x (t)− gj+1y (t)|+ CV d(T jx, T jy) ≤ C2
n−1∑
j=0
(m|T ′|)−(n−j).
As (m|T ′|)−1 < 1, the sum converges as required. 
We now perturb the vertical coordinate.
Lemma 7.10. Let x ∈ Cn. Let T˜g ∈ S(X,R, CLip,2P ) be partially hyperbolic. Then for all s, t ∈ UCn , there
exists constant D3 > 0 such that
D3 ≤
∏n−1
j=0 ∂hT jx(g
j+1
x (t))∏n−1
j=0 ∂hT jx(g
j+1
x (s))
≤ D3. (36)
Proof. If x ∈ RP then, as ∂gp(t) = 1 for p ∈ P and all t ∈ R, we can ignore the terms of the product when
T jx ∈ P . By Lemma 7.8, gj+1x (t) and gj+1x (s) ∈ V . As log is smooth on the compact set X, it suffices to
bound
n−1∑
j=0
| log ∂hT jx(gj+1x (t))− log ∂hT jx(gj+1x (s))| ≤
n−1∑
j=0
sup
r∈V
|∂(log ∂hT jx(r))||gj+1x (t)− gj+1x (s)|, (37)
as hx : R → R is C2. Denote t′ = gnx (t) ∈ V and s′ = gnx (s) ∈ V . As hp is the identity for p ∈ P , we have
∂(log ∂hp(t)) = 0 for all t ∈ R, so there exists r′ ∈ V such that (37) can be written as
n−1∑
j=0
sup
r∈V
|∂(log ∂hT jx)(r)| |hT j+1x . . . hTn−1x(t′)− hT j+1x . . . hTn−1x(s′)|
=
n−1∑
j=0
|∂(log ∂hT jx(r′))− ∂(log ∂hp(r′))||hT j+1x . . . hTn−1x(t′)− hT j+1x . . . hTn−1x(s′)|. (38)
Recall, by assumption, that x 7→ ∂2hT jx(t) is Lipschitz continuous. As r′ ∈ V , there is a constant CV
depending on V such that (38) is bounded by
n−1∑
j=0
CV d(T
jx, p)|hT j+1x . . . hTn−1x(t′)− hT j+1x . . . hTn−1x(s′)|. (39)
By the Mean Value Theorem, (39) is bounded by
n−1∑
j=0
CV d(T
jx, p)‖∂(hT j+1x . . . hTn−1x)‖∞|t′ − s′| (40)
where ‖ · ‖∞ denotes the uniform norm in the fibre direction. As |t′ − s′| ≤ diamV we can incorporate it
in the constant CV and redefine it as CV diamV . Consider the orbit segment x, . . . , T
n−1x. Let δ > 0 be
sufficiently small so that Lemma 2.1 holds. Suppose that K elements of the orbit x, . . . , Tn−1x are contained
in X \Bδ(P ) = G.
Denote each visit to G by T jkx ∈ G. If x 6∈ G, we let n−1 = 0 and n0 is the first visit to G, and if x ∈ G
then n0 = 0. Thus, we can write the sum (40) as
K−1∑
k=−1
ik+1−1∑
j=ik
CV d(T
jx, p)‖∂(hT j+1x . . . hTn−1x)‖∞
 , (41)
where T jx ∈ B(P ) for ik < j < ik+1. Consider each summand of (41) individually. For ik ≤ j < ik+1 there
are at least K − k− 1 visits to G in the orbit segment T jx . . . Tn−1x. Hence, by condition (32) the kth term
of (41) is bounded by
ik+1−1∑
j=ik
CV d(T
jx, p)‖∂(hT j+1x . . . hTn−1x)‖∞ ≤ CSλK−k−1δ
ik+1−1∑
j=ik
CV d(T
jx, p). (42)
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Finally, as T ik+1x . . . T ik+1−1x ∈ B(P ), by Lemma 2.1 and bounded distortion, the sum converges to, say
C1 > 0. So, if x ∈ G
n−1∑
j=0
| log ∂hT jx(gj+1x (t))− log ∂hT jx(gj+1x (s))| ≤
K−1∑
k=0
CSC1λK−k−1δ ≤ C2.
If x 6∈ G, by Lemma 2.1, the extra k = −1 term is bounded by∑i0−1j=0 C1d(T jx, p) ≤ C3. Letting D2 = eC2+C3
we have completed the proof. 
This gives us the vertical bounded distortion estimate that we need. By these results and Lemma 7.4 we
have the following.
Lemma 7.11. Let T˜g ∈ S(X,R, CLip,2P ) be partially hyperbolic. There exists constant D > 1 such that for
any x ∈ Cn,
D−1Dhn(x) ≤ Height(UCn) ≤ DDhn(x).
Proof. By Lemma 7.4, there exists (y, t) ∈ Cn × UCn satisfying the upper bound and (z, r) ∈ Cn × UCn
satisfying the lower bound. By Lemmas 7.5, 7.9 and 7.10 we have, for any (x, s) ∈ Cn × UCn ,
(D1D2D3)
−1
n−1∏
j=0
∂hT jx(g
j+1
x (s)) ≤ Height(UCn) ≤ D1D2D3
n−1∏
j=0
∂hT jx(g
j+1
x (s)).
Let D = D1D2D3. In particular, choosing s = sup(Ux), the result follows. 
7.4. Proof of Theorem 6. We now calculate the box dimension of the graph of u under the partial
hyperbolicity hypothesis.
Definition 7.12. Let Un be the set of all cylinders of rank n. Let C` ∈ U`. Let φ : X → R be a function.
Define
Z(φ, n) = inf
U⊂⋃`≥n U`
U covers X
∑
C`∈U
exp sup
x∈C`
φ`(x) and CZ(φ, n) =
∑
Cn∈Un
exp sup
x∈Cn
φn(x).
We define the topological pressure and upper capacity topological pressure of φ over X respectively as P(φ) =
limn→∞ 1n logZ(φ, n) and CP(φ) = lim supn→∞ 1n logCZ(φ, n).
Suppose φ is continuous. As we are taking the pressure over a compact, T -invariant set X, the upper and
lower capacity topological pressure and the topological pressure are equal [Pes97, Theorem 11.5].
Definition 7.13. Let U be a non-empty bounded subset of R2. Let N(U, r) be the least number of balls of
diameter r needed to cover U . Define the lower and upper box counting dimension of U as
dimBU = lim inf
r→0
logN(U, r)
− log r dimBU = lim supr→0
logN(U, r)
− log r .
respectively. When the limits coincide, the box dimension dimB U of U is the common value.
By [Fal97a, 3.1] we can replace N(U, r) by the maximum number of disjoint balls of diameter r with
centres in U , denoted N˜(U, r). When covering the set U by boxes, we will need to be able to accurately
estimate the size of the cylinder sets. To do this we will use Moran covers.
Definition 7.14. Let r > 0. For all x ∈ X define the unique integer n(x) such that(
|T ′|n(x)(x)
)−1
> r and r‖T ′‖−1∞ <
(
|T ′|n(x)+1(x)
)−1
≤ r. (43)
Let Cx be a cylinder set containing x. If x
′ ∈ Cx and n(x′) ≤ n(x), then Cx ⊆ Cx′ . Let Ri be the largest
cylinder containing x such that Ri = Cx′ for some x
′ ∈ Ri and n(x′) ≤ n(x′′) for all x′′ ∈ Ri. The collection
of all such Ri determines a pairwise disjoint partition of X (except at the end-points of cylinders). Let
Mr = {Ri}|Mr|−1i=0 , denoting the number of cylinders in Mr by |Mr|. We call Mr a Moran cover of X at
scale r with respect to |T ′|−1.
We first determine a lower bound on the lower box dimension of U .
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Lemma 7.15. Let α > 0. Let T˜g ∈ S(X,R, CLip,2P ) be partially hyperbolic with invariant quasi-graph U not
the graph of a continuous function. Let t be the unique solution to the generalised Bowen equation (4). Then
dimBU ≥ t.
Proof. Let Mr = {Ri} be a Moran cover at scale r with respect to |T ′|−1. Let x ∈ X be given, then define
xi ∈ Ri as the pre-image of x ∈ X with least n such that Tnxi = x. As Ri is a cylinder, such an xi exists.
Denote the rank of each cylinder Ri by n(xi). By Lemma 7.5 there exists D0 ≥ 1 such that
D−10 r < D
−1
0
(
|T ′|n(xi)(xi)
)−1
≤ |Ri|. (44)
Therefore, for each element Ri ofMr, we can find at least one open interval of diameter D−10 r centred in
Ri. Let p ∈ P . There exists yi ∈ Ri, a pre-image of p such that Tn(xi)yi = p and yi is the pre-image of p in
Ri with smallest n such that T
nyi = p. By Lemmas 7.3, 7.9, 7.10 and 7.11, we have
Height(URi) ≥ |Uyi | ≥ inf
t∈U
Tn(xi)yi
‖∂hn(xi)yi (t)‖∞|Up| ≥ C−10 Dhn(xi)(yi).
for C0 = D|Up| > 0 where D is as in Proposition 7.11.
By Lemma 7.5 there exists D0 > 0 such that each yi must be distance D
−1
0 |Ri| apart. By (44), each yi
must be distance D−20 r apart. Let K
−1
0 = D
−2
0 . We can find at least
C−10
Dhn(xi)(yi)
K−10 r
− 1 (45)
disjoint balls of diameter K−10 r with centre in Uyi and not intersecting any other interval Uyj .
Therefore, by (45) and bounded distortion, letting C1 = D0C0 we see that
C−11
Dhn(xi)xi (xi)
K−10
(|T ′|n(xi)(xi))−1 − 1 < C−11 Dh
n(xi)
xi (xi)
K−10 r
− 1 ≤ N˜(URi ,K−10 r). (46)
By partial hyperbolicity, for n(xi) sufficiently large |Dhn(xi)x (xi)|T ′|n(xi)(xi)| > κn(xi) is large and so we can
incorporate the −1 into the constant. Let d = dimBU . Fix  > 0. By the definition of lower box dimension,
for any  > 0 there exists sequence r` → 0 such that N˜(U, r`) < r−(d+)` .
Let φ = (log |T ′| − (d + ) log |T ′| + logDh). Let n` be the infimum of the rank of cylinders in Mr, so
n` = inf{n(xi) | xi ∈ Ri} and notice that as ` → ∞, n` → ∞. As Mr is an example of a cover U of X for
cylinders of rank at least n`, then
Z(φ, n`) ≤
|Mr` |−1∑
i=0
exp sup
x∈Ri
φn(xi)(x) ≤
|Mr|−1∑
i=0
sup
x∈Ri
(
|T ′|n(xi)(x)
)−(d+) Dhn(xi)(x)(|T ′|n(xi)(x))−1 .
By bounded distortion, Lemmas 7.5, 7.10 and 7.9, we can replace the supremum by a constant C2 and sum
over xi. Thus,
Z(φ, n`) ≤ C2
|Mr|−1∑
i=0
(
|T ′|n(xi)(xi)
)−(d+) Dhn(xi)(xi)(|T ′|n(xi)(xi))−1 ≤ C3rd+` r−(d+)` = C3,
where C3 > 0 is independent of r`. Hence,
1
n`
logZ(φ, n`) ≤ 1n` logC3. Letting r` → 0, hence n` → ∞, we
have P(φ) ≤ 0. As pressure is monotone increasing, t ≤ d+ . As  > 0 is arbitrary, t ≤ d. 
We prove that the upper box dimension is bounded above by the unique solution t to the generalised
Bowen equation (4).
Lemma 7.16. Let T˜g ∈ S(X,R, CLip,2P ) be partially hyperbolic with invariant quasi-graph not the graph of a
continuous function. Let t be the unique solution to the generalised Bowen equation (4). Then dimBU ≤ t.
Proof. Again, let Mr = {Ri} be a Moran cover at scale r with respect to |T ′|−1 and let xi ∈ Ri be the
pre-image of rank n(xi) of a given point x. So,
|Ri| ≤ D0
(
|T ′|n(xi)+1(xi)
)−1
≤ D0r.
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Therefore, there are at most D0 + 1 = C0 balls of diameter r needed to cover each Ri. By Proposition 7.11
and applying bounded distortion, Lemmas 7.9 and 7.10, the height of U over Ri is bounded by
Height(URi) ≤ DDhn(xi)(xi).
So, the number of balls of diameter r needed to cover U over Ri is bounded by
N(URi , r) ≤ C1
Dhn(xi)(xi)(|T ′|n(xi)(xi))−1 + 1, (47)
where C1 = DC0 > 0. By partial hyperbolicity as above, we can incorporate the 1 into our constant.
Let d = dimBU . Let  > 0 be arbitrary. By rearranging the definition of upper box dimension, there
exists a sequence r` → 0 such that N(U, r`) ≥ r−d` .
Taking logs of the definition of a Moran cover, we see that there exist constants C2, C3 > 0 independent
of r` such that
−C2 log r` − 1 ≤ n(xi) ≤ −C3 log(‖T‖−1∞ r`) + 1.
For sufficiently small r` > 0, n(xi) can only take B ≤ −C3 log(‖T‖−1∞ r`) different values.
Let U |{CN∈Mr`} be the restriction of U to cylinders in the Moran cover Mr` of rank N . Denote the
number of balls of diameter r required to cover U |{CN∈Mr`} by N(U |{CN∈Mr`}, r`). As n(xi) can only take
B different values, there exists N such that
N(U |{CN∈Mr`}, r`) ≥
N(U, r`)
B
≥ r
−d
`
−C3 log(m(|T ′|−1)r`) ≥ r
2−d
`
for sufficiently small r`. Let ψ2 = (log |T ′| − (d− 2) log |T ′|+ logDh). Then, again by bounded distortion,
Lemmas 7.5, 7.9 and 7.10, we have
CZ(ψ2, N) =
∑
CN∈UN
exp sup
x∈CN
(ψN2x) ≥ C4
∑
CN∈Mr`
(|T ′|N (xi))d−2 DhN (xi)
(|T ′|N (xi))−1
.
Thus, CZ(ψ2, N) ≥ C4rd−2` r2−d` = C4 where C4 is independent of r`. As r` → 0, N → ∞, CP (ψ2) ≥ 0.
As X is compact, P(ψ2) = CP (ψ2). Pressure is monotone increasing and P(ψt) = 0, so t ≥ d+ 2. As  is
arbitrary, t ≥ d. 
Proof of Theorem 6. By Lemmas 7.15 and 7.16, t ≤ dimBU ≤ dimBU ≤ t. As t is unique [MW12], t =
dimB U . 
Remark 7.17. An open question is the Hausdorff dimension of the quasi-graph. There has been much
significant progress in the study of Hausdorff dimension of (uniformly contracting) Weierstrass-type graphs,
c.f. [Ota15], [She15], [BBR14]; by relating the natural extension of the skew product to fat solenoidal maps
using Ledrappier-Young Theory [LY85], [Led92]. The obstruction in the setting of this paper is developing
transversality results (cf. [Tsu01]) to quasi-graphs.
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