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ABSTRACT 
An adaptative digital f'il tering algorithm that can compensate for both frequency-selective mul tipath and interfe-
rence on constant envelope modulated signals is presented. The reported algorithm adapts the coefficients of a fini-
te-imoulse-response (FIR) digital filter. The main adYantage of the :~IA algorithm resides that it doesn't need trai-
nig or reference signal in order to perfom. The adquisi tion or tracld.ng; thus, it is continuosly adapted w:i. thout 
further needs as DFE methods and references which fardly constraint the nobiastress of the Wiener approach. 
INTiOIDCCION 
En este art!culo se presents un algori tmo de fil tra-
do digital adaptativo, el cual compensa efectos de die-
torsion multicsmino y otros fenomenos de interferencias 
en senales de envolvente constante, tanto en modulaci6n 
de frecuencia como en modulaci6n de fase. El metodo ne-
cesi ta un conocimiento apri.or:!etico sobre la forma de o~ 
da de la senal transmi tida ( su envolvente constante) y 
con ello desarrolla una clase de algoritmos, para adap-
tar las ganancias de lo s Slllplificadores de un fil tro re-
captor digital de respaesta impulsional finita (FIR). La 
soluci6n alcanzada por el filtro receptor, ea la tunci6n 
de transferencia inversa a la que ha producido el fenSm~ 
no de desvanecimiento selective en el canal o medio de 
transmisi6n. 
Para adaptar la funci6n de transferencia del f'iltro, 
el algori tmo utiliza el procedimiento de gradiente des-
cendents. En la funci6n de error que se minimiza, se co~ 
para el m6dulo de la senal recibida y ecualizada con una 
senal constante, la envolvente deseada. En la mayor:!a de 
loa metodos clasicos, interviene el error instantaneo en 
la funci6n de error, lo que implica que en la adaptacion 
se requiere conocer la sefial deseada, ea decir, la sefial 
emitida y sin contaminar. Este conocimiento represents£ 
na desventaja de loa algori tmos clasicos, frente al tipo 
de algori tmo al que pertenece el que aqu! se va a trataro 
En las secciones siguientes, se describe un algori t-
mo adaptativo particular de m6dulo constants (CNA) y al-
gunas de sus propiedades. Posteriormente se presentan v~ 
rias pruebas realizaP.as con dicho algori tmo, tras expli-
car la creacion del escenario y del tipo de sef1al con 
que se va a trabajar; tambien se enumeran todos loa pari 
metros que se pueden variar entre pruebas y que permiten 
valorar el funcionamiento del algori tmo. 
ADAPTACION Y PROPIEDADES IMPORTANTES DEL CMA 
Descripciones basicas: 
Suponemos que x(k) ea una sefial anal!tica muestreada 
Ill, modulada en PM y distorsionada por un desvanecimiea 
to selective con posible ru!do aditivo gaussiano. nicha 
senal se aplica a la entrada de un filtro receptor FIR, 
transv.ersal, de coeficientee ajustables wi (k), cuyo es-
quema puede verse en la figura 1. 
Vector de entrada: X(k) = (x(k),x(k-l), •• x(k-N+l)) 
Vector de coeficientea: W(k)=(w
0
(k),w1(k),.wN_1(k)) 
Salida del filtro: y(k) =!(k).X(k) 
x(k) x(k-1) x(k-2) x(k-N+l) 
T T -------GJ]_ 
~····~NJN 
y(k) 
Figura 1. nia,;rama del FIR receptor. 
El fndice k de loa coeficientes indica que estos son 
ajustables en tiempo, el ajuste se realiza una vez por 
cada nueva nuestra. El objetivo de este fil trado adapta-
ti~oI ea alcanzar una forma de y(k) tal, que ten~a un m£ 
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dulo instantaneo constante. Ello se consigue eligiendo 
el vector de coeficientes X, de tal modo que minimice u-
na medida de la variacion del m6dulo de la sefial y(k), 
tal medida es una f'unci6n definida posi tiva que puede I@ 
neralizarse segUn (1). 
E ea el operador esperanza es~adistica. 
En este art!culo se ha tomado p=2, q=2, ~ =1. Estos 
valorea dan lugar a la aiguiente fUnci6n de error inst~ 
taneo. 
( 2) 
El objetivo es alcanzar X tal que minimice J, lo que 
equivale a conseguir jy(k)l tan pr6ximo a la unidad como 
sea posible. 
Algoritmo adaptativo: 
Dada la funci6n de error J y asumida una eetructura 
del filtro receptor, hay muchos procedimientos posibles 
para encontrar una respueata impulaional apropiada. Para 
facilitar la implementaci6n del hardware, aqu! se emple~ 
ra un algoritmo de gradiente descendente. En \!articular 
se asume que~ ea adaptado segUn la ecuaci6n l3), donde 
V J (operador gradiente de J respecto a los elementos · 
d:l vector !), se estima por el valor instant&neo 
Vw3k· 
!(k+l) = ,!(k) - f·1,lk 
Operando sobre la tunci6n de error se llega a la si-
guiente expresi6n, para la estimaci6n de su gradiente: 
h 2 lt iwJ = ( jy(k)l -l).y(k).!, (k) (4) 
Si ademas se define el termino eecalar e(k) BegUn (5) 
( 5) 
Uniendo (3), (4) y (5) se llega a (6) 
,.J * 
,!(k+l) = ,!(k) -./' .E(k) ·! (k) (6) 
Dos cosaa importantes pueden ser directamente notadas en 
este algoritmo CMA. La primers de ellas es su aparente 
similaridad con la versi6n compleja del bien conocido al 
goritmo LMS. En realidad si e(k) = y{k) - d(k) se suati= 
tuye por E(k), donde d(k) ea una sefial referencia aplic~ 
da externamente, se obtiene la version compleja LMS. El 
segundo aspecto interesante del algoritmo CHA es que no 
requiere una sefial referencia d(k). En lugar de utilizar 
una forma de onda d(k), se utiliza una informacion apri.Q.. 
r:!stica eobre la medida I y(k) I jn ausencia de distorsi6n 
mul tic amino. Se observa que si z; (k) ea igual a cero, jy(k)j 
es igual a la unidad en sistemas de transmisi6n de envol 
vente constante. La importancia practica del primer pun= 
to observado, ea que el hardware de un algori tmo LMS, 
puede aprovecharse para un algoritmo CMA, simplemente 
cambiando e(k) por E(k) o 
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Propiedades: 
1. Forma . de la funci6n de error: La figura 2 muestra 
J como una fUnci6n de las componentes real e imaginaria 
de y(k). J ea una superficie hiperboloide, que alcanza 
un m!nimo de valor cero, en todos loa puntos de un c!rc~ 
lo de radio unidad centrado en el origen. Dos condicio-
nes pue.den llevar a la ai tuaci6n de gxadiente cero, don-
de el algoritmo deja de adaptar. La primera de ellas es 
el contorno !y(k)l =1, lo que represents la convergencia 
deeeada. La segunda es el punto y(k) = (0,0). Esta ulti-
ma no constituye un problema practico ya que ea un punto 
de equilibrio inestable. Para evitar problemas, ea conv~ 
niente no empezar la adaptaci6n con un vector de pesos 




Figura 2. Funci6n de error J como funci6n de y(k). 
2. lfo unicidad: El procedimiento de m6dulo constante 
es conveniente cuando se producen variaciones incidents-
lea de ampli tu d. En eete apartado se supondra que la se-
fial e(k) = ~.erpEj~EkFFI ea una forma de onda de m6dulo 
conetante A 1 que convolucionada con la fUnci6n de tran~ 
ferencia h(n) (convoluci6n de canal y filtro) da lugar a 
la sefial de salida y(k). Se demueatra que y(k) ea de m6-
dulo constants s! y solo e! h(n) tiene una nnica etapa 
no nula. Para demostrarlo supondremoe que h(n) tiene dos 
etapaa no nulae. 
y(k) = h(m)A.exp(jO(k-m)) + h(q)A.exp(jcr(k-q)) (7) 
lz~~Fl O = ih(m)j 2 + ih(q)l 2 + 
A 
(a) 
2lh(m) l.jh( q) l.cos(B'(k-m) -V' (k-q) + b - c) 
b y c son respectivemente los argumentoa de h(m) y 
h(q). Se obaerva que para evitar modulaciones de ampli-
tud debe ocurrir que :0 (no trans:ferencia de :intorma-
ci6n 6 bien que k sea i.gual a q. 
La demostraci6n puede 8%tenderee a cualquier n&mero 
de etapas. 
Eeta soluci6n, se basa en la conaecuci6n de una ae-
fial de m6dulo constants y lleva a dos smbigUedades, una 
de :rase y otra de retardo en tiempo: 
a/ csmbio de :rase: La prueba de no unicidad, no esp~ 
cifica la fase de h(n), por lo que si la aoluci6n de pe-
sos V ea satisfactoria, tambien lo es el vector de la 
expreg{on (9), para cualquier valor de !IS. 
! = ~.erpEjs<NF 
La funci6n de error J, es insensible· a las variacio-
nea de~. Este cambio de fase arbitra~oI no represents 
ningUn problem& en FM, donde no se requiere sincronizar 
transmisor y receptor, :pero si consti tuye un problems en 
sistemas coherentes (PM), donde habra que estimar el c~ 
bio de fase y restarlo a la fase de la soluci6n final. 
b/ retardo en tiempo: La prueba de no unicidad con-
lleva tambien un retardo de tiempo arbitrario. Bo repre-
sents graves problemas. 
3. Relaci6n con el filtro de Wiener: Puede reescri-
birse y(k), como e(k) + y (k), donde IY (k) I = 1 y 




~ es el angulo que forman y (k) y e(k). Cuando estoe 
dos ultimoa son independientes: 0 
J = ~.EE ie(k)l 2) (11) 
La expresi6n (11) indica que en la vecindad de la 
convergencia el algori tmo CMA, equi vale a la minimi za-
ci6n del error cuadratico medio, por lo que la eoluci6n 
que se obtiene converge a la eoluci6n optima de Viener. 
4. Acci6n de AGCs El criterio de adaptaci6n, segUn 
la minimizaci6n de la funci6n de error J, hace que el 
filtro actue como AGC (control automatico de ganancia). 
Sin embargo, a veces ea conveniente colocar un limitador 
previo al fil tro recaptor FIR, para limi tar el margen d,i 
n!mico de la ·sefial de llegada, en caso de que sea muy 
grande. 
PRUEBAS BEALIZADAS 
Para pro bar el funcionamiento del a1gori tmo CIU., se 
ha creado una sefial de :frecuencia de portadora nula y Dl.Q. 
dulada en Ql'SIC ( e(k)). Posteriormente se ha aimulado un 
desvanecimiento selectivo aobre ella y se le ha afiadido 
ru! do adi ti vo gauaei ano n(k). En el desvanecimi en to se-
lectivo, loa \)Bdmetros variables son la atenuaci6n (ex) 
y el retraeo t t) de la sefial interferente respecto a la 
directa. La aenal creada ea: 
x(k) = e(k) + tot.xEkJ~F + n(k) (12) 
La convergencia y el deeajuste finales del algori tmo 
dependen del parametro de control J"; si se de sea indepen-
dizar al siatema adaptativo de la potencia de la ael'ial 
recibida, puede hacerse ~ adapt8tivo segUn (13). 
(13) 
N ea el nUmero de coeficientes del FiR y P es una 
estimaci6n de la potencia de llegada. x 
Otro parametro variable ea el intervalo de muestreo 
~ • Cabe la poaibilidad de hacer al ecua1izador fraccio-
n~do: T = (K/L)T (T es el tiempo de baudio, K, L son en-
teros) p 121. A1 variar la relaci6n T /T, se elimina ma-
yor 6 menor interterencia inters!mbofos IIS. 
En todas las pruebas realizadae se trata 5 baudios 
de sel'ial en cads i teraci6n y se utiliza un vector de pe-
sos inicial equiTalente a un :fil tro paea-todos 
~EoF = (l,o,o, .• ) 
Se varian loa eiguientes datoes 
- Relaci6n sefial ruido SNR. 
- A tenuaci6n y retraeo mul ticamino ( !>( y t ) • 
- Parametro de control)( • 
- Tiempo de muestreo ~ • p 
(14) 
Para comparar, se represents graficamente, N~ evolu-
ci6n de la funci6n de error J con el nUmero de iteracio-
nes del algori tmo, en escala semi logan tmica 6 en escala 
lineal, segUn loa valores m!nimos a1canzados. 
En lae figuras 3,4 y 5 se presenta la evoluci6n de 
la funci6n de error J, en tree pruebaa destintas. 
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Figura 4. J( dB.), 120000 i teraciones, ~ adaptat:ivo, 
no ru!do 
o.oo 100.00 200.00 300.00 . 400.00 5o 
Figura 5. J( dB.) 20000 i teracionea, Jl = 0, 001, 
SNR = 10 dB. 
Las tree pruebaa eaten realizadas para la siguiente 
distorsi6n de canal: 
x(k) = s(k) + 0,9x(k-l) + n(k) (15) 
Bn ningona de ellas se ha utilizado ecualizador trac 
cionado. Las tree estan en escala aemilogar!mica. Las 
dos primeras, figuraa 3 ~ 4, corresponden a sendaa prue-
bas sin ru!do aditivo (nlk)= 0). El tiempo de convergen-
cia ea mucho menor en la figura 4, debido a que el para-
metro de control)! ea adaptativo. En la :figura 5, el va-
lor minimo alcanzado por la funci6n de error, ea mucho 
mayor que en loa dos casos anteriores, debido a la pre-
sencia de ru:!do aditivo gauasiano. Por contra, el tiempo 
de convergencia del algori tmo para dicha prueba (fig. 5) 
ea mucho menor. 
En la tabla 1, se halls la faae en radianea de 10 
mueatras de aeffal emi tida ( s(k)) y ecualizada (y(k)), s_g_ 
gUn las condicionea de la :figura 4. 
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k a(k) y(k) 
1 1, 250000 PI 1, 345923 PI 
2 1,250000 PI 1, 345922 PI 
3 1,250000 PI 1, 345923 PI 
4 1,750000 PI 1,845923 PI 
5 0,250000 PI O, 345922 PI 
6 1,750000 PI 1,845923 PI 
7 0,750000 PI 0,845923 PI 
8 O, 250000 PI O, 345923 PI 
9 0,750000 PI 0,845923 PI 
10 1, 250000 PI 1, 345923 PI 
~abla 1. Faae de 10 mueatraa de aefial emitida (s(k)) y 
sefial recibida y ecualizada (y(k) ), part:i.endo 
de un filtro ya adaptado. 
La recepci6n es correcta, considerando (ver tabla 1) 
que el conjunto canal-filtro ha afiadido una suma de fase 
conatante de 0,095 PI radianes. 
:r(k) = s(k).exp(j.0,095 PI) (16) 
Esta fase constants, se ha calculado tambien a par-
tir de la funci6n de trsnsf'erencia del fil tro FIR obteni 
da y se ha comprobado que coincide con la deducida de la 
tabla 1. Se ha visto en apartados anteriores, que este 
aumen to de fase ea una de las propiedades del algori tmo 
CMA (ambigUedad de :fase). Un modo posible de eliminar e_g_ 
te problems, es trabajar con seflales que lltnren la info,!: 
maci6n en la diferencia de i'ase ( di:ferencial QPSX:) en N~ 
gar de llevar la informaci6n ea el valor de la propia f~ 
se ( QPSK). 
CONCLUSIONES 
Se ha llevado a cabo el desarrollo te6rico y puesta 
en practice de un algori tmo para ecualizadores adaptati-
vos, en el trabajo con sefiales de envolvente constants, 
distorsionadas por deavanecimientos selectivos. !!."al al~ 
ri tmo tiene la ventajosa propiedad, de que no necel!li. ta 
conocer previamente el valor de la sefial que se est! em!, 
tiendo, p~ra realizar la adaptaci6n, aino que tan solo 
se requiere conocer la forma de onda de la sefial tranam!_ 
tida. Ut:i.liza una tecnica de gradients descendents. Se 
ha comprobado con una seiial QPSK, que la presencia de 
ru!do aditivo gaussiano, ai'ecta al buen funcionamiento 
del algoritmo, mientras que en ausencia de ru!do, el al-
gori tmo adapta de :forma 6ptima. 
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