Abstract -Calculation of wind power capacity values for risk assessment of power system adequacy 10 has attracted great attention in the literature. And the most popular approach has been the Effective 11
Introduction 25
Calculation of the capacity value of wind power for both interconnected and island grids has received a 26 lot of attention in the past decade. The fundamental concept behind the need to calculate capacity value 27 of wind power is that electricity demand could not be predicted with a high level of certainty when in 28 fact electric power systems are required to have sufficient capacity (system adequacy) to meet customer 29 demand instantaneously. As wind power penetration increases and gradually replaces conventional 30 power generation, it is necessary to estimate its contribution to system adequacy. Wind's contribution to 31 system adequacy expressed in equivalent-thermal capacity is its capacity value or capacity credit. 32 33
Determination of this capacity credit is challenging because of wind intermittency and the 34 difficulty of forecasting long-term wind availability. Underestimation of wind power capacity value will 35
cause an over-supply of costly capacity reserve while overestimation of firm-equivalent wind capacity 36 could lead to power shortages. Besides, generation adequacy risk assessment is mainly based on the 37 high demand periods; therefore, the primary focus of wind capacity value estimation is contributions 38 during peak and extreme peak demand periods [1] . An approach that is widely used to quantify the 39 contribution of wind generation to peak demand is the Effective Load Carrying Capability (ELCC) 40 method [2] in which coincident historic time series for demand and available wind capacity are used 41 directly in the risk calculation [3] . While this is a preferred method, it requires significant amount of 42 historical wind and demand data which might not always be available. This becomes even more 43 difficult when one attempts to assess wind contribution to extreme high demand periods because these 44 events occur very rarely and records of these events could be inhomogeneous. In the case of the 45 Australian NEM, for example, the extreme peak demand event has occurred only over a handful days 46 during the 15 years since the NEM was established in 1999. We therefore analyse the effect of this 47 extreme high demand event on wind capacity value in the NEM. Key factors that drive the capacity 48 value results will also be analysed in this paper. 49 50
Capacity value depends on a number of factors that can be categorised in two groups. The first is 51 the set of "inherent factors" that characterise wind generation and load features. These factors have 52 1 been discussed widely [4] [5] [6] [7] [8] [9] and include wind capacity factor, forced outage rate of conventional power 53 stations (F.O.R), target system reliability level, and the general correlation between wind and load. The 54 second group is a set of "subjective factors" and relates to the choice of calculation structure. These 55 include the number of wind farms and wind installed capacity considered, the length of available 56 historic time series that are used directly in the calculation, and the type of wind and load data inputs 57 used in the simulation. The last factor refers to whether one uses the actual "historical sequencing" in 58 which wind farms joined the grid or uses a "controlled interval" of time width providing a consistent 59 wind capacity and load data for the simulation. The "historical sequencing" and "controlled interval" 60 approaches are not well-defined in the literature; we describe the approaches with more detail in Section 61 2.4. wind power production varies from year to year, and calculations based on one or a few years might not 85 be representative. [13] suggests that at least four to five years of data are necessary for reliable 86 assessment of capacity value. On the other hand, findings by [3] show that even 25 years of data may 87 not guarantee a robust estimation of wind capacity value because the frequency of extreme peak 88 demand occurrences is very small. There is no simple rule of thumb to determine a reasonable length 89 for the time series of wind and load data which should be used. The requirements depend on the power 90 system under investigation as each system has its own unique wind and load patterns and also 91 implications of the correlation between these patterns for meeting extreme peak demand periods. In this 92 paper, we explore the effect of three "subjective factors": the length of the time window or data series 93 considered; the type of modelling approach (historical sequencing or controlled interval); and the 94 number of wind farms and wind installed capacity on the estimation of capacity value. We simulate 95 eleven scenarios sequentially changing one factor in each scenario while holding the other two constant.
97
The paper is organised into five sections. Section 2 provides a graphical illustration of the method 98 used in calculation of capacity value. The section also presents the eleven simulation scenarios 99 developed to analyse the key factors influencing capacity value calculations. The features of the NEM 100 power system, including its wind and load characteristics and data on extreme peak demands, are 101 described in Section 3. 
Preferred ELCC-based Calculation Method 141
We chose the ELCC-based method to calculate capacity value of wind power because it is the method 142 recommended by the IEEE Power and Energy Society Task Force on Capacity Value of Wind 143
Generation [12] . ELCC is measured using Loss of Load Expectation (LOLE) that is the expected 144 number of hours or days, during which the load will not be met. LOLE can be calculated through direct 145 use of historic demand and wind time series. This method automatically incorporates the available 146 statistical information on the relationship between wind availability and demand and it is the most 147 relevant method for assessing system risk as it relates supply to demand during the hours of very high 148 peak demand [12, 15] .
149
The risk index used in LOLE is defined as 150 151
where the Loss of Load Probability for period t (LOLP t ) is defined as the probability that the available 154 generation in period t is less than demand. The periods considered may be half-hours, hours or days.
3
The results of LOLE calculations based on different period lengths are not directly comparable; for 156 example hourly LOLE would count a consecutive 3 hour shortage as 3 hours, whereas daily LOLE 157 would effectively count it as one day. Detailed application of this method is discussed in section 2.3 and 158 2.4. 159
Graphical Illustration of ELCC-based Method 160
Descriptions of the method have been provided mainly using computer algorithms ([13, 16] ), 161 mathematical models [14, 17] or plain text descriptions [8, 12] . Below, we provide graphical 162 illustrations using real wind and load data recorded on 30-minute intervals in the NEM. 163 164
The three graphs below ( Fig.1-3 ) represent three sequencing steps in obtaining ELCC value. In the 165 first graph, two curves and one straight line have been plotted in chronological order of a defined time 166
period (e.g. hours per year or multiple years). "Available capacity" is the predetermined target system 167 reliability of 95%-99% 1 applied in the NEM over the long-term and is represented by the straight line. 168
The load and wind power production curves represent fluctuation of electricity demand against 169 available wind generation over time. The hours of excess load, over and above available capacity, is the 170 LOLE 1 which is the number of hours that load is unserved due to capacity deficit. In this example, 171 LOLE 1 equals the 12 hours marked by the oval. 172 173 174 1 Reliability of a power system refers to the probability of its satisfactory operation over the long run. It denotes the ability to supply adequate electric service on a nearly continuous basis, with few interruptions over an extended time period [18] . This paper, targets 95-99 per cent of the hours served for the power system functioning adequately In the second graph, wind output is treated as negative load, and then it is removed from the load 182 time series resulting in the net load curve (load minus wind power) that is depicted in Fig. 2 . In the 183 same manner as Fig. 1 , the LOLE 2 is calculated as the total number of hours where load is unserved 184 (Fig. 2) . LOLE 2 is now lower (equals to 2.5 hours in our example) than the target LOLE 1 in step 1. 185
Finally, the third graph presents a required increase in the amount of load over time series that makes 186 LOLE 2 equal to target LOLE 1 . This amount of load increase to maintain target reliability level is called 187 the ELCC. It is alternatively known as capacity value or capacity credit of wind (Fig. 3) . Capacity 188 value of wind can be presented in absolute terms (MW) or as a percentage of installed wind capacity.
190
In the case of the NEM power system, half-hourly metered wind and load data in the period of 2013 is available, and hence we use directly in the calculation representing the geographical dispersion 192 of the historic wind fleet for the years being studied. To provide a meaningful comparison of capacity 193 value results, we scale ELCC value according to the wind capacity installed for the years considered in 194 the analysis. 195 A few studies have conducted capacity value assessments but do not clearly explain how wind and load 199 data series were constructed in their models [5, 8, [18] [19] [20] . Therefore, in this section, we first describe 200 the two types of modelling approaches with regard to the wind and load time series data used. We then 201 apply both approaches in our simulations for capacity value estimation. 202 203
Simulation Scenarios 196

Historical sequencing (HS) and controlled interval (CI) simulation data
First, we separate two types of modelling approaches: historical sequencing (HS) and controlled 204 interval (CI). The HS approach covers wind and load time series data reflecting the actual historical 205 sequence in which the wind farms joined the grid. That is, the modelling relies on the complete 206 historical load data without truncation. This, however, means that the number of wind farms operating 207 at different points in time will be different and it typically requires long-period of data (e.g. over 5-10 208 years). This issue is addressed in the CI approach, which controls the width and location of the time 209 window explored so that the number of wind farms is constant within that time window or interval. 210
Multiple years of historical wind and load data are ideal for calculating capacity value in the ELCC 211 method; however, they are not always available in every power system. Therefore, we examine whether 212 the CI approach covering a relatively short period with controlled capacity can still provide a 213 meaningful capacity value for systems that have limited wind and load data availability. data series associated with each approach. Suppose we have wind and load data of a power system 220 from year 1 to year t, in which four wind farms (WF1-WF4) joined the grid at different points in time.
221
Suppose at the beginning of year 1, wind farm 1 (WF1) joined the grid; suppose further that wind farms 222 2 and 3 (WF2, WF3) joined the grid in late in the first year and that wind farm 4 (WF4) joined the grid 223 in the middle of the second year. To construct a historical wind and load data series, we can either 224 consider long-term correlation of wind and load from year 1 to year t (short-dash block that we called 225 "historical sequencing"), or we could take the controlled interval approach and focus only on a shorter 226 controlled time interval or even a single year (long-dash block). Each approach has its pros and cons. 227 HS type of data is useful if the aim is to investigate the long-term correlation of wind and load. HS is 228 also likely to produce more reliable capacity value estimates because it utilises a longer data series. 229
However, using HS type data requires scaling wind data and interpreting the results carefully because 230 the number of wind farms varies through the period and is smaller at the start of the period than at the 231 end when the power system is likely to be more developed and mature at the end. 232 The CI type of data, on the other hand, can be applied where long-term historical wind and load data 233 is not available. The CI type of data is also useful when assessing the immediate physical impact of new 234 wind farms joining the grid on a power system. In the example provided above, one could construct CI 235 data for the two years (1-2) in which WF 2 & 3 joined the grid (see Fig.4 2 There are two metrics are usually used to define wind capacity penetration: capacity or energy penetration. Capacity penetration is a ratio of installed wind capacity and total installed capacity. Energy penetration is a ratio of annual wind energy and annual total energy demand. In this paper, we followed the literature [5, 22] to define capacity penetration as a ratio of installed wind capacity and peak load. The reason we apply this metric is because we aim to remove the component of reserve capacity in the total installed capacity. For those power systems that have high reserve capacity margin like NEM (33% of total installed capacity in 2013), it is necessary to remove this component to accurately reflect the real wind capacity penetration.
wide Large-scale Renewable Energy Target (LRET) scheme, aiming at least 20 percent of electricity 294 being produced from renewables by 2020 [21] . 295 296
The Australian NEM Power System 297
Wind Installed Capacity and Grid Connection Schedule 298
Australia in common with many other countries is facing a potential dramatic increase in wind energy 299 production. At the end of 2013, there were more than 1,000 wind turbines spread across 31 operating 300 wind farms in the NEM with total scheduled and semi-scheduled generating capacity of about 301 3.1GW [22] . In term of wind energy production, nearly 8,000 GWh of electricity has been produced, 302 accounting for 4.1 percent of the NEM's overall electricity generation in 2013. The 31 wind farms 303 considered in our study are located in four States including NSW, VIC, SA and TAS. Queensland has 304 had one small wind farm with installed capacity of 12MW since 2000; but we don't include that farm in 305 our analysis because it is not recorded in the NEM central dispatch system. 306 307 
Wind and Load Characteristics 315
Half-hourly wind and load data series covering 31 wind generators were available across the years from 316 2006 to 2013. Fig. 6 shows the normalised diurnal mean wind and load over the past eight years in the 317 NEM. Insignificant correlation between wind availability and electricity demand in the NEM is 318 recognised in this graph. Peak daily electricity demand is from 6:00 to 9:00 pm whereas highest wind 319 production occurs between 10:00 pm and 2:00 am. This characteristic feature of the NEM is important 320 in the determination of the capacity value for wind power. 321 322 2006-2013 to show how statistically wind availability contributes to peak demand. In the top 85 325 percentile of peak demand, wind generation contributes mostly from zero to less than 1,000 MW, 326 accounting for about 30% of full capacity. In the top 95-100% of peak demand, wind power production 327 contributes from zero to 500 MW (or 16% of installed capacity). Mean wind output contribution to peak 328 demand varies from 300 to 600 MW, representing 10-17% of full load capacity. 329
Data of Extreme Peak Demands 330
In assessing the robustness of a calculation's results, it is necessary to consider the volume of 331 statistical information on the wind availability at times of high demand because contribution of wind 332 during these periods determines the generation adequacy risk assessment. It is more difficult to assess 333 power system adequacy under extreme conditions as extreme high demand occurs infrequently. For this 334 purpose, an extreme peak demand is defined as one exceeding 99% of average peak demand and the 335 average peak demand value is determined by averaging peak demand in summer and winter under 336 normal weather condition. Average peak demand value in this case is driven by economic and 337 demographic factors (e.g. population growth, GDP growth, technology use, etc.). The focus on average 338 peak demand helps us to remove the effect of "ad hoc" weather fluctuations on peak demand. In the 339 case of NEM, the average peak demand of 33,800 MW observed in the 2006-2013 period is used as a 340 benchmark. Table 3 summarises the data on extreme demands exceeding 33,800 MW in the past 15 341 years of operation [23] . There were only 9 days where the 99% average peak threshold was exceeded. 342
Moreover, these days occurred in five distinct periods and in two particular months, January and 343
February ( 
349
The high demand event for January 2009 was due to extreme hot weather leading to the increased 350 utilisation of cooling loads while the supply problem was exacerbated by capacity reductions of both 351 generators and transmission elements. Generation and transmission elements also experience higher 352 probability of failure during periods of high ambient temperature. These extreme weather conditions and unusually high demand events are low probability events; but 360 they can still reoccur in the future and need to be considered in the analysis. Moreover, as can be seen 361 in the next section, extreme weather conditions and peak demands have significant influence on the 362 capacity value of wind power. 363 Table 4 presents the results from the capacity value calculation in absolute terms (MW) for all the 366 eleven simulation scenarios at 20 percent wind penetration; the results are presented in percentage 367 terms in Fig.8 (a-g ). Wind penetration level is measured as a ratio between nameplate wind capacity 368 and peak demand [5, 18] . The capacity values in all scenarios are measured at 95% to 99% system 369 reliability target. 370 371 
Results 364
Capacity Value of Wind Power 365
375
In general, capacity values vary, depending on the design of simulation models. These value are 376 affected by three factors considered, namely, type of wind and load time series data (HS or CI), number 377 of wind farms and installed capacity, and number of years considered in the simulation models. In 378 absolute terms, capacity values vary from 260MW to 501MW. That means out of the 3,145MW of wind 379 installed, wind power generation contributes to peak demand between 260MW and 501MW, 380
representing the amount of firm capacity or equivalent thermal capacity could be displaced by wind 381 power. Mean capacity factors lie in the range of 30% to 34%, i.e. overall, wind output accounts for 30% 382 to 34% of its potential output at its nameplate capacity. 383 384
In percentage terms, capacity value of wind power is found to be sensitive to the penetration level 385 (Fig.8a-e ). At extremely low wind penetration levels (below 2%), capacity value is in the 30% to 34% 386 range equal to wind capacity factor. This capacity value deceases rapidly and levels off at greater 387 penetration level. Our results are consistent with those in Haslett and Diesendorf [10] . 388 389
We, however, denoted in Fig.8a that capacity values in simulations 1 to are similar and fall in the narrow range of 260MW-296MW, 391
irrespective of the length of the time window (1, 3 or 8 years) and number of wind farms (12, 18, 21, 25 392 11 or 31). Five of these simulations are based on the HS method (simulation 1 to 5), and one is based on 393 the CI method (simulation 7). Capacity value varies from 7% to 9% wind installed capacity as wind 394 penetration level increases up to 20%. 
399
In contrast, capacity values cover a wide range in all the remaining simulations (6, 8, 9, 10, and 11) 400 as shown in Fig.8b -f ranging from 310MW to 501MW equivalent or between 17% to 24% of wind 401 penetration levels. The contrast reveals that there are periods in these simulations where wind generates 402 little or no output during peak demand periods that are responsible for the low capacity value estimates 403 obtained (Fig.8a ). Higher wind output contributions during peak demand periods will generate higher 404
wind capacity values ( Fig.8b-f ). 405 In order to investigate why results of capacity value in the first five and seventh simulations are 406
identical, and what factors drive the results of capacity value in our calculation, we investigate further 407
by assessing the effect of number of wind farms considered, the simulation approach (HS or CI), and 408 the length of wind and load data series in the following section. 409
Key Factors Driving the Capacity Value of Wind Power Calculation 410
Two summaries of capacity value, one grouped by number of years and another by number of wind 411 farms, are presented, respectively, in Fig. 9 and 10. The mean wind capacity values of eleven 412 simulations are shown in Fig.11 . 413 Results in Fig.9 and Fig.10 reveal that Finally, physical weather properties in Australia have a strong impact on electricity demand and 437 wind generation that lead to variations in wind capacity value. Our finding is consistent with the "low 438 wind cold snap" event in Great Britain where electricity demand is found to be extremely high over 439 some winter days with low wind availability [25] . Other factors that could complicate capacity value 440 estimation include the gradual development of power system and a changing climate. 441
Conclusion 442
This paper presents a comparison of capacity value of wind power using an ELCC-based method for 443 eleven alternative simulation scenarios. Our results show that subjective factors can effect capacity 444 value estimates. The choice of a simulation approach (historical sequencing or controlled interval), the 445 number of wind farms and installed wind capacity, as well as the time interval for the wind and load 446 data series all have significant impacts on capacity value results. Therefore, caution needs to be taken in 447 interpreting and generalizing capacity value estimates because of the sensitivity of these estimates to 448 factors determined by the researcher's approach. Particularly for power systems that are vulnerable to 449 extreme high temperature events, capturing wind and load data points from high-risk periods in the 450 calculation of capacity values is important for informed policy design. In the case of the Australian 451 NEM power system, where extreme peak demand periods occurred in nine days over the last 15 years, 452 capturing these unusual periods is critical for providing meaningful results. Capacity values are pushed 453 down by the insignificance of wind power contribution to the super peak demand events from January 454
2009. The simulations incorporating such extreme events suggest that the capacity value of wind is in 455 the range of 260 to 296 MW (7%-9%). For scenarios excluding the extreme events of Jan 2009, we find 456 that the capacity estimates are higher (above 300 MW). The estimates for the most recent periods 457 simulated (August 2010 to August 2013), we find the capacity value estimates are much higher (ranging 458 between just under 400 and 500 MW). 459
The ELCC-based method we have used is a preferred method but it requires intensive wind and 460 demand data that can be difficult to obtain but are crucial to capturing the extreme events that are 461 critical to the robustness of the calculation. Moreover, with the gradual evolution of the power system, 462 and the unpredictable weather conditions and evolving demand behaviours, capacity value estimates 463
should not be taken as definite contribution values. They should be regarded as indicative figures that 464 aid policy making and investment decisions for electrical power systems. 465
