Perfect 0, ±1 matrices were introduced recently in [5] as a generalization of the well-studied class of perfect 0, 1 matrices. In this paper we provide a characterization of perfect 0, ±1 matrices in terms of an associated perfect graph which one can build in O(n 2 m) time, where m × n is the size of the matrix. We also obtain an algorithm of the same time complexity, for testing the irreducibility of the corresponding generalized set packing polytope.
Introduction
A 0, ±1 matrix A of size m × n is called perfect if the corresponding generalized set packing polytope
is integral (i.e. all vertices of P (A) have only integer valued components), where n(A) ∈ Z Z m + denotes the vector whose r th component is the number of negative entries in row r of A. Perfect 0, ±1 matrices were introduced in [5] , as a generalization of balanced 0, ±1 matrices (introduced in [14] ), which themselves generalize the class of totally unimodular 0, ±1 matrices. It is known that every balanced 0, ±1 matrix is perfect, and every totally unimodular 0, ±1 matrix is balanced. For the definitions and related results we refer the reader to the survey paper [6] .
The study of perfect 0, ±1 matrices was initiated by the analogy to the well-studied class of perfect 0, 1 matrices. A 0, 1 matrix A is said to be perfect if the associated set packing polytope
is integral. Perfect matrices have many interesting properties, and were extensively studied in the literature. It is well-known that the perfectness of a 0, 1 matrix is strongly related to the perfectness of an associated graph.
To a 0, 1 matrix A = (a ij ) j=1,...,n i=1,...,m one can associate a graph G A by defining V (G A ) = {1, ..., n}, and (i, j) ∈ E(G A ) for i = j if A has a row r for which a ri = a rj = 1. In other words the rows of A are characteristic vectors of some cliques of G A .
The following result characterizes perfectness of a 0, 1 matrix.
Proposition 1.1 ([4, 8, 11]) A 0, 1 matrix A is perfect if and only if
(i) the graph G A is perfect, and
(ii) the characteristic vector of every maximal clique of G A appears as a row of A Perfect 0, ±1 matrices were characterized in [5, 9] . Both characterizations are in terms of the completion A * of the matrix A ∈ {0, ±1} m×n .
For a vector a ∈ {0, ±1} n let n(a) denote the number of its negative entries. The completion A * of a 0, ±1 matrix A is obtained from A by adding all possible 0, ±1 rows a to A, for which the inequality a T x ≤ 1 − n(a) is valid for P (A), and which is not weaker than any other inequality defining P (A * ). Given a subset S ⊆ {1, 2..., n} of the columns, let A(S) denote the matrix obtained from A by switching the signs of all components of A in columns j ∈ S. Let A + denote the matrix obtained from A by replacing all negative entries in A by 0. Matrices of the formÃ = A * (S) + are called monotone completions of the 0, ±1 matrix A. The polytope P (A) and simultaneously the matrix A are called irreducible if every facet of [0, 1] n has a point in common with P (A).
The first characterization of perfect 0, ±1 matrices is given in [5] , and provides a characterization in terms of the perfectness of a family of 0, 1 matrices.
Proposition 1.2 ([5])
An irreducible 0, ±1 matrix A is perfect if and only if all of its monotone completionsÃ = A * (S) + , S ⊆ {1, 2, ..., n} are perfect 0, 1 matrices.
A somewhat simpler characterization was obtained recently in [9] , which require the perfectness of only one 0, 1 matrix.
Analogously to A + , let A − denote the matrix obtained from the 0, ±1 matrix A by replacing all positive entries by 0, and then switching the sign of all other components. 
B =
A * + A * − I n I n is perfect, where A * is the completion of A, and I n denotes the unit matrix of size n × n.
Let us remark that the completion A * of a 0, ±1 matrix A of size m × n may have exponentially many rows both in n and m.
The purpose of this paper is to provide a characterization of perfect 0, ±1 matrices, analogous to Proposition 1.1. We shall show through a series of reductions that given a 0, ±1 matrix A of size m × n, one can either verify or disprove the integrality of P (A) in O(mn 2 ) time, or can build a graph on n vertices in O(mn 2 ) time, the perfectness of which together with an additional condition, analogous to (ii) of Proposition 1.1, will be equivalent with the integrality of P (A).
A key observation in our proof is the strong connection between perfect matrices and q-Horn functions (see [1] ). In Section 2 we show that for a 0, ±1 matrix A either P (A) is empty, or A corresponds to a q-Horn Boolean disjunctive normal form Φ A . Since q-Horn DNFs can be recognized in linear time (see [3] ), we can reduce in polynomial time the recognition of perfectness of A to the special case, when every row of A has at most one negative entry, i.e. to the case when A corresponds to a Horn DNF. In Section 3 we show that the integrality of P (A) induces further properties, implying e.g. that A must correspond to a so called quasi-acyclic Horn DNF (see [10] ). In Section 4 we prove that the irreducibility of P (A) for a 0, ±1 matrix A can be tested in O(n 2 m) time by a purely combinatorial procedure. In Section 5 we introduce a graph associated with the matrix A, and show that A is perfect if and only if this associated graph is perfect, and has all of its maximal cliques induced in a special way. This second condition is analogous to (ii) of Proposition 1.1. We also prove that this associated graph can be built from A in O(n 2 m) time. Finally, in Section 6 we conclude with some remarks and open problems.
2 0, ±1 matrices and q-Horn functions Given a 0, ±1 matrix A, one can note that in the definition (1) of the corresponding generalized set packing polytope, the bounds 0 ≤ x ≤ 1 constitute all possible generalized set packing inequalities with exactly one nonzero element. Therefore we shall assume in the sequel without loss of generality that every row of A contains at least two nonzeros.
Let A be a 0, ±1 matrix of size m × n, and let us associate to it a disjunctive normal form (DNF) Φ A by
where X j , j = 1, .., n denote Boolean variables, and X = 1 − X. It is easy to see that to every DNF Φ there corresponds a 0, ±1 matrix A such that Φ = Φ A .
A DNF Φ A is called q-Horn, if P (A) = ∅, see [1] . Q-Horn formulas generalize several classes of Boolean functions, such as quadratic expressions (Φ A is quadratic, if A contains at most two nonzeros in each row; obviously ( 2 ) ∈ P (A) in this case), or Horn expressions (Φ A is Horn, if n(A) ≤ 1; obviously 0 ∈ P (A) in this case). Q-Horn expressions have interesting properties, e.g. satisfiability is solvable in linear time for such DNFs (see [1, 2, 3] ).
It was noted in [1] that Φ A is q-Horn, i.e. P (A) = ∅, if and only if P (A) ∩ {0, 1 2 , 1} n = ∅. This observation was extended in [3] in the following way: Proposition 2.1 ( [3] ) Given a DNF Φ A , there is a linear time algorithm which tests P (A) = ∅, and if P (A) = ∅, it outputs a vector x * ∈ P (A) ∩ {0, 1 2 , 1} n which has the minimum number of 1 2 components among the vectors belonging to P (A). Furthermore, the vector x * has the property that if x * j = 1 2 for some index j, then x j = 1 2 holds for all vectors x ∈ P (A).
Let us add that the linearity of the algorithm in Proposition 2.1 is in terms of the size of Φ A , i.e. in the number of nonzeros of A, which is not more than mn, where m denotes the number of rows of A, i.e. the number of terms of Φ A , and n is the number of columns in A, i.e. the number of Boolean variables of Φ A . The above result immediately implies the following Corollary 2.2 Let A be a 0, ±1 matrix of size m × n. Then one of the following cases occur:
(ii) there exists an index j such that x j = 1 2 for all vectors x ∈ P (A) = ∅ (in which case A is not perfect);
All three cases can be tested, and if (iii) occurs, a vector x * ∈ P (A) ∩ {0, 1} n can be constructed in O(mn) time.
• Let us assume now that case (iii) occurs, and let us consider the vector x * ∈ P (A) ∩ {0, 1} n , and define S = {j|x * j = 1}. Let the matrix A = A(S) be obtained from A by changing the sign of the elements of A in columns j ∈ S. As it was observed in [5] , the mapping
is a linear bijection between the polytopes P (A) and P (A ). Thus, in particular, P (A) is integral if and only if P (A ) is. Furthermore, we have 0 ∈ P (A ), or equivalently, n(A ) ≤ 1.
Let us call a 0, ±1 matrix B Horn if n(B) ≤ 1. Hence the matrix A , obtained above, is a Horn matrix.
In the next sections we shall characterize perfect Horn matrices.
Horn matrices
Let us assume in this section that A is a Horn matrix, i.e. A ∈ {0, ±1} m×n and n(A) ≤ 1. Clearly, P (A) = ∅, since 0 ∈ P (A). Let us denote by c(r) = j the index of the unique column of A for which a rj = −1, or in case there is no negative entry in row r, let c(r) = n + 1. Furthermore, let N r = {j|a rj = 1}, for r = 1, ..., m. For a subset S ⊆ {1, 2, .., n} and for a vector x ∈ IR n let x(S) = j∈S x j .
Let us first note that the polytope P (A), for a Horn matrix A, can equivalently be formulated as
where x n+1 = 1 by definition. To a Horn matrix A let us associate a directed graph D A by defining
.., n, n + 1}, and Let us introduce
there is a directed path from j to i}, and
Clearly, i ∈ V j if and only if j ∈ U i , and in particular,
In other words, we label the strong components of D A in such a way that for every arc (i, j) ∈ E(D A ) with i ∈ C u and j ∈ C v we have u ≥ v. By the definition of a strong component, the equality C t = V i ∩ U i holds for every vertex i ∈ C t . Returning to example 1, we have e.g. V 3 = {1, 2, 3}, and V 5 = {1, 2, 3, 4, 5, 6}, while U 3 = {3, 4, 5, 6, 7} and U 5 = {4, 5, 6, 7}. Thus, in this case V 3 ∩ U 3 = {3}, and indeed, {3} is a strong component of this example. More precisely, we have s = 4, and C 0 = {7}, C 1 = {4, 5, 6}, C 2 = {3}, C 3 = {2} and C 4 = {1} as the strong components of the graph in Figure 1 . Lemma 3.1 Let A be a Horn matrix, j ∈ U i , and x ∈ P (A). Then x i ≤ x j .
Proof. Obviously, it is enough to prove the claim for the case when (i, j) is an arc of D A . In this case, by the definition of D A , there exists a row r of A such that i ∈ N r and j = c(r). Thus
by (2) and by the nonnegativity of x ∈ P (A).
• Lemma 3.1 immediately implies the following Corollary 3.2 Let i = j be different vertices of D A belonging to the same strong component C t , and let x ∈ P (A). Then x i = x j .
• For instance in case of the matrix A of example 1, x 4 = x 5 = x 6 is implied by the above corollary for all vectors x ∈ P (A), since vertices 4, 5 and 6 all belong to the same strong component C 1 .
Lemma 3.3
If there is a row r of A such that c(r) ∈ C t , and |N r ∩ C t | ≥ 2, then for every vector x ∈ P (A) we must have x j = 0 for all indices j ∈ V c(r) .
Proof. Let us prove the statement first for indices j ∈ C t . Then, the claim for all other indices i ∈ V c(r) will follow by Lemma 3.1.
By Corollary 3.2 all variables x j , j ∈ C t have the same value, let us denote it by y t . Then
is implied by (2) and by the assumption |N r ∩ C t | ≥ 2. Thus y t = 0 by the nonnegativity of x ∈ P (A).
• Lemma 3.4 If there is a row r of A such that c(r) ∈ C t , |N r | ≥ 2, |N r ∩ C t | = 1, and if i ∈ N r \ C t , then for every vector x ∈ P (A) and for all indices j ∈ V i we must have x j = 0.
Proof. It is enough to prove x i = 0 for i ∈ N r \ C t , since Lemma 3.1 will then imply it for all other j ∈ V i indices. By Corollary 3.2 all variables x k , k ∈ C t have the same value, let us denote it by y t . Then
is implied by (2), and by the assumptions i ∈ N r \ C t and |N r ∩ C t | = 1. Thus x i = 0 follows by the nonnegativity of x ∈ P (A).
• In the graph of example 1 we have e.g. row 4 of A with N 4 = {3, 5}, c(4) = 6 ∈ C 1 , and N 4 ∩ C 1 = {5}. Thus, Lemma 3.4 applies, and x j = 0 is implied for all j ∈ V 3 , i.e. x 1 = x 2 = x 3 = 0 for all vectors of x ∈ P (A) of this example.
Let us now apply the previous two lemmas for simplifying the problem of recognizing the perfectness of a given Horn matrix A.
Input. An m × n Horn matrix A.
Step 1. Construct the directed graph D A , and find its strong components, C t , t = 1, ..., s, (s ≤ n + 1).
Step 2. For every row r = 1, 2, ..., m of A, with c(r) ∈ C t , compute |N r ∩ C t |, and check the following:
Step 2.1. If |N r ∩ C t | ≥ 2, then find V c(r) and substitute x j = 0 for all j ∈ V c(r) . Drop all vertices and arcs from D A which belong to the subgraph induced by V c(r) .
Step 2.2 If |N r ∩ C t | = 1, then for every vertex i ∈ N r \ C t repeat the following:
Step 2.2.1 Construct V i .
Step 2.2.2 Substitute x j = 0 for all vertices j ∈ V i , and drop all vertices and arcs which belong to the subgraph induced by V i .
Step 3. Let A = (a rj ) j=1,...,n r = 1, ..., m , (n ≤ n, m ≤ m) be the matrix obtained from A by deleting the columns j for which x j = 0 was set in the previous steps, and then deleting all rows which have less than two nonzeros after the column deletion.
Let us observe that if x j = 0 was set in the above procedure for a vertex j belonging to some strong component, then all variables of the same strong component were set to zero, simply by Corollary 3.2. Hence, the strong components of D A will be a subfamily of the strong components of D A . Let us assume that C 0 , C 1 , ..., C q (q ≤ s) are the strong components of D A , and let N r denote the set of indices of the columns of A which are equal to 1 in row r.
One can observe that the Horn matrix A has the property that for every row r and for the strong component C t containing c(r)
Let us remark that the DNF Φ A corresponding to a Horn matrix A is known as a quasi-acyclic Horn DNF (see [10] ), exactly when the matrix A satisfies (4). Lemma 3.5 Let A be an m × n Horn matrix. Then another Horn matrix A can be obtained from A (of size m × n , m ≤ m, n ≤ n) by the above procedure in O(mn) time, such that it satisfies (4), and it is perfect if and only if A is perfect.
Proof. Since, in the above procedure in Step 3 we deleted only those columns j from A, for which x j = 0 is implied for all x ∈ P (A), we do not change the integrality of the corresponding polytope with these deletions. Furthermore, rows with less than two nonzeros correspond to inequalities by the definition of P (A) which are either trivial or assumed by the bounds 0 ≤ x ≤ 1. Thus the row deletion will not change the integrality of the polytope, either. Hence A has the property that P (A ) is integral if and only if P (A) is integral.
Since A had at most one negative entry in every row, and A is obtained from A by deletion of rows and columns, A can have also at most one negative entry in each row. Thus, A is Horn again.
Since the remaining rows and columns in A must pass the tests in Steps 2.1 and 2.2, by virtue of Lemmas 3.3 and 3.4, and by the fact that the changes in D A keep strong components or delete all vertices of them at once, the matrix A must satisfy property (4).
Finally, let us prove that the above procedure can indeed be carried out in O(mn) time.
The graph D A can clearly be constructed in O(mn) time. It is known that the strong components of a directed graph can be found in time, linear in the number of edges (see [13] ). Thus, Step 1 requires no more than O(mn) time.
In
Step 2 the cardinality N r ∩C t for a row r can be computed in O(|N r |) = O(n) time. Thus this computation takes O(mn) time in total for all rows. For a vertex i the set V i can be constructed by a depth first search in linear time in the number of edges belonging to the corresponding induced subgraph. Hence all operations of Steps 2.1 or 2.2 can be done in linear time in the number of all edges which were deleted in those steps. (The deletion of the edges makes it sure that no edge is searched twice.) Hence all operations of Steps 2.1 and 2.2 can be done in O(mn) total time, because D A has no more than mn edges.
Finally, the row and column deletions in Step 3 can obviously be carried out in O(mn) time, and thus we can conclude that all steps together take no more than O(mn) time.
• Lemma 3.6 Let us assume that A is a m × n Horn matrix, satisfying (4) . Then there exists a vector x ∈ P (A) for which x j > 0 for all columns j.
Proof. Let C t , t = 0, 1, ..., q denote the strong components of D A (where C 0 = {n + 1}, as before).
Then let us consider the vector x defined by x j = 1 n t for all j ∈ C t , and for all t = 0, 1, ..., q. Clearly, 0 < x j ≤ 1 for every column j = 1, ..., n, (and x n+1 = 1, as it is always assumed). Furthermore, by property (4), for every row r we either have N r = {j} and {j, c(r)} ⊆ C t , or N r ∩ C t = ∅ for the strong component C t containing c(r).
In the first case
while in the second case j ∈ C u , j ∈ N r implies u > t, and thus
Thus all inequalities defining P (A) are satisfied, and therefore x ∈ P (A).
• Let us say that a Horn matrix has no forced zeros, if it satisfies properties (4) . Lemma 3.6 shows that such a matrix P (A) does indeed contain a strictly positive vector. Lemmas 3.3 and 3.4 show, on the other hand, that Horn matrices not satisfying (4) have a component j such that x j = 0 in all vectors x ∈ P (A). Such a component we shall call a forced zero.
Finally, Lemma 3.5 proves that Corollary 3.7 Given an m × n Horn matrix A, one can obtain in O(mn) time another Horn matrix A of size m × n , (n ≤ n and m ≤ m), which has no forced zeros, and for which P (A ) is integral if and only if P (A) is integral.
• 4 Irreducible 0, ±1 matrices Let us assume in this section that A is a 0, ±1 matrix of size m × n, which is Horn and has no forced zeros.
A
for all rows p. Then, since x j ≥ x i = 1 is implied for all j ∈ U i by Lemma 3.1,
follows from the assumption that |N r ∩ U i | ≥ 2, and from the nonnegativity of x. This however implies that x ∈ P (A), since x c(r) ≤ 1 must hold for all vectors in P (A). Therefore, the equality z i = 0 follows for all integral vectors z ∈ P (A), and thus P (A) must have a non-integral vertex, since there exists a vector y ∈ P (A) for which y i > 0 by Lemma 3.6.
• Given a 0, ±1 matrix A, the polytope P (A) is called irreducible if both P (A) ∩ {x|x j = 0} and P (A) ∩ {x|x j = 1} are nonempty for all columns j = 1, ..., n.
It was noted in [5] that the irreducibility of P (A) can be tested by 2n LPs, each testing the feasibility of the linear system defining P (A) with an additional constraint of the form x i = 0 (or x i = 1), for i = 1, ..., n. Here we provide a somewhat simpler, purely combinatorial algorithm, which can be carried out in O(n 2 m) time.
Theorem 1 Given a 0, ±1 matrix A of size m × n, the polytope P (A) is irreducible if and only if A is obtained from a non-reconverging, Horn matrix with no forced zeros, by switching the signs of some of the columns. Irreducibility of P (A) can be detected in O(n 2 m) time.
Proof. Let us start with the "only if" part of the statement. Corollary 2.2 shows that for a given 0, ±1 matrix A, either it is obtained from a Horn matrix by switching signs of some of the columns, or P (A) = ∅, or there is an index j such that x j = 1 2 for all vectors x ∈ P (A). Both of the latter cases imply that P (A) is reducible. Corollary 3.7 proves that either A has no forced zeros, or there exists an index j such that x j = 0 for all vectors x ∈ P (A), in which case P (A) is again reducible. All of these can be tested in O(mn) time, by the cited corollaries. Finally, Lemma 4.1 shows that either A is non-reconverging, or there is an index j such that x j < 1 for all vectors x ∈ P (A), in which case P (A) is reducible. Thus, if P (A) is irreducible, A must have been obtained from a non-reconverging Horn matrix with no forced zeros, by switching signs of some of its columns.
Switching signs of some columns of a matrix has of course no effect on its irreducibility. To prove the "if" part of the statement it is therefore enough to show that every non-reconverging Horn matrix A with no forced zeros is irreducible. Clearly, since A is Horn the all zero vector is in the polytope P (A ). Thus it only remains to be shown that for every i, 1 ≤ i ≤ n, there exists a vector x ∈ P (A ) such that x i = 1. Such a vector can be constructed as follows:
If r is an arbitrary row of A then by the non-reconvergence either |N r ∩ U i | = 0 or |N r ∩ U i | = 1. In the former case x(N r ) = 0 and hence x(N r ) ≤ x c(r) . In the latter case necessarily c r ∈ U i and hence x(N r ) = x c(r) = 1. Thus x ∈ P (A ). Let us show finally that the non-reconverging property of a Horn matrix with no forced zeros can be tested in O(n 2 m) time. This follows easily by Lemma 4.1, since each of the sets U i , i ∈ V (D A ) can be constructed in O(mn) time by a depth-first-search, and every time a new vertex is added to U i , the numbers |N r ∩ U i | can be updated for all rows r, for which a ri = 1, in constant time for each row, and hence in O(mn) total time for vertex i. Since there are n + 1 vertices in D A , the final complexity of the above procedure is O(n 2 m).
•
Perfect irreducible Horn matrices
Given a Horn matrix A and a subset S ⊆ V (D A ) let
be a convex polyhedron in IR n+1 , bounded from below. One can see easily that e.g.
Lemma 5.1 If A is a Horn matrix and S ⊆ V (D A ), then Q(A, S) has a unique minimal element, x S , i.e. for every vector x ∈ Q(A, S) the inequality x S ≤ x holds componentwise.
Proof. The statement follows from a general result of [7] characterizing polyhedral sets having a least element. For completeness we include an independent short proof here. The fact that A is Horn, i.e. that the matrix A has at most one negative (= −1) entry in every row, is instrumental in this proof.
We claim that if x and y both belong to Q(A, S), then their componentwise minimum z, defined by z j = min{x j , y j } for j ∈ V (D A ), is also an element of Q(A, S). Since the lower bound constraints in the definition of Q(A, S) are obviously satisfied by z, it is enough to show that z satisfies the constraints corresponding to the rows of A. For this, let us consider an arbitrary row r of A, for which we have Proof. Let us build the directed graph D A from A, and compute its strong components C 0 , C 1 , ..., C s in reverse topological order (i.e. for every arc (i, j) ∈ E(D A ) with i ∈ C p and j ∈ C q we have p ≥ q). This can be done in O(mn) time.
Let us recall that since A has no forced zeros, for every row r of A and strong component C t of
Let us first initialize the variables by setting x S j = 1 for j ∈ S, and x S j = 0 for j ∈ S, and let us repeat the following steps for each strong component C t in the order t = s, s − 1, .., 0:
Step 1. For each row r for which c(r) ∈ C t and N r ∩ C t = ∅, set
Step 2. Let y t = max{x S j |j ∈ C t }, and set x S j = y t for every j ∈ C t .
Since A is a Horn matrix with no forced zeros, rows r of A with c(r) ∈ C t and N r ∩ C t = ∅ induce an acyclic subgraph of D A , hence x S ∈ Q(A, S) follows easily. Following the steps of the above procedure one can verify also that x S ≤ x for any vector x ∈ Q(A, S).
For verifying the complexity of the above procedure, we can see that Step 1 takes O(n) time per row, i.e. O(mn) time in total, and Step 2 can be carried out in O(n) total time. Hence the total time required by the above computation is indeed O(mn).
• In the rest of this section let us consider a 0, ±1 Horn matrix A of size m × n which is nonreconverging and has no forced zeros, i.e. which is irreducible (recall Theorem 1).
Lemma 5.3
Let A be an irreducible Horn matrix, S ⊆ V (D A ), i ∈ V (D A ), and let x S ∈ Q(A, S) and x S∩V i ∈ Q(A, S ∩ V i ) be the minimal vectors as defined in Lemma 5.1. Then
Proof. Let us define a vectorx by settingx j = |S ∩ V j | for all vertices j ∈ V (D A ). Since A is a non-reconverging Horn matrix, we have V p ∩ V q = ∅ for every row r and indices p, q ∈ N r (p = q), from which j∈Nr |S ∩ V j | ≤ |S ∩ V c(r) | follows, implyingx ∈ Q(A, S). Therefore, x S i ≤x i = |S ∩ V i | follows. We have Q(A, S) ⊆ Q(A, S ∩ V i ) by the definition of these polyhedrons, thus x S ≥ x S∩V i follows. Furthermore, the algorithm computing x S shows that for any vertex j ∈ V (D A ), the value x S j depends only on the values x S k , k ∈ V j . Hence, an easy inductive argument shows that
• An intuitive definition of the notion "being covered" is as follows: in every vertex i of D A belonging to S set the value x i = 1. After that proceed through D A setting all x j 's for j's not belonging to S to their minimum possible values allowed by the inequalities corresponding to the rows of A (i.e. compute the vector x S ). If a value at some vertex is forced to |S| then the set S is covered, and it is not covered otherwise. Note that e.g. for every row r the set N r , and each of its subsets are covered.
Let us concentrate for a moment on covered sets of cardinality two. Let {i, j} ⊆ V (D A ) be a pair of distinct vertices. By the non-reconverging property of D A the inequalities |U i ∩ N r | ≤ 1 and |U j ∩ N r | ≤ 1 must hold for every row r of A, which implies that |N r ∩ (U i ∪ U j )| ≤ 2 for every r. We shall show that an equality here is a necessary and sufficient condition for {i, j} to be covered. Lemma 5.5 Let A be an irreducible Horn matrix and let {i, j} ⊆ V (D A ) be a pair of distinct vertices. Then {i, j} is covered if and only if there exists a row r such that
Proof. If |N r ∩ (U i ∪ U j )| ≤ 1 for every row r then it is easy to see that
and hence the set {i, j} is not covered. By the non-reconvergence of A we know that |N r ∩ (U i ∪ U j )| > 2 cannot happen, and so it is enough to prove that if |N r ∩ (U i ∪ U j )| = 2 for some row r then {i, j} is covered. For that it suffices to show that x {i,j} cr • Let us associate to the matrix A an undirected graph R A defined as follows
Lemma 5.6 Given an irreducible Horn matrix A, the corresponding graph R A can be constructed in O(n 2 m) time.
Proof. The following procedure will construct all the edges of R A .
For every vertex i = 1, 2, ..., n construct all edges of R A which are incident with vertex i by the following procedure:
Step 1. Construct the set U i .
Step 2. For every row r of A do:
Step 2.1. Check if N r ∩ U i = ∅; if yes, skip to the next row of A; if not, then by the non-reconvergence of A the equality |N r ∩ U i | = 1 must hold, say N r ∩ U i = {j r }. Continue with Step 2.2.
Step 2.2. For every vertex k ∈ N r \ {j r } search backwards from vertex k in D A for unmarked vertices (starting with k), mark each such vertex j, and add the edge (i, j) to E(R A ).
Step 3. Unmark all vertices.
Note that a pair (i, j) was put into E(R A ) if and only if |N r ∩ (U i ∪ U j )| = 2 for some row r. Therefore by Lemma 5.5 the set E(R A ) consists exactly of all covered pairs of vertices.
Step 1 in the above procedure can be done in linear time in the number of arcs in D A , hence it takes O(nm) time.
Step 2.1 takes obviously O(n) time per row, i.e. O(nm) overall time.
Step 2.2 can also be done in O(nm) overall time, since no arc of D A has to be traversed more then once. Finally, Step 3 can be carried out in O(n) time. Hence, the time needed by the above algorithm is O(nm) per vertex, i.e. O(n 2 m) in total.
• Lemma 5.7 Let A be an irreducible Horn matrix and let i and j be the indices of two columns such that (i, j) ∈ E(R A ). Then i and j are incomparable in D A , i.e. neither i ∈ V j nor j ∈ V i can hold.
Proof. This is essentially the non-reconvergence property of A. By Lemma 5.5 there exists a row r such that
Thus, two different elements of N r could be reached from i, contradicting the nonreconvergence of matrix A.
• Lemma 5.8 Let A be an irreducible Horn matrix, let x ∈ Q(A, ∅) be an arbitrary vector, let S ⊆ V (R A ) be a covered set of vertices, and let h ∈ H(S) be a head of S. Then
Proof. First let us note that Lemma 3.1 can be applied to x (i.e. x i ≤ x j whenever j ∈ U i ), since all the inequalities defining P (A) which correspond to the rows of A (which are the only ones necessary for the proof of the lemma) are present also in the definition of Q(A, ∅).
Clearly, if |S| = 1, then the statement follows directly by Lemma 3.1. Let us apply induction on the size of S.
We can assume that h ∈ H(S) is minimal in the sense that if C t denotes the strong component of D A containing vertex h then no i ∈ V h \ C t belongs to H(S), since for all other vertices of H(S) Lemma 3.1 will imply the statement. Lemma 3.1 implies also that C t ⊆ H(S), and C t is a source component in the directed subgraph of D A induced by H(S).
Therefore, by the minimality of the vector x S , there must exist a row r for which c(r) ∈ C t , N r ∩ C t = ∅ and
Let us study the sets S ∩ V j , j ∈ N r . First of all by the minimality of h we have N r ∩ H(S) = ∅, and thus x S j < |S| for all j ∈ N r , which implies x S j > 0 for at least two different indices from N r . This, together with Lemma 5.3, implies |S ∩ V j | = ∅ for at least two different indices from N r . Moreover, by the non-reconvergence of A all the sets S ∩ V j , j ∈ N r are pairwise disjoint, and thus |S ∩ V j | < |S| for all j ∈ N r . Secondly, the facts that x S j ≤ |S ∩ V j | (by Lemma 5.3), the sets S ∩ V j , j ∈ N r are pairwise disjoint (by non-reconvergence of A), and equality (6) together imply that the sets S ∩ V j for j ∈ N r form a disjoint partition of S and that x S j = |S ∩ V j | for all j ∈ N r . By Lemma 5.3 we have x S j = x S∩V j and hence j ∈ H(S ∩ V j ) for all j ∈ N r which together with |S ∩ V j | < |S| for all j ∈ N r allows us to apply the inductive hypothesis for each of the sets S ∩ V j , j ∈ N r , obtaining i∈S∩V j
for all j ∈ N r . We also have
by the definition of Q(A, ∅), since h and c(r) belong to the same strong component of D A . The fact that the sets S ∩ V j form a disjoint partition of S and the inequalities (7) and (8) together imply
completing the proof of the lemma.
• Corollary 5.9 Let A be an irreducible Horn matrix, let x ∈ P (A), let S ⊆ V (R A ) be a covered set of vertices, and let h ∈ H(S). Then
Proof. The statement follows immediately by Lemma 5.8, since P (A) ⊆ Q(A, ∅).
• Lemma 5.10 Let A be an irreducible Horn matrix and let C and C be covered cliques of R A for which
Proof. First let us prove that H(C) ∩ C contains exactly one element. Let us assume the opposite, i.e. let h 1 = h 2 be two distinct vertices from
= |C|. Since h 1 and h 2 are both in C we have (h 1 , h 2 ) ∈ E(R A ) and therefore by Lemma 5.5 there is a row r of A such that |N r ∩ (U h 1 ∪ U h 2 )| = 2. However, this implies x C c(r) ≥ 2|C| which is a contradiction to Corollary 5.4. Therefore let H(C) ∩ C = {h}.
Let us observe that C ⊆ V h , since otherwise x C h < |C| by Lemma 5.3, contradicting the definition of H(C). Now if j ∈ C ∩ C then {j, h} ⊆ C and hence (j, h) ∈ E(R A ) contradicting Lemma 5.7 (since j ∈ V h ). Therefore C ∩ C = ∅ must hold.
Since C and C \ {h} are cliques of R A , to prove that C * is a clique, it is enough to show that every vertex i ∈ C and j ∈ C \ {h} are adjacent in R A . Since i ∈ V h for each vertex i ∈ C, U i ⊇ U h follows, implying U i ∪ U j ⊇ U h ∪ U j for any vertex j ∈ C \ {h}. By Lemma 5.5 we get |N r ∩ (U h ∪ U j )| = 2 (because (h, j) ∈ E(R A )) and thus also |N r ∩ (U i ∪ U j )| = 2, proving (i, j) ∈ E(R A ), and implying hence that C * is indeed a clique.
What remains to be proved is that H(C * ) ⊇ H(C ) (which also implies that C * is covered). Let therefore i ∈ H(C ) be an arbitrary head of C . We want to show that x C * i = |C * |. The inequality x C * i ≤ |C * | follows directly from Corollary 5.4. To prove the opposite inequality let us observe first that Q(A, C * ) ⊆ Q(A, ∅), and thus we can apply Lemma 5.8 with the vector x C * , covered set C and the vertex h ∈ H(C) ∩ C , and obtain
Finally, using the above inequality, the fact that x C * j ≥ 1 for all j ∈ C \ H(C) by the definition of x C * , and Lemma 5.8 again with the vector x C * , covered set C and its head i ∈ C , we can obtain
finishing the proof of the lemma.
• Let us define two monotone convex polyhedra by
and
Theorem 2 If A is an irreducible Horn matrix then
Proof. Let us assume first that x ∈ L(A), and let y ≥ x be a (maximal) vector in P (A). For any covered clique C and for any h ∈ H(C) we have
by Corollary 5.9, hence y ∈ M (A) follows. Since x ≤ y and M (A) is monotone, this implies
For the converse direction, let us consider a vector x ∈ M (A), let y ≥ x be a maximal vector in M (A), and let us assume that y ∈ P (A). Since 0 ≤ y ≤ 1 for all vectors in M (A), there must be a row r of A for which y(N r ) > y c(r) .
Since N r is a clique of R A and is obviously covered, because c(r) ∈ H(N r ), the inequality
is implied by y ∈ M (A), and hence y c(r) < 1 follows. Since y is a maximal vector of M (A), there must exist a covered clique C c(r) for which
since otherwise we could increase y c(r) without violating any inequalities of M (A). Both the cliques N r and C are covered and moreover c r ∈ H(N r )∩C . Thus we can apply Lemma 5.10 and therefore N r ∩ C = ∅, H(N r ) ∩ C = {c r }, and the set C * = N r ∪ (C \ {c(r)}) is again a covered clique of R A . However,
is then implied by (9) and (10), contradicting y ∈ M (A). This contradiction proves that y ∈ P (A), and hence that x ∈ L(A). Therefore, M (A) ⊆ L(A) follows.
• Let us complete the paper by following the idea of [9] , and constructing another matrixÂ such that each vertex of P (A) will correspond to a maximal vertex of P (Â).
Given a 0, ±1 matrix A, let us associate another 0, ±1 matrixÂ to A as followŝ
where A + and A − are 0, 1 matrices such that (A + ) ij = 1 iff a ij = 1, (A − ) ij = 1 iff a ij = −1, and I n denotes the unit matrix of size n × n.
Conclusions.
Both characterizations of perfect 0, ±1 matrices given by Propositions 1.2 and 1.3 have the drawback that the constructed object (all monotone completions in the former and the special matrix in the latter case) may have an exponential size in terms of the given input matrix. On the other hand Theorem 3 provides a characterization using a graph which can be constructed from the input matrix in a polynomial time. If A has size m × n thenÂ has size (2m + n) × (2n) and so using directly the complexity result stating that the graph R A can be constructed in O(mn 2 ) gives us O((2m + n)(2n) 2 ) = O(mn 2 + n 3 ) complexity. However, with a more careful analysis it is not hard to get rid of the O(n 3 ) factor. First of all note that the directed graph DÂ has a size O(mn) (where the first and second blocks ofÂ contribute O(mn) each and the third block contributes just O(n) because it consists of two unit matrices). Therefore when building RÂ, all the steps that contribute O(|DÂ|) per vertex will have the overall complexity bounded by O(mn 2 ). The only nontrivial step which does not fall into the above category is testing whether the intersections U i ∩ N r are empty or not. If we spent O(n) time per every vertex i and row r we would get back the O(mn 2 + n 3 ) complexity. However, in the third block every row contains exactly two 1's and so testing for the emptiness of the corresponding intersections takes O(1) per vertex and row. Hence the overall complexity of this step is O(mn 2 ) for the first two blocks ofÂ and O(n 2 ) for the third block giving the desired overall complexity of O(mn 2 ).
Our aim was to give a characterization of perfect 0, ±1 matrices similar to Proposition 1.1, i.e. a characterization in terms of an object, the size of which is polynomial in the size of the input matrix. We succeeded in that. In fact, Theorem 3 is a generalization of Proposition 1.1, or in other words, if A has no negative entries then Theorem 3 coincides with Proposition 1.1. To see this it is enough to realize that if A has no negative entries then
• A is both irreducible and Horn, thus making the extra assumptions of Theorem 3 trivially satisfied (and making these assumptions superfluous for Proposition 1.1)
• A = A + which implies that by restricting the graph RÂ to vertices {1, . . . , n} we get exactly the intersection graph G A (moreover A − is an all-zero matrix and so the only extra edges contained in RÂ are of the type (i, n + i) and are induced by the third row block ofÂ)
• a maximal clique C of RÂ is covered if and only if its characteristic vector appears as a row ofÂ.
Finally, let us remark that the class of Horn matrices with no forced zeros corresponds to a class of quasi acyclic Horn functions which was recently introduced in [10] . This class has some nice properties, e.g. a minimum size DNF representation can be found in polynomial time (as opposed to the NP-completeness of Horn minimization in general). Non-reconverging Horn matrices with no forced zeros (i.e irreducible Horn matrices) hence correspond to a certain subclass of quasi-acyclic Horn functions. It would be interesting to investigate what can be said about such functions.
