Synchronizing the simplest classical system and then quantizing it by Kurzynski, Pawel
Synchronizing the simplest classical system and then quantizing it
Pawe l Kurzyn´ski1, 2, ∗
1Faculty of Physics, Adam Mickiewicz University, Umultowska 85, 61-614 Poznan´, Poland
2Centre for Quantum Technologies, National University of Singapore, 3 Science Drive 2, 117543 Singapore, Singapore
(Dated: March 4, 2020)
I propose a discrete synchronization model of finite d-level systems and discuss what happens once
superposition of states is allowed. The model exhibits various asymptotic behaviors that depend
on the initial state. In particular, two antagonistic phenomena can occur: a quantum-to-classical
transition and entanglement generation. Next, I generalize this model and show that it is possible
to phase-lock a periodic dynamics of a single qubit to a periodic dynamics of a qudit stimulus.
Introduction
Synchronization is a process in which two or more
interacting oscillators adjust their rhythms. It can be
found in many areas of classical physics [1] and was also
studied in the quantum regime [2–4]. Recently an in-
teresting question was asked [5]: What is the smallest
quantum system that can be synchronized? The current
answer to this question seems to be inconclusive, since
there are arguments for and against single qubit synchro-
nization [5–8]. These contrary arguments originate from
a problem of how to define a limit cycle in a quantum
dynamics. Limit cycles are assumed to be prerequisites
for synchronization [9], but they can only emerge in non-
linear systems [10]. However, quantum dynamics is fun-
damentally linear (apart from the measurement process),
therefore it is crucial to gain a deeper understanding of
how synchronization works in the quantum domain.
Here I propose an alternative approach to the quantum
synchronization problem. First, I start with a question:
What is the smallest classical system that can be syn-
chronized? and then I ask: How to quantize this system?
What is meant by the smallest is ambiguous. I choose an
information-theoretic point of view, hence the smallest
system is the one whose state is described by a mini-
mal amount of information. Therefore, I focus on syn-
chronization of d-level systems that are fully described
by log d classical bits. My main motivation behind this
approach comes from the fact that both, a classical d-
level system and a qudit, can store the same amount of
classical information. This fact allows one to compare
the two systems from the computational efficiency per-
spective, especially in the context of any possible quan-
tum information-processing advantage. Moreover, my
approach is along the lines of research on complex dy-
namics of finite-state systems and pseudochaos [11, 12].
This line of research is particularly important since real-
istic computers, both classical and quantum, are funda-
mentally finite-state machines that cannot support the
continuous nature of chaotic systems [12].
I am going to consider a simplified model in which
∗Electronic address: pawel.kurzynski@amu.edu.pl
I partially depart from the standard paradigms of syn-
chronization [9]: (1) systems to be synchronized need to
be self-sustained oscillators – in the presence of dissipa-
tion they should be able to generate their own rhythms,
hence the corresponding dynamical systems should have
a limit cycle; (2) the interaction between oscillators is
weak – the oscillators should not get unified into a single
oscillator; (3) the synchronization can be observed in a
certain region of systems mismatch – if the rhythm of one
oscillator is changed the other oscillator should respond
to this change.
In particular, I am going to relax the paradigm (1).
I will consider idealized conditions in which there is no
dissipation of individual oscillatory motion, hence there
is no need for a limit cycle. To justify my approach, let
me stress that many synchronization models, such as Ku-
ramoto model [13], base on an elementary oscillator equa-
tion θ˙ = ω, where θ is the phase and ω is the frequency.
This is the phase oscillator that has no amplitude vari-
able. It allows one to focus on a more fundamental dissi-
pative aspect of synchronization – phase-locking, which
cannot happen without existence of some attractor. At-
tractors do not exist in conservative systems, therefore
some dissipation is needed to observe phase-locking.
Due to the clear departure from the paradigm (1) some
may argue that the model discussed in this work is not
a true synchronization model. I do not mind and in fact
I prefer to think of it as some kind of a toy model, or if
one prefers – pseudosynchronization. Nevertheless, this
model offers one a possibility to focus on a mechanism
behind the phase-locking and, more importantly, on how
this mechanism works and what it offers once one goes
quantum. In particular, I am going to show that, depend-
ing on an initial state of the oscillator and the stimulus,
the phase-locking can lead to two antagonistic processes:
quantum-to-classical transition and entanglement gener-
ation. Finally, I am going to focus on a phase-locking of
the smallest quantum system – a single qubit.
Simple synchronization model
Let me first recall a simple continuous classical model
in which a single oscillator gets synchronized to a stim-
ulus. A very nice pedagogical discussion of this model
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2can be found in the chapter four of the book by Strogatz
[10]. Let θ ∈ [0, 2pi) be a phase variable of a stimulus
that oscillates with a frequency Ω
θ˙ = Ω. (1)
Next, consider an oscillator whose frequency is ω (I as-
sume ω 6= Ω) and whose phase variable is ϕ ∈ [0, 2pi).
The evolution of this oscillator is affected by the stimu-
lus in the following way
ϕ˙ = ω +Kf(θ − ϕ), (2)
where f(θ − ϕ) is a periodic function that describes the
way the oscillator responds to the stimulus and K mea-
sures the strength of this response. One often takes
f(θ − ϕ) = sin(θ − ϕ) which implies the following be-
haviour: the oscillator speeds up if ϕ is behind θ and
slows down if ϕ is ahead of θ. It is useful to define the
phase difference ∆ = θ − ϕ whose evolution is given by
∆˙ = Γ−Kf(∆), (3)
where Γ = Ω − ω. The phenomenon of phase-locking
occurs once the phase difference settles down to some
constant value ∆∗ (here ∗ denotes a fixed point, not a
complex conjugation), which implies Γ = Kf(∆∗). This
equation can be satisfied if Γ/K is in the image of f(∆),
which defines the range of entrainment. If Γ/K is out-
side of this range, the oscillator is not able to adjust its
rhythm to the stimulus.
Discrete synchronization model
In this section I am going to discretize Eqs. (1-3). At
this point some readers may think of the circle map
αt+1 = αt + Γ− K
2pi
sin(2piαt), (4)
which is a particular time-discrete version of (3). How-
ever, the circle map is not what I am looking for since
the variable αt that describes the state of the system is
continuous. The goal is to further discretize the circle
map, i.e., to discretize the set of system’s states.
Let me assume that the phases of the stimulus and
the oscillator are discrete and can take d different values
θt, ϕt ∈ S = {0, 1, 2, 3, . . . , d − 1}. The equations (1-3)
become
θt+1 = θt + Ω, (5)
ϕt+1 = ϕt + ω +G(θt − ϕt), (6)
∆t+1 = ∆t + Γ−G(∆t), (7)
where ∆t = θt−ϕt, G(θt−ϕt) is an analogue of Kf(θt−
ϕt) and I assume that all values are taken mod d. Note,
that θt, ϕt ∈ S for all t which implies that Ω and ω +
G(θt−ϕt) must be in S too. Since the choice of ω should
not depend on G(θt − ϕt) and vice versa, I assume that
both of them are integers from S.
The key ingredient of synchronization is the function
G(∆t). Phase-locking means that after some number of
steps, say τ , the phase difference ∆t is fixed, i.e., ∆t = ∆
∗
for t ≥ τ . This implies G(∆∗) = Γ, hence a prerequisite
for phase-locking is that Γ is one of the outcomes of this
function. To include the notion of how strong the oscil-
lator responds to the stimulus let me assume that the
image of G(∆t) is in the set EK = {−K,−K+ 1, . . . ,K}
(equivalently EK = {0, . . . ,K, d −K, . . . , d − 1}), where
K < d2 . This set defines an entrainment range because
phase-locking is possible if Γ ∈ EK .
Let me choose
GK(∆t) =
{
∆t if ∆t ∈ EK ,
0 else.
(8)
This function allows the oscillator to respond linearly to
the stimulus if the phase difference is not larger than K.
If the phase difference is larger than K the oscillator does
not respond at all and follows its own rhythm. Below
I consider the asymptotic behaviour of the system for
various choices of Γ 6= 0 and ∆0.
First, let me consider the case Γ ∈ EK . If ∆0 ∈ EK
then GK(∆0) = ∆0 and ∆1 = Γ. But ∆2 = Γ as well,
therefore ∆∗ = Γ and the system gets phase-locked in one
step. On the other hand, if ∆0 /∈ EK then GK(∆0) = 0
and ∆1 = ∆0 + Γ. If ∆1 /∈ EK then ∆2 = ∆0 + 2Γ.
In general if for all t ≤ τ ∆t /∈ EK then ∆t = ∆0 + tΓ.
However, there must be some τ (τ < d) for which ∆τ ∈
Ek. This is because ∆t increases by Γ and at some point
the phase difference must fall inside EK . Note that by
assumption |Γ| ≤ K, hence it is not possible to jump
over EK while making a step ∆t → ∆t+1. Therefore,
∆t = ∆
∗ = Γ for all t > τ – the system gets phase-
locket in τ steps. Note, that after the phase-locking the
evolution of the oscillator is given by
ϕτ+t = θτ+t − Γ. (9)
If Γ /∈ EK then there are no fixed points. To prove
it, let me assume that a fixed point ∆∗ exists. This and
(7) imply GK(∆
∗) = Γ, but by definition the values of
GK(∆t) ∈ EK , which contradicts the initial assumption
that Γ /∈ EK . In this case there is no phase-locking,
but instead there is a phase-drift – the phase difference
constantly changes. Note, that due to finiteness of state-
space the changes of the phase difference are periodic.
Quantum synchronization model
The next step is to quantize the above discrete model.
To do so, let me first reformulate it in a vector space
formalism. Instead of writing θt and ϕt I will write |ψt〉 =
|θt〉⊗|ϕt〉 ∈ Cd⊗Cd. Let me define an orthonormal basis
{|i〉}d−1i=0 and let me assume that both |θt〉 and |ϕt〉 are
3some vectors from this basis. Let me also define two
hermitian operators
θˆ =
(
d−1∑
i=0
i|i〉〈i|
)
⊗ 1ˆ , ϕˆ = 1ˆ ⊗
(
d−1∑
i=0
i|i〉〈i|
)
. (10)
These operators allow one to recover θt = 〈ψt|θˆ|ψt〉 and
ϕt = 〈ψt|ϕˆ|ψt〉.
Next, let me define unitary operators UˆΩ and Uˆω
UˆΩ|θt〉 = |θt + Ω〉, Uˆω|ϕt〉 = |ϕt + ω〉, (11)
where mod d convention is used. They describe the free
evolution during which the stimulus and the oscillator
follow their own rhythms. Eventually, let me define an
operator GˆK that acts on both systems
GˆK |θt〉 ⊗ |ϕt〉 =
{|θt〉 ⊗ |θt〉 if ∆t ∈ EK ,
|θt〉 ⊗ |ϕt〉 else. (12)
whose action mimics the one of (8). Note that GˆK is not
unitary, however together with UˆΩ and Uˆω it allows one
to iterate the state of the system in the following way
|ψt+1〉 = (UˆΩ ⊗ Uˆω)GˆK |ψt〉. (13)
The lack of unitarity of GˆK is related to its irreversibil-
ity. Note that this operator changes 2K + 1 different in-
puts into the same output |θt〉⊗ |θt〉. Such a transforma-
tion can be realized via Kraus operators. Equivalently, it
can be realized unitarily by adding an ancillary system.
I am going to follow the second approach.
I assume that the ancillary system has d+1 levels with
the corresponding basis vectors {|0¯〉}∪{|i〉}d−1i=0 , where |0¯〉
is the initial state. Let me introduce a unitary operator
VˆK whose action is given by
VˆK |θt〉⊗|ϕt〉⊗|0¯〉 =
|θt〉 ⊗ |θt〉 ⊗ |0¯〉 if ∆t = 0,|θt〉 ⊗ |ϕt〉 ⊗ |0¯〉 if ∆t /∈ EK ,|θt〉 ⊗ |θt〉 ⊗ |∆t〉 else.
(14)
The operator VˆK implements GˆK on the first two sys-
tems. Moreover, note that the choice of VˆK is non-
unique. The reason why I chose it as (14) is going to
be explained later. Next, I impose that the ancilla is re-
set to |0¯〉 after each application of VˆK so that one can
iterate the evolution more than once. This resetting is
a source of dissipation that makes phase-locking possi-
ble. The above leads to the following formulation of Eqs.
(5-7)
θt+1 = Tr{ρt+1θˆ}, (15)
ϕt+1 = Tr{ρt+1ϕˆ}, (16)
∆t+1 = Tr{ρt+1(θˆ − ϕˆ)}, (17)
where
ρt+1 = Tranc
{
Uˆ(ρt ⊗ |0¯〉〈0¯|anc)Uˆ†
}
, (18)
and
Uˆ = (UˆΩ ⊗ Uˆω ⊗ 1ˆ )VˆK (19)
Up to now the system’s state was assumed to be a
product of two basis vectors, hence the dynamics was
classical and one could choose either (5-7) or (15-17) to
describe it. However, the latter set of equations allows
one to consider a much bigger set of initial states. Below
I am going to focus on the case Γ ∈ EK and discuss what
happens if the initial state is a superposition of basis
vectors.
Synchronization to classical stimulus. Let me first con-
sider the case in which the stimulus is classical, i.e., it is
prepared in one of the basis states, whereas the oscilla-
tor is prepared in a superposition. The initial state is
ρ0 = |ψ0〉〈ψ0|, where
|ψ0〉 = |θ0〉 ⊗
(
d−1∑
i=0
αi|i〉
)
. (20)
The asymptotic behaviour of the system stems from
(9). The phase-locking of all terms occurs after τ steps
and for t > τ the system’s state is described by ρt =
|ψt〉〈ψt|, where |ψt〉 = |θt〉 ⊗ |θt − Γ〉 and θt = θ0 + Ωt.
This state is a product of two basis vectors. It does not
depend on the initial state of the oscillator.
In simple words, the above scenario represents a
quantum-to-classical transition – the superposed oscil-
lator gets phase-locked to the classical stimulus and be-
comes classical too. Note, that this transition occurs for
any choice of VˆK in (14) that realizes GˆK .
Synchronization to quantum stimulus. Next, I consider
a situation in which both, the stimulus and the oscillator,
are prepared in a superposition of basis states. I am
going to show that this state evolves into an entangled
asymptotic state. Consider ρ0 = |ψ0〉〈ψ0|, where
|ψ0〉 =
(
d−1∑
i=0
αi|i〉
)
⊗
d−1∑
j=0
βj |j〉
 . (21)
Γ ∈ EK implies that all terms from (21) get phase-
locked after some time τ , hence the asymptotic state
ρt (for t > τ) must be in the subspace Spl spanned by
{|i〉 ⊗ |i − Γ〉}d−1i=0 – the phase-locked subspace. The only
problem is to determine if ρt has any coherences, i.e.,
non-zero off-diagonal terms. If the answer is positive, the
partial transposition will move these terms outside of Spl
and the operator ρTOt will be of the form σpl⊕ σ¯pl, where
TO denotes partial transposition (transposition in the os-
cillator subspace). The part σpl is inside Spl, whereas σ¯pl
is outside of Spl. Moreover, σ¯pl is traceless (since there
are no diagonal terms outside of Spl), hermitian and non-
zero. This implies that ρTOt has negative eigenvalues, thus
ρt is entangled [14, 15].
To prove that ρt has some non-zero coherences, let me
focus on the coherence between |i + Ωt〉 ⊗ |i + Ωt − Γ〉
4and |i′ + Ωt〉 ⊗ |i′ + Ωt − Γ〉. The crucial observation in
this proof is that any initial coherence in (21) can only
survive between the terms corresponding to the same ini-
tial phase difference. If the initial phase difference of one
term is ∆ and of the other is ∆′ 6= ∆, then during phase-
locking each term causes a different change of the ancilla’s
state and after tracing the ancilla the coherence is lost.
As a result, the only initial coherences from (21) that
contribute to the examined one stem from
|∆0〉 = αiβi−∆0 |i〉 ⊗ |i−∆0〉+ αi′βi′−∆0 |i′〉 ⊗ |i′ −∆0〉,
(22)
where ∆0 = 0, 1, . . . , d − 1. After phase-locking these
vectors have the form
|∆0,t〉 = αiβi−∆0 |i+ Ωt〉 ⊗ |i+ Ωt− Γ〉 (23)
+ αi′βi′−∆0 |i′ + Ωt〉 ⊗ |i′ + Ωt− Γ〉.
The examined coherence results from a mixture of these
terms and is of the form
αiα
∗
i′
d−1∑
∆0=0
βi−∆0β
∗
i′−∆0 . (24)
This value vanishes only for a set of amplitudes of mea-
sure zero and is maximal for |αi| = |βi′ | = 1√d .
To sum up, I have shown that the superposed oscil-
lator gets phase-locked to the superposed stimulus and
as a result both systems get entangled. Interestingly,
the entanglement is generated in a dissipative process.
Moreover, unlike in the previous case, the outcome of
the dynamics depends on a particular choice of VˆK in
(14). More precisely, VˆK was chosen such that it does
not affect coherences in the phase-locked subspace Spl.
Synchronization of a single qubit
The above model and all of the above examples work
for an arbitrary d. In particular, for d = 2 the system
reduces to a pair of qubits and all the parameters and
variables are either zero or one. In this case a crucial lim-
itation stems from binarisation of K: either each system
evolves independently, or the oscillator gets completely
slaved to the stimulus (this implies departure from the
paradigm (2) – see introduction). Still, the system is ca-
pable of phase-locking and of demonstrating a quantum-
to-classical transition and entanglement generation. Nev-
ertheless, the dynamics of such a two-qubit system is rel-
atively simple, therefore in order to show that a single
qubit can be synchronized in a more complex way I am
going to generalize the previous model and will consider a
synchronization of a qubit to a classical multi-level stim-
ulus.
Let me assume that the stimulus is a d-level system,
θt = 0, 1, . . . , d − 1, where d is even, and the oscillator
is a qubit, ϕt = 0, 1. The free dynamics of the stimulus
is going to be the same as in the previous case, but for
simplicity I fix |θ0〉 = |0〉, hence |θt〉 = Uˆ tΩ|0〉 = |Ωt〉.
Moreover, Ω is chosen to be a divisor of d. For example, if
d = 12 then Ω = 1, 2, 3, 4, 6, 12. Such a choice guarantees
that after d steps the stimulus returns to θd = 0. On the
other hand, the dynamics of the oscillator is going to be
determined by a unitary transformation
Rˆ|0〉 = cos pi
d
|0〉+ sin pi
d
|1〉, (25)
Rˆ|1〉 = − sin pi
d
|0〉+ cos pi
d
|1〉. (26)
This transformation can be visualized using the Bloch-
sphere picture as a 2pid -rotation about Y -axis. The nat-
ural frequency of the oscillator is given by ω, which is
also a divisor of d. The single step of the oscillator’s
free evolution is generated by Rˆω, which corresponds to
a 2piωd -rotation about Y-axis. It is also convenient to in-
troduce the following qubit states |χk〉 = Rˆk|0〉, where
k = 0, 1, . . . , d− 1.
Next, let me introduce a new interaction operator that
requires an ancillary qubit (initially prepared in the state
|0〉)
WˆK |θt〉⊗|ϕt〉⊗|0〉 =
{ |θt〉 ⊗ |ϕt〉 ⊗ |0〉 if |θt − d2ϕt| > K|θt〉 ⊗ |χθt〉 ⊗ |1〉 else,
(27)
and after each application the state of the ancilla is reset
to |0〉. In simple words, WˆK changes the state of the
oscillator qubit to |χθt〉 if |θt − d2ϕt| ≤ K. Let me recall
that all values are taken mod d, as in the previous case.
The multiplication of ϕt by
d
2 relabels the states of the
qubit {0, 1} → {0, d2}, so that they can be compared with
the states of the stimulus.
Intuitively, the stimulus can be considered as a classi-
cal hand of a clock that can point to one of d different
positions on a clock face. On the other hand, the os-
cillator qubit is a quantum hand that can point either
vertically up (d2ϕt = 0) or vertically down (
d
2ϕt =
d
2 ),
or is in a superposition of these two possibilities. In the
Bloch-sphere picture the state of the oscillator qubit is
a vector that lies in the XZ-plane and the operator WˆK
tries to make its evolution follow the evolution of the
stimulus hand on the clock face.
A single step of the evolution is given by
ρt+1 = Tranc
{
Qˆ(ρt ⊗ |0〉〈0|anc)Qˆ†
}
, (28)
where
Qˆ = (UˆΩ ⊗ Rˆω ⊗ 1ˆ )WˆK , (29)
and ρ0 = |0〉〈0|⊗σ0 is an initial state of the stimulus and
the oscillator. This implies that ρt = |t〉〈t| ⊗ σt and the
goal is to understand the evolution of σt, whose general
form is
σt = pt|0〉〈0|+ p¯t|1〉〈1|+ ct|0〉〈1|+ c∗t |1〉〈0|, (30)
where 0 ≤ pt ≤ 1, p¯t = 1− pt and |ct|2 ≤ ptp¯t.
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FIG. 1: Numerical simulation of pt = 〈0|σt|0〉 for d = 40. For a clarity of presentation points on the plots were connected. The
single-qubit dynamics is described by Eq. (31) and the initial state is σ0 = |0〉〈0|. Left (Ω = 1, ω = 2, K = 2): phase-locking,
the qubit oscillates with the frequency Ω = 1 and the period of oscillations is d
Ω
= 40. Middle (Ω = 5, ω = 2, K = 5): the qubit
is phase-locked for steps 0− 40, next the interaction is turned off for steps 41− 80 and the qubit returns to its own frequency,
then the interaction is turned on for steps 81− 120 and the qubit becomes phase-locked again. Right (Ω = 5, ω = 2, K = 3):
the qubit depolarizes to a maximally mixed state.
The action of Qˆ can change σt in three different ways
σt+1 =

ptΠΩt+ω + p¯tΠ d
2+ω
if |Ωt| ≤ K,
ptΠω + p¯tΠΩt+ω if |Ωt− d2 | ≤ K,
RˆωσtRˆ
ω† else,
(31)
where Πk = |χk〉〈χk|. In the first two cases the coher-
ences corresponding to ct and c
∗
t vanish due to the trace of
the ancillary system. On the other hand, in the last case
the ancilla remains uncoupled and the oscillator evolves
unitarily.
I am going to focus on how the probability pt = 〈0|σt|0〉
changes in time. The formula (31) implies that pt+1 can
be derived from pt and ct via non-homogenous recurrence
equation with variable coefficients. It is hard to follow
it analytically, therefore I studied it numerically and the
most important results are shown in Fig. 1.
In order to minimize the chance of resonances between
the stimulus and the oscillator I chose Ω and ω to be co-
prime. The numerical studies show that for such a choice
of frequencies there are essentially two types of behavior.
The first behavior corresponds to the situation in which
there exists t such that |Ωt| ≤ K or |d2 − Ωt| ≤ K. In
this case the oscillator qubit gets phase-locked, i.e., pt
oscillates with frequency Ω and the period of oscillations
is dΩ . If the interaction between the qubit and the stimu-
lus is turned off, the qubit returns to its own frequency,
but it becomes phase-locked again once the interaction
is turned on (see Fig. 1, middle). The second behavior
corresponds to any other choice of K and Ω. In this case
the oscillator qubit gets depolarized and evolves towards
a maximally mixed state. There is a simple explana-
tion for the second type of behavior. In such situation
the only nontrivial application of WˆK occurs for θt = 0
(and θt =
d
2 , provided there exists t such that Ωt =
d
2 ).
For all remaining θt the oscillator qubit evolves unitar-
ily σt+1 = Rˆ
ωσtRˆ
ω†. Note, that for θt = 0 and θt = d2
the operator WˆK causes an effective measurement of the
oscillator qubit in the {|0〉, |1〉} basis. Therefore, the uni-
tary rotation about Y-axis is periodically interrupted by
a dephasing along Z-axis, hence the length of the qubit’s
Bloch vector decreases and in the end the qubit becomes
maximally mixed.
Concluding remarks
I considered a synchronization model in which both,
time and state-space are discrete. The phase-locking of
the oscillator to the stimulus occurs due to an irreversible
transformation that can be implemented by adding an
ancillary system and then forgetting it. This transfor-
mation can be chosen in many ways. I focussed on
two particular examples, see Eqs. (14) and (27). The
first one works for two systems of the same dimension
and supports entanglement in the phase-locked subspace,
whereas the second one is designed to observe synchro-
nization of a single-qubit dynamics to a d-level stimu-
lus. My results provide a supporting argument for single-
qubit synchronization [5–8].
It is natural to investigate what possibilities other
choices of the phase-locking transformation can offer.
This might be particularly interesting in the context of
quantum state-engineering and quantum control. Fur-
thermore, research on the problems discussed in this work
are relevant from the point of view of complex quantum
dynamics, quantum chaos and pseudochaos. Note, that
phase-locking in qudit systems can be considered as emer-
gence of some order out of pseudochaos. More precisely,
if the dimension of the system and the initial frequencies
of the oscillator and the stimulus are co-prime, the initial
dynamics is ergodic in the sense that it visits all states in
the state-space. However, phase-locking brakes this er-
godicity and the system evolves from the d2-dimensional
Hilbert space to a highly correlated d-dimensional attrac-
tor subspace.
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