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Mixing in viscous fluids is challenging, but chaotic advection in principle allows
efficient mixing. In the best possible scenario, the decay rate of the concentration
profile of a passive scalar should be exponential in time. In practice, several authors
have found that the no-slip boundary condition at the walls of a vessel can slow down
mixing considerably, turning an exponential decay into a power law. This slowdown
affects the whole mixing region, and not just the vicinity of the wall. The reason
is that when the chaotic mixing region extends to the wall, a separatrix connects
to it. The approach to the wall along that separatrix is polynomial in time and
dominates the long-time decay. However, if the walls are moved or rotated, closed
orbits appear, separated from the central mixing region by a hyperbolic fixed point
with a homoclinic orbit. The long-time approach to the fixed point is exponential,
so an overall exponential decay is recovered, albeit with a thin unmixed region near
the wall.
I. INTRODUCTION
In many engineering applications, a viscous fluid must be blended with a substance,
referred to as a passive scalar. This is generally called mixing, and it is well known that
stirring greatly enhances this process. In fact, even if turbulence is unavailable (because of
low Reynolds number or delicate substances), it is possible to mix rapidly by the process of
chaotic advection [1, 2]. This involves the chaotic stretching of fluid particles by the flow,
and the subsequent increase in concentration gradients of the substance to be mixed. The
increased gradients facilitate the action of molecular diffusion, and homogeneity ensues. The
net process (chaotic advection together with diffusion) is known as chaotic mixing.
The quantity that is often tracked in mixing problems is the variance of the concentration
of the scalar [5–12]. The variance is the spatial integral of the squared deviation from the
mean concentration, and measures therefore the intensity of concentration fluctuations. The
reasoning is that the variance tends to zero as the concentration is homogenized. Simple
arguments [8, 12–19] suggest that the concentration variance should decay exponentially
with time. In an idealized scenario the fluid particles are stretched exponentially and folded
by the flow, yielding a characteristic filamentary structure as in Fig. 1. The filaments then
achieves an equilibrium width where diffusion balances stretching [20]. Subsequently, the
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FIG. 1. (a) Experiment with the ‘figure-eight’ stirring protocol, showing an advected blob of dye
(India ink) in sugar syrup (details of the experimental apparatus are given in [3, 4]). The coordinate
system used here is also indicated, as is the distance d(t) between the dark mixing pattern and the
distinguished parabolic point on the wall. See Fig. 2 for the rod’s path. (b) Numerical simulation
for the same stirring protocol as in (a), but with the wall rotating at a rate Ω = 0.4 rad/s. Here, d(t)
is the distance from the mixing pattern to the hyperbolic point indicated by a dot.
concentration field for that particle decays exponentially at the rate of stretching. An average
over rates of stretching then gives the overall decay rate of the variance. In many cases the
decay rate of the variance is determined in a less local manner [8, 12, 18, 21–24], but the
decay is still exponential.
This basic exponential-decay picture is appealing, but it is complicated by the presence
of walls. In that case, several authors [25–34] have suggested that the no-slip boundary
condition and the presence of separatrices on the walls slow down mixing: the decay rate is
algebraic rather than exponential. Recent experiments [3, 4, 35] have confirmed this, and
also showed that for a significant period of time the rate of decay of variance is dramatically
reduced, even away from the walls, due to the entrainment of unmixed material into the
central mixing region.
In this paper, which is a more detailed and complete exposition of an earlier letter [36],
we show that if the situation is such that mixing is slowed down by no-slip walls, then this
can be cured by moving the wall in such a way as to destroy the separatrices. This creates
closed orbits near the wall, effectively insulating the central mixing region from the wall (see
Fig. 2). The rate of decay of the concentration variance becomes exponential rather than
algebraic. The price to pay is that the thin region of closed orbits remains poorly mixed. Of
course, in some applications moving or spinning the outer wall of a container is not practical,
so we also discuss other mechanisms for creating closed orbits near the wall.
The outline of the paper is as follows. In Section II we analyze the case of a device
consisting of a stirring rod and a fixed outer wall. We describe the separatrices that appear
at the boundary, and how the approach along the stable manifold of one of these separatrices
is algebraic in time. In Section III we treat the same system, but with the wall rotating at
a constant velocity. We find the wall separatrices are destroyed; instead, a hyperbolic fixed
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FIG. 2. (a) Numerical Poincare´ section (stroboscopic map) of a single trajectory for the time-
periodic figure-eight stirring protocol (dashed line). The circular domain has unit radius, the rod
has radius 0.08, and the rod’s two circular paths have radius 0.23. The chaotic region covers the
entire domain, all the way to the wall, where two near-wall separatrices are indicated in the upper
and lower portions of the domain. (b) Same parameters, but with the outer wall rotating at a rate
of Ω = 0.2 radians per period. Closed orbits appear near the wall, and the wall separatrices are
destroyed. There is however a separatrix associated with a hyperbolic fixed point of the map (solid
line), which isolates the chaotic region from the wall. The solid dot is the approximate position of
the fixed point according to the model in Section III, and the cross is the numerically-measured
fixed point. The discrepancy can easily be resolved by expanding to next order in Ω.
point appears away from the wall, with a homoclinic orbit separating the wall region from
the central mixing region. The approach along the stable manifold of that fixed point is
exponential in time.
Section IV relates these results to the decay of concentration variance. We show that
if the wall is rotating fast enough, the decay rate is not limited by the no-slip boundary
condition, and mixing proceeds as rapidly as it would in the absence of a no-slip wall. We
present numerical evidence for this in Section V, based on simulations of the evolution of the
concentration field for a simple, but realistic, flow. We then offer some concluding remarks,
and discuss other ways of creating closed orbits beyond physically rotating the wall.
II. FIXED WALL
Consider the experiment for the time-periodic ‘figure-eight’ rod-stirring protocol shown
in Fig. 1(a). The numerically-computed Poincare´ section for the same 2-D Stokes flow
(Fig. 2(a)) shows that this protocol promotes chaotic advection in the whole domain, as
could be expected from the stretching and folding of dye filaments visible in Fig. 1(a). It
also shows clearly that particles move very slowly near the wall, as evidenced by the closely-
packed successive iterates, in accordance with the no-slip boundary condition. This suggests
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FIG. 3. Solid line: The periodic function A(θ) in Eq. (1) for the figure-eight stirring motion
of Fig. 2(a). The two zeros correspond to the separatrices connected to the wall at the points
highlighted in Fig. 2(a). The upper (stable) separatrix is at θ = θs = pi/2, and the lower (unstable)
separatrix is at θ = 3pi/2. The dashed line is for the same stirring motion, but with the wall
rotating at angular velocity Ω = 0.2 per stirring period.
writing the flow near the wall as a simple map,
θ¯ = θ + A(θ)y + O
(
y2
)
, y¯ = y − 1
2
A′(θ)y2 + O
(
y3
)
. (1)
where (θ, y) is the position of a fluid particle at the beginning of a time interval, (θ¯, y¯)
its new position at the end. Here θ is an angle measured counterclockwise along the wall,
and 0 ≤ y  1 measures the distance from the wall (Fig. 1(a)). The first equation in (1)
uses continuity and the no-slip boundary condition at the wall; then the second equation
follows from incompressibility and the no-throughflow condition at the wall. The container
is assumed to have unit radius. We can write (θ, y) = (θ(t), y(t)) and (θ¯, y¯) = (θ(t+T ), y(t+
T )), where t is time, T is the period, and t/T is the number of full periods of the stirring
protocol that the system has undergone. If we truncate the map by neglecting the higher-
order terms, then it preserves area only to first order in y. We shall see in Section III how
to correct the map to ensure exact area preservation.
Since it is continuous, the tangential velocity near the wall can only reverse sign at
points θ with A(θ) = 0. These points correspond to the upper and lower wall separatri-
ces (also called separation and reattachment points) visible in Fig. 2(a). (Note that these
only act as separatrices near the wall, where the flow is almost steady; further away from
the wall the manifolds of the separation points take a more convoluted form that permits
chaotic transport in the bulk of the vessel.) There are only two such separatrices, so we
conclude that A(θ) must be as in Fig. 3, with the two zeros corresponding to the separa-
trices in Fig. 2(a). (The functions in Fig. 3 were obtained numerically from 2D Stokes flow
simulations [37].)
Every point (θ, y) = (θ0, 0) on the wall is a fixed point of the map (1). Letting (θ, y) =
(θ0 + Θ, 0 +Y ), where (Θ, Y ) are small expansion variables, we find the dynamics of particle
trajectories near that point,
Θ = Θ + A(θ0)Y + A
′(θ0)ΘY + O
(
Θ2Y , Y 2
)
, (2a)
Y = Y − 1
2
A′(θ0)Y 2 + O
(
ΘY 2 , Y 3
)
. (2b)
5The eigenvalues associated with the linearization of (2) are both unity, so (θ0, 0) is a distin-
guished parabolic fixed point [38]. Near most of these points the dynamics are uninteresting:
particles just stream along the wall following Θ = Θ +A(θ0)Y , and approach or recede from
the wall depending on the sign of A′(θ0). Eventually we must give up using (2), since the
trajectories always leave the neighborhood of (θ0, 0). However, for the two values of θ for
which A(θ) vanishes (see Fig. 3), we get separatrices near the wall.
We focus on the separatrix at θ = θs = pi/2, where A(θs) = 0, and Eqs. (2) become
Θ = Θ + A′(θs)ΘY + O
(
Θ2Y , Y 2
)
, (3a)
Y = Y − 1
2
A′(θs)Y 2 + O
(
ΘY 2 , Y 3
)
, (3b)
with (θ, y) = (θs+Θ, 0+Y ) and (Θ, Y ) small expansion variables. Now the set {Θ = 0, Y > 0}
is invariant for small Y and corresponds to the separatrix, which is the stable manifold of
the fixed point (θs, 0). The evolution along the stable manifold is obtained by iterating
Y = Y − 1
2
A′(θs)Y 2, (4)
for small Y . This is a logistic map, and as we approach the fixed point at Y = 0 we
expect Y to change very little at each period. This suggests writing (4) as a differential
equation for Y (t),
Y − Y
T
' Y˙ = − 1
2T
A′(θs)Y 2, (Y − Y )/T  1. (5)
The overdot denotes a time derivative. The solution is
Y (t) =
Y (0)
1 + 1
2
A′(θs)Y (0)(t/T )
. (6)
For this to represent the stable manifold, we require A′(θs) > 0, as is clear from Fig. 3. (The
other separatrix exhibits finite-time escape to infinity, which takes particles away from the
wall and into the bulk.) For long times, the rate of approach is
Y (t) ∼ 2
A′(θs)
(t/T )−1 , t/T  (1
2
A′(θs)Y (0))−1 . (7)
The asymptotic form (7) for Y (t) is algebraic and independent of Y (0). The consequence of
this independence is visible in the upper part of Fig. 1(a): material lines ‘bunch-up’ against
each other faster than they approach the wall, thereby forgetting their initial position.
The slow algebraic approach to the wall exhibited in (7) was shown in [3, 4, 35] to
cause a drastic slowdown of the overall mixing rate in the vessel. Indeed, even though
the fundamental action of the stirring protocol is chaotic, as evident in Fig. 2(a), a pool
of unmixed fluid remains near the wall for very long times. More importantly, this pool
contaminates the entire mixing pattern, all the way to its core, as unmixed fluid leaks
slowly along the unstable manifold of the separation point at θ = 3pi/2, resulting in the
characteristic cusped shape of the dye pattern in Fig. 1(a). This is because there is no
barrier between the wall and the central mixing region. In the next section, we will see how
we can create such a barrier by moving the outer wall.
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FIG. 4. Iterates the area-preserving near-wall map map (9), which should be compared to the
full numerical simulations of Fig. 2. (a) Ω = 0, with the upper stable distinguished parabolic
fixed point shown as a dot; (b) Ω = 0.2, with the hyperbolic fixed point shown as a dot, and
its associated homoclinic separatrix plotted as a solid line. We can clearly see closed trajectories
outside the separatrix, near the wall. Once trajectories leave the vicinity of the wall, Eq. (9) no
longer applies and we must look into the specific stirring mechanism.
III. MOVING WALL
Now we consider the case of a slowly-rotating wall, with mixing pattern as in Fig. 1(b).
The near-wall map corresponding to (1) is
θ¯ = θ + Ω + A(θ)y, y¯ = y − 1
2
A′(θ)y2, (8)
where 0 < Ω 1 is the angular displacement of the wall per period, and we have neglected
higher-order terms in y. We assume that Ω is small since in that case A(θ) will change little
from the case with Ω = 0, as can be seen by the dashed line in Fig. 3.
To help understand how the velocity Ω modifies the wall map, it is instructive to plot
iterates for a specific form of A(θ). To match the numerical simulations, A(θ) must be
periodic in θ and have only two zeros (Fig. 3); a simple model is then to take A(θ) = − cos θ.
For plotting iterates, it is preferable to use the exact area-preserving version of (8) (see
Appendix A),
θ¯ = θ + Ω + A(θ)y¯, y¯ = y − 1
2
A′(θ)y¯2, (9)
which has unit Jacobian. (Using the exact map guarantees a faithful representation of closed
orbits; but note that (θ, y) are only approximate canonical variables, for small y.) Figure 4
shows trajectories for the map (9). Once a particle leaves the vicinity of the wall, its
trajectory becomes meaningless, since our expansions (1) and (8) are only valid for small y.
However, the cusp structure for Ω = 0 in Fig. 4(a) is evident and is remarkably similar to
the lower part of Fig. 1(a), where the unstable separatrix is located.
Now we analyze the map (8) as we did in Section II when the wall was fixed. Again
we look for fixed points of (8). All the distinguished parabolic fixed points on the wall
7have disappeared, as well as the two separatrices. Since A(θ) is continuous, has two zeros,
and A′(θs) > 0, A(θ) must have a minimum at θ1 and a maximum at θ2, where A′(θ1,2) = 0
and hence y¯(θ1,2, y) = y for all y. Seeking values for which the along-wall velocity also
vanishes, we find there are fixed points at y1,2 = −Ω/A(θ1,2), which we require to be small
for our analysis (that is, this defines how slow the rotation has to be). Since A(θ2) > 0
(maximum) and A(θ1) < 0 (minimum), only θ1 has y1 ≥ 0. (Recall that we assume Ω > 0.)
The other fixed point lies outside our domain. Hence, we focus on the unique near-wall fixed
point (θ1,−Ω/A(θ1)). (There could be others if A(θ) has more extrema, but here we restrict
to the case of two extrema.)
We look at the linearized dynamics near the fixed point. Let (θ, y) = (θ1 +Θ,−Ω/A(θ1)+
Y ); then
Θ = Θ + A(θ1)Y + O
(
Θ2, Y 2,ΘY
)
, (10a)
Y = Y − 1
2
A′′(θ1)y21 Θ + O
(
Θ2, Y 2,ΘY
)
. (10b)
To leading order in Θ and Y , the motion near the fixed point is thus described by(
Θ
Y
)
=
(
1 A(θ1)
−1
2
A′′(θ1)y21 1
)(
Θ
Y
)
. (11)
The matrix in the above equation has eigenvalues
µ± = 1±
√
−1
2
A(θ1)A′′(θ1) y1 = 1±
√
−A
′′(θ1)
2A(θ1)
Ω (12)
where the argument in the square root is nonnegative since A(θ1) < 0 and A
′′(θ1) ≥ 0.
For A′′(θ1) > 0 and Ω > 0, this is a hyperbolic fixed point, and the approach along its stable
manifold obeys
Y (t) ∼ Y (0) exp(−µ t/T ) (13)
for (Θ(0), Y (0)) initially on the stable manifold, with decay rate
µ =
√
−1
2
A(θ1)A′′(θ1) y1 =
√
−A
′′(θ1)
2A(θ1)
Ω (14)
to first order in Ω. Compare this to (7): the approach to the fixed point is now exponential,
at a rate proportional to the speed of rotation of the wall. In Fig. 5 we show the results
for µ based on Eq. (14) and as measured in numerical simulations such as in Fig. 2(b). The
two agree for small Ω, as expected. In Section IV, we will see that the rate of exponential
decay given by µ will dominate if it is slower than the mixing rate in the bulk. Otherwise,
if µ is large enough, then the rate of mixing in the bulk dominates.
Figure 2(b) shows a Poincare´ section for Ω = 0.2. Very close to the wall (within a
distance proportional to Ω) trajectories are closed. A separatrix, consisting of a homoclinic
orbit connecting the hyperbolic fixed point to itself, isolates the wall region from the bulk.
Now it is the approach to this separatrix that will limit the decay rate, and as given by
Eq. (13) this approach is exponential. Since the iterates of the map are close together on
the separatrix, we can find an equation for the separatrix by writing a stream function
ψ(θ, y) = 1
2
A(θ)y2 + Ωy , (u, v) = (∂yψ , −∂θψ) (15)
80 0.1 0.2 0.30
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FIG. 5. The decay rate to the fixed point µ measured from simulations (solid line) and from
Eq. (14). The two converge to each other for small Ω.
for a steady flow corresponding to the map. The value of the stream function at the hyper-
bolic fixed point is ψ(θ1,−Ω/A(θ1)) = −12Ω2/A(θ1). The separatrix thus satisfies
1
2
A(θ)y2s (θ) + Ωys(θ) = −12Ω2/A(θ1) , (16)
which we can solve for ys(θ),
ys(θ) = Ω
−1 +√1− A(θ)/A(θ1)
A(θ)
= y1
1−√1− A(θ)/A(θ1)
A(θ)/A(θ1)
. (17)
where we have chosen the solution of the quadratic that ensures ys(θ) > 0. The argument of
the square root is always positive, since θ1 is a global minimum and A(θ1) < 0. When θ = θ1
we recover ys(θ1) = y1, as required. The singularity when A(θ) = 0 is removable, and we
have then ys =
1
2
y1. The distance from the separatrix to the wall is proportional to Ω; the
point of closest approach to the wall is at θ2 where A(θ) is maximum, and the farthest from
the wall is at θ1 where A(θ) is minimum (the hyperbolic fixed point itself). Figure 2(b)
shows the separatrix and fixed point, computed using the theory in this section from the
observed A(θ) for a moving wall (see Fig. 3, dashed line). The separatrix clearly divides the
chaotic sea from the wall region. The cross in Fig. 2(b) is the numerically-computed fixed
point for the map. The discrepancy between the numerical value and the theory is due to Ω
being relatively large in this figure (Ω = 0.2), and can be easily accounted for by expanding
to next order in Ω.
IV. DECAY OF VARIANCE
So far in Sections II and III we have shown the following: (i) If the wall is not rotating,
then there is a distinguished parabolic fixed point at the wall with a stable separatrix; the
rate of approach of trajectories along that separatrix is algebraic. (ii) If the wall is rotating,
the distinguished parabolic fixed point is destroyed, and instead a hyperbolic fixed point
9appears elsewhere, away from the wall; the rate of approach of trajectories along the stable
manifold of that fixed point is exponential. We shall now show that the different rates of
approach are reflected in a different time-evolution for the scalar variance.
The key is that the kidney-shaped ‘mixing pattern,’ by which we mean the shape of a
blob that has been advected for several periods of the protocol approaches the fixed point
at a rate d(t), where
d(t) =
{
2T/(A′(θs) t), fixed wall [Eq. (7)];
d(0) e−µt/T , moving wall [Eq. (13)].
(18)
(See Fig. 1 for the definition of d(t).) Indeed, a typical fluid particle first approaches the
fixed point before being swept away along the wall or along the separatrix.
Inside the central mixing region, we assume the action of the flow is that of a simple
chaotic mixer. By this we mean that fluid elements are stretched, on average, at an expo-
nential rate λ. For simplicity, we also assume that in the absence of walls the concentration
variance decays at the same ‘natural’ decay rate λ, though in general the two rates can
differ [15–17, 19]. Hence, after a time t a typical blob of initial size δ will have length δ eλt.
However, because of diffusion, its width will stabilize at an equilibrium between compression
and diffusion at the Batchelor scale [11, 16, 17, 20]
`B =
√
κ/λ, (19)
where κ is the molecular diffusivity.
At every period, the pattern gets progressively closer to the wall. Assuming molecular
diffusion can be neglected, area preservation implies that some white fluid must have entered
the central mixing region. It does so in the form of white strips, clearly visible as layers
inside the pattern of Fig. 1(a). In fact, if we assume that the mixing pattern grows uniformly,
we can write the width ∆(t) of a strip injected at period t/T as
∆(t) = d(t)− d(t+ T ) ' −T d˙(t) (20)
where we also assumed that d(t) changes little at each period, consistent with experimental
observations. This is positive since d is a decreasing function of time.
Now, if a white strip is injected at time τ < t, how long does it survive before it is wiped
out by diffusion? The answer is the solution to the equation
∆(τ) e−λ(t−τ) = `B . (21)
We interpret this formula as follows: The strip initially has width ∆(τ) when it is injected;
it is then compressed by the flow in the central mixing region by a factor e−λ(t−τ) depending
on its age, t − τ ; and once it is compressed to the Batchelor length `B it quickly diffuses
away. Thus, we can solve (21) to find the age of a strip when it gets wiped out by diffusion,
t− τ = λ−1 log(∆(τ)/`B). (22)
Eventually, at time tB, a newly-injected filament will have width equal to the Batchelor
length. This occurs when
∆(tB) = `B, (23)
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which can be solved for tB given a form for ∆(t). After this time it makes no sense to speak
of newly-injected filaments as ‘white,’ since they are already dominated by diffusion at their
birth. Hence, the description we present here is valid only for times earlier than tB, but
large enough that the edge of the mixing pattern has reached the vicinity of the wall.
In the experiment we measure the intensity of pixels in the central mixing region. We
observe for 1 t/T <∼ tB/T that the concentration variance is dominated by the amount of
strips in the central region that are still white [3, 4]. Because of area conservation, the total
area of injected white material that is still visible at time t is proportional to
Aw(t) = d(τ(t))− d(t) (24)
where we use (22) to solve for τ(t), the injection time of the oldest strip that is still white
at time t. Hence, our goal is to estimate Aw(t) for times 1 t/T <∼ tB/T , since Aw is
directly proportional to the concentration variance. To do this we need τ(t), which requires
specifying ∆(t). We examine the two possible forms in Eq. (18) in Sections IV A and IV B.
A. Fixed Wall
For the fixed wall of Section II, we have from (18) d(t) = 2T/(A′(θs) t). The total area
of remaining white strips at time t as given by (24) is proportional to
Aw(t) = 2T
A′(θs)τ
− 2T
A′(θs)t
=
2T
A′(θs)
t− τ
τt
. (25)
From (18) and (20), the width of injected strips is ∆(t) = −T d˙ = 2T 2/(A′(θs)t2). Equa-
tion (22) cannot be solved exactly, but since τ(t) is algebraic the right-hand side of (22) is
not large, implying that t/τ ' 1 for large t. We can thus replace τ by t in (22) and the
denominator of (25), and find
Aw(t) ' 2T
A′(θs)
log(∆(t)/`B)
λ t2
, 1 t/T <∼ tB/T. (26)
The decay of concentration variance is algebraic (∼ 1/t2), with a logarithmic correction.
The form (26) has been verified in experiments and using a simple map model [3, 4].
B. Moving Wall
Now consider the case of a moving wall, with d(t) = d(0) e−µt from Eq. (18). We
have ∆(t) = −T d˙ = µTd(0) e−µt = ∆(0) e−µt. From (23), we have tB = µ−1 log(∆(0)/`B),
and from (22),
t− τ = µ
λ− µ (tB − t). (27)
By assumption, τ < t < tB, so for consistency we require µ < λ, i.e., the rate of approach
toward the hyperbolic fixed point is slower than the natural decay rate of the chaotic mixer.
The area of white material in the mixing region is then obtained from (24),
Aw(t) = d(0) e−µt
(
exp
(
µ2
λ− µ(tB − t)
)
− 1
)
, (28)
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which in the regime λ/µ 1 can be approximated by
Aw(t) ∼ d(0)λ−1µ2 (tB − t) e−µt, t <∼ tB. (29)
The decay rate of the ‘white’ area is completely dominated by the rate of approach to the
hyperbolic fixed point. The central mixing process is potentially more efficient (λ > µ), but
it is starved by the boundaries. Hence, the wall slows down mixing, but unlike the fixed
wall (Section IV A) the decay rate is still exponential.
If the wall rotates rapidly enough to make µ > λ, then the wall does not limit the
decay rate at all. Indeed, for µ > λ, we have t > tB in (27), since newly injected strips
reach the Batchelor length `B before strips that were injected previously. This violates our
assumptions, and we conclude that in that case the white strips can be neglected; the decay
rate of the concentration variance is then given by the natural decay rate λ.
In summary, we expect the variance decay rate to be given by
α = min(µ , λ), (30)
that is, the decay rate of the variance is given by either the rate of approach to the hyperbolic
fixed point µ, or the ‘natural’ decay rate λ, whichever is slowest. Because the decay rate
is always limited by the natural decay rate λ, one should not rotate the wall faster than is
necessary to reach µ ∼ λ, as further increasing the rotation rate only decreases the size of
the chaotic region, without any improvement to the mixing rate. We will see in the next
section how this compares to simulations.
V. SIMULATION RESULTS AND DISCUSSION
The case of an algebraic decay was well-documented in [3, 4, 35], so we focus here on the
exponential decay for a moving wall. Figure 6 shows the evolution of variance for several
angular rotation rates Ω. The variance was obtained by evolving a large number (of order 4
million) of particles to model the concentration field of a passive scalar. This coarse method
does not allow us to evolve the concentration field for a long time before particle statistics
become inadequate, but we can conclude that the system enters an exponential regime
for t/T >∼ 25, with a rate of decay α.
Figure 7 shows the numerically-measured decay rate µ to the hyperbolic fixed point near
the wall (solid line), and the decay rate of the concentration variance (dashed line with error
bars). For small Ω, the exponential rate of decay is approximately equal to µ; for larger Ω it
is less than µ, since the decay rate is no longer dominated by the approach to the hyperbolic
fixed point. In fact, as predicted by the theory, as the rotation rate is increased the decay
rate tends to its “natural” value, approximated here by the dotted line. For small rotation
rates, the agreement between µ and α cannot be called convincing, but is at least consistent.
This is partly due to difficulties in measuring the decay rate accurately, as reflected by the
large error bars on the dashed line. Note also that the effect is rather small here, so for this
particular system the decay rate is not greatly limited by the walls. Nevertheless, we argue
that the effect is there, and that in other situations this might be a more significant factor.
For instance, it is known that the motion of walls can enhance heat transfer [39, 40].
Evidence that this type of effect could be important is provided by Figs. 8 and 9. They
show the results of an experiment where the rod is moved along a “double-loop” rather
than the figure-eight (see also [41] for a discussion of this system). The wall is fixed. Many
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FIG. 6. Evolution of variance as a function of period, for different values of the rotation rate Ω.
α is the fitted asymptotic decay rate (solid line). For small Ω, α tends to µ — the decay rate
onto the hyperbolic fixed point (see Eq. (14)). (The variance is measured over a finite subregion
of the domain, which means it can increase at early times; the break in the top figure is due to an
accidental absence of any particles in our measurement region, before particles get mixed.)
industrial mixers, for example the wide class of planetary mixers [42, 43], impose such
a multi-loop motion to paddles or stirrers. The double-loop motion, unlike the figure-
eight, induces a net angular displacement of particles near the wall, leading to closed orbits
(Fig. 8(b)). These closed orbits provide a similar effect to a moving wall: they prevent
separatrices from being connected to the wall. Hence, the decay of concentration variance
should be exponential, which is confirmed by the experimental results in Fig. 9. The analysis
of such a system, however, is significantly harder than the moving wall case presented here.
(Note that these two cases are not simply related by changing to a rotating frame: in general
the rotation frequency of the wall and the period of the rods are not rationally related, so
a fixed frame does not exist.) A detailed study of this case along the lines described here
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FIG. 7. Rate of approach to the fixed point µ (solid line) and rate of decay of variance α (dashed
line).
(a) (b)
FIG. 8. The ‘epitrochoid’ stirring protocol. (a) Experiment; (b) Poincare´ section, also showing the
rod’s trajectory. Notice the presence of closed orbits near the wall, even though the wall is fixed.
would certainly shed some light on the transition from algebraic to exponential decay, and
how system parameters could be tuned for improved mixing efficiency.
Another important generalization is to extend the analysis to three dimensions, where
even steady flows can exhibit exponential decay. This is particularly important for microflu-
idics applications [44, 45], where the walls play an important role. The same analysis of
separatrices at the walls should carry through, albeit with a richer range of possibilities that
is inherent to three dimensions.
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FIG. 9. Decay of concentration variance for the epitrochoid stirring protocol (Fig. 8), exhibiting
an exponential decay.
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Appendix A: Area-preserving Maps
The near-wall maps (1) and (8) were derived by assuming a simple Taylor expansion
in the vicinity of the wall, and applying boundary conditions. However, maps suffer from
some drawbacks: they do not exactly preserve area, and they do not satisfy a natural time-
reversibility formula. Though these drawback do not quantitatively modify the predictions
of the paper, for completeness in this appendix we remedy the situtation.
We wish to derive a symplectic (area-preserving) map for the flow having Hamiltonian
(streamfunction)
H(θ, y, t) = ωy + 1
2
a(θ)y2
∞∑
k=−∞
δ(t− kT ). (A1)
In this flow the fluid near the wall is rotated and ‘kicked’ at each period. The second term
in (A1) is a perturbation of the integrable first term. Following Abdullaev [46], the simplest
way to obtain an area-preserving map from (A1) is to introduce the generating function
F (θ, y¯) = (θ + Ω)y¯ + 1
2
A(θ¯)y¯2, (A2)
with A(θ) = a(θ)T and Ω = ωT . With this type of generating function the mapping (θ, y)→
(θ¯, y¯) is defined implicitly via
θ¯ =
∂F (θ, y¯)
∂y¯
, y =
∂F (θ, y¯)
∂θ
, (A3)
which gives the map
θ¯ = θ + Ω + A(θ)y¯, y¯ = y − 1
2
A′(θ)y¯2. (A4)
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Note that this map is the same as (8) to leading order in y. However, unlike (8) it ex-
actly preserves area, by construction. One can see this directly from the generating func-
tion F (θ, y¯) = F (θ, y¯(θ, y)): from the second equation of (A3), we have
∂y
∂θ
= 0 = Fθθ + Fθy¯
∂y¯
∂θ
⇐⇒ ∂y¯
∂θ
= −Fθθ
Fθy¯
, (A5)
as well as
∂y
∂y
= 1 = Fθy¯
∂y¯
∂y
⇐⇒ ∂y¯
∂y
=
1
Fθy¯
. (A6)
From the first equation of (A3), we have
∂θ¯
∂θ
= Fy¯θ
∂θ
∂θ
+ Fy¯y¯
∂y¯
∂θ
= Fθy¯ − FθθFy¯y¯
Fθy¯
, (A7)
as well as
∂θ¯
∂y
= Fy¯y¯
∂y¯
∂y
=
Fy¯y¯
Fθy¯
. (A8)
Assembling all this, we find the linearization matrix
∂(θ¯, y¯)
∂(θ, y)
=
1
Fθy¯
(
F 2θy¯ − FθθFy¯y¯ Fy¯y¯
−Fθθ 1
)
(A9)
which always has unit determinant, as required for area preservation. The area-preserving
map (A4) can be written in explicit form by solving for y¯ in the second equation,
y¯ =
(√
1 + 2A′(θ)y − 1
)
/A′(θ) , (A10)
where the sign of the quadratic solution was chosen so that the map reduces to (8) for
small y.
The map (A4) solves one of the issues mentioned at the outset: it exactly preserves area.
However, it fails to resolve the second issue, time-reversal symmetry. Indeed, interchang-
ing (θ, y) with (θ¯, y¯) and letting T → −T in (A4) leads to a different form for the map,
which should not be the case for a map arising from a Hamiltonian such as (A1). To fix
this is more complicated and requires the introduction of auxiliary variables (ϑ,Υ) [46]. We
quote the form of the resulting map here for completeness:
Υ = y − 1
4
A′(θ)Υ2, ϑ = θ + 1
2
A(θ)Υ, (A11a)
θ¯ = ϑ¯+ 1
2
A(θ¯)Υ, y¯ = Υ− 1
4
A′(θ¯)Υ2, ϑ¯ = ϑ+ Ω. (A11b)
This map is both area-preserving and invariant under interchange of the barred variables
together with T → −T (the latter is equivalent to A→ −A and Ω→ −Ω). We can eliminate
the Υ and ϑ auxiliary variables in (A11) by solving for Υ,
Υ = 2
(√
1 + A′(θ)y − 1
)
/A′(θ) , (A12)
but the first equation in (A11b) must still be solved for θ¯, usually numerically.
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