Convergence and superconvergence analysis of an anisotropic nonconforming finite element methods for singularly perturbed reaction–diffusion problems  by Zhu, Guoqing & Chen, Shaochun
Journal of Computational and Applied Mathematics 234 (2010) 3048–3063
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Convergence and superconvergence analysis of an anisotropic
nonconforming finite element methods for singularly perturbed
reaction–diffusion problemsI
Guoqing Zhu a,∗, Shaochun Chen b
a School of Science, Beijing Institute of Technology, Beijing 100081, PR China
b Department of Mathematics, Zhengzhou University, Zhengzhou 450052, PR China
a r t i c l e i n f o
Article history:
Received 20 December 2008
Received in revised form 6 April 2010
MSC:
65N15
Keywords:
Singular perturbation
Graded meshes
Finite elements
Error estimates
a b s t r a c t
The numerical approximation by a lower order anisotropic nonconforming finite element
on appropriately gradedmeshes are considered for solving singular perturbation problems.
The quasi-optimal order error estimates are proved in the ε-weighted H1-norm valid
uniformly, up to a logarithmic factor, in the singular perturbation parameter. By using
the interpolation postprocessing technique, the global superconvergent error estimates in
ε-weighted H1-norm are obtained. Numerical experiments are given to demonstrate
validity of our theoretical analysis.
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1. Introduction
In many application areas, such as in chemical kinetics, fluid dynamics and some financial modeling, there exists the
following singularly perturbed reaction–diffusion problem [1–4]{−ε24u+ c u = f , in G,
u = 0, on Γ = ∂G, (1)
where G = (0, 2)2, and 0 < ε  1 is a small positive parameter. Here we assume that c and f are smooth on G, and there
exists a β > 0, s.t.
c(x1, x2) > β2 > 0, in G. (2)
From [1–3,5], we know that the reaction term is dominated, and there are boundary layers with the width O(ε log 1
ε
) near
the four boundaries.
For this kind of singular perturbation problems (1), usually the solution is approximated in ε-weighted H1-norm which
is defined as [3,6]
‖v‖2ε = ‖v‖2L2(G) + ε2‖∇v‖2L2(G). (3)
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It is well known that finite element methods with a regular partition can not obtain good numerical approximation results
because of boundary layers (see [1–4,7–9]). One natural idea is to use refined meshes in the layer, and the frequently used
meshes are thewell-knownShishkin-typemeshes [3,10], i.e. piecewise quasi-uniformmeshes. In addition, authors in [11,12]
introduced another similar kind of piecewise quasi-uniform mesh, and the convergence and superconvergence analysis of
bilinear elementmethods for the reaction–diffusionmodel equation (1) on this kind ofmesheswere given in [13,14]. In [13],
the authors got uniform convergence rates of (N−2) for u in L2-norm by using the bilinear rectangle element to approximate
the problem (1), where N denotes the number of the nodes in the x1-direction. However, it is a pity that the error estimates
were not given in ε-weighted H1-norm in [13]. Furthermore, as far as we know, constructing such kind of piecewise quasi-
uniform meshes needs a transition point which is not easy to determine. Recently a kind of graded mesh was presented
in [6] for the convection dominated convection–diffusion problems. Those meshes can be regarded as an improvement of
Shishkin-type meshes and do not need any transition point essentially. There are comparable sizes between the adjacent
intervals in these graded meshes. Therefore, they are more robust than Shishkin-type meshes.
On the other hand, nonconforming finite element approximations are appropriate in computational fluid dynamics, since
they have a striking practical advantage that the unknowns are associated with the element faces, and each degree of
freedom belongs to at most two elements. In [15–17], the SDFEM discretization for some nonconforming elements have
been applied to the convection dominated convection–diffusion equation. However, to the best of our knowledge, Galerkin
finite elements approximation by nonconforming elements for the singular perturbation problems (1) have not been found.
In this article, we consider convergence and superconvergence properties for a lower order anisotropic element, which
first appeared in [18,19], on appropriately graded meshes applied to singular perturbation problems. Firstly, we get
some new a priori estimates for the exact solution of (1), and then prove the quasi-optimal order error estimates in the
ε-weighted H1-norm, valid uniformly, up to a logarithmic factor in the singular perturbation parameter ε. Finally, by using
the interpolation postprocessing technique [20], we obtain the global superconvergent error estimates in the ε-weighted
H1-norm.
The article is organized as follows. In Section 2, we give the graded meshes and some a priori estimates for the exact
solution of (1). In Section 3, we state the lower order anisotropic nonconforming element and give the error estimates of the
method. Furthermore, we obtain the superclose and superconvergence results for (1) in Section 4. Numerical experiments
are given to verify the theoretical analysis results in Section 5.
Notation. Throughout the article, C will denote a generic positive constant that is independent of ε and the mesh; it may
take different values in different places.
2. Graded meshes and a priori estimates
In order to describe clearly, we divide the domain G into four non-overlapping subdomains, G = G1⋃G2⋃G3⋃G4,
where
G1 = (0, 1)× (0, 1), G2 = (1, 2)× (0, 1), G3 = (1, 2)× (1, 2), G4 = (0, 1)× (1, 2).
Here we set Ω = G1, and give the division on Ω firstly. In [6,21], authors introduced the so-called graded meshes: for a
given h > 0 and a constant δ > 0, the partition {ξi}Mi=0 of the interval [0, 1] is given by
ξ0 = 0,
ξ1 = δhε,
ξi+1 = ξi + δhξi, 1 6 i 6 M − 2,
ξM = 1,
(4)
where M is such that ξM−1 < 1, and ξM−1 + δhξM−1 > 1. We assume that the last interval (ξM−1, 1) is not too small in
comparison with the previous one (ξM−2, ξM−1), otherwise, we eliminate the node ξM−1. We denote hi = ξi − ξi−1, i =
1, . . . ,M , then h1 = δhε, hi = δhξi−1, i = 2, . . . ,M − 1, hM 6 δhξM−1, and for all x ∈ [ξi−1, ξi], hi 6 δhx, i = 2, . . . ,M.
The two dimensional domain Ω = [0, 1]2 is divided by the tensor product of two partitions in x1- and x2-directions,
where we take a graded partition on [0, 1], along each axis direction. The division in G2 is symmetrical to Ω along line
x1 = 1, and the divisions in G3 and G4 are symmetrical to G2 andΩ , respectively, along the line x2 = 1. The global partition
of G is denoted by Th, i.e.,
Th = {Rij}2Mi,j=1, Rij = (ξi−1, ξi)× (ξj−1, ξj).
Assume that u, c and f ∈ C4(G), and when f depends on ε, we assume [14]∣∣∣fxk1(x1, x2, ε)∣∣∣ 6 C
(
1+ 1
εk
e−βx1/ε + 1
εk
e−β(2−x1)/ε
)
, on G, ∀ 0 6 k 6 4,∣∣∣fxk2(x1, x2, ε)∣∣∣ 6 C
(
1+ 1
εk
e−βx2/ε + 1
εk
e−β(2−x2)/ε
)
, on G, ∀ 0 6 k 6 4.
Here we need the following compatibility conditions [3,5,8,22]:
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f (0, 0) = f (0, 2) = f (2, 0) = f (2, 2) = 0,
fxi(0, 0) = fxi(0, 2) = fxi(2, 0) = fxi(2, 2) = 0, i = 1, 2,
fxixj(0, 0) = fxixj(0, 2) = fxixj(2, 0) = fxixj(2, 2) = 0, i, j = 1, 2.
Lemma 2.1 ([14]). For the solution u of (1) and 0 6 k 6 4, with the above assumptions, we have∣∣∣uxk1(x1, x2)∣∣∣ 6 C
(
1+ 1
εk
e−βx1/ε + 1
εk
e−β(2−x1)/ε
)
, on G, (5)
∣∣∣uxk2(x1, x2)∣∣∣ 6 C
(
1+ 1
εk
e−βx2/ε + 1
εk
e−β(2−x2)/ε
)
, on G, (6)
here (x1, x2) ∈ G. 
From these inequalities, we know that the regularity of u is symmetric with the center point (1, 1), so in some following
estimates, we always consider the error results on the domainΩ = G1 firstly, and then according to the symmetry property,
we can obtain the estimates on the whole domain G.
We decomposeΩ = Ω1⋃Ω2⋃Ω3⋃Ω4, whereΩ1 = (0, σx1)× (0, σx2),Ω2 = (σx1 , 1)× (0, σx2),Ω3 = (σx1 , 1)×
(σx2 , 1),Ω4 = (0, σx1)× (σx2 , 1), in which we take σx1 = σx2 = c1εlog(1/ε) and c1 > 2/β .
Based on the above domain decomposition and Lemma 2.1, we have the following global a priori estimates of the exact
solution u to (1).
Lemma 2.2. Let u be the solution of (1), then
ε
3
2
∥∥∥∥∂2u∂x21
∥∥∥∥
L2(G)
6 C, ε
3
2
∥∥∥∥∂2u∂x22
∥∥∥∥
L2(G)
6 C, (7)
∥∥∥∥x 321 ∂2u∂x21
∥∥∥∥
L2(G)
6 C,
∥∥∥∥x 322 ∂2u∂x22
∥∥∥∥
L2(G)
6 C, (8)
ε
1
2
∥∥∥∥x1 ∂2u∂x21
∥∥∥∥
L2(G)
6 C, ε
1
2
∥∥∥∥x2 ∂2u∂x22
∥∥∥∥
L2(G)
6 C, (9)
ε
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥
L2(Ω1)
6 C, ε
1
2
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥
L2(Ω2)
6 C, (10)∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥
L2(Ω3)
6 C, ε
1
2
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥
L2(Ω4)
6 C, (11)
ε
∥∥∥∥x2 ∂2u∂x1∂x2
∥∥∥∥
L2(G)
6 C, ε
∥∥∥∥x1 ∂2u∂x1∂x2
∥∥∥∥
L2(G)
6 C, (12)
ε
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥
L2(G)
6 C,
∥∥∥∥x1x2 ∂2u∂x1∂x2
∥∥∥∥
L2(G)
6 C, (13)
ε2
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥
L2(G)
6 C, ε2
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥
L2(G)
6 C . (14)
Proof. We prove two of them for examples. For the first inequality of (7), from the pointwise estimate (5), we obtain∥∥∥∥∂2u∂x21
∥∥∥∥2
L2(Ω)
=
∫
Ω
∣∣∣∣∂2u∂x21
∣∣∣∣2 dx1dx2
6 C
∫ 1
0
∫ 1
0
(
1+ 1
ε4
e−2βx1/ε + 1
ε4
e−2β(2−x1)/ε
)
dx1dx2
6 C
(
1+ 1
ε3
∫ 1
ε
0
e−2βtdt + 1
ε3
∫ 1
ε
0
e−2β
(
2
ε−t
)
dt
)
6 C
(
1+ 1
2β
1
ε3
+ o(1)
)
6
C
ε3
,
then by symmetry, the first one of (7) is proved.
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For the first inequality of (10), integrating by parts and using Lemma 2.1, we have∫
Ω1
∣∣∣∣ ∂2u∂x1∂x2
∣∣∣∣2 dx1dx2 = ∫ σx1
0
∫ σx2
0
ux1x2 ux1x2dx1dx2 =
∫ σx2
0
(
ux2 ux1x2
)∣∣x1=σx1
x1=0 dx2 −
∫ σx1
0
∫ σx2
0
ux2ux21x2dx1dx2
= (ux2 ux1)∣∣(σx1 ,σx2 )(0,σx2 ) − (ux2 ux1)∣∣(σx1 ,0)(0,0) −
∫ σx2
0
(
ux22 ux1
)∣∣∣x1=σx1
x1=0
dx2
−
∫ σx1
0
(
ux2ux21
)∣∣∣∣x2=σx2
x2=0
dx1 +
∫ σx1
0
∫ σx2
0
ux21 ux22dx1dx2
= (ux2 ux1)∣∣ (σx1 , σx2)− ∫ σx2
0
(
ux22 ux1
)∣∣∣∣ (σx1 , x2)dx2 − ∫ σx1
0
(
ux2 ux21
)∣∣∣∣ (x1, σx2)dx1
+
∫ σx1
0
∫ σx2
0
ux21 ux22dx1dx2
, I1 + I2 + I3 + I4,
where
I1 =
(
ux2 ux1
)|(σx1 , σx2), I2 = − ∫ σx2
0
(
ux22 ux1
)|(σx1 , x2)dx2,
I3 = −
∫ σx1
0
(
ux2 ux21
)|(x1, σx2)dx1, I4 = ∫ σx1
0
∫ σx2
0
ux21 ux22dx1dx2.
We estimate them one by one. From (5) and (6)
|uxi(x1, x2)| 6 C
(
1+ 1
ε
e−βxi/ε + 1
ε
e−β(2−xi)/ε
)
, i = 1, 2.
Then, for i = 1, 2,
|uxi(σx1 , σx2)| 6 C
(
1+ 1
ε
e−βc1log(1/ε) + 1
ε
e−β(2−σxi )/ε
)
6 C
(
1+ εβc1−1 + o(1)) 6 C,
whenever βc1 > 1. So
|I1| 6 C . (15)
Similarly, from (5) and (6),
|ux22(σx1 , x2)| 6 C
(
1+ 1
ε2
e−βx2/ε + 1
ε2
e−β(2−x2)/ε
)
,
|ux1(σx1 , x2)| 6 C
(
1+ 1
ε
e−βc1 log(1/ε) + 1
ε
e−β(2−σx1 )/ε
)
6 C(1+ εβc1−1 + o(1)) 6 C,
then, ∣∣∣∣∫ σx2
0
(
ux22ux1
)|(σx1 , x2)dx2∣∣∣∣ 6 C ∫ σx2
0
(
1+ 1
ε2
e−βx2/ε + 1
ε2
e−β(2−x2)/ε
)
dx2
6 C
(
1+
∫ σx2
0
1
ε2
e−βx2/εdx2 + o(1)
)
6 C
(
1+ 1
ε
∫ σx2 /ε
0
e−βtdt
)
6 C
(
1+ 1
βε
)
.
Hence,
|I2| 6 C 1
ε
. (16)
Because of the symmetry between x1 and x2, similarly we obtain
|I3| 6 C 1
ε
. (17)
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0
∫ σx2
0
ux21 ux22dx1dx2
∣∣∣∣ 6 C[∫ σx1
0
(
1+ 1
ε2
e
−βx1
ε + 1
ε2
e
−β(2−x1)
ε
)
dx2
]
×
[∫ σx2
0
(
1+ 1
ε2
e
−βx2
ε + 1
ε2
e
−β(2−x2)
ε
)
dx2
]
6 C
[∫ σx1
0
(
1+ 1
ε2
e−βx1/ε + 1
ε2
e−β(2−x1)/ε
)
dx2
]2
6 C
(
1+ 1
βε
+ o(1)
)2
6 C
1
ε2
,
so
|I4| 6 C 1
ε2
. (18)
Together with (15)–(18), we have∫
Ω1
∣∣∣∣ ∂2u∂x1∂x2
∣∣∣∣2 dx1dx2 6 C (1+ 1ε + 1ε + 1ε2
)
6 C
1
ε2
,
then by symmetry, the first one of (10) holds. The other inequalities follow by similar arguments and so we omit the details.
The lemma is proved completely. 
3. Element interpolation and error estimates
Firstly, we introduce the lower order anisotropic nonconforming element appeared in [18,19]. Let K̂ = [−1, 1]×[−1, 1]
be the reference element on the ξ–η plane, with four vertices d̂1 = (−1,−1), d̂2 = (1,−1), d̂3 = (1, 1), d̂4 = (−1, 1),
sides l̂1 = d̂1̂d2 ,̂ l2 = d̂2̂d3 ,̂ l3 = d̂3̂d4 ,̂ l4 = d̂4̂d1.
The finite element (K̂ , P̂,
∑̂
) defined on K̂ is∑̂
= {̂v1, v̂2, v̂3, v̂4, v̂5}, P̂ = span{1, ξ , η, ϕ(ξ), ϕ(η)}, (19)
where
v̂i = 1|̂li|
∫
l̂i
v̂ds, i = 1, 2, 3, 4, v̂5 = 1|̂K |
∫
K̂
v̂dξdη, ϕ(t) = 1
2
(3t2 − 1).
The interpolation function is
Π̂ v̂ = v̂5 + 12 (̂v2 − v̂4)ξ +
1
2
(̂v3 − v̂1)η + 12 (̂v2 + v̂4 − 2̂v5)ϕ(ξ)+
1
2
(̂v3 + v̂1 − 2̂v5)ϕ(η). (20)
For any element K = Rij, the central point is denoted as (x10, x20), and the length of edges parallel to x1-axis and x2-axis
are hi and hj, respectively. The bilinear transition FK : K̂ −→ K is defined as
x1 = x10 + 12hiξ,
x2 = x20 + 12hjη.
Then the finite element space is defined as
Vh =
{
vh|vˆh = vh|K ◦ FK ∈ Pˆ, ∀K ∈ Th,
∫
F
[vh]ds = 0, F ⊂ ∂K
}
, (21)
where [•]F denotes the jump across the edge F when F is an internal edge, and is equal to itself when F is a boundary edge.
The interpolation operatorΠ : H2(Ω)→ Vh, is defined by
Π |K = ΠK , ΠK : H2(K)→ Pˆ ◦ F−1K , ΠKv = (Πˆ vˆ) ◦ F−1K . (22)
Lemma 3.1 ([19]). The interpolation operator Π̂ defined by (20) has the following behavior: for any α = (α1, α2), |α| = 1,
‖Dˆα(vˆ − Πˆ vˆ)‖0,Kˆ ≤ C |Dˆα vˆ|1,Kˆ .
Lemma 3.2. For any v ∈ Vh(Rij), the following inequalities∥∥vx1∥∥L2(Rij) 6 C 1hi ‖v‖L2(Rij) , ∥∥vx2∥∥L2(Rij) 6 C 1hj ‖v‖L2(Rij) ,
hold, here Rij defined as above and Vh(Rij) denotes the finite element space on Rij.
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Proof. For the first inequality,∥∥vx1∥∥2L2(Rij) =
∫
Rij
v2x1dx1dx2 =
∫
Kˆ
vˆξ • h−2i hihjdξdη
= h−1i hj
∥∥vˆξ∥∥20,Kˆ 6 h−1i hj ∣∣vˆ∣∣21,Kˆ
6 Ch−1i hj
∥∥vˆ∥∥20,Kˆ = Ch−1i hj ∫
K
v2h−1i h
−1
j dx1dx2
= Ch−2i ‖v‖2L2(Rij) .
The other inequality follows by similar arguments. 
The weak formulation of (1) is: find u ∈ H10 (G), such that
a(u, v) = f (v), ∀ v ∈ H10 (G), (23)
here a(v,w) = ∫G(ε2∇v • ∇w + cvw)dx1dx2 and f (v) = ∫G f v dx1dx2. The finite element approximation of (23) is: find
uh ∈ Vh, such that
ah(uh, vh) = f (vh), ∀ vh ∈ Vh, (24)
here ah(vh, wh) =∑2Mi,j=1 ∫Rij(ε2∇hvh • ∇hwh + cvhwh)dx1dx2 and f (vh) =∑2Mi,j=1 ∫Rij f vhdx1dx2. The bilinear form ah(•, •)
is coercive in the ε- weighted H1- norm uniformly in ε, i.e., there exits a positive constant α independent of ε, such that
α‖vh‖2ε 6 ah(vh, vh), ∀ vh ∈ Vh.
The continuity of ah(•, •) is also valid uniformly in ε. In fact, we denote CG = supx∈ G c(x), then
ah(vh, vh) =
2M∑
i,j=1
∫
Rij
(ε2∇hvh • ∇hvh + cvhvh)dx1dx2 > ε2‖∇hvh‖2L2(G) + β2‖vh‖2L2(G).
ah(vh, wh) 6
2M∑
i,j=1
(
ε2‖∇hvh‖L2(Rij)‖∇hwh‖L2(Rij) + CG‖vh‖L2(Rij)‖wh‖L2(Rij)
)
6 CG
(
ε2‖∇hvh‖L2(G) + ‖∇hvh‖L2(G)
)1/2 (
ε2‖∇hwh‖L2(G) + ‖∇hwh‖L2(G)
)1/2
6 CG‖vh‖ε‖wh‖ε.
Now we consider the approximation by the above defined nonconforming finite element.
Theorem 3.1. Suppose u is the solution of (1), then on the graded meshes Th, we have
‖u−Πu‖L2(G) 6 Ch2, ε‖∇h(u−Πu)‖L2(G) 6 Ch. (25)
In particular,
‖u−Πu‖ε 6 Ch. (26)
Here and in the following, we use the notation ∇h for the piecewise gradient of the discontinuous functions.
Proof. For any element Rij = (ξi−1, ξi)× (ξj−1, ξj), 1 6 i, j 6 M , we denote hi = ξi − ξi−1. From [23–25], we have
‖u−Πu‖2L2(Rij) =
∫
Rij
(u−Πu)2dx1dx2 =
∫
Kˆ
(uˆ− Πˆ uˆ)2 hihj
4
dξdη
= hihj
4
∥∥∥uˆ− Πˆ uˆ∥∥∥2
0,Kˆ
6 C
hihj
4
∣∣uˆ∣∣22,Kˆ
= C hihj
4
∫
Kˆ
[( ∂2uˆ
∂ξ 2
)2
+
(
∂2uˆ
∂ξ∂η
)2
+
(
∂2uˆ
∂η2
)2]
dξdη
= C
∫
Rij
[
h4i
(
∂2u
∂x21
)2
+ h2i h2j
(
∂2u
∂x1∂x2
)2
+ h4j
(
∂2u
∂x22
)2]
dx1dx2,
and then
‖u−Πu‖L2(Rij) 6 C
{
h2i
∥∥∥∥∂2u∂x21
∥∥∥∥
L2(Rij)
+ hihj
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥
L2(Rij)
+ h2j
∥∥∥∥∂2u∂x22
∥∥∥∥
L2(Rij)
}
. (27)
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From (27) and (4), we obtain
‖u−Πu‖2L2(R11) 6 Ch4
{
ε4
∥∥∥∥∂2u∂x21
∥∥∥∥2
L2(R11)
+ ε4
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥2
L2(R11)
+ ε4
∥∥∥∥∂2u∂x22
∥∥∥∥2
L2(R11)
}
,
‖u−Πu‖2L2(Ri1) 6 Ch4
{∥∥∥∥x21 ∂2u∂x21
∥∥∥∥2
L2(Ri1)
+ ε2
∥∥∥∥x1 ∂2u∂x1∂x2
∥∥∥∥2
L2(Ri1)
+ ε4
∥∥∥∥∂2u∂x22
∥∥∥∥2
L2(Ri1)
}
, i > 2,
‖u−Πu‖2L2(R1j) 6 Ch4
{
ε4
∥∥∥∥∂2u∂x21
∥∥∥∥2
L2(R1j)
+ ε2
∥∥∥∥x2 ∂2u∂x1∂x2
∥∥∥∥2
L2(R1j)
+
∥∥∥∥x22 ∂2u∂x22
∥∥∥∥2
L2(R1j)
}
, j > 2,
‖u−Πu‖2L2(Rij) 6 Ch4
{∥∥∥∥x21 ∂2u∂x21
∥∥∥∥2
L2(Rij)
+
∥∥∥∥x1x2 ∂2u∂x1∂x2
∥∥∥∥2
L2(Rij)
+
∥∥∥∥x22 ∂2u∂x22
∥∥∥∥2
L2(Rij)
}
, i, j > 2,
and from a priori estimates (7), (8) and (10)–(13), we obtain ‖u−Πu‖L2(Ω) 6 Ch2.
In order to estimate the term ∇h(u − Πu) in L2-norm, we denote h˜ = (hi, hj), then from Lemma 3.1, for any α =
(α1, α2), |α| = 1,
‖Dα(u−Πu)‖2L2(Rij) =
∫
Rij
(
Dα(u−Πu)
)2
dx1dx2
=
∫
Kˆ
(
Dˆα(uˆ− Πˆ uˆ)
)2
h˜−2αhihjdξdη
= h˜−2α
∥∥∥Dˆα(uˆ− Πˆ uˆ)∥∥∥2
0,Kˆ
(hihj) 6 Ch˜−2α
∣∣∣∣ ∂ uˆ∂ξ
∣∣∣∣2
1,Kˆ
(hihj)
= Ch˜−2α
∫
Kˆ
[∑
|β|=1
(Dˆα+β uˆ)2
]
dξdη(hihj)
= C
∫
Rij
[∑
|β|=1
h˜2β(Dα+βu)2
]
dx1dx2,
so we obtain∥∥∥∥∂(u−Πu)∂x1
∥∥∥∥2
L2(Rij)
6 C
{
h2i
∥∥∥∥∂2u∂x21
∥∥∥∥2
L2(Rij)
+ h2j
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥2
L2(Rij)
}
, (28)
∥∥∥∥∂(u−Πu)∂x2
∥∥∥∥2
L2(Rij)
6 C
{
h2i
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥2
L2(Rij)
+ h2j
∥∥∥∥∂2u∂x22
∥∥∥∥2
L2(Rij)
}
. (29)
From (28) and (4), we have∥∥∥∥∂(u−Πu)∂x1
∥∥∥∥2
L2(R11)
6 Ch2
{
ε2
∥∥∥∥∂2u∂x21
∥∥∥∥2
L2(R11)
+ ε2
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥2
L2(R11)
}
,
∥∥∥∥∂(u−Πu)∂x1
∥∥∥∥2
L2(Ri1)
6 Ch2
{∥∥∥∥x1 ∂2u∂x21
∥∥∥∥2
L2(Ri1)
+ ε2
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥2
L2(Ri1)
}
, i > 2,
∥∥∥∥∂(u−Πu)∂x1
∥∥∥∥2
L2(R1j)
6 Ch2
{
ε2
∥∥∥∥∂2u∂x21
∥∥∥∥2
L2(R1j)
+
∥∥∥∥x2 ∂2u∂x1∂x2
∥∥∥∥2
L2(R1j)
}
, j > 2,
∥∥∥∥∂(u−Πu)∂x1
∥∥∥∥2
L2(Rij)
6 Ch2
{∥∥∥∥x1 ∂2u∂x21
∥∥∥∥2
L2(Rij)
+
∥∥∥∥x2 ∂2u∂x1∂x2
∥∥∥∥2
L2(Rij)
}
, i, j > 2.
Then, multiplying by ε2, summing up, and using the a priori estimates (7) and (9)–(12), we obtain
ε
∥∥∥∥∂(u−Πu)∂x1
∥∥∥∥
L2(Ω)
6 Ch.
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Similarly, from (29),
ε
∥∥∥∥∂(u− Iu)∂x2
∥∥∥∥
L2(Ω)
6 Ch.
By symmetry, we can get the similar estimates on the other subdomains of G. Therefore (25) holds, and according the
definition (3), (26) holds. The proof is completed. 
Since this element is a nonconforming element, from Strang’s second lemma [24,25], we have
Theorem 3.2. Suppose that u and uh are the solutions of (23) and (24), respectively, then on graded meshes Th we have
‖u− uh‖ε 6 Ch. (30)
Proof. From Strang’s second lemma [24,25], we have
‖u− uh‖ε 6 C
(
inf
wh∈Vh
‖u− wh‖ε + sup
vh∈Vh\{0}
|Eh(u, vh)|
‖vh‖ε
)
, (31)
here Eh(u, vh) = ah(u, vh)− f (vh). Furthermore, we can obtain
Eh(u, vh) = ah(u, vh)− f (vh) =
2M∑
i,j=1
∫
Rij
(ε2∇u • ∇hvh + cuvh)dx1dx2 −
∫
G
f vhdx1dx2
=
2M∑
i,j=1
∫
Rij
(−ε24u vh + cuvh)dx1dx2 −
∫
G
f vhdx1dx2 +
2M∑
i,j=1
∫
∂Rij
ε2
∂u
∂n
vhds
=
2M∑
i,j=1
∫
∂Rij
ε2
∂u
∂n
vhds.
For the above each integral, by introducing the interpolation on the every boundary integration, using the specialities:
∂vh
∂x1
∈ Span{1, x1}, ∂vh∂x2 ∈ Span{1, x2} and integrating by parts, the authors in [19] obtained the following inequality∣∣∣∣∣
∫
∂Rij
∂u
∂n
vhds
∣∣∣∣∣ 6 C(h2i
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥
L2(Rij)
∥∥∥∥∂vh∂x1
∥∥∥∥
L2(Rij)
+ h2j
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥
L2(Rij)
∥∥∥∥∂vh∂x2
∥∥∥∥
L2(Rij)
)
.
And now using the Lemma 3.2, we get∣∣∣∣∣
∫
∂Rij
∂u
∂n
vhds
∣∣∣∣∣ 6 C(hi
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥
L2(Rij)
+ hj
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥
L2(Rij)
)
‖vh‖L2(Rij) . (32)
Then
|Eh(u, vh)|
‖vh‖ε =
∣∣∣∣∣ 2M∑i,j=1 ∫∂Rij ε2 ∂u∂nvhds
∣∣∣∣∣(
ε2‖∇hvh‖2L2(G) + ‖vh‖2L2(G)
)1/2
6 C
ε2
(
2M∑
i,j=1
(
h2i
∥∥∥ ∂3u
∂x1∂x22
∥∥∥2
L2(Rij)
+ h2j
∥∥∥ ∂3u
∂x21∂x2
∥∥∥2
L2(Rij)
))1/2
‖vh‖L2(G)(
ε2‖∇hvh‖2L2(G) + ‖vh‖2L2(G)
)1/2
6 Cε2
(
2M∑
i,j=1
(
h2i
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥2
L2(Rij)
+ h2j
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥2
L2(Rij)
))1/2
.
For the sake of simplicity, we denote
‖E‖2L2(Rij) , ε4
{
h2i
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥2
L2(Rij)
+ h2j
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥2
L2(Rij)
}
. (33)
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Firstly we consider the estimates onΩ . From (33) and (4), element by element, we have
‖E‖2L2(R11) 6 Ch2ε4
{
ε2
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥2
L2(R11)
+ ε2
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥2
L2(R11)
}
,
‖E‖2L2(R1j) 6 Ch2ε4
{
ε2
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥2
L2(R1j)
+
∥∥∥∥x2 ∂3u∂x21∂x2
∥∥∥∥2
L2(R1j)
}
, j > 2,
‖E‖2L2(Ri1) 6 Ch2ε4
{∥∥∥∥x1 ∂3u∂x1∂x22
∥∥∥∥2
L2(Ri1)
+ ε2
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥2
L2(Ri1)
}
, i > 2,
‖E‖2L2(Rij) 6 Ch2ε4
{∥∥∥∥x1 ∂3u∂x1∂x22
∥∥∥∥2
L2(Rij)
+
∥∥∥∥x2 ∂3u∂x21∂x2
∥∥∥∥2
L2(Rij)
}
, i, j > 2.
Since ∥∥∥∥x1 ∂3u∂x1∂x22
∥∥∥∥
L2(Rij)
6
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥
L2(Rij)
,
∥∥∥∥x2 ∂3u∂x21∂x2
∥∥∥∥
L2(Rij)
6
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥
L2(Rij)
,
and using the estimates (14), we obtain ‖E‖2
L2(Ω)
6 Ch2. By symmetry, we can get similar estimates on the other subdomains
of G. So ‖E‖2
L2(G)
6 Ch2, and then
|Eh(u, vh)|
‖vh‖ε 6 Ch. (34)
On the other hand, from Theorem 3.1, we have
inf
wh∈Vh
‖u− wh‖ε 6 ‖u−Πu‖ε 6 Ch. (35)
Substituting (34) and (35) into (31), the theorem is proved. 
Let N be the number of nodes in the partition Th. From Corollary 2.3 of [6], we know that there exists a constant C
independent of h and ε, such that
h 6 C
log(1/ε)√
N
, (36)
hence along with the Theorem 3.2, we get the following quasi-optimal order error estimates.
Corollary 3.1. Under the same assumption of Theorem 3.2, we have
‖u− uh‖ε 6 C log(1/ε)√
N
.
4. Superclose and superconvergence estimates
Firstly, we give a superclose result for (1) by this element. From (23) and (24), we know ∀ vh ∈ Vh
ε2(∇h(u− uh), ∇hvh)+ (c(u− uh), vh) = ah(u, vh)− f (vh) =
2M∑
i,j=1
∫
∂Rij
ε2
∂u
∂n
vhds. (37)
Let µ = Πu− uh, and taking vh = µ in (37), we have
ε2(∇hµ, ∇hµ)+ (cµ, µ) = ε2(∇h(Πu− u), ∇hµ)+ (c(Πu− u), µ)+
2M∑
i,j=1
∫
∂Rij
ε2
∂u
∂n
vhds. (38)
To obtain higher order estimates, we need some more higher order a priori estimates.
Lemma 4.1. Suppose u is the solution of (1), then
ε
5
2
∥∥∥∥∂3u∂x31
∥∥∥∥
L2(G)
6 C, ε
5
2
∥∥∥∥∂3u∂x32
∥∥∥∥
L2(G)
6 C, (39)
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ε
1
2
∥∥∥∥x21 ∂3u∂x31
∥∥∥∥
L2(G)
6 C, ε
1
2
∥∥∥∥x22 ∂3u∂x32
∥∥∥∥
L2(G)
6 C, (40)
ε
∥∥∥∥x22 ∂3u∂x1∂x22
∥∥∥∥
L2(G)
6 C, ε
∥∥∥∥x21 ∂3u∂x21∂x2
∥∥∥∥
L2(G)
6 C, (41)
ε
3
2
∥∥∥∥x2 ∂3u∂x1∂x22
∥∥∥∥
L2(G)
6 C, ε
3
2
∥∥∥∥x1 ∂3u∂x21∂x2
∥∥∥∥
L2(G)
6 C, (42)
ε
3
2
∥∥∥∥x1 ∂3u∂x1∂x22
∥∥∥∥
L2(G)
6 C, ε
3
2
∥∥∥∥x2 ∂3u∂x21∂x2
∥∥∥∥
L2(G)
6 C, (43)
ε
∥∥∥∥x1x2 ∂3u∂x1∂x22
∥∥∥∥
L2(G)
6 C, ε
∥∥∥∥x1x2 ∂3u∂x21∂x2
∥∥∥∥
L2(G)
6 C . (44)
These inequalities follow by similar arguments with Lemma 2.2; hence, we omit the details.
Lemma 4.2. Suppose that u and uh are the solutions of (23) and (24), respectively, then on the graded meshes Th with ε 6 Ch2,
we have
‖Πu− uh‖ε 6 Ch2. (45)
Proof. From Hölder’s inequality and the first inequality of (43), we have∫
G
c(Πu− u)µdx1dx2 6 C‖Πu− u‖L2(G)‖µ‖L2(G) 6 Ch2‖µ‖L2(G), (46)
and from the interpolation condition (19), we obtain∫
Rij
∇h(Πu− u) • ∇hµ =
∫
∂Rij
(Πu− u) ∂µ
∂n
ds−
∫
Rij
(Πu− u)∆µdx1dx2 = 0. (47)
Now we consider the estimate (32) again. According to (33), using (14) and (43), we obtain ‖E‖2
L2(Ω)
6 Ch2ε. By symmetry,
‖E‖2L2(G) 6 Ch2ε. Then we have∣∣∣∣∣ 2M∑
i,j=1
∫
∂Rij
ε2
∂u
∂n
µds
∣∣∣∣∣ 6 Chε1/2 ‖µ‖L2(G) . (48)
Combining (46)–(48), together with (38), and considering ε 6 Ch2, we have
ε2(∇hµ,∇hµ)+ (cµ,µ) = ε2(∇h(Πu− u), ∇hµ)+ (c(Πu− u), µ)
= ε2
∫
G
∇h(Πu− u) • ∇hµdx1dx2 +
∫
G
c(Πu− uh)µdx1dx2 +
2M∑
i,j=1
∫
∂Rij
ε2
∂u
∂n
µds
6 0+ Ch2‖µ‖L2(G) + Chε1/2‖µ‖L2(G)
6 Ch2(ε2‖∇hµ‖2L2(G) + ‖µ‖2L2(G))1/2.
The lemma is proved completely. 
Now we construct a local postprocessing operator. We divide each element in Th into four equal small elements, and
denote the refined meshes Th, the coarse meshes T2h. We take a K˜ ∈ T2h, K˜ =⋃4i=1 Ki, here K1, K2, K3, K4 ∈ Th, and denote
that the lengths of the edges of K˜ are L1, L2, L3 and L4, respectively, as indicated in Fig. 1. In [18], the local interpolation
operatorΠ2h : H1(K˜)+ Vh(K˜) −→ P2(K˜) is defined as follows:
Π2hu|K˜ ∈ P2(K˜), ∀K˜ ∈ T2h,∫
Li
(Π2hu− u)ds = 0, i = 1, 2, 3, 4,∫
K1∪K3
(Π2hu− u)dx1dx2 = 0,
∫
K2∪K4
(Π2hu− u)dx1dx2 = 0, ∀K˜ ∈ T2h,
(49)
here Vh(K˜) = Vh(G)|K˜ , P2(K˜) stands for the quadratic polynomial space on K˜ .
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Fig. 1. Macroelement K˜ .
Lemma 4.3. The operator Π2h is well posed, and taking ˆ˜K = [0, 1]2, ∀vˆ ∈ H3( ˆ˜K), ∀α = (α1, α2), |α| = 1, we have
|Dˆα(vˆ − Πˆ2hvˆ)|0, ˆ˜K 6 C |Dˆα vˆ|2, ˆ˜K . (50)
Proof. From [18], we know the operator is wellposed, and ∀ vˆ ∈ H3( ˆ˜K),
Πˆ2hvˆ = β1 + β2ξ + β3η + β4ξη + β5ξ 2 + β6η2,
where
β1 = (N5 + N6)− 14 (N1 + N2 + N3 + N4), β2 =
1
2
(N2 − N4), β3 = 12 (N3 − N1),
β4 = 2(N5 − N6), β5 = 34 (N2 + N4 − N5 − N6), β6 =
3
4
(N1 + N3 − N5 − N6),
and
Ni = 12
∫
Lˆi
vˆ ds, i = 1, 2, 3, 4, N5 = 12
∫
ˆ˜K1∪ ˆ˜K3
vˆdξdη, N6 = 12
∫
ˆ˜K2∪ ˆ˜K4
vˆdξdη.
In the case α = (1, 0), Dˆα(Πˆ2hvˆ) = β2 + β4η + 2β5ξ , and {1, ξ , η} constitute the basis of Dˆα(Pˆ); hence,
β2 = 12 (N2 − N4) =
1
4
∫ 1
−1
∫ 1
−1
∂vˆ
∂ξ
dξdη , F1(Dˆα vˆ),
β4 = 2(N5 − N6) =
∫
ˆ˜K1∪ ˆ˜K3
vˆdξdη −
∫
ˆ˜K2∪ ˆ˜K4
vˆdξdη
=
(∫
ˆ˜K1
−
∫
ˆ˜K2
)
vˆ dξdη +
(∫
ˆ˜K3
−
∫
ˆ˜K4
)
vˆ dξdη,(∫
ˆ˜K2
−
∫
ˆ˜K1
)
vˆdξdη =
∫ 1
0
∫ 0
−1
vˆdξdη −
∫ 0
−1
∫ 0
−1
vˆdξdη
= −
∫ 1
0
∫ 0
−1
ξ
∂vˆ
∂ξ
dξdη +
∫ 0
−1
∫ 0
−1
ξ
∂vˆ
∂ξ
dξdη +
∫ 0
−1
∫ 1
−1
∂vˆ
∂ξ
dξdη
, F2(Dˆα vˆ),(∫
ˆ˜K3
−
∫
ˆ˜K4
)
vˆdξdη =
∫ 1
0
∫ 1
0
vˆdξdη −
∫ 0
−1
∫ 1
0
vˆdξdη
= −
∫ 1
0
∫ 1
0
ξ
∂vˆ
∂ξ
dξdη +
∫ 0
−1
∫ 1
0
ξ
∂vˆ
∂ξ
dξdη +
∫ 1
0
∫ 1
−1
∂vˆ
∂ξ
dξdη
, F3(Dˆα vˆ),
β5 = 34 (N2 + N4 − N5 − N6) =
3
4
∫
ˆ˜K
ξ
∂vˆ
∂ξ
dξdη , F4(Dˆα vˆ).
All the above functionals Fi (i = 1, 2, 3, 4) are linear and bounded on H2( ˆ˜K), and by symmetry, for the case α = (0, 1), we
can get the similar results. Then employing the basic anisotropic theorem [26], we obtain the desired result. 
Lemma 4.4. The interpolation operator Π2h satisfying
Π2hΠhu = Π2hu, ∀ u ∈ H3(G), (51)
G. Zhu, S. Chen / Journal of Computational and Applied Mathematics 234 (2010) 3048–3063 3059∥∥(Π2hv)x1∥∥L2(K˜) 6 C ∥∥vx1∥∥L2(K˜) , ∀ v ∈ Vh, (52)∥∥(Π2hv)x2∥∥L2(K˜) 6 C ∥∥vx2∥∥L2(K˜) , ∀ v ∈ Vh. (53)
Proof. From the construction of Π2h, (51) holds. In K˜ , denote hiK˜ and h
j
K˜
are the length of edges paralleling to x1-axis and
x2-axis, respectively, and hK˜ = (hiK˜ , h
j
K˜
). Then ∀α = (α1, α2), |α| = 1,
‖Dα(Π2hv)‖2L2(K˜) =
∫
K˜
(Dα(Π2hv))2dx1dx2 =
∫
̂˜K (Dˆ
α(Πˆ2hvˆ))
2h−2α
K˜
hi
K˜
hj
K˜
dξdη
= h−2α
K˜
∥∥∥Dˆα(Πˆ2hvˆ)∥∥∥2
L2(K˜)
(hi
K˜
hj
K˜
) 6 Ch−2α
K˜
∥∥∥Dˆα vˆ∥∥∥2
L2(K˜)
(hi
K˜
hj
K˜
)
= Ch−2α
K˜
∫
̂˜K (Dˆ
α vˆ)2dξdη(hi
K˜
hj
K˜
) = C
∫
̂˜K (D
αv)2dx1dx2
= C ‖Dαv‖2L2(K˜) ,
hence (52) and (53) both are derived. 
Theorem 4.1. Suppose u is the solution of (1), under the graded meshes Th, we have
‖u−Π2hu‖L2(G) 6 Ch2, ε‖∇h(u−Π2hu)‖L2(G) 6 Ch2. (54)
In particular,
‖u−Π2hu‖ε 6 Ch2. (55)
Proof. Firstly,we consider the estimates onΩ . For any element Rij = (ξi−1, ξi)×(ξj−1, ξj), 1 6 i, j 6 M , denote hi = ξi−ξi−1,
and from the interpolation theorem on the reference element [24,25], we have
‖u−Π2hu‖2L2(Rij) =
∫
Rij
(u−Π2hu)2dx1dx2 =
∫
Kˆ
(uˆ− Πˆ2huˆ)2 hihj4 dξdη
= hihj
4
∥∥∥uˆ− Πˆ2huˆ∥∥∥2
0,Kˆ
6 C
hihj
4
∣∣uˆ∣∣22,Kˆ
= C hihj
4
∫
Kˆ
[(
∂2uˆ
∂ξ 2
)2
+
(
∂2uˆ
∂ξ∂η
)2
+
(
∂2uˆ
∂η2
)2]
dξdη
= C
∫
Rij
[
h4i
(
∂2u
∂x21
)2
+ h2i h2j
(
∂2u
∂x1∂x2
)2
+ h4j
(
∂2u
∂x22
)2]
dx1dx2.
Hence we have
‖u−Π2hu‖L2(Rij) 6 C
{
h2i
∥∥∥∥∂2u∂x21
∥∥∥∥
L2(Rij)
+ hihj
∥∥∥∥ ∂2u∂x1∂x2
∥∥∥∥
L2(Rij)
+ h2j
∥∥∥∥∂2u∂x22
∥∥∥∥
L2(Rij)
}
. (56)
Comparing (56) with (27), we find that the right hand term of these two equalities are the same, so we can get ‖u −
Π2hu‖L2(G) 6 Ch2.
For any α = (α1, α2), |α| = 1, from Lemma 4.3, we obtain
‖Dα(u−Π2hu)‖2L2(Rij) =
∫
Rij
(
Dα(u−Π2hu)
)2
dx1dx2
=
∫
Kˆ
(
Dˆα(uˆ− Πˆ2huˆ)
)2
h˜−2αhihjdξdη
= h˜−2α
∥∥∥Dˆα(uˆ− Πˆ2huˆ)∥∥∥2
0,Kˆ
(hihj)
6 Ch˜−2α
∣∣∣∣ ∂ uˆ∂ξ
∣∣∣∣2
2,Kˆ
(hihj)
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= Ch˜−2α
∫
Kˆ
[∑
|β|=2
(
Dˆα+β uˆ
)2]
dξdη(hihj)
= C
∫
Rij
[∑
|β|=2
h˜2β
(
Dα+βu
)2]
dx1dx2,
then we get∥∥∥∥∂(u−Π2hu)∂x1
∥∥∥∥2
L2(Rij)
6 C
{
h4i
∥∥∥∥∂3u∂x31
∥∥∥∥2
L2(Rij)
+ h2i h2j
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥2
L2(Rij)
+ h4j
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥2
L2(Rij)
}
, (57)
∥∥∥∥∂(u−Π2hu)∂x2
∥∥∥∥2
L2(Rij)
6 C
{
h4j
∥∥∥∥∂3u∂x32
∥∥∥∥2
L2(Rij)
+ h2i h2j
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥2
L2(Rij)
+ h4i
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥2
L2(Rij)
}
. (58)
From (57) and (4), element by element, we have∥∥∥∥∂(u−Π2hu)∂x1
∥∥∥∥2
L2(R11)
6 Ch4ε4
{∥∥∥∥∂3u∂x31
∥∥∥∥2
L2(R11)
+
∥∥∥∥ ∂3u∂x21∂x2
∥∥∥∥2
L2(R11)
+
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥2
L2(R11)
}
,
∥∥∥∥∂(u−Π2hu)∂x1
∥∥∥∥2
L2(R1j)
6 Ch4
{
ε4
∥∥∥∥∂3u∂x31
∥∥∥∥2
L2(R1j)
+ ε2
∥∥∥∥x2 ∂3u∂x21∂x2
∥∥∥∥2
L2(R1j)
+
∥∥∥∥x22 ∂3u∂x1∂x22
∥∥∥∥2
L2(R1j)
}
, j > 2,
∥∥∥∥∂(u−Π2hu)∂x1
∥∥∥∥2
L2(Ri1)
6 Ch4
{∥∥∥∥x21 ∂3u∂x31
∥∥∥∥2
L2(Ri1)
+ ε2
∥∥∥∥x1 ∂3u∂x21∂x2
∥∥∥∥2
L2(Ri1)
+ ε4
∥∥∥∥ ∂3u∂x1∂x22
∥∥∥∥2
L2(Ri1)
}
, i > 2,
∥∥∥∥∂(u−Π2hu)∂x1
∥∥∥∥2
L2(Rij)
6 Ch4
{∥∥∥∥x21 ∂3u∂x31
∥∥∥∥2
L2(Rij)
+
∥∥∥∥x1x2 ∂3u∂x21∂x2
∥∥∥∥2
L2(Rij)
+
∥∥∥∥x22 ∂3u∂x1∂x22
∥∥∥∥2
L2(Rij)
}
, i, j > 2.
Therefore, multiplying by ε2, summing up, and using a priori estimates (14) and (39)–(44), we obtain
ε
∥∥∥∥∂(u−Π2hu)∂x1
∥∥∥∥
L2(Ω)
6 Ch2.
Similarly, from (58), we get
ε
∥∥∥∥∂(u−Π2hu)∂x2
∥∥∥∥
L2(Ω)
6 Ch2.
Then by symmetry, (54) holds. Furthermore, (55) follows. 
Finally we get the main results of this paper, i.e., the global superconvergent results.
Theorem 4.2. Suppose that u and uh are the solutions of (23) and (24), respectively, then under graded meshes Th we have
‖u−Π2huh‖L2(G) 6 Ch2, ε‖∇h(u−Π2huh)‖L2(G) 6 Ch2, (59)
and so
‖u−Π2huh‖ε 6 Ch2. (60)
Proof. From Lemmas 4.2, 4.4 and Theorem 4.1, we have
‖u−Π2huh‖L2(G) 6 ‖u−Π2hu‖L2(G) + ‖Π2hu−Π2huh‖L2(G)
= ‖u−Π2hu‖L2(G) + ‖Π2h(Πu)−Π2huh‖L2(G)
= ‖u−Π2hu‖L2(G) + ‖Π2h(Πu− uh)‖L2(G)
6 ‖u−Π2hu‖L2(G) + ‖Πu− uh‖L2(G)
6 Ch2 + Ch2 = Ch2.
Similarly, from Lemmas 4.2, 4.4 and Theorem 4.1 again, we obtain
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Fig. 2. The exact solution (ε = 0.01).
Table 1
Approximation results ‖u− uh‖0 on Shishkin meshes.
εN 800 1240 1776 3136
10−1 0.0010375670 0.0007661285 0.0005968423 0.0003996271
10−2 0.0012714501 0.0008479804 0.0005912173 0.0003177865
10−3 0.0006099566 0.0004955469 0.0004196671 0.0003244818
10−4 0.0001895783 0.0001531110 0.0001289458 0.0000988240
10−5 0.0000598344 0.0000482891 0.0000406371 0.0000310970
ε‖∇h(u−Π2huh)‖L2(G) 6 ε‖∇h(u−Π2hu)‖L2(G) + ε‖∇h(Π2hu−Π2huh)‖L2(G)
= ε‖∇h(u−Π2hu)‖L2(G) + ε‖∇h(Π2h(Πu)−Π2huh)‖L2(G)
6 ε‖∇h(u−Π2hu)‖L2(G) + ε‖(Π2h(Πu− uh))x1‖L2(G) + ε‖(Π2h(Πu− uh))x2‖L2(G)
6 ε‖∇h(u−Π2hu)‖L2(G) + C(ε‖(Πu− uh)x1‖L2(G) + ε‖(Πu− uh)x2‖L2(G))
6 ε‖∇h(u−Π2hu)‖L2(G) + Cε‖∇h(Πu− uh)‖L2(G)
6 Ch2 + Ch2 = Ch2.
Hence (59) is derived. Since ‖u−Π2huh‖ε 6 ‖u−Π2huh‖L2(G) + ε‖∇h(u−Π2huh)‖L2(G), (60) holds. 
From Theorem 4.2 and (36), we get the following global superconvergent error estimates.
Corollary 4.1. Under the same assumption of Theorem 4.2, we have
‖u−Π2huh‖ε 6 C log
2(1/ε)
N
.
5. Numerical experiment
Experiment. Consider the reaction dominated reaction–diffusion singular perturbation equation (1): domain G = [0, 1]2,
the right-hand term f is chosen in such a way that the exact solution u(x, y) = x(1− x) (1− e−y/ε) (1− e−(1−y)/ε)+ y(1−
y)
(
1− e−x/ε) (1− e−(1−x)/ε). When ε = 0.01, the exact solution exhibits four boundary layers in Fig. 2.
The domain G is divided into small rectangles by the following two different ways. Mesh 1: Shishkin type meshes;
Mesh 2: Graded meshes. In Fig. 3, the left ones are the Shishkin meshes, where we take transition point σ = 2ε log(Mx1),
Mx1 = Mx2 = 40, hereMx1 ,Mx2 denote the number of nodes in the x1-axis and x2-axis direction, respectively, and the right
ones are the graded meshes, where we take N = 1681 in both cases.
In Tables 1–4, ε and N denote the singular perturbation parameter and total freedom, respectively. The data in the
tables show the different error results in L2 norm and ε-weighted H1-norm for different ε under different meshes. From
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Fig. 3. Shishkin meshes (left) and graded meshes (right).
Table 2
Approximation results ‖u− uh‖ε on Shishkin meshes.
εN 800 1240 1776 3136
10−1 0.0087079156 0.0074187381 0.0065124281 0.0052947449
10−2 0.0038411759 0.0028373189 0.0022152126 0.0015108818
10−3 0.0017269376 0.0013985209 0.0011775851 0.0008977050
10−4 0.0005527142 0.0004485893 0.0003785617 0.0002900785
10−5 0.0001749972 0.0001420624 0.0001199129 0.0000919267
Table 3
Approximation results ‖u− uh‖0 on graded meshes.
εN 800 1240 1776 3136
10−1 0.0006418816 0.0003857377 0.0002789623 0.0001515718
10−2 0.0005610130 0.0003808150 0.0002623914 0.0001505303
10−3 0.0003592765 0.0002313176 0.0001700832 0.0001017474
10−4 0.0001705054 0.0001148457 0.0000877347 0.0000506853
10−5 0.0000856943 0.0000539652 0.0000391830 0.0000240307
Table 4
Approximation results ‖u− uh‖ε on graded meshes.
εN 800 1240 1776 3136
10−1 0.0070127753 0.0054226785 0.0046051810 0.0033918334
10−2 0.0026535145 0.0021176280 0.0017369541 0.0012991019
10−3 0.0012581380 0.0009529011 0.0007907335 0.0005849471
10−4 0.0005286027 0.0003995865 0.0003366631 0.0002414128
10−5 0.0002330266 0.0001674050 0.0001329145 0.0000972417
the comparison of the errors on the two different meshes, we can see that using the same element, the graded meshes
produce some similar behaviors to the Shishkin meshes. For a smaller ε, the twomeshes are more suitable for solving these
kinds of singular perturbation equations.
6. Discussions
Here we give a short discussions between the present paper with papers [27,28]. In [27], the authors gave a graded
meshes, analogous to the ones used in this paper, but constructed independently of the perturbation parameter ε, and got
the same quasi-optimal error estimate in the energy norm for bilinear finite elements. However, they haven’t given more
accuracy approximation results. Whether meshes have superconvergence results or not is now a question. In addition, we
have obtained similar results for conforming bilinear finite elements in [28].
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