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Abstract
The goal of this paper is to formalize the notion of The Composi-
tional Integral in The Complex Plane. We prove a convergence theorem
guaranteeing its existence. We prove an analogue of Cauchy’s Integral
Theorem–and suggest an approach at recovering Cauchy’s Integral For-
mula. With this we derive a modified form of Cauchy’s Residue Theorem.
Then, we develop a compositional analogue of Taylor Series. In finality,
we describe a compositional Fourier Transform; and illustrate some basic
properties of it.
Keywords: Complex Analysis, Infinitely Nested Compositions, Contour In-
tegration.
2010 Mathematics Subject Classification: 32A17; 32W99; 34M99;
1
Contents
1 A Brief Overview 3
1.1 Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 The Ω-notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 The differential bullet product ds • z . . . . . . . . . . . . . . . . 6
2 The Basics Of Contour Integration 8
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 An extension of Cauchy’s Integral Theorem . . . . . . . . . . . . 17
2.4 A formula for the derivative . . . . . . . . . . . . . . . . . . . . . 21
2.5 An additive to composition homomorphism . . . . . . . . . . . . 26
2.6 Discussions of the residual term . . . . . . . . . . . . . . . . . . . 27
3 Additive Properties Of Closed Contours 35
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 A brief expose´ of Taylor Series . . . . . . . . . . . . . . . . . . . 36
3.3 The Residual Theorem . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Additivity Theorem of Contour Integration . . . . . . . . . . . . 41
3.5 Infinite Compositions of Contour Integrals . . . . . . . . . . . . . 43
3.6 The semi-group property of residuals . . . . . . . . . . . . . . . . 46
4 Appendix 48
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Inversion of Integral Transforms . . . . . . . . . . . . . . . . . . . 49
4.3 The Compositional Laplace Transform . . . . . . . . . . . . . . . 53
4.4 The Compositional Mellin Transform . . . . . . . . . . . . . . . . 54
4.5 The Compositional Fourier Transform . . . . . . . . . . . . . . . 55
2
Chapter 1
A Brief Overview
1.1 Preface
This section is intended to remind the reader of what the notation we use
throughout denotes. This notation is largely novel, and to a seasoned mathe-
matician may seem a tad odd. A large portion of this work speaks of First Order
Differential Equations; but in almost its entirety, we make no reference to exist-
ing work. This is quite frankly because the work requires we speak differently
than how convention dictates we speak.
Of these notations, and these notions; they begin by being rather intuitive
and simple. They appear almost as inconsequential results of the grander theory
of differential equations as they exist currently. But in using these results to
rebuild the theory we can speak differently; and introduce new and exciting
ideas.
The majority of this work will be rather simple. This is derided by the fact,
that largely this work is notational. And even, more largely, an exact analogue
of what is usually found in the field of analysis.
The exception of this work, and in the rephrasal of everything; is that cal-
culus is not treated as a sum and product game. Where in the usual basis of
calculus, next to everything is sums and products and limits of these things.
In our case, the central object of concern is the composition operator. As op-
posed to infinite sums, and infinite products, we have infinite compositions. As
opposed to integrals and derivatives, we have The Compositional Integral and
First Order Differential Equations.
The point of this first chapter is to mostly recant work done in [3, 4]. For a
more detailed exposition on the work done here, the reader is asked to refer to
there.
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1.2 The Ω-notation
Throughout this paper the symbols Ω and ℧ shall be reserved for use as com-
plimentary operators. If φj is a sequence of functions then,
m
Ω
j=n
φj(z) • z = φn(φn+1(...φm(z)))
And,
m
℧
j=n
φj(z) • z = φm(φm−1(...φn(z))))
We can refer to operations acrossΩ as inner compositions; and complimen-
tary, operations across ℧ as outer compositions. This language is somewhat
novel, and arises from adding terms on the inside or on the outside.
Here the • z represents which variable we perform our compositions across.
In such a sense, • binds z to Ω (or ℧). This becomes necessary when our
functions φj depend on some other paramater s. Which is to mean,
m
Ω
j=n
φj(s, z) • z = φn(s, φn+1(s, ...φm(s, z)))
And,
m
Ω
j=n
φj(s, z) • s = φn(φn+1(...φm(s, z), ...z), z)
This follows similarly for the operator℧. The indication of these notations
is rather straightforward; they behave little differently than the notation
∑
or∏
. Except, it is necessary we bind them to a variable.
These two operators are complimentary and they serve to describe orienta-
tion. Which is whether we have left handed orientation or right handed ori-
entation. These two orientations are a tad bit perverse compared to what we
usually think about when we posit orientation; they are related by the functional
inverse. If we take f−1 to represent the functional inverse, this means,
( m
Ω
j=n
φj(z) • z
)−1
=
m
℧
j=n
φ−1j (z) • z
This relationship is of dire importance. It is necessitated that orientation
enters the conversation every so often; but it will be slightly different from what
we’re used to. In that sense, ℧ is the inverse orientation of Ω. It’s pretty easy
to remember, they are flipped versions of the same symbol.
The author choseΩ, or inner compositions, to be the canonical orientation;
but in truth there is no correct orientation. Ironically,Ω serves to be the more
difficult case, and also serves to be the more useful case in all the instances
the author has encountered these compositions. On occasion, we may see an
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instance where ℧ appears more naturally–but on the whole we will reserve
the use of this symbol to when necessary. With that, we can think of Ω as
forwards, and ℧ as backwards. This is also easy to remember because the
indexes go forwards in Ω, and go backwards in ℧. And ℧ is upside down;
indicating backwards.
The bullet • also serves an additional purpose. If the author is to write
f • g • z, it is intended to mean f(g(z)). This notational stitch becomes very
convenient when f and g depend on other variables and it is difficult to denote
composition. It also, in this sense, can be thought similarly to a differential
form; where Ωj fj • gj • z has clear meaning as Ωj fj(gj(z)) • z. Of the same
character, Ωj fj • g • z will be given the meaning
(
Ωj fj • z
) • g • z. We will
only use this convenience when necessary, but it certainly has its advantages.
As is the case with traditional analysis–the central point of study is when we
let m → ∞. Expressions of these forms shall loosely be referred to as Infinite
Compositions. With respect to this, the most important aspect of this notation
can be summarized by the following theorem. This theorem was partially pre-
sented in [4]. There we spoke more fluidly about the types of situations where
one can get theorems like the below. Here we will only state what is required
for this exposition.
Theorem 1.2.1 (The Compactly Normal Convergence Theorem). Let S and G
be domains in C. Suppose {φj(s, z)}∞j=0 is a sequence of holomorphic functions
such that φj : S × G → G. If for all compact disks B ⊂ S and K ⊂ G the
following sum converges,
∞∑
j=0
||φj(s, z)− z||B,K <∞
Then the infinite compositions,
∞
Ω
j=0
φj(s, z) • z
And,
∞
℧
j=0
φj(s, z) • z
Converge uniformly on B and K.
This theorem tells us we have good control over the infinite compositions if
they are compactly normally summable. The reader may also benefit from the
intuition that for every compact set K there is a larger compact set L such that,
||
m
Ω
j=n
φj(s, z) • z − z||B,K ≤
m∑
j=n
||φj(s, z)− z||B,L
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This comparison underlies the entire theory of this paper. In controlling the
sum on the right hand side we can control the expression on the left. It has just
enough malleability to make the transitition back and forth reasonable.
The important thing to remember from the phrasing of this theorem; is if the
sequence of functions are normally summable, they are normally composable.
Furthering this, limits behave just as well by comparing them to limits of sums.
The interchange of sums to compositions and back will be done frequently in
this paper. It is important to be reminded that this is done entirely rigorously;
largely in due part to our work done in [4].
1.3 The differential bullet product ds • z
The second thing to introduce is the differential bullet product. This notion was
more clearly developed in [3]. Here we will simply carve out some key properties
of it.
The differential bullet product ds•z is intended to be paired with an integral∫
. Nonetheless, treating it as a type of differential form can help build intuition,
and further enlighten a more general character. The bullet • becomes integrally
connected to the above Ω-notation.
To begin, if we call y the solution to the equation,
y(x) = z +
∫ x
a
φ(s, y(s)) ds
Then this can be written more compactly,
y(x) =
∫ x
a
φ(s, z) ds • z
The reason for the bullet aligns with our Ω-notation from above. Using Eu-
ler’s method, if {sj}nj=0 is a partition of [a, b] in descending order, and supposing
sj+1 ≤ s∗j ≤ sj and ∆sj = sj − sj+1 then,
∫ b
a
φ(s, z) ds • z = lim
∆sj→0
n−1
Ω
j=0
z + φ(s∗j , z)∆sj • z
The ∆sj term can be thought of as an infinitesimal increment which looks
like ds in the limit.
Mostly out of preference the author chooses to use the operatorΩ and forces
our partition to be descending. If we chose an ascending partition aj = sn−j ;
then the expression could also be written,
n−1
℧
j=0
z + φ(a∗j , z)∆aj • z
The author purposefully avoids the operator ℧ as much as possible. This
is done mostly to maintain clarity and the greater importance of Ω. Though,
in practise, both expressions are equivalent.
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This differential form also satisfies the usual laws of Leibniz substitution.
Where if s = γ(u) and ds = γ′(u)du, then ds•z = γ′(u)du•z. Or written under
the integral, if γ(α) = a and γ(β) = b,∫ b
a
φ(s, z) ds • z =
∫ β
α
φ(γ(u), z)γ′(u) du • z
Symbolically, all thats needed is a quick application of the mean value theo-
rem to get ∆s = γ′∆u. Then the composition behaves no different. This again
gives us a glimmer of the concept of orientation. If we take the integral from b
to a instead,
∫ a
b
φ(s, z) ds • z =
n−1
℧
j=0
z − φ(s∗j , z)∆sj • z
Where now everything is backwards compositionally. This is especially true
because z−φ(s∗j , z)∆sj ≈
(
z+φ(s∗j , z)∆sj
)−1
, which is the functional inversion.
This statement is correct (though it needs to be stated with some caveats) and
aligns perfectly with the crude statement
∫ b
a
=
( ∫ a
b
)−1
. In such a sense, our
sense of orientation is compatible with integration.
We refer to the coupled pair
∫
...ds • z as The Compositional Integral. Its
similarity to the usual integral extends in many manners. Its main exception is
that it behaves under composition as the integral behaves under addition. The
most striking resemblence being,∫ c
b
φ(s, z) ds •
∫ b
a
φ(s, z) ds • z =
∫ c
a
φ(s, z) ds • z
Which keeps in tone with the bullet notation above. To further our nota-
tional conveniences; we will sometimes write expressions of the form,
m
Ω
j=n
∫
φj(s, z) ds • z
These are taken to mean,∫
φn(s, z) ds •
∫
φn+1(s, z) ds • ... •
∫
φm(s, z) ds • z
This is to entice the reader as to thinking thatΩ
∫
is its own type of operator
acting on the differential form φj(s, z) ds • z. There are a few variations of this
theme which will be used throughout this paper. But the author will attempt
to maintain as much clarity as possible.
Fiddling with these objects will be the central focus of this work. For a more
detailed introduction to the differential bullet product we refer to [3]. There it
is put with greater contrast to the usual integral and the development of First
Order Differential Equations. It is also motivated much more aggressively.
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Chapter 2
The Basics Of Contour
Integration
2.1 Introduction
This paper is intended to set in stone the behaviour of the compositional integral
in the complex plane. We will spend a large portion of time developing the
intuition necessary to understand the behaviour of Compositional Contours.
We will then prove multiple results about these strange contour-like integrals.
At the present moment, we lay at a similar point Augustin-Louis Cauchy
must have laid at. If f(x, t) : I × R → R is a nice real-valued function, for an
interval I, we have a real-valued Compositional Integral; namely the function,
Yba(t) =
∫ b
a
f(x, t) dx • t
This integral is defined for a, b ∈ I and t ∈ R. Where Yba(t) is a nice
function. We also have The Riemann Composition of this integral, which is
given as follows. Let P = {xj}nj=0 be a partition of [a, b] in descending order,
and xj+1 ≤ x∗j ≤ xj . Denoting ∆xj = xj − xj+1, then:
Yba(t) = lim
∆xj→0
n−1
Ω
j=0
t+ f(x∗j , t)∆xj • t
Although we have not necessarily proven this fact yet, we will provide a
proof which suffices for our present purposes. In that, we will prove a more
general result–and the above statement is never used. Nonetheless, the proof
we provide can easily be adapted to the case f is Lipschitz in t; and this result
is necessary. Just as well this result is essentially common knowledge; though it
is more familiarly known as Euler’s Method when letting the step-size approach
zero. We simply choose to write it in the language of partitions.
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This definition works elaborately well on the real-line. But as Cauchy looked
at the real-valued integral and wanted a complex-valued integral–we look at this.
We want to add the language of arcs and contours in the complex plane to these
expressions.
So to begin, we change our domain of interest. Let φ(s, z) : S×G → G where
S and G are domains in C. Let’s assume throughout that φ is holomorphic in
both variables. If γ : [a, b] → S is a differentiable arc in S, then the integral
along this arc is written,
Yγ(z) =
∫
γ
φ(s, z) ds • z =
∫ b
a
φ(γ(x), z)γ′(x) dx • z
Where here Yγ(z) is a holomorphic function which doesn’t necessarily take
G → G, but takes some subset U of G to G. These integrals are independent of
our choice of parametrization, due to the substitution law of the compositional
integral. (This will also be proved in the coming section.)
This can be written a bit more conveniently as the expression,∫
γ
φ(s, z) ds • z =
∫ b
a
φ(γ(x), z) dγ • z
And from this, an identification in the likes of The Riemann-Stieltjes Integral
can be made. We take this as the definition of our contour integral.
∫
γ
φ(s, z) ds • z = lim
∆xj→0
n−1
Ω
j=0
z + φ(γ(x∗j ), z)∆γj • z
Where here {xj}nj=0 is a partition of [a, b] in descending order, and xj+1 ≤
x∗j ≤ xj . Further the expression ∆γj = γ(xj)− γ(xj+1).
An important consideration to make is that throughout this paper we will
assume that γ is continuously differentiable. We will not allow for piecewise
arcs. This is done simply to save space; shorten proofs and discussion. How-
ever, throughout γ could be piecewise–it would simply require adding a few lines
to each of the proofs.
There exists an algebra of arcs at our hands; but it is wildly different than
the algebra which existed for Cauchy. Namely, it is non-abelian. If we have
two arcs, γ1 and γ2, then our operation will be concatenation in some sense,
and composition in another sense. We denote this γ1 • γ2 which is in general
non-commutative.
This operation can be surmised by the relation,
Yγ1•γ2(z) = Yγ1(Yγ2(z))
This can be written more self-contained in the expression,∫
γ1•γ2
φ(s, z) ds • z =
∫
γ1
φ(s, z) ds •
∫
γ2
φ(s, z) ds • z
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Where in particular γ−1 is the arc which traverses backwards, similarly to
Cauchy. Except the notational convenience γ−1 = −γ is incorrect as these
operations are non-abelian. Instead we are given the relation,
Yγ−1(z) = Y
−1
γ (z) =
∫ b
a
−φ(γ(b + a− x), z)γ′(b+ a− x) dx • z
We can therefore think of the mapping γ−1 : [a, b]→ S as the arc γ(b+ a−
x). We cannot make a rigorous statement of this fact without considering the
domain in which z is defined. As to this, the equivalence should be interpreted
implicitly in neighborhoods of z; or as a good heuristic of what it should look
like.
This is in no way the general truth without additional information. Nonethe-
less, we can think of inverting a contour integral compositionally, as reversing
the orientation of the contour. This can be done rigorously locally in z; be-
cause, as we shall see d
dz
Yγ(z) 6= 0. So a local holomorphic functional inverse in
z always exists provided we are in the co-domain of Yγ(z).
These integrals, as expected, return to the usual Cauchy kind when φ(s, z)
is constant in z with an added term z. That is to mean,∫
γ
φ(s) ds • z = z +
∫
γ
φ(s) ds
Of which, the algebra reduces to the usual commutative algebra Cauchy en-
visioned. From this one can see our construction as a strict generalization of
Cauchy’s construction.
To express what we are going to do in this paper is fairly difficult. These
objects are very foreign, and the symbology is novel. Of this, the reader is
expected to read with care, as the author shan’t pull punches.
The first thing to do is set in stone the convergence of these objects. Al-
though we have just written a bunch of equations down, and they seem to be
fairly intuitive, we do not know if we can put a stamp of ǫ− δ approval next to
them. Do these things even converge?
The second thing to do, is to prove the equivalent of Cauchy’s Integral
Theorem. Namely, that if γ is a closed contour in S (and additionally, S is
simply-connected) then,
Yγ(z) =
∫
γ
φ(s, z) ds • z = z
From this we broach the concept of extending Cauchy’s idea of a residue;
which arises when φ has poles in the domain S. And from this we general-
ize the concept of Taylor Series. As an ellipsis, in the end we introduce The
Compositional Fourier Transform. So, without further ado...
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2.2 Convergence
In this section the following schema is used: The sets S and G are domains in
C. The function φ(s, z) : S×G → G is a holomorphic function in both variables.
We consider a continuously differentiable arc γ : [a, b]→ S.
The aim of this section is to show The Riemann Composition converges; at
least in a sufficient instance. That is to mean; let {xj}nj=0 be a partition of [a, b]
in descending order, and xj+1 ≤ x∗j ≤ xj . Remembering ∆xj = xj − xj+1 and
∆γj = γ(xj)− γ(xj+1), then the goal is to show,
Yγ(z) = lim
∆xj→0
n−1
Ω
j=0
z + φ(γ(x∗j ), z)∆γj • z
Converges uniformly as ∆xj → 0 on some compact subset of G. This limit is
independent of how we partition [a, b]; and gives a unique value for
∫
γ
φ(s, z) ds•
z. In other words, we want to show that Yγ(z) is a holomorphic function taking
U → G for some U ⊂ G, and it is uniquely defined.
Due to the group structure of our algebra of contours, to prove convergence
we can deconstruct γ as a collection of contours {γj}nj=1 such that γ = γ1 • γ2 •
... • γn =Ω
n
j=1 γj where the length of γj is less than ρ for some small ρ. This is
to mean, we only need to show convergence for small arcs, and by our algebra
of contours the result is derived for most arcs; at least up to some restriction
to a smaller set. This will suffice for our purposes. So, without sufficient loss
of generality, we will assume len(γ) ≤ ρ for some ρ to be disclosed for each
compact set we show convergence on.
The second thing we can do is restrict |z − z0| ≤ δ, so just as well we are
only worried about small neighborhoods in z. The method requires we prove
local uniform convergence. Again, this can be assumed without sufficient loss
of generality.
The essential intuition is not difficult to suss out. When we worry about
both variables only in a local sense; the partial compositions,
n−1
Ω
j=0
z + φ(γ(x∗j ), z)∆γj • z ≈ z +
n−1∑
j=0
φ(γ(x∗j ), z)∆γj
And as we let the limit ∆xj → 0; since the right hand side converges, we
can use this to show the left hand side does as well.
To begin we fix a compact disk {z ∈ C : |z − z0| ≤ P} = K ⊂ G such
that |z − z0| ≤ δ < P lives within K for some δ > 0. We are interested in the
quantity, ∫
γ
||φ(s, z)||z∈K |ds| ≤ ρ · ||φ(s, z)||s∈γ,z∈K = κ
The value len(γ) = ρ can be chosen as small as we like so that κ is as small
as we like. Make a choice of ρ such that |z − z0| ≤ δ + κ < P lives inside of K.
Define Yn(z) to be the partial compositions of our integral,
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Yn(z) =
n−1
Ω
j=0
z + φ(γ(x∗j ), z)∆γj • z
Then the first aim is to show that for all n,
||Yn(z)− z|||z−z0|≤δ ≤ κ
This will give us the convenient knowledge that Yn is a normal family in the
neighborhood |z−z0| ≤ δ. Ipso facto, this inequality is satisfied for all partitions.
This can be phrased: the set of all partial compositions of the contour integral∫
γ
φ(s, z) ds • z form a normal family. This will be our first lemma.
Lemma 2.2.1. The family of functions F of partial compositions of the contour
integral
∫
γ
φds • z, for each element Y satisfy,
||Y (z)− z|||z−z0|≤δ ≤ κ
Proof. We will prove this result by induction. But in doing so we must be
very clear about what we will prove by induction. For all differentiable arcs
γ∗ : [a∗, b∗]→ S such that len(γ∗) = ρ∗ ≤ ρ and γ∗ ⊆ γ, and for all |z− z0| ≤ δ,
and for all partitions {xj}nj=0 of [a∗, b∗],
|
n−1
Ω
j=0
z + φ(γ∗(x∗j ), z)∆γ
∗
j • z − z| ≤ ρ∗||φ(s, z)||s∈γ,z∈K
In order to prove this result we go by induction on n, the length of the
partition. When n = 1 we are proving,
||φ(γ∗(x∗0), z)(γ∗(b∗)− γ∗(a∗))|||z−z0|≤δ ≤ ρ∗ · ||φ(s, z)||s∈γ,z∈K
Since the shortest distance between two points is a straight line, we must
have |γ∗(b∗)− γ∗(a∗)| ≤ ρ∗. The supremum norm handles the rest. This takes
care of the case n = 1. Assume the case for n and work on the case n+ 1.
The expression below describes the entire proof,
n
Ω
j=0
z + φ(γ∗(x∗j ), z)∆γ
∗
j • z =
n
Ω
j=1
z + φ(γ∗(x∗j ), z)∆γ
∗
j • z
+φ(γ∗(x∗0),
n
Ω
j=1
z + φ(γ∗(x∗j ), z)∆γ
∗
j • z)(γ∗(b∗)− γ∗(x∗1))
Using the induction hypothesis,
|
n
Ω
j=1
z + φ(γ∗(x∗j ), z)∆γ
∗
j • z − z| ≤ ρ∗− · ||φ(s, z)||s∈γ,z∈K
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Where ρ∗− is the arc length from γ
∗(x∗1) to γ
∗(a∗), and which since there are
n terms in the partition, the inequality is satisfied. Call ρ∗+ the length of the
arc from γ∗(b∗) to γ∗(x∗1), then ρ
∗
− + ρ
∗
+ = ρ
∗.
Lastly, the term Ω
n
j=1 z + φ(γ
∗(x∗j ), z)∆γ
∗
j • z lives in the compact set K
because the set |z − z0| ≤ δ+ κ resides within K by construction. Therefore by
the same argument as before, since,
||φ(γ∗(x∗0), z)(γ∗(b∗)− γ∗(x∗1))|||z−z0|≤δ+κ ≤ ρ∗+||φ(s, z)||s∈γ,z∈K
By the triangle inequality the result is proven and for all n ∈ N,
|
n−1
Ω
j=0
z + φ(γ∗(x∗j ), z)∆γ
∗
j • z − z| ≤ ρ∗||φ(s, z)||s∈γ,z∈K
Which gives the result,
||Y (z)− z|||z−z0|≤δ ≤ κ = ρ||φ(s, z)||s∈γ,z∈K
With this result we are halfway there. In fact, by normality, we must have
sequences in F which converge uniformly on |z − z0| ≤ δ. This nearly gives the
result. It tells us for some partitions of [a, b] this expression converges uniformly,
and Yγ(z) is a holomorphic function when |z − z0| ≤ δ; though not necessarily
unique. Different limits of partitions may approach different functions.
This provides local uniform convergence for specific choices of partitions.
And further, since κ can be made arbitrarily small by choosing arbitrarily small
arcs, we must have Yγ : K → G for every compact set K, where the length of γ
depends on K. By the product decomposition γ = γ1 • γ2 • ... • γn, we would
like to have Yγ : G → G for arbitrary arcs. This proves fairly impossible.
To give a more intuitive picture of what’s going on; let y(x) : [a, b] → C be
the unique solution to the equation,
y(x) = z +
∫ x
a
φ(γ(u), y(u))γ′(u) du
Then the function Yγ(z) in theory should be given by taking y(b) = Yγ(z).
It is in no way obvious that this function lives in G. But, if the arcs γ are small
enough, then since G is open, it is always possible for Yγ to reside in G. Sadly
though, as we begin to decompose γ = γ1 • γ2 • ... • γn, where γ is of arbitrary
length and γj is arbitrarily small, we may run into problems because we may
begin to leave G.
This can be better exemplified by the following simple case. Suppose we
take G and S to be the unit disk D. Let’s also take the arc γ : [0, 1/2]→ D to
be the line [0, 1/2]. Let’s let φ(s, z) = z. Then surely φ : D → D. But, by an
old limit formula of Bernoulli and Euler,
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Yγ(z) =
∫
γ
z ds • z
=
∫ 1
2
0
z dx • z
= lim
n→∞
n−1
Ω
j=0
z +
z
2n
• z
= z lim
n→∞
n−1∏
j=0
(
1 +
1
2n
)
= z lim
n→∞
(
1 +
1
2n
)n
=
√
e · z
It is no hard fact to deduce that Yγ does not take D→ D. So it is hopeless
in general to get Yγ to take G → G; unless we were to impose some extraneous
condition. If we wanted to exploit the algebra of contours to their full potential
we would need Yγ : G → G. And so, for our purposes, in order to do this we
will eventually set G = C. But for the moment we prove convergence of the
infinitely nested compositions for small arcs on arbitrary domains.
Again, to get a good look at what our infinitely nested compositions look
like we would like to compare it to a sum. The following argument can be traced
back to the work of John Gill; or at least the author learned it by way by him.
Although he has used the argument multiple times, the author solely references
its appearance in [2]. The author has modified the conditions, and hence some
of the subtleties; but the argument remains inspired by his. If we denote,
zkn =
n−1
Ω
j=k
z + φ(γ(x∗j ), z)∆γj • z
With the identification that znn = z, and z0n = Yn(z). Then, by expanding
the nested composition,
Yn(z) = z +
n−1∑
k=0
φ(γ(x∗k), z(k+1)n)∆γk
From this identity, and the fact zkn is normal in n for all k while |z−z0| ≤ δ,
we essentially have the result. All that is required is to modify the proof that
the usual line integral converges for holomorphic functions. This is a bit subtle,
but not too difficult.
If we think of τkn(z) = φ(γ(x
∗
k), z(k+1)n) as a sample point, and rewrite this
expression as,
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Yn(z) = z +
n−1∑
k=0
τkn(z)∆γk
The result appears a lot more obvious. One can filter out all the partitions
in which |z(k+1)n − zkn| < Mn for all k for large enough n for some M > 0.
From this, |τ(k+1)n(z)− τkn(z)| < M
′
n
for all |z − z0| ≤ δ and some M ′ > 0. We
can now think of this as an integral of a function of bounded variation. Or, as
an implicit definition of a curve and an integral over a curve in C. The author
suggests following John B. Conway and the proof of the existence of the complex
integral as presented in [1].
Convergence must be uniform for |z − z0| ≤ δ thanks to normality. The
result is shown by noticing γ′ is integrable over [a, b]. With that, we have shown
the main result of this section.
Theorem 2.2.2. Let S be a domain in C, and let G be a domain in C. Suppose
φ(s, z) : S × G → G is a holomorphic function. For every compact set K ⊂ G
and every compact set B ⊂ S, there exists a ρ > 0, such for all continuously
differentiable arcs γ : [a, b]→ B with len(γ) ≤ ρ, the contour integral,
Yγ(z) =
∫
γ
φ(s, z) ds • z =
∫ b
a
φ(γ(x), z) dγ • z
Converges uniformly for z ∈ K, to a function Yγ : K → G.
The author would again like to thank John Gill for this part of the argu-
ment. John worked under slightly different considerations, and phrased the
argument differently, but ultimately proved the same thing. He worked with ar-
bitrary functions in C→ C, not necessarily holomorphic. He also worked with a
less general construction of partitions, and arcs–and the differential relationship
was phrased differently. Nonetheless he proved his result in essentially the same
manner. The only piece of real novelty in our proof was the normality con-
dition, which allowed for local uniform convergence–as is required to preserve
holomorphy.
To illustrate what happens from this point it helps to place a some what
anomalous example. So to that end, let γ : [a, b]→ S be an arc and consider,
Yγ(z) =
∫
γ
z2 ds • z =
∫ b
a
z2γ′(x) dx • z
Now, unpacking this equation we are given the closed form expression for
Yγ ,
Yγ(z) =
1
1
z
+ γ(a)− γ(b)
Which follows by differentiating by b, and noticing this expression satisfies,
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∂∂b
Yγ(z) = Yγ(z)
2γ′(b)
And the initial condition,
Yγ(z)
∣∣∣
b=a
= z
By the uniqueness of first order differential equations, these expressions are
equivalent. From this reduction though: if 1
z
= γ(b)−γ(a) then we get a pole in
Yγ . What we want to say is that this is the worst we can get when our integrand
is holomorphic. That it has poles in z depending on γ. This proves to corrupt
what would otherwise be a simple theory. The next theorem aids to pull out
the best that we can get.
If we allow G = C, so that our domain is unbounded, then Theorem 3.5.1 can
be expanded into the following theorem. First, by noticing γ = γ1 • γ2 • ... • γn
where γj is arbitrarily small; and since our domains are unbounded in any
direction; we will not run into any undefined compositions. However, we may
encounter poles. The sole argument we need to make, is that these are not
essential singularities, but in fact poles. So as we take small arcs and compose
them together, we no longer hit a boundary where our functions are undefined;
but our differential equation may force our integral to blow up to infinity; but,
not in an essential manner.
Theorem 2.2.3. Let S be a domain in C. Suppose φ(s, z) : S × C → C is a
holomorphic function. For all continuously differentiable arcs γ : [a, b]→ S, the
contour integral,
Yγ(z) =
∫
γ
φ(s, z) ds • z =
∫ b
a
φ(γ(x), z) dγ • z
Converges uniformly on compact subsets of C, to a meromorphic function
Yγ : C→ Ĉ.
Proof. The proof of this fact will be belayed slightly. Init, all we need is that,
∂
∂b
Yγ(z) = φ(γ(b), Yγ(z))γ
′(b)
With the initial condition Yγ(z)
∣∣
b=a
= z. From here, all that’s needed is
that differential equations with holomorphic integrands can at worst have a
pole. This is standard work. See The Differential Theorem 2.3.1 below for a
complete proof of the above equation. Both theorems can be proved in tandem;
if the reader care to observe.
The last thing we will state in this section is something implicitly proved.
As in the above corollary, we will assume that φ(s, z) : S × C → C. We will
attempt to obtain a bound on,
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Yγ(z) =
∫
γ
φ(s, z) ds • z
Taking the partial compositions,
zkn =
n−1
Ω
j=k
z + φ(γ(x∗j ), z)∆γj • z
Which satisfy,
∫
γ
φ(s, z) ds • z = z + lim
n→∞
n−1∑
j=0
φ(γ(x∗j ), z(j+1)n)∆γj
Now on the compact set K, if Yγ(z) is continuous there, there exists a bound
M such that supj,n ||zjn||z∈K ≤ M . Call L a compact set such that all of its
elements z satisfy |z| ≤M . Then, necessarily,
∣∣∣∣∣∣ ∫
γ
φ(s, z) ds • z − z
∣∣∣∣∣∣
z∈K
≤ lim
n→∞
n−1∑
j=0
||φ(γ(s∗j ), z)||z∈L|∆γj |
≤
∫
γ
||φ(s, z)||z∈L |ds|
This allows us to make the following claim. This is the equivalent of a
triangle inequality, and for all extensive purposes works as a triangle inequality.
We’ll call upon this principle frequently throughout this paper, but it’ll be done
with little reference to the following theorem. But, the reader should be able to
spot it when we use it; and the author will try to be as explicit as possible.
Theorem 2.2.4 (The Triangle Inequality Theorem). Let S be a domain in C.
Suppose φ(s, z) : S × C → C is a holomorphic function. Let γ : [a, b] → S be a
continuously differentiable arc. If
∫
γ
φ(s, z) ds • z is continuous on the compact
disk K ⊂ C; there exists a larger compact disk L ⊂ C such that K ⊂ L and,∣∣∣∣∣∣ ∫
γ
φ(s, z) ds • z − z
∣∣∣∣∣∣
z∈K
≤
∫
γ
||φ(s, z)||z∈L |ds|
2.3 An extension of Cauchy’s Integral Theorem
In this section the following schema is used: S is a simply connected domain in
C and φ(s, z) : S × C→ C is a holomorphic function.
Simple connectivity is necessary in this section; everything will have to do
with closed contours. A closed contour γ will always be continuously differentiable–
for the sake of transparency. There are two things to prove in this section. But
they are the same thing phrased in different manners.
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Define the function,
y(x) =
∫ x
a
φ(γ(u), z)dγ • z
Then in theory, this function satisfies the differential equation y(a) = z and,
y′(x) = φ(γ(x), y(x))γ′(x)
Which aligns with the case for the real-valued compositional integral. This
written more explicitly becomes,
y(x) = z +
∫ x
a
φ(γ(u), y(u))γ′(u) du
Now if we were to alter this to a contour notation, where γω : [a, x] → S,
ω = γ(x) and ω0 = γ(a); this becomes the expression,
g(ω) =
∫
γω
φ(s, z) ds • z
Then the idea of this section is to prove the function g(ω) does not depend
on the path γω, but only on the end points ω and ω0. That is to mean, it doesn’t
matter how we define this path; or what route we take. So long as it ends at
ω ∈ S and begins at ω0 ∈ S, the resultant is the same. This is to mean,∫
γ
φ(s, z) ds • z =
∫
τ
φ(s, z) ds • z
If τ and γ have the same endpoints and share the same orientation. This is
certainly true for the anomalous example φ(s, z) = z2. Wherein,∫
γ
z2 ds • z = 1
1
z
+ ω0 − ω
Which is distinctly only dependent on the end-points of the contour. This
is so, regardless of the fact there is a pole somewhere in z.
The second, and more precise manner of phrasing this result is that we have
something like Cauchy’s Integral Theorem. This is to mean, if γ is a closed
contour in S–ω = ω0, then, ∫
γ
φ(s, z) ds • z = z
So, as we have an algebra of contours across addition as Cauchy defined
it, where a closed contour was essentially the identity (the value 0); we have
something similar here. Our algebra of contours is across composition, and is
non-abelian; but a closed contour is still the identity. Namely, it is the function
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z 7→ z. Or at least, once we evaluate the contour integral on some holomorphic
function.
To derive the first result from the second, note that γ can always be decom-
posed as two contours γ1 • γ2, and since,
z = Yγ(z) = Yγ1•γ2(z) = Yγ1(Yγ2)
We must have,
Y −1γ2 = Yγ1
Where γ2 shares the same endpoints as γ1, but has opposite orientation;
hence the functional inverse. Much care must be taken in making this state-
ment though, as these are not necessarily biholomorphic functions of C. An
inverse does not necessarily exist. In this sense, we are meant to interpret these
equations implicitly in neighborhoods of z. This equation is to be taken loosely.
To accent, this result is not very hard. When we combine these two intuitions
the result is in front of us. If γ is a closed contour then,
Yγ(z) = z +
∫
γ
φ(s, g(s)) ds
And since g′(ω) = φ(ω, g(ω)), by Cauchy’s Integral Theorem it must follow
Yγ(z) = z. Any function h with an antiderivative satisfies
∫
γ
h(s) ds = 0. The
key to all of this then relies in showing,
g(ω) =
∫
γω
φ(s, z) ds • z
satisfies,
∂
∂ω
g(ω) = φ(ω, g(ω))
With this all our intuition makes sense and becomes clear. We make this
statement precise.
Theorem 2.3.1 (The Differential Theorem). Suppose S is a simply connected
domain in C. Let φ(s, z) : S × C → C be a holomorphic function. Suppose
γω : [a, x] → S is a continuously differentiable arc in S. Let ω = γ(x) and
ω0 = γ(a). Then the function,
g(ω) =
∫
γω
φ(s, z) ds • z
Satisfies the differential equation; g(ω0) = z and,
∂
∂ω
g(ω) = φ(ω, g(ω))
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Remark 1. We will only provide a proof sketch of this result. The author found a
more in-depth analysis in many senses a waste of space; as the result is perfectly
intuitive, and filling in the gaps is more a manner of book-keeping a bunch of
ǫ’s and δ’s than real insight.
Proof. Taking our previous notation, letting,
z1n =
n−1
Ω
j=1
z + φ(γ(x∗j ), z)∆γj • z
And recalling,
gn(ω) =
n−1
Ω
j=0
z + φ(γ(x∗j ), z)∆γj • z
Then two things should be clear, limn→∞ z1n = limn→∞ gn(ω). Second of
all, these two functions are related by the identity,
gn(ω) = z1n + φ(γ(x
∗
0), z1n)(γ(x)− γ(x1))
There are three things which can be observed here. Firstly γ(x∗0) → ω
as n → ∞. Secondly, γ(x) = ω and γ(x1) can be taken to be ω′; of which
ω− ω′ tend to zero as O(1/n). Just as well we have the notational convenience
gn−1(ω
′) = z1n. Therefore, if we rearrange this expression,
gn(ω)− z1n
γ(x)− γ(x1) = φ(γ(x
∗
0), z1n)
And then rewrite it through asymptotic equivalence,
gn(ω)− gn−1(ω′)
ω − ω′ = φ(ω, gn−1(ω
′))
We arrive at our derived result, though not without some extra work.
lim
ω′→ω
g(ω′)− g(ω)
ω′ − ω = φ(ω, g(ω))
This provides the result.
With this we state the final result of the section.
Theorem 2.3.2 (The Compositional Integral Theorem). Let S be a simply
connected domain in C. Suppose φ(s, z) : S ×C→ C is a holomorphic function.
For all closed contours γ : [a, b]→ S, the contour integral,∫
γ
φ(s, z) ds • z = z
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Proof. Define g(ω, z) as the solution to the equations,
∂
∂ω
g(ω, z) = φ(ω, g(ω, z))
And,
g(α, z) = z
Where ω ∈ γ traces along the contour, starting and finishing at the point
α ∈ γ. Choose a small enough neighborhood in z, so that,
g(ω, z) = lim
∆γj→0
n−1
Ω
j=0
z + φ(γ∗j , z)∆γj • z
Converges and is analytic. Therefore, as ω → α− we get,
g(ω, z)→
∫
γ
φ(s, z) ds • z
However, g also satisfies,
g(α−, z) = z +
∫
γ
φ(s, g(s, z)) ds
But, φ(s, g(s, z)) = ∂g
∂s
. Which implies,∫
γ
φ(s, g(s, z)) ds = 0
Therefore the result for z in our neighborhood. By analytic continuation it
holds everywhere.
2.4 A formula for the derivative
In this section we push towards understanding the action of ∂
∂z
applied to our
contour integral. We’ll derive a closed form expression; and consequently show
that our derivative is non-vanishing in z. So in such a sense, our contour integral
is always locally invertible. And going further, this lets us speak about the
orientation of our contour with more frankness.
In this section the following schema is used. The set S is a domain in C.
The function φ(s, z) : S × C → C is a holomorphic function. Let γ : [a, b] → S
be a continuously differentiable arc. To begin we’ll look at the contour integral
in question,
Yγ(z) =
∫
γ
φ(s, z) ds • z
Take its partial compositions,
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Yn(z) =
n−1
Ω
j=0
z + φ(γ∗j , z)∆γj • z
As before, let us denote,
zkn =
n−1
Ω
j=k
z + φ(γ∗j , z)∆γj • z
Take the derivative of Yn in z; and denote
∂
∂z
φ(s, z) = φ′(s, z). Then by the
chain rule,
∂
∂z
Yn(z) =
n−1∏
j=0
(
1 + φ′(γ∗j , z(j+1)n)∆γj
)
If we take log on both sides of this equation, and we make the equivalence
log(1 + ∆) ∼ ∆ as ∆→ 0, we are given,
log
∂
∂z
Yn(z) =
n−1∑
j=0
log
(
1 + φ′(γ∗j , z(j+1)n)∆γj
)
∼
n−1∑
j=0
φ′(γ∗j , z(j+1)n)∆γj
And here is where we fiddle slightly. Denote γω : [a, ω] → S as the contour
γ up to ω. So that γb = γ, and γa is the null contour and ω = γ(x). Essentially
the following equality happens,
lim
n→∞
n−1∑
j=0
φ′(γ∗j , z(j+1)n)∆γj =
∫
γ
φ′
(
ω,
∫
γω
φ(s, z) ds • z
)
dω
Exponentiating this result, and collecting everything together,
∂
∂z
Yγ(z) = e
∫
γ
φ′
(
ω,
∫
γω
φ(s, z) ds • z
)
dω
Writing the result in this manner is the desired form. But we need not make
things so complicated to prove this result. Therefore in the theorem below, it
is exactly what we’ve just written, but we can write it a bit simpler. In doing
such, we partially abandon the fact that we are using contours, and think of
this solely as an integration.
Theorem 2.4.1 (The Derivative Formula). Let a, b ∈ R with a ≤ b. Suppose
g(t, z) : [a, b]× C→ C is an analytic function. Then,
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∂∂z
∫ b
a
g(t, z) dt • z = e
∫ b
a
g′
(
x,
∫ x
a
g(t, z) dt • z
)
dx
Proof. All that must be shown is that the limit below converges to the desired
result. Let {xk}nk=0 be a partition of [a, b] in descending order, let xk+1 ≤ x∗k ≤
xk, and let ∆xk = xk − xk+1; then what we want is,
lim
∆xk→0
n−1∑
k=0
g′(x∗k, z(k+1)n)∆xk =
∫ b
a
g′
(
x,
∫ x
a
g(t, z) dt • z
)
dx
Where,
zkn =
n−1
Ω
j=k
z + g(x∗j , z)∆xj • z
But by the convergence of the nested partial compositions,
zkn −
∫ x∗k
a
g(t, z) dt • z → 0
And therefore,
n−1∑
k=0
g′(x∗k, z(k+1)n)∆xk − g′
(
x∗k,
∫ x∗k
a
g(t, z) dt • z
)
∆xk → 0
But,
n−1∑
k=0
g′
(
x∗k,
∫ x∗k
a
g(t, z) dt • z
)
∆xk →
∫ b
a
g′
(
x,
∫ x
a
g(t, z) dt • z
)
dx
Which gives the result.
Since, ∫
γ
φ(s, z) ds • z =
∫ b
a
φ(γ(x), z)γ′(x) dx • z
We derive our desired form of the equality. Now, all of these contour integrals
have non-vanishing derivatives. Which is an easy consequence of our derivative
being the exponential of some holomorphic function. This is to say,
Theorem 2.4.2. Suppose S is a domain in C. Suppose that φ(s, z) : S×C→ C
is a holomorphic function. Let γ : [a, b]→ S be a differentiable arc. Then,
∂
∂z
∫
γ
φ(s, z) ds • z 6= 0
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And from this we are given an approach at better understanding orientation.
So now, when we speak of inverting contours we can speak fairly absolutely. A
local inverse of Yγ exists everywhere save perhaps at isolated points (singular-
ities). It is much easier now to make the claim that Yγ−1 = Y
−1
γ . Of this we
can now speak frankly of orientation, and our interjections above can be made
definite.
The author chooses to write this in a single theorem. This theorem is quite
frankly the best way we can talk about orientation. And furthermore, it serves
to demonstrate the idea clearly: functional inversion inverts the orientation.
Theorem 2.4.3 (The Orientation Theorem). Let S be a domain in C. Suppose
φ(s, z) : S × C → C is a holomorphic function. Prescribe γ : [a, b] → S as a
differentiable arc, and γ−1 : [a, b]→ S as the arc γ−1(x) = γ(b+ a− x). If,
Yγ(z) =
∫
γ
φ(s, z) ds • z
Then about every z0 ∈ Yγ(C) there is a neighborhood U where,∫
γ−1
φ(s, z) ds • z = Y −1γ (z)
And Y −1γ is the functional inverse of Yγ on U .
Proof. Starting with the contour integral of interest,
Yγ(z) =
∫
γ
φ(s, z) ds • z
Take its partial compositions,
Yn(z) =
n−1
Ω
j=0
z + φ(γ∗j , z)∆γj • z
And invert it functionally about z0, which is possible because for large
enough n, the derivative Y ′n(z0) 6= 0; and each individual term has derivative in
a neighborhood of 1. Then,
Y −1n =
n−1
℧
j=0
(
z + φ(γ∗j , z)∆γj
)−1
• z
For the moment, assume for small enough ∆γj , the inverse,(
z + φ(γ∗j , z)∆γj
)−1
∼ z − φ(γ∗j , z)∆γj
With this assumption,
lim
n→∞
Y −1n (z) = lim
n→∞
n−1
℧
j=0
z − φ(γ∗j , z)∆γj • z
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But this is precisely the partial compositions of the contour integral across
γ−1(x) = γ(b + a − x). So proving our assumption proves the result. The rest
of this proof then devolves into,(
z + φ(γ∗j , z)∆γj
) • (z − φ(γ∗j , z)∆γj) • z − z
∆γj
→ 0 as ∆γj → 0
Which can be translated more strictly as; for some A ∈ R+,∣∣∣∣∣∣(z + φ(γ∗j , z)∆γj) • (z − φ(γ∗j , z)∆γj) • z − z∣∣∣∣∣∣
z∈K
≤ A∆γ2j
For some compact set K ⊂ C. This result is seen by direct comparison.
Expanding the composition, we get,
φ(γ∗j , z − φ(γ∗j , z)∆γj)∆γj − φ(γ∗j , z)∆γj = O(∆γ2j )
Which speaks for itself. Therefore in our neighborhood,
(
z + φ(γ∗j , z)∆γj
)−1
= z − φ(γ∗j , z)∆γj +O(∆γ2j )
And therefore under the operator Ω the limits remain equivalent.
And lastly, from this theorem we are guaranteed something we hinted at
earlier. By The Compositional Integral Theorem 2.3.2 and by the locally in-
vertible property of the contour integral, our anti derivatives are independent
of the path. This is to mean,
Theorem 2.4.4 (The Path Independence Theorem). Suppose that S ⊂ C is a
simply connected domain. Suppose that φ(s, z) : S × C → C is a holomorphic
function. Suppose τ : [a, b] → S and γ : [a, b] → S are differentiable arcs such
that: τ(a) = α = γ(a), and τ(b) = β = γ(b). Then,∫
γ
φ(s, z) ds • z =
∫
τ
φ(s, z) ds • z
Proof. Pick z0 ∈ C. The arc γ • τ−1 is a closed contour, and for z in a neigh-
borhood U of z0; by The Compositional Integral Theorem 2.3.2:∫
γ•τ−1
φ(s, z) ds • z = z
By The Orientation Theorem 2.4.3, the neighborhood U can be chosen as
small as possible so that
∫
τ−1
=
(∫
τ
)−1
on U . Therefore on U ,∫
γ
φ(s, z) ds • z =
∫
τ
φ(s, z) ds • z
By analytic continuation it must hold everywhere.
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2.5 An additive to composition homomorphism
In this section the following schema is used. The function g(z) : C → C is an
entire function. The set S ⊂ C is a domain. The functions p(s) : S → C and
q(s) : S → C are holomorphic functions. The arc γ : [a, b] → S is continuously
differentiable.
The idea of this section is to derive a homomorphism from the integrand to
the integral. That in, the following identity is derived,∫
γ
(
p(s) + q(s)
)
g(z) ds • z =
∫
γ
p(s)g(z)ds •
∫
γ
q(s)g(z) ds • z
The proof of this fact requires a trill of notation. The difficulty being, we
must illustrate the notational trill well. As in the last section we can reduce
this problem to a problem in integration, rather than a problem in contour
integration. In this nature, there are two things which need to be shown. If,
A =
∫ b
a
q(s) ds
Then, ∫ b
a
q(s)g(z) ds • z =
∫ A
0
g(z) du • z
Which follows by making the linear substitution du = q(s)ds. The second
fact being that, if d− c = d′ − c′, then,
∫ d
c
g(z) du • z =
∫ d′
c′
g(z) du • z
This follows by looking at the partial compositions of this integral. Which
is to say,
∫ d
c
g(z) du • z = lim
∆uj→0
n−1
Ω
j=0
z + g(z)∆uj • z
But ∆uj = ∆u
′
j where u
′
j is a partition of [c
′, d′]. This should be fairly
intuitive. Therefore, if B =
∫ b
a
p(s) + q(s) ds then B −A = ∫ b
a
p(s) ds− 0, so,∫ b
a
p(s)g(z) ds • z =
∫ B
A
g(z) du • z
And of this, necessarily,
∫ b
a
p(s)g(z) ds•
∫ b
a
q(s)g(z) ds•z =
∫ B
A
g(z) du•
∫ A
0
g(z) du•z =
∫ B
0
g(z) du•z
However, by the above analysis,
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∫ B
0
g(z) du • z =
∫ b
a
(
p(s) + q(s)
)
g(z) ds • z
With that, we’ve arrived at a homomorphism. Switching our discussion to
contours is no different than the above, excepting we multiply by a factor of
γ′(x). This leads us to the next theorem detailing a homomorphic property of
the compositional integral. It highlights the importance of separability in the
compositional scenario. It works very similarly to the multiplicative property
of the exponential, of which is a subset, when g(z) = z.
Theorem 2.5.1 (Additive Homomorphism Theorem). Suppose g(z) : C → C
is an entire function. Let S be a domain in C. Suppose p(s) : S → C and
q(s) : S → C are holomorphic functions. Let γ : [a, b] → S be a continuously
differentiable arc. Then,∫
γ
(
p(s) + q(s)
)
g(z) ds • z =
∫
γ
p(s)g(z) ds •
∫
γ
q(s)g(z) ds • z
A vast majority of the rest of this paper will be focused on expanding this
result. We want this result to hold not just for when φ(s, z) = p(s)g(z) is
separable; but also in more extravagant situations. In order to do this though,
we’ll have to jump head first into a fair amount of technical analyses.
2.6 Discussions of the residual term
In this section we will have a brief discussion of what happens when the in-
tegrand of our contour integral has poles. In such a sense, we ask if there is
something like a residue theorem. In order to do this, we will work on some
simple cases; but the main integrand we are interested in has the form
φ(s, z)
s− ζ .
The author aims to carve out an approach to evaluating closed contours about
this integrand. And in the process setup the development of convenient manners
of evaluating these contour integrals.
Throughout this section the following schema is used. The set S ⊂ C is a
simply connected domain. The function φ(s, z) : S × C → C is a holomorphic
function. Additionally, γ will always be used to denote a closed contour; and as
per our custom it will be assumed to be continuously differentiable. Without
confusion we will identify ∆γj with γ
′(x∗j )∆xj . Both forms of the limit are
equivalent due to the differential relationship our integral satisfies; and the
condition that γ is continuously differentiable.
We’ll start with some basic linear cases first. From there, we’ll attract our-
selves to the favored example φ(s, z) = z2 and finish off with φ(s, z) = p(s)zn for
some holomorphic p. This section will take a bit longer than the last sections.
We’re going to focus on the lead which brings us to the next chapter. Of this,
we’ll go slow.
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To begin, we take the case φ(s, z) = z and let γ be the unit circle about
zero. The expression we are interested in is, for |ζ| < 1,
Yγ(z) =
∫
γ
z
s− ζ ds • z
To begin we analyse the partially nested compositions. Let {xj}nj=0 be a
partition of [0, 2π] in descending order and let xj+1 ≤ x∗j ≤ xj . The partial
compositions take the form,
Yn(z) =
n−1
Ω
j=0
z + z
ieix
∗
j
eix
∗
j − ζ∆xj • z
=
n−1
Ω
j=0
z(1 +
ieix
∗
j
eix
∗
j − ζ∆xj) • z
= z ·
n−1∏
j=0
(1 +
ieix
∗
j
eix
∗
j − ζ∆xj)
In this particular instance we can show the product on the right converges
to 1. Taking logarithms and using the asymptotic log(1 + ∆) ∼ ∆ for small
∆→ 0, we are given the equivalent form,
n−1∑
j=0
ieix
∗
j
eix
∗
j − ζ∆xj →
∫
γ
ds
s− ζ = 2πi
Therefore, exponentiating this gives us a startling result,∫
γ
z
s− ζ ds • z = z
If we take a more intricate function then our residual term is a little stranger.
Let φ(s, z) = p(s)z for some holomorphic function p. Again, for simplicity, we
will take our contour to be the unit disk. The expression we are interested in is,
Yγ(z) =
∫
γ
p(s)z
s− ζ ds • z
Again, looking at the partial compositions, we get the expression,
Yn(z) = z
n−1∏
j=0
(1 +
ip(eix
∗
j )eix
∗
j
eix
∗
j − ζ ∆xj)
In the limit, after making the same log(1 +∆) ∼ ∆ asymptotic equivalence;
this becomes the expression,
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Yγ(z) = ze
∫
γ
p(s)
s− ζ ds = ze2πip(ζ)
We can generalize this result too, to the idea that,
∫
γ
p(s)z
(s− ζ)k+1 ds • z = ze
2πi
p(k)(ζ)
k!
This should hint to the idea that there is something like a residual function.
In general, it will not always have such a nice form. This is an exceptionally
nice form especially because; where r is also a holomorphic function,
∫
γ
p(s)z
(s− ζ)k+1 ds •
∫
γ
r(s)z
(s− ζ)k+1 ds • z =
∫
γ
(p(s) + r(s))z
(s− ζ)k+1 ds • z
This convenience arises when φ(s, z) = p(s)z is a dilation in z; and in the
next chapter arises more powerfully. This additive homormorphism has already
made an appearance, and will make quite a few more. This motivates the idea
of expanding the contour integral of
φ(s, z)
(s− ζ)k+1 as a composition of simpler
functions, and reducing it to an infinite composition of functions. A form of
this relationship will become important in the next chapter.
The next step then is to look at the case where φ(s, z) is linear in z. By
which we let φ(s, z) = p(s)z + q(s). This proves to be a difficult case because
we no longer have a product identity as above. We do get an identity, but it
looks a bit more cumbersome. The quantity we are interested in is,
Yγ(z) =
∫
γ
p(s)z + q(s)
s− ζ ds • z
Then the partial compositions have the form,
Yn(z) = z
n−1∏
j=0
(1 +
ip(eix
∗
j )eix
∗
j
eix
∗
j − ζ ∆xj)
+ i
n−1∑
j=0
q(eix
∗
j )eix
∗
j∆xj
j−1∏
k=0
(1 +
ip(eix
∗
k)eix
∗
k
eix
∗
k − ζ ∆xk)
The first term is something we already know the value of, namely e2piip(ζ).
The more difficult question is what the second term expands as. Using tools
from the calculus of differential equations it is possible to derive a closed form
expression. It is left to the reader though; it’s a tad superfluous. What to notice
is that there is never any mention of γ.
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What we aim to show in this section may not appear as though it’s related
to the above discussion. It may not be quite obvious where the argument comes
from; or what the argument is for; but we want two things of which we can
speak of about the residual function. These two things will form the basis of
the next chapter. Our residual must be independent of γ; and in the best sit-
uation, should only depend on the residue and the function itself. It’s difficult
to express what we mean by this, so we’ll try to be more illustrative.
To straighten things out; we’ll start with the case φ(s, z) = z2. Of this
nature, the integral we are interested in is,
Yγ(z) =
∫
γ
z2
s− ζ ds • z
We’ll let g(ω, z) be the anti-derivative in question. Which, by careful anal-
ysis, can be reduced to a closed form expression. To that end, we can write,
g(ω, z) =
∫
γω
z2
s− ζ ds • z
Where γω : [a, x] → S is the contour γ upto the point ω. This is simply a
quick way of writing that g(γ(a), z) = g(α, z) = z, and,
∂
∂ω
g(ω, z) =
g(ω, z)2
ω − ζ
However, there is a closed form expression for this thing. Namely,
g(ω, z) =
1
1
z
+ log
α− ζ
ω − ζ
Therefore, in order to derive the value of Yγ , we need only trace g(ω, z)’s
path as ω goes along γ and back to the starting point α. In doing so, we collect
a remnant of 2πi but the log’s cancel out. This is to say our desired integral
equals, ∫
γ
z2
s− ζ ds • z =
1
1
z
− 2πi
What is to be noticed from this; this integral is entirely independent of γ.
We’re going to make a brief segue here, and introduce what will be the study
of the next chapter. Supposing we have some holomorphic function p(s), then,∫
γ
p(s)z2
s− ζ ds • z =
1
1
z
− 2πip(ζ)
By a similar analysis to the above. In that,
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∫
γω
p(s)z2
s− ζ ds • z =
1
1
z
−
∫
γω
p(s)
s− ζ ds
And once we complete the contour, ω = α, the integral reduces to the above.
And just as generally,∫
γ
p(s)z2
(s− ζ)k+1 ds • z =
1
1
z
− 2πi
k!
p(k)(ζ)
This is quite almost exactly what happens in the linear case. But, it’s diffi-
cult to map out the phenomena, or why this is happening; or what is happening.
But our contour integral makes absolutely no mention of γ on the Right Hand
Side. All that remains is some kind of residue. And just like in The Additive
Homomorphism Theorem 2.5.1; if the reader care to notice; we get a compo-
sition identity. Suppose that k, l ≥ 0, p(s) and q(s) are arbitrary holomorphic
functions. Then,
∫
γ
p(s)z2
(s− ζ)k+1 +
q(s)z2
(s− ζ)l+1 ds • z =
∫
γ
p(s)z2
(s− ζ)k+1 ds •
∫
γ
q(s)z2
(s− ζ)l+1 ds • z
If we pose a more complex residue; a similar result arises. That is,∫
γ
p(s)zn
(s− ζ)k+1 ds • z =
1
n−1
√
1
zn−1
+ (1− n)2πi
k!
p(k)(ζ)
This can be arrived at from the equation,
∂
∂ω
g(ω, z) =
p(ω)g(ω)n
(ω − ζ)k+1
We must be careful in how we take the root, but it doesn’t pose much of a
problem for local z. The thing to take away, is that this again is independent
of the path γ. The idea of this section is to setup the next chapter. And init,
we want to setup the conditions in which,
∫
γ
(
f(s) + g(s)
)
φ(s, z) ds • z =
∫
γ
f(s)φ(s, z) ds •
∫
γ
g(s)φ(s, z) ds • z
In order to do this we need to show that these integrals are independent of
γ. That being the driving force behind the above identities. The rest of this
section is devoted to proving that
∫
γ
φ(s, z)
s− ζ ds • z is independent of the path
γ. This allows us to assign a value to this integral independent of the path. We
will go about and call this quantity the residual function. The title of the next
theorem is intended to highlight what the significance of the theorem is for.
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Theorem 2.6.1 (The Well-Defined Principle of Residuals). Let S ⊂ C be a
simply connected domain. Let f(s, z) : S × C → Ĉ be a meromorphic function
with an isolated singularity ζ ∈ S. If γ : [a, b] → S and τ : [a, b] → S are two
closed contours about the singularity ζ such that:
• Both are oriented the same,
• The only poles enclosed within each is ζ,
• Both have the same winding number about ζ,
Then, ∫
γ
f(s, z) ds • z =
∫
τ
f(s, z) ds • z
Remark 2. The author would like to put a ‘Bourbaki curvy road ahead’ sign at
this juncture. The following proof requires a fair amount of creativity. We’ve
only chipped away at some of the intuition; as to why we might get this result.
We haven’t really detailed a method to prove it as of yet. The author figured
diving right in may be more appropriate. The author thinks the curtness of this
proof is appreciated.
Proof. We are going to use an iterative procedure to derive this result. To begin,
we’ll set g1(ω, z) = z. We will start with a closed contour γ that winds around
ζ once and positively (for arbitrary orientation and different winding numbers
the proof follows the same). Denote γω for the path up to the point ω. With
that, we’ll recursively define,
gn(ω, z) = z +
∫
γω
f(s, gn−1(s, z)) ds
This iteration, upon closing the contour, converges to our desired contour
integral as n → ∞. This is a consequence of Picard and Lindelo¨f’s Theorem.
Which written clearly becomes,∫
γω
f(s, z) ds • z = g(ω, z) = lim
n→∞
gn(ω, z)
Enlargement, taking ω → α− where α is the starting and ending point of
the contour; α− to represent passing around the pole and coming back to α,
lim
n→∞
gn(α
−, z) =
∫
γ
f(s, z) ds • z
The idea is that each gn(α
−, z) is independent of the contour γ (so long as it
encloses ζ once). So in taking the limit as n→∞; the resulting contour integral
32
does not depend on γ. We’ll prove by induction that gn(α
−, z) does not depend
on our contour γ. To begin, g1(α
−, z) = z, and just as well,
g2(α
−, z) = z +
∫
γ
f(s, z) ds
Which is again independent of γ. Assume the case for n− 1. Then to begin,
∂
∂ω
∣∣∣
ω=α−
gn(ω, z) = f(α, gn−1(α
−, z))
This, encore, is independent of γ. Now, the trick at hand is to differentiate
by α. This is to say, if γ is the closed contour, and α is its ending and starting
point; we are going to differentiate the contour integral with respect to that. In
doing so, we take the derivative and,
∂
∂α
∫
γ
f(s, gn−1(s, z)) = f(α, gn−1(α
−, z))− f(α, gn−1(α−, z)) = 0
Where the first term was just derived above, and the second term arises
from
∫ α−
α
= − ∫ α
α−
. So therefore gn(α
−, z) doesn’t depend on the contour γ.
By induction the result holds for all n.
Consequently our compositional contour is independent of the initial point
α. But by The Path Independence Theorem 2.4.4, the value g(ω, z) depends
only on the initial point α and ω (so long it doesn’t pass around or through
the singularity ζ). So the final contour by consequence could only depend on α;
which it doesn’t. Therefore
∫
γ
f(s, z) ds • z is independent of γ.
Although we’ve only done this proof for γ assumed to be of winding number
1 (and we’ve implicitly assumed positive orientation), both of these conditions
can be dropped throughout the proof. But in being illustrative we artfully
avoided such cases. It is of mention though, if γn = γ • γ • ... • γ has winding
number n about ζ, then,
∫
γn
f(s, z) ds • z =
n
Ω
j=1
∫
γ
f(s, z) ds • z
Which is to say, the more times we wind around the more we compose these
objects with themselves. This works exactly how it works in Cauchy’s analysis.
Except in Cauchy’s analysis we are given z+2πinRes. This is still composition,
but it reduces to a multiplicative factor.
In closing this chapter we use this theorem to create a definition. We will
formally define what a Residual Function is. The next chapter will focus entirely
on exploiting this definition and the stock-pile of knowledge at our disposal.
Definition 2.6.2. The residual function Rsd(f, ζ; z) of a meromorphic function
f : S × C→ Ĉ at a pole ζ is defined to be:
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Rsd(f, ζ; z) =
∫
γ
f(s, z) ds • z
Where:
• γ : [a, b]→ S is a closed contour.
• γ is oriented positively.
• ζ is the only pole enclosed within γ.
• The winding number of γ about ζ is 1.
And of which, our definition is well defined, regardless of how we take the
path γ; so long as it meets these requirements. The rest of this paper will focus
on the behaviour of these residuals.
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Chapter 3
Additive Properties Of
Closed Contours
3.1 Introduction
This chapter shall be split into two topics. The first topic has, as its cousin, the
study of sums and series in Complex Analysis. Where, to express a holomorphic
function f(s) : S → C as a sequence of summands fn(s) : S → C such that,
f(s) =
∞∑
n=0
fn(s)
Of these sums, the manner of convergence we shall follow was spearheaded by
Reinhold Remmert in his two part text book series Theory of Complex Func-
tions [5] and Classical Topics in Complex Function Theory [6]. The notable
property of how Remmert handles these sums being his consistent use of Nor-
mal Convergence. Therein, the sum above converges normally if,
∞∑
n=0
||fn(s)||S =
∞∑
n=0
sup
s∈S
|fn(s)| <∞
This confirms f ’s holomorphy on S. But additionally, confirms that all rear-
rangements of the sequence fn converge to f as well. This is a nice convenience
we’ll use surreptitiously. One should think of this compactly though. We need
not take the supremum norm on all of the domain S, but solely its compact
subsets.
As said, the first topic of this paper is only related as a cousin to this
subject. Of a confusing character, we will be interested in Infinite Compositions–
not Infinite Sums. Infinite Compositions include Infinite Sums, and Infinite
products. However, they also include strange beasts like the following,
35
F (s, z) =
∞
Ω
j=1
z + s2
j
z2 • z
Which is holomorphic for |s| < 1 and z ∈ C, and satisfies the petrifying
functional equation,
F (
√
s, z) = F (s, z) + sF (s, z)2
Expressions like the above were well handled in the paper [4]. In this chapter
we’ll deal with much more complex beasts than that above. The idea of the first
topic is to look at expressions of the form
∫ ∑
n
fn(s)φ(s, z) ds • z, and turn
them into expressions of the from Ω
n
∫
fn(s)φ(s, z) ds • z. Strict care must be
taken in order to do this.
The first topic takes as its goal an analogue of Taylor Series. We shall extrap-
olate an involved proof which allows for a kind of Compositional Taylor Series.
But, to get there, we’ll provide a more general analysis of holomorphic func-
tions as Infinite Compositions. And describe a strong meaning in the symbols∫ ∑
n
fn(s)φ(s, z) ds • z =Ω
n
∫
fn(s)φ(s, z) ds • z.
This will act as an extension to The Additive Homomorphism Theorem 2.5.1.
It works in general instances and allows us to interchange infinite compositions
through the integral, turning them into sums.
This chapter is intended to strengthen all the results we have just proven. In
this nature, the proofs shall be rather short and sweet; thanks to the language
we’ve developed. And it only requires abstracting the method of proof and
washing it in generality to see its full effect. The culmination of this section is
an attempt at generalizing The Additive Homomorphism Theorem 2.5.1; and
exploiting it relentlessly.
3.2 A brief expose´ of Taylor Series
To start our work for this chapter, we’re going to insinuate the main result with
a simple case. From this we can better abstract the goal of this chapter. So
for this instance, we are going to concern ourselves with separable functions.
Through out this section we will write φ(s, z) = p(s)g(z). Here, p(s) : S → C is
a holomorphic function, and g(z) : C→ C is an entire function.
We’ll restrict ourselves to closed contours γ : [a, b] → S. As a motivating
example we’ll write the following. Let |ω−ζ| < |γ(x)−ζ| = |s−ζ|, and observe,
∞∑
k=0
p(s)(ω − ζ)k
(s− ζ)k+1 =
p(s)
s− ω
And by The Additive Homomorphism Theorem 2.5.1, we derive that,
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∞Ω
k=0
∫
γ
p(s)g(z)(ω − ζ)k
(s− ζ)k+1 ds • z =
∫
γ
∞∑
k=0
p(s)g(z)(ω − ζ)k
(s− ζ)k+1 ds • z
=
∫
γ
p(s)g(z)
s− ω ds • z
This needs to be done carefully; we should justify the interchange of the
limit. But ignoring this caveat briefly, we can see how infinite compositions can
be interchanged through the integral; turning into sums. To highlight what this
thing is, it helps to provide context with examples.
Consider the function φ(s, z) = φ(s) when it is constant in z. There is
something very familiar about this case, but we can write it strangely as,
∞
Ω
k=0
∫
γ
φ(s)(ω − ζ)k
(s− ζ)k+1 ds • z =
∞
Ω
k=0
(
z +
∫
γ
φ(s)(ω − ζ)k
(s− ζ)k+1 ds
)
• z
= z +
∞∑
k=0
∫
γ
φ(s)(ω − ζ)k
(s− ζ)k+1 ds
= z + 2πi
∞∑
k=0
φ(k)(ζ)
k!
(ω − ζ)k
= z + 2πiφ(ω)
= z +
∫
γ
φ(s)
s− ω ds
=
∫
γ
φ(s)
s− ω ds • z
So, for the constant case, our compositional identity will actually be the
usual concept of a Taylor Series. We also have this result if φ(s, z) = zp(s);
which follows from the formula for the residual. Which is to mean,
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∞Ω
k=0
∫
γ
zp(s)(ω − ζ)k
(s− ζ)k+1 ds • z =
∞
Ω
k=0
ze
2πi
k!
(ω − ζ)kp(k)(ζ) • z
= z
∞∏
k=0
e
2πi
k!
(ω − ζ)kp(k)(ζ)
= ze
∞∑
k=0
2πi
k!
(ω − ζ)kp(k)(ζ)
= ze2πip(ω)
=
∫
γ
zp(s)
s− ω ds • z
And lastly this result also arises for the more anomalous case φ(s, z) =
p(s)z2. In that we get,
∞
Ω
k=0
∫
γ
z2p(s)(ω − ζ)k
(s− ζ)k+1 ds • z =
∞
Ω
k=0
•z
1
z
− 2πi
k!
(ω − ζ)kp(k)(ζ)
=
1
1
z
−
∞∑
k=0
2πi
k!
(ω − ζ)kp(k)(ζ)
=
1
1
z
− 2πip(ω)
=
∫
γ
z2p(s)
s− ω ds • z
The motivating argument we are trying to make in this chapter is that this
result continues to hold for arbitrary φ. This is the essence of what we’re trying
to do. In doing this we’ll have to be careful and develop a good amount of
machinery.
We will prove a more general construct, but the exemplary goal is to prove
this result for arbitrary φ(s, z), not just when its separable. This will require a
strict remediation of Cauchy’s idea of a residue.
3.3 The Residual Theorem
In this section the following schema is used. The set S is a simply connected
domain in C. The function f(s, z) : S × C → Ĉ is a meromorphic function.
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We will also assume the singularities of f(s, z) are independent of z; that they
are isolated in S. The arc γ : [a, b] → S is a closed contour which doesn’t pass
through a pole of f .
This section is intended to decompose the expression,∫
γ
f(s, z) ds • z
Into its individual residual functions. To do that is a bit of a mind bender;
but follows closely to Cauchy’s Residue Theorem. In fact, this construction will
act as a direct generalization of Cauchy’s analysis. To get there we’ll have to
exploit the path independence of its residual.
The residual comes close to Cauchy’s idea of a residue, and is intertwined
with it. Insofar as, if f is constant in z, then,
Rsd(f, ζ; z) = z + 2πiRess=ζ f
But it also amounts to complicated beasts like,
Rsd(p(s)z, ζ; z) = ze2πiRess=ζ p(s)
Rsd(p(s)z2, ζ; z) =
1
1
z
− 2πiRess=ζ p(s)
Rsd(p(s)zn, ζ; z) =
1
n−1
√
1
zn−1
+ (1− n)2πiRess=ζ p(s)
But in general circumstances, no single clean formula can be derived like
the above. It is a bit more of a mysterious thing than the residue. By the well
definedness property of Rsd, it is independent of our choice of γ. The residual
function is actually a property of f , and bears no relation to how the integral
is taken; solely that it’s taken with positive orientation.
But additionally, if there are multiple poles of f within γ, then the integral
doesn’t depend on the path γ. It only depends on the residuals within the
contour. By which it is meant, the following theorem,
Theorem 3.3.1. Suppose S ⊂ C is a simply connected domain. Suppose
f(s, z) : S × C → Ĉ is a meromorphic function. If γ : [a, b] → S and
τ : [a, b] → S are closed contours, contain the same singularities of f in their
interior, and have the same winding number about each singularity, then,∫
γ
f(s, z) ds • z =
∫
τ
f(s, z) ds • z
Proof. See the proof of The Well-Defined Principle of Residuals Theorem 2.6.1.
The proof is exactly the same. Take a Picard iteration that converges to
∫
γ
f ;
differentiate by the initial point and apply The Path Independence Theorem
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3.3.1; to show that the path doesn’t matter; so long as it satisfies the require-
ments of this theorem.
To begin the foray, we’ll take two singularities of f , call them ζ1, ζ2 ∈ S. Let
τ1 be a circle about ζ1 oriented positively, with a hole in it of width δ. Let τ2 be
a circle about ζ2 oriented positively, with a hole in it of width δ. Let ρ
− be a line
connecting the bottom part of each hole, oriented positively. Let ρ+ be a line
connecting the top part of each hole, oriented negatively. Call γ = τ1•ρ+•τ2•ρ−;
and for the sake of the argument assume the only singularities within γ are ζ1
and ζ2. Additionally call h1 the arc covering the hole of τ1 and h2 the arc
covering the hole of τ2.
By careful analysis,
∫
γ
f(s, z) ds • z =
∫
τ1
f(s, z) ds •
∫
ρ+
f(s, z) ds •
∫
τ2
f(s, z) ds •
∫
ρ−
f(s, z) ds • z
And, ∫
τ1
f(s, z) ds •
∫
h1
f(s, z)ds • z = Rsd(f, ζ1; z)
And therefore,
∫
γ
f(s, z) ds•z = Rsd(f, ζ1; z)•
∫
h
−1
1
f(s, z)ds•
∫
ρ+
f(s, z) ds•
∫
τ2
f(s, z) ds•
∫
ρ−
f(s, z) ds•z
However h−11 • ρ+ • τ2 • ρ− is a closed contour about the singularity ζ2. And
therefore, ∫
γ
f(s, z) ds • z = Rsd(f, ζ1; z) • Rsd(f, ζ2; z) • z
But, since the contour is independent of how we choose γ, we can put the
contour about ζ2 first. So the ordering of ζ1 and ζ2 doesn’t matter, we get that,∫
γ
f(s, z) ds • z = Rsd(f, ζ2; z) • Rsd(f, ζ1; z) • z
Now this theorem applies for as many singularities as are contained within
the contour. And therefore, of this nature we get a residue theorem. This theo-
rem is of the residual function though, so we’ll label it The Residual Theorem.
Theorem 3.3.2 (The Residual Theorem). Suppose S ⊂ C is a simply connected
domain. Suppose f(s, z) : S×C→ Ĉ is a meromorphic function. Let γ : [a, b]→
S be a closed contour. Let {ζj}nj=1 be a list of the poles of f(s, z) contained in
γ–done so in no particular order. Then,
∫
γ
f(s, z) ds • z =
n
Ω
j=1
Rsd(f, ζj ; z) • z
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We’ll add a little segue here. It should be noted that this result holds when
∂ζj
∂z
6= 0, so long as there is no singularity along the path of γ as z varies. This
is to say, along non-isolated singularities this result is still possible.
But this should be done very carefully; and in such instances Rsd(f, ζj ; z)
is not necessarily a meromorphic function on all of S × C–except perhaps if
S = C. The domain in z must be analyzed carefully when ∂ζj
∂z
6= 0. We will
avoid such cases. But, through a more mediated analysis, the following proofs
are adaptable to these situations. To keep this paper clear, the proofs that
follow are intended for the cases where
∂ζj
∂z
= 0. Or that, our singularities are
independent of z.
This small little theorem will make up the basis of much of this chapter. A
lot of the work we shall do will focus exclusively on consequences of this result.
This nifty little tool helps form comprehension of something that isn’t very easy
to comprehend.
3.4 Additivity Theorem of Contour Integration
In this section the following schema is used. The set S is a simply connected
domain in C. The function φ(s, z) : S × C → C is holomorphic. The functions
f(s), g(s) : S → Ĉ are meromorphic functions. The arc γ : [a, b]→ S is a closed
contour.
The goal of this section is to turn sums into compositions. No less, we aim
to take them back and forth isomorphically. Compositions become additions;
this is quite the anomaly. The goal is to extend The Additive Homomorphism
Theorem 2.5.1 into a more general result.
Therein, we aim to show,
∫
γ
(
f(s) + g(s)
)
φ(s, z) ds • z =
∫
γ
f(s)φ(s, z) ds •
∫
γ
g(s)φ(s, z) ds • z
Now this result follows from The Residual Theorem 3.3.2 and a separate
lemma. The description of this lemma is fairly straight forward. It has its place
in Cauchy’s analysis, but it’s a bit of a triviality in that scenario.
Introduce the term h(s) : S → C; which we assume to be holomorphic. Then
the idea is, ∫
γ
(
f(s) + h(s)
)
φ(s, z) ds • z =
∫
γ
f(s)φ(s, z) ds • z
To understand the significance of this result will culminate in the desired
result. But foregoing the significance at the moment; we’ll prove this result.
For the sake of comprehension; we’ll prove it with respect to the residual. This
affords us a more atomic understanding.
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Lemma 3.4.1. Suppose S ⊂ C is a simply connected domain. Let φ(s, z) :
S × C → C be a holomorphic function. Let f(s) : S → C be a meromorphic
function with a pole at ζ ∈ S. Let h(s) : S → C be a holomorphic function in a
neighborhood of ζ.
Rsd
((
f(s) + h(s)
)
φ(s, z), ζ; z
)
= Rsd
(
f(s)φ(s, z), ζ; z
)
Proof. Recalling that this residual does not depend on our closed contour γ, we
can choose γ(x) = ζ + δeix : [0, 2π] → S; here δ > 0 and is arbitrarily small.
Then,
∫
γ
(
f(s)+h(s)
)
φ(s, z) ds•z =
∫ 2pi
0
iδ
(
f(ζ+δeix)+h(ζ+δeix)
)
φ(ζ+δeix, z)eix dx•z
Now,
δh(ζ + δeix)φ(ζ + δeix, z)eix → 0 as δ → 0
Which is an easy consequence of h(s)φ(s, z) being holomorphic in a neigh-
borhood of ζ. So in letting δ → 0, and interchanging the limit through the
integral, we’re all done. Interchanging the limit poses no problem if we take the
iterative approach. Starting with g1(ω, z) = z and defining,
gn(ω, z) = z +
∫
γω
(
f(s) + h(s)
)
φ(s, gn−1(s, z)) ds
When we shrink the contour γ, the h part becomes irrelevant. Closing the
contour, taking ω → α−; the limit can be shown by induction, wherein,
gn(α
−, z) = z +
∫
γ
f(s)φ(s, gn−1(s, z)) ds
The result follows from this.
With this lemma, we’re essentially at the desired result of this section. If
f(s) and g(s) share no common poles then,
∫
γ
(
f(s) + g(s)
)
φ(s, z) ds • z =
∫
γ
f(s)φ(s, z) ds •
∫
γ
g(s)φ(s, z) ds • z
As the residues of the combined function f + g depend on f and g indepen-
dently; and by Lemma 3.4.1 Rsd((f +g)φ, ζ; z) = Rsd(fφ, ζ; z) if ζ is not a pole
of g; and vice versa. The contour can be organized as we wish, which allows
us to put the singularities of f first and the singularities of g second. So, the
only issue we may have with this result is if f and g share poles. This can be
better explained one step at a time. Assume g(ζ, z) = f(ζ, z) =∞. The aim is
to show that,
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Rsd((f + g)φ, ζ; z) = Rsd(fφ, ζ; z) • Rsd(gφ, ζ; z) • z
Now this result is certainly true if we perturb g to g˜ such that g˜(ζ˜) = ∞
and g˜ → g and ζ˜ → ζ. Therefore we arrive at the next theorem.
Theorem 3.4.2 (The Additivity Theorem). Suppose S ⊂ C is a simply con-
nected domain. Suppose f(s) and g(s) are meromorphic functions which take
S → Ĉ. Let φ(s, z) : S × C → C be holomorphic. Let γ : [a, b] → S be a closed
contour. Then,
∫
γ
(
f(s) + g(s)
)
φ(s, z) ds • z =
∫
γ
f(s)φ(s, z) ds •
∫
γ
g(s)φ(s, z) ds • z
Proof. Let {ζj}nj=1 be a list of the poles of (f + g)φ contained within γ. By The
Residual Theorem 3.3.2 we know that,
∫
γ
(
f(s) + g(s)
)
φ(s, z) ds • z =
n
Ω
j=1
Rsd
(
(f + g)φ, ζj ; z
) • z
By Lemma 3.4.1, if ζj is a pole solely of f then Rsd((f + g)φ, ζj ; z) =
Rsd(fφ, ζj ; z); similarly if ζj is a pole solely of g. If ζj is a pole of both then
Rsd((f + g)φ, ζj ; z) = Rsd(fφ, ζj ; z) • Rsd(gφ, ζj ; z) • z. All of these residuals
commute by organizing the contour any manner we see fit; and therefore the
result follows.
3.5 Infinite Compositions of Contour Integrals
In this section the following schema is used. The set S is a simply connected
domain in C. The sequence of functions fn(s) : S → Ĉ are meromorphic. Fur-
ther, the functions fn(s) are normally summable on its domain of holomorphy
(which is to say on its compact subsets). The function f : S → Ĉ is used to
designate the function,
f(s) =
∞∑
n=0
fn(s)
As in the last section γ is a closed contour γ : [a, b]→ S. Additionally, as in
all of the above; φ(s, z) : S × C → C is a holomorphic function. Accustoming
ourselves with this we write what we aim to show in this section. It is little
different than what we just wrote.
∫
γ
f(s)φ(s, z) ds • z =
∞
Ω
n=0
∫
γ
fn(s)φ(s, z) ds • z
And,
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∫
γ
f(s)φ(s, z) ds • z =
∞
℧
n=0
∫
γ
fn(s)φ(s, z) ds • z
Just as well the ordering of these infinite compositions is entirely arbitrary.
Now, the work to do is quite a handful. To begin, its required we show conver-
gence of these expressions.
Theorem 3.5.1. Suppose S is a simply connected domain in C. Suppose fn(s) :
S → Ĉ is a sequence of meromorphic functions. Suppose these functions are
normally summable on their domain of holomorphy.
Let φ(s, z) : S ×C→ C be a holomorphic function. Suppose γ : [a, b]→ S is
a closed contour. Then the following infinite compositions converge uniformly
on their domain of holomorphy,
∞
Ω
n=0
∫
γ
fn(s)φ(s, z) ds • z
And,
∞
℧
n=0
∫
γ
fn(s)φ(s, z) ds • z
Proof. By The Compactly Normal Convergence Theorem 1.2.1, all we need is
that,
∞∑
n=0
∣∣∣∣∣∣ ∫
γ
fn(s)φ(s, z) ds • z − z
∣∣∣∣∣∣
K
<∞
For all compact disks K ⊂ H where H is a domain of holomorphy for all∫
γ
fnφ while s ∈ γ. There exists a larger compact set K ⊂ L ⊂ H such that,∣∣∣∣∣∣ ∫
γ
fn(s)φ(s, z) ds • z − z
∣∣∣∣∣∣
K
≤
∫
γ
|fn(s)|
∣∣∣∣φ(s, z)∣∣∣∣
L
|ds|
This is certainly a summable series because fn is normally summable. The
set L is guaranteed to exist from our construction of the compositional integral.
See The Triangle Inequality Theorem 2.2.4.
The author has glossed over a few nefarious details in the above proof. But
if one pays close attention to the language everything is right and in order. The
domain of holomorphy in z was treated fairly non-chalantly. But since we have
isolated singularities for each fn, the final result only has isolated singularities
in z.
Now from this convergence theorem, it really isn’t too hard to see our main
result. By The Additivity Theorem 3.4.2, it’s turned into a ‘pulling the limit
through the integral’ kind of problem.
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Theorem 3.5.2 (The Summation Theorem). Suppose S is a simply connected
domain in C. Suppose fn(s) : S → Ĉ is a sequence of meromorphic functions.
Suppose these functions are normally summable on their domain of holomorphy.
Suppose γ : [a, b]→ S is a closed contour. Additionally, φ(s, z) : S × C→ C is
holomorphic.
Then the following infinite compositions converge uniformly on their domain
of holomorphy to,
∫
γ
∞∑
n=0
fn(s)φ(s, z) ds • z =
∞
Ω
n=0
∫
γ
fn(s)φ(s, z) ds • z
And,
∫
γ
∞∑
n=0
fn(s)φ(s, z) ds • z =
∞
℧
n=0
∫
γ
fn(s)φ(s, z) ds • z
Proof. Take the sequence of sums FN (s, z) =
∑N
n=0 fn(s) then by The Additiv-
ity Theorem 3.4.2 we have that,
∫
γ
FN (s)φ(s, z) ds • z =
N
Ω
n=0
∫
γ
fn(s)φ(s, z) ds • z
The limit as N →∞ converges. What’s needed is that,
lim
N→∞
∫
γ
FN (s)φ(s, z) ds • z =
∫
γ
lim
N→∞
FN (s)φ(s, z) ds • z
To get it we need only follow a rather plain procedure. If K ⊂ H where H
is a domain of holomorphy for
∫
γ
fn(s)φ(s, z) ds • z for all n > L. For all ǫ > 0
there exists some L such when M > N > L,
∣∣∣∣∣∣ ∫
γ
M∑
n=N+1
fn(s)φ(s, z) ds • z − z
∣∣∣∣∣∣
K
< ǫ
By the comparison, for some larger compact set K ⊂ L,
∣∣∣∣∣∣ ∫
γ
M∑
n=N+1
fn(s)φ(s, z) ds • z − z
∣∣∣∣∣∣
K
≤
M∑
n=N+1
∫
γ
|fn(s)|
∣∣∣∣φ(s, z)∣∣∣∣
L
|ds| < ǫ
Because,
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∣∣∣∣∣∣ ∫
γ
FMφ−
∫
γ
FNφ
∣∣∣∣∣∣
K
=
∣∣∣∣∣∣ ∫
γ
FNφ •
∫
γ
M∑
n=N+1
fn(s)φ(s, z)−
∫
γ
FNφ
∣∣∣∣∣∣
K
≤
∣∣∣∣∣∣ ∫
γ
FNφ • (z + ǫ) • z −
∫
γ
FNφ
∣∣∣∣∣∣
K
< ǫ′
By normal convergence everything works out. A similar procedure works
just as well for the inverted orientation℧; or by applying functional inversion.
C’est,
(
Ω
n
∫
γ
hn
)−1
=℧
n
∫
γ−1
hn
Which is what we mean by: functional inversion derives the result for the
inverse case. The details are left to the reader.
The reader should note that this provides a proof for The Compositional
Taylor Theorem. This was the direction of this theorem. We can write it
rigorously now.
Theorem 3.5.3 (The Compositional Taylor’s Theorem). Let S be a simply
connected domain in C. Suppose φ(s, z) : S ×C→ C is a holomorphic function.
Let U ⊂ S be an open disk about a point ζ ∈ S. Let γ be a closed contour in S
containing U . For all ω ∈ U and for all z ∈ C,
∞
Ω
k=0
∫
γ
φ(s, z)(ω − ζ)k
(s− ζ)k+1 ds • z =
∫
γ
φ(s, z)
s− ω ds • z
And,
∞
℧
k=0
∫
γ
φ(s, z)(ω − ζ)k
(s− ζ)k+1 ds • z =
∫
γ
φ(s, z)
s− ω ds • z
3.6 The semi-group property of residuals
We will take a quick break here, before moving on into murkier waters. The
author felt it important to point out a consequence of The Additivity Theorem
3.4.2. Suppose that S ⊂ C is a simply connected domain. Let φ(s, z) : S ×C→
C be a holomorphic function. Let f(s) : S → Ĉ be a meromorphic function.
Let γ : [a, b]→ S be a closed contour.
We’re going to express a semi-group property inherent to contour integration.
This serves to describe a very complex creature. It looks innocent enough; but
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behaves abnormally. Let G(ω, z) : C × C → Ĉ be a meromorphic function.
Define it as,
G(ω, z) =
∫
γ
ωf(s)φ(s, z) ds • z
Then,
G(ω,G(α, z)) = G(ω + α, z)
This is an easy consequence of The Additivity Theorem 3.4.2. But it serves to
complicate matters greatly in complex dynamics. It shows just how anomalous
the residual is. It derives a homomorphism from addition to composition; and
greatly simplifies manners of construction. The function G is no less than a
semi-group; but it’s much more complicated. It includes integration in a very
estranged manner.
But nonetheless a closed form expression for G exists. It might not be to the
readers liking but, there is one. Let {xj}nj=0 be a descending partition of [a, b],
and assign ∆γj = γ(xj) − γ(xj+1) and xj+1 ≤ x∗j ≤ xj ; so that γ∗j = γ(x∗j ).
Then,
G(ω, z) = lim
∆γj→0
n−1
Ω
j=0
z + ωf(γ∗j )φ(γ
∗
j , z)∆γj • z
It’s important to keep this in mind as we move further along. This identity
serves to show just how nice compositions behave over compositional integrals.
And that a semi-group is rather easy to construct; and is a kind of linear func-
tion. More complex beasts have just as nice a behaviour though. It’s just they
may look a smidge exotic at first.
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Chapter 4
Appendix
4.1 Introduction
In our appendix we will push forwards towards a more complete picture; but
we shall not create a complete picture. Here, we solely intend to illuminate the
possibilities of the subject. We aren’t to be taken as rigorously here, as we may
graze over ideas a bit too much, and not hit the punchline correctly.
We are drawing out the string in this section, and the string is something
to do with integral transforms. The author himself isn’t sure, but he imagines
smarter people may see what the author himself couldn’t. For that reason we’ll
work a little abstractly and chaotically.
We move now onto our second advanced topic of interest. As our last topic
concerned sums and interchanges with compositions; this topic is of integral
transforms. As the first dealt with a slow growth towards infinite summations;
the next sections deal with a slow growth towards infinite compositional integrals
and operators of this form. And of which, their striking similarity to integral
operators.
For convenience, we will limit ourselves to holomorphic functions and holo-
morphic kernels. And of it, we will restrict ourselves to fairly well behaved
operators. The following discussions could be made with much more general
operators, but we’ll keep the discussion rather frank and simple–as these things
are already exotic enough. This second topic is done fairly loosely; and we
should always assume we’re working in the best possible case scenario.
We are aiming to motivate a philosophy in this appendix. We are not going
to be intensively rigorous. We will paint with large brush strokes and attempt to
draw out the personality of these things. The author didn’t want to bog himself
down too much on the details for the remaining of this paper. He intended to
motivate and suss out the shape; but not analyze to the extent a mathematician
would be expected to do. Nonetheless, it serves for a fairly fun ride.
As to this, the reader is expected to read the remainder of this paper with a
small amount of skepticism. Not so necessarily in the results, but in the details
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glossed over in the proofs. Some of the things surely require a pinch more rigor
and detail. N’on pas fair. Or, we did not do.
But, of our next topic. As we go from
∫ ∑
to Ω
∫
, we can produce a kind
of interchange theorem between integrals and compositional integrals. This will
involve integral transforms; and is tacitly derived from the first topic. This will
culminate in a brief expose´ on The Compositional Fourier Transform.
But along these lines, we’ll also develop rules for manipulating arbitrary
Compositional Integral Transforms. We’ll have a brief discussion of The Com-
positional Laplace Transform, and The Compositional Mellin Transform.
We will spend a more rigorous amount of time talking about The Compo-
sitional Fourier Transform, and aim at proving what can best be described a
close approximate to Poisson’s Summation Theorem. The whole of these topics
is to motivate the ease in which one thinks of an infinite compositional integral.
Again though, n’on pas fair.
4.2 Inversion of Integral Transforms
Throughout this section the following schema is used. The set Wτ = {ω ∈ C :
ℑ(ω) < τ} for some τ > 0. The function f(ω, z) :Wτ×C→ Ĉ is a meromorphic
function. Additionally, we’ll assume the following decay conditions on f . For
all compact sets K on its domain of holomorphy in z, there exists some A ∈ R+
such for all u, v ∈ R with |v| < τ ,
||f(u+ iv, z)− z||K ≤ A
1 + u2
We will also require that f is a kind of residual function. This is to mean, we
will also require that there exists some meromorphic function g(ω, s) :W×S →
Ĉ; a holomorphic function φ(s, z) : S ×C→ C. Such for some closed contour γ,
f(ω, z) =
∫
γ
g(ω, s)φ(s, z) ds • z
In this form it is required that,
||g(x+ iy, s)|| ≤ A
′
1 + x2
Of that nature, we call functions g satisfying this condition, functions of
moderate decay. This terminology is home to Stein & Shakarchi. For further
clarification of the classification of results under this umbrella we suggest reading
[7].
Our operators will act on f , but it is necessary that f can be represented
in this manner. This essentially allows us to pull the integral through. In no
different a manner than how we pulled sums through the integral above. We
shall call functions f of this form Derived Residuals.
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Further, we will assign Q(ξ, ω) : Wτ ×Wτ → C as a holomorphic function
such that, ∫ ∞
−∞
∫ ∞
−∞
|Q(ξ, ω)| dωdξ <∞
And additionally define Q−1 so that,∫ ∞
−∞
g(x)
∫ ∞
−∞
Q−1(ω, ξ)Q(ξ, x) dξdx = g(ω)
The goal of this section is to extend this operation; to better generalize linear
operators in a compositional setting. But to really make heads or tails of it is a
bit difficult. For that reason we will go very slow.
Define the operator Q as follows,
F (ξ, z) = Qf =
∫ ∞
−∞
(
f(ω, z)− z)Q(ξ, ω) dω • z
Our first job; showing that this converges.
Theorem 4.2.1. The function F (ξ, z) : Wτ × C → Ĉ is a meromorphic func-
tion.
Proof. We’ll take the tail of the integral to get, for N large,
FN (ξ, z) =
∫ ∞
N
(
f(ω, z)− z)Q(ξ, ω) dω • z
Take a compact disk K ⊂ C in which this is holomorphic. There exists a
larger compact disk K ⊂ L. For all ǫ > 0 there is an M such for all N > M this
integral can be written,
||FN (ξ, z)− z||z∈K ≤
∫ ∞
N
||f(ω, z)− z||z∈L|Q(ξ, ω)| dω
≤ A
∫ ∞
N
|Q(ξ, ω)| dω
< ǫ
Which holds uniformly for ξ as well. A similar procedure works for F−N =∫ −N
−∞ . Within it we can see that,
∫ ∞
−∞
(
f(ω, z)− z)Q(ξ, ω) dω • z = FN • ∫ N
−N
(
f(ω, z)− z)Q(ξ, ω) dω • F−N • z
And as a result there exists an ǫ′ > 0 such,
50
∣∣∣∣∣∣F (ξ, z)− ∫ N
−N
(
f(ω, z)− z)Q(ξ, ω) dω • z∣∣∣∣∣∣ < ǫ′
This norm is taken on compact subsets of C/P where P is the accumulation
of the poles of
∫ N
−N
(
f(ω, z) − z)Q(ξ, ω) dω • z and across compact subsets of
Wτ .
From this, the next thing we’ll need is that F (ξ, z) has a moderate decay to
z as |ξ| → ∞. This is actually rather straight forward. From the above bound,
since these integrals make sense. We can write,
∣∣∣∣∣∣ ∫ ∞
−∞
(
f(ω, z)− z)Q(ξ, ω) dω • z − z∣∣∣∣∣∣ ≤ A∫ ∞
−∞
|Q(ξ, ω)| dω
Where these norms are taken appropriately. Integrating over ξ poses no
problem and therefore,
G(ω, z) =
∫ ∞
−∞
(
F (ξ, z)− z)Q−1(ω, ξ) dξ • z
The central thought is that G = f . The goal of this section is to make this
statement. The bare tools are right in front of us. It sadly takes some finesse
and maneuvering, and will require a careful eye on behalf of the reader. To
begin we re-express F .
Theorem 4.2.2 (Interchange Theorem). Let Wτ = {s ∈ C : |ℑ(s)| < τ} for
some τ > 0. Let S be a simply connected domain in C, and let γ be a closed
contour in S. Suppose g(ω, s) : Wτ × S → C is a meromorphic function of
moderate decay as ω →∞. Let φ(s, z) : S × C→ C. Then,
∫ ∞
−∞
(∫
γ
g(ω, s)φ(s, z) ds•z−z
)
Q(ξ, ω) dω•z =
∫
γ
( ∫ ∞
−∞
g(ω, s)φ(s, z)Q(ξ, ω) dω
)
ds•z
Proof. Let {ωk}∞k=−∞ be a partition of (−∞,∞). Take the partial sums of the
integral; assume that ∼ means equality upon taking the limit ∆ωk → 0.
∫ ∞
−∞
g(ω, s)φ(s, z)Q(ξ, ω) dω ∼
∞∑
k=−∞
g(ωk, s)φ(s, z)Q(ξ, ωk)∆ωk
By The Summation Theorem 3.5.2,
∫
γ
( ∫ ∞
−∞
g(ω, s)φ(s, z)Q(ξ, ω) dω
)
ds•z ∼
∞
Ω
k=−∞
∫
γ
g(ωk, s)φ(s, z)Q(ξ, ωk)∆ωk ds•z
However,
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∫
γ
g(ωk, s)φ(s, z)Q(ξ, ωk)∆ωk ds•z ∼ z+
(∫
γ
g(ωk, s)φ(s, z) ds•z−z
)
Q(ξ, ωk)∆ωk
Now when plugging in, we get,
∫ ∞
−∞
(∫
γ
g(ω, s)φ(s, z) ds • z − z
)
Q(ξ, ω) dω • z ∼
∼
∞
Ω
k=−∞
z +
( ∫
γ
g(ωk, s)φ(s, z) ds • z − z
)
Q(ξ, ωk)∆ωk • z
But this is exactly the partial compositions of,∫ ∞
−∞
(∫
γ
g(ω, s)φ(s, z) ds • z − z
)
Q(ξ, ω) dω • z
Therefore the interchange is perfectly valid. The reader should take care
that all of these interchanges of limits are valid because of compactly normal
convergence; and comparing them to sums.
A crucial element of this proof is that f is a derived residual function. With-
out this requirement our work would be nonsense. The author learned that the
hard-way when he avoided much of the discussion of residuals and attempted
to prove these results by brute force.
Theorem 4.2.3 (The Linear Inversion Theorem). The function F (ξ, z) satisfies
the inversion property,
f(ω, z) =
∫ ∞
−∞
(
F (ξ, z)− z)Q−1(ω, ξ) dξ • z
Proof. The function in question can be written,
G(ω, z) =
∫ ∞
−∞
(∫ ∞
−∞
(
f(x, z)− z)Q(ξ, x) dx • z − z)Q−1(ω, ξ) dξ • z
The goal is to show that G = f . However, by two applications of The
Interchange Theorem 4.2.2. We can express G as follows,
G(ω, z) =
∫
γ
∫ ∞
−∞
∫ ∞
−∞
g(x, s)φ(s, z)Q−1(ω, ξ)Q(ξ, x)dxdξ ds • z
By our requirements of Q, it should be clear,
G(ω, z) =
∫
γ
g(ω, s)φ(s, z) ds • z = f(ω, z)
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We can think of this result as a type of linear superposition; but it’s done
compositionally. In that, over closed contours linear superposition converts into
compositions. So that, linear operators, say L, which have an inversion L−1;
are easily fiddled with. When we take a compositional form of L (rather than
linear), which only requires taking a compositional integral rather than your
usual integral; it turns into its linear form when applied on a closed contour.
4.3 The Compositional Laplace Transform
We’ll work rather loosely in this section. The idea is to paint with large brush-
strokes. We shall not state any theorems, per se; but rather prove argumenta-
tively the behaviour of The Compositional Laplace Transform. Of it, if f(ω, z)
is a derived residual, then we define,
F (ξ, z) =
∫ ∞
0
e−ωξ
(
f(ω, z)− z) dω • z
Which converges in a right half plane depending on the growth of f(ω, z). Yet
again, through the same analysis as above, its inverse can be derived. Suppose
c ∈ R belongs in the plane of convergence of F . As done above,
f(ω, z) =
∫ c+i∞
c−i∞
eωξ
2πi
(
F (ξ, z)− z) dξ • z
Note, the factor of 2πi is on the inside of the contour. We cannot pull it
out, as the cancellation will be done within the composition.
If f(ω, z) = z + f(ω), then The Compositional Laplace Transform returns
to the usual Laplace Transform. The compositional form does not have any
inherent differential properties like The Laplace Transform has. At least none
the author has noticed.
It does satisfy some nice properties though. If fn is a sequence of said
residual functions. Supposing additionally the sum,
∞∑
n=0
||fn(ω, z)− z|| <∞
Is compactly normally convergent. Then,
∞
Ω
n=0
∫ ∞
0
e−ωξ
(
fn(ω, z)− z
)
dω • z =
∫ ∞
0
e−ωξ
( ∞
Ω
n=0
fn(ω, z) • z − z
)
dω • z
The proof of which follows by pulling through; treating the integral and
the compositions, as an integral and a sum on g (which forms f as a derived
residual). Therein, the need for f to be a derived residual increases ten-fold.
From this one observation, we can now speak of integrals and compositions as
though they are integrals and sums.
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Just as gasoline; The Compositional Taylor’s Theorem becomes exception-
ally important here. We can speak of breaking compositions into sums and
integrals through sums and compositional integrals through compositions. And
all of it isn’t really hard to imagine. Mais donc, N’on pas fair.
4.4 The Compositional Mellin Transform
In the same sens of the last section, we shall not prove any theorems in this
section. We’ll simply play around with these integral transforms a bit more. In
doing so we’ll use another familiar face. Although we’ve called this section The
Compositional Mellin Transform; we won’t actually make a direct generalization
of The Mellin Transform.
Let Γ denote Euler’s Γ-function. If f(ω, z) is a derived residual; with rea-
sonable decay conditions, then,
F (y, z) =
∫ ∞
0
(
f(ω, z)− z)ωy−1
Γ(y)
dω • z
This function converges in a vertical strip of C. As before, its inversion is
done in a very similar manner; if c ∈ R is in this strip then,
f(ω, z) =
∫ c+i∞
c−i∞
Γ(y)
(
F (y, z)− z)ω−y
2πi
dy • z
As a what to do; we’re going to work with this inversion theorem a bit more.
En drame, we’re going to start from this inverse transform. We’re going to
make a bit more assumptions though. First we shall assume that F (y, z) − z
is holomorphic for ℜ(y) < 1 and satisfies reasonable growth/decay conditions
when paired with Γ(y).
The reader may not observe it at first, but the author has already proved
the following identity. Recalling that,
Γ(y) =
∞∑
n=0
(−1)n
(y + n)n!
+
∫ ∞
1
e−tty−1 dt
It need only a quick application of The Summation Theorem 3.5.2 and
Lemma 3.4.1.
f(ω, z) =
∞
Ω
n=0
∫ c+i∞
c−i∞
(−1)n(F (y, z)− z)
(y + n)n!
ω−y
2πi
dy • z
The usual rearrangement works so that,
f(ω, z) =
∞
℧
n=0
∫ c+i∞
c−i∞
(−1)n(F (y, z)− z)
(y + n)n!
ω−y
2πi
dy • z
And avoiding the contour integral all together, we can solely speak of residues.
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f(ω, z) =
∞
Ω
n=0
Rsd
( (−1)n(F (y, z)− z)
(y + n)n!
ω−y
2πi
, y = −n; z
)
• z
This equality only works if the infinite composition converges, and to derive
convergence requires further conditions on F . Each term on the right; when
f(ω, z) = z+ f(ω) is linear; reduces to z+ f (n)(0)ω
n
n! . This is commonly known
as Ramanujan’s Master Theorem.
4.5 The Compositional Fourier Transform
In this section the following schema is used. The function f(ω, z) :Wτ ×C→ Ĉ
is a meromorphic function. Here τ > 0 and Wτ = {ω ∈ C : |ℑ(ω)| < τ}. We
further prescribe that f has moderate decay. Which means, for all compact
disks K in the domain of holomorphy of f ; there exists some A, such that,
||f(u+ iv, z)− z||z∈K ≤ A
1 + u2
Just as before we assume that f is a derived residual. The purpose of this
section is to foray into The Compositional Fourier Transform. We’ll follow
very similarly to Stein & Shakarchi [7] and their development of The Fourier
Transform in the realm of complex analysis. This subject deserves a more careful
treatment than that which we will give.
A lot of what we’ve done above was meant to motivate what we’ll do in this
section. We intended to familiarize the reader slowly with these concepts, where
now we can be more aggressive.
To describe The Compositional Fourier Transform is a bit tricky. It should
defect to the usual Fourier Transform when f(ω, z) = z + f(ω); and it should
share the same beneficial properties The Fourier Transform has. The most
notable properties being, it has good decay and is invertible in a convenient
manner.
We begin by writing,
F (ξ, z) =
∫ ∞
−∞
(f(ω, z)− z)e−2piiξω dω • z
And we justify convergence of this object for all ξ ∈ Wτ . By making the
direct comparison, for all compact disks K in the domain of holomorphy of f ;
there is a larger compact disk L such that,
∣∣∣∣∣∣ ∫ T
−T
(f(ω, z)−z)e−2piiξω dω•z−z
∣∣∣∣∣∣
z∈K
≤
∫ T
−T
||f(ω, z)−z||z∈L dω ≤
∫ T
−T
A
1 + u2
du
As an important notice; it is not necessarily true that F is holomorphic
in ξ. It is however, assuredly holomorphic in z. This poses some problems
in the following discussion. Although we have not proved many things about
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compositional integrals across non-holomorphic functions–the author asks the
reader to bear with him, as the facts we use are proven in the same manner
they are proven in the holomorphic case.
The second thing we can notice, if L1 = (−∞+ ia,∞+ ia) is a line parallel
to R, with 0 < a < τ ; then by The Compositional Integral Theorem 2.3.2:
∫
L1
(
f(ω, z)− z)e−2piiξω dω • z = ∫ ∞
−∞
(
f(ω, z)− z)e−2piiξω dω • z
Again,
∣∣∣∣∣∣ ∫
L1
(f(ω, z)− z)e−2piiξω dω • z − z
∣∣∣∣∣∣
z∈K
≤
∫ ∞
−∞
Ae2piξa
1 + u2
du
Which implies for ℜ(ξ) ≤ 0,
||F (ξ, z)− z||z∈K <Me−2pia|ξ|
Performing a similar procedure with the line L2 = (−∞ − ia,∞− ia), it
implies for ℜ(ξ) ≥ 0,
||F (ξ, z)− z||z∈K <Me−2pia|ξ|
Therefore our function F (ξ, z) has decay to z, and it itself can be fiddled with
under The Compositional Fourier Transform. At hand, we can take a Fourier
Transform of F .
As the author decided to solely motivate this subject. He felt a full exami-
nation of The Compositional Fourier Transform may seem a tad too eccentric,
and by and large this paper is already too much so of. So in respect; we only
have a couple of goals for this transform. The first, one can guess, is to provide
a proof that,
f(ω, z) =
∫ ∞
−∞
(
F (ξ, z)− z)e2piiξω dξ • z
We do so as we did The Linear Inversion Theorem .
Theorem 4.5.1 (The Compositional Fourier Inversion Theorem). Let Wτ =
{ω ∈ C : |ℑ(ω)| < τ} be an open strip in C. Suppose f(ω, z) : Sτ ×C→ C is a
derived residual. Assume additionally, for all compact sets K in the domain of
holomorphy of f there exists a constant A,
||f(u+ iv, z)− z||z∈K ≤ A
1 + u2
Then the function,
F (ξ, z) =
∫ ∞
−∞
(
f(ω, z)− z)e−2piiξω dω • z
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Satisfies,
f(ω, z) =
∫ ∞
−∞
(
F (ξ, z)− z)e2piiξω dξ • z
Proof. To begin we posit the function we are interested in,
G(ω, z) =
∫ ∞
−∞
(∫ ∞
−∞
(
f(x, z)− z)e−2piiξx dx • z − z)e2piiξω dξ • z
Since f is a derived residual, then,
f(ω, z) =
∫
γ
g(ω, s)φ(s, z) ds • z
By two applications of The Interchange Theorem 4.2.2, we see that,
G(ω, z) = f(ω, z)
Of The Compositional Fourier Transform there are a few things that carry
over from its non-compositional form. One being Poisson’s Summation Theo-
rem. As before, write,
f(ω, z) =
∫
γ
g(ω, s)φ(s, z) ds • z
Then, by The Summation Theorem 3.5.2,
∞
Ω
n=−∞
f(n, z) • z =
∫
γ
∞∑
n=−∞
g(n, s)φ(s, z) ds • z
But,
∞∑
n=−∞
g(n, s) =
∞∑
n=−∞
∫ ∞
−∞
g(ω, s)e−2piiωn dω
Which then results in,
∞
Ω
n=−∞
f(n, z) • z =
∞
Ω
n=−∞
F (n, z) • z
And as to expect, we have Poisson Summation.
Theorem 4.5.2 (Poisson’s Composition Formula). LetWτ = {s ∈ C : |ℑ(s)| <
τ} be an open strip in C. Suppose f(ω, z) : Wτ × C → Ĉ is a derived residual.
Assume additionally, for all compact sets K within the domain of holomorphy
of f , there exists a constant A,
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||f(u+ iv, z)− z||z∈K ≤ A
1 + u2
Then the function,
F (ξ, z) =
∫ ∞
−∞
(
f(ω, z)− z)e−2piiξω dω • z
Satisfies,
∞
Ω
n=−∞
f(n, z) • z =
∞
Ω
n=−∞
F (n, z) • z
And,
∞
℧
n=−∞
f(n, z) • z =
∞
℧
n=−∞
F (n, z) • z
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Closing Remarks
We close this paper with a nod towards the possibilities of these expansions.
The author feels this is only the surface value of these objects. This paper,
however, had as its intent a slow analysis of
∫
and ds • z and Ω, and the
chemical interactions of these symbols. But init, it was done focusing on some
bare rudimentary mechanics of complex analysis. We wanted to draw out the
correspondence between
∫
and ds and
∑
. There exists more cricks and crevices
from this construction.
We hardly talked about the derived semi-group from a contour integral. We
made little to no mention of the dynamics of these things. We eschewed much of
the questions regarding linear operators; and we glazed over much of the work.
This paper, though; it was intended to motivate and highlite possibilities. It
was only intended to break ground. There is still much digging to be done.
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