ABSTRACT
INTRODUCTION
Image segmentation plays an important step in image processing and computer vision. The task of image segmentation is to classify image pixels based on the coherence of certain features such as intensity, color, texture, motion, location. Many methods have been previously proposed for image segmentation [1] , [2] . These methods can be classified into two groups: contour-based approaches and region-based approaches.
The aim of the contour-based approaches is to find the boundaries of objects in an image. Many contour-based segmentation algorithms have been developed, such as "snakes" or active contours [3] , GVF (gradient vector flow) [4] , VFC (vector field convolution) [5] , Sobolev gradient [6] .
Region-based approaches classify an image into multiple consistent classes. The main research directions are focused on graph cut approaches [7] , mean shift algorithm [8] and clustering based methods [9] . In this paper, we will focus our attention on clustering methods for image segmentation.
The mixture model (MM) [10] , [11] is the most commonly used model for clustering. In this approach, the pixels are viewed as coming from a mixture of probability distributions, each representing a different component. The parameters of the probability distributions can be estimated very efficiently through maximum likelihood (ML) using the expectation-maximization (EM) algorithm [12] , [13] . When the parameters have been estimated, each pixel can be assigned using the maximum a posteriori (MAP) rule.
The main advantage of the MM is that it has simple mathematical form and it is easy to implement. Thus, it has been used successfully in a number of applications [14] , [15] . A drawback of the MM is that it doesn't use the spatial information about the data [16] . In order to overcome this drawback, the spatial information need to be incorporated into the model and several approaches were proposed.
Markov random field (MRF) [17] , [18] , [19] theory provides a convenient and consistent way to account for spatial dependencies between image pixels. The spatially variant finite mixture model (SVFMM) [16] , [20] , [21] assumes that the prior distribution form a Markov field. The prior distribution of the SVFMM depends on then neighboring pixels and their corresponding parameters. Thus, these models work well in medical images for segmentation [22] . However, the drawback is that they are computationally expensive to estimate parameters. Various approximations have been introduced to tackle this problem. The gradient projection algorithm [16] was proposed to implement the M-step of the EM algorithm. A closed-form update equation followed by an efficient projection method [20] is used to estimate the parameters.
In [23] , a new family prior distributions was proposed for SVFMM. The proposed prior probability is based on Gauss-Markov random field, which control the degree of smoothness for each cluster. The parameters can be estimated in closed form via the MAP estimation using the EM algorithm. In [24] , the Dirichlet Compound Multinomial-based Spatially Variant Finite Mixture Model (DCM-SVFMM) was proposed. This model exploits the Dirichlet compound multinomial probability to model the probabilities of class labels and the Gauss-Markov random field to model the spatial prior.
Another approach to take the commonality of location into account is extension of mixture model [25] . This method is quite similar to the mixture model and easy to implement. It introduces a novel prior distribution which acts like a mean filter to incorporate the spatial relationships between neighboring pixels. In [21] , a spatially constrained generative model was proposed for segmentation. It assumes the prior distributions share similar parameters for neighboring pixels and introduces a pseudo-likelihood quantity to measure the similarity between neighboring pixels priors.
In this paper, we introduce a probabilistic field theory-based model for image segmentation. This model assumes that the whole given image and some unknown parameters construct a field and the labels of image pixels are functions of the field. Therefore, the mixture model-based segmentation can be considered as a special case of the proposed framework. Furthermore, in order to incorporate the spatial relationships between the neighboring pixels, we propose a novel spatially variant mixture model to estimate the parameters.
We also propose a novel approach to properly incorporate the spatial relationships between the neighboring pixels into the priors. The proposed probabilistic field theory-based model account for the spatially local interaction. Numerical experiments are presented to assess the performance of the proposed model both with simulated data and real natural images. We compare the results of our proposed method to other methods both visually and quantitatively.
The remainder of this paper is organized as follows. In Section II, we present a brief introduction of the image segmentation problem and some mixture model-based methods. We describe the details of the proposed model and the algorithm in Section III and Section IV, respectively. The experimental results are shown in Section V.
A REVIEW OF MIXTURE MODEL-BASED METHODS FOR IMAGE SEGMENTATION
In this section, we discuss four commonly used mixture model-based methods for image segmentation. The first group is the standard mixture model in which each pixel is considered independent of its neighbors. In order to incorporate the spatial information into the mixture model, a spatially variant finite mixture model (SVFMM) is proposed, which assumes the prior distributions that generate the pixel labels form a Markov random field. Third one is an extension of standard mixture model. The last group is an extension of the SVFMM.
Firstly we define the image multi-class segmentation problem. Given an image X which has N pixels, we suppose it could be partitioned into K classes U k ; k = 1,2,...,K with the following properties Then we provide a brief description of the multi-class image labeling problems. Consider a set of random variables E = { e 1 ,e 2 ,…,e N }. The random field is defined on the image X, where each pixel i is associated with a random variable e i . Each variable e i = (e i1 , e i2 ,...,e ik ) represents a region assignment for pixel i, where eik is either 0 or 1. P(e ik = 1 | x i ) for all classes, it is assigned to the class with the largest posterior probability
A. Mixture Model
The mixture model [11] assumes a common prior distribution π which is a discrete distribution with K states, whose parameters π k, k = 1, 2, …, K are unknown, and holds:
where we see that the prior π k has no dependence on pixel index i and the prior distribution satisfies the constraints
The mixture model assumes that the density function at a pixel observation x i is given by where P(x i |e ik = 1, θ) is a density conditional on the class label k, i.e.:
where θ k is the parameter of the kth component distribution.
After the mixture model has been fitted, the next step is to estimate the parameters using the maximum likelihood approach. The log-likelihood function of all observations X = {x 1 , x 2 ,…,x N } for the N pixels is given by
The log-likelihood function is considered as a function of the parameters θ where the data X is fixed. The parameters are estimated by the EM algorithm [12] , [13] .
B. Spatially Variant Finite Mixture Model
In the mixture model, the pixels are considered independent. In order to account for the spatial dependence between image pixels, the spatially variant finite mixture model(SVFMM) [16] , [20] was proposed. The density function at an observation x i is given by where the parameter π ik is the prior distribution of the pixel x i belonging to the kth class, which satisfies the constraints:
The SVFMM assumes that the prior distribution that generate the pixel labels form a Markov random field. The random field of the prior distribution is defined [16] :
where Z is a normalizing constant called the partition function, β is a regularization constant. The function U(π) denotes the clique potential function on π which considers the spatial interaction information and can be computed as follows:
where N(i) is the neighborhood of i.
The log-likelihood function becomes:
The above log-likelihood function is more complex than the standard mixture model. Since there are N different π i distributions, one for each pixel i. The M-step of EM algorithm cannot be applied directly to the prior distribution π i. In [16] , [20] and [26] , a large amount of computational effort goes in the estimation of the π i priors in the M-step.
In standard mixture model, only the intensity value of pixel determines the segmented result. While the segmented result of SVFMM is based on intensity value and the spatial information.
C. A Class-Adaptive Spatially Finite Mixture Model
In this section, an extension of Spatially Variant Finite Mixture Model [23] is presented. In this model, the prior probability is considered to be based on Gauss-Markov random field. The novel prior probability allows their parameters to be estimated in closed form using the EM methodology [16] , [20] and [26] . The Gauss-Markov random field prior probability for π in (11) is given by where N(i) is the neighborhood for the pixel i, the parameters capture the spatial smoothness of class k. In this Class-adaptive spatially mixture model (CA-SVFMM), the prior can capture the smoothness of each class in different degrees and adapts better to the data.
The predictor of the prior probability π ik is defined by the mean of its spatial neighbors as where N(i) is the number of pixels in the neighborhood.
The prior statistical assumption is based on where is the prediction error, N (0, β 2 ) is Gaussian random variables with zero mean and variance β 2 .
Moreover, the parameter β of the prior probability can also capture the smoothness in all directions. In [23] , the authors introduce parameters which expresses not only the class variance for class k but also the variance within class k at a certain spatial direction d. In this case, the prior is given by Using the Gauss-Markov random field-based prior probability, the EM algorithm [16] , [20] and [26] is utilized for estimating the parameters. The details of the algorithm is presented in [23] .
PROPOSED METHOD
In this section, we introduce a probabilistic field theory-based model, which assumes the whole image pixels and some unknown parameters construct a field. The mixture model-based methods can be considered as special approaches for estimating parameters. Furthermore, we propose a new spatially constrained mixture model for parameter estimation. In order to consider the interaction between the posterior probabilities, we also proposed a spatially constrained probabilistic field theory-based model for image segmentation.
A. Probabilistic Field Theory-based Model
Field theory [27] , [28] is a classic framework for the analysis of social behavior. Employing the conventions of mathematics, the Lewin's equation represents the idea that human behavior is related both to one's personal characteristics and to the environment where B stands for the individual's publicly observable behavior, P stands for all the causal factors of the individual person, and E stands for all the causal factors of the environment. This equation is graphically shown in Fig.1(a) .
We propose an extension of the Lewin's equation using the probability theory.
where P(B) is the probability of the behavior, and the behavior is a function of the probability P(B), as shown in Fig.1(b) .
The above image segmentation problem in (1) can be considered as a process of labeling:
For the image labeling problem, the random variable e i = (e i1 , e i2 , …, e ik ) can be considered as the behavior of pixel i. We define a set of parameters θ as the environment factors. So the probabilistic field theory for image segmentation is:
where P(e i ) = (P(e i1 = 1 | x i ),..., P(e ik = 1 | x i )) is a vector, which presents the probabilities of the labels for the pixel i. P(e ik = 1 | x i ) is the probability of the pixel i belonging to the class k. x i is the observed value of pixel i. It is graphically shown in Fig.1(c) .
In our method, we define function f using the Bayesian rule:
And for each pixel i, we define function g using the maximum a posterior rule(MAP) to assign it:
The probabilistic field theory-based model is complete only if its parameters are determined. Thus, before we use our model to segment an image, we need to estimate the parameters. The mixture modelbased methods are commonly used approaches for parameters estimation. In this paper, we present a new spatially constrained mixture model to estimate the parameters.
B. A New Spatially Constrained Mixture Model for Parameter Estimation
We propose a new family of smoothness priors to take into account the spatial statistical information.
The weight function is defined as in the extension of the mixture model [25] We denote a new prior distribution where is the normalizing factor, h(i, j) measures the geometric closeness (Euclidean distance) between pixel i and j. In this paper, the geometric closeness h is Gaussian function of the magnitude of the relative position vector of pixel j from pixel i, || u i -u j ||. The geometric closeness function is given as a decreasing function h when the distance || u i -u j || increases:
where σ g is parameter, which defines the desired structural locality between neighboring pixels, u i is the location of the pixel i.
The density function of this mixture model at an observation x i is given by Using the above proposed spatially constrained mixture model, the log-likelihood function can be computed as follow
The parameters are estimated by maximizing the above likelihood L. The algorithm will be presented in the next section.
C. A Spatially Constrained Probabilistic Field Theory-based Model for Image Segmentation
The above proposed mixture model utilizes a novel approach to incorporate the spatial relationships between neighboring pixels into the prior distribution. However, in the probabilistic field theory-based model for image segmentation, we assume that there is no interaction among the posterior probabilities for different pixels. In fact, the posterior probability of one pixel can be influenced by the posterior probabilities of its neighbor pixels. Thus, we propose a spatially constrained probabilistic field theory based model for image segmentation. In the proposed model, to take the interactions of the posterior distribution into account, we add a function F between function f in (16) and function g in (16) to incorporate the dependence of observed data (image pixels).
Motivated by the above we introduce a new function F, which model the interaction over the probability distribution of the assignment where N(i) denotes a set of pixels adjacent to pixel i with respect to a neighborhood system.
The function F is defined as
where Z i is the normalizing factor and h(i, j) is the function measuring the geometric closeness, which are defined in (21).
The proposed model for image segmentation is present as follows:
The model is graphically shown in Fig.2 . Compare to the Fig.1(c) , it is easy to see that the difference between the probabilistic field theory-based model and the proposed model is the function F. The new posterior probability of the proposed model acts like a mean filter. For that reason, the image segmentation result obtained by employing the proposed model is robust with respect to noise.
When the parameters have been estimated using the proposed spatially constrained mixture model, the above spatially constrained probabilistic field theory-based model for image segmentation contains three steps:
Step 1 :
Step 2 :
Step 3 :
ALGORITHM
In this section, we first adjust the parameters to maximize the likelihood function L in (23) using a modified EM algorithm. Then we compute the function f, F and g using the estimated parameters.
A. Parameter Estimation Algorithm
In general, we assume that the probability distribution of the mixture model is Gaussian distribution, which is given by:
In this paper, we use the 3x3 window. Thus, the free parameter of the geometric function h is set to 12 and the normalizing factor Z i is constant and set to 8.52, We use K-means algorithm to initialize the mean and covariance for k = 1, 2, …, K. For the mth iteration, the proposed algorithm can be summarized as follows.
Step 5: Check for convergence or the maximum iteration. If the criterion is not satisfied, then set and return to step 1.
When the criterion is satisfied, we define the estimated parameters as
B. Algorithm for Proposed Image Segmentation Model
When the parameters have been estimated, the next step is to determine to which class the pixel i should be assigned. Based on the proposed model, the algorithm can be summarized as follow.
Step 1: Calculate function f
Step 2 : Calculate function F
EXPERIMENTS
In this section, we provide experimental results on synthetic and real-world images for evaluating our proposed algorithm. 
A. Parameters estimation
The algorithm has three kinds of parameters, the number of components K, the parameters of prior distribution π, and the parameters of all the components θ. In this work we assume that the number of components K is given to us for a particular image. The choice of the parameters affect the quality of image segmentation directly. In this section, we will estimate the parameters of standard Gaussian mixture model(termed GMM), SVFMM, the extension of mixture model(termed EMM), the class-adaptive SVFMM(termed CA-SVFMM), and the proposed model. We compare the efficiency of the proposed model with the others.
We use a synthetic image (256 x 256 image resolution) similar to the one used in [17] , [20] (see Fig.3(a) ). The simulated image has three classes (K=3) sampled from an MRF model using the Gibbs sampler [18] . The gray levels for the three classes are 55, 115 and 225 respectively. Fig.3(b) shows the same image with added Gaussian noise (mean=0, variance=0.02). We use the EM-based algorithm for estimating the parameters of standard GMM, EMM, SVFMM, CA-SVFMM, and our proposed model. Table. I shows the estimated parameters of Fig.3(b) . From this table, we can see that estimated parameters of the EMM, SVFMM, CA-SVFMM and our proposed model are equivalent.
The running times for estimating parameters of the five model are reported in Table. II. The computer used is a PC with Intel Core i3 CPU 3.07GHz and 8.00G RAM. From this table, we can see that the standard GMM run fastest. But its parameters are quiet worse than the others. The running time of CA-SVFMM is the slowest.
B. Synthetic Images
We illustrate the performance of our proposed model with references for synthetic image segmentation. Firstly, we show a comparison of the standard GMM, EMM, SVFMM, CA-SVFMM and our proposed model for the above three-class image segmentation. We use the misclassification ratio(MCR) [17] to measure the segmentation accuracy, which is defined as Fig.3(a) shows original synthetic image and Fig.3(b) shows the original image with added Gaussian noise(mean=0, variance=0.02). Fig.3(c) -(g) show the segmentation results obtained by standard GMM, EMM, SVFMM, CA-SVFMM and our proposed model. Compared with these five algorithm, it is easy to see that our algorithm obtains the best results. The results obtained with varying levels of noise are presented in Table III . As can be seen, the proposed method has a lower MCR compared with the other methods.
In the second experiment, we illustrate our algorithm on a five-class synthetic image. We use a simulated image (256 x 256 image resolution) similar to the above three-class image(see Fig.4(a) ). The gray levels for the five classes are 24, 83, 130, 180 and 230 respectively. In Fig.4(b) we show the image after adding Gaussian noise with 0 mean, 0.02 variance. Fig.4(c)-(g) show the segmentation results obtained by standard GMM, EMM, SVFMM, CA-SVFMM and our proposed model, respectively. Among these methods, the proposed method classify the image with lowest MCR. Moreover, as compared with the other methods, the result obtained by employing our method, as shown in Fig.4 (g), demonstrates a higher degree of robustness with respect to the given level of noise.
Form the above examples we can conclude here that the segmentation results of the proposed model are significant quantitative and with the higher degree of robustness with respect to noise
C. Real World Images
We have also evaluated and compared the proposed algorithms for the segmentation of RGB natural images. The real world images are obtained from the Berkeley's image segmentation database [29] . This database consists a set of natural images and their ground truth segmentation results provided by different individuals. An error measure (Global Consistency Error) [29] has been defined to quantify the consistency between different segmentations. Global Consistency Error(GCE) produces a real-valued output in the range [0; 1], where zero signifies no error. In this paper, we use the GCE to evaluate the performance of our proposed algorithm. Furthermore, we use the probabilistic Rand (PR) index [30] to obtain the comparisons of segmentations of the Berkeley database. It contains values in the range [0, 1] , with values closer to 1 indicating a good result.
In the first experiment, we tried to segment a color image (482 321 image resolution) shown Fig.5 (a) into three classes: the blue sky, the white church wall and the red cupola. Images in Fig.5(b) , (c), (d), (e) and (f) show the results obtained by using the standard mixture model (MM), the extension of MM, SVFMM, CA-SVFMM and our proposed model, respectively. As can be seen, the proposed method outperforms other methods with a higher PR. Also the result of segmentation of our proposed method is quite good. We can observe that the white church wall are slightly better preserved by our method. Furthermore, the bottom right red window and the two crosses are more accurately extracted by our method.
In order to further test the accuracy and determine the efficiency of the proposed method, we do experiment on another real world image. Fig.6(a) shows a color image (321 481 image resolution). We tried to segment the image into three classes. Images in Fig.6 (b) (c), (d), (e) and (f) show the results obtained by using the standard MM, the extension of MM, SVFMM, CA-SVFMM and our proposed model, respectively. Compared with these methods, the proposed method outperforms other methods with a higher PR and a lower GCE. The image shown in Fig.6 (g) is obtained by corrupting the original image in Fig.6 (a) with Gaussian noise (0 mean, 0.01 variance). Fig.6 (h) (i), (j), (k) and (l) present the segmentation results obtained by employing the standard MM, the extension of MM, SVFMM, CA-SVFMM and our proposed model, respectively. From visual inspection of the results, our proposed method demonstrates a better performance compared to the other methods. Moreover, the result of the proposed method is with a higher PR and a lower GCE.
In the final experiment, a set of real world images were used to evaluate the performance of the proposed method against standard MM, extension of MM, SVFMM and CA-SVFMM methods. Table IV presents the cumulative results obtained for all methods, for the given set of images. As can be easily seen, the proposed method outperforms the other methods with a higher PR. 
CONCLUSION
In this paper, we have presented a spatially constrained probabilistic field theory-based model for image segmentation. The proposed model postulates that the whole pixels and some unknown parameters form a field and the label of a particular pixel is a compound function of its features, its neighbors' features and some parameters. To estimate the parameters, we have proposed a novel approach to incorporate the spatial relationships between neighboring pixels into the mixture model. The proposed method has been tested with many synthetic and real world images, the experimental results demonstrate the excellent performance of the proposed model in segmenting the images.
