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Abstract 
The information systems field hos pursued several different objectives such as 
productmty, quality, and integration as the primary focus of research and practice. The 
latest seems to be flexibility. In many fields,flexibility ü>seenasthe[ultimqte philosophy 
of the 1990s. Although Ackqff identified the need for flexible information systems as early 
as 1967, the importance of flexibility has only recently begun to be acknowledged. 
Unfortunately, problems develop because flexibility turns out to be difficult to define and 
to operationalize, and because flexibility measurement criteria are hard to identify. 
Furthermore, flexibility is frequently used as a synonym for issues such as portability, 
reusability, and maintainability. The problems that pertain to flexibility are general; they 
are not unique to the field of information systems. In this paper, a conceptual framework 
is introduced to understand information systems flexibility. The potential of the framework 
is exemplified by applying it to three contemporary developments that claim to introducé 
or increase the flexibility of information systems, i.e., object orientation, CASE 
technology, and relational systems. 
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1. INTRODUCTTON 
The rapid pace of change in our modern post-industrial environment creates 
significant instability and uncertainty for organizations especially for large ones (see, e.g., 
Volberda 1992; Cameron 1986). This external environment generates new requirements to 
both the products and services, and the organization and management of firms. It is 
generally accepted that flexibility is one of the key features of effective organization in a 
turbulent environment. For instance, Steers' review of 17 multivariate models of 
organizational effectiveness in terms of their primary evaluation criteria, reveals that 
flexibility is most often mentioned (1975). In this sense, flexibility refers to the capability 
to adapt to changing conditions that ensures the continuity of organizations. The 
acknowledgment of the importance of flexibility, has resulted in numerous theoretical 
studies on the subject of organizational flexibility since the early 70s (see, e.g., Volberda 
1992; Eppink 1978; Ackoff 1977). Not only in organization and management science but 
also in other fields, for example, production systems (see, e.g., Crowe 1992; Edquist and 
Jacobsson 1988; Zelenovic 1982), logistics (see, e.g., Geraerds and Igel 1989), and 
employment (see, e.g., Standing 1991), flexibility is considered the answer to threats and 
opportunities that are brought about by the increasing dynamics and complexity of 
environments. This state of affairs seems to support the case of those who say that 
1 
flexibility is one of the common-sense principies of our time (see Perez 1985) or those 
who say that flexibility is the ultimate philosophy of the 1990s (see Crowe 1992). 
It is interesting to observe that the studies in these different fields share the similar 
problems pertaining to the phenomenon flexibility. The most fundamental problem, and 
also generally acknowledged as such, concerns the definition of flexibility. The term 
flexibility describes a vague conception that can be interpreted and applied in various 
ways. The following citation of Gerwin and Leung (1980) may serve as a good example 
of this. 
"Flexibility is usually considered the most important attribute of a Flexible Manufacturing System. 
Therefore, it is surprising that a great deal of ambiguity surrounds the term. The difficulty with 
flexibility arises from the existence of several alternative meanings, and the inability to quantify its 
benefits." 
Research on the topic of flexibility has revealed many different opinions resulting in 
a 'mish-mash' of definitions and meanings (see, e.g., Volberda 1992; Kickert 1982; 
Zelenovic 1982; Eppink 1978; Scott 1965). The definitions differ in many ways, for 
example, they delineate different aspects, and they often concern a specific context. The 
variety in definitions and use is caused by the fact that flexibility, like other concepts such 
as quality (see Pirsig 1981; Boehm et al. 1978), is difficult to define, operationalize, and 
measure in a straight-forward marnier. It turns out to be a complex, multidimensional and 
varied concept as, for example, Crowe (1992) illustrates. Notwithstanding these 
difficulties, renewed efforts have recently been made to capture the meaning and purpose 
of the word (see, e.g., Volberda 1992). The limitations of these contributions may be 
traced to their lack of a fundamental theoretical basis. 
One of the fields in which flexibility is being recognized as increasingly important is 
that of information systems. Because the environment of an information system is the 
organization and because information systems mirror aspects of organizations, it is 
, evident that increasing organizational flexibility will have consequences for information 
systems. For instance, Frazelle (1986) argues that in order for organizations to compete 
labor, management, facilities, manufacturing processes, and information systems must all 
be able to adapt to new circumstances quickiy and inexpensively. A similar line of 
reasoning can be found in Allen and Boynton (1991) who say that today organizations 
need the most flexible information systems they can find. 
Several authors, for example, Allen and Boynton (1991), Fitzgerald (1990), 
Rochester (1989), Land (1982), and Ackoff (1967), explicitly refer to the subject of 
information systems flexibility. None of these authors, however, provide an operational 
and comprehensive definition of the notion. As a consequence, the meaning of 
information systems flexibility relies on an intuitive understanding of the term. Hence, the 
field of information systems also encounters the problems faced in other fields as 
described above which results in miscommunication. The different levels and perspectives 
at which information systems flexibility is considered by these authors and the 
homonymous use of the term flexibility to address issues such as portability, reusability, 
and maintainability may easily result in misunderstandings. Furthermore, the ambiguity 
also creates difficulties in assessing the precise value of flexibility enhancing proposals. 
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For instance, questions like "Do object oriented supporters and CASE technology 
supporters mean the sarae thing if they talk about flexibility?" are difficult to answer 
appropriately without a clear definition or demareation of the concept. In addition, clarity 
of the term is also a prerequisite for the operationalization of flexibility and the 
measurement of the degree of flexibility of information systerns. 
This paper attempts to sketch a direction that seems fruitful to follow if we are to 
achieve a theoretical structure that can be helpful in guiding research on and thinking 
about information systems flexibility and flexibility in general. The theoretical structure 
introduced in this paper is a reasonably coherent intellectual framework which integrates 
existing knowledge from various disciplines, e.g., organizational theory, and production 
systems. Existing knowledge pertaining to flexibility is rather diverse and difficult to 
relate because of the lack of a theoretical basis underlying the different contributions. The 
premise of this paper is that the linguistic grammar theory may serve as a conceptual 
bridge between the different disciplines. As a whole, the paper is intended as food for 
thought and conceived mainly as a contribution for opening new paths in thinking about 
(information systems) flexibility. 
The paper presents and illustrates the value of a conceptual framework for 
information systems flexibility. The framework can be used to understand and compare 
past and present developments in the information systems field with respect to their 
contribution to flexibility. The principle of the framework, grasped from grammar theory, 
relies on the view that a situation in which flexibility is involved can be seen as a scenario 
with entities that play different roles. The paper identifies a limited number of roles that 
are common in different information systems flexibility scenarios. These roles constitute a 
framework that supports understanding and enables comparison of different scenarios. 
The framework does not constitute a definition of information systems flexibility neither 
does it discuss the operationalization of flexibility nor the measurement of the degree of 
flexibility in full depth. Instead, it enables a classification of flexibility in such a way that 
for each class a separate definition can be created if necessary. 
In the following sections, the paper addresses the problems of information systems 
flexibility in more detail. Furthermore, two real-life examples will be discussed. Next, 
Section 3 explains the underlying rationale of the conceptual framework. A separate 
section (Section 4) is devoted to the construction of the framework. One of the 
possibilities of the framework is illuminated in Section 5. Successively, three flexibility 
scenarios of contemporary developments in the information systems field are given, i.e., 
relational systems, object orientation, and CASE technology. The paper concludes with 
some remarks on different applications of the framework and provides some suggestions 
for further research. 
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2. INFORMATION SYSTEMS FLEXIBILITY 
In order to provide an overview of the relevant information systems literature 
concerning flexibility, it is useful to differentiate several perspectives. At least three 
perspectives on information systems flexibility can be distinguished: (1) as objective of 
the application of IT, (2) as natural trajectory of IT developments, and (3) as feature of 
information systems. These perspectives are briefly described in this section. 
Some authors argue that one of the objectives of organizations to apply IT has been 
to enhance competitive advantage through increased flexibility (see, e.g., Crowe 1992; 
Geraerds and Igel 1989; Piore and Sabel 1984). In this perspective, the objective of 
information systems is to provide fast and widespread availability of information which is 
necessary to react quickly and to reduce uncertainty. Furthermore, organizations 
endeavour to achieve higher productivity by means of information systems. However, the 
impact of the application of IT on organizations has a dual character seen from a 
flexibility point of view. Darnton and Giacoletto (1989) formulate this two-edged effect as 
follows. 
"IT has the potential either to lock an enterprise into a fixed organizational structure and way of doing 
business, or to unlock a whole range of possibilities through very flexible and adaptive processes to 
support different ways of meeting enterprise objectives." 
The second perspective considers flexibility as natural trajectory of IT developments. 
In several articles on technological advance, it is argued fhat the direction of technological 
advance follows some inner logic of its own, i.e., a so-called natural trajectory (see, e.g., 
Dosi 1982; Nelson and Winter 1977). Especially in industries where technological 
advance is very fast, advances seem to succeed each other in a way that appears 
somewhat 'inevitable' but certainly do not follow a sound (economie) model (see Nelson 
and Winter 1977). The field of IT is often characterized as changing extremely fast and is 
also typified by replacing theories, concepts, and technological advances rather randomly. 
Generally, natural trajectories depend on the technology considered, or more broadly the 
'technological regime' regarded. A technological regime implicitly defines the potentials, 
constraints, and not yet exploited opportunities. Therefore, the technological regime heads 
the attention to certain directions in which progress is possible. In conclusion, the 
particular technological regime both defines the boundaries as well as the trajectories to 
those boundaries. 
The history of IT shows technological advances fhat, albeit implicitly, claim to 
introducé or increase flexibility at different levels. Figure 1 illustrates the progression of 
IT by means of some developments in which the intrinsic drive, among others, seems to 
be flexibility. 
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Level Developaent 
Systems Development Methodologies Chaotic •• Linear * Prototyping 
Database Management Systems Flat files *• Hiërarchie • Netuork > Relational 
Programming Languages 0/1 • Assembier > 3GL • 4GL 
P rog raming Style "Spaghetti" •• Structureel •• Modular • Object oriented 
Systems Architecture Centralized > Decentralized 
Figure 1. Progression in some IT Developments 
It should be noted that the exemplary list of developments in Figure 1 is very 
rudimentary and is included for illustration only. Nevertheless, altogether the 
developments suggest that flexibility can be considered one of the natural trajectories 
within the information systems realm. Support of this perspective can be found in, for 
example, Perez (1985), and Piore and Sabel (1984). 
A third perspective that can be found in the literature, is the point of view that 
envisions flexibility as a necessary but yet lacking feature of information systems. The 
following overview provides a summary of some relevant contributions witn respect to 
this perspective. 
Already in 1967, Ackoff arrivés at the conclusion that an information system should 
be designed to be flexible and adaptive. Land (1982) observes that information systems 
are inherently less flexible than people despite the general opinion that people are 
conservative, dislike innovation, and react adversely to the possibility of change. 
Therefore, information system users and professionals have looked for methods to 
improve this state of affairs. Land devotes most of his attention to one of the proposed 
methods, i.e., improving the designer's model of the world in which the information 
system will have to operate, and to the possibilities of a future analysis. He concludes that 
such an analysis is necessary in order to build information systems with a certain extent 
of flexibility. Fitzgerald (1990) elaborates on the subject of the need for future analysis. 
He proposes a technique of flexibility analysis and also indicates the benefits and 
practicality of the technique of flexibility analysis. Rochester (1989) reviews three 
approaches for building more flexible systems, i.e., designing for change (zero-
maintenance systems [see Ligezinski 1988]), automating application development (CASE 
technology), and aiming for reusability (object orientation). In addition, he distinguishes 
three points of view on information systems flexibility. First, the business view of 
information systems flexibility concerns the ability to develop or adjust information 
systems in accordance to corporate changes. Next, the user's view of information systems 
flexibility implies both intuitive and tailorable user interfaces. Third, the information 
systems department view of information systems flexibility denotes a number of things, 
for instance, portability, connectivity, and maintainability. In a MISQ article of December 
1991, Allen and Boynton address the dual challenge for organizations of speed and 
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flexibility on the one hand, and low cost and efficiency on the other hand. They discuss 
two architectural solutions to the problem, and the advantages and disadvantages of each. 
The difficulty with the above perspectives is the diversity of opinions about what 
information systems flexibility is or how it is understood. Two practical examples may 
illustrate more specifically how diverse these opinions can be. The first concerns a 
corporate financial information system for a Dutch multinational. The system primarily 
contains information about subsidiary companies and their balance sheets and income 
statements (both Consolidated and individual figures). The relevant financial data items of 
the subsidiary companies differ from one another and vary significantly from year to 
year. An information system developed using traditional methods would require 
substantial structural database alterations and application program maintenance in this sort 
of situation. Thus, the system would be experienced as highly inflexible. The information 
system was therefore deliberately designed and built for change. All components (e.g., 
structures and processes) subject to potential change were modelled to be instances of 
some meta database. With this meta database the end-users were able to change the 
information system to a large extent without the help of maintenance programmers. 
Flexibility was built into the system. A more comprehensive description of this 
information system can be found in Spoor (1992). 
The second example involves the degree of flexibility that proceeds from the decision 
to select a non-proprietary 4GL development environment. A large Dutch organization 
chose such a tooi as the coiporate Standard for the development of large interactive 
applications for two reasons: (1) independence from suppliers of (relational) database 
management systems and hardware platforms, and (2) the resulting portability of 
implemented applications over a variety of hardware platforms, flat files and database 
management systems. Thus, whether or not it was based on the right arguments, the 
organization chose the non-proprietary tooi because it would increase information systems 
flexibility. 
3. HOW TO DEFINE INFORMATION SYSTEMS FLEXIBILITY? 
Although flexibility is a popular phenomenon in a number of different fields of 
interest today, an in-depth elaboration of the term itself is rare (exceptions are, e.g., 
Kickert 1982, Volberda 1992). This is particularly the case with information systems 
flexibility where there are at least three distinct approaches. The first is to seek one 
overall definition like the one given by Scott (1965): "... the ability to adjust or adapt to 
change." Similar defmitions can be found in Ansoff (1978), Eppink (1978), and Volberda 
(1992). Because of the versatile nature of the phenomenon, however, applying such an 
approach in the area of information systems will only result in a broad definition with 
hardly any operational value. lts contribution to the understanding of information systems 
flexibility would be small. 
The second approach is to find an ad hoc definition of flexibility suitable for a 
specific purpose. For example, the definition of Veldwijk (1993) "... the extent to which 
an information system can be changed without need for re-programming, re-testing, re-
debugging and re-documenting" is very narrow and dependent on a specific context. 
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Another example can be found in Crowe (1992): "... the ability to make substantial 
changes in schedules and volumes for existing products and to handle frequent product 
revisions and introductions." Although definitions of this kind do have operational value, 
their application is quite limited and, therefore, they provide no sound basis to compare 
and classify various interpretations of information systems flexibility. 
The third approach, which will also be the one adopted in this paper, is to construct a 
flexibility framework instead of seeking for a general or a specific definition. The 
underlying idea is that flexibility has several dimensions, each of which is a measure for a 
particular aspect. If these dimensions can be identified and their values distinguished, then 
a framework can be constructed that is more general than a narrow contextual definition 
and less superficial than an overall one. The problem is, however, finding these 
dimensions and values. Looking to organizational research again, there are various 
different opinions about which dimensions and values are important. For instance, Eppink 
(1978) identifies three dimensions one of which is the type of flexibility that can be either 
operational, competitive or strategie. Reichwald and Behrbohm (1983) also recognize this 
dimension, though, with other values (operational, structural, and strategie). Another 
example of different opinions about a dimension concerns the source of flexibility which 
can be extemal or internal. Although used by several authors (see, e.g., Sagasti 1970; 
Eppink 1978; Reichwald and Behrbohm 1983), they have different interpretations of the 
dimension. For instance, the internal-external dichotomy of Sagasti (1970) refers to the 
location of the disturbance that causes a flexible behaviour, while Eppink (1978) discerns 
between internal and external behaviour (active or passive, respectively). 
The limitations of these contributions may be traced to a lack of a fundamental 
theoretical basis. The collection of dimensions seems to be scraped together without much 
regard to their origins and relationships. 
A statement of the underlying principles is therefore in order. These are based on a 
liguistic analysis which seeks to create a knowledge representation language (the 
framework) to capture knowledge about information systems flexibility. This language 
also provides a basis for many of the contributions described above. Because the 
knowledge representation language is always grounded in natura! language (see Weigand 
1989), its essentials are based on grammar theory. There is a world of grammar theories 
available to choose from (see, e.g., Winograd 1983). They all have in common the use of 
sets of semantic primitives that serve as bridges between the abstract level of knowledge 
and the representation level of symbols (see, e.g., Newell 1982). These have a certain 
correspondence to meaning, but, because this relationship is far from simple, the variety 
of proposed sets of primitives is huge. Well known examples are Systemic Grammar (see 
Halliday 1961), Case Grammar (see Fillmore 1968), and Conceptual Dependency 
Grammar (see Schank 1975). All these grammars are open-ended proposals: there is no 
overall theory on which they can be based. In fact, finding a minimal set of semantic 
primitives is an empirical issue (see Weigand 1989). Consequentiy, the knowledge 
representation language (i.e., the conceptual framework) to be created is also open-ended 
and requires further empirical confirmation (a matter for a separate paper). The literature 
on grammars can only serve to choose a suitable point of view and create a plausible set 
of primitives for the framework. This task is dealt with in the next section. 
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4. ESTABLISHING THE CONCEPTUAL FRAMEWORK 
Each line of reasoning has its basic assumptions. So has the following. Three 
assumptions have been made. The first and most basic one is that the understanding of 
information systems flexibility can be increased by observing what happens with it in 
different situations and searching for patterns. Actions, properties and perceptions play 
different roles in these situations, like the roles of a scenario. Fillmore (1968) calls such 
roles case roles, i.e., "semantically relevant syntactic relationships." Schank (1975) 
speaks of conceptual cases. In this paper the term role is adopted to emphasize the 
scenario metaphor. 
The second assumption is that the roles of participant entities in a flexibility scenario 
can be discovered by asking simple questions about the scenario. This has also been 
suggested by Minsky (1975). The framework to be presented is based on questions about 
what happens in situations where information systems flexibility is at stake. Questions are 
also vehicles to find, for each role, a set of fitters - conceptual values of roles. For 
example, as will be seen, the values chosen for the Method role will be Parameters, 
Library and Development. Roles and fillers facilitate the classification and measurement 
of a particular scenario. Winograd (1983) calls systems like these choice systems. 
The third assumption is that actions, properties and perceptions in the realm of 
information systems flexibility can be separated into two groups, i.e., those concerned 
with building flexibility and those concerned with mobilizing the phenomenon. The idea 
behind this is that flexibility has the general character of a potential or ability that can 
either be built or mobilized. The assumption is necessary because, as will be seen, the 
observed flexibility potentials focus on different stages of the informations system's life 
cycle. Without the assumption the questions put forward to capture knowledge about the 
flexibility phenomenon tend to be open to alternative interpretations. 
The remainder of this section first concentrates on the questions and roles concerned 
with the mobilization of information systems flexibility. The discussion about building 
flexibility is deferred to the end of the section. Figure 2 depicts a collection of questions 
and indicates for each question a role that can be deduced from it. The questions chosen 
are the basic ones for characterizing a phenomenon (when, who, where, how, what). 
There is no guarantee however that they are adequate, only a conjecture that they are. 
The roles associated with them have a ground in the grammar literature and have been 
evaluated on the basis of the frequency with which they are mentioned in the literature 
concerning organizational flexibility and their potential contribution to information 
systems flexibility. Some of these references are also listed in Figure 2 for illustrative 
purposes. The five structural patterns of flexibility which are mentioned in the figure are 
clarified successively. 
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Questions about flexibility Roles References 
When is it mobilized? Inception Schank(1975), Eppink<1978>, Reichwald<1983) 
Who/what does it mobilize? Agent Winograd(1983), Ackoff(1971), Reichwald(1983) 
Where is it mobilized? Process Schank(1975), Ives(1980), Rochester(1989) 
How is it mobilized? Method Schank(1975), Kickert(1982>, Reichwald(1983) 
What does the mobilization affect? Recipiënt Sagasti(1970), Ackoff(1971), Schank(1975) 
Figure 2. Questions, Roles and References 
1. The Inception Role 
The first role, Inception, indicates the point of mobilization of the flexibility 
potential. Reichwald and Behrbohm (1983) call it "Einsatzzeitpunkt," others call it Time 
(see, e.g., Schank 1975). Three points of time are of relevance, i.e., time of disturbance, 
time of counter-measure, and time of perception. Figure 3 depicts the two possible 
moments of inception, i.e., Reactive and Anticipative. 
T T y *• Reactive 
t,d) t(p) t(c) time 
I I I T T • *• Anticipative 
t(p, t(c, t(d) time 
Where: t,p) = Time of perception 
t(c, = Time of counter-measure 
tu, = Time of disturbance 
Figure 3. Inception Role 
The Inception role is reactive when the time of perception is after the time of 
disturbance. The pace with which the counter-measure is mobilized is important because 
the inflexibility costs of an information system can increase significantly [t(c) - t^]. An 
example of reactive inception is restructuring the database and application program 
rewriting as a consequence of a change in one of the business rules in the environment of 
the information system. For instance, an organization initially requires each of its 
employees to work on only one project at any time but later changes its policy to allow an 
employee to work on a number of projects simultaneously (see Sockut and Goldberg 
1979). 
The Inception role is anticipative when the disturbance is perceived before it occurs. 
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This implies that the change or disturbance can be foreseen to some extent. Although it is 
almost impossible to predict all future changes, recent studies indicate that a future or 
flexibility analysis is both feasible and practical (see, e.g., Fitzgerald 1990). The 
information system is adapted to cope with the change whenever it actually occurs. 
During its operation, the information system can be temporarily inefficiënt [t(d) - t(c)]. 
However, the period of inefficiency must be seen as a kind of insurance investment 
because when the change occurs the system has low or no inflexibility expenditures to 
adapt to the change. For example, the above change in a business rule can also be 
countered anticipatively and incorporated in the database structure in advance and, hence, 
eliminating the need for database restructuring and consequently, application program 
rewriting (see Date 1990). 
2. The Agent Role 
The second role, which is called Agent, concerns the origin of mobilization of the 
flexibility potential. It is an important entity both in the grammar literature and in the 
literature concerning flexibility (see, e.g., Winograd 1983; Sagasti 1970; Ackoff 1971; 
Reichwald and Behrbohm 1983). In order to characterize information systems flexibility 
two types of origins are of importance. Either the mobilization of the potential arises from 
within the information system itself (interna!) or from an outside source (external). The 
values for the Agent role are therefore chosen to be Internal and External. 
An example of an internal Agent is the recovery routine of a Database Management 
System. The information system itself is in the position to identify the disturbance and to 
mobilize the flexibility potential without interference from its environment. In contrast, 
reformatting of the physical database structure is an example of an external mobilizer, 
i.e., the Database Administrator (see Date 1990). 
The application of the values internal and external requires a sharp distinction 
between aspects that belong to an information system and aspects that are part of its 
environment. Whereas information systems and their environments are objective entities, 
they are also subjective because the specific formation of elements that constitute them is 
prescribed by the interests of the observer. Therefore, the same phenomena can be 
observed differently by various analysts (see, e.g., Ackoff 1971). In the remainder of this 
paper, a narrow definition of an information system is utilized, i.e., an information 
system is an automated system which consists of a set of hardware devices, a filled 
database and a collection of application programs. 
Looking ahead to the application of the flexibility framework (see Section 4), one can 
expect that most Agent roles will be external because the self-adaptation capabilities of 
information systems are very limited. 
3. The Process Role 
The Process role refers to the stage at which the flexibility potential is applied. It is 
an orientation role as defined by Schank (1975) and included in the framework because 
the flexibility claims of various developments in the realm of information systems 
concentrate on different stages of the systems life cycle. Ives et al. (1980) describe three 
stages called processes: development, use, and operations, which make up the interactions 
between an information system and its environments. The development process yields an 
information system by selecting and applying environmental development resources such 
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as methods and techniques. For example, CASE technology seeks to provide flexibility 
during the development process by supporting different diagramming techniques, data 
modelling approaches, etc. (see McClure 1989). The use process focuses on the 
utilization of the informaüon system by primary users (i.e., decision makers and 
intermediaries). For example, relational database management systems profess flexibility 
during the utilization of the information system by means of an ad hoc query facility (see 
Date 1990). The operations process concerns the physical operation of the information 
system (e.g., performance, service, etc). For instance, non-proprietary front-ends 
emphasize flexibility during the information system's operation by facilitating database 
management system independence. 
4. The Method Role 
The Method role emphasizes the procedure that is foliowed when the flexibility 
potential is mobilized. It indicates whether flexibility is revealed through the modification 
of information system parameters, the application of a library with predefined elements, 
or through the development of new elements. Parameters, library, and development are 
the instruments of the procedure (see, e.g., Schank 1975; Reichwald and Behrbohm 
1983). Several development methods concentrate on designing for change (see Veldwijk 
1993; Ligezinski 1988). Consequently, many required changes to the information system 
can be effected by altering parameters rather than by modifying the database structure or 
application programs. On the other hand, programming languages, for example, contain 
libraries of functions that enable the programmer to (re)use these functions during the 
implementation of application programs. Required changes to information system's 
elements that are not available in the library or cannot be realized by modifications to 
parameters have to be developed by the programmer. 
5. The Recipiënt Role 
The final role, Recipiënt, involves the implications of the mobilization of flexibility 
potential on the elements of the Information System. Support for this role can be found in 
several grammar proposals (see, e.g., Schank 1975; Weigand 1989) and other literature 
(see, e.g., Ackoff 1971). Sagasti (1970) distinguishes two aspects that can be affected, 
i.e., structure and function. In the context of information systems, structure is subdivided 
into architecture and database structure. Downsizing is an example of an alteration of the 
architecture of an information system (see Doll and Doll 1992). Database restructuring is 
an example of modification of the database structure (see Sockut and Goldberg 1979). 
The functions of a system are a product of the outcomes that define its goals and 
objectives. In the case of an information system, they are incorporated in the application 
programs. Functional alterations are therefore changes in the application programs. It 
should be noted that the boundary between database structure and application programs is 
rather indistinct and depends on existing conventions (see Boogaard and Veldwijk 1993; 
Kent 1989). Consequently, the aspects that belong to the realm of the database structure 
or to the domain of application programs differ between information systems. 
These five roles of flexibility and their accompanying values result in the following 
conceptual information systems flexibility framework (see Figure 4). 
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Role Value 
Inception Reactive Anticipative 
Agent External Internal 
Process Development Use Operations 
Method Development Parameters Library 
Recipiënt Architecture Database structure Function 
Figure 4. Information Systems Flexibility Framework 
A major difference between the framework approach and the two other approaches 
mentioned in Section 2 (i.e. general comprehensive definitions and specific contextual 
definitions) is that the framework does not provide a definition of information systems 
flexibility. It is a classification mechanism that enables to recognize different kinds of 
flexibility. In fact, the framework may lead to a number of specific contextual definitions, 
one for each class. For instance, the definition of Veldwijk (1993) mentioned in Section 2 
originates in the technique to avoid hard-coding as much as possible by shifting functional 
aspects to the data structure and data instance realm and by applying meta data structures. 
The roles and values for the mobilization of flexibility are in this case: Agent = External, 
Process = Use, Recipiënt = Database structure, Method = Parameters, and Inception = 
Reactive. 
The framework also facilitates a comparison and evaluation of different classes 
because the values of some of the roles in the framework (e.g., Agent and Method) are a 
measure for the effort needed to mobilize a flexibility potential. For example, from a 
flexibility point of view an information system that can be altered by means of a library is 
more flexible than a system that can only be changed through development. Likewise, an 
internal agent is preferable over an external agent, because external means costly human 
labour while internal implies that the work is done by a system. This measure of effort is 
related to the time dimension given by Zelenovic (1982). His time dimension is a yard-
stick of the time needed to perform the mobilization of a flexibility potential (not to be 
confused with the inception time). Effort has not been included into the framework as a 
separate role because the framework already covers it implicitly. 
The discussion so far has deliberately focused on the mobilization of information 
systems flexibility, because the building or creation of a flexibility potential can be 
explained in terms of the roles and values found for mobilization. As a matter of fact, the 
framework for building flexibility can be constructed as subset of the mobilization 
framework. Successively, the five roles have the following values in case of building: (1) 
Agent is always human, at least at the current state-of-the-art. Therefore, its value is 
External; (2) Process is always Development; (3) Recipiënt has the same value as during 
mobilization of the potential that is built; (4) Method also has only one value, i.e., 
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Development; and fmally (5) Inception can only be Anticipative, because building of 
flexibility anticipates future changes (while its mobilization can either be reactive or 
anticipative). The framework therefore serves as a vehicle to represent both the 
mobilization as well as the building of information systems flexibility. However, as has 
been said earlier, it is at present no more than a basis for discussion, an initial proposal 
that requires further empirical confirmation. This is beyond the scope of the current 
paper, but the following section discusses the potential practicability of the framework. 
5. APPLICATION OF THE FRAMEWORK 
A number of approaches to information systems analysis, design and implementation 
claim to introducé or increase flexibility. However, it has been made clear in the 
introduction section that they mean different things and have different goals with it. In 
this section, three approaches are discussed and positioned on the basis of the conceptual 
framework. Successively, object orientation, CASE technology, and relational systems 
will be considered because of their current significance in theory and practice. The 
flexibility claims of the three approaches are evaluated on the basis of theoretical 
descriptions, rather than the application and practical realization of their claims. 
5.1 Object Orientation 
The perspective of object orientation is based on concepts derived from object 
oriented programming languages which in turn evolved from conceptual work by 
programming language theorists on abstract data types (see Heintz 1991; Meyer 1988). 
An object is defined as an entity that is described by a collection of attributes which 
represent the object's state and procedures called methods that describe the object's 
behaviour. Instead of calling functions, Communications between objects is based on 
passing messages. Object orientation, whether it is applied to analysis, design, or 
programming, is often defined by four core concepts, i.e., encapsulation, classification, 
inheritance, and polymorphism (see, e.g., Pawson 1991). Encapsulation entails combining 
both code (methods) and data (attributes) within self-contained objects. Data within 
objects can only be accessed and changed through the methods in the same object. 
Classification means that each object is an instance of a class (object type). A class can be 
regarded as a template that defines both the data held within objects of that class, and the 
methods that can operate on them. The third concept, inheritance, is the capability of an 
object automatically to inherit attribute definitions and methods from higher-level classes. 
Subclasses inherit superclass attributes and methods, but can also modify or extend this 
definition through the definition of locally owned attributes and methods. Finally, 
polymorphism denotes that different subclasses can interpret the same message in different 
ways. Consequently, polymorphism reduces the amount that programmers need to know 
about the different characteristics of various classes. The coding of the (general) method 
that interprets the message will be specific for each subclass. 
To conclude, object orientation claims flexibility by facilitating a modelling approach 
that closely reflects human conceptuaüzation of the system domain and thus enhances 
maintainability. Furthermore, object orientation focuses on reusability and extendability 
which is realized by means of inheritance (generic code used by subclasses), 
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encapsulation (modularized to a certain point where it is easy to extract and modify), and 
minimization of object interdependenties. 
Object orientation can be evaluated on the basis of the roles and values of the 
conceptual framework for information systems flexibility as follows. The flexibility 
potential of object orientation must be mobilized by an external Agent. Object orientation 
concentrates on the development Process by building a comprehensive library of general-
purpose object classes, which enables the creation of new information systems from 
existing objects. Object orientation can therefore dramatically reduce the effort of new 
systems development. Establishing an appropriate class hierarchy is crucial to achieve all 
the benefits of object orientation. Yet the process of identifying an initial class hierarchy 
is far from intuitive and there are only a few formal analysis methods available (see 
Pawson 1991). The Recipiënt role is dual valued in this case because object orientation 
combines data structures and functions into objects. The benefits of object orientation 
primarily derive from the reusability of objects. Therefore, object orientation is focused 
on the Library value of the Method role. Whenever a situation occurs that does not quite 
fit in the current class hierarchy, it is simple to create a subclass. In addition, required 
objects that do not fit in the class hierarchy at all need to be developed separately. The 
Inception role for object orientation is reactive. Although establishing of a class hierarchy 
can be considered anticipative (see the discussion at the end of the previous section), the 
counter-measure takes place after the disturbance. The pace with which the counter-
measure can be mobilized and executed is enhanced by reusability. 
5.2 CASE Technology 
The basic idea behind CASE technology is to supply a collection of well-integrated, 
labour-saving tools linking and automating all phases of the systems development life 
cycle (see McClure 1989). CASE technology is a collective noun for different tools that 
support (a part of) the system development life cycle. Normally, three kinds of CASE 
tools are distinguished, i.e., upper CASE tools, lower CASE tools, and integrated CASE 
tools. The distinction between these types of CASE tools depends on the stages of the 
systems development process they support. Upper CASE tools primarily support the 
analysis and functional design stages of the systems development process, whereas lower 
CASE tools mainly concern the technical design and implementation stages. Integrated 
CASE tools support all the stages of the systems development life cycle and normally 
include support for project management. In general, CASE technology focuses on 
productivity enhancement of the information systems development process through 
automatic code generation. In order to achieve higher productivity, CASE technology 
provides among others: several adjustable development methodologies, a repository, 
screen and report painters, diagramming tools, specification checking tools, code/database 
generators, re(verse) engineering tools, project management tools, and documentation 
generators. To conclude, the flexibility claims of CASE technology mainly concern 
productivity and maintainability. Furthermore, CASE technology include support for 
several types of diagramming techniques and customizable development methods. Finally, 
the CASE repository is a mechanism for providing and controlling reusable components. 
Therefore, CASE technology makes reusability practical (see McClure 1989). 
CASE technology can be evaluated in terms of the information systems flexibility 
framework as follows. The flexibility potential provided by CASE technology is 
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mobilized externally (Agent role). Furthermore, CASE technology focuses on the value 
Development of the Process role by supporting the overall development process 
automatically, facilitating several methodologies and diagramming techniques from which 
the developers can choose, and by enabling prototyping. The effect of CASE technology 
on values of the Recipiënt role is the design of the database and the application programs. 
Consequently, required changes in the database structure or application programs can be 
easily located. As CASE technology primarily concentrates on productivity and 
maintainability, the impact on the value Development of the Method role is quite large. In 
addition, the Library value of the Method role is also supported to some extent by 
providing reusability. The value of the Inception Feature for CASE technology is 
Reactive. Again because of its emphasis on productivity, the pace with which the counter-
measure can be mobilized and executed is enhanced by applying CASE technology. 
5.3 Relational Systems 
The relational approach represents the dominant trend in the database management 
systems (DBMS) marketplace today (see Date 1990). These DBMSs are based on the 
relational model which was introduced around 1970 (see Codd 1970). Since then the 
relational model has been refined by its leading advocates Codd and Date (see, e.g., Codd 
1970; Codd 1990; Date 1990). Briefly, a relational system is a system in which: (1) all 
data is perceived by the user as tables and nothing but tables, and (2) the operators that 
are at the user's disposal are operators that generate new tables from old. The relational 
model represents a major advance toward the goal of data independence and data 
consistency. The flexibility claims of relational systems mainly concern the provision of 
data independence and productivity improvement by means of applying high-level non-
procedural relational languages. Data independence can be defined as the immunity of 
application programs and terminal activities to change in storage structure and access 
technique. Generally, within relational systems two kinds of data independence are 
considered, i.e., physical data independence (users and user programs are independent of 
the physical structure of the database), and logical data independence (users and user 
programs are independent of the logical structure of the database). The advantage of 
increased productivity can be traced to several factors but primarily corresponds to the 
simplicity and power of relational languages, e.g., SQL (see Codd 1990). Furthermore, 
RDBMSs contain several facilities to control the data, for example, recovery and 
concurrence controls. 
The evaluation of relational systems on the basis of the roles and values of the 
information systems flexibility framework can be described as follows. In relational 
systems the flexibility potentials are generally mobilized externally. However, several 
potentials, for instance, the recovery routine and automatic bind process of RDBMSs, are 
mobilized internally (see Date 1990). Relational systems focus on both the development 
and use process by increasing productivity and data independence, and facilitating a 
relational language. The effect of relational systems on the Recipiënt role is the provision 
of data independence and a data manipulation language for application programs, and a 
relational approach and a data definition language for the database structure. The value 
Architecture is also influenced to some extent by means of distribution independence. 
Furthermore, relational systems primarily concern the Development value of the Method 
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role. RDBMSs sometimes respond to changes by applying resource library functions. The 
value of the Inception role for relational systems can be Reactive but also Anticipative. 
For instance, the provision of logical data independence by applying the view mechanism 
requires an anticipative inception. Alteration of the physical database structure by means 
of DDL is an example of reactive behaviour. 
5.4 Comparison of the Approaches 
The contribution of the three approaches to the various roles of information systems 
flexibility can be summarized by means of Figure 5. The figure shows only the 
mobilization of flexibility. Moreover, only those flexibility contributions are indicated in 
the framework that are emphasized in the theoretical descriptions of the three approaches. 
The impact of the different approaches on the other values of a role are omitted for 
simplicity. For instance, each approach asserts to provide portability (Operations value of 
the Process role) but does not consider it as their main flexibility attribute. The result is a 
comparison of the three approaches discussed. 
Approaches 
Role 
Object orientation CASE technology Relational Systems 
Inception 
Reactive Reactive Reactive and 
Anticipative 
Agent 
External External Generally External 
limited Internat 
Process 
Development Development Use and Development 
Method 
Library Development and Library Development and limited 
Library 
Recipiënt 
Database structure and 
Function 
Database structure and 
Function 
Architecture, Database 
structure and Function 
Figure 5. Contribution of Approaches to Information Systems Flexibility 
Examining the roles and values of Figure 5 shows that, as far as flexibility is 
concerned, object orientation and CASE technology look very much alike, whereas 
relational systems deviate. So, the question "Do object oriented supporters and CASE 
technology supporters mean the same thing if they talk about flexibility?" put forward in 
the introduction to this paper, may be answered positively, that is, to a certain extent. 
Between object orientation and CASE, all values correspond, except for the Method role. 
According to the values of this role, object orientation is more flexible than CASE (that 
is, as far as mobilization is concerned) because development requires more effort (an 
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implicit role, see previous section) than library. However, CASE tends to emphasize 
reusability (i.e., shifts towards library) more and more. One should keep in mind though, 
that this advantage very much depends on the availability of an adequate library that has 
to be developed too. 
Relational systems differ from the other two systems. Figure 5 demonstrates that 
relational systems show flexibility in other areas than object oriented systems and CASE 
systems. For instance, relational systems offer flexibility during usage, whereas neither of 
the other two do. Furthermore, relational systems explicitly deal with distribution 
independence as a flexibility aid, which is not the case with the other two. Moreover, 
logical data independence facilitates anticipative inception whereas this is not the case 
with the other two. 
The differences between the characteristics of flexibility of object oriented systems 
and relational systems might explain the current interest in so-called object oriented 
databases (see Stein and Maier 1988). As far as the flexibility framework is concerned, 
object orientated systems and the relational systems are complementary. Among other 
things, object oriented databases combine the flexibility advantages of object orientation 
and relational databases. Supporters of both camps, therefore, could learn from the 
framework and the observations made with it. 
6. CONCLUDING REMARKS 
Information systems flexibility is a phenomenon that seems to have many dimensions. 
Traditional definitions of it however tend to either cover just a small part of these 
dimensions (narrow definitions) or stay at too high a level to be meaningful (broad 
definitions). This paper seeks to introducé a classification framework that can be used to 
increase the understanding of the dimensions of information systems flexibility ahead of 
possible definitions. In other words, definitions might be deduced from the application of 
the framework. 
Although many studies on flexibility in related areas accept that it is 
multidimensional, discussions about the underlying fundamentals and assumptions are 
very rare. This paper pays specific attention to both the fundamentals and the assumptions 
underlying the framework. The dimensions of flexibility have been recognized as the 
semantic primitives of a linguistic grammar. These primitives represent the roles played 
in a scenario in which flexibility is at stake. In other words, the understanding of 
flexibility goes through looking at what happens with it. It was concluded that the 
collection of semantic primitives cannot be found on the basis of some theory. Instead, a 
minimum and adequate set of primitives for information systems flexibility has to be 
established empirically. The framework presented in this paper is therefore an open-ended 
proposal, a basis for discussion. Nevertheless, the proposed set of primitives is plausible 
for two reasons: the primitives are selected on the basis of fundamental questions which 
makes them likely to be relevant, and they also receive much support from both the 
grammar and the flexibility literature. The primitives are therefore conceived to be the 
underlying basis of the flexibility framework. 
The construction of the framework and its application to three important information 
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technologies, uncovered that the framework not only enables classification of types of 
flexibility but also facilitates comparison of different types in terms of their flexibility. 
The effort needed to act in a flexible manner (an implicit feature of the framework) can 
be used as the measure to compare different manifestations of information systems 
flexibility. The comparison in Section 4, for instance, showed that object orientation and 
relational systems complement each other in terms of flexibility. This suggests that it 
might be useful to classify and, where possible, compare other approaches, issues, and 
systems in the information systems realm than those treated in Section 4. However, the 
measurement of the degree of flexibility and also the operationalization of flexibility 
require further research. Another interesting research issue may be a quantitative analysis 
of the degree of flexibility of individual information systems based on the flexibility 
framework. 
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