Abstract
INTRODUCTION
Contamination of data sets by extreme values or outliers is an unavoidable aspect of signal processing [4] . Algorithms that are sensitive to outliers, such as those based on higher-order statistics, must be made robust to them.
Blind source separation is defined as the problem of de-mixing an additive combination of statistically independent signals based only on observations of those mixtures. Independent component analysis (ICA) is a statistical method for extracting sources fiom their mixtures, without the knowledge of the sources themselves. It uses the information contained in the higher order statistics of the observed mixtures, under the assumption of non-Gaussian distributed sources, to separate the signals into their original sources, up to an arbitrary scale and permutation [5]. In general, if the influence of an outlier on an estimate is bounded, the estimator is labelled B-robust. Unfortunately, a great number of ICA estimators, including FastICA, have been proven not to have the property of B-robustness [6] , [8] . It is difficult to create an ICA estimator, let alone create one that has the property of B-robustness. However, Mihoko and Eguchi did achieve this by designing an estimator based on j3-divergence distance measure [8] . The question we seek to answer is whether or not we must use a B-robust ICA algorithm to minimize the influence of an outlier, or can we combine a non-robust ICA algorithm with outlier mitigation and achieve similar results?
To determine this, we compare the non-B-robust FastICA algorithm augmented with K-means clustering for outlier mitigation to the published results of the Brobust P-divergence algorithm by Mihoko and Eguchi. In our blind source separation simulation we have used the same analytical distributions as used by Mihoko and Eguchi. We have selected FastICA as the non-B-robust estimator as its properties are well known. Consequently, we select the most outlier-robust form for our simulations. The K-means clustering algorithm has been selected for outlier mitigation because the technique is straightforward and can give an indication of whether or not to pursue more advanced outlier mitigation techniques.
INDEPENDENT COMPONENT ANALYSIS
ICA is a statistical method for estimating a set of unknown sources only from the observations of their mixtures. Figure 1 shows the linear ICA model, with n unknown linearly-mixed sources s, and n output observations, x. These observations are used to estimate the de-mixing matrix W, such that the estimates y, are statistically independent. ICA attempts to find a de-mixing matrix W such that y = Wx. Under ideal circumstances, where A is a diagonal scaling matrix and II is a permutation matrix [9] . In this paper, the linear ICA model is employed. It assumes the number of sources equals the number of sensors, linear mixing, and at most one source, si, has a Gaussian distribution.
ICA estimates the de-mixing matrix W by means of a dependence function and an optimization technique. To determine W, an objective function I(y, W) is selected such that the components of y become statistically independent at the minimization of its expectation.
A common objective function is based on the Kullback-Leibler distance (KLD) [ 11, between Ay, W), the probability density function of (2), and q(y), a probability density function of y, in which the __ components yi are statistically independent, as given by This leads to the following objective function [ 11 Taking the gradient of (4) gives the following estimating function typically used with a gradient descent optimization technique
Since the true density fimctions of the signals q i are unknown, we replace qi with specific density functions pi. It has been proven by information geometric relations of density functions that with the use of certain pi s, the minimization of the KLD still recovers the independent components [l] . Cichocki and Amari [l] give the possible density functions for p i .
FastICA
FastICA is a well known and studied ICA algorithm. The standard implementation uses an approximation of negentropy (which is less outlier prone than kurtosis) as a non-Gaussianity measure (objective function), and a quasi-Newton method for optimization [5] .
To estimate a source yi, the weight vector w (a row of W) is selected such that the negentropy of wTx is maximized. This follows ii-om the additive central limit theorem, that an additive mixture of non-Gaussian distributions moves closer to Gaussian; thus, the w that creates the least Gaussian distribution must produce an independent source. For tractability, Hyvarinen devized an approximation to negentropy based on the maximum entropy principle [5] . The approximate negentropy of one source estimate is given by where G is a non-polynomial function, and v is a Gaussian variable of zero mean and unit variance.
Proper selection of G is critical to the outlier robustness of the algorithm. The B-robustness of FastICA is addressed in Sec. 3, but studies have suggested the following equation for G should be used when robustness to outliers is important [6] T 2
with a2 = 1. Using a quasi-Newton method to find the optima of E{G(wTx)}, and thus the maxima of the approximate negentropy, HyvZirinen developed the FastICA algorithm [5] .
Since the optimization method does not affect the statistical properties of the negentropy estimator [6], it should not affect the algorithm's robustness to outliers.
In addition, many steps require whitened data, but the available methods to estimate the covariance matrices are not robust to outliers. Hampel et al. [4] describe methods to calculate covariance matrices in an outlier robust manner. The statistical properties of the estimators do not hold unless the data is whitened robustly. Mihoko and Eguchi [8] proposed a B-robust (to outliers and spike noise) estimator for blind source separation using P-divergence. The estimator gives smaller weights to possible outliers so that their influence on the estimate is weakened.
p-Divergence
The P-divergence (P 2 0) distance measure between two density functions with respect to some carrier measure 2) is expressed as
(9)
As p reaches 0, Dp approaches KLD, and when P=O, Dj equals the IUD. If we find the P-divergence distance between the empirical distribution of the observations x and the product of the marginal densities of x, we obtain the following objective function (j3 > 0) which must be maximized where where pi is a specific density function, and p = 01, ,. . ., p,JT is a vector of shift parameters to be estimated. It has been proven [8] by showing the gradient of (10) is an unbiased and an asymptotically stable estimator, that with the use of various pi s, the maximization of (1 0) still recovers the independent components. Mihoko and Eguchi [8] have provided typical density functions for pi,
ROBUST STATISTICS
Robust statistics are in part the measures used to determine how to react to outliers, and whether or not they should be rejected, accommodated or be left alone. An influencefunction (IF) is used as a heuristic tool to formalize the bias on an estimator due to an outlier. In general, if the influence of an outlier is finite we call the estimator B-robust [4] . In this work, we consider extreme points, relative to the data set, to be outliers.
Formally, the IF of estimator T under a distribution model F and contaminant Ax (a probability measure which puts mass 1 at the point x) is
T(I -t)F + t A x ) -T ( F )
IF(z; T , F) = lim (14) t+o+ t To determine the B-robustness of FastICA, Hyvainen transformed approximate negentropy (7) into the form of an M-estimator. He determined that the gross error of the M-estimator's influence function was not finite for all x, and therefore FastICA was not B-robust. However, the study did reveal that the selection of G, such that it grows slowly with wTx, reduces the estimator's sensitivity to outliers [6] . Mihoko and Eguchi [8] followed a similar derivation based on M-estimators to show that many other ICA estimators are not B-robust. However, Mihoko and Eguchi did show that the estimator given by the gradient of (10) is B-robust, but only if P is nonzero, and only if certain functions based on pi and hi are bounded for P > 0, i = 1.. .n.
Outlier Detection by K-Means
To identify outliers, the K-means clustering algorithm is employed [7] . It is an algorithm for partitioning N data points into K disjoint subsets containing data points so as to minimize the sum-of-squares criterion. It finds a set of centres which reflects the distribution of the data points more accurately, of which some centres are labeled as outliers.
EXPERIMENT DESIGN
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The objective of this paper is to demonstrate that the non-B-robust ICA estimator, FastICA, augmented with an outlier mitigation K-means clustering algorithm can achieve similar separation performance to the published results of the B-robust P-divergence estimator for analytical distributions.
We follow a simple fiamework for our simulations.
Sources s, are generated from analytical distributions combined with outliers. These contaminated sources are then mixed using an identity matrix A to produce our observations x. We selected an identity matrix as it allows us to focus on the effects of the contaminated distributions and not the mixing. Next, the observations are cleaned using K-means clustering, and fmally sent for FastICA processing to produce our estimates y. Equation (8) was selected as the contrast function for FastICA, as it has been shown to be outlier resistant. Source estimates are found in parallel to reduce the carry through of errors [5] . To avoid non-robust whitening of the data, covariance matrices are estimated from the outlier free forms of the data set. The data set is the same as published by Mihoko and Eguchi [8] , originating from a common database for empirically testing and comparing various independent components algorithms by Fisher [2] .
The three distributions considered are: (i) the gamma with outliers, (ii) exponential power with bivariate Gaussian, and (iii) exponential power with two different means. Dataset 1 consists of 100 pairs of independent random numbers from the gamma distribution with parameter 1.5 and 3, and 2 outliers at (25,25). Dataset 2 introduces 150 pairs of independent random numbers from the exponential power distribution, and 50 pairs of random numbers from the bivariate normal distribution with mean vector 0, variances 16, and correlation 0.8. The parameter value for the exponential power distribution is 1.25 for one source and 1.45 the other. Finally, Dataset 3 is 200 pairs of independent random numbers from the same exponential power distribution, but the first 150 pairs of are centred at the origin and the last 50 pairs are centred at (5,5).
For our simulations, outlier mitigation consists of identifying a distant cluster and removing it from the data set prior to ICA processing. Two cluster centres are identified, one at the median of the samples, and one at maximum of the samples. The cluster of points at the maximum of the samples are labeled as outliers and removed. Finally, we employ the FastICA toolbox developed by Gavert et. al. [3] running on Matlab RI 2.1.
We assess the separation performance quantitatively by using the Amuriperformunce index (API) [9] . This is a measure of the matrix P = AW, and is calculated A perfect ICA separation produces P = AII and therefore, A,(P) = 0. We report the average API of the median A,, calculated from 30 instances of each dataset.
RESULTS AND DISCUSSION
In all simulations, K-means clustering for outlier mitigation, on average, improved the separation performance of FastICA as measured by A,. However, when we compare its performance to published results
[8], FastICA is unable to equal the separation performance of the P-divergence algorithm consistently. In the following diagrams we plot typical results, where dots represent good data, and the asterisks represent the outlier or contaminant data. The solid lines express the estimate of the independent directions from all data, and dotted lines from the cleaned data. For Dataset 1, clustering identified the extreme (25, 25) data point as an outlier. In Dataset 2, clustering was unable to capture the correct outliers, and identified the first quadrant as contaminants. In most cases, FastICA was unable to identify the independent components correctly. For Dataset 3, clustering identified the shifted data points as outliers correctly.
Based on these experiments, the hypothesis that a non-B-robust algorithm with outlier mitigation can equal the performance of a B-robust algorithm has not been accepted or rejected; rather results only demonstrate that careful deletion of outliers improves the separation performance of the FastICA algorithm. The highly sensitive nature of FastICA to an initial set of weights for these data sets prevents any further generalizations. However, an important motivational point to make is the failure of FastICA to determine the independent components in a rudimentary example due to one outlier as shown by Fig. 2 . In order to further this study, an improved clustering algorithm in conjunction with a different ICA algorithm is required.
CONCLUSIONS
The K-means clustering for outlier mitigation, on average, improves the separation performance of FastICA as measured by the N I . However, when we compare its performance to published results [8] , FastICA is unable to equal the separation performance of the P-divergence algorithm consistently. An improved clustering algorithm along with a different ICA algorithm is required to further this study.
