Generalized autoregressive moving average (GARMA) models are a class of models that was developed for extending the univariate Gaussian ARMA time series model to a flexible observation-driven model for non-Gaussian time series data. This work presents Bayesian approach for GARMA models with Poisson, binomial and negative binomial distributions. A simulation study was carried out to investigate the performance of Bayesian estimation and Bayesian model selection criteria. Also three real datasets were analysed using the Bayesian approach on GARMA models.
Introduction
Observed counts as time series have been attracting considerable attention both in terms of data analysis and developement of methodological approaches. This type of data can appear in contexts as diverse as Epidemiology (see for example Zeger 1988 and Davis et al. 1999) and Finance Rydberg and Shephard 2003) . In this paper, the motivating datasets that will be analyzed are the number of automobile production in Brazil, the number of hospitalizations caused by Dengue Fever and the number of deaths in Brazil.
Parameter and observation driven models provide a flexible framework for modelling time series of counts. So far, a wide variety of models for count time series have been discussed in the literature usually embedded in the framework of integer valued ARMA type models (see for example Biswas and Song 2009 ). An overview of these kind of models can be found in Davis, Dunsmuir, and Wang (1999) while Zeger (1988) and Chan and Ledolter (1995) explicitly discuss and develop estimation techniques for Poisson generalized linear models with an autoregressive latent process in the mean. Davis et al. (2003) proposed a flexible framework for modelling a wide range of dependence structures using models for Poisson counts. Jung et al. (2006) compares various models for time series of counts which can account for discreteness, over dispersion and serial correlation. Zhu (2010) proposed a negative binomial INGARCH model applied to the Polio data discussed in Zeger (1988) .
This article extends the work of Benjamin et al. (2003) , giving rise to the Bayesian approach on the generalized autoregressive moving average (GARMA) model. This approach presents some gain in terms of estimation, that could be more adequate using different loss functions. The use of Bayesian selection criteria is also an import contribution from this article. Last but not least the application of discrete models on important Brazilian real data providing a new perspective on this field.
The remainder of this paper is organized as follows. Section 2 defines the GARMA model with discrete distributions. The Bayesian approach and Bayesian prediction are presented in Section 3. Section 4 describes the simulation study where the performance of the Bayesian approach for estimation and selection was investigated. Real data applications are illustrated on Section 5. Finally, Section 6 gives some concluding remarks.
Generalized Autoregressive Moving Average Model
The GARMA model, introduced by Benjamin et al. (2003) , assumes that the conditional distribution of each observation y t , for t = 1, . . . , n given the previous information set F t−1 = (x 1 , . . . , x t−1 , y 1 , . . . , y t−1 , µ 1 , . . . , µ t−1 ) belongs to the exponential family. The conditional density is given by,
where α t e ϕ are conical and scale parameter respectively, with b(·) e d(·) being specific functions that define the particular exponential family. The conditional mean and conditional variance of y t given F t−1 is represented by the terms µ t = E(y t |F t−1 ) = b ′ (α t ) and V ar(y t |F t−1 ) = ϕb ′′ (α t ), with t = 1, . . . , n.
Just as in Generalized Linear Models (GLM, McCullagh and Nelder 1989) , µ t , is related to the linear predictor, η t , by a twice-differentiable one-to-one monotonic link function g(·). The linear predictor for the GARMA model is given by,
The GARMA(p,q) model is defined by equations (1) and (12). For certain functions g, it may be necessary to replace y t with y * t in (12) to avoid the non-existence of g(y t ) for certain values of y t . The form y * t depends on the particular function g(.) and is defined for specific cases later.
The definition of GARMA model allows to consider the adjust of exogenous variables x ′ t however in this work the term x ′ t β will be considered as a constant β 0 . For count data time series we will consider the following distributions.
Poisson GARMA model
Suppose that y t |F t−1 follows a Poisson distribution with mean µ t . Then,
and Y t |F t−1 has distribution in the exponential family with ϕ = 1, α t = log(µ t ), b(α t ) = exp(α t ), c(y t , ϕ) = − log(y t !) and ν(µ t ) = µ t . The canonical link function for this model is the logarithmic function, so that the linear predictor is given by,
Where y * t−j = max(y t−j , c), 0 < c < 1. The Poisson GARMA model is defined by equations (3) and (4).
Binomial GARMA model
Suppose that y t |F t−1 follows a binomial distribution with mean µ t . Then,
.
The canonical link function for this model is the logarithmic function. The linear predictor is given by,
with y * t−j = max(y t−j , c), 0 < c < 1, and m is known.
Negative Binomial
Let y t a time series such that y t |F t−1 ∼ NB(k, µ t ). Then,
, which belongs to the exponential family with k known. The link function for this model is the logarithmic function
with y * t−j = max(y t−j , c), 0 < c < 1.
3 Bayesian Approach on GARMA Models
Defining the Prior Densities
Using the logarithmic in link function to guarantee positive values for any values of the vectors β = (β 1 , . . . , β m ), Φ = (φ 1 , . . . , φ p ) and Θ = (θ 1 , . . . , θ q ).β, φ i . Thus, a multivariate Gaussian prior will be proposed for each parameter.
where µ 0 , µ 1 , µ 1 are vectors with length m, p and q respectively, σ 2 0 , σ 2 1 and σ 2 1 represent the prior variance and I 0 , I 1 and I 2 are m × m, p × p and q × q identity matrices respectively. The construction of the multivariate Gaussian depends on hyper parameters, when there is no prior knowledge on these parameters it can be considered a vary large variance making the prior densities flats. The partial likelihood function for GARMA models can be constructed as follows
where α t = g(µ t ), which represent the link function given by
for all t = r + 1, . . . , n. The posterior density is obtained combining the likelihood function with the prior densities. Let the vector Y = (y t , y t−1 , . . . , y 1 , x t , x t−1 , . . . , x 1 , . . . ) represent the necessary information to construct the likelihood function. The posterior density is then given by,
However, the joint posterior density of parameters in the GARMA models can not be obtained in closed form. Therefore, Markov chain Monte Carlo (MCMC) sampling strategies will be employed for obtaining samples from this joint posterior distribution. In particular, we use a Metropolis-Hastings algorithm to yield the required realisations. We adopt a sampling scheme where the parameters are updated as o single block and at each iteration we generate new values from a multivariate normal distribution centred around the maximum likelihood estimates with a variance-covariance proposal matrix given by the inverse Hessian evaluated at the posterior mode.
Bayesian prediction on GARMA models
An important aspect of our Bayesian approach to GARMA models is the hability to forecasting future values of the time series, y t+h , h ≥ 1 given all the information available until time t. To evaluate this forecasting it is necessary to find the predictive density function p(y t+h |Y ). Denoting the information set F t+h = ( x t+h , . . . , x t , x t−1 , . . . , y t+h−1 , . . . , y t ,
The general idea is that F t+h contains all the data observed until the time t, for the future time t + h, h ≥ 1, the set F t+h is completed with forecasts of necessary information to estimate y t+h . Starting with,
The conditional mean and variance of y t+h given F t+h is represented by the terms
The µ t+h , is related to the predictor, η t+h , by a twice-differentiable one-to-one monotonic link function g(·). The linear predictor for the GARMA model is given by,
(8) With the equation (7) and posterior density (6), the predictive density for y t+h can be written as,
The aim is to determine the predictive density using the MCMC algorithm, thus
Given the predictive density, the next step is to evaluate the prediction,
Substituting the equation (9) the equation (10) can be rewritten by,
Using properties of integer, we can rewrite (11) as,
which can in turn be rewritten as
Now, denoting µ t+h (β, Φ, Θ, F t+h ) = E(y t+h |β, Φ, Θ, F t+h ) and using the MCMC output vector (
. . , Q, it follows that E(y t+h | F t+h ) can be approximated by,
where
Credible intervals for y t+h can be calculated using the 100α%, and 100(1− α)% quantiles of the MCMC sample µ (k) t+h , with k = 1, . . . , Q. An approach to estimate the credible interval of y t+h is the Highest Posterior Density (HPD), see Chen and Shao (1998) . A 100(1 − α)% HPD region for y t+h are a subset C ∈ R defined by C = {y t+h : p(y t+h | F t+h ) ≥ κ}, where κ is the largest number such that
We can use the p(y t+h | F t+h ) MCMC estimates, given by the equation (9), to estimate the 100(1 − α)% HPD region. We used the following algorithm to calculate the credible intervals for the predictions.
1. Let a sequence of forecast values y t+h for h = 1, . . . , H.
2. Take h = 1, k = 0, y
t+h = 0 and also initiate LB = 0, UB=0. 3. Using the initial values evaluate the equation:
and also,
t+h and LB = 1.
6. If UB = 0 and S (k+1) t+h
t+h and UB = 1.
7. If LB = 0 or UB = 0, take k = k + 1 and y
t+h + 1, repeat steps 3 and 4 until LB = 1 and UB = 1.
The percentiles 100δ% and 100(1 − δ)% are represented by y t+h,δ and y t+h,(1−δ) respectively, and given by,
and the 100(1 − δ)% credible interval for the predictions is denoted by CI (1−δ) = y t+h,δ ; y t+h,(1−δ) .
Simulation Study
In this section we conduct a simulation study for negative binomial GARMA(p, q) models with different orders p and q. The actual parameter values used to simulate the artificial series are shown in Table 1 and the parameter k of the negative binomial was fixed at k = 15. These values were chosen taking into account that a GARMA model can be nonstationary since they are in the exponencial family and the variance function depends on the mean. So, we opted to chose parameter values that would generate moderate values for the time series. The experiment was replicated m = 1000 times for each model. For each dataset we used the prior distributions as described in Section 3 with mean zero and variance 200. We then drew samples from the posterior distribution discarding the first 1000 draws as burn-in and keeping every 3rd sampled value resulting in a final sample of 5000 values. All the computations were implemented using the open-source statistical software language and environment R (R Development Core Team 2010). The performance of the Bayesian estimation was evaluated using three metrics: the corrected bias (CB), the corrected error (CE) and the mean acceptance rates in the MCMC algorithm called Acceptance Probabilities (AP). These metrics are defined as,
are the estimate of parameter θ and the computed acceptance rate respectively for the i-th replication, i = 1, . . . , m. In this paper we take the posterior means of θ as point estimates. Also, the variance term (V ar) that appears in the definition of CE is the sample variance of θ (1) , . . . ,θ (m) . The estimation results appear in Table 2 where the posterior mean and variance (in brackets) as well as the aforementioned metrics are shown for each model and parameter. These results indicate good properties with relatively small values of the corrected bias (CB), values of the corrected error (CE) around 1 and acceptance probabilities between 0.20 and 0.70.
We also include Table 3 with the proportions of correct model choice using three popular Bayesian model selection criteria. Specifically, we adopt the expected Bayesian information criterion (EBIC, Carlin and Louis 2001), the Deviance information criterion (DIC, Spiegelhalter et al. 2002) and the conditional predictive ordinate (CPO, Gelfand et al. 1992) to select the order of the GARMA models. Each column in this table contains the model order and the associated proportions of correct model choice according to EBIC, DIC and CPO criteria. Higher proportions of correct model choices are observed as the sample sizes increase for all models and criteria. Also, EBIC and CPO tend to perform better for GARMA(1,1) and GARMA(1,2) models but none performed particularly well with GARMA(2,2) models.
Finally, this simulation study was carried out also for the Poisson and binomial distributions with results similar to the ones shown. These results are not included to save space. 
Bayesian Real Data Analysis
In this section, we apply the methodology described so far to three real time series of count data. For each series we estimated GARMA(p, q) models with varying orders and computed the Bayesian selection criteria EBIC, DIC and CPO for model comparison. In all cases we used the diagnostic proposed by Geweke (1992) to assess convergence of the chains. This is based on a test for equality of the means of the first and last part of the chain (by default the first 10% and the last 50%). If the samples are drawn from the stationary distribution, the two means are equal and the statistic has an asymptotically standard normal distribution. The calculed values of Geweke statistics were all between -2 and 2 which is an indication of convergence of the Markov chains.
Automobile data set
The first real data set analysed is the number of automobile production in Brazil between January 1993 and December 2013. The data is available from http://www.anfavea.com.br/tabelas.html. The original observations were divided by 1000 to reduce the magnitude of the data. The automotive industry is extremely important as it can influence other industries activities. For example, 50% of the world rubber production, 25% of the world glass production and 15% of the world iron production are destined to the automotive industry. The behaviour of the data along time depicted in Figure 1 seems to indicate that an extra term should be included to take into account a (possibly nonlinear) trend. The term β exp = log(t) was then included in the model equation to account for this long-term increase. The results regarding selection criteria are summarized in Table 4 . We note that the three criteria indicate that the most appropriate model was the GARMA(1,1) Negative Binomial. Also, Table 5 presents the estimation results for the selected GARMA(1,1) Negative Binomial model with the extra parameter fixed at k = 150. We also performed a residual analysis based on the so called quantile residuals which are the common choice for generalized linear models. In fact, quantile residuals are the only useful residuals for binomial, negative binomial or Poisson data when the response takes on only a small number of distinct values (Dunn and Smyth 1996) . These are given by r t = Φ −1 (F yt (y t |F t−1 )) where F yt represent the cumulative distribution function of the associated discrete distribution. In practice, when dealing with discrete distributions we need to introduce some randomization to produce continuous normal residuals. The residual analysis summarized in Figure 2 which indicates that the residuals are non-correlated and Gaussian distributed with mean 0.0767 and standard deviation 1.2295. Kolmogorov-Smirnov and Lilliefors normality tests returned p-values of 0.4502 and 0.0743 respectively which provides evidence for Gaussian assumption (Conover 1999 ). Finally, we performed a prediction exercise using the last 9 observations of the original series as follows. For each k = 1, . . . , 9 the GARMA(1,1) negative binomial model was fitted to the series y 1 , . . . , y n−k and an out-ofsample one-step ahead predictionŷ n−k+1 was produced. These predictions can then be compared with the true values. The results are illustrated in Figure 3 from which we can see that the prediction errors are overall small. A formal comparison was made by calculating the mean absolute percentage error (MAPE, Hyndman 2006) and we obtained the value 6.07%.
Epidemiology data set
This real data set comprises the number of hospitalizations caused by Dengue Fever in Campina Grande city (Brazil) between January 1998 and October 2003. Dengue Fever is transmitted by several species of mosquito within the genusAedes, principally A. aegypti. The Aedes mosquito is easily identifiable by the distinctive black and white stripes on its body. It prefers to lay eggs on clean and stagnant water. Analysing the autocorrelation function of this data, a seasonal behaviour is characterised. This is because the Summer months in this region present higher volume of rain, thus leading to more clean and stagnant water. Therefore we included two seasonal components in the model, β S 1 and β S 2 , using cosine and sine functions respectively, and also considering the period of 12 months. These components are expected to improve model estimation. The results regarding the selection criteria are summarized in Table 6 from which we can conclude that the most appropriate model was the GARMA(1,2) Negative Binomial. Note that the three criteria gave the same indication. Table 7 shows the estimation results for the selected GARMA(1,2) Negative -256.35 -255.88 -256.10 -254.24 -257.64 -256.26 Binomial model with the extra parameter fixed at k = 30. Again we performed a residual analysis based on quantile residuals. This is summarized in Figure 5 which indicates that the residuals are non-correlated and Gaussian distributed with mean 0.0258 and standard deviation 1.5571. The Kolmogorov-Smirnov and Shapiro-Wilk normality tests returned p-values of 0.4856 and 0.1176 respectively thus giving evidence for the Gaussian assumption.
A similar prediction exercise was performed for this data. So, we fitted a GARMA(1,2) negative binomial model to y 1 , . . . , y n−k and computed an outof-sample one-step ahead predictionŷ n−k+1 for k = 1, . . . , 9. Figure 6 shows the predictions, prediction intervals and the real observations for comparison. It can be seen that, although relatively close to the actual values, predictions 
Mortality data set
Our last real data set is the number of deaths in Brazil between January 1984 and December 2007. This data is available from the Brazilian Health Ministry at http://www2.datasus.gov.br/DATASUS and is depicted in Figure 7 . Likewise the first example, the original series was divided by 1000 to reduce the magnitude of the data. As in the first example, we think there is a point for the inclusion of an extra term here too since the series exhibits a longterm (possibly nonlinear) increase. So, a new component β exp = log(t) was added to the model equation as this is expected to improve model estimation.
Looking at the Bayesian selection criteria given in Table 8 we can conclude that the best model for this particular data is the GARMA(1,0) Binomial model. There are only three parameters in this model and the estimation results are shown in Table 9 . Here the extra parameter was fixed at m = 45. The residual analysis summarized in Figure 8 indicates that the residuals are non-correlated and Gaussian distributed with mean 0.1850 and standard deviation 0.4894. The Kolmogorov-Smirnov and Anderson-Darling normality tests returned p-values of 0.6736 and 0.1304 respectively thus indicating evidence for the Gaussian assumption.
Likewise the previous examples we repeated the prediction exercise here. This time we used the 10 last observations as the series is longer. So, the GARMA(1,0) binomial model was fitted to the series y 1 , . . . , y n−k and a onestep ahead predictionŷ n−k+1 was produced for k = 1, . . . , 10. The results are illustrated in Figure 9 from which we can see that the prediction errors are again overall small. Using these prediction errors the calculated value for the 
Discussion
In this paper we discuss a Bayesian approach for estimation, comparison and prediction of GARMA time series models. We analysed three different discrete models: Poisson, binomial and negative binomial. We implemented MCMC algorithms to carry out the simulation study and the methodology was also applied on three real discrete time series data. Properties of the Bayesian estimation and the performance of Bayesian selection criteria were assessed with our simulation study. The analysis with real data also provided good estimates and predictions via parsimonious models. All in all our results suggest that, as indicated in the original GARMA paper, this class of models have potential uses for modelling overdispersed time series count data.
