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Let a message m = {m(t)} be a Gaussian process. We consider the trans- 
mission of m over a white Gaussian channel with a linear feedback. The 
channel output in question is given by 
fo (m(s) Y(t) = -- f(s)) ds + W(t), 
where f(s) = f~ f(s, u) dY(u) is a causal inear functional of Y and the noise 
W(t) is a Brownian motion. We shall prove the following: Even if such a linear 
feedback is taken into account, the amount of mutual information I(m, Y) 
between m and Y never increases. 
Let  the noise W(t), 0 ~ t ~ T, be a Brownian motion defined on a 
probabil ity space (£2, • ,  P)  and let a message m = {re(t), 0 ~ t ~ T} be a 
zero mean Gaussian process defined on (g2, J ,  P )  which is independent of 
W('). The  following model for a white Gaussian channel with a l inear 
feedback is considered: 
where 
fJ Y:(t) : [m(s) - - f ( s ) ]  ds + W(t), 0 ~ t ~ T, (1) 
f0 
f(s) = f(s, u) dY:(u) (2) 
and f(s, u) ~L2([0, T] ~) is a Volterra kernel. Note that when f(s, u) ~ 0, (1) 
means the channel without feedback: 
Y°(t) -~ fo m(s) ds + W(t). 
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Denote by I,(m, Y,) the amount of mutual information between {m(s), 
0 ~ s ~ t} and {Yf(s), 0 ~ s ~ t). Recently, the following result has been 
obtained by Hitsuda (1974). Let M(') be a Gaussian process independent 
of W('), and set Y(t) ~- M(t) + W(t). In this case, a necessary and sufficient 
condition for It(M, Y) < oo is that there exists a process m(') such that 
fTE[m2(t)] dt < oo and that M(-) can be expressed as M(t )= f*om(S)ds. 
With this result we may assume the condition: 
fo r E[m~(t)] dt % cx3, (4) 
whenever we discuss on the mutual information I,(m, Y,). 
We prove a lemma. 
LEMMA. For each Volterra kernel f(s, u)~L2([0, T]2), Eq. (1) has the 
unique solution Y,(') under assumption (4). In this case, the a-field o~(Y1) 
generated by Yr(s), 0 ~ s ~ t, is independent of the choice of a kernel f: 
~(~) =~(L) ,  (5) 
where Yo is the process given by (3). 
Proof. It is well known that the processes I70(') and W(') are equivalent 
(the associated measures on a functional space are mutually absolutely 
continuous), if m(') is independent of W(-) and satisfies (4) [el. Hitsuda 
(1974)]. Therefore there exists a probability measure P1 equivalent o the 
original measure P such that (Y0, ~(Y0), Pa) is a Brownian motion. If 
we express (1) as 
Y,(t) = --f~ (fo~f(s, u)dY,(u))ds + Yo(t), (1') 
it is easy to show that (1') has the unique solution, 
with Pl-measure 1, so with P-measure 1, for each t ~ [0, T], where g(s, u) 
is the resolvent kernel o f f  [see Hitsuda (1968)]. Since the representation (6) 
is causal, we have 
~(Y I )  = ~t(Y0), 0 ~ t ~ T. Q.E.D. 
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By the relation (5), it is clear that 
It(m, Y1) ~- It(m, Yo). 
Thus we have the following theorem. 
THEOREM. Under assumption (4), the mutual information I~(m, YI) is 
independent of the choice of a Volterra kernel f: 
I,(m, Y~) = It(m , Yo), 0 ~ t ~.~ T. 
It is known that we cannot expect that the channel capacity is increased by 
feedback for some important class of channels [cf. Shannon (1956) and Kadota, 
Zakai and Ziv (1971)]. While our Theorem says that the feedback scheme 
in (1) does not increase the mutual information. 
Remark. Consider the case in which the linear feedback is of more 
general type: 
Y(t) = f A(s)[m(s) --f(s)] ds + W(t), (7) 
J0 
where f(s) is the same as in (2), and where A(s) is a (nonrandom) function 
implying an amplification. Then I(m, Y) does increase according as A(s) 
increases. In a simple case where a message m(') is a deterministic process, 
a channel with such a feedback has been discussed by Ihara (1973). The 
general case (7) will be discussed later. 
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