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Abstract 
Due to the advance in technology nowadays the application of nonlinear load is very demanding. The nonlinear loads that consist 
of power electronics devices in many applications may leads to power quality problems, and one of the major problems in power
quality is harmonics. Active filter is a common tool has been used for harmonic mitigation, however the active filter use digital 
signal processing (DSP) to calculate the harmonic information which cause time delay between measured and injected harmonic 
that can results in failure to fully cancel the harmonics. This paper presents the concept, method and function of adaptive filters 
using Least Mean Square (LMS) and Recursive Least Square (RLS) to predict real time harmonics that may use in active filter to 
compensate for the time delay caused by the process of acquiring harmonic information. The results shown that the RLS and 
NLMS algorithms present a better performance than LMS and the mean square error (MSE) in general is increased when the 
harmonic order numbers that construct the signal increases. 
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1. Introduction  
Recently, the increasing use of nonlinear loads such as power electronics devices , switching control with semi-
conductors and other power electronic equipments that are used in transmission and generation level ( FACTS 
devices) leads to increase the distortion of the current and voltage sine-wave (harmonic) and might give rise to some 
problems or damage to power system apparatus [1, 2]. The major adverse effects of harmonics are the heating of the 
induction motors, transformers and capacitors and the over loading of neutrals, etc. Many techniques have been 
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developed to mitigate the distortion (harmonic) and to avoid its harmful effect on power system network. The 
common tool is used to mitigate the harmonics is harmonics filters such as passive filters and active filters. Passive 
filters, as the name implies, use passive components such as resistors, inductors, and capacitors. A combination of 
passive components is tuned to the harmonic frequency that is to be filtered [3]. 
Active filter which is a concern on this paper is a new technology introduced into the harmonic filtering using the 
power electronics switches and advanced control techniques. The basic operating principle of an active filter is to 
inject a suitable non-sinusoidal voltage and current into the power system to make the voltage and current in 
filtering point clean [4]. When using active filters to mitigate the harmonics, mismatch time will occur between 
measured and injected harmonic, due to the delay time of acquiring harmonic information and the continuously time 
varying electrical system. The difference in time results in failure to fully cancel the harmonics and may become 
another source of harmonic by introducing harmonic component to the system [5, 6]. Therefore, a proper one-step-
ahead prediction can eliminate the time delay problem involved in active filters and the basic model for harmonic 
prediction problems using artificial neural networks to provide prediction for fifth harmonics voltage [1]. The model 
was constructed by three layered neural network with the back propagation algorithm. While Predictive algorithm 
for harmonic mitigation in nonlinear loads based on active filters using Kalman filter [5]. Harmonic current 
forecasting method for hybrid active power filter based on optimal linear prediction theory [6]. 
The harmonic mitigation enhancement could be realized by online prediction of harmonic; however the tradeoffs 
between speed and accuracy are the main concern of any algorithm introduced to harmonic prediction.  
2. Background 
2.1. Active Filter 
  Active power filter is power electronic device that is used to compensate harmonics current by injecting equal 
but opposite harmonic compensating current. Which, the shunt active power filter operates as a current source 
injecting the harmonic components generated by the load but phase shifted by ͳͺͲͲ in this case. As a result, 
components of harmonic currents contained in the load current are cancelled then the source current becomes clean 
[7]. As shown in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1. Shunt active filters [7]. 
 
Fig.1. Shunt active filters [7]. 
 
To compensate the harmonic the compensation current (reference current) has to be calculated using control 
circuit. As shown in Fig .2. The control scheme of a shunt active power filter responsible for calculating the 
reference current waveform, maintains the dc voltage constant, and generates the inverter gating signals [7].  
Usually the control scheme contain digital signal processing (DSP) tool to calculate the reference current 
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specifically the low pass filter is used to calculate the harmonic current by separating the fundamental current . Thus 
the (DSP) cause time delay between measured and injected current while the effectiveness of an active power filter 
depends on its ability to compensate with minimum error and time delay [7]. Therefore on step ahead for harmonic 
current may compensate the time delay and improve the performance of active filter. 
 
 
 
 
 
 
 
 
 
 
 
Fig.2 Shunt active filter with control schematic [8]. 
2.2. Adaptive Filters 
An adaptive filter may be understood as a self-modifying filter that adjusts its coefficients in order to minimize 
an error function. This error function, also referred to as the cost function, is a distance measurement between the 
reference or desired signal and the output of the adaptive filter [9]. The basic configuration of an adaptive filter, 
operating in the discrete-time domain k is shown in Fig. 3. 
 
 
 
 
 
 
 
Fig. 3 adaptive filter 
The input signal is given by ݔሺ݇ሻ the reference signal or desired signal ݀ሺ݇ሻ represents the desired output 
signal (that usually includes some noise component), and ݕሺ݇ሻ is the output of the adaptive filter, and hence the 
error signal is defined as:  
݁ሺ݇ሻ ൌ ݀ሺ݇ሻ െ ݕሺ݇ሻ (1) 
2.3. Least Mean Square Algorithm (LMS)  
It is a celebrated algorithm and is widely used due to simplicity, low computational complexity and robustness. 
The simplicity of LMS comes from the fact that it does not require matrix inversion and the update of ݇ݐ݄ 
coefficient requires only one multiplication and one addition [10]. The LMS algorithm for an Nth-order adaptive 
filter shown in steps below  
Parameters: M= filter order, ߤ= step size, Initialization: ݓͲ=0 
Computation: for݇ =0, 1, 2… 
ܻሺ݇ሻ ൌ ݓܶݔሺ݇ሻ  (2) 
̰࢟ሺ࢑ሻ 
+
- 
࢞ሺ࢑ሻ 
ࢊሺ࢑ሻ 
࢝ 
 
ࢋሺ࢑ሻ 
෍  
+
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݁ሺ݇ሻ ൌ ݀ሺ݇ሻ െ ݕሺ݇ሻ    (3) 
ܹሺ݇ሻ ൌ ݓሺ݇ െ ͳሻ൅ ߤ݁ሺ݇ሻݔሺ݇ሻ  (4) 
Where the step size  calculated by:  
Ͳ ൏ ߤ ൏ ʹߣ݉ܽݔ    (5) 
ߣ݉ܽݔ  is the largest eigenvalue of the input signal due to the difficulty of determination of the step size ߤ that is a 
trade-off between the steady-state excess error and the speed of convergence. Some modification of the original 
LMS has been done yielding a family of LMS which are [11]:  
 
    Original LMS                ݓሺ݇ሻ ൌ ݓሺ݇ െ ͳሻ ൅ ߤ݁ሺ݇ሻݔሺ݇ሻሺ͸ሻ 
 
Sign LMS                      ݓሺ݇ሻ ൌ ݓሺ݇ െ ͳሻ൅ ߤݏ݅݃݊ሺ݁ሺ݇ሻሻݔሺ݇ሻሺ͹ሻ 
 
Sign-sign LMS              ݓሺ݇ሻ ൌ ݓሺ݇ െ ͳሻ൅ ߤݏ݅݃݊൫݁ሺ݇ሻ൯ݏ݅݃݊ሺݔሺ݇ሻሻሺͺሻ 
 
Normalized LMS           ݓሺ݇ሻ ൌ ݓሺ݇ െ ͳሻ൅ ߙߚ൅ݔሺ݇ሻܶݔሺ݇ሻ ݁ሺ݇ሻݔሺ݇ሻሺͻሻ 
 
α= step-size parameter, β= prevents division by very small number to avoid infinity if ሺሻሺሻ =zero 
 
  Leaky LMS                                ݓሺ݇ሻ ൌ ሺͳ െ ߤߛሻݓሺ݇ െ ͳሻ ൅ ߤ݁ሺ݇ሻݔሺ݇ሻǡͲ ا ߛ ൏ ͳሺͳͲሻ 
2.4.  Recursive-Least-Squares (RLS) Adaptive Filters 
Recursive-Least-Squares (RLS) adaptive filter is one of the most popular real time algorithms in system 
identification. The concepts of RLS filters are that the coefficients are directly and continually adjusted on a step-by-
step basis during the filtering operation [10].  
   The general step of the RLS Filter Coefficient Algorithm Parameter:  M=Filter order, λ = exponential 
weighting factor, δ = value used to initialize P (0), ܲሺ݇ሻ=ܴെͳሺ݇ሻǡ  Initialization: Ͳ ൌ Ͳ,  ሺͲሻ ൌ Ɂെͳ 
    Computation for       ൌ ͳǡʹǡǥ   
 ݖሺ݇ሻ ൌ ܲሺ݇ െ ͳሻݔכሺ݇ሻ            (11) 
 ࢍሺ࢑ሻ ൌ ૚ࣅ൅࢞ࢀሺ࢑ሻࢠሺ࢑ሻ ࢠሺ࢑ሻ    (12) 
ࢋሺ࢑ሻ ൌ ࢊሺ࢑ሻ െ ࢝࢑െ૚ࢀ ࢞ሺ࢑ሻ   (13) 
 ࢝ሺ࢑ሻ ൌ ࢝ሺ࢑ െ ૚ሻ൅ ࢋሺ࢑ሻࢍሺ࢑ሻ       (14) 
ࡼሺ࢑ሻ ൌ ࣅെ૚ہࡼሺ࢑ െ ૚ሻ െ ࢍሺ࢑ሻࢠࡴሺ࢑ሻۂ  (15) 
In the RLS filter there are four parameter which need to be initialized which filter coefficient w (0), Input Data x 
(0), the matrix  ሺͲሻ and the weighting factor λ that is used to discard the old data and placing more emphasis on 
recent data to enhance the tracing of time varying system. λ given between 0.95 and 0.999 based on the concept of 
asymptotic sample length (ASL) [12]. 
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3. Results and Discussions 
3.1. Model of Instantaneous Current Harmonics 
 The harmonics are represented as integer multiples of the generated frequency. The odd harmonics only affect 
the power system because the even harmonics have small portion and the odd that affect is below 20 harmonic 
orders due to the fact that the odd harmonics higher than 20 orders have magnitude less than the measurement error 
[13]. 
݅ݐ ൌ σ ሺܣ݊ሻݐܿ݋ݏ༌ሺʹߨ݊ Ͳ݂݊ ݐ ൅ ሺߠ݊ሻݐሻ ൅ࣟݐ ǡ݊ א ሾͳǡ͵ǡͷǡ͹ǡͳͳǡͳ͵ǡͳ͹ǡͳͻሿ (16) 
ሺܣ݊ሻݐ    is harmonics time- varying amplitude 
           Ͳ݂    is the fundamental frequency  
           ݊ is harmonics order  
      ሺߠ݊ሻݐ     is the harmonics order phase angles ݐ ൌ Ͳǣߘݐǣ   , ࣟݐ  is noise  
ߘݐ ൌ ͳȀ ݂ݏ    ,   ݂ݏ =sampling frequency  
For simple mathematical calculationߘݐ used instead of  ݐ 
݅ߘݐ ൌ ܣͳܿ݋ݏሺʹߨ Ͳ݂ߘݐ ൅ ߠͳሻ ൅ σ ܣ݊ܿ݋ݏሺʹߨ݊ Ͳ݂ߘݐ ൅ ߠ݊ሻͳͻ݊ൌ͵ ൅ࣟߘݐ  (17) 
σ ܣ݊ܿ݋ݏሺʹߨ݊ Ͳ݂ߘݐ ൅ ߠ݊ሻͳͻ݊ൌ͵ represent the undesired harmonics that have to be mitigated by injection inverse of this 
value using active filter  
 
  Using the trigonometry in Eq. 18[13] 
ܿ݋ݏሺܣ ൅ ܤሻ ൌ ܿ݋ݏܣܿ݋ݏܤ െ ݏ݅݊ܣݏ݅݊ܤ    (18) 
 
Eq. 16 will be in the following form: 
ݕݐ ൌ ׎ݐܶߠݐ ൅ࣟݐ                 (19) 
 
Where,                           
ߠݐܶ ൌ ሾሺܣͳሻݐ ܿ݋ݏሺߠͳሻݐ ǡ ሺܣͳሻݐ ݏ݅݊ሺߠͳሻݐ ǥ ሺܣܰሻݐ ܿ݋ݏሺߠܰሻݐ ǡ ሺܣܰሻݐ ݏ݅݊ሺߠܰሻݐሿ (20) 
׎ݐܶ ൌ ሾܿ݋ݏሺݓͳοݐሻǡെݏ݅݊ሺݓͳοݐሻǡǥ ǡ ܿ݋ݏሺݓܰοݐሻǡെݏ݅݊ሺݓܰοݐሻሿ (21) 
 
Using the historical information of (ߠݐ) in Eq.14 to predict the future value of harmonics utilizing the LMS and 
RLS algorithms. The historical data was collected by fluke 43B analyzer for 15 computer desktop working 
independently as single loads harmonics source and the fundamental frequency is equal to 50Hz while the noise 
added to the data has standard deviation equal to 0.1 and zero mean. The results of mean square error for harmonic 
prediction are shown in Table 1 for 1000 data using different algorithms by MATLAB program. The simulation has 
been done and the mean square error is taken for all number of the data to each algorithm. 
       
 Table 1. Mean Square Error for Harmonic Prediction 
 
 
 
 
 
 
 
 
Method               Mean square error(MSE) 
LMS                                0.1978 
NLMS                             0.0833 
Leaky LMS                     0.1898 
Sign Sign LMS               0.1456 
VSSLMS                         0.8771 
RLS                                 0.0676 
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The filter order was taken to be equal to the number of harmonic component in Eq.11 for all methods and the step 
size taken also for all is 0.08 while the forgetting factor is 0.095 in RLS. Table1 above shows that the RLS and 
NLMS algorithm have a better performance than the LMS algorithm. Due to their good properties the RLS, NLMS 
have been widely used in real-time applications. The mean square error (MSE) is increased when the harmonic order 
numbers that construct the signal increases. All presented MSE in the Table1 for the current wave contain 3, 5, 7, 9, 
11, 13 and 15 harmonic order, Fig.4-7 show the comparison between fundamental current plus actual and predicted 
harmonics for different harmonic components using RLS 
 
 
 
 
 
 
 
 
 
                                  
Fig.4                                                                                         Fig.5 
 
 
 
 
 
 
 
 
 
 
 
Fig.6                                                                                         Fig.7 
From the Fig. 4 and Fig.5 the predicted value of the third and seventh order harmonics sin-wave are almost 
similar as the actual value while in Fig.6 and Fig.7 the predicted value differ from the actual value because the 
number of harmonic component in the signal increase. Furthermore, Table 2 shows the comparison of the 
computation time and convergence speed between the algorithms [14].  
  
   Table 2. The comparison of the computation time and convergence speed 
Algorithm  Computation resource requirement Relative 
Convergence 
Speed Memory usage  Multiplication Addition Division Shift 
Standard LMS 2N 2N+1 2N+1 0 0 Fast 
NLMS 2N 2N+4 2N+3 1 0 Fast 
Leaky LMS 2N 3N+1 2N+2 0 0 Fast 
Sign-Sign LMS 2N N 2N+1 0 0 Fast 
RLS N2+2N 2N2+4N 1.5N2+2.5N 0 0 Very Fast 
 
Where N is the length of the adaptive filter  
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4. Conclusion 
This paper presents methods for harmonic prediction that can compensate for the time delay in online mitigation 
of harmonics. Some of the adaptive algorithms are presented and simulated to achieve harmonic prediction. Because 
of its simplicity the LMS algorithm is the most popular adaptive algorithm. However, the LMS algorithm suffers 
from slow convergence and data-dependent behavior. In this paper the comparison between LMS family and RLS 
have been presented. The data was taken for fixed point operation harmonic source which is a single load computer 
desktop. The RLS and NLMS algorithms present a better performance in term of MSE than LMS algorithm. 
Therefore, RLS and NLMS have been widely used in real-time applications the different of MSE obtained by RLS 
and NLMS is small with computational time in NLMS less than that in RLS .Furthermore, these algorithms should 
be applied to moving point operation harmonic source such as adjustable speed drivers to investigate their 
performance in more dynamic harmonic sources 
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