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NOTES ON A BORWEIN AND CHOI’S CONJECTURE OF
CYCLOTOMIC POLYNOMIALS WITH COEFFICIENTS ±1
SHAOFANG HONG AND WEI CAO
Abstract. Borwein and Choi conjectured that a polynomial P (x) with coef-
ficients ±1 of degree N − 1 is cyclotomic iff
P (x) = ±Φp1(±x)Φp2 (±x
p1 ) · · ·Φpr (±x
p1p2···pr−1 )
where N = p1p2 · · · pr and the pi are primes, not necessarily distinct. Here
Φp(x) := (xp − 1)/(x− 1) is the p−th cyclotomic polynomial. In [1], they also
proved the conjecture for N odd or a power of 2. In this paper we introduce
a so-called E−transformation, by which we prove the conjecture for a wider
variety of cases and present the key as well as a new approach to investigate
the conjecture.
1. Introduction
For a polynomial p(z) ∈ C(z) and a positive α, define the Lα norm of p(z) as:
‖p‖α := ( 1
2pi
∫ 2pi
0
|p(eiθ)|αdθ)1/α.
The polynomials with coefficients ±1 are called Littlewood polynomials by Bor-
wein and Choi in [1], since Littlewood [3] raised a number of questions concerning
such set of polynomials. The L2 norm of a Littlewood polynomial with degree n
is equal to
√
n+ 1. One of the older of Littlewood’s questions, which is over fifty
years and still remains unsolved, is the following conjecture:
Conjecture 1.1. (Littlewood) There exist two positive constants c1 and c2 such
that for any n we can find a Littlewood polynomial pn with degree n satisfying
that c1
√
n+ 1 ≤ |pn(z)| ≤ c2
√
n+ 1 for all complex z with |z| = 1.
Many of the questions raised concern comparing the behavior of Littlewood poly-
nomials in other norms to the L2 norm, among which is the problem of minimizing
the L4 norm. In particular, can Littlewood polynomials of degree n have L4 norm
asymptotically close to
√
n+ 1?
For a polynomial p(z) = a(z−α1)(z−α2) · · · (z−αn) ∈ C(z), its Mahler measure
is defined as M(p) = |a|∏αi≥1 |αi|. Since
M(p) = lim
α→0
‖p‖α = exp( 1
2pi
∫ 2pi
0
log(|p(eiθ)|)dθ) =: ‖p‖0
one would expect it to be closely related to the minimization problem for the L4
norm above. The minimum possible Mahler measure for a Littlewood polynomial
is 1 and this is achieved by any monic polynomial in Z(x) with all roots of modulus
1, which is called the cyclotomic polynomial.
Key words and phrases. Cyclotomic polynomials, Littlewood polynomials, E-transformation,
Ramanujan sum.
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To characterize the cyclotomic Littlewood polynomials, Borwein and Choi [1]
raised the following conjecture :
Conjecture 1.2. (Borwein and Choi) A polynomial P (x) with coefficients ±1 of
degree N − 1 is cyclotomic iff
(1.1) P (x) = ±Φp1(±x)Φp2(±xp1) · · ·Φpr (±xp1p2···pr−1)
where N = p1p2 · · · pr and the pi are primes, not necessarily distinct, and where
Φp(x) := (x
p − 1)/(x− 1) is the p−th cyclotomic polynomial.
They [1] proved two special cases when N is odd or a power of 2. As an appli-
cation of Conjecture 1.2, Borwein, Choi and Ferguson [2] proved that
Theorem 1.3. ( [2] ) If
P (x) = ±Φp1(±x)Φp2(±xp1) · · ·Φpr (±xp1p2···pr−1)
where N = p1p2 · · · pr and the pi are primes, then
‖P‖44
N2
≥ ‖Φ2(−x)Φ2(−x
2) · · ·Φ2(−x2r−1 )‖44
4r
=
(12 +
5
34
√
17)(1 +
√
17)r − (− 12 + 534
√
17)(1 −√17)r
4r
.
This paper addresses the investigation of Conjecture 1.2. It presents a new
approach that we call the E−transformation. And by this approach, we prove that
Conjecture 1.2 is true for a wider variety of cases and give the key and the direction
to further investigate the conjecture. The paper is organized as follows: Section 2
is preparations, including the notations that will be used and simple discussion on
Conjecture 1.2. In Section 3, we introduce the E−transformation and offer more
cases for which Conjecture 1.2 is true. A concrete example is taken in Section
4, and through observation and analysis we point out the direction under which
Conjecture 1.2 may be completely solved.
2. Preparations
Throughout the paper we always let 2 ≤ N = 2tM with M odd and 2 ≤ i ≤
N − 1. And for convenience, we define some sets of polynomials in Z[x] as follows:
C(N) := {P (x) ∈ Z[x] | degP = N − 1 and P (x) is cyclotomic};
OC(N) := {P (x) ∈ C(N) | The coefficients of P(x) are odd};
LC(N) := {P (x) ∈ C(N) | The coefficients of P(x) are ± 1};
LC(N, i) := {∑N−1n=1 anxn ∈ LC(N) | a0 = a1 = . . . = ai−1 = 1, ai = −1}.
Clearly, C(N) ⊃ OC(N) ⊃ LC(N) ⊃ LC(N, i). For every N ≥ 2, there is a special
polynomial in LC(N) : PN (x) := 1+x+x
2+· · ·+xN−1. Obviously, Conjecture 1.2 is
true for it since PN (x) = Φp1(x)Φp2 (x
p1 ) · · ·Φpr (xp1p2···pr−1) where N = p1p2 · · · pr
with pi prime. The importance of PN (x) lies in that all P (x) ∈ LC(N) can be trans-
formed from PN (x) through a so-called E−transformation, which will be proved in
Section 3. For any PN (x) 6= P (x) =
∑N−1
n=1 anx
n ∈ LC(N), it is easy to show that
there exists one and only one polynomial in {P (x), P (−x),−P (x),−P (−x)} that
belongs to LC(N, i) for some 2 ≤ i ≤ N − 1.
As usual, for z ∈ Z+ and a prime p, let vp(z) denote the p−adic valuation of z,
i.e. pvp(z) |z but pvp(z)+1 ∤ z. This notation is also valid for the ring Z(x).
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Suppose P (x) =
∑N−1
n=1 anx
n ∈ LC(N). Since P (x) is cyclotomic, it can be
written as the product of the irreducible d−th cyclotomic polynomials Φd(x) where
d ≥ 1, i.e. P (x) = ∏d≥1Φe(d)d (x) where e(d) = vΦd(x)(P (x)). Borwein and Choi
[1] have further proved that P (x) =
∏
d|2N Φ
e(d)
d (x). Suppose all roots of P (x) are
x1, x2, . . . , xN−1, then we have P (x) =
∏N−1
n=1 (x − xn). So there are three expres-
sions of P (x) and we will choose its suitable expression according to circumstances.
Let Sk(P ) be the sum of the k−th powers of all the roots of P (x), i.e. Sk(P ) =∑N−1
n=1 x
k
n and Cd(k) be the sum of the k−th powers of the primitive d−th roots
of unity (Ramanujan sum), i.e. Cd(k) =
∑
e2piiak/d where a is over a irreducible
set of d. If no confusion, we simply denote Sk(P ) by Sk. It is easy to see that
Sk =
∑
d|2N e(d)Cd(k).
In what follows, when we use the notation Sk it means 1 ≤ k ≤ N − 2.
Lemma 2.1. The Ramanujan sum Cd(k) has the following properties:
(a) If (d1, d2) = 1, then Cd1d2(k) = Cd1(k)Cd2(k), i.e. Cd(k) is a multiplicative
arithmetic function with respect to d.
(b) If (d, k′) = 1, then Cd(kk
′) = Cd(k).
(c) Let p be a prime and n ≥ 1, then
Cpn(k) =

pn − pn−1 if vp(k) ≥ n
−pn−1 if vp(k) = n− 1
0 otherwise
(d) Let n ≥ 0. Define Tn(k) := C1(k) + C2(k) + · · ·+ C2n(k)− C2n+1(k), then
Tn(k) =
{
2n+1 if v2(k) = n
0 else
Proof. (a),(b) and (c) are trivial by the definition of Cd(k).
For (d), since
∑n
j=0 C2n(k) is the sum of k−th powers of the roots of
∏
d|2n =
x2
n−1, which equals 2n for 2n|k and zero else, by (b) and (c) the results follows. 
Let P (x) =
∑N−1
n=1 anx
n ∈ LC(N), we can characterize P (x) from two aspects:
its coefficients, which are all ±1, and its roots, which are all the primitive roots of
unity. What is the relationship between both? The famous Newton’s formula can
partially answer this question. Since P (x) is cyclotomic, we have xN−1P (1/x) =
±P (x). Thus it follows from Newton’s formula that (see [1])
(2.1) Sk + a1Sk−1 + · · ·+ ak−1S1 + kak = 0
Without loss of generality, suppose P (x) =
∑N−1
n=1 anx
n ∈ LC(N, i), then we have
a0 = a1 = . . . = ai−1 = 1 and ai = −1. Using (2.1) repeatedly, we will get
S0 = S1 = . . . = Si−1 = −1 and Si = 2i− 1. Since i ≥ 2, Si is the first sum that is
not equal to -1. In other words, we have i = min{k : Sk 6= −1}.
However, only Newton’s formula is not enough since it is true for all Littlwood
polynomials. To further reveal the relationship between coefficients and roots of
P (x), we should sufficiently utilize its cyclotomic characteristic.
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3. E−transformation and some special cases
Lemma 3.1. ( [1] ) P (x) ∈ OC(N) iff
P (x) =
∏
d|M
Φ
e(d)
d (x)Φ
e(2d)
2d (x) · · ·Φe(2
t+1d)
2t+1d (x)
where
e(d) +
t+1∑
n=1
2n−1e(2nd) =
{
2t if d|M and d > 1
2t − 1 if d = 1 .
From Lemma 3.1 above, it follows that e(2t+1) = 0.
Let P (x) ∈ C(N). If e(d) = vΦd(x)(P (x)) ≤ 1 for any d ≥ 1, we say that P (x) is
square-free. Suppose that P (x) ∈ OC(N) is square-free, it is easy to show that for
1 < d|M there are only two cases:
(3.1) (e(d), e(2d), . . . , e(2td), e(2t+1d)) = (1, 1, . . . , 1, 0) or (0, 0, . . . , 0, 1).
And for d = 1, there are also only two cases:
(3.2) (e(1), e(2), e(4), . . . , e(2t)) = (0, 1, 1, . . . , 1) or (1, 0, 1, . . . , 1).
Now we define an important as well as interesting tranformation E : OC(N)→
OC(N). Suppose P (x) =
∏
d|2N Φ
e(d)
d (x) ∈ OC(N). For any 0 ≤ t′ ≤ t and d′|M ,
if e(d′)± 1, e(2d′)± 1, . . . , e(2t′d′)± 1, e(2t′+1d′)∓ 1 ≥ 0, define:
E(P |t′, d′) = Φe(d′)±1d′ (x)Φe(2d
′)±1
2d′ (x) · · ·Φe(2
t′d′)±1
2t′d′
(x)Φ
e(2t
′+1d′)∓1
2t′+1d′
(x)
(
∏
d|2N,d 6=d′
Φ
e(d)
d (x))
Since
∑t′−1
n=0 2
t = 2t
′ − 1, it follows that E(P |t′, d′) ∈ OC(N) by Lemma 3.1. How
does Sk(P ) chang during the transformation? By Lemma 2.1 (a) and (d) we have
Sk(E(P |t′, d′)) = Sk(P ) + (±Cd′(k)± C2d′(k)± · · · ± C2t′d′(k)∓ C2t′+1d′(k))
= Sk(P )± (C1(k) + C2(k) + · · ·+ C2t′ (k)− C2t′+1(k))Cd′(k)
= Sk(P )± Tt′(k)Cd′(k)
=
{
Sk(P )± 2t′+1Cd′(k) if v2(k) = t′
Sk(P ) else
(3.3)
We call (t′, d′) the parameters set of E. For convenience, we usually omit the
parameters and simply denote E(P |t′, d′) by E(P ). Moreover, if we make other
E−transformation of E(P |t′, d′), e.g. E(E(P |t′, d′)|t′′, d′′), we still denote it by
E(P ). For finite E−transformations of P (x), let G(E) denote the set of all its
parameters. To be precise, suppose that n E−transformations have been made in
all and (ti, di) is the parameters set for i−th E−transformation where 1 ≤ i ≤ n,
then we have G(E) = {(ti, di) | 1 ≤ i ≤ n)}.
We will show that any P (x) ∈ OC(N) can be transformed into PN(x) through
finite E−transformations, i.e.,
E(P ) = PN (x) =
xN − 1
x− 1 =
∏
1<d|N
Φd(x).
It is equivalent to the following:
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Lemma 3.2. Suppose that w = (w0, w1, . . . , wt, wt+1) with wn ≥ 0 for 0 ≤ n ≤ t+1
satisfies that w0 +
∑t+1
n=1 2
n−1wn = 2
t (or : w0 +
∑t+1
n=1 2
n−1wn = 2
t − 1). For any
0 ≤ t′ ≤ t, if w0±1, w1±1, . . . , wt′±1, wt′+1∓1 ≥ 0, define an E− transformation
of w as E(w) = (w0 ± 1, w1 ± 1, . . . , wt′ ± 1, wt′+1 ∓ 1, wt′+2, . . . , wt+1). Then by
finite E−transformations on w, we can get
E(w) = (1, 1, . . . , 1, 0) (or : E(w) = (0, 1, . . . , 1, 0)).
Proof. Firstly, we define two functions of w:
r :=
{
min{n : wn = 0, 0 ≤ n ≤ t+ 1} if ∃wn = 0 0 ≤ n ≤ t+ 1
−1 else ;
R :=
{
max{n : wn ≥ 2, 0 ≤ n ≤ t+ 1} if ∃wn ≥ 2 0 ≤ n ≤ t+ 1
−1 else .
Now we can give an algorithm as follows:
1© Since w0+
∑t+1
n=1 2
n−1wn = 2
t, then w0+w1 must be even. Repeat E−transformation
on w0 and w1 until w0 = w1.
(or: Since w0 +
∑t+1
n=1 2
n−1wn = 2
t − 1, then w0 + w1 must be odd. Repeat
E−transformation on w0 and w1 until w0 = w1 − 1.)
2© Compute r and R. If R = −1, then go to 4©; else continue next step.
3© a. If r < R, then E(w) = (w0+1, w1+1, . . . , wR−1+1, wR−1, wR+1, . . . , wt+1).
b. If r > R, then E(w) = (w0−1, w1−1, . . . , wR−1−1, wR+1, wR+1, . . . , wt+1).
Return 2©.
4© R = −1 implies that wn ≤ 1 for all 0 ≤ n ≤ t+ 1, by (3.1) we get
case 1: E(w) = (1, 1, . . . , 1, 0).
case 2: E(w) = (0, 0, . . . , 0, 1). Do E((0, 0, . . . , 0, 1)) = (1, 1, . . . , 1, 0).
(or: R = −1 implies that wn ≤ 1 for all 0 ≤ n ≤ t+ 1, by (3.2) we get
case 1: E(w) = (0, 1, 1, . . . , 1, 0).
case 2: E(w) = (1, 0, 1 . . . , 1, 0). Do E((1, 0, 1 . . . , 1, 0)) = (0, 1, 1 . . . , 1, 0).)
Thus by finite steps, the desired result follows. 
For example, let d be odd, (e(d), e(2d), e(4d), e(8d), e(16d)) = (2, 4, 1, 0, 0) →
(3, 3, 1, 0, 0)→ (2, 2, 2, 0, 0)→ (1, 1, 1, 1, 0). Clearly, the algorithm in Lemma 3.2 is
reversible. So reversing the algorithm and noting that Sk(PN ) = −1, by (3.3) we
have the following theorem:
Theorem 3.3. For any P (x) ∈ OC(N), by finite E−transformations we can get
E(PN (x)) = P (x).
And furthermore
Sk(P ) = −1 +
∑
(t′,d′)∈G(E)
Tt′(k)(±Cd′(k)).
In what follows we always suppose that P (x) ∈ LC(N, i) and E(PN (x)) =
P (x) and denote Sk(P ) by Sk again. What interests us are those sets (t
′, d′) ∈
G(E) such that Sk 6= −1 for some 1 ≤ k ≤ N − 2. Define T (E) := {t′|(t′, d′) ∈
G(E) and Sk 6= −1 for some 1 ≤ k ≤ N − 2}. Obviously, for any t′ ∈ T (E), we
have 0 ≤ t′ ≤ t = v2(N). Then Sk can be written as
(3.4) Sk = −1 +
∑
t′∈T (E)
Tt′(k)
∑
(t′,d′)∈G(E)
(±Cd′(k)).
From (3.4), we can easily get the following results:
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Corollary 3.4. If Sk 6= −1, let t′ = v2(k), then
(a) t′ ∈ T (E).
(b) 0 ≤ t′ ≤ t.
(c) Sk = −1 + 2t′+1
∑
(t′,d′)∈G(E)±Cd′(k).
(d) 2t
′+1|(Sk + 1).
Definition 3.5. (see [5]) Let S be a set contained in N. We say that a ∈ S is a
least-type divisor in S, if it can be deduced that c = a from c|a and c ∈ S, that
is, there is no other true divisor of a in S. Define K(P ) to be the set of least-type
divisors in {k | 1 ≤ k ≤ N − 2 and Sk 6= −1}.
Corollary 3.6. If k ∈ K(P ) then k|N . In particular, we have i ∈ K(P ) and i|N .
Proof. Suppose k ∈ K(P ). Let p be an odd prime factor of k and d|M . Since
v2(k) ≤ t = v2(N) by Corollary 3.4 (b), it is sufficient to show that vp(k) ≤ vp(N).
Case 1: p|N . Assume that vp(k) ≥ vp(N) + 1. It follows that vp(k) ≥ vp(d) + 1.
Suppose k = pvp(k)k′ and d = pvp(d)d′. Then by Lemma 2.1, we have
Cd(k) = Cpvp(d)(k)Cd′(k)
= Cpvp(d)(p
vp(k))Cd′(k
′)
= Cpvp(d)(p
vp(k)−1)Cd′(k
′)
= Cd(k/p).
It yields that Sk/p = Sk 6= −1 by Lemma 3.1. This contradicts that k ∈ K(P ). So
the assumption is not true and hence we have vp(k) ≤ vp(N).
Case 2: p ∤ N . Clearly, (d, p) = 1. Then by Lemma 2.1 (b) we have Cd(k) =
Cd(k/p). It yields that Sk/p = Sk 6= −1 by Lemma 3.1. This contradicts that
k ∈ K(P ). So this case does not exist.
Thus we have k|N . Since i = min{k | 1 < k < N andSk 6= −1}, it follows that
i ∈ K(P ) and hence i|N . 
Lemma 3.7. (In the proof of [1] Theorem 3.3) Let P (x) =
∑N−1
n=1 anx
n ∈
LC(N, i) and 1 ≤ j ≤ i−1. If ali+j = ali for 0 ≤ l ≤ m−1 where 1 ≤ m ≤ N−1i −1,
then we have
(a) 0 = Smi+j + 1 + (mi+ j)(ami+j − ami+j−1)
(b) 0 = (S(m+l)i+j + 1) + 2((m+ 1)i+ j)(ami+j − ami+j−1)
+((m+ 1)i+ j)(a(m+1)i+j − a(m+1)i+j−1)
Remark 3.8. Borwein and Choi [1] have pointed that P (x) =
∑N−1
n=1 anx
n ∈
LC(N, i) is of the ”periodicity” on its coefficients, that is, ali+j = ali for 0 ≤
l ≤ Ni − 1 and 1 ≤ j ≤ i− 1. We call it ”exterior periodicity”, since P (x) is also of
the ”interior periodicity” on Sk’s, that is, Sk = −1 for i ∤ k. As seen from Lemma
3.7 above, the ”periodicity” of ak’s is totally determined by that of Sk’s. Thus to
prove the ”periodicity” of Sk’s is key to prove Conjecture 1.2, and we will see it
clearly from the following theorem.
Theorem 3.9. Let P (x) ∈ LC(N). |K(P )| ≤ 1 iff P (x) is of the form (1.1).
Proof. Since the sufficiency is easy to show by Lemma 3.7 (a), we only deal with
its necessity. And the case of |K(P )| = 0 is trivial as it means that P (x) = PN(x).
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Suppose P (x) ∈ LC(N, i) We use induction on N . K(P ) = {i} implies that Sk =
−1 for i ∤ k. By Lemma 3.7 (a) we have ali = ali+1 = . . . = ali+i−1 for 0 ≤ l ≤ Ni −1.
It follows that P (x) = P1(x)P2(x
i) where P1(x) = 1 + x + · · ·+ xi−1 ∈ LC(i) and
P2(x) ∈ LC(N/i). By induction, P1(x) and P2(x) are of the form (1.1) and hence
so is P (x). 
Lemma 3.10. Let k = mi+ j with 1 ≤ j ≤ i− 1.
(a) If v2(k) ≥ v2(i), we have v2((m+ 1)i+ j) 6= v2(mi+ j).
(b) If v2(k) = v2(i) = t
′, we have v2((m+ 1)i+ j) ≥ t′ + 1.
Proof. (a) Assume that v2((m+ 1)i+ j) = v2(mi+ j) = v2(k) := t
′. Suppose that
(m+1)i+j = 2t
′
M1 and mi+j = 2
t′M2. By substraction, we get i = 2
t′(M1−M2).
Since both M1 and M2 are odd, it follows that v2(i) ≥ 2t′+1 > v2(k). It is a
contradiction.
(b)Noting that v2(k) = v2(i) = t
′, we have v2(j) ≥ t′.
Case 1: 2|m. We claim v2(j) = t′ since otherwise v2(k) ≥ t′ + 1. It follows that
v2((m+ 1)i+ j) ≥ t′ + 1.
Case 2: 2 ∤ m. We claim v2(j) > t
′ since otherwise v2(k) ≥ t′+1. It follows that
v2((m+ 1)i+ j) ≥ t′ + 1 .
Thus in either case we have v2((m+ 1)i+ j) ≥ t′ + 1. 
Corollary 3.11. Let P (x) ∈ LC(N). If |T (E)| ≤ 1, P (x) is of the form (1.1).
Proof. The case of |T (E)| = 0 is trivial as it means that P (x) = PN (x).
Suppose P (x) ∈ LC(N, i) and t′ = v2(i). |T (E)| = 1 implies T (E) = {t′} and
hence Sk = −1 for v2(k) 6= t′. We claim that K(P ) = {i}. Otherwise assume
k′ = min{k ∈ K(P ) | k > i} then we have i ∤ k′, v2(k′) = t′and Sk′ 6= −1. Suppose
k′ = mi+j for 1 ≤ m ≤ N−1i −1. By Lemma 3.10 (b) we have v2((m+1)i+j) ≥ t′+1
implying S((m+1)i+j) = −1. By Lemma 3.7 (b), we have
2(ami+j − ami+j−1) + (a(m+1)i+j − a(m+1)i+j−1) = 0.
Since ami+j , ami+j−1, a(m+1)i+j , a(m+1)i+j−1 = ±1, it follows that
ami+j = ami+j−1 and a(m+1)i+j = a(m+1)i+j−1.
By Lemma 3.7 (a), we have Sk′ = Smi+j = −1. It is a contradiction. So our claim
that K(P ) = {i} is true. The result follows by Theorem 3.9. 
Corollary 3.12. Let P (x) ∈ LC(N). Conjecture 1.2 is true in the following cases:
(a) P (x) is square-free.
(b) N is odd.
(c) N = 2t.
(d) N = 2pl where p is an odd prime and l ≥ 1.
(e) N = 2M with M odd and e(4d) = 0 for any d|M .
Proof. By Theorem 3.9 and Corollary 3.11, it is sufficient to prove that |K(P )| ≤ 1
or |T (E)| ≤ 1.
(a)Since P (x) is square-free, by (3.1) and (3.2) we have that {0, t} ⊃ T (E). If
t > 0 we claim that 0 /∈ T (E). Otherwise by Corollary 3.4 (c) we have S1 =
−1 − 2C2(1) = 1 which contradicts S1 = −1. So |T (E)| ≤ |{t}| = 1 for t > 0. If
t = 0, it is clear that |T (E)| ≤ |{0}| = 1.
(b) It is just the case of t = 0 in (a).
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(c) By Corollary 3.6, each number in K(P ) is the power of 2. Since K(P ) is the
set of least-type divisors, we have K(P ) = {i}.
(d) For any k′ ∈ K(P ), Since k′|N by Corollary 3.6, we have that k′ = pl′ or
k′ = 2pl
′
with l′ ≤ l.
case 1: i = pl
′
. Assume k1 = p
l1 ∈ K(P ) (or: k2 = 2pl2 ∈ K(P )). Then we have
k1 = p
l1 > i = pl
′
(or: k2 = 2p
l2 > i = pl
′
). It follows that l1 > l
′ (or: 2 > pl
′−l2
also implying l2 > l
′). Thus i|k1 (or: i|k2). This contradicts that K(P ) is the set
of least-type divisors. So we have K(P ) = {i}.
case 2: i = 2pl1 . First we claim that 2pl2 /∈ K(P ) for all 0 ≤ l2 ≤ l. Otherwise
it follows that l2 > l1 implying i|2pl2. It is a contradiction. Then we claim that
pl2 /∈ K(P ) for all 0 ≤ l2 ≤ l. If not, assume k′ = min{pl2 ∈ K(P )}. Then we have
that Si = 2i − 1 = 4pl1 − 1, Sk′ = ±2k′ − 1 = ±2pl2 − 1 by Lemma 3.7 (a). By
Lemma 3.1 we have
Si =
∑l
j=1
(e(pj)Cpj (i) + e(2p
j)C2pj (i) + e(4p
j)C4pj (i)) + e(1)C1(i) + e(2)C2(i)
=
∑l
j=1
(e(pj) + e(2pj)C2(2) + e(4p
j)C4(2))Cpj (p
l1) + e(1)C1(2) + e(2)C2(2)
=
∑l
j=1
(e(pj) + e(2pj)− 2e(4pj))Cpj (pl1) + e(1) + e(2)
=
∑l
j=1
(2− 4e(4pj))Cpj (pl1) + 1 ( by Lemma 3.1)
=
{
(2− 4e(4p))(−1) + 1 l1 = 0∑l1
j=1(2 − 4e(4pj))(pj − pj−1) + (2− 4e(4pl1+1))(−pl1) + 1 l ≥ 1
Similarly, noting that 2 ∤ k′ and k′ > i hence l2 > l1 > 0, we have
Sk′ =
∑l
j=1
(e(pj)Cpj (k
′) + e(2pj)C2pj (k
′) + e(4pj)C4pj (k
′)) + e(1)C1(k) + e(2)C2(k)
=
∑l
j=1
(e(pj) + e(2pj)− 2e(4pj))Cpj (pl2) + e(1)− e(2)
=
∑l2
j=1
(2 − 4e(4pj))(pj − pj−1) + (2− 4e(4pl2+1))(−pl2)− 1
e(1)−e(2) = 1 comes from that S1 = (2−4e(4p))(−1)+e(1)−e(2) = −1, e(4p) = 0, 1
and e(1) − e(2) = ±1. We claim that l2 ≥ 2. If not, since l2 > 0, it follows that
l2 = 1. Therefore we have
±2p− 1 = (2 − 4e(4p))(p− 1) + (2− 4e(4p))(−p)− 1.(3.5)
Dividing both sides of (3.5) by p and noting that e(4p) = 0, 1, we get 2|p. It is
impossible. So we have l2 ≥ 2.
Case 2.1: l1 ≥ 1. Subtracting Si from Sk′ , we have
±2pl2 − 4pl1 =
∑l2
j=l1+1
(2 − 4e(4pj))(pj − pj−1)
+(2− 4e(4pl2+1))(−pl2)− (2− 4e(4pl1+1))(−pl1)− 2(3.6)
Case 2.2: l1 = 0. Then we have 4 − 1 = (2 − 4e(4p))(−1) + 1. It follows that
e(4p) = 1. Substituting e(4p) by 1 in Sk′ , we have
±2pl2 − 1 = −2(p− 1) +
∑l2
j=2
(2− 4e(4pj))(pj − pj−1)
+(2− 4e(4pl2+1))(−pl2)− 1(3.7)
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Dividing both sides of (3.6) and (3.7) by p, we get the same result: 2|p. It is
impossible. So pl2 /∈ K(P ) and hence K(P ) = {i}.
Thus we prove that K(P ) = {i} for N = pl with p odd prime and l ≥ 1.
(e) For any 1 < d|M , since e(4d) = 0, theE−transformation on (e(d), e(2d), e(4d))
must be (1, 1, 0) → (2, 0, 0) or (1, 1, 0) → (0, 2, 0). Likewise for d = 1, we have
(1, 1)→ (0, 2) or (1, 1)→ (2, 0). It follows that |T (E)| ≤ |{0}| = 1. 
4. Further Investigation and a Conjecture
Let P (x) ∈ LC(N, i). As seen from Remark 3.8 and Theorem 3.9, the key to
prove that P (x) is of the form (1.1) is to prove that K(P ) = {i}. We have proved in
Corollary 3.11 that |T (E)| = 1 implies K(P ) = {i}. In fact, we can apply induction
on |T (E)| under some constraints.
For convenience, define L˜C(N) :=
⋃
2≤i|N LC(N, i). And to express clearly, we
use EP2→P1 to denote the E−transformation such that E(P2) = P1.
Lemma 4.1. Assume that P (x) ∈ L˜C(N) is of the form (1.1) if |T (EPN→P )| ≤ n.
Let P1(x) ∈ LC(N, i). If there exists P2(x) ∈ LC(N, i) satisfying
(1) |T (EPN→P2)| ≤ n;
(2) T (EP2→P1) = {t′} with t′ ≥ v2(i).
Then P1(x) is of the form (1.1) too.
Proof. If t′ ∈ T (EPN→P2), then |T (EPN→P1)| ≤ n. It follows that P1(x) is of form
(1.1) by assumption. In what follows suppose that t′ /∈ T (EPN→P2). We have
Sk(P1) = Sk(P2) + Tt′(k)
∑
(t′,d′)∈G(EP2→P1)
(±Cd′(k)). (4.1)
We claim that K(P1) = {i}. Otherwise assume that k′ = min{k ∈ K(P1) | k > i}
then we have i ∤ k′ and Sk′(P1) 6= −1. We claim that v2(k′) = t′. Otherwise by
(4.1) we have Sk′(P1) = Sk′ (P2). Since i ∤ k
′, it follows that Sk′(P2) = −1 by
Theorem 3.9 and hence Sk′(P1) = −1. It is a contradiction. So we have v2(k′) = t′.
Suppose that k′ = mi + j with 1 ≤ j ≤ i − 1. Since v2(k) ≥ v2(i), by Lemma
3.10 (a) we have v2((m + 1)i + j) 6= v2(mi + j) = v2(k′) = t′. It means that
v2((m+ 1)i+ j) /∈ T (EP2→P1). By (4.1), we have S(m+1)i+j(P1) = S(m+1)i+j(P2).
Since i ∤ (m + 1)i + j, it follows that S(m+1)i+j(P2) = −1 by Theorem 3.9 and
hence S(m+1)i+j(P1) = −1. By the similar discussion in Corollary 3.11, we have
Sk′(P1) = −1. It is a contradiction. So our claim that K(P1) = {i} is true. By
Theorem 3.9, P1(x) is of the form (1.1) too. 
Lemma 4.2. If for any P1(x) ∈ LC(N, i) there exists P2(x) ∈ LC(N, i) satisfying
(1) |T (EPN→P1)| ≤ |T (EPN→P2)|+ 1;
(2) T (EP2→P1) = {t′} with t′ ≥ v2(i).
Then Conjecture 1.2 is true for N .
Proof. We use induction on |T (EPN→P )|. We have proved in Corollary 3.11 that
Conjecture 1.2 is true for |T (EPN→P )| ≤ 1. Then assume Conjecture 1.2 is true for
|T (EPN→P )| ≤ n, i.e. P (x) ∈ L˜C(N) is of the form (1.1) if |T (EPN→P )| ≤ n. By
Lemma 4.1, P (x) ∈ L˜C(N) is of the form (1.1) if |T (EPN→P )| ≤ n + 1. That is,
Conjecture 1.2 is also true for |T (EPN→P )| ≤ n + 1. It follows from Corollary 3.4
(b) that |T (EPN→P )| ≤ t = v2(N). So by at most t inductions on |T (EPN→P )|, we
can prove that Conjecture 1.2 is true for |T (EPN→P )| ≤ t, namely Conjecture 1.2
is true for N . 
10 SHAOFANG HONG AND WEI CAO
Take example for N = 2× 2× 3. By computation, we find all eight polynomials
in L˜C(N) as follows:
P1(x) = 1 + x+ x
2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10 + x11
= Φ2(x)Φ4(x)Φ3(x)Φ6(x)Φ12(x);
P2(x) = 1 + x+ x
2 + x3 − x4 − x5 − x6 − x7 + x8 + x9 + x10 + x11
= Φ2(x)Φ4(x)Φ24(x);
P3(x) = 1 + x− x2 − x3 + x4 + x5 + x6 + x7 − x8 − x9 + x10 + x11
= Φ2(x)Φ4(x)Φ
2
12(x);
P4(x) = 1 + x− x2 − x3 + x4 + x5 − x6 − x7 + x8 + x9 − x10 − x11
= −Φ1(x)Φ22(x)Φ3(x)Φ6(x)Φ12(x);
P5(x) = 1 + x− x2 − x3 − x4 − x5 + x6 + x7 + x8 + x9 − x10 − x11
= −Φ1(x)Φ22(x)Φ24(x);
P6(x) = 1 + x+ x
2 + x3 + x4 + x5 − x6 − x7 − x8 − x9 − x10 − x11
= −Φ1(x)Φ22(x)Φ23(x)Φ26(x);
P7(x) = 1 + x+ x
2 − x3 − x4 − x5 + x6 + x7 + x8 − x9 − x10 − x11
= −Φ1(x)Φ4(x)Φ23(x)Φ12(x);
P8(x) = 1 + x+ x
2 − x3 − x4 − x5 − x6 − x7 − x8 + x9 + x10 + x11
= Φ21(x)Φ2(x)Φ
3
3(x)Φ6(x).
The E−transformations of Pi(x) and their T (E)’s are listed as follows:
P (x) i (e(1), e(2), e(4)) (e(3), e(6), e(12), e(24)) T (E)
P1 ∅
P2 4 (1, 1, 1, 0)→ (0, 0, 0, 1) 2
P3 2 (1, 1, 1, 0)→ (0, 0, 2, 0) 1
P4 2 (0, 1, 1)→ (1, 2, 0) 1
P5 2 (0, 1, 1)→ (1, 2, 0) (1, 1, 1, 0)→ (0, 0, 0, 1) 1,2
P6 6 (0, 1, 1)→ (1, 2, 0) (1, 1, 1, 0)→ (2, 2, 0, 0) 1
P7 3 (0, 1, 1)→ (1, 0, 1) (1, 1, 1, 0)→ (2, 0, 1, 0) 0
P8 3 (0, 1, 1)→ (2, 1, 0) (1, 1, 1, 0)→ (2, 0, 1, 0)→ (3, 1, 0, 0) 0,1
By Corollary 3.11, P1, P2, P3, P4, P6, P7 are of the form (1.1). Since T (EP4→P5) = 2
and T (EP7→P8) = 1, P5, P8 are also of the form (1.1) by Lemma 4.1. Thus Conjec-
ture 1.2 is true for N = 12 by Lemma 4.2.
The difficulty is how to remove the ”if” in Lemma 4.2. In other words we raise
the following conjecture:
Conjecture 4.3. For any P1(x) ∈ LC(N, i) there exists P2(x) ∈ LC(N, i) satisfying
(1) |T (EPN→P1)| ≤ |T (EPN→P2)|+ 1;
(2) T (EP2→P1) = {t′} with t′ ≥ v2(i).
References
[1] P. Borwein and S. Choi, On cyclotomic polynomials with coefficients ±1, Experimental Math
8 (1999), 399-407.
NOTES ON A BORWEIN AND CHOI’S CONJECTURE OF CYCLOTOMIC POLYNOMIALS WITH COEFFICIENTS ±11
[2] P. Borwein, S. Choi and R. Ferguson, Norms of cyclotomic Littlewood polynomials, Math.
Proc. Camb. Phil. Soc. in press (2004).
[3] J. E. Littlewood, Some problems in real and complex analysis, Heath Mathematical Mono-
graphs, D. C. Heath, Lexington, MA, (1968).
[4] K. Mahler, On two extremum properties of polynomials, Ilinois J. Math. 7(1963), 681-701.
[5] S. Hong, Notes on power LCM matrices, Acta Arithmetica 116(2004), 165-177.
[6] T. Apostol, Arithmetical properties of generalized Ramanujan sums, Pacific J. Math.
41(1972), 281-293.
Mathematical College Sichuan University Chengdu, Sichuan 610064 P.R.China
E-mail address: hongsf@263.net caowei433100@vip.sina.com
