Persistent homology captures the evolution of topological features of a model as a parameter changes. The two standard summary statistics of persistent homology are the barcode and the persistence diagram. A third summary statistic, the persistence landscape, was recently introduced by Bubenik. It is a functional summary, so it is easy to calculate sample means and variances, and it is straightforward to construct various test statistics. Implementing a permutation test we detect conformational changes between closed and open forms of the maltose-binding protein, a large biomolecule consisting of 370 amino acid residues. Moreover, because our approach captures dynamical properties of the protein our results may help in identifying residues susceptible to ligand binding; we show that the majority of active site residues and allosteric pathway residues are located in the vicinity of the most persistent loop in the corresponding filtered Vietoris-Rips complex. This finding was not observed in the classical anisotropic network model.
INTRODUCTION
In this paper, we describe topological techniques for the analysis of geometric data. In particular we apply these methods to study a particular protein, the maltose-binding protein (MBP), whose geometric shape can be represented by 370 points in R 3 , or equivalently, as one point in R 3×370 . However, this structure is not static; it is dynamic. It "jiggles" under thermal fluctuations, and changes among various conformations as it performs its biological functions. The space of all such conformations is a subspace of R 3×370 . We use topology to construct summary statistics of these conformations and see what they can tell us about our data. Instead of working with the static spatial coordinates, we use a richer dynamic model of the protein from which we use correlations to calculate a 370 × 370 matrix of dynamical distances for each conformation. This matrix is the input for our topological and statistical methods.
Algebraic topology classifies topological spaces using topological invariants such as homotopy, homology, and Euler characteristic. Homology detects topological features such as connected components, holes and voids. Computational topologists have introduced a variation of homology called persistent homology which records the history of appearances and disappearances of topological features as a parameter changes (Edelsbrunner et al. (2002) , Zomorodian & Carlsson (2005) ). Here is a basic example of persistence. Given a set of points sampled from some (unknown) object in a Euclidean space, consider a set of balls centered at these points with a common radius. For certain radii, this union of balls will approximate the unknown object in various ways. Persistent homology summarizes the appearance and disappearance of topological features of the union of balls as the radius increases. Topological attributes that persist over a large range of radii are likely to be a signal while short-lived ones are likely to be noise. Three summaries of persistent homology are the barcode (Collins et al., 2004) , the persistence diagram (Edelsbrunner et al., 2002) , and the persistence landscape (Bubenik, 2014) . The space of barcodes or persistence diagrams is a space in which it is difficult to do statistics, though theoretical advances have been made by Mileyko et al. (2011) and Turner et al. (2013) , and Heo et al. (2012) applied statistics to landmarks of maxillary area in an orthodontic study. However, the space of persistence landscapes has the advantage of being a vector space (in fact, a separable Banach space). Chazal et al. (2013) and Chazal et al. (2014) have studied the weak convergence, convergence of the bootstrap, and confidence bands for the average persistence landscape. In this article we will exploit the PL structure for our statistical data analysis.
We show that the persistence landscape separates MBP conformations into their open and closed forms. We also show how the barcode may be useful in exploratory data analysis. In degree one, the longest interval in the barcode corresponds to the most persistent loop in the data. We show that biologically important units, the active sites and the allosteric pathway residues, are located close to this loop.
A brief outline of the article is given as follows. In Section 2 we explain our biological motivation and introduce basic facts concerning the MBP and describe the data. Section 3 lists the main steps of our topological data analysis. We define the persistence landscape (Bubenik, 2014 ) from which we derive a suitable random variable; this allows us to formulate statistical hypotheses of interest and construct a test statistic. In Section 4 we compare open and closed conformations of MBP and extract additional information from visualized complexes. Our conclusion and signposts for future work appear in Section 5.
THE PROTEIN DATA
The maltose-binding protein is a bacterial protein found in Escherichia coli where its primary function is to bind and transport sugar molecules across cell membranes, providing energy to the bacterium (Boos & Shuman, 1998) . Though sometimes causing serious illness, most strains of E. coli are nonpathogenic and in fact beneficial. These bacteria colonize the gastrointestinal tract of humans and animals and protect the gut from harmful bacteria (Hudault et al., 2001) . Furthermore, E. coli is the best known living organism and is used to study various cellular processes (Van Houdt & Michiels, 2005) . In our paper we use topological methods to study the MBP.
While performing biological functions, the MBP changes its structure. Our objects of study are fourteen three-dimensional structures of the MBP, obtained by X-ray crystallography. The structures are available from the Protein Data Bank, Bernstein et al. (1977) . Each structure is a large biomolecule with about 3000 heavy atoms grouped into 370 relatively small clusters representing amino acid residues. The term residue refers to the fact that during the formation of the protein the constituent amino acids lose parts of their water molecules (McNaught & Wilkinson, 1997) . Instead of using an all-atom model, we use computationally more affordable coarse-grained model in which every residue is represented by a single unit (Cavasotto et al., 2005) . Shilton et al. (1996) ) and the open-apo 1OMP conformal structure (right, Sharff et al. (1992) ).
A major conformational change in the protein occurs when a smaller molecule called a ligand attaches to the protein molecule, see Figure 1 . Szmelcman et al. (1976) determined that the MBP interacts with various sugar molecules (ligands), starting from the small maltose molecule through the larger maltodextrin. Ligand-induced conformational changes are important because the biological function of the protein occurs through a transition from a ligand-free (apo) to a ligand-bound (holo) structure (Seeliger & de Groot, 2010) .
Simulations and to some extent experiments show that 95% of the time the two domains of MBP are separated and twisted, called an open conformation, and 5% of the time they are close to each other, called a closed conformation. If closed, it is always due to having a captured ligand, see Figure 1 . Open structures can have an attached ligand or not, as verified by experiments (see Table 1 ). From a practical viewpoint, closed conformations are more significant because they are more stable so the detachment of the bound ligand is less likely to happen.
We consider seven closed and seven open conformations. We differentiate between them using deformation energies; the energetically more favorable closed conformation binds a sugar molecule while its open counterpart requires greater deformation energies and may or may not engage in the binding process. The list of the fourteen MBP structures we investigate is shown in Table 1 .
Using professional docking software like Discovery Studio by Accelerys, one can visually determine whether or not a conformal structure is open or closed, but this is time consuming. We will show that topological methods can differentiate between the two. Out of 370 residues, fewer than twenty are actively involved in sugar binding. These residues which are crucial for the function of the protein are referred to as active sites. However, identifying active sites inside a protein structure is difficult. Active sites can be identified using experimental methods that engineer different parts of the protein to be preferential in binding ligands; or theoretical methods can be used to model the various physical interactions between atoms of the protein and the ligand (Amitai et al., 2004) . Sharff et al. (1992) We also consider allosteric pathway residues which behave as bridges between the ligand binding site and the exterior of the protein (Lockless & Ranganathan, 1999) . Due to thermal vibrations, a closed-holo structure may easily transform to an open-holo in which the risk for detachment of the bound sugar molecule is higher. The stability of the closed form can be increased by influencing the active sites. In a closed conformation they are deeply buried in the interior of the protein and inaccessible to direct influences, however, an indirect access is feasible through the effect of allostery (Rizk et al., 2011) .
2.1. Dynamical distances. One may attempt to use topological methods to describe the function of the MBP using the spatial coordinates of the residues. This is not a novel idea; Edelsbrunner & Harer (2010) studied computational ways of predicting protein interactions based solely on their shape. Furthermore, Gameiro et al. (2012) defined a topological quantity based on persistence diagrams of several proteins and established correspondence with experimental compressibility of the majority of investigated proteins. However, this intuitive approach proves to be inefficient in distinguishing between the closed and the open MBP conformation.
The three-dimensional coordinates obtained by x-ray crystallography give a snapshot of the conformal structure. However, this structure is really time dependent and wobbly. So a dynamic descriptor is more appropriate. Therefore, we do not analyze the geometry of the MBP structure directly. Instead we use the static crystallographic data to construct a dynamic model of the protein structure from which we calculate dynamical distances between the residues. Our subsequent analysis will use these dynamical distances and not the geometric distances.
We model the dynamics of the protein structure using an elastic network model (Atilgan et al., 2001; Tobi & Bahar, 2005) . Though all constituents of the protein constantly exhibit small oscillations due to thermal motion, movements on larger scale occur because neighboring units strongly affect each other. Hence the motion and function of the biomolecule are the result of the coordinated action of mutually interacting residues, i.e. the protein is modeled like a dynamical system of beads joined by elastic springs. An energy state of such a molecule is a superposition of normal modes of oscillations, leading to different spatial conformations depending on the deformation energy. There exist infinitely many energy modes; however, as a compromise between numerical accuracy and computational efficiency, our model takes into account the lowest twenty nontrivial energy modes (Nikolić & Kovacev-Nikolic, 2013) .
Taking into account the first twenty nontrivial modes of oscillation, we calculate fourteen cross-correlation matrices (C) of size 370 × 370 using the Anisotropic Network Model web server (Eyal et al., 2006) . Following Bradley et al. (2008) , for each correlation matrix we calculate the associated dynamical distance matrix (D) using a simple linear map,
though other choices are also possible. This defines a metric space in which highly (anti)correlated residues lie close to each other. An illustration of the matrix D for the 1M P D structure is given in Figure 2 . Figure 2 . Visualization of the cross-correlation matrix and the dynamical distance matrix of the 1MPD structure. Axes correspond to residue indices running from 1 to 370. (Left) Cross-correlation matrix for the 1MPD structure. Dark regions correspond to high pairwise correlations, with -0.76 as the most negative value. Green horizontal and vertical lines correspond to most flexible residues which poorly correlate with the rest of the protein structure thus their total correlations are approximately zero. (Right) Dynamical distance matrix for the 1MPD structure, calculated from the correlation matrix using Equation (1); the linear relationship causes a similar visual layout of the two matrices.
To visualize this metric space we apply the nonlinear dimension reduction method, ISOMAP (Tenenbaum et al., 2000) . We prefer this method to MDS because for our data the errors on distances are smaller. As indicated by the scree-plots in Figure 3 , projecting to three dimensions is appropriate.
TOPOLOGICAL METHODS
In this section we outline how topological methods can be applied to geometric data and how these tools can be combined with statistical analysis. A n × n distance matrix D defines a discrete metric space on n points x 1 , . . . , x n , where d(x i , x j ) = D ij . From this we construct a parametrized family of simplicial complexes. Given d ≥ 0, let R d denote the simplicial complex on n vertices x 1 , . . . , x n , where an edge between the vertices x i and x j with i = j Of interest is the topology of this simplicial complex and how it changes as the parameter changes. In particular we are interested in H k (R d ) the homology of the Vietoris-Rips complex with coefficients in the field Z/2Z, for small values of k. For coefficients in a field, homology is a vector space. For k = 0 this vector space has as a basis the connected components of the simplicial complex. For k = 1 its basis consists of linearly independent cycles that are not boundaries. Similarly statements hold in higher degrees. For details, refer to (Hatcher (2002) 
The set of vector spaces {R d } together with the corresponding linear maps is referred to as a persistence module. This persistence module can be completely described by a collection of intervals referred to as a barcode (Edelsbrunner et al. (2002) ; Zomorodian & Carlsson (2005) ). Various software packages compute barcodes; we use the javaPlex library (Tausz et al., 2011) . The distance matrix may be obtained from the Euclidean distances between a collection of points in R d (point cloud data), the diffusion metric (Bendich et al. (2011) ), similarity, correlation and covariance matrices. Filtered simplicial complexes can also be obtained from Morse functions and kernel estimators (Bubenik et al. (2010) ).
Consider the following simple example, illustrated in Figure 4 . We sample 150 points uniformly and randomly from a circle and annulus. From this point cloud data (PCD), we construct the corresponding filtered Vietoris-Rips complex and calculate the corresponding barcode. When d = 0 we have just the points; when d = 0.4 several small loops appear; later when d = 0.8 most loops disappear and only a few remain. The time of appearance and disappearance of loops is recorded in a barcode for the first homology group, see Figure 4 (b). A barcode consists of intervals that indicate the times of birth (starting points of lines), death (end points of lines), and the duration of survival (lengths of lines), of a topological feature (a loop, in this example). In the next section we will apply this construction to conformations of the maltose-binding protein, in which every residue is represented by a single point. Using Figure 4 . Steps of our topological statistical analysis of points sampled for a disk and an annulus. (a) Three snapshots of the two filtered Vietoris-Rips complexes. Initially we sample point cloud data from a disk and an annulus; as the filtration parameter increases points get connected, different loops are born and die. (b) The birth and death time of loops is recorded in a barcode for the first homology group. The long bar in the case of the annulus detects the hole, whereas the shorter ('noisy') bars for the disk and annulus detect transient phenomena. (c) The persistence landscape (PL) corresponding to each barcode. A permutation t-test (p-value 0.0028) differentiates the disk from the annulus in terms of the one-dimensional cycle, that is, the loop. (d) The mean persistence landscapes for the disk and the annulus.
the spatial structure directly, we get 370 points in R 3 . Using dynamical distance we have a 370 × 370 distance matrix. In either case we can calculate the corresponding barcodes.
One of our objectives is to carry out a hypothesis test and make statistical inferences. For that purpose the barcodes are submitted to a few steps of transformation until we arrive at a test statistic. We would like to statistically compare two or more different groups of point cloud data. For example, we would like to carry out a hypothesis test that distinguishes the disk from the annulus. The usual procedure for such results involves calculating means and variances. Unfortunately it is not at all clear how to do this for barcodes. For example, two barcodes need not have a unique Fréchet mean.
One solution is to transform the barcode into the persistence landscape, a functional summary introduced by Bubenik (2014) . The persistence landscape consists of a sequence of functions λ k : R → R, where k = 1, 2, 3, . . .. Here we define these functions via an auxiliary function. Given (a, b) , where a ≤ b, let f (a,b) : R → R be the function given by f (a,b) (t) = min(t − a, b − t) + , where x + = max(x, 0). Let B be a barcode consisting of m intervals with endpoints
, where a i < b i . Definition 1. The persistence landscape corresponding to the barcode B is the set of functions
, and λ k (t) = 0, whenever k > m.
These functions may be assembled to give a function λ(k, t) defined on N × R, which in turn can be extended to R 2 by setting λ(x, t) = λ( x , t) if x > 0 and λ(x, t) = 0 otherwise, where x denotes the smallest integer obtained when rounding up a real number x, and N = {1, 2, 3, . . .} is the set of natural numbers. Let us return to the example of the disk and the annulus discussed earlier in this section and in Figure 4 . For each degree we obtain ten persistence landscapes for the disk and ten for the annulus, see Figure 4 (c). We can measure the distance between persistence landscapes as the p-norm of their difference.
Definition 2. Let λ (k, t) and λ (k, t) be two persistence landscapes. The p-Landscape distance between λ and λ is defined by
Now we can establish the main tools needed for our statistical analysis. Assuming that our persistence landscapes are p-integrable, we work in the separable Banach space L p (N × R).
8
Together with a probability measure on the Borel σ-algebra, we have also a probability space (e.g. see Ledoux & Talagrand (2002) ). In this space, for any continuous linear functional f , the random variable f (λ(k, t)) satisfies the Strong Law of Large Numbers (SLLN) and the Central Limit Theorem (CLT). In cases where λ has finite support we can let f be given by the integration of λ multiplied by the indicator function on this support. Hence we can define a new variable,
whose value corresponds to the total area encompassed by all contours λ k (t), k ∈ N of a persistence landscape λ k (t) :=λ(k, t). Since both SLLN and CLT hold, provided a sufficiently large sample the random variable X follows an approximately normal distribution. This result allows applications of classical statistical methods to point cloud data whose underlying space might be high dimensional or nonlinear. We conclude the section by setting up a hypothesis test and a corresponding p-value based on a permutation test. A nonparametric test is used due to the low number of samples we have, otherwise a Student's t-test would be the preferable choice. Suppose we wish to compare two groups of data, obtained by taking n 1 and n 2 samples from two geometrical objects. Let λ 11 (k, t), . . . λ 1n 1 (k, t) and λ 21 (k, t), . . . λ 2n 2 (k, t) denote the associated persistence landscapes for a homology in some fixed degree. Let x 11 , . . . , x 1n 1 and x 21 , . . . , x 2n 1 be the associated sample values of random variables X 1 = f (λ 1 (k, t)) and X 2 = f (λ 2 (k, t)), respectively, where f is the functional from Equation (3). If µ 1 and µ 2 are the population means of the random variable X = f (λ(k, t)) for the two objects, the statistical hypotheses of interest are:
To test the null-hypothesis we use a two-sample permutation test with statistic,
Using the above formula we generate the null distribution as the set of all possible values t 1 , . . . , t m of the test statistic, calculated for permutations i = 1, . . . , m. Let the observed value of the test statistic be denoted by t obs . Then the p-value is obtained as the averaged number of times when the test statistic is at least as extreme as its observed counterpart, t q ≥ t obs , where q ∈ {1, . . . , m}. Returning to our disk and annulus example (Figure 4) , in degree 1, a two-sample exact permutation test on this example produces a p-value of 0.0028. This is as expected, since the disk and the annulus differ in their degree-1 homology because the annulus contains a cycle that is not the boundary of a disk contained in the annulus. In addition, the p-value in degree 0 is 0.0265. This is somewhat surprising since the disk and the annulus have the same degree-0 homology. We see here that persistent homology is sensitive to geometric differences; the rate at which the points connect differs in the two corresponding filtered simplicial complexes.
In the next section, for our protein data the p-value for each degree of homology is obtained from a null distribution of size 1716. We apply persistence landscapes to compare closed and open conformations of the maltose-binding protein. For more on the theory of persistent homology, refer to Edelsbrunner et al. (2002) , Zomorodian & Carlsson (2005) , or Bubenik & Scott (2012) . For researchers in applied fields, supplementary material in Heo et al. (2012) provides a quick review of persistent homology with hands-on calculations.
RESULTS AND DISCUSSION
To determine if a statistically significant difference between the closed and the open conformation can be determined using topological methods, we construct a filtered Vietoris-Rips complex whose persistent homology is calculated. From persistence intervals we generate persistence landscapes that are further transformed to yield a random variable suitable for hypothesis testing. The topological approach reinstates the separation between the two conformations, in agreement with initial physical modeling (Nikolić & Kovacev-Nikolic, 2013 ). We also demonstrate other ways of distinguishing between open and closed MBP conformations. Figure 6 portrays a few snapshots from the evolution of the filtered Vietoris-Rips complex constructed on Isomap (Tenenbaum et al., 2000) embedded 3D dynamical coordinates of the closed-holo 1MPD and the open-apo 1OMP structures from Table 1 . Observe the rapid increase in the number of simplices at higher filtration values. At filtration τ = 0.3 the total count of simplices in each structure is about 1.5 million (image is not shown due to excessive memory intake). Figure 7 .
Snapshots from Evolution.

Visual Comparisons. First, we visually compare barcode plots of the closed and the open MBP conformation. Typical barcodes are shown in
Overall, there is little difference. In all structures, the degree 1 barcode features one very long and pronounced bar, which is born around time 0.2 and dies shortly before time 0.6. This bar is represented by a cycle in the Vietoris-Rips complex. The importance of this most persistent loop will be discussed later. Unlike the barcodes, we can average the corresponding persistence landscapes and compare the mean persistence landscapes of the closed and open conformations in Figure 8 .
For dimension 0, the mean shows a greater number of high peaks, implying a greater number of long-persisting components in the dynamical space. These correspond to the outliers in Figure 6 . For dimension 1, the two means have a similar layout, both featuring one separate high peak and a cluster of lower peaks; the high distinct peak corresponds to the longest persisting loop. A small difference appears in the cluster of peaks, as their tops seem less pointed in the case of the closed conformation.
Next, we calculate pairwise distances between sampled persistence landscapes and depict the spatial relationship among the investigated structures. Using formula (2), we calculate a 14 × 14 matrix of pairwise landscape distances for each degree. The entry (i, j) is the p-Landscape distance between the i-th and j-th conformal structure (i, j = 1, . . . , 14). To visualize this distance matrix we use Isomap (Tenenbaum et al., 2000) which produces a spatial arrangement among the investigated structures, see Figure 9 . Multidimensional scaling produces a similar rendering. In our analysis we applied L 2 norm in formula (2). 
Statistical Inference
To measure the statistical significance of visually observed differences between the closed and the open conformation we use a permutation test. For each degree, we calculate fourteen sample values of the random variable X from Equation (3). The permutation test carried out at the significance level of 0.05 yields a p-value of 5.83 × 10 −4 for both homology in degree 0 and in degree 1. We obtain the same p-value since in both cases the observed statistic was the most extreme among all 1716 possible permutations. Hence, at 14 What can we infer from these results? In the space of dynamical distances the interpretation of results is not as straightforward as when actual protein coordinates are used. One may wonder about the meaning of the 'number of connected components' in this space; since dynamical distances cluster together residues with (anti) correlated motion, it seems reasonable that results in dimension 0 apply to the number of correlated pieces; similarly, the meaning of the one dimensional 'loop' could correspond to 'a channel of interaction.' If so, then we have observed a statistically significant difference between the two conformations in terms of the number of mutually correlated pieces and the number of interaction channels between residues.
In the light of findings from this and the previous section, we note that topological data analysis not only provides different ways to visually compare closed and open MBP conformations, but also gives rise to a hypothesis test for measuring the statistical significance of visually observed differences. Note that our topological results correspond to those obtained from the initial physical modeling of MBP, see Nikolić & Kovacev-Nikolic (2013) ; this affirms that the first twenty nontrivial normal modes we considered in correlation matrices are sufficient to establish a functional difference between the two protein conformations.
Exploring Locations of Residues.
The last part of our research explores locations of residues pertinent for the protein functioning, in particular, active sites and allosteric pathway residues. We also touch upon flexible residues.
As we already know, active sites are essential in sugar binding. They are fairly constrained in their motion inside the protein and well correlated with other residues. It is thus expected 13 that the dynamical distances from Equation (1) are rather small for these residues. We show that in the dynamical space active sites lie in the vicinity of most persistent loops in the Vietoris-Rips complex. This is illustrated for example in the 1MPD structure, see Figure 10 . Out of thirteen active sites in this structure, ten are positioned near the longest lived loop and the other three dwell in the vicinity of the second most persistent loop. A similar result holds for all holo-conformations from Table 1 -the bulk of active site residues cluster around the largest loop in the Rips complex and a few are found near other prominent loops. Therefore the most persistent loops seem to be of special importance.
Next we investigate how the most persistent loop relates to shortest allosteric pathway residues.
As mentioned in Section 2, allostery provides indirect access to active sites. The interaction is channeled via a pathway connecting the active site and the allosteric site at the exterior of the protein. Of interest are the shortest allosteric paths as they are most likely to efficiently transmit stimuli. Such paths can be computed via the AlloPathFinder software (Tang et al., 2007) which uses Dijkstra's algorithm (Dijkstra, 1959) . Among twenty three residues from the allosteric site in the 1MPD structure (Rizk et al., 2011) , four are best candidates to interact with an allosteric effector, given the size of their solvent accessible surface area (Ahmad et al., 2004) . Combined with thirteen active sites we get 52 endpoint assignments, or (since a pair of endpoints can yield multiple solutions) 316 unique shortest allosteric pathways of lengths ranging from five through ten. After excluding long paths as less potent in conducting impulses from the allosteric effector, we focus on paths of lengths five and six, comprised by 19 and 51 residues, respectively. The first set is a subset of the other, so there are 51 residues of interest, depicted in Figure 11 . Nearly all are located near the most persistent loop in the Rips complex. Figure 11 . Layout of shortest allosteric pathway residues (pink dots) of the 1MPD structure inside the Rips complex shown at filtration τ = 150. There are 51 residues of interest and all but one are scattered around the largest loop. These residues are well correlated with the rest of the protein structure and connect to the Rips complex at early stages of its formations. In contrast, flexible residues (green dots) are among the last ones to connect; they dwell in peripheral regions of the protein where they oscillate with large amplitudes and consequently are the least correlated with other residues.
Let us now mention flexible residues (see Figure 11 ). While the majority of vertices connect early on during the evolution of the Rips complex, vertices corresponding to flexible residues are among the last ones to connect. They strongly oscillate around their equilibrium positions and are poorly correlated with the rest of the protein structure, thus unlikely to take a role in sugar binding. For more details see Nikolić & Kovacev-Nikolic (2013) .
Results presented so far in this section are qualitative, obtained from a visual representation of the Rips complex. Now we take a more quantitative approach to the observed most persistent loop. We use the Short Loop software (Dey et al., 2011) . This algorithm computes the shortest cycle that represents a given homology class of degree one. To calculate a cycle representing the most persistent loop, for each investigated structure we consider the filtered Rips complex at filtration value which is the midpoint of the longest interval in the degreeone barcode. For the resulting cycle for the 1MPD structure, see Figure 12 . Three out of the six vertices in the shortest cycle belong to the set of 51 interesting allosteric pathway residues; if paths of length seven are included, then four vertices from the short loop belong to the set of allosteric pathway residues. Moreover, if all twenty three residues from the allosteric site are considered, then five out of six vertices from the short loop belong to the set of allosteric pathway residues, taking into account paths of length up to seven. Last but not least, we observe that all open conformations feature several short loops, while in all closed conformations the algorithm finds a single short loop (except in the case of the 1FQC structure where an additional smaller cycle appears).
In summary, the most persistent loop in the filtered Rips complex of the maltose-binding protein seems to hold a special biological importance; in all holo-structures the majority of active sites as well as residues that comprise shortest allosteric paths are identified around the most persistent loop in the complex. Hence the topological approach provides a valuable input in identification of active sites and allosteric pathway residues. Such information can be useful in practice, in future research to single out the best candidates for ligand binding, e.g. in the design of glucose biosensors (Marvin et al., 1997) . Instead of looking at large number of possible residues, we can focus our attention on those that are in the vicinity of the largest loops, saving time and resources while investigating new protein structures.
SUMMARY AND FURTHER GOALS
We have studied a new functional summary for the 'shape' of data, the persistence landscape, which was introduced by Bubenik (2014) . Unlike previous topological summaries, the barcode and the persistence diagram, one can obtain the Fréchet mean and Fréchet standard deviation of persistence landscapes. Consequently, persistence landscapes are advantageous for statistical inference. Following a successful application of this theory to synthetic data from geometrical objects (disk and annulus), we analyzed data sets of biological importance, namely, fourteen structures of the maltose-binding protein found in the Escherichia coli bacterium. For that purpose, we used dynamical distances obtained from pairwise correlations among amino acid residues; correlation matrices originated from the elastic network model, taking into account the first twenty non trivial modes of oscillation.
After performing the topological data analysis we confirmed a statistically significant difference between closed and open conformations of the maltose-binding protein. Thus we were able to discriminate among structural changes pertinent to protein functioning. In addition, snapshots of the filtered Vietoris-Rips complex revealed that the most persistent loops host amino acid residues that are actively involved in sugar uptake. Moreover, we observed that residues which comprise shortest allosteric interaction pathways also cluster along the largest loop in the complex. Therefore, the presented topological approach can provide a preliminary screening method in identification of residues susceptible to ligand binding and allosteric manipulation, which could have a potential use in biosensors. Our confidence is reinforced by the fact that the topological results correspond to the results attained via a physical approach.
For point cloud data, when the number of points are not so large, it is natural to apply shape analysis developed by several researchers, Dryden & Mardia (1998) ; Bhattacharya & Patrangenaru (2003) ; Bandulasiri et al. (2009), and Bhattacharya (2008) , for example. However for the maltose-binding protein it is important to analyze the dynamical distance matrices which contain information on the mutual interaction between residues, and shape analysis is not applicable to these correlation matrices.
We conclude with possible future research goals. Mileyko et al. (2011) and Turner et al. (2013) have laid out a theoretical foundation for distributions of persistence diagrams. They also provided an algorithm for computing the sample Fréchet mean of persistence diagrams. It would be interesting to see how their approach works with our maltose-binding protein data. Bendich et al. (2011) observed that computing homology by growing Euclidean balls is sensitive to outliers and recommended the use of a metric derived from a random walk function. Fasy et al. (2013) investigated analysis of PCD and kernel density estimator and showed that persistent homology based on kernel density estimations is less sensitive to outliers. Motivated by works of Bendich et al. (2011) and Fasy et al. (2013) , we are currently investigating extensions of this work. In this article we did not explore the maltose-binding protein using persistence landscapes for homology in degree two. Analyzing persistence diagrams for degrees 1 and 2, Gameiro et al. (2012) were able to successfully predict the compressibility of various protein structures (Gekko & Hasegawa (1986) ). It would be interesting to study the compressibility of protein structures based on higher degree persistence landscapes. 
GRAPHICS SOFTWARE
The following software was used to generate and process images. (2011), which was also the the source of other plots. Barcode plots (b) were made via javaPlex library (Tausz et al., 2011) . Persistence landscapes (c) generated using codes provided by Bubenik (2014) . All images were formatted in Inkscape (2010).
Figure 2:: The correlation matrix was retrieved from the ANM web server (Eyal et al., 2006) and based on this the distance matrix was calculated using MATLAB (2011), which was also used for visualizing both matrices. Images were formatted in Inkscape (2010) .
Figures 3, 9:: Plots were created via the Isomap library (Tenenbaum et al., 2000) called in MATLAB (2011) and formatted using Inkscape (2010) . (2011), and formatted using Inkscape (2010) . Figure 7 :: With the aid of computing resources provided by WestGrid and Compute/Calcul Canada, plots were created via the javaPlex library (Tausz et al., 2011 ), called in MATLAB (2011 . Plots were formatted using Inkscape (2010) .
