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We study the influence of ferromagnetic nonlocal exchange on correlated electrons in terms of
a SU(2)-Hubbard-Heisenberg model and address the interplay of on-site interaction induced local
moment formation and the competition of ferromagnetic direct and antiferromagnetic kinetic ex-
change interactions. In order to simulate thermodynamic properties of the system in a way that
largely accounts for the on-site interaction driven correlations in the system, we advance the cor-
related variational scheme introduced in [M. Schu¨ler et al., Phys. Rev. Lett. 111, 036601 (2013)]
to account for explicitily symmetry broken electronic phases by introducing an auxiliary magnetic
field. After benchmarking the method against exact solutions of a finite system, we study the SU(2)
Hubbard-Heisenberg model on a square lattice. We obtain the U -J finite temperature phase diagram
of a SU(2)-Hubbard-Heisenberg model within the correlated variational approach and compare to
static mean field theory. While the generalized variational principle and static mean field theory
yield transitions from dominant ferromagnetic to antiferromagnetic correlations in similar regions
of the phase diagram, we find that the nature of the associated phase tranistions differs between
the two approaches. The fluctuations accounted for in the generalized variational approach render
the transitions continuous, while static mean field theory predicts discontinuous transitions between
ferro- and antiferromagnetically ordered states.
I. INTRODUCTION
One of the most intensively studied and most funda-
mental models for the description of correlated electrons
on a crystal lattice is the Hubbard model1–5. The cen-
tral point of this model is to neglect all interactions aside
from the local Coulomb repulsion between two electrons
occupying the same lattice site. While the approximation
of purely local interaction can pose a drastical simplifi-
cation, the model is still capable of describing a wide
range of phenomena from Mott-Hubbard metal-insulator
transitions to unconventional superconductivity. This is
why the model became a key for understanding the com-
petition between itinerancy and localization due to in-
teractions.Several recently emerging quantum materials
challenged the Hubbard model paradigm and realize cor-
related electron physics likely governed by more complex
interaction patterns.
First, in low-dimensional and insulating systems, the
neglected nonlocal Coulomb interactions play a signif-
icant role due to reduced screening, and the Hubbard
model can fail to provide an adequate description. It
is well known by now that nonlocal Coulomb repulsion
in the form of so-called density-density terms can drive
the system towards a charge density wave (CDW)6–8, ef-
fectively screen the local interaction9, influence possibly
existing tendencies towards superconductivity10–12 and
lead to a renormalization of Fermi velocities13,14.
In systems like twisted bilayer graphene15,16 or other
twisted 2D materials17, general four fermion interactions
are likely steering the low energy electrons18 due to the
intricate real space patterns of the low energy electronic
Wannier functions. Currently, very little is known about
the effects of general non-local four fermion interaction
terms on electronic correlation phenomena. Among these
are effects of e.g. correlated hopping terms and impor-
tantly non-local exchange interactions J.
Traditionally, J has been neglected based on the small-
ness of the exchange integral (J ∼ 1/40 eV for 3d-
electrons) in comparison to the on-site repulsion (U ∼
10 eV1). However, this argumentation can be mislead-
ing. Generally, in the strong coupling case with U  t
exceeding the hopping t by far, J competes against the
kinetic exchange given by −4t2/U , which can be orders
of magnitude smaller than the original U . For synthetic
quantum materials like twisted bilayer graphene, where
the electron correlations emerge beyond the atomic scale,
it is very unclear why any estimates made for 3d-electron
materials should transfer to this case.
In this paper, we advance a theoretical approach to
account for interaction terms beyond the on-site Hub-
bard paradigm. We consider the explicit example of
the Hubbard-Heisenberg model, which supplements the
Hubbard model with non-local exchange terms, and an-
alyze the interplay of on-site repulsion and non-local ex-
change effects. This problem has so-far been addressed
in two different limits: First, SU(N) generalizations of
the Hubbard-Heisenberg model have been studied in the
large-N limit19–21. Secondly, the important SU(2)-case
has been studied in terms of Hartree-Fock mean-field the-
ory (MFT)22,23. Here, we develop a variational approach
to study the impact of quantum and thermal fluctua-
tions on the interplay of local moment formation with
ferromagnetic and antiferromagnetic spin correlations in
the SU(2) Hubbard-Heisenberg model.
The paper is structured as follows: In Sec.(II A)
we introduce the Hubbard-Heisenberg model. Sec.
(II B) explains the generalization of the variational ap-
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2proach from9 to account for explicitly symmetry broken
phases and non-local exchange interactions: We map the
Hubbard-Heisenberg Hamiltonian to an auxiliary Hamil-
tonian, which includes a renormalized Hubbard inter-
action and allows for breaking of the SU(2) spin sym-
metry by including an effective, external magnetic field
in z-direction. In Sec.(II C) we then give the computa-
tional details of the simulations of this auxiliary system
performed with Determinantal Quantum Monte Carlo
(DQMC).
In Sec.(III A) we compare the exact solution of a 4-
site Hubbard-Heisenberg cluster to approximate solu-
tions from the variational approach developed here and
to MFT for benchmarking purposes. Sec.(III B) dis-
cusses the phase diagram and thermodynamic proper-
ties of the SU(2) Hubbard-Heisenberg model on a square
lattice. The phase diagrams obtained with the general-
ized variational principle and MFT are qualitatively sim-
ilar. We find, however, that the fluctuations accounted
for in the generalized variational approach render the
transitions between ferro- and antiferromagnetically cor-
related states continuous, while MFT predicts discon-
tinuous transitions. Furthermore, we illustrate and dis-
cuss the non-monotonous influence of a small, direct ex-
change, on correlation functions such as the double oc-
cupancy.
II. METHODS
A. The Model Hamiltonian
Consider an extended Hubbard Model for electrons on
a lattice which includes nonlocal interactions:
H =
∑
i,j,σ
tijc
†
iσcjσ + U
∑
i
ni↑ni↓
+
1
2
∑
i6=j,σ,σ′
Vijniσnjσ′ − 1
2
∑
i6=j
Jij ~Si · ~Sj
(1)
Here, c†iσ and ciσ denote the creation and annihilation
operators for an electron in a Wannier state on site i
with the spin σ. The tij contain the hopping matrix
elements and the on-site energies. U is the on-site in-
teraction strength, while Vij and Jij are the nonlocal
Coulomb repulsion and the exchange interaction, respec-
tively. niσ = c
†
iσciσ denotes the occupation number op-
erator, while ~Si represents the spin operator.
In previous papers9,24, it was shown that the nonlocal
Coulomb repulsion can be included in an effective Hub-
bard model with local interactions only, by renormalizing
the on-site repulsion. While this mapping is an approxi-
mation, especially regarding the charge correlations, it
works well for describing the spin dynamics since the
V -term couples to the charge degrees of freedom. The
nonlocal exchange, which we focus on, however, couples
directly to the spin degrees of freedom. Thus, in this
work, we assume that the nonlocal repulsion has already
been absorbed into an effective Hubbard-U , and neglect
the V -terms. We focus on a one-band model with next-
neighbor hopping and interactions on a square lattice,
which corresponds to the following Hubbard-Heisenberg-
Hamiltonian:
H = −t
∑
〈i,j〉,σ
(
c†iσcjσ + h.c.
)
+ U
∑
i
ni↑ni↓ − J
∑
〈i,j〉
~Si · ~Sj
(2)
Here, the 〈i, j〉 denote pairs of nearest-neighbor sites.
B. The Variational Principle
Our goal is to obtain an approximation to thermody-
namic properties of the system defined in Eq. (2) by
mapping it onto a simpler auxiliary system which is eas-
ier to handle. More precisely, we want to describe the
properties of H by mapping it onto an effective Hamilto-
nian H˜:
H˜ = −t
∑
〈i,j〉,σ
(
c†iσcjσ + h.c.
)
+ U˜
∑
i
ni↑ni↓ − B˜
∑
i
Szi
(3)
The effective, magnetic field B˜ has been introduced in or-
der to implement ferromagnetic correlations, which stem
from the Heisenberg-term in H and cannot be captured
in the framework of a simple half-filled Hubbard model.
Keeping a renormalized on-site interaction U˜ allows this
auxiliary system to capture correlations which go beyond
Hartree-Fock theory. As shown in Appendix (A), setting
U˜ = 0 is indeed equivalent to a mean-field description.
A rationale behind introducing the auxiliary magnetic
field B˜ is the following: the Hubbard model with on-site
interactions has different low energy states close to the
ground state. The auxiliary field B˜ lowers those with
desirable spin polarization in energy to achieve an opti-
mized description of the full system.
For the mapping of the Hubbard Heisenberg model,
Eq.(2), to the auxiliary Hubbard model in an exter-
nal magnetic field, Eq.(3), we make use of the Peierls-
Feynman-Bogoliubov Variational principle25–27. (U˜ , B˜)
are variational parameters which are chosen so that the
density operator ρH˜ of the auxiliary system H˜ approxi-
mates the real density operator ρH as good as possible.
In order to do so, we minimize the following expression
with respect to the parameters (U˜ , B˜):
ΦH ≤ Φ˜ = 〈H − H˜〉H˜ + ΦH˜ (4)
ΦH = − 1β lnZH with ZH = Tr(e−βH) being the par-
tition function denotes the grand canonical potential28
of the original Hamiltonian H while ΦH˜ is the grand
canonical potential of the auxiliary system. 〈A〉H˜ =
31
ZH˜
Tr(Ae−βH˜) expresses the expectation value of an op-
erator A evaluated with the thermodynamic density op-
erator of the effective Hamiltonian H˜. Evaluating the
expression for Φ˜ in Eq.(4) leads to:
Φ˜ =
(
U − U˜
)∑
i
〈ni↑ni↓〉H˜ − J
∑
〈i,j〉
〈~Si · ~Sj〉H˜
+B˜
∑
i
〈Szi 〉H˜ + ΦH˜
(5)
C. Quantum Monte Carlo: Computational Details
We solve the effective Hamiltonian H˜ for different
(U˜ , B˜) on a square lattice by performing Determinan-
tal Quantum Monte Carlo (DQMC29, QUEST code30)
simulations. The raw data obtained from the simula-
tion is available on31. We restrict our calculations to the
half-filled case for which no sign problem exists even for
B˜ 6= 0. The temperature for all simulations presented
in this work is set to βt = 10, which means that for a
square lattice, the thermal energy is on the order of 1/40
of the free system’s bandwidth. This temperature is cold
enough to observe correlations and to capture the inter-
esting phase transitions, particularly the metal-insulator
transition32. In order to deal with finite size effects, we
performed calculations for different system sizes (i.e. 4x4,
6x6, 8x8, 10x10, 12x12) and extrapolate to the N → ∞
limit as described in24.
In order to achieve good qualitative results, a rough
estimate is to choose a discretization ∆τ ∼√0.125/U for
the Trotter-Suzuki decomposition33. For U = 6, which
is the highest value that we use for the mapping, this
leads to ∆τ ≈ 0.144. In order to minimize the remaining
Trotter-error, instead of simulating the system only at
∆τ = 0.1, we also simulate ∆τ = 0.2. This allows for an
extrapolation ∆τ → 0, since the Trotter error is known
to scale with O(∆τ2). In Appendix (B), we provide an
example which justifies the extrapolation with only two
data points.
For each data point for (U˜ , B˜) with 28 data points
U˜/t = 0 − 6 and 48 data points for B˜/t = 0 − 4, the
simulation is run with 10000 warmup sweeps and 30000
measurement sweeps. In order to significantly reduce
the Monte Carlo noise, we smooth the data with a two-
dimensional Savitzky-Golay filter, as further explained in
Appendix (C 1).
While the double occupancies and the spin-related ex-
pectation values appearing in Eq.(5) can be directly mea-
sured within DQMC, determining the grand canonical
potential ΦH˜ of the effective system requires a coupling
constant integration. Since
−∂ΦH˜
∂B˜
=
∑
i
〈Szi 〉H˜
∂ΦH˜
∂U˜
=
∑
i
〈ni↑ni↓〉H˜
ΦH˜ can be determined (up to a constant) by integrating
with respect to (U˜ , B˜):
ΦH˜
(
U˜ , B˜
)
=
∑
i
∫ U˜
0
dU ′〈ni↑ni↓〉H˜(U ′, 0)
−
∑
i
∫ B˜
0
dB′〈Szi 〉H˜(U˜ , B′) + ΦH˜(0, 0)
(6)
The constant ΦH˜(0, 0) corresponds to the grand canon-
ical potential of a tight-binding model, which may be
evaluated analytically. However, this constant is not rel-
evant when searching for the minima of Φ˜.
III. RESULTS
A. Benchmarking: Four-Site Model
To assess merit and shortcomings of the variational
method suggested, here, we perform benchmark calcu-
lations for a system which can also be solved exactly.
In the following, we compare solutions of the Hubbard-
Heisenberg Hamiltonian, Eq.(2), on a 4-site cluster ob-
tained with exact diagonalization, the Hartree-Fock ap-
proximation and with the generalized variational princi-
ple explained in Sec.(II B).
We treat the system at half filling by setting the
chemical potential to µ = U/2. Fig.(1) then shows
the total spin-spin correlation 〈~Si · ~Sj〉 obtained by the
three different approaches: exact diagonalization, a spin-
unrestricted mean-field treatment which allows for both
ferromagnetic and antiferromagnetic solutions (see Ap-
pendix (A)) and the variational approach which uses the
effective Hamiltonian H˜ (Eq.(3)). Before analyzing the
data, it is important to note that for the strong-coupling
case (U  t), the behaviour of the system is known,
as the Hubbard model becomes equivalent to a Heisen-
berg model34 with an antiferromagnetic kinetic exchange
coupling −4t2/U between nearest-neighbor spins. In our
case, the kinetic exchange competes with the ferromag-
netic direct exchange J and one obtains:
H
Ut≈ −
(
J − 4t
2
U
)∑
〈i,j〉
~Si · ~Sj
From this, it is easy to see that the nearest-neighbor spin-
spin correlations should change sign at J = 4t2/U in the
4large-U limit. A 4t2/U -line is plotted as a dashed, black
curve inside the pictures.
The exact solution in Fig.(1a) shows continuous tran-
sitions from positive to negative nearest-neighbor spin-
spin correlations. As expected, antiferromagnetic corre-
lations dominate where J is small, while a large J leads
to ferromagnetic correlations. One should keep in mind,
however, that the finite size of the system prohibits ac-
tual antiferromagnetic or ferromagnetic ordering in the
exact solution. This differs from the other approximative
cases where symmetry breaking is explicitly allowed. The
MFT treatment in Fig.(1b) correctly predicts a competi-
tion between direct and kinetic exchange in the strong-U
limit, however fails to capture the correct order of the
transition as the system undergoes a first-order phase
transition from the Nel to the ferromagnetic state (and
vice versa), which does not occur in the exact solution.
The spin-spin correlations as calculated with the vari-
ational approach (Fig.(1c)) are in much closer agreement
with the exact solution (Fig. (1)a) than the MFT results
(Fig.(1b). It should be noted, that, similarly to the mean-
field result, a small step (i.e., a first order transition) is
still visible for intermediate U , which is an artifact of the
method itself. This problem is, however, much less severe
than in the mean-field treatment. In the U = 0 case, the
variational approach and the MFT become equivalent.
Both yield the same result in this case, as it must be.
FIG. 1. Spin-spin correlation between next neighbors on a 4-
site model. The 4t2/U -line is where the transition is expected
analytically in the strong-U limit. (a): Exact diagonalization.
(b): Mean-field treatment which allows ferromagnetic and an-
tiferromagnetic ordering. (c): Variational approach.
The double occupancy, as obtained from the exact so-
lution, MFT and the variational approach, is shown in
Fig.(2. The transitions seen in the spin-spin correlation
functions manifest themselves also in the U -J depen-
dence of the double occupancies. In the exact solution,
it is visible that both the Hubbard-U and the direct ex-
change J , by themselves, tend to reduce the double occu-
pancy, and thus localize the electrons. However, kinetic
(antiferromagnetic) and direct(ferromagnetic) exchange
can cancel each other, which leads to non-monotonous
behaviour when both interactions are present.
This can be seen more clearly from the lineplots of the
spin-spin correlation function and the double occupancy
shown in Fig.(3). For both values of U , the variational
FIG. 2. Double occupancy on a 4-site model. (a): Ex-
act diagonalization. (b): Hartree-Fock Mean-Field treatment
which allows ferromagnetic and antiferromagnetic ordering.
(c): Variational approach.
approach approximates the exact solution much closer
than the MFT treatment. One important thing to con-
sider is the spin-spin correlation for a strong Hubbard-U
(Fig.(3)b). For small J , MFT describes the antiferro-
magnetic correlations by explicitly going into a Nel-state,
which leads to a value of 〈~Si · ~Sj〉 = − 14 for spin− 12
fermions (i.e. electrons). However, antiferromagnetic
correlations are, as shown in the plot, much stronger.
Since the auxiliary system H˜ is a correlated problem due
to the on-site interaction U˜ , it is capable of capturing
such behaviour.
FIG. 3. Correlation Functions for two different, fixed values
U , depending on J . The black line shows the exact solution.
The red dotted line stems from the mean-field solution, while
the blue dashed lines come from our variational approach.
(a),(b): Next-neighbor spin-spin correlation. (c),(d): Double
occupancy.
5B. Hubbard-Heisenberg Model on the Square
Lattice
In the following, we study the spin-spin correlation
functions and the double occupancies of the Hubbard-
Heisenberg model on the square lattice obtained in MFT
and with the generalized variational approach.
Fig.(4a) shows the nearest-neighbor spin-spin corre-
lation function, depending on U and J obtained from
MFT. Qualitatively, it behaves similarly to the mean-
field solution of the 4-site model, where the transi-
tion from dominantly antiferromagnetic to ferromagnetic
spin-correlations are continuous for small U , while a dis-
continuity appears with increasing J for larger U˜ >∼ 3.
The transition does not occur at the 4t2/U line in the
parameter regime of U < 6 shown, here. At stronger
on-site repulsion, U > 7 MFT does however recover the
transition at J ≈ 4t2/U as expected in the strong cou-
pling limit (see Sec.(A)).
Fig.(4b) shows the U - and J-dependence of the spin-
spin correlation function, obtained from the variational
principle. The spin-spin correlation functions obtained
within mean-field theory and with the variational prin-
ciple are similar regarding the global shape of predom-
inantly ferromagnetically and antiferromagnetically cor-
related regions. Differences occur however at a quantita-
tive level. First, in the variational principle the crossover
point 〈~Si · ~Sj〉 = 0 from antiferro- to ferromagnetic cor-
relations approaches the strong-coupling expectation of
J = 4t2/U already at much smaller on-site interaction
U/t ≈ 3 than in the MFT case. Furthermore, the J-
induced crossover from predominant antiferromagnetic
to ferromagnetic spin-correlations is smoother than in
MFT. While several smaller steps are still appearing
in the spin-spin correlation function calculated with the
variational principle, we find that these steps are within
our estimated errors (see Appendix (C 3)).
Furthermore, a step is still visible even at U = 0, where
our results should coincide with the MFT. Since there is
no systematic Trotter-error for U = 0, this clearly hints
that the steps stem from finite size effects which remain
even after extrapolating to N →∞. This leads us to the
conclusion that, within our variational framework, the
transition into the area with ferromagnetic correlations
with increasing J is smooth.
Fig.(5) shows the double occupancy in MFT (a) and
within the variational framework (b) depending on U and
J . Qualitatively, as is the case for the spin-spin corre-
lations, both results are roughly similar. However, the
transition between states with different expectation val-
ues of the double occupancies is smooth within the vari-
ational approach, whereas MFT gives again a discrete
step for U/t >∼ 3. Noteably, as illustrated in a line plot
in Fig.(6), the influence of J on the double occupancy
is non-monotonous, which we also observed for the 4-
site cluster (see Fig.(2)). While both the J-term and
the U -term in H support the formation of local mag-
netic moments and thus reduce the double occupancy,
FIG. 4. Spin-Spin correlation of the Hubbard-Heisenberg
model between next neighbors on a half-filled square lattice.
The 4t2/U -line is where the transition is expected analytically
in the strong-U limit. (a): Hartree-Fock mean-field treatment
which allows ferromagnetic and antiferromagnetic ordering.
(b): Variational approach.
the interplay between the two can lead to a higher value.
At U/t = 3 in Fig.(6), where the Mott-Heisenberg pic-
ture (competition between direct exchange J and kinetic
exchange −4t2/U) is not appropriate, this can be un-
derstood as a competition between Heisenberg-type fer-
romagnetism and Slater-type antiferromagnetism. A J
which is of the order of the hopping amplitude t can lead
to a non-negligible difference in the double occupancy
and other correlation functions.
FIG. 5. Double occupancy of the Hubbard-Heisenberg model
on a half-filled square lattice. (a): Hartree-Fock mean-field
treatment which allows ferromagnetic and antiferromagnetic
ordering. (b): Variational approach.
IV. CONCLUSIONS AND OUTLOOK
In this work, we investigated the properties of a
Hubbard-Heisenberg model, which interpolates between
many mechanisms for magnetism, i.e. the Slater-,
Stoner- and Heisenberg-picture. For the realistic SU(2)-
case, we presented the first U -J phase diagram for a
half-filled square lattice which goes beyond static mean-
field theory, by employing a Hubbard model with broken
spin symmetry as an effective Hamiltonian through
6FIG. 6. Double occupancy pf the Hubbard-Heisenberg model
as function of nearest-neighbor Heisenberg exchange J at a
fixed U/t = 3. The shaded, grey area is meant to mark un-
certainties resulting from finite size effects in the DQMC data.
the use of the Feynman-Peierls-Bogoliubov variational
principle. While both interactions present in the system
lead to the formation of local magnetic moments, the
interplay between the two (e.g. the competition between
Slater-type antiferromagnetism and Heisenberg-type
ferromagnetism) can lead to non-monotonous behaviour
in properties such as the double occupancy. Compared
to the discrete transitions between areas with dominant
antiferromagnetic and ferromagnetic correlations, ob-
tained within the Hartree-Fock mean-field treatment,
the variational approach leads to continuous transitions.
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7Appendix A: Mean-Field solutions
The mean-field solutions for the 4-site model and the
square lattice can in principle be obtained by the decou-
pling of the interaction terms in the original Hamiltonian
(Eq.(2)). Here, however, we use the variational principle
(which leads to a completely analogous solution) by em-
ploying a non-interacting, effective Hamiltonian H˜ which
allows both for ferro- and antiferromagnetism through
two effective fields:
H˜ = −t
∑
〈i,j〉,σ
(
a†iσbjσ + h.c.
)
− B˜1
∑
i
(Szia + S
z
ib)
−B˜2
∑
i
(Szia − Szib)
(A1)
Noteably, the staggered magnetic field with the mag-
nitude B˜2 breaks translational symmetry due to the
induced Nel-order. Hence, the original square lattice
is divided into two sublattices, leading to two distinct
fermionic operators for the respective sublattices. The
parameters (B˜1,B˜2) are chosen variationally for each set
of original (U ,J).
We can solve the effective, non-interacting Hamilto-
nian analytically through simple fourier transform of the
fermionic operators and find (with the lattice constant
set to a = 1) the following four bands:
εσ1,2(
~k) = − B˜1σ
2
±
√√√√( B˜2
2
)2
+
(
4t cos(
kx√
2
) ∗ cos( ky√
2
)
)
From this, all relevant expectation values can be com-
puted exactly, either directly through the derivatives of
the grand potential or through Wick factorization. If we
then write out the variational equation (Eq.(4)) explic-
itly, we obtain the following expression which needs to
be minimized with respect to (B˜1,B˜2):
Φ˜ = U
∑
i
〈nai↑nai↓ + nbi↑nbi↓〉H˜ − J
∑
〈i,j〉
〈~Sai · ~Sbj 〉H˜
+B˜1
∑
i
〈Szia + Szib〉H˜ + B˜2
∑
i
〈Szia − Szib〉H˜ + ΦH˜
(A2)
As mentioned above, employing a non-interacting effec-
tive H˜ within the variational framework is completely
analogous to performing a decoupling of H which allows
for ferro- and antiferromagnetic solutions. Fig.(7) shows,
again, the spin-spin correlation and double occupancy,
for a greater parameter range than in Sec.(III). The tran-
sition between Nel- and ferromagnetic order, which is an-
alytically expected at the J = 4t2/U -line in the strong-U
regime, can be seen clearly.
Appendix B: Trotter Extrapolation
In this section, we provide an example in order to jus-
tify the Trotter extrapolation which was performed with
FIG. 7. Mean-field solutions for a half filled square lattice.
(a): Next-neighbor spin-spin correlation with the 4t2/U line.
(b): Double occupancy.
only two data points (∆τ = 0.1 and 0.2). The error is
known to scale with O(∆τ2). Consider again the exactly
solvable four-site model which was treated in Sec.(III A),
for the specific case of J = 0, i.e. a four-site Hubbard
model at half filling. In order to compare to the exact re-
sults obtained from exact diagonalization, we simulated
the model within DQMC with the aforementioned Trot-
ter discretizations. The small size of the system allows
for much longer samplings with 10000 warmup sweeps
and 150000 measurement sweeps. The simulations were
performed with U = 0 − 6, at 100 equidistant data
points. Furthermore, the obtained data is smoothed with
a Savitzky-Golay filter using third order polynomials and
a window length of w = 7 data points.
FIG. 8. (a): Double occupancy of a four-site Hubbard model
at half filling, obtained from ED, DQMC for two different
Trotter steps and after extrapolation ∆τ → 0. (b): Total
error in the double occupancy.
Fig.(8a) shows the double occupancy of the model de-
pending on U , obtained from ED, DQMC for both Trot-
ter steps and the result from the extrapolation ∆τ → 0.
It is visible that the extrapolation brings the DQMC re-
sults very close to the exact solution. In order to better
quantify this, Fig.(8b) shows the error in the double occu-
pancy for both discretizations. After extrapolating, the
systematic error is diminished, and only the statistical
noise remains, which is visible as the extrapolated curve
oscillates slightly around 0.
8Appendix C: Error Estimation
The calculations in this work are prone to a variety of
different error sources, which need to be adressed sepa-
rately. First, we discuss the variational principle itself,
where the exact benchmarking data provides some in-
sight. Secondly, we turn our attention to the results ob-
tained from DQMC, i.e. the statistical error, the finite
size extrapolation and the integration errors which occur
when computing the free energy.
1. Systematic and Statistical Errors of DQMC
The most obvious error source when using Monte Carlo
methods is the statistical error due to a finite number of
samplings. As mentioned before, we carried out simula-
tions on an equidistant 48x48 grid for U˜/t = 0− 10 and
B˜/t = 0−4, with 10000 warmup and 30000 measurement
sweeps. The error can be drastically reduced by making
use of an appropriate filter. Similarly to another work35
done in our group which also relies on DQMC, we make
use of a two-dimensional Savitzky-Golay filter36 which,
in a box width of wU˜ and wB˜ , fits a two-dimensional
polynomial of the form
p
(
U˜ , B˜
)
=
NM∑
mn
cnmU˜
nB˜m
to the data. The polynomials are of third order, and
box widths are both set to w = 1.0. Additionally, data
which is close to the original starting point (U˜0, B˜0),
is given additional weight through a tricubic weighting
function (1 − d3)3 where the distance d is defined as
d = max
{
|U˜ − U˜0|/wU˜ , |B˜ − B˜0|/wB˜
}
.
Another important error source to address is the inte-
gration procedure (see Eq.(6)) when computing the grand
potential ΦH˜ of the effective system. While the remain-
ing statistical errors tend to cancel itself out when inte-
grating, the remaining Trotter-error might be magnified
again.
In order to estimate the errors of the whole mapping
procedure, we set H = H˜, mapping the effective Hamil-
tonian to itself, (U,B) → (U˜ , B˜). Obviously, in the ab-
sence of errors, the parameters (U,B) should not change.
Fig.(9) shows both the absolute errors of (U˜ , B˜) and the
correlation functions (i.e. the double occupancy and the
spin-spin correlation) which are necessary for the map-
ping.
2. Finite Size Error of DQMC
As mentioned above, we carried out simulations of
the Hamiltonian in Eq.(3) on a square lattice with pe-
riodic boundary conditions, with system sizes of L =
4, 6, 8, 10, 12 lattice sites in one direction. The data is
FIG. 9. Absolute errors which stem from the integration pro-
cedure and the remaining Trotter error. (a): Double occu-
pancy.,(b): Spin-spin correlation,(c): On-site interaction,(d):
Magnetic field.
then extrapolated to N →∞ by plotting it against 1/N2
(with N = L2 being the total number of lattice sites) and
fitting a line.
In order to assess the errors which remain after the
extrapolation, it should be noted that finite size effects
will be the strongest when the system is free of interac-
tions, i.e. U˜ = 0, since the Hubbard-U generally tends to
localize the electrons. Furthermore, in this case, the er-
ror from the Trotter-decomposition is non-existent since
there is no interaction which needs to be decoupled. The
non-interacting case, where the finite size error is the
most severe, can be solved analytically, which allows us
to compare our data to the exact solution.
Fig.(10a) shows the exact grand potential (per lattice
site) of H˜ on a half-filled square lattice and the grand
potential obtained by integrating over the smoothed and
extrapolated DQMC data. Qualitatively, they are in
very good agreement. However, when computing observ-
ables like the magnetization (Fig.(10b)) by calculating
the derivatives, the small, remaining oscillations become
clearly visible.
3. Error estimation at the steps
While there are clear hints that the steps are an ar-
tifact which stems from remaining finite size effects, we
additionally demonstrate that the steps are within our
estimated error bars. As a representative example, we
pick the step which is visible in Fig.(4b) at U/t ≈ 2.0
and J/t ≈ 0.95. The step itself stems from the existence
of two minima in the functional Φ˜, which are located at
(U˜ , B˜)1 ≈ (1.11, 0.34) and (U˜ , B˜)2 ≈ (1.02, 0.88).
Fig.(11) shows a lineplot of the functional Φ˜ in the
(U˜ , B˜)-plane along the line connecting two minima. The
9FIG. 10. (a): Analytical (black line) and extrapolated (blue,
dashed line) Grand Potential Φ of H˜ with U˜ = 0. (b): Mag-
netization, computed as the derivative of Φ with respect to
B˜. (c): Double occupancy. (d) Next-neighbor spin-spin cor-
relation.
potential barrier between the minima has a height of
hΦ˜ < 0.0002. However, we estimate that the error for
Φ˜ is on a scale ∆Φ˜ ∼ 0.05, which is clearly larger than
the barrier height. Thus, the transition is smooth within
our error bars.
FIG. 11. Functional Φ˜, along the line connecting the two
minima at (U˜ , B˜)1 ≈ (1.11, 0.34) and (U˜ , B˜)2 ≈ (1.02, 0.88),
for fixed (U, J) = (2.0, 0.9525).
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