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Cooperativity of two cavity-coupled qubits: a multi-partite-entanglement approach
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1Institute of Applied Physics and Materials Engineering, FST, University of Macau, Macau
Some nonlinear radiations such as superfluorescence can be understood as cooperative effects between atoms.
We regard the cooperative radiation as a manifested effect secondary to the intrinsic cooperativity among the
atoms and propose a time-resolved measure of cooperativity on a cavity-coupled dual-qubit system using multi-
partite concurrence measures. We find that the cooperativity features a time delay characterisitic to superfluo-
rescent pulses in its evolution, which coincides with the duration for the qubits to synchronize with each other.
Thereafter, the cooperativity monotonically increases to a stationary value while the measure of asynchronicity
dives to a steady minimum. Furthermore, the asynchronicity experiences a continuous transition to nonzero
values when the coupling strength crosses from the weak to the strong coupling regime.
I. INTRODUCTION
The concept of cooperativity first appears in Dicke’s fa-
mous formulation of superradiance [1], in which he quanti-
fied the cooperativity among N atoms through the eigenvalue
of a collective angular momentum operator but did not ques-
tion how each atom microscopically cooperates with its neigh-
bors. Later, the theory of superfluorescence developed by
Bonifacio [2] and others [3–5] capitulates Dicke’s treatment
and extends it to a full dynamic description. The former is
a static perturbative approach to explain the cause of the am-
plified N2 intensity of the collective spontaneous emission,
whereas the latter derives the shape of the radiation in the
form of a time-transient hyper-secant pulse from a Hamilto-
nian repleted with diplole interactions between each atom and
a common multi-mode field. The pulse shape shows a concen-
trated amplitude rise and a reduced pulse duration compared
to un-cooperated radiation, verifying the N2 chacteristic of
superradiance where the source energy from the atoms is con-
served.
In addition to the pulse shape, the derivation about super-
fluorescence shows a characteristic delay in time between the
initation of the radiation and the appearance of the pulse. Ex-
perimentally recorded on hydrofluoric gas [6], cesium [7], and
most recently rubidium vapor [8], this delay shows the neces-
sity of a finite time duration which the atoms use to cooperate
themselves [9]. In theory, the delay is registered by the argu-
ment of the intensity of the hyper-secant pulse: the difference
of time t from a characteristic time τD , i.e. the instantaneous
intensity is maximal when t reaches τD [2].
The delay τD is proportional to both lnN and the relaxation
time τR, but the product τR lnN cannot serve as a coopera-
tion quantifier for the atoms. It has been shown in molecular
aggregates [10] that the atoms participate in cooperation only
up to subgroups within the entire atomic ensemble when they
demonstrate superradiance effect. In other words, not only
is cooperated radiation feasible when the atoms are only par-
tially participating in the cooperation, but cooperated lasing,
i.e. superradiant laser, is also plausible when the participants
are three-level atoms with lower levels being continuously
driven [11, 12]. Such considerations lead one to distinguish
the participants from the non-participants in the cooperated
motions of a collective system. To this end, a static cooper-
ativity measure has recently been proposed to count the cav-
ity coupled to one shared resonator mode separately from the
number of emitters coupled to their own resonator modes [13],
the amount of which is believed to have direct consequences
in the generation of nonclassical light [14]. Nonetheless, how
a static cooperativity measure can be related to the studies in
predicting the delay of a superfluorescent pulse is not yet ex-
plored.
More importantly, if one considers the cooperation among
atomic systems as a dynamic process, time-independent in-
teger measures are inadequate to determine if one particular
atom initially not participating in the cooperation could join
the cooperating process. Take a two-atom radiation system
as an example. Using Dicke’s method with the collective spin
eigenvalue as an estimate, one can observe that an initial setup
in the configuration |↑↑〉 or |↓↓〉 (using the spin notation for
the atomic states) along the z-direction will result in minimal
cooperation; whereas the configuration |↑↓〉 or |↓↑〉 would re-
sult in a maximal cooperation. But how does one determine
the cooperativity if the initial state is a superposition of the
four aforementioned configurations? Moreover, one cannot
determine whether a two-atom system is minimally or max-
imally cooperated when its coupling to a common radiation
field and to the environment might lead to a spin precession
from, say, |↑↑〉 to |↑↓〉. A time-dependent measure is therefore
required to resolve these concerns and we attempt to formulate
a dynamic cooperativity in terms of entanglement measures.
Entanglement measures, such as negativity [15], concur-
rence [16], and their generalizations [17, 18], were origi-
nally proposed as measures in the real number domain to
quantify the inseparability of static entangled states, such as
the Bell states for bipartite systems, and the W -states and
GHZ-states for multipartite systems. Recently, multiple stud-
ies have shown that entanglement plays an intimate role in
the dynamics of optomechanical cavities [19–22]. Following
this, we propose multipartite concurrences that maps on time-
dependent density matrices as a measure of time-resolved mi-
croscopic cooperativity. We model the cooperativity on a cir-
cuit quantum electrodynamic (cQED) system [23] with two
superconducting qubits entangled via their mutual coupling to
the circuit cavity resonator, which readily displays the super-
radiance effect [24].
Using the arbitrary-dimension bipartite concurrence [18]
on the two qubits and its generalization to tripartite concur-
rence for measuring the residual entanglement that distributes
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FIG. 1. (Color online) Schematic diagram of the proposed tripartite
system: a cavity coupled two superconducting qubits on both sides
acts as a transmission channel for microwave photons, which is the
significant intermediary of the interaction between each two pair of
subsystems. An external driving laser enters the cavity from the left
side.
among the two qubits and the cavity resonator, we are able to
identify a time delay in the initial evolution of the state vector
with the cooperation time, after which the concurrence mea-
sures maximize to a stable value. When the eigenfrequencies
of the two qubits are detuned, their asynchronization whose
measures are extended from that of continuous variable sys-
tems [25] demonstrates identical signatures in its evolution,
i.e. a time duration of the same length before it stabilizes to
a minimum, showing the relation between cooperativity and
synchronicity.
The article is organized as follows. We describe the model
of the dressed dual-qubit circuit system and derive the evolu-
tion of its state vector in Sec. II. In Sec. III, we first simulate
the system evolution, then explain the concurrence measures
and apply them to the simulated results, and finally study their
time characteristics by comparing them to the asynchronicity
measure. Conclusions and discussions are given in Sec. IV.
II. DRESSED TRIPARTITE SYSTEM
As illustrated in Fig. 1, we consider a cQED system con-
sisting of three parts: a cavity mode and two superconducting
qubits, each of which is placed at the antinode of the two ends
of the cavity resonator.
The total system Hamiltonian reads (~ = 1)
H = H0 +Hint +Hext, (1)
H0 = ωca
†a+ΩLσL,z +ΩRσR,z, (2)
Hint = ηL
(
aσL,+ + a
†σL,−
)
+ ηR
(
aσR,+ + a
†σR,−
)
,(3)
Hext = iεD
(
a†e−iωDt − aeiωDt) . (4)
The part H0 accounts for the free energy of the three parts,
where ωc denotes the frequency of the cavity mode and ΩL
(ΩR) denotes the transition energy of the left (right) qubit, as-
sociated with the Pauli matrix σL,z (σR,z). The part Hint ac-
counts for the interactions between the cavity and each qubit
under the JC-model with coupling strength ηL and ηR. The
part Hext accounts for the external driving field of eigenfre-
quency ωD and Rabi frequency εD.
The combined system of a cavity and two qubits has its bare
states described by the tensor product state {|eL〉, |gL〉} ⊗
{|n〉} ⊗ {|eR〉, |gR〉}, where |eL〉 (|gL〉) denotes the excited
(ground) state of the left (right) qubit; |n〉 denotes the Fock
number states of the cavity mode; |eR〉 (|gR〉) denotes the ex-
cited (ground) state of the right qubit. To simplifying the nota-
tion, we omit the subscriptsL andR when writing the product
states and let the first letter denote the state of the left qubit,
the middle letter that of the cavity mode, and the last letter that
of the right qubit (e.g. |e, n, g〉 = |eL〉 ⊗ |n〉 ⊗ |gR〉).
The free Hamiltonian H0 and the interaction Hamiltonian
Hint constitute a closed subsystem, for which there exist
dressed states that diagonalize H0 +Hint. To find an analyt-
ical expression for the dressed states, we consider the sets of
energy-conserving states |e, n, g〉, |g, n + 1, g〉, and |g, n, e〉,
which are resonant within single-photon processes, to con-
tribute to a dressed state for each n. In other words, the state
|e, n, e〉 which is resonant with |g, n+2, g〉 through a double-
photon process is avoided. These single-photon resonant
states form an invariant subspace, for which the closed Hamil-
tonian consists of 3× 3 symmetric block matrices. Therefore,
we have the eigen-equation
(H0 +Hint) |u(n)k 〉 = E(n)k
∣∣∣u(n)k
〉
, (5)
where the eigenvectors |u(n)k 〉 denote the dressed states that
diagonalize the 3n × 3n matrix H0 +Hint and the eigenval-
ues E
(n)
k denote the dressed-state energies in the diagonal-
ized space. The index k enumerates {1, 2, 3} to indicate the
dressed levels within the n-th cluster.
Block-diagonalizingH0+Hint for Eq. (5) results in a cubic
equation of E(n)k for each n, whose roots are
E
(n)
k =
2
3
√
δ2n + 3(∆
2 + η2L + η
2
R) cos
(
θ +
2kpi
3
)
+
δn
3
,
(6)
where the ∆ = ΩL−ΩR denotes the left-right qubit detuning,
δn = (n+ 1)ωc−ΩL−ΩR is the detuning between the cavity
and the two qubits, and the angle is defined as
θ =
1
3
cos−1 2
(
δ2n + 3∆
2 + 3(η2L + η
2
R)
)−3/2 [
2δ3n
+ 9δn
(
η2L + η
2
R
)− 18δn∆2 + 27∆ (η2L − η2R)
]
. (7)
The corresponding eigenvector reads
|u(n)k 〉 = α(n)L,k|e, n, g〉+ α(n)C,k|g, n+ 1, g〉
+ α
(n)
R,k|g, n, e〉, (8)
where the transformation coefficients are
α
(n)
L,k = −ηL(∆ + E(n)k )
/
Z
(n)
k , (9)
α
(n)
C,k =
[
∆2 − (E(n)k )2
]/
Z
(n)
k , (10)
α
(n)
R,k = ηR(∆− E(n)k )
/
Z
(n)
k , (11)
3with Z(n)k being the normalization constant
(
Z
(n)
k
)2
= η2L
[
∆+ E
(n)
k
]2
+ η2R
[
∆− E(n)k
]2
+
[
∆2 − (E(n)k )2
]2
. (12)
The derivation is given in the Appendix.
In the dressed space spanned by the basis vectors of Eq. (8),
the closed Hamiltonian is written in the diagonalized form
H0 +Hint =
∑
n,k
E
(n)
k |u(n)k 〉〈u(n)k |, (13)
while the annihilation operator a = IL ⊗ a ⊗ IR ≈∑
n |g, n, e〉〈g, n+ 1, e| + |e, n, g〉〈e, n + 1, g| +
√
2|g, n +
1, g〉〈g, n + 2, g| under the single-photon processes is trans-
formed to
a =
∑
n,j,k
[
α
(n)∗
L,j α
(n+1)
L,k +
√
2α
(n)∗
C,j α
(n+1)
C,k
+ α
(n)∗
R,j α
(n+1)
R,k
]
|u(n)j 〉〈u(n+1)k |, (14)
where the indices j and k enumerate over the set {1, 2, 3}.
The permitted dressed level transitions induced by the ex-
ternal driving can be found by substituting Eq. (14) into
Eq. (4). In the weak-energy limit where the transitions are
confined to the lowest two clusters of states (n = 0 and
n = 1), the total Hamilitonian is written as
H(0,1) =
∑
j
[
E
(0)
j |u(0)j 〉〈u(0)j |+ E(1)j |u(1)j 〉〈u(1)j |
]
−
∑
j,k
iεDe
iωDt
[(
α
(0)∗
L,j α
(1)
L,k +
√
2α
(0)∗
C,j α
(1)
C,k
+ α
(0)∗
R,j α
(1)
R,k
)
|u(0)j 〉〈u(1)k |+ H.c.
]
(15)
in the dressed space. Introducing the time-dependent state
vector
|ψ(t)〉 =
∑
j
(
cj(t)|u(0)j 〉+ dj(t)|u(1)j 〉
)
(16)
in the confined state space and applying it to the Hamiltonian
above, one has the Schro¨dinger equations of the time coeffi-
cients
c˙j(t) = −iE(0)j cj(t)− εDeiωDtλlα(0)∗l,j α(1)l,kdk(t), (17)
d˙j(t) = −iE(1)j dj(t) + εDe−iωDtλlα(1)∗l,j α(0)l,k ck(t), (18)
where λl denotes the weight of the summation over the index
l for the system component L (the left qubit), R (the right
qubit), or C (the cavity), i.e. λL = λR = 1 and λC =
√
2. In
the equations, we observe the Einstein summation convention.
In the rotating frame cj (t) = c′j (t) exp{−iE(0)j t} and
dj (t) = d
′
j (t) exp{−iE(1)j t}, the coupled equations can be
written as the linear homogeneous system of differential equa-
tions c˙′ = Ac′ where c′ = [c′1 c′2 c′3 d′1 d′2 d′3] and
A =

 0 −
[
εDe
iζkj tλlα
(0)∗
l,j α
(1)
l,k
]
[
εDe
−iζjktλlα
(1)∗
l,j α
(0)
l,k
]
0

 .
(19)
In the matrix A, we denote ζkj = ωD −
(
E
(1)
k − E(0)j
)
for
the detuning between the driving and the dressed states. Since
A is integrable, then solving the linear system for {cj , dj}
and expanding the dressed states by using the bare states in
Eq. (16), one can find the expansion coefficients γ of the state
vector
|ψ(t)〉 = γ(0)L (t) |e, 0, g〉+γ(0)C (t) |g, 1, g〉+γ(0)R (t) |g, 0, e〉
+ γ
(1)
L (t) |e, 1, g〉+ γ(1)C (t) |g, 2, g〉+ γ(1)R (t) |g, 1, e〉
(20)
back in the bare state space.
III. COOPERATIVITY MEASURED BY ENTANGLEMENT
A. Evolution of the state vector
To see that the evolution of the state vector can initiate the
cooperativity of the two delocalized qubits, we assume the
cavity mode is initially driven by the external field to reach a
partial population inversion while setting the qubits initially at
the ground. In other words, the expansion coefficients at the
initial moment are: γ(0)C =
√
0.9, γ
(1)
L =
√
0.1, and γ(0)L =
γ
(0)
R = γ
(1)
L = γ
(1)
R = 0.
We simulate the evolutions of these coefficients in a C-
program and plot them in Fig. 2, using the experimentally
accessible parameters of superconducting charge qubits [26]:
ΩL/2pi = ΩR/2pi = 5.1 GHz, ηL/2pi = ηR/2pi = 300 MHz,
and ωc/2pi = 5.32 GHz. The frequency of the external field
is maintained at ωD/2pi = 5.3 GHz while its driving strength
retained at εD/2pi = 200 KHz. The lower set of states with
n = 0 is given in Fig. 2(a) whereas the upper set with n = 1
is given in Fig. 2(b).
We observe that for both the lower set and the upper set of
states, there exists a transition point of the oscillations of the
coefficients, which is located at about 4.5 µs in the plots. In
particular, γ(0)C is transited from a region of shrinking oscilla-
tion to a region of small fluctuation at this point. Meanwhile,
γ
(1)
L ,γ
(1)
R , and γ
(1)
C are transited from an amplifying region to
a region of saturated oscillation envelope. The contrasting be-
havior of the two sets of coefficients demonstrates that the en-
ergy excitation that exists in the cavity mode is transferred to
the left and the right qubits whose complementary oscillations
imply the build-up of the entanglement between them.
4Time (µs)
0 2 4 6 8 10
γ
(1
)
L
,γ
(1
)
C
,γ
(1
)
R
-1
-0.5
0
0.5
1
γL
(1)
γC
(1)
γR
(1)
γ
(0
)
L
,γ
(0
)
C
,γ
(0
)
R
-1
-0.5
0
0.5
1
γL
(0)
γC
(0)
γR
(0)
(a)
(b)
FIG. 2. (Color online) The time evolutions of the six expansion co-
efficients: (a) for n = 0; (b) for n = 1. The red, the blue, and
the yellow curves associate with the state |e, n, g〉, |g, n+ 1, g〉, and
|g, n, e〉, respectively.
B. Bipartite and tripartite concurrences
To fully capture the evolution characteristics of the two
cavity-coupled qubits from a holistic point of view, we ap-
ply two entanglement measures – bipartite concurrence and
tripartite concurrence – to the state vector of the total system.
The bipartite concurrence quantifies the inseparability of
the joint pure state of two coupled systems of arbitrary di-
mensions by inverting the density matrix. For our case here,
the joint state is the product state |ψLR〉 of the indirectly
coupled left and right qubits. Thus the inversion is con-
ducted through the superoperator SD1 ⊗ SD2 where the di-
mensions D1 = D2 = 2 and the bipartite concurrence is de-
fined as C2(ψLR) =
√
〈ψLR|S2 ⊗ S2 (|ψLR〉〈ψLR|) |ψLR〉.
Given the consideration of pure states, for which trρ2 = 1
and trρ2L = trρ2R, the definition reduces to C2(ψLR) =√
2 [1− tr (ρ2L)] where ρL = trR (trC (|ψ〉〈ψ|)) is the re-
duced density matrix of the left qubit.
Applying |ψ (t)〉 in Eq. (20) to the formula, we derive the
evolution of the bipartite concurrence as illustrated in Fig. 3
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FIG. 3. (Color online) Time evolution of the bipartite concurrence
C2 (ψLR) between the two cavity-coupled qubits (blue) and the tri-
partite concurrence C3 (ψ) among the qubits and the cavity (red). A
symmetric scenario is assumed between the left and the right qubits:
ηL = ηR = 2pi × 300 MHz and ΩL = ΩR = 2pi × 5.1 GHz.
by the blue curve. It becomes apparent that the transition point
that manifests in Figs. 2(a) and 2(b) signifies the concurrence
reaching a maximum after a gradual monotonic increase in the
oscillation envelope. This maximum concurrence is retained
thereafter. The finite delay time τD = 4.5 µs that the concur-
rence spends to reach its maximal close-to-unit value reflects
the time the two qubits spend on reaching a maximal coopera-
tivity through their mutual couplings to the cavity mode, after
which their cooperation would not recede.
The cavity mode plays an active part in initiating the en-
tanglement between the two qubits. From the entanglement-
theoretic point of view, the concurrence is distributed among
the qubits as well as the cavity. Taking away the pair-
wise entanglements between any two parties in the tripar-
tite system, one obtains the residual concurrence that re-
mains as an equally distributed entanglement among all three
parties [17]. Extending the original formulation on three-
qubit systems, we generalize the inversion operations for two
arbitray-dimensional systems given above to three arbitray-
dimensional system. That is, we introduce the superoperator
SD1 ⊗ SD2 ⊗ SD3 (ρ) = I ⊗ I ⊗ I
− I ⊗ I ⊗ ρR − ρL ⊗ I ⊗ I − I ⊗ ρC ⊗ I
+ ρLR ⊗ I + I ⊗ ρCR + ρLC ⊗ I − ρ. (21)
for our D1 × D2 × D3 dimension tripartite system, where
D1 = D3 = 2 for the qubits andD2 = n for the cavity mode.
In Eq. (21), I denotes the identity matrix while ρL, ρC , ρR,
ρLR, ρCR, and ρLC denote the reduced density matrices of the
components and the two-component subsystems. Applying
the inversion, we thus derive a tripartite residual concurrence
5C3 (ψ) =
√
〈ψ|SD1 ⊗ SD2 ⊗ SD3 (|ψ〉〈ψ|) |ψ〉
=
[
1− trρ2R − trρ2L − trρ2C
+ trρ2LR + trρ
2
CR + trρ
2
LC − trρ2
]1/2
. (22)
Again, using Eq. (20), we plot the tripartite concurrence as
the red curve in Fig. 3. One can verify from the plot that the
residual concurrence evolves in a similar fashion, which con-
tains a signifying transition point at the exactly same location
τD = 4.5 µs as that of the bipartite concurrence. Before τD ,
it arises from a zero value under a similarly increasing enve-
lope whereas, after τD , it retains a non-zero saturated value.
The identical delay time again demonstrates the duration that
the system components spend on cooperation before maximal
cooperativity is reached.
Comparing Fig. 2 and Fig. 3, the energy quantum first
dwells on the cavity mode (|g, 1, g〉 and |g, 2, g〉) without
being emitted and absorbed by the qubits. Only when the
two qubits start to establish a cooperated motion does the
qubit-cavity-qubit resonance become effective such that the
qubits be excited to their respective excited states |e, 1, g〉 and
|g, 1, e〉. The entanglement is also established among the three
components when the excitation takes off.
The concurrence measures plotted in Fig. 3 are computed
upon a symmetric setting of system parameters: the level
spacings and the coupling strengthes of the qubits are assumed
identical. The tripartite concurrence of an asymmetric sce-
nario with the right qubit level spacing raised to ΩR/2pi =
6.1GHz is shown as the green curve in Fig. 4 while the rest of
the parameters remain unchanged. For comparison, the sym-
metric case is replotted as the red curve in the background. We
observe that the delay to saturated cooperativity is inversely
correlated with the eigen-frequency of either qubit, whichever
has the higher one. For the plotted asymmetric case, the raised
eigenfrequency of the right qubit reduces this delay time. On
the other hand, symmetric settings lead to maximal coopera-
tivity at saturation. The asymmetric case given by the green
curve has the saturated cooperativity reduced to a lower level.
Simulation under parameters set to various (not shown in fig-
ures) verify these observations.
The cooperativity between the qubits is also affected by
how strong they are driven by the cavity mode, i.e. the cou-
pling strengthes ηL and ηR. Shown in Fig. 5 for the symmetric
scenario ηL = ηR, in general the greater the coupling, the less
the delay τD, no matter the coupling is in the weak, strong, or
ultra-strong regime. Meanwhile, the cooperativity reaches a
higher saturated level accompanying a shorter delay time.
C. Cooperativity and synchronicity
Multi-partite concurrence as a measure of cooperativity re-
veals a gradual build-up of cooperation between two qubits
in the time domain, explaining the existence of a delay in the
superfluorescent pulse of cooperated radiation from a system-
intrinsic point of view. This cooperativity is affected by many
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FIG. 4. (Color online) Comparison of the time evolutions of the
tripartite concurrences between the symmetric (red curve) and the
asymmetric (green curve) scenarios. For the symmetric case, both
qubits are set to ΩL/2pi = ΩR/2pi = 5.1 GHz. For the asymmetric
case, the right qubit is adjusted to ΩR/2pi = 6.1 GHz. Coupling
strengthes are retained at ηL/2pi = ηR/2pi = 300 MHz throughout.
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FIG. 5. The time delay τD is plotted as a function of the dimension-
less coupling strength η/Ω in a semilog scale. Symmetric setting is
assumed: the qubit level spacings Ω = ΩL = ΩR = 2pi× 5.1 GHz,
the coupling strength η = ηL = ηR. The crosses indicate the data
points of the simulation runnings.
factors, among which the symmetry of the system parameters
plays an important part. Tuning the system from a symmet-
ric setting to an asymmetric setting is accompanied by tuning
the transition rates of the qubits from a synchronous setting
to an asynchronous setting. For the latter, we refer to the sce-
nario where the population of the left qubit oscillates at a Rabi
frequency not synchronous to that of the right qubit.
However, since two oscillators sharing a common oscillat-
ing platform are able to synchronize after certain time duration
according to classical mechanics, we expect the qubits shar-
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FIG. 6. (Color online) Asynchronization A of two cavity-coupled
qubits under five different coupling strengthes: ηL = ηR = 2pi ×
50 MHz (yellow), 2pi × 100 MHz (purple), 2pi × 150 MHz (blue),
2pi × 200 MHz (pink), and 2pi × 300 MHz (green). The qubit level
spacings are kept at the asymmetric setting ΩL/2pi = 5.1 GHz and
ΩR/2pi = 6.1 GHz.
ing the cavity resonator would behave similarly. To precisely
describe the transition process from asynchronous regime to
synchronous regime, we extend the quantum synchronization
measure introduced recently by Mari et al. [25] for continuous
variable systems to discrete systems. We consider instead the
measure of asynchronicity
A (t) =
∣∣∣det(ρL (t)− ρR (t))
∣∣∣. (23)
that compares the difference between two density matrices for
two two-level systems.
When initiated from the cavity-driven initial state |ψ (0)〉 =
3|g, 1, g〉/√10+|g, 2, g〉/√10, a symmetric setting ΩL = ΩR
would always lead to a zero asynchronicity throughout inde-
pendent of the coupling strengthes ηL and ηR. When ΩL 6=
ΩR, the asymmetry leads to coupling-dependent asynchronic-
ity, as shown by the plots given in Fig. 6 for five settings of
coupling strenghthes.
No matter the coupling strength, there exists a transition
point after which the asynchronicity remains at a stable value.
This transition point is identical to the transition point shown
in Fig. 4 (green curves) where the tripartite concurrence
reaches a maximal value. The coincidence verifies our ex-
pectation that the cooperativity is maximized when the asyn-
chronicity is minimized. Therefore, cooperativity between
two qubits reflects the dynamic identity of the two qubits.
Before reaching the stable minimal value, the asynchronic-
ity increases from a non-zero value for a certain duration,
which are spent on the cooperation by the qubits. When
the coupling is sufficiently weak (below 50 MHz), the min-
imal stable value is almost vanishing (below 10−3). When
the coupling becomes stronger, the feedback from the cav-
ity mode to each of the qubits becomes adverse to the syn-
chronizing motion. However, the feedback effect is not linear.
FIG. 7. The stable value A¯ is plotted as a function of the coupling
strength η = ηL = ηR in the logarithmic dimensionless scale of
η/ΩL, where the qubit level spacings are kept at the asymmetric set-
ting ΩL/2pi = 5.1 GHz and ΩR/2pi = 6.1 GHz. The crosses
indicate the data points of the simulation runnings.
Plotted as a function of the dimensionless coupling strength
η/ΩL at ΩL/2pi = 5.1 GHz and ΩR/2pi = 6.1 GHz in
Fig. 7, the stable minimal value A¯ of asynchronicity first re-
tains a negligible value in the weak coupling regime. At about
η/ΩL = 0.01, A¯ starts to increase until it reaches a maxi-
mum at η/ΩL = 0.088, where it starts to decrease until it
reaches a minimum at η/ΩL = 0.29. The region between
η/ΩL = 0.01 and η/ΩL = 0.29 can be regarded as a strong
coupling regime for cooperativity. After that, A¯ enters the
ultra-strong coupling regime and increases with the coupling
again until η/ΩL = 0.4, where stable minimal value of A is
no longer discernable.
IV. CONCLUSIONS AND DISCUSSIONS
We have solved the time evolution of a dressed circuit QED
system comprising two qubits and a common cavity mode
driven by an external microwave field. We propose a measure
of cooperativity between the qubits using the tripartite resid-
ual concurrence measured on the three system components to
interpret the time characteristics of the evolution, namely a
transition point in the state vector coefficients. The concur-
rence shows a monotonic increase before the transition point
and a saturated stable value after it. The two stages of evolu-
tions coincide with the quantum asynchronicity between the
density matrices of the qubits taking a pulsing shape and a
stable minimal value, respectively. The delay before either the
concurrence or the asynchronicity stabilizes is thus considered
the time duration spent on cooperating by the indirectly cou-
pled qubits, whose radiations into the common cavity mode
would show a characterisitic delay according to the effect of
superfluoresence.
Tripartite concurrence is a better measure than asynchronic-
ity on quantifying cooperativity because, from the figures
plotted, (i) asynchronicity vanishes when the qubits are set
7identical while concurrence does not; (ii) the identity of the
qubits maximizes the stable value of concurrence, reflecting
one’s intuition that symmetric settings in the system give rise
to better cooperativity.
The charactistics of the evolution, including the delay and
the value of the stablized asynchronicity, are highly depen-
dent on the coupling strengthes of the qubits relative to the
their level spacings. They demonstrate from the entanglement
perspective the different behaviors that the circuit QED sys-
tems adopt when operating in weak, strong, and ultra-strong
coupling regimes and illustrate, especially, the inadequacy of
JC-model when dealing with evolution problems in the ultra-
strong regime (e.g. the asynchronicity of Fig. 7).
The analysis presented is independent of the circuit geome-
try, in particular the cavity length. So the qubit entanglement
could be realized on two delocalized qubits with a prolonged
superconducting stripline resonator, providing an alternative
scheme for quantum information transmission other than tele-
porting a pair of entangled photons.
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APPENDIX: Solving the eigen-equation
From the eigen-equation Eq. (5), one has the determinant
equation
∣∣∣∣∣∣
∆− E(n) ηL 0
ηL δn − E(n) ηR
0 ηR −∆− E(n)
∣∣∣∣∣∣ = 0 (24)
for each 3 × 3 block of the closed Hamiltonian H0 + Hint,
where H0 contributes the diagonal elements and Hint the off-
diagonal elements.
This determinant equation is equivalent to the cubic equa-
tion
(
E(n)
)3
−δn
(
E(n)
)2
−(∆2 + η2L + η2R)E(n)+δn∆2−∆ (η2L − η2R) = 0,
(25)
whose roots can be derived by absorbing the quadratic term
through the transformE(n) = x+ δn3 . The transformed equa-
tion becomes x3 + px+ q = 0, where
p = −
(
1
3
δ2n +∆
2 + η2L + η
2
R
)
, (26)
q = − 2
27
δ3n −
1
3
δn
(
η2L + η
2
R
)
+
2
3
δn∆
2 −∆ (η2L − η2R) .(27)
In the close cavity-qubit resonance region δn ≈ 0, the dis-
criminant D is simplified to
D =
1
4
∆2 (ηL − ηR)4 − 1
27
(
∆2 + η2L + η
2
R
)3
. (28)
To let the cubic equation admit three non-degenerate real
roots, we consider the range
(
3− 2
√
2
)
ηR <ηL<
(
3 + 2
√
2
)
ηR (29)
that makes D < 0, Applying the Vieta’s formula, the roots x
can be found with a parametric angle θn given by Eq. (7).
Using the eigenvalues given in Eq. (6) where k indexes the
set of states within a cluster of given n and expanding the
eigenvector
∣∣∣u(n)k
〉
in the bare state space given by Eq. (8),
we have the column matrix equation


∆− E(n)k ηL 0
ηL δn − E(n)k ηR
0 ηR −∆− E(n)k




α
(n)
L,k
α
(n)
C,k
α
(n)
R,k

 = 0.
(30)
Letting α(n)C,k be the proportional constant, we find α
(n)
L,k =
−ηLα(n)C,k
/(
∆− E(n)k
)
and α(n)R,k = ηRα
(n)
C,k
/(
∆+ E
(n)
k
)
.
Then normalizing the coefficients, their expressions are given
by Eqs. (9) - (11).
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