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RESUMEN
El objetivo de este trabajo es caracterizar la ma´xima sequı´a que cabe esperar en un determinado
periodo de tiempo. Para ello es necesario disponer de un modelo estoca´stico que describa el pro-
ceso de sequı´as (proponemos un proceso Poisson cluster para describir la ocurrencia y tres series
de variables aleatorias, Longitud, De´ficit e Intensidad Ma´xima, para describir la severidad) y de-
sarrollar los resultados teo´ricos necesarios sobre la distribucio´n del ma´ximo en una muestra de
taman˜o Poisson.
Palabras clave: Ana´lisis de sequı´as, proceso Poisson cluster, ma´ximo en muestras de taman˜o
Poisson, valores extremos.
ABSTRACT
This work aims to characterize the largest drought event to occur in a given period of time. A
Poisson cluster process is used to model drought occurrence and three series of random variables
(Length, Deficit and Maximum Intensity) to describe their severity. Some theoretical results on
the distribution of the maximum in a random Poisson size sample are developed for describing the
largest drought events.
Key words: Drought analysis, Poisson cluster process, maximum in random size samples, extreme
values.
1. INTRODUCCIO´N
La sequı´a es un feno´meno que afecta de forma recurrente a muchas zonas, en particular a la
mayor parte del este y sur de Espan˜a. La descripcio´n de las caracterı´sticas de las sequı´as mediante
distribuciones de probabilidad proporciona medidas que pueden ser de gran ayuda e intere´s en
la gestio´n de los recursos hı´dricos. En particular, disponer de informacio´n sobre la distribucio´n
de la ma´xima sequı´a esperada en un determinado periodo de tiempo serı´a de gran utilidad para
el disen˜o de la capacidad de los pantanos que requiere una regio´n y, en general, para cualquier
decisio´n relativa al ma´ximo riesgo al que esta´ sometido una zona. Conociendo la distribucio´n de
las caracterı´sticas de la ma´xima sequı´a esperada se pueden obtener estimaciones no so´lo de los
valores medios sino tambie´n de percentiles altos de la distribucio´n, que representan los valores
crı´ticos extremos.
El objetivo de este trabajo es proporcionar una metodologı´a que permita caracterizar la distribucio´n
del ma´ximo suceso de sequı´a en un periodo de tiempo dado. Para calcular esta distribucio´n no se
puede hacer uso de los me´todos usuales de estimacio´n debido a la escasez de datos disponibles; en
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Figura 1: Definicio´n de periodo seco basada en la aproximacio´n EOT.
efecto, la distribucio´n del ma´ximoM de una variable X en un periodo de cien an˜os, por ejemplo, no
se puede estimar a partir de una muestra de valores de M, ya que es muy poco frecuente disponer
de registros suficientemente largos. Por esta razo´n es necesario recurrir a resultados de la teorı´a de
valores extremos que permitan estimar esta distribucio´n a partir de una muestra de valores de X .
Para caracterizar la sequı´a ma´s severa es necesario disponer de un modelo estadı´stico que describa
tanto la ocurrencia como la severidad del proceso de las sequı´as. La descripcio´n de este modelo se
presenta en las secciones 1 y 2 mientras que el desarrollo de los resultados teo´ricos se realiza en
la seccio´n 3. Finalmente en la seccio´n 4 se presenta la aplicacio´n de la metodologı´a propuesta en
el observatorio de Huesca.
2. DEFINICIO´N DE SEQUI´A
En general la sequı´a meteorolo´gica se puede definir como la escasez de precipitacio´n en una regio´n
durante un largo periodo de tiempo. En la pra´ctica, sin embargo, la definicio´n de sequı´a debe re-
flejar las diferencias causadas por el tipo de clima, las caracterı´sticas y las necesidades regionales,
por lo que no se puede establecer una u´nica definicio´n va´lida en todas las circunstancias. Por otra
parte, el ana´lisis del proceso de sequı´as requiere una definicio´n de cara´cter operativo que permita
identificar el inicio, el final y el grado de severidad de la sequı´a.
Definimos sequı´a como un cluster o agrupacio´n de periodos secos pro´ximos y dependientes; apli-
cando la aproximacio´n EOT (Excess Over Threshold), diremos que se produce un periodo seco
cuando una sen˜al s t , relacionada con la precipitacio´n u otra variable que describa el estado hı´dri-
co del sistema, toma valores inferiores a un umbral u1 t que representa un valor crı´tico para el
proceso (ve´ase figura 1).
2.1. Sen˜al
Dado que la sequı´a es un feno´meno que requiere un cierto periodo de tiempo para hacer notar
sus efectos, utilizamos como sen˜al s t una serie mensual en la que cada observacio´n es la llu-
via acumulada en los p meses anteriores. El uso de diferentes valores de p permite caracterizar
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distintos tipos de sequı´as. En este trabajo consideramos p 12 y, en consecuencia, la serie re-
flejara´ deficiencias de agua en procesos basados en la precipitacio´n a largo plazo, como el nivel
de los pantanos. El ana´lisis de la sequı´a en otros campos, por ejemplo la agricultura, requerirı´a
periodos de acumulacio´n ma´s cortos. Sea cual sea el valor de p utilizado, la actualizacio´n mensual
de la serie permite una evaluacio´n frecuente del estado de sequı´a.
2.2. Umbral
Hemos considerado como umbral u1 t de sequı´a el percentil 10 de la serie, denotado p10, que de
acuerdo con el criterio clima´tico de GIBBS y MAHER (1948) define periodos extremadamente
secos.
2.3. Formacio´n de los clusters
Uno de los problemas que presenta esta definicio´n de sequı´a es determinar la composicio´n de los
clusters, es decir co´mo decidir cuando dos periodos secos son dependientes. DAVISON y SMITH
(1990) sugieren el uso de modelos parame´tricos como los de Neyman-Scott y Bartlett-Lewis pero
concluyen que en general, estos me´todos no mejoran los resultados obtenidos aplicando reglas
de cara´cter empı´rico. Despue´s de ensayar varios criterios, aplicamos una regla basada en las de
MADSEN y ROSBJERG (1998) y RASMUSSEN et al. (1994), que incorpora informacio´n sobre
la magnitud de los periodos no secos de separacio´n: Consideramos que dos periodos pertenecen al
mismo cluster si el tiempo entre su ocurrencia es inferior a 7 meses y la intensidad en ese periodo
no supera un umbral u2 t que representa un valor normal de precipitacio´n; en las figuras 2 y 3
se pueden ver ejemplos de esta definicio´n de cluster. Aplicando de nuevo el criterio de Gibbs y
Maher utilizamos como umbral u2 t el percentil 30 de la serie.
2.4. Severidad
Para caracterizar la severidad de la sequı´a hemos utilizado tres variables, la duracio´n o longitud L,
la ma´xima intensidad observada en el periodo IM, y el de´ficit al umbral u2 t , D (ve´ase figura 2).
Esta definicio´n del de´ficit respecto a un umbral normal de precipitacio´n presenta dos ventajas:
Al incluir ma´s informacio´n sobre la magnitud de los periodos de separacio´n entre los pe-
riodos secos que forman la sequı´a, se representa mejor la severidad global que con otras
definiciones, como la de ZELENHASIC y SALVAI (1987).
El de´ficit no puede tomar valores negativos como sucede con la definicio´n propuesta por
MADSEN y ROSBERG (1998).
3. MODELO PARAEL PROCESODE SEQUI´AS: PROCESO POISSONCLUSTERCOM-
PUESTO
Una vez que se ha establecido la definicio´n de sequı´a es necesario encontrar un modelo estoca´stico
que permita describir todo el proceso, tanto la ocurrencia como la severidad, de forma adecuada.
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Figura 2: Variables utilizadas para caracterizar la severidad de la sequı´a.
3.1. Ocurrencia
Dado que las sequı´as se han definido como agrupaciones de periodos secos, un modelo adecuado
para describir su ocurrencia es el proceso Poisson cluster. En este modelo los clusters, las sequı´as,
ocurren de acuerdo a un proceso Poisson (es decir los tiempos entre dos ocurrencias consecutivas
tienen una distribucio´n exponencial) y cada uno de ellos esta´ formados por un nu´mero aleatorio
de puntos, los periodos secos. La estructura del modelo esta´ representada en la figura 3.
3.2. Severidad
Para caracterizar la severidad, el modelo se completa con tres series de variables aleatorias inde-
pendientes e ide´nticamente distribuidas asociadas a los clusters: la longitud L, el de´ficit D y la
intensidad ma´xima IM. Para cada una de estas tres variables se ajusta una distribucio´n de proba-
bilidad adecuada utilizando un procedimiento de estimacio´n ma´ximo verosı´mil.
La justificacio´n de la utilizacio´n de este modelo para representar el proceso de sequı´as se basa
en la teorı´a de Valores Extremos. Un desarrollo exhaustivo de los principales resultados generales
de misma se puede encontrar en EMBRETCHS et al. (1997) y la justificacio´n de este modelo
en CEBRIA´N (1999). La validez del mismo se comprobo´ aplica´ndolo a seis series espan˜olas
de precipitacio´n: Burgos, Daroca. Madrid, Murcia y San Fernando, con resultados satisfactorios,
CEBRIA´N (1999).
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Figura 3: Estructura del modelo de ocurrencia de sequı´as (proceso Poisson cluster).
De acuerdo con este modelo, tenemos la siguiente situacio´n:
Dado que el proceso de sequı´as es un proceso Poisson, el nu´mero de sequı´as en un periodo
de tiempo de longitud n es una variable aleatoria con distribucio´n Poisson de para´metro
λ n λn.
Cada suceso, que corresponde a una sequı´a, tiene asociadas tres variables, L, D e IM, con
distribuciones FL, FD, FIM .
En esta situacio´n, la caracterizacio´n de la sequı´a ma´s grave en un intervalo de tiempo dado, ma´s
exactamente la de la ma´xima duracio´n, el ma´ximo de´ficit o la ma´xima intensidad, se puede obtener
a partir de la distribucio´n del ma´ximo de una variable con distribucio´n F en una muestra de taman˜o
aleatorio N, con N Poisson(λ).
4. DISTRIBUCIO´N DEL MA´XIMO DE UNA VARIABLE EN UNA MUESTRA DE TA-
MAN˜O POISSON
En este apartado se presentan los resultados necesarios para la caracterizacio´n del ma´ximo de las
distribuciones ma´s frecuentes en el ana´lisis de datos clima´ticos y medioambientales: Exponencial,
Pareto generalizada, Gamma, Lognormal, Weibull, etc. Los detalles de esos resultados se pueden
consultar en CEBRIA´N (1999) y en ABAURREA y CEBRIA´N (2002).
4.1. Distribuciones exactas
Dada una muestra de una variableX con funcio´n de distribucio´nF y taman˜o Poisson (λ), la funcio´n
de distribucio´n del ma´ximo, FM , se puede expresar en te´rminos de la distribucio´n de la muestra y
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el para´metro λ, de la siguiente forma:
FM x e λ 1 F x
Esta expresio´n permite obtener la distribucio´n exacta del ma´ximo para algunas distribuciones. En
particular se puede probar que,
Si la distribucio´n F de la muestra es Exponencial(α), el ma´ximo tiene una distribucio´n
Gumbel(1/α, ln(λ)/α).
Si la distribucio´n F de la muestra es Pareto Generalizada, PG(γ σ), el ma´ximo tiene una
distribucio´n de Valor Extremo, VE(γ σλγ σ λγ 1 γ) con el mismo para´metro de forma γ.
4.2. Distribuciones aproximadas
Desafortunadamente, la aplicacio´n a otras distribuciones de la expresio´n anterior para FM pro-
porciona expresiones demasiado complicadas por lo que es preferible hacer uso de resultados
aproximados. En condiciones bastante generales, se puede probar el siguiente resultado:
El ma´ximo, convenientemente normalizado, en una muestra con distribucio´n Gamma, Log-
normal o Weibull y taman˜o Poisson tiene una distribucio´n asinto´tica Gumbel(1,ln λ ).
Este resultado es va´lido para ma´s distribuciones, en particular para cualquier distribucio´n que
pertenezca al ma´ximo dominio de atraccio´n de la distribucio´n Gumbel.
A pesar de su generalidad, este resultado no es muy u´til debido a su cara´cter asinto´tico y al he-
cho de que es difı´cil disponer de muestras suficientemente grandes. Por esta razo´n es preferible
utilizar una nueva aproximacio´n, denominada penu´ltima aproximacio´n, que proporciona mejores
resultados en la pra´ctica.
4.3. Penu´ltima aproximacio´n de la distribucio´n del ma´ximo
GOMES (1984) y CASTILLO (1987) estudiaron el comportamiento de la distribucio´n del ma´ximo
en muestras de taman˜o no aleatorio; con distribuciones verificando condiciones muy generales
establecieron que:
La convergencia del ma´ximo a su distribucio´n lı´mite es muy lenta.
Una distribucio´n VE(γn µn σn) con sus tres para´metros dependiendo de la muestra, distribu-
cio´n que denominaron penu´ltima aproximacio´n, proporciona una mejor aproximacio´n que
la distribucio´n lı´mite VE(γ µn σn) con para´metro de forma constante.
Dado el intere´s pra´ctico de este resultado, hemos desarrollado resultados similares para el caso de
muestras de taman˜o aleatorio Poisson.
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Dada una muestra con distribucio´n Gamma, Lognormal o Weibull y taman˜o Poisson, la
penu´ltima aproximacio´n del ma´ximo es VE(γn µn σn), cuyos tres para´metros se pueden
estimar a partir de la muestra.
La estimacio´n de los tres para´metros se puede realizar utilizando, por ejemplo, el me´todo de los
percentiles.
5. RESULTADOS
Como ejemplo de la aplicacio´n de los resultados anteriores a la caracterizacio´n de la ma´xima
sequı´a esperada en un periodo de tiempo dado, presentamos los resultados correspondientes a la
serie de Huesca, observatorio localizado en el noreste de Espan˜a.
La validacio´n del modelo en predicciones a largo plazo utilizando datos independientes es difı´cil
ya que no hay disponibles series con un registro suficientemente largo. Por esta razo´n so´lo se han
podido realizar algunas comparaciones entre las predicciones del ma´ximo en n an˜os basadas en el
modelo y los valores observados en el registro en periodos de n=50 y n=100 an˜os. En particular
comparamos la mediana y la media muestrales con los valores parame´tricos correspondientes.
5.1. Duracio´n
Respecto a la variable duracio´n, la distribucio´n que proporciono´ un mejor ajuste fue la distribu-
cio´n Exponencial. En consecuencia, aplicando el resultado exacto visto en 4.1 se obtiene que la
distribucio´n del ma´ximo es Gumbel con para´metros que dependera´n de la longitud del periodo de
tiempo considerado. Los para´metros estimados correspondientes a periodos de 50, 100 y 500 an˜os
se muestran en la tabla 1 junto a la media y la mediana de la distribucio´n, ası´ como los correspon-
dientes valores empı´ricos, cuando estos esta´n disponibles. De acuerdo con el modelo, la duracio´n
esperada de la sequı´a ma´s larga en un periodo de 100 an˜os es de 26 meses y la mediana casi 20
mientras que los correspondientes valores empı´ricos son iguales a 26 meses. En un periodo de 50
an˜os, la prediccio´n del modelo respecto a la media es de 21.5 meses y el valor observado en el
registro 24.
5.2. De´ficit
Para ajustar el de´ficit de una sequı´a se selecciono´ la distribucio´n Lognormal; en consecuencia,
aplicando los resultados sobre la penu´ltima aproximacio´n, la distribucio´n del ma´ximo sera´ VE
con los correspondientes para´metros que se presentan en la tabla 2. Utilizando esta distribucio´n se
estima que el ma´ximo de´ficit esperado en 100 an˜os es 4911 l/m2 y la mediana 3876, mientras que
los valores empı´ricos son iguales a 3829 l/m2. La media y la mediana del ma´ximo de´ficit en un
periodo de 50 an˜os son 3590 y 2712 l/m2 respectivamente y la media empı´rica calculada para ese
mismo periodo es 3683 l/m2.
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Tabla 1: Duracio´n: para´metros estimados para 50, 100 y 500 an˜os, media y mediana (de la distri-
bucio´n y de los valores empı´ricos).
Duracio´n 50 an˜os 100 an˜os 500 an˜os
λ 11.4 22.8 114.0
µ 17.6 22.3 33.2
σ 6.8 6.8 6.8
E M (meses) 21.5 26.2 37.2
Mediana (M) 15.1 19.8 30.7
Media empı´rica 23.9 26.0 –
Mediana empı´rica 26 26 –
Tabla 2: De´ficit: para´metros estimados para 50, 100 y 500 an˜os, media y mediana (de la distribu-
cio´n y de los valores empı´ricos).
De´ficit 50 an˜os 100 an˜os 500 an˜os
λ 11.4 22.8 114.0
γ 0.33 0.31 0.27
µ 21.978 32.304 66.989
σ 13.191 16.644 26.989
E M (l/m2) 3.590 4.911 9.227
Mediana (M) 2.712 3.876 7.739
Media empı´rica 3.683 3.829 –
Mediana empı´rica 3.829 3.829 –
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Tabla 3: Intensidad Ma´xima: para´metros estimados para 50, 100 y 500 an˜os, media y mediana (de
la distribucio´n y de los valores empı´ricos).
Intensidad ma´xima 50 an˜os 100 an˜os 500 an˜os
λ 11.4 22.8 114.0
γ -0.5 -0.5 -0.5
µ 1.437 1.614 1.850
σ 302 214 96
E M (l/m2) 151 166 187
Mediana (M) 154 169 188
Media empı´rica 163 178 –
Mediana empı´rica 155 181 –
5.3. Intensidad Ma´xima
Finalmente la distribucio´n que mejor ajustaba la intensidad ma´xima fue la distribucio´n Pareto
Generalizada; en consecuencia, el ma´ximo tiene una distribucio´n VE con los para´metros que se
indican en la tabla 3. La media y la mediana de la intensidad ma´xima que cabe esperar en 100 an˜os
de acuerdo con el modelo estimado son 166 y 169 l/m2 respectivamente y los correspondientes
valores calculados a partir del registro 178 y 181 l/m2. Considerando un periodo de 50 an˜os,
las predicciones del modelo son ligeramente mayores que 150 l/m2 y los valores empı´ricos se
encuentran en torno a 160 l/m2.
6. CONCLUSIONES
En resumen, los resultados obtenidos llevan a las siguientes conclusiones:
Dado un proceso aleatorio Poisson, la metodologı´a propuesta permite caracterizar el ma´xi-
mo suceso, en particular la ma´xima sequı´a, que cabe esperar en un periodo de tiempo dado.
Las distribuciones de probabilidad de las caracterı´sticas del ma´ximo suceso calculadas tanto
a partir de los resultados teo´ricos exactos como de la penu´ltima aproximacio´n proporcionan
predicciones acordes con lo observado en el registro.
La aplicabilidad de esta metodologı´a es bastante general ya que se han presentado resultados
para algunas de las distribuciones ma´s frecuentes en las ciencias medioambientales.
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