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Abstract. This note shows, by an example, how to get a sequential algorithm to compute the least 
fixed point of a system of equations over a finite transition system by transforming a parallel 
algorithm. 
R&m& Cette note montre, sur un exemple, comment obtenir un algorithme sequentiel pour 
calculer le plus petit point fixe d’un systeme d’equations sm un systeme de transitions fini par 
transformation d’un algorithme parallele. 
Introduction 
The verification that a finite transition system, representing a process, satisfies a 
formula of some branching-time logic [2,5] amounts to computing the least fixed 
point of a system of equations over this transition system [3-51. In [ 11, Arnold and 
CrubillC proposed an algorithm to compute these least fixed points which is linear 
in the size of the transition system. 
The linear complexity of this algorithm is obtained by adopting an adequate 
strategy to visit the states of the transition system. Indeed this strategy can be seen 
as the result of a particular scheduling of parallel processes. More precisely one 
can easily design a parallel algorithm to compute a least fixed point. By then 
sequentializing it, one gets the Arnold-Crubille algorithm. Moreover, the correctness 
and complexity of this sequential algorithm are immediately deducible from those 
of the parallel algorithm. 
In this note we sketch the sequence of transformations which allow to get this 
sequential algorithm from a parallel one. Since our aim is not to give a new 
presentation of this algorithm, but simply to explain how it could be derived from 
a parallel algorithm, we will not deal with the general case. Instead we will consider 
only a simple example. To avoid lengthy notations, this example is indeed very 
simple, so simple that the associated linear algorithm can be immediately obtained 
from scratch. But we expect the reader to convince himself that the same method 
applies to more complicated systems of equations. 
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1. Definitions 
A finite directed graph G is a pair (Q, r) where Q is a finite set of vertices (or 
states) and r : Q + P(Q) is the successor relation. 
We consider the following equation: 
X= Au(BnT'(X)). (1) 
Given two subsets A and B of Q we can define the mapping (+: P(Q) + P(Q) 
by a(X) = Au (B n T-'(X)) which is obviously monotonic. Hence c has a least 
fixed point, which is, since Q is finite, Un3, (~“(0). 
The problem is to design an algorithm to compute this least fixed point for any 
directed graph G and any two subsets A and B of Q. 
2. The quadratic sequential algorithm 
With every state s of G we associate two boolean variables s.x and s.y initialized 
to j&e (these variables have the value true when s belongs to the current value of 
X or T-‘(X)) and two boolean constants s.a and s.6 initialized respectively to 
(s E A) and (s E B). 
We denote by f(s) the boolean expression 
s.a or (s.b and s.y) 
and we define the procedure update(s) by 
s.x :=f(s); 
for all s’ in T-‘(s) do s’.y := s’.y or xx 
Let us now consider a depth-first search traversal of G where, when visiting a 
state s, one performs update(s). It is clear, due to the monotonicity of (l), that after 
at most 2IQI traversals, a new traversal does not modify any of variables s.x, x.y 
and that the least fixed point of 2 is 
{s E Q 1 s.x = true}. 
Since in one traversal, update(s) is performed IQ\ times (one for each state s), 
in the whole algorithm, update(s) is performed at most 21Ql* times. 
3. Parallel algorithm with busy waiting 
Let us assume that we associate with each state s a process P,(s) and that the 
variables s.x and s.y can be shared among these processes (the assignment of a 
shared variable is an atomic operation). Let us consider the parallel algorithm 
d, = I lSE,PI(S), 
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where 
Pi(s) = while true do update(s). 
Provided the processes PI(s) are fairly scheduled, this algorithm will reach a 
“stable state”, where no XX or s.y variables will be modified ever more. In this state 
the least fixed point is obtained. As it will be seen below, we need not consider the 
problem of distributed detection of this stable state. 
Now let us remark that if s.y has not been modified in between two consecutive 
executions of update(s) in PI(s), (i.e., has not been set from false to true), then the 
second execution does not modify anything and therefore is useless. Thus we 
associate with each state s a boolean variable xmodijed (initialized to true) which 
signals whether s.y has been modified since the last execution of update(s) (the 
initialization to true means that s.y is supposed to have been modified before the 
first execution of update(s)). 
Now the procedure update(s) has to set s’.modified when it modifies s’.y, and, 
of course, to reset s.modi$ed to false afterwards. The algorithm becomes 
& = I ISEQP2(S), 
where 
PJs) = while true do ifs.modified then updute2(s); 
updute2( s) 
= s.modi$ed := false; 
s.x:= f(s); 
for all s’ in T-‘(s) do comp(s,s’); 
comp(s,s’) 
= old := s’.y ; 
s’.y := s’.y or s.x; 
s’.modijed := s’.modified or (old = false and s’.y = true); 
This program is equivalent to the previous one, but avoids some useless updatings. 
This can be proved by noticing that update(s) and upduteZ(s) perform exactly the 
same on s.x and s’.y, and that whenever s.mod$ed is false, s.y keeps the same value 
and further executions of updute2(s) have no effect on it. 
Let us remark that s.y can be set from false to true at most once; hence s.modi$ed 
can take the value true at most twice (at the beginning and when s.y is modified), 
hence upduteZ(s) is executed at most twice. Therefore the algorithm results in at 
most 21 QI executions of update2 ! 
4. Parallel algorithm with idle waiting 
Instead of repeatedly testing s.modi$ed, P>(s) can sleep as long as it finds s.modi$ed 
to be false. It will be awakened by the process which sets s.modijed to true, if any. 
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We thus assume we can use the two primitives sleep and wakeup(s). When a process 
executes sleep it becomes waiting and, when awakened, it resumes its execution 
from this sleep. When a process executes wakeup(s) it resumes P2(s) if P,(S) is 
sleeping, and has no effect if P2(s) is not sleeping. (Therefore it is not necessary to 
test whether PJs) is sleeping or not.) 
Then we get, 
P3(s) = while true do 
begin while s. modtjied do update3 (s); 
sleep 
end 
and update3(s) is similar to upduteZ(s) where comp( s,s’) is replaced by comp’(s,s’) 
defined by 
comp’(s,s’) 
= comp(s,s’); 
if s’.modijed then wukeup(s’). 
Indeed it is not necessary to test s’.modiJied before awakening P3(s’). If P3(s’) is 
sleeping and s’.mod$ed is false, Px(s’) immediately leaves the loop while 
s’.modifed. . . and goes back to sleep ! 
The program 4 = I iSE Q P3(s) is still equivalent to the previous one and updute3(s) 
is still executed at most twice. But now we can characterize the “stable state”, that 
is when all processes are sleeping. 
5. The scheduler 
To get a sequential algorithm we assume the previous algorithm runs on a 
monoprocessor. We have to make explicit the scheduler which assigns the processor 
to a process. 
As usual we assume we have one running process, a list of sleeping processes 
and a list of ready processes (i.e. not running and not sleeping), and we have to 
explain how these lists are managed by the scheduler. 
Let us remark that, when awakened, a process P3(s) executes the procedure 
rep(s) = while s. modljied do updu te3(s). 
Therefore the awakening of a sleeping process looks like a procedure call. 
Thus we consider the list of ready processes as being a pushdown stack. When 
a process goes to sleep (on termination of rep) it leaves the processor which is then 
reassigned to the process at the top of the stack, which resumes its execution of rep. 
When a process P3(s) awakes a process P3(s’), P3(s) is stacked, and Px(s’) takes 
over the processor to execute rep(s’). Then it goes back to sleep and Px(s), which 
is still at the top of the stack, resumes computation. 
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Therefore awakening a process is just a call to rep, provided the awakened process 
was indeed sleeping. Thus we need a boolean variable xsleep for each state s 
(initialized to true) which signals whether P3(s) is sleeping or not. 
This variable has to be set to false when P3(s) is awakened, and to true when 
P3( s) terminates rep(s). 
Hence we get the following procedures 
seqcomp (s,s’) 
= old := s’.y; 
s'.y := s’.y or s.x; 
s’.modi$ed := s’.modijied or (old = false and s’.y = true); 
if s’.modi$ed and s’.sleep then 
begin s’sleep := false; 
seqrep( s’) 
end 
svep(s) 
= while s.modi$ed do 
begin s.modiJed := false; 
s.x :=f(s); 
for all s’ in T-‘(s) do seqcomp(s,s’) 
end; 
s.sleep := true 
Now, in the parallel algorithm, each process is initially ready. It is equivalent to 
consider that each process is sleeping and the program consists in awakening all 
the processes. But in the sequential recursive formulation of the problem, awakening 
a process just amounts to perform the sequence s.sleep := false; seqrep(s). Hence 
we get the program: 
for all s in Q do 
begin s.sleep := false; 
seqrep(s) 
end 
6. Conclusion 
As claimed in the introduction, this method applied to the systems of equations 
considered in [I] and allows to get the Arnold-Crubille algorithm. 
Roughly speaking, these systems of equations have the form 
{Xi = t, 1 i = 1, . . . , n}, 
where ti is a term built with the variables X,, . . . , X,,, some constants, and the 
operators u, n, T, rpl and f, the dual of r defined by f(X) = Q-r(Q -X). 
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The quadratic algorithm consists in evaluating the value of s.X, (= s belongs to 
the current value of X,) at each state s, in a depth-first search traversal of the 
transition system, and iterating this traversal. The linear algorithm consists .in 
traversing the transition system in a different order: when evaluating s.X, in some 
state s, the modification of its value may imply a modification of some s’.X, where 
s’ is a state linked to s by a transition, or by an inverse transition; in this case the 
linear algorithm will visit next this state s’. 
The order in which the linear algorithm visits the states of the transition system 
can still be explained in the same way as above: let us consider the parallel algorithm 
in which the values of s.Xj are simultaneously updated at each state s, we can still 
introduce busy waiting, idle waiting, and the explicit scheduler; then the order in 
which the linear algorithm visits the states of the transition system is the order in 
which this scheduler assigns the processor to a process. 
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