Image denoising method based on sparse decomposition means the useful information in the image is taken as the sparse component and noises in the image as the residuals after the removal of sparse component, which is the basis for image denoising. In this paper, a new image denoising algorithm using the gradient matching pursuit is proposed based on the study of image sparse decomposition. It firstly constructs an over complete atomic library in the image, then the optimal atom is found by the sparse decomposition method with gradient tracking. At last reconstruct the image with using the optimal atomic. The simulation results show that the convergence of the improved algorithm is fast and stable, and it can effectively eliminate the noise.
INTRODUCTION
In 1993, Zhang and Mallet first mentioned the concept of sparse decomposition, after a year, Mallet found the matching pursuit algorithm to achieve sparse signal decomposition. At present, with the gradual deepening of the study of sparse decomposition, it is not only used in one-dimensional signal, but also has been greatly developed in the two-dimensional image. The image can be decomposed on the over complete dictionary of atoms to find the most matched atomic to reconstruct the image. The atoms can be adapted according to the characteristics of the image, and the image can be expressed by a linear combination of the atoms, which means the sparse representation of the image. Sparse decomposition for image denoising is based on that the basis is useful information can be taken as sparse component, and the noise as the residuals (image information minus the sparse component). The visual effect of this method is better, and do not need the information of noise. At present the most commonly used algorithm for image sparse decomposition is matching pursuit (MP). Considering the complexity and convergence of the algorithm, in this paper we combine the idea of gradient tracking with MP algorithm, and proposes a gradient matching pursuit algorithm which obtains the better denoising effect.
IMAGE SPARSE DECOMPOSITION
Assuming the image is f with the size of 12  MM . If the image is decomposed into a set of complete orthogonal bases, the number of the bases is 12  MM . Due to the orthogonality of the bases, the distribution in the space is sparse. And the energy of the image will be distributed in different groups after the decomposition. The dispersion of this energy distribution is not positive on image processing when represented by a combination of the bases. In order to get the sparse representation of the image, the structure of the bases must be sufficiently dense in the combined space of the image. The orthogonality of the bases is no longer guaranteed, so the base is called an atom.  is the sets of  . In this paper, the Gabor atom is used as the basis function which is composed by the Gauss window function modulated: One-dimensional form of the basis function can be given by the following formula: (2) where, N is the length of the basis function.. According to the image f to be decomposed, select the best matching atom from the over complete dictionary, and meet the following conditions:
Thus the weighted coefficient of the atom is the inner product of matching image and best atom:
The original image after the first decomposition can be expressed as
Rfis the residual). After the decomposition of N times, the final form of the image can be obtained:
where K is the number of iterations. The first item is the extracted denoised image which is
Rf is identified as the noise eliminated from the original image, so as to increase the output signal to noise ratio.
DENOSING METHOD BASED ON GRADIENT MATCHING PURSUIT

Image matching pursuit
In the literature [7] , a denoising method using gradient tracking is proposed, which can converge faster with small computational complexity.
During the N iterations the main parameters need to be extracted from the image step by step, so as to update the residual n Rf. In gradient tracking, image decomposition is achieved by minimizing twice cost function, which can be expressed as:
where, 
Assumption for iterative decomposition terminated
In the sparse decomposition process, the residual image can be expressed as:
With the process of the standard deviation  Rf in Rf changed, it can be found that  Rf will gradually decrease with the increase of the number of iterations. After reaching a certain minimum min  , it tends to be a stable value (in fact, the standard deviation  n f of the noise). Calculate the energy ratio of the signal residual and the reconstructed signal, and the ratio is defined as follows: i i i at twice(  i is the threshold for the iterative termination)or the value of  is less than the threshold value, the main energy of the image signal decomposition is completed, and the reconstructed image _ recon f is the denoised image.
EXPERIMENT AND RESULT ANALYSIS
Lena image with the size of 256×256 is used in the experiment. Adding Gauss noise in the image, then compare MP algorithm with the gradient MP algorithm proposed in this paper for the denosing effect. In this paper, the non symmetric atomic dictionary is used as the over-complete dictionary.
1. Energy ratio  changes with the iterations. Consider 100 iterations, and the variation of the energy ratio  with the iteration number is observed, as shown in Figure 2 . It is obvious that the iterations reach to a certain, the change of energy ratio  tends to be gentle, which can be determined that the main energy component of the image signal is decomposed completely, thus the denoised image can be obtained. With many experiments, the threshold  for ending the sparse decomposition is generally 0.03. By setting the threshold, the gradient MP denoising method can be used for iterations and reconstruction, so as to achieve the denosing image.
2. Denosing effect of the image adding Gauss noise Figure 3 is Lean original image, adding Gauss noise with standard deviation of 10 and 30. Figure 4 is the processing results using two different methods. 
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3. Comparison analysis of the denoising effect Consider Gauss white noise with the same type and intensity (standard deviation is 10), the performance of the proposed algorithm and MP algorithm is compared in table 1. From the table 1, we can see that the algorithm can get a higher PSNR and smaller MSE, so the denoising effect is better. And through CPU running time for 50 images denoising (the data is the average of 10 times experiments) , the proposed method has shorter running time than MP algorithm, which confirms that the new algorithm can effectively improve the efficiency of sparse decomposition.
CONCLUSIONS
Image denoising based on sparse decomposition means decomposing the noisy image into sparse components and the other components. The sparse component corresponds to the useful information of the image, while the other components correspond to the noise in the image. Noise can be effectively removed from the image through reconstructing image by the sparse component. Based on the commonly existing algorithms, we proposes the gradient MP algorithm in this paper. The efficiency of sparse decomposition is effectively improved. To a certain extent, it improves the values of PSNR, which confirms the better denoising effect.
