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Milan Rajković is a Senior Research Scientist at the Institute of Nuclear Sciences Vinca, University
of Belgrade, Serbia. His research interests include physics of fusion plasmas, nonlinear dynamical




The 29th International Symposium on the Physics of Ionized Gases was held in Belgrade,
Serbia, from 28 August to 1 September 2018, at the Serbian Academy of Sciences and Arts (SASA).
Over 150 attendees were welcomed. The conference was organized by the Vinča Institute of Nuclear
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Abstract: With the development of intense femtosecond laser sources it has become possible to
study atomic and molecular processes on their own subfemtosecond time scale. Table-top setups
are available that generate intense coherent radiation in the extreme ultraviolet and soft-X-ray
regime which have various applications in strong-field physics and attoscience. More recently,
the emphasis is moving from the generation of linearly polarized pulses using a linearly polarized
driving field to the generation of more complicated elliptically polarized polychromatic ultrashort
pulses. The transverse electromagnetic field oscillates in a plane perpendicular to its propagation
direction. Therefore, the two dimensions of field polarization plane are available for manipulation
and tailoring of these ultrashort pulses. We present a field that allows such a tailoring, the so-called
bicircular field. This field is the superposition of two circularly polarized fields with different
frequencies that rotate in the same plane in opposite directions. We present results for two processes in
a bicircular field: High-order harmonic generation and above-threshold ionization. For a wide range
of laser field intensities, we compare high-order harmonic spectra generated by bicircular fields with
the spectra generated by a linearly polarized laser field. We also investigate a possibility of introducing
spin into attoscience with spin-polarized electrons produced in high-order above-threshold ionization
by a bicircular field.
Keywords: strong-field physics; attoscience; bicircular field; high-order harmonic generation;
above-threshold ionization; spin-polarized electrons
1. Introduction: Three-Step Model and Bicircular Laser Field
Available strong laser fields allow the study of new laser-field-induced atomic and molecular
processes such as high-order harmonic generation (HHG) [1] and above-threshold ionization (ATI) [2].
These processes are commonly considered for a laser field which is linearly polarized and explained
by semiclassical three-step model [3–5]. According to this model the electron, liberated in tunnel
ionization, moves driven by the laser field and returns to the parent core where it recombines emitting
a high-harmonic photon in the HHG process or rescatters and is detected having much larger energy
in the high-order ATI (HATI) process.
Let us explain this three-step model in more detail using Figure 1. Initially, the electron is bound
with the energy −Ip. When the linearly polarized laser field Elin(t) approaches an extremum at the
time t0, the electron can tunnel through the potential barrier, created by an instantaneous laser electric
field and the atomic potential, and is “born” in the continuum with zero velocity v(t0). This is the
first step of this model. After that, the field strength decreases, goes through zero and then reaches
its next maximum value. Since the field and the corresponding force at the time t′ change their
signs, the electron velocity changes its direction at the time t′′ and the electron starts moving back
to its parent core. The corresponding electron velocity is related to the quantity A(t), defined by
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Elin(t) = −dA(t)/dt. Since the field Elin(t) is extremal at the times t′′ and t0 we have that A(t) = 0
at these moments. The electron returns to the parent core at the time t1 having the velocity vret(t1).
This is the second step. It can be shown using momentum conservation [6], that the kinetic energy
of the returned electron has the maximum value 3.17Up, with Up = E2lin,max/(4ω
2) the electron
ponderomotive energy in a linearly polarized field having frequency ω (we use atomic units). In the
case of HHG process, in the third step, the electron recombines to the ground atomic state and the
energy equal to ionization potential energy Ip plus the electron kinetic energy is released in the form of
an energetic photon. Maximum high-harmonic photon energy is Ip + 3.17Up, as denoted in Figure 1.
The efficiency of the HHG process is approximately the same for all harmonic photons with energies
larger than Ip and the HHG spectrum has a shape of a plateau. Since the third step happens during the
time interval which is a small part of the laser field optical cycle, it is clear that the described high-order
atomic and molecular processes develop during few tens of attoseconds if one uses femtosecond
lasers. Therefore, this third step “opens the doors” for attoscience [7–12] which investigates electron
dynamics of strong-field processes on the time scale of few attoseconds, a natural scale for electronic












Figure 1. Graphical sketch of the three-step model for high-order harmonic generation. The combined
atomic and laser field potential is presented by black lines, while the electron and its velocity are
shown in blue. The temporal evolution of a linearly polarized laser field Elin(t) is depicted by the red
long-dashed line. The emitted high-harmonic photon is illustrated by a pink wavy line with an arrow
at the end.
It is well known that HATI and HHG processes are not possible with a circularly polarized
laser field since the liberated electron, driven by such a field, cannot return to the parent core to
recombine or rescatter. However, these processes become possible if one uses the (so-called) bicircular
laser field consisting of two counter-rotating circularly polarized laser fields which are coplanar and
have different frequencies. This was first confirmed experimentally for HHG in 1995 [13,14] (for
more references see recent articles [15,16]). ATI process in a bicircular field was first investigated
theoretically in [17,18] (see also [19]) and confirmed experimentally in [20]. Theoretical analysis of
HATI was performed in [21–23], while the relevant experimental results were published in [24,25].
In 2000 bicircular-field-induced HHG was explained using the quantum-orbit theory [26].
More information about this theory is given in [6,27]. In the present context it is important that, using
this theory, two-dimensional trajectories of the electrons which come back to the parent core were
identified. In addition, it was found that the emitted higher harmonics are circularly polarized with
alternating ellipticities equal to ±1. This was confirmed experimentally in 2014 [28]. For application it
is crucial to generate circularly polarized high-order harmonics which can serve as a source of soft
X-ray photons. Such photons have application for analysis of various chirality sensitive processes in
organic molecules [29,30], magnetic materials [31,32] etc.
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Combining a group of circularly polarized high-order harmonics having ellipticities which
alternate between +1 and −1, rather than obtaining a circularly polarized pulse, we obtain a pulse
having unusual polarization properties. This was first shown in [33] where, for a bicircular field
with frequencies ω and 2ω, a star-like form with 3 linearly polarized pulses rotated by 120◦ was
obtained. This theoretical prediction has recently been confirmed in experiment [34]. It was suggested
in 2001 [35] that circularly polarized attosecond pulse trains can be generated if the harmonics having
helicity +1 are stronger than that of helicity −1 (and vice versa), i.e., if we, by some means, achieve
helicity asymmetry in an interval of high-harmonic photon energies. In [35] such asymmetry was
noticed for He atom, which has s ground state, for the intensity of the 2ω bicircular field component two
times higher than that of the ω component. Later on, in 2015, it was found that the helicity asymmetry
for much higher photon energies exists for HHG by noble gases with the p ground state [36–38].
We study an rω–sω bicircular field, with r and s integers, defined by
Ex(t) = [E1 sin(rωt) + E2 sin(sωt + ϕ)] /
√
2,
Ey(t) = [−E1 cos(rωt) + E2 cos(sωt + ϕ)] /
√
2. (1)
Here I1 = E21 and I2 = E
2
2 are the intensities of the components and ϕ is the relative phase.
Examples of such fields are presented in Figure 2 for various combinations of r and s and the phase
ϕ = 0 (for different phases the field is rotated but does not change the shape [39]). We see that this field
satisfies (r+ s)-fold rotational symmetry. Furthermore, this field obeys particular dynamical symmetry:
simultaneous rotation about the z axis by the angle r · 360◦/(r + s) and translation in time by T/(r + s)
leaves the field unchanged (see the Appendix A in [38]). For example, ω–2ω bicircular field is invariant
with respect to simultaneous rotation by 120◦ and translation in time by 1/3 optical cycle.
Figure 2. The electric-field-vector polar diagram for the rω–sω bicircular field, having equal component
intensities, plotted for 0 ≤ t ≤ T = 2π/ω, with the fundamental frequency ω. The six presented
panels depict the field for various combinations of the values of r and s, as denoted.
3
Atoms 2018, 6, 61
2. Results for High-Order Harmonic Generation by Bicircular Field
According to our theory of HHG by bicircular field, presented in [38], the nth harmonic emission










Here d(t) is the time-dependent dipole and the nth harmonic and its ellipticity εn satisfy the
following selection rule [38]
εn = ±1 for n = q(r + s)± r. (3)
These relations can be derived using the dynamical symmetry of the bicircular field.
There are qualitative differences between the HHG spectrum generated by a linearly polarized
laser field and the spectrum generated by bicircular field with equal component intensities.
We illustrate this in Figure 3 by showing the HHG spectra, generated by Ar atoms subjected to
a laser field having the fundamental photon energy ω = 1.6 eV, as a function of the harmonic order
and the laser field intensity in atomic units. For HHG by a linearly polarized laser field (upper
panel (a)), emitted harmonics are linearly polarized and the spectrum forms a plateau which finishes
by a cutoff. The cutoff position, i.e., the maximum harmonic order, is proportional to the laser intensity.
The spectrum in the plateau exhibits fast oscillations. These oscillations are caused by the interference
of the quantum-orbit contributions [6,40,41]. In the cutoff region there are no such oscillations since
only one quantum orbit contributes to the HHG spectrum. The spectrum for ω–2ω bicircular field,
presented in the bottom panel (b), also exhibits a plateau with a cutoff. However, the plateau is different.
First, the plateau is more inclined and its height decreases with the increase of the harmonic order.
Second, the plateau is flat and there are no oscillations as in the linear polarization case. The reason is
that the contribution of only one quantum orbit is dominant. However, in the cutoff region there are
such oscillations, again contrary to the linear polarization case. The reason is that in the cutoff region
more orbits contribute to the HHG spectrum generated by bicircular laser field and the oscillatory
structure is due to their interference. The relevant quantum orbits are analyzed in [26]. In the present
paper we have shown, using three-dimensional graphs of Figure 3, that this behavior is valid for a
wide range of laser intensities and harmonic orders. It is also clear from Figure 3 that, for a range of
harmonic orders and laser intensities, the harmonic emission rate is higher for HHG by bicircular field
than for HHG by linearly polarized field.
It should be mentioned that for a bicircular field with higher intensity of the second field
component the plateau becomes more similar to that of the linearly polarized case, i.e., it is not
inclined and oscillatory structures appear due to the interference of contributions of more quantum
orbits. This is recently explored in detail in [16,42].
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Figure 3. Three-dimensional graphs of the logarithm of the harmonic emission rate as a function of the
harmonic order and laser intensity (in atomic units). Upper panel (a): Linearly polarized laser field.
Lower panel (b): ω–2ω bicircular laser field. The fundamental photon energy is ω = 1.6 eV and Ar
atoms are modeled by s ground state. The same arbitrary units for HHG rates are used in both panels.
3. Spin Asymmetry in Above-Threshold Ionization by Bicircular Field
In [43] (see also more recent references [44,45]) it was suggested to introduce the concept of
attospin using spin-polarized electrons emitted in ionization by bicircular laser field. In this paper
the differential ionization rate, wpm(n) = 2πp
∣∣Tpm(n)∣∣2, of atoms having initial bound state ψm,
was calculated applying the saddle point-method as described in [22]. In this process the energy
nω is absorbed and an electron with momentum p and energy Ep = p2/2 is emitted. The T-matrix
element Tpm(n) is presented as a sum of the direct and rescattering T-matrix elements and  and m
are, respectively, the orbital and magnetic quantum number. For Xe atoms the ground state is p state
( = 1 and m = ±1 (matrix elements are zero for m = 0)), and we have two continua corresponding
to two ground states of Xe+ ion (2P3/2 and 2P1/2). Therefore, there are two ionization potentials
Ip3/2 = 12.13 eV and Ip1/2 = 13.44 eV. We denote the corresponding differential ionization rates by
5
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wp,m,j, where m = ±1 and j = 3/2 for Ip3/2 and j = 1/2 for Ip1/2. For the differential ionization rate









/3 + wp,−1,3/2. (4)
We use the rates Wp↑ and Wp↓ to define the spin asymmetry parameter Ap and the normalized








For Ip1/2 = Ip3/2, i.e., if we neglect the spin-orbit coupling, Formulas (4) and (5) give Ap = 0.
In the case of Xe atoms the fine structure splitting is Ip1/2 − Ip3/2 = 1.31 eV and one expects a
substantial spin asymmetry. If the rates are equal for m = 1 and m = −1 then the asymmetry
parameter Ap is also zero. However, for ATI of noble gases having p ground state by a circularly
polarized laser field the ionization rate exhibits strong m = ±1 asymmetry, so that for Xe we expect
large values of Ap. Furthermore, for a bicircular field the electron rescattering is possible, which
opens up access to attosecond spin effects, since the rescattering process develops on attosecond time
scale [43].
In this paper we evaluate the ionization rate and the spin asymmetry parameter in a different
way than in [43]. Namely, we calculate the differential ionization rate using numerical integration
instead of the saddle-point method [46]. In addition, the results are averaged over the laser intensity
distribution in the focus [47]. The used spatio-temporal averaging is applicable for long pulses, while
for few-cycle pulses [8] the dynamical symmetry of the bicircular field is violated and the problem
should be explored separately. From the upper left panel (a) of Figure 4 it follows that the direct
differential ionization yield exhibits rotational symmetry by the angle 360◦/(r + s) = 120◦ and the
reflection symmetry corresponding to the axes with angles 60◦, 180◦, and 300◦ with respect to the x
axis. The spin asymmetry parameters, shown in the left panels (middle panel (c) and bottom panel
(e)), obey the same symmetry. For the rescattered electrons (right panels (b), (d), and (f)) the reflection
symmetry is broken, but the rotational symmetry is maintained. The presented yields are normalized
to the maximum value which is 1.237 × 10−4 for direct electrons and 7.707 × 10−5 for rescattered
electrons (in arbitrary units since we present the results for the focal-averaged spectra). The results
are normalized so that the maximum yield is wmax = 1 and log10(wmax) = 0. For the direct-electrons
yields we show 6 orders, while for the rescattered-electron yields we present 4 orders of magnitude.
The asymmetry parameter for direct electrons emitted in a fixed direction (for example at 60◦) exhibits
fast oscillations with the increase of the photoelectron energy. This was explained in [43] as the
interference of two dominant electron trajectories obtained by the saddle-point method. We now see
that this behaviour is preserved in the spectra obtained by numerical integration. In addition, these
fast oscillations survive averaging over the laser intensity distribution in the focus. Spin asymmetry
parameters change from −0.4996 to 0.98 for direct electrons and from −0.5812 to 0.8581 for rescattered
electrons. The most important result is that the spin asymmetry parameter for high-energy electrons
can take large values. These electrons come from rescattering and they are characterized by the
attosecond time scale so that, measuring the spectra and spin-polarization of these electrons, one can
explore spin-dependent effects in atoms and molecules with unprecedented time resolution.
6
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Figure 4. Focal-averaged results for Xe atoms ionized by ω–2ω bicircular field with the fundamental
wavelength 800 nm and the same component peak intensities I1 = I2 = 1.1 × 1014 W/cm2, depicted in
false colors in the photoelectron momentum plane. Top panels (a,b): The logarithm of the summed
photoelectron yield Wp↑ + Wp↓. Middle panels (c,d): Normalized spin asymmetry parameter Ãp.
Bottom panels (e,f): Spin asymmetry parameter Ap. Left panels (a,c,e): Only the direct electrons are
taken into account. Right panels (b,d,f): Only the rescattered electrons are accounted for.
4. Conclusions
We have explored two high-order atomic processes induced by bicircular fields. First, we have
explicitly compared the HHG spectra generated by a bicircular laser field with the spectra generated
by a linearly polarized laser field. In spite of that both spectra exhibit plateau and cutoff features,
we observed important differences. Contrary to the case of linear polarization, the plateau is rather
smooth for HHG by bicircular field. This is important for obtaining a high-harmonic attosecond
pulse train by combining a group of high harmonics. Namely, as in the mode-locking laser technique,
the relative phase between combined field components should be constant in order to generate
ultrashort pulses. This condition is much better fulfilled for HHG by bicircular field [33].
We expect that bicircular field will have a bright future in application to molecular processes.
The reason is that the rotational symmetry of the rω–sω bicircular field (compare Figure 2) can be
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combined with analog Cr+s symmetry of polyatomic molecules. For example, planar molecule BF3
and nonplanar molecules CF3I and NH3 obey the C3 symmetry, as well as the ω–2ω bicircular field.
Examples can be found in recent references [48–53].
Another interesting possibility of application of bicircular fields is to explore the electron
spin on the ultrashort time scale. Spin-polarized electrons have important applications [54,55].
Spin asymmetry in above-threshold ionization by a circularly polarized laser field was investigated
theoretically in [56–58] and in more recent experiments [59–61]. In our paper we have shown that the
spin asymmetry in HATI by bicircular field survives focal-averaging and thus should be observed in
future experiments which will open access to attospin. It should also be mentioned that, without the
focal averaging, it would not be possible to explore quantum-mechanical effects such as experimentally
observed intensity-dependent enhancements in HATI spectra [2]. Such enhancements are caused by
the channel-closing effect. We have recently shown that this effect is important not only for linearly
polarized laser fields but also for bicircular fields [62].
In addition, the effect of the bicircular field on ATI is especially important since it can be applied
to study complicated molecules and materials where the spin dependence plays an important role.
For diatomic molecules it was predicted in [63] and confirmed in experiment [64] that two-source
double-slit interference effects in angle-resolved HATI spectra survive both the molecular orientation
averaging and focal averaging.
Funding: This research received no external funding.
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39. Odžak, S.; Milošević, D.B. Bicircular-laser-field-assisted electron-ion radiative recombination. Phys. Rev. A
2015, 92, 053416. [CrossRef]
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41. Milošević, D.B.; Ehlotzky, F. Scattering and reaction processes in powerful laser field. Adv. At. Mol. Opt. Phys.
2003, 49, 373–532.
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Abstract: The one-dimensional object-oriented particle-in-cell Monte Carlo collision code oopd1 is
applied to explore the role of secondary electron emission and electron reflection on the properties of
the capacitively-coupled oxygen discharge. At low pressure (10 mTorr), drift-ambipolar heating of the
electrons dominates within the plasma bulk, while at higher pressure (50 mTorr), stochastic electron
heating in the sheath region dominates. Electron reflection has negligible influence on the electron
energy probability function and only a slight influence on the electron heating profile and electron
density. Including ion-induced secondary electron emission in the discharge model introduces a
high energy tail to the electron energy probability function, enhances the electron density, lowers the
electronegativity, and increases the effective electron temperature in the plasma bulk.
Keywords: capacitively-coupled discharge; oxygen; particle-in-cell/Monte Carlo collision;
electron heating; secondary electron emission
1. Introduction
Low pressure radio frequency (rf)-driven capacitively-coupled discharges have a range of material
processing applications such as plasma etching and plasma enhanced chemical vapor deposition
within the microelectronics industry. These discharges have been explored extensively over the past
few decades. However, a few issues remain to be fully understood, including the electron heating
mechanism, in particular when driven by multiple frequencies [1], and the role of surfaces regarding
recombination and quenching of various species and phenomena such as secondary electron emission
and electron reflection [2,3]. The modern capacitively-coupled discharge consists of two parallel
electrodes separated by a few cm and is driven by a radio-frequency power generator. The plasma
forms when rf voltage is applied between the electrodes. The electrons that gain enough energy
from the resulting electric field produce positive ions, negative ions, and electrons through electron
impact ionization of neutral atoms and molecules and electron impact dissociative attachment of
molecules, which forms the plasma. The plasma is separated from the electrodes by space charge
sheaths. Multiple frequencies are commonly applied in order to achieve separate control of ion flux
and ion energy, as the ion flux dictates the throughput of the process and the ion energy determines
the etching and deposition parameters on the wafer surface.
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The particle-in-cell (PIC) method, when combined with Monte Carlo (MC) treatment of collision
processes, is a self-consistent kinetic approach that has become a predominant numerical approach
to investigate the properties of the low pressure capacitively-coupled discharge. This approach is
commonly referred to as particle-in-cell Monte Carlo collision (PIC/MCC) method. The basic idea of the
PIC method is to allow typically a few hundred thousand computer-simulated particles (superparticles)
to represent a significantly higher number of real particles (density in the range of 1014–1018 m−3)
[4–6]. In a PIC simulation, the motion of each particle is simulated and the various macro-quantities
are calculated from the position and velocity of these particles. The particle interaction is handled
through a macro-force acting on the particles, which is calculated from the field equations at points on
a computational grid. This method allows us to follow the spatio-temporal evolution of the various
plasma parameters such as particle density, particle energy, particle fluxes, and particle heating rates.
The kinetics of the capacitively-coupled oxygen discharge have been studied for over two decades
starting with the seminal work of Vahedi and Surendra [7] using the 1D xpdp1 PIC/MCC code.
Since then, a number of PIC/MCC studies have been reported on oxygen and Ar/O2 discharges
using the xpdx1 series of codes, in both symmetrical and asymmetrical geometry, performed over a
range of pressures and compared to experimental findings [8] and to analytical density profiles [9],
showing good agreement, to explore the formation of the ion energy distribution function in an O2/Ar
mixture in an asymmetric capacitively-coupled discharge [10], and the influence of the secondary
electron emission on the density profiles and the electron energy distribution function (EEDF) [11].
Other 1D PIC/MCC codes have been developed to explore the oxygen discharge. A 1D PIC/MCC
model developed in Greifswald, that includes the metastable oxygen molecule O2(a1Δg) as a fraction of
the ground state molecule, was used to determine the ion energy distribution function (IEDF) in oxygen
CCP [12,13]. Furthermore, they found by comparison with experiments that one sixth of the oxygen
molecules are in the metastable singlet delta state. A 1D PIC/MCC code, developed in Dalian [14,15],
was applied to explore the electrical asymmetry effect in a dual-frequency capacitively-coupled oxygen
discharge. Similar to Bronold et al. [12], this work assumed a constant density for the singlet metastable
molecule O2(a1Δg). More recently, a 1D PIC/MCC code that was developed in Budapest was used
to explore the heating mechanism in a capacitively-coupled oxygen discharge driven by tailored
waveforms (composed of N harmonics in addition to a fundamental frequency f1) [16,17]. Furthermore,
a PIC/MCC fluid hybrid model was applied to explore the electron power absorption and the influence
of pressure on the energetics and particle densities [18,19]. In all of these works, only electrons,
the positive ion O+2 , and the negative ion O
− were treated kinetically, and the positive ion O+ was
neglected. Furthermore, none of the metastable states were treated kinetically. The one-dimensional
object-oriented plasma device one (oopd1) code allows having the simulated particles of different
weights, which allows for tracking both charged and neutral particles in the simulation. Earlier,
we benchmarked the basic reaction set for the oxygen discharge in oopd1 to the xpdp1 code [20].
In recent years, the oxygen reaction set in the oopd1 code was improved significantly [20–22].
Using this improved discharge model, we showed that the singlet metastable molecular states
have a significant influence on the electron heating mechanism in the capacitively-coupled oxygen
discharge [21–24] as well as the ion energy distribution [25]. We demonstrated that, when operating
at low pressure (10 mTorr), the electron heating is mainly located within the plasma bulk
(the electronegative core), while, when operating at higher pressures (50–500 mTorr), the electron
heating appears almost solely within the sheath regions [22,23]. Furthermore, when operating at
low pressure, the electron heating within the discharge is due to a hybrid drift-ambipolar-mode
(DA-mode) and α-mode, and while operating at higher pressures, the discharge is operated in a pure
α-mode [26,27]. We have also shown that detachment by the singlet molecular metastable states is
the process that has the most influence on the electron heating process in the higher pressure regime,
while it has almost negligible influence at lower pressures [22–24].
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Secondary electron emission and electron reflection from the electrodes have often been neglected
in PIC/MCC simulations. When it is included, it is common to assume the secondary electron
emission to have a constant value (independent of the discharge conditions such as the energy of
the bombarding ions), while only the ion-induced secondary electron emission is taken into account,
and thus, the contributions of other species are neglected [2,3]. The effects of including a constant
secondary electron emission yield are increased electron density, enhancement of the density profiles
and the electron energy distribution functions (EEDFs), decreased sheath width, and the electron
heating rate profiles changing significantly in both argon [28] and oxygen [11] discharges. Furthermore,
it has been demonstrated that an asymmetry can be introduced by having electrodes with different
secondary electron emission properties in a capacitively-coupled discharge [29], which was later
extended to also include the electrical asymmetry effect in a dual-frequency capacitively-coupled
discharge driven by two consecutive harmonics with different electrode materials [30]. In these studies,
the secondary electron emission yield was set to be a constant. A few recent studies have emphasized
using realistic secondary electron emission yields for both fast neutrals and ions bombarding the
electrodes [2,3,22,28,31–33].
In an earlier study, we explored the role of including an energy-dependent secondary electron
emission yield for both O+ and O+2 -ions and O and O2 neutrals in an oxygen discharge [22]. We noted
that this had a significant influence on the discharge properties, including increased electron and ion
densities and decreased sheath width. Here, we study systematically how the secondary electron
emission and the electron reflection from the electrodes influence the charged particle profiles,
the electron heating processes, the electron energy probability function (EEPF), and the effective
electron temperature, in a single frequency voltage-driven capacitively-coupled oxygen discharge by
means of numerical simulation, for a fixed discharge voltage, while the discharge pressure is varied
from 10–50 mTorr. The simulation parameters and the cases explored are defined in Section 2, and the
simulation results found by including and excluding the ion-induced secondary electron emission and
electron reflection are compared in Section 3. We give a summary and concluding remarks in Section 4.
2. The Simulation
The one-dimensional (1d-3v) object-oriented particle-in-cell Monte Carlo collision (PIC/MCC)
code oopd1 [34,35] is herein applied to a capacitively-coupled oxygen discharge. The oopd1
code, like the well-known xpdp1 code [7], is a general plasma device simulation tool capable of
simulating various types of plasmas, including breakdown, accelerators, beams, as well as processing
discharges [20].
The oxygen reaction set included in the oopd1 code is rather extensive. Like xpdp1, it includes the
ground state oxygen molecule O2(X3Σ−g ), the negative ion O−, the positive ion O+2 , and electrons [7,20].
In addition, oxygen atoms in the ground state O(3P) and ions of the oxygen atom O+ [20], the singlet
metastable molecule O2(a1Δg), and the metastable oxygen atom O(1D) [21], and the singlet metastable
molecule O2(b1Σ+g ) [22] were added along with the relevant reactions and cross-sections. The full
oxygen reaction set was discussed in our earlier works where the cross-sections used were also given
[20–22]. Furthermore, oopd1 has energy-dependent secondary electron emission coefficients for oxygen
ions and neutrals as they bombard both clean and dirty metal electrodes [22]. Thus, for this current
work, the discharge model contains nine species: electrons, the ground state neutrals O(3P) and
O2(X3Σ−g ), the negative ions O−, the positive ions O+ and O+2 , and the metastables O(
1D), O2(a1Δg),
and O2(b1Σ+g ). We herein use the secondary electron emission yield for a dirty surface as given in our
earlier work [22].
We assume a geometrically-symmetric capacitively-coupled discharge where one of the electrodes
is driven by an rf voltage at a single frequency:
V(t) = V0 sin(2π f t) (1)
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while the other electrode is grounded. Here, V0 is the voltage amplitude, f the driving frequency,
and t the time. The discharge operating parameters assumed are the voltage amplitude of V0 = 222 V,
an electrode separation of 4.5 cm, and a capacitor of 1 F connected in series with the voltage source.
The driving frequency is assumed to be 13.56 MHz. These are the parameters used in our earlier works
using oopd1 [20–22,24,27] and in the work of Lichtenberg et al. [9] using the xpdp1 code. The discharge
electrode separation is assumed to be small compared to the electrode diameter so that the discharge
can be treated as one dimensional. We assume the electrode diameter to be 10.25 cm, which is
needed in order to determine the absorbed power, and set the discharge volume for the global model
calculations applied to determine the partial pressure of the neutral species. The time step Δt and
the grid spacing Δx are set to resolve the electron plasma frequency and the electron Debye length
of the low-energy electrons, respectively, according to ωpeΔt < 0.2, where ωpe is the electron plasma
frequency, and the simulation grid is taken to be uniform and consists of 1000 cells. The electron
time step is set to 3.68 × 10−11 s. The simulation was run for 5.5 × 106 time steps, which corresponds
to 2750 rf cycles. It takes roughly 1700 rf cycles to reach equilibrium for all particles, and the time
averaged plasma parameters shown, such as the densities, the electron heating rate, and the effective
electron temperature, are averages over 1000 rf cycles. All particle interactions are treated by the Monte
Carlo method with a null-collision scheme [4]. For the heavy particles, we use sub-cycling, and the
heavy particles are advanced every 16 electron time steps [36]. Furthermore, we assume that the initial
density profiles are parabolic [36].
The kinetics of the charged particles (electrons, O+2 -ions, O
+-ions, and O−-ions) was followed
for all energies. Since the neutral gas density is much higher than the densities of charged species,
the neutral species at thermal energies (below a certain cut-off energy) are treated as a background with
fixed density and temperature and maintained uniformly in space. These neutral background species
are assumed to have a Maxwellian velocity distribution at the gas temperature (here, Tn = 26 mV).
The kinetics of the neutrals are followed when their energy exceeds a preset energy threshold value.
The energy threshold values and the particle weights used here for the various neutral species included
in the simulation are listed in Table 1. The partial pressures of the background thermal neutral species
were calculated using a global (volume averaged) model of the oxygen discharge, as discussed in
Proto and Gudmundsson [37]. The fractional densities for the neutrals O2(X3Σ−g ), O(3P), O2(a1Δg),
and O2(b1Σg), estimated using the global model calculations at 10, 25, and 50 mTorr, are listed in
Table 2. These values are used as input for the PIC/MCC simulation as the partial pressures of the
neutral background gas. Note that not all the neutrals considered in the global model calculations
are shown in Table 2. Due to recombination of atomic oxygen and quenching of metastable atoms
and molecules on the electrode surfaces, discussed below, there is a drop in the high energy (energy
above the threshold value) atomic oxygen density and an increase in the high energy oxygen molecule
densities next to the electrodes, as shown in our earlier work [22]. Thus, assuming uniformity of the
background gas is thus somewhat an unrealistic assumption.
Table 1. The parameters of the simulation, the particle weight, and the energy threshold above which
kinetics of the neutral particles are followed.
Species Particle Weight Energy Threshold (meV)
O2(X3Σ−g ) 5 × 107 500
O2(a1Δg) 5 × 106 100
O2(b1Σg) 5 × 106 100
O(3P) 5 × 107 500




O− 5 × 107 -
e 1 × 107 -
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The electrode surfaces have significant influence on the discharge properties. There are a few
parameters regarding the surface interaction of the neutral species that have to be set in the discharge
model. For a neutral species that hits the electrode, we assume it returns as a thermal particle with a
given probability. Similarly atoms can recombine on the electrode surfaces to form a thermal molecule
with a given probability. As the oxygen atom O(3P) hits the electrode, we assume that half of the
atoms are reflected as O(3P) at room temperature, and the other half recombines to form the ground
state oxygen molecule O2(X3Σ−g ) at room temperature. Thus, for a neutral oxygen atom in the ground
state O(3P), we use a wall recombination coefficient of 0.5, as measured by Booth and Sadeghi [38],
for a pure oxygen discharge in a stainless steel reactor at 2 mTorr. Similarly, as the metastable oxygen
atom O(1D) hits the electrode, we assume that half of the atoms are quenched to form O(3P) and that
the other half recombines to form the ground state oxygen molecule O2(X3Σ−g ) at room temperature.
For the surface quenching coefficients of the singlet metastables molecules on the electrode surfaces,
we assume for the singlet metastable O2(a1Δg) a value of γwqa = 0.0001, and for the singlet metastable
O2(b1Σ+g ), we assume a value of γwqb = 0.1, based on the suggestion by O’Brien and Myers [39]
that the surface quenching coefficient for the b1Σ+g state is significantly larger than for the a1Δg state.
We explored the influence of the surface quenching coefficients of the singlet metastable molecule
O2(a1Δg) on the discharge properties in an earlier work [37]. There, we demonstrated that the influence
of γwqa on the discharge properties and the electron heating mechanism can be significant indeed.
The partial pressures listed in Table 2 were calculated by a global model using these surface quenching
and recombination parameters as discussed in our earlier study [37].
Table 2. The partial pressures of the thermal neutrals at 10, 25, and 50 mTorr for the wall quenching






10 mTorr 0.9684 0.0265 0.0018 0.0015
25 mTorr 0.9607 0.0350 0.0019 0.0007
50 mTorr 0.9739 0.0215 0.0022 0.0004
In the simulations, we either neglect electron reflection from the electrode or assume that electrons
are reflected from the electrodes with a probability of 0.2, which is the number of elastically-reflected
electrons per incoming electron, independent of their energy and angle of incidence. This value is
based on the summary of values presented by Kollath [40] for various materials. This value has been
used by others in PIC/MCC simulations of capacitively-coupled discharges [2,3]. However, in reality,
the reflection of electrons is known to depend on the electrode material, incident electron energy and
the angle of incidence [40,41]. Furthermore, for all the cases explored here, we neglect secondary
electron emission due to electron impact of the electrodes. The four cases explored for each pressure
are listed in Table 3.
Table 3. The four cases explored for each pressure.
Case γsee Electron Reflection
1 γsee(E) [22] none
2 γsee(E) [22] 20%
3 γsee = 0.0 none
4 γsee = 0.0 20%
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3. Results and Discussion
The choice of the surface quenching coefficient for the singlet metastable O2(a1Δg) of
γwqa = 0.0001 was based on our earlier study of the time averaged electron heating profile
between the electrodes 〈Je · E〉 [37]. In this study, we found that at 10 mTorr, almost all the electron
heating occurred within the plasma bulk (the electronegative core), and the electron heating profile
was almost independent of the surface quenching coefficient for the singlet metastable molecule
O2(a1Δg), while the DA-heating mode dominated the time averaged electron heating over one rf cycle.
At 25 mTorr, the time averaged electron heating occurred both in the bulk (the electronegative core)
and in the sheath regions, and a hybrid DA- and α-mode heating was observed. When operating
at 50 mTorr, electron heating in the sheath region dominated, and the discharge was operated in a
pure α-mode. Thus, this choice of pressure values and γwqa = 0.0001 gave us three distinct operating
regimes to analyze further.
The electron energy probability function (EEPF) in the discharge center is shown in Figure 1,
for the various combinations of pressures, including and excluding secondary electron emission and
electron reflection from the electrodes, for a total of four cases for each pressure, as shown in Table 3.
Figure 1a shows the electron probability function (EEPF) at 10 mTorr. At low electron energy, the EEPF
curved outwards, and a high energy tail was apparent when secondary electron emission was excluded
from the simulation. We see that adding secondary electron emission to the discharge model enhanced
the EEPF. When including the ion-induced energy-dependent secondary electron emission yield,
more electrons were created at the electrodes, which were subsequently accelerated to the plasma
bulk across the sheath. Thus, more high energy electrons were created in the discharge, and the EEPF
exhibits a high energy tail when secondary electrons were emitted from the electrodes. This high
energy tail extended up to roughly 240 eV. At 10 mTorr, both cases (including and excluding electron
reflection) including secondary electron emission overlapped, and both cases (including and excluding
electron reflection) neglecting the secondary electron emission overlapped. Thus, including electron
reflection from the electrodes had negligible effects on the EEPF. Figure 1b shows the EEPF at 25 mTorr.
We see that the shape changed for all four cases as the pressure increased. The electron reflection had a
negligible effect on the EEPF. This can be seen from the overlap of the green dashed line on the black
one, when secondary electron emission was excluded, and from the overlap of the red line on the
blue one, where secondary electron emission was included. Furthermore, an overall reduction of the
high energy part of the curve, compared to the 10 mTorr case, was observed when secondary electron
emission was neglected. This means that, when the pressure was raised and the secondary electron
emission was neglected, there were fewer hot electrons within the bulk. Figure 1c shows the EEPF
at 50 mTorr. Here, the transition, which already started at 25 mTorr, was fully accomplished and the
shape of the EEPF now curved inwards or was bi-Maxwellian for all four cases. As before including
secondary electron emission led to a high energy tail. Furthermore, now, the black dashed line with
the green one and the blue dashed line with the red one overlapped almost perfectly, which indicates
that the electron reflection from the electrodes had negligible effects.
Figure 2 shows the profile of the time averaged power absorption by the electrons over an rf cycle
〈Je · E〉. A predominance of the electron heating within plasma bulk was observed in all four cases at
10 mTorr. We see that, when including the ion-induced secondary electron emission, the difference
between including and excluding the electron reflection at the electrodes was very small within the
plasma bulk. The same occurred when the secondary electron emission was excluded. A maximum
in the power absorption in the bulk and a minimum in the sheath region were observed when the
secondary electron emission was excluded and the electron reflection was included in the simulation
(black line in Figure 2a). On the contrary, a maximum in the power absorption in the sheath edge and a
minimum in the bulk were seen when the secondary electron emission was included and the electron
reflection was excluded (red line in Figure 2a). At the transition pressure of 25 mTorr, the situation
was drastically changed. A combination of the electron heating in the plasma bulk and in the sheath
region was observed in all four cases. Indeed Figure 2b shows that there was a maximum in the power
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absorption in the bulk and a minimum in the sheath edge when both secondary electron emission
and electron reflection were excluded (green line in Figure 2b), while a minimum in the bulk and a
maximum in the sheath edge were observed when the secondary electron emission and the electron
reflection were included (blue line in Figure 2b). At 50 mTorr, the transition was fully accomplished
and the electron heating was almost solely in the sheath region or stochastic electron heating. This is
clearly seen in Figure 2c when averaged over the rf cycle. Indeed, the electron reflection did not
play much of a role. The maximum in the power absorption was observed when secondary electron
emission was included in the simulation and the sheath was slightly narrower.






























Figure 1. The electron energy probability function (EEPF) in the discharge center for a parallel plate
capacitively-coupled oxygen discharge at (a) 10 mTorr, (b) 25 mTorr, and (c) 50 mTorr with a surface
quenching coefficient for the singlet metastable molecule O2(a1Δg) as γwqa = 0.0001 and a gap
separation of 4.5 cm driven by a 222 V voltage source at a driving frequency of 13.56 MHz.
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Figure 2. The time averaged electron heating profile for a parallel plate capacitively-coupled oxygen
discharge at (a) 10 mTorr, (b) 25 mTorr, and (c) 50 mTorr with a surface quenching coefficient for the
singlet metastable molecule O2(a1Δg) as γwqa = 0.0001 and a gap separation of 4.5 cm driven by a
222 V voltage source at a driving frequency of 13.56 MHz.
In order to explore the observed transition further, we plot the center electron density as a
function of pressure in Figure 3a. The electron density increased with increased pressure. At 10 mTorr,
all four cases exhibited a similar electron density, and the electron density was slightly enhanced
when the electron reflection was included in the simulation. At 25 mTorr, we see that including both
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the secondary electron emission and the electron reflection gave the highest center electron density,
while excluding both processes led to the lowest center electron density. The differences in electron
density between including and excluding both secondary electron emission and electron reflection
were bigger than at 10 mTorr. At 50 mTorr, we see that including the ion induced secondary electron
emission increased the center electron density and that including electron reflection increased the
electron density even further.
Further insights about the observed transition are shown in the plot of the center electronegativity
as a function of pressure in Figure 3b. At 10 mTorr, the discharge was the most strongly electronegative.
The electronegativity decreased from ∼110 at 10 mTorr to ∼20 at 50 mTorr. The electronegativity was
higher (lower) when electron reflection was excluded (included) in the simulation; however, all four
cases were very close to each other. The maximum (minimum) value of the electronegativity was
reached when both secondary electron emission and electron reflection were excluded (included).
At 25 mTorr, we observe that the gap between including and excluding both secondary electron
emission and electron reflection was bigger than at 10 mTorr. We observe that, when secondary electron
emission was included, excluding the electron reflection enhanced the electronegativity. The same
occurred when secondary electron emission was included. Indeed, in this case, excluding both
secondary electron emission and electron reflection gave the highest electronegativity. At 50 mTorr,
the electronegativity was drastically reduced. We observed that electronegativity was lowest when
secondary electron emission was included in the simulation and that electron reflection did not play
much of a role. On the other hand, the electronegativity was highest when secondary electron emission
and electron reflection were excluded from the simulation.













Figure 3. The (a) electron density and the (b) electronegativity in the discharge center as a function of
pressure for a parallel plate capacitively-coupled oxygen discharge with a surface quenching coefficient
for the singlet metastable molecule O2(a1Δg) as γwqa = 0.0001 and a gap separation of 4.5 cm driven
by a 222 V voltage source at a driving frequency of 13.56 MHz.
Figure 4 shows the spatio-temporal behavior of the electron power absorption Je · E, where Je
and E are the spatially and temporally-varying electron current density and electric field, respectively.
The figures show the electron power absorption for the various combinations of pressures,
including and excluding secondary electron emission, while excluding electron reflection from the
electrodes. For each of the figures, the abscissa covers the whole inter-electrode gap, from the
powered electrode on the left-hand size to the grounded electrode on the right-hand size. Similarly,
the ordinate covers the full rf cycle. Note that each of the six figures may have different magnitude
scales, represented by the color scales on the right-hand side of each figure. Therefore, there can
be differences in the six figures, not only qualitative, but also quantitative. Figure 4a,b shows the
spatio-temporal behavior of the electron power absorption including and excluding γsee(E) at 10 mTorr,
respectively. Figure 4c shows the difference between including and excluding the ion-induced
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secondary electron emission from the electrodes. In Figure 4a,b, the most significant heating is
observed in the sheath region, during the sheath expansion, and the most significant cooling is
observed during the sheath collapse. Here, significant energy gain (red and yellow areas) and small
energy loss (dark blue areas) were evident within the plasma bulk region. We observe electron
heating during the sheath collapse on the bulk side of the edge of the collapsing sheath (next to the
instantaneous anode), while there was cooling (electrons loose energy) on the electrode side (the lower
left-hand corner and upper center on the right-hand side). This kind of electron heating structure
was observed experimentally in a capacitively-coupled SF6/N2 discharge [42] and SiH4 discharge
[43] using spatiotemporal optical emission spectroscopy. This heating mechanism was explored
further using the relaxation continuum model [44], where electron heating due to three processes
was identified: sheath expansion (α-mode), high electric field within the bulk, and ionization due
to formation of a double layer on the instantaneous anode side, which resulted in acceleration of
electrons. Indeed, in electronegative discharges, this electron heating within the plasma bulk can be
the dominating electron heating mechanism [42,44]. This heating mechanism, which is due to electrons
that are accelerated by strong drift and ambipolar electric fields within the plasma bulk and at the
sheath edges in strongly electronegative discharges, was later coined as drift ambipolar (DA) electron
heating [45]. In highly electronegative discharges, these electrons are often found to dominate the
ionization processes. As seen in Figure 3b, the electronegativity was high ∼110 at 10 mTorr, which
is essential for the DA-heating to be effective. The electron heating occurred both within the bulk
and in the sheath regions, and a hybrid DA- and α-mode heating was observed. By looking at the
time averaged electron heating profile in Figure 2a, we see that there was electron cooling in the
sheath region and all the electron heating occurred in the bulk region averaged over one rf cycle.
Figure 4c shows that there were no significant differences in the power absorption between the two
cases, and in fact, there was a slightly higher electron heating within the discharge when secondary
electron emission was excluded. Figure 4d,e shows the spatio-temporal behavior of the electron power
absorption for γsee(E) and γsee = 0.0, respectively, at 25 mTorr. Figure 4f shows the difference between
including and excluding secondary electron emission from the electrodes. At 25 mTorr, a transition
process was observed. Indeed, Figure 4e shows that the heating and the cooling in the sheath regions
were reduced, while Figure 4d shows that a significant contribution to the electron heating in the
bulk region was observed. Therefore, a hybrid DA- and α-mode heating was observed, where the
DA-heating was more important when secondary electron emission was excluded (Figure 4e) than
when it was included (Figure 4d). This is clearly seen in the difference plot shown in Figure 4f when
cooling was seen as the difference. We see in Figure 2b that in this case, the time averaged power
absorption was observed both in the plasma bulk, as well as in the sheath regions. Figure 4g,h shows
the spatio-temporal behavior of the electron power absorption for γsee(E) and γsee = 0.0 at 50 mTorr,
respectively. Figure 4i shows the difference between including secondary electron emission (Figure 4g)
and excluding secondary electron emission (Figure 4h). Here, the electron heating rate in the sheath
regions reduced again, and there was almost no heating in the plasma bulk, as seen in Figure 4g,h;
a pure α-mode was observed for both plots. This is clearly seen in Figure 2a when averaged over
the rf cycle. As seen from the difference plot shown in Figure 4i, the electron heating in the sheath
region was quantitatively more important for γsee(E) than for γsee = 0.0. There was clearly higher
electron heating at sheath expansion when secondary electron emission was included. However,
including ion-induced secondary electron emission from the electrodes decreased the overall electron
power absorption.
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Figure 4. The spatio-temporal behavior of the electron power absorption for a parallel plate
capacitively-coupled oxygen discharge at 10 mTorr for (a) γsee(E) and (b) γsee = 0.0, (c) the difference
between γsee(E) and γsee = 0.0, at 25 mTorr, for (d) γsee(E) and (e) γsee = 0.0, (f) the difference
between γsee(E) and γsee = 0.0, at 50 mTorr for, (g) γsee(E) and (h) γsee = 0.0, and (i) the difference
between γsee(E) and γsee = 0.0 with a surface quenching coefficient for the singlet metastable molecule
O2(a1Δg) as γwqa = 0.0001, r = 0.0, and a gap separation of 4.5 cm driven by a 222 V voltage source at
a driving frequency of 13.56 MHz.
Figure 5 shows the spatio-temporal behavior of the effective electron temperature. It shows the
effective electron temperature as a function of position between the electrodes within one rf cycle,
for the various combinations of pressures including and excluding secondary electron emission from
the electrodes. At 10 mTorr, the effective electron temperature was high within the plasma bulk,
and no important difference was observed in the spatio-temporal behavior of the effective electron
temperature between γsee(E) and γsee = 0.0, as seen in Figure 5a,b, respectively. A peak in the
effective electron temperature was observed within the bulk region on the instantaneous anode side
and agrees with the region of peak electron heating seen in Figure 4a,b. The difference in the effective
electron temperature calculated excluding and including the secondary electron emission is seen in
Figure 5c. We see that the effective electron temperature within the plasma bulk was slightly higher
when secondary electron emission was included. The peaks in the effective electron temperature were
higher when secondary electron emission was included. We also observe that the effective electron
temperature had a peak within the plasma bulk at the instantaneous anode side and at the sheath
expansion at 25 mTorr for both γsee(E) and γsee = 0.0, as seen in Figure 5d,e, respectively. This is
clearly seen in the difference plot in Figure 5f. The electron effective temperature was higher for γsee(E)
than for γsee = 0.0 in the bulk region. In particular, the peak in the bulk region on the instantaneous
anode side increased when secondary electron emission was included. At 50 mTorr, we observe a
peak in the effective electron temperature during the sheath expansion. We also see that there was an
increase in the effective electron temperature within the bulk when secondary electron emission was
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included. For γsee = 0.0, the effective electron temperature in the bulk and in the sheath region was
lower than when secondary electron emission was included, as seen in Figure 5g,h. This behavior is
clearly manifest in the difference plot shown in Figure 5i. At all pressures, we found that including
secondary electron emission in the discharge model increased the electron energy.
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Figure 5. The spatio-temporal behavior of the effective electron temperature for a parallel plate
capacitively-coupled oxygen discharge at 10 mTorr for (a) γsee(E) and (b) γsee = 0.0, (c) the difference
between γsee = 0.0 and γsee(E), at 25 mTorr, for (d) γsee(E), and (e) γsee = 0.0, (f) the difference
between γsee = 0.0 and γsee(E), at 50 mTorr for, (g) γsee(E) and (h) γsee = 0.0, and (i) the difference
between γsee = 0.0 and γsee(E) with a surface quenching coefficient for the singlet metastable molecule
O2(a1Δg) as γwqa = 0.0001, r = 0.0, and a gap separation of 4.5 cm driven by a 222 V voltage source at
a driving frequency of 13.56 MHz.
4. Conclusions
The one-dimensional object-oriented PIC/MCC code oopd1 was applied to explore the evolution
of the EEPF and of the electron heating mechanism in a capacitively-coupled oxygen discharge
while including and excluding the ion-induced secondary electron emission and electron reflection.
Adding secondary electron emission enhances the EEPF with a high energy tail for all the pressures.
At 10 mTorr, the EEPF curves outwards. The electron heating at 10 mTorr is a hybrid DA- and
α-mode heating, and no significant difference is observed including and excluding secondary electron
emission from the electrodes. Averaged over one rf cycle, a predominance of the electron heating in
the plasma bulk was observed for all the cases. At 25 mTorr, the shape of the EEPF starts to develop
an inward curving behavior and a hybrid DA- and α-mode heating is observed. The role of sheath
heating increases when secondary electron emission from the electrodes is included in the simulation.
At 50 mTorr, the transition, which had already started at 25 mTorr, is fully accomplished, and the shape
of the EEPF is now bi-Maxwellian, while no electron heating is observed in the plasma bulk.
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Abstract: The Large Helical Device (LHD) is one of the world’s largest superconducting helical system
fusion-experiment devices. Since the start of experiments in 1998, it has expanded its parameter
regime. It has also demonstrated world-leading steady-state operation. Based on this progress, the
LHD has moved on to the advanced research phase, that is, deuterium experiment, which started in
March 2017. During the first deuterium experiment campaign, an ion temperature of 10 keV was
achieved. This was a milestone in helical systems research: demonstrating one of the conditions
for fusion. All of this progress and increased understanding have provided the basis for designing
an LHD-type steady-state helical fusion reactor. Moreover, LHD plasmas have been utilized not
only for fusion research, but also for diagnostics development and applications in wide-ranging
plasma research. A few examples of such contributions of LHD plasmas (spectroscopic study and the
development of a new type of interferometer) are introduced in this paper.
Keywords: Large Helical Device (LHD); deuterium experiment; ion temperature of 10 keV;
plasma research; spectroscopic study; dispersion interferometer
1. Introduction
The Large Helical Device (LHD) [1] is one of the world’s largest magnetically-confined
fusion-experiment devices and is categorized as a helical system. Experiments started in March 1998,
and the LHD has taken part in pioneering research in the worldwide fusion research community
since then. The LHD has the critical advantage and engineering capability of steady-state operation.
It has played a complementary and alternative role to the tokamak approach. The main goals of the
LHD are to establish a scientific basis for a steady-state helical fusion reactor and to promote academic
study for a comprehensive physics-based understanding of toroidal plasmas.
It is worth noting that helical fusion research has been performed worldwide, as shown in
Figure 1 [2]. Another large-scale superconducting device, Wendelstein 7-X, started operation in 2015 [3].
Costa Rica [4] and China have also commenced helical fusion research. In July 2017, the National
Institute for Fusion Science (NIFS) agreed with Southwest Jiaotong University to collaboratively
construct, and then conduct fusion research using, the Chinese First Quasi-Axisymmetric Stellarator
(CFQS) [5]. The start of its experiments is envisaged for 2021.
This paper is organized as follows. In Section 2, one significant achievement (i.e., an ion
temperature record) and a few other wide-ranging physics results obtained in the LHD’s first
deuterium campaign are briefly described. Note that most of these results are before publication,
and details will be given in future individual publications. Section 3 is devoted to introducing the
design activity of a steady-state helical fusion reactor—the so-called FFHR. Section 4 emphasizes LHD
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as a platform for wide-ranging plasma research by describing two examples of its use within such
research. These examples are the LHD’s use in spectroscopic study, and the development of a new
type of interferometer that is applicable to atmospheric pressure plasmas.
Figure 1. The world-wide helical systems research. This figure has been modified and translated into
English from its original version [2].
2. LHD Project Entering Deuterium Experiment Phase
Progress in both the physics and engineering aspects of hydrogen experiment phase of LHD
has been summarized in recent reviews [6,7]. More specifically, engineering aspects which were the
focus of Ref. [6] include the reliable operation of the LHD’s large-scale superconducting magnetic
system, progress in heating systems, the closed helical diverter, and the successful development and
installation of a tritium removal system (installed for use in deuterium experiments). Conversely,
in Ref. [7], plasma parameters (e.g., density, temperature, beta values, and long-pulse operation)
and their extension in the hydrogen experiment phase were reviewed along with associated physics
findings and understandings.
One of the highlights of the hydrogen experiment phase has been the demonstration of a 47 min
39 s-long discharge, with a few-keV range, achieving the world record in total injected energy
(3.36 GJ) [8]. The LHD has explored a world-leading long-pulse operation regime, although its fusion
triple product is much lower than those of break-even tokamaks. Complementary research involving
helical systems and tokamaks has been envisaged to work towards a steady-state and high-performance
fusion reactor regime. Plasma parameters such as temperature, density, and beta value have also
steadily developed during the hydrogen experiment phase, as a result of the reliable large-scale
superconducting magnet system and physics findings as well as a steady increase in heating power.
Based on this progress, the LHD has entered its deuterium experiment phase (i.e., a more
fusion-relevant phase), with the first deuterium plasma on 7 March 2017. The most notable result from
the first deuterium campaign was the achievement of an ion temperature of 10 keV [9], as shown in
Figure 2. This was a milestone in helical fusion research, in the sense that helical plasma has now
reached one of the conditions for fusion. This achievement was made possible by the confinement
improvement in deuterium plasmas compared to hydrogen plasmas [9], in addition to an increase in ion
heating power via upgraded neutral beam injection (NBI) [10], careful choice of magnetic configuration
to retain the heating efficiency of NBI, and the extensive wall conditioning [9]. Experimental
observations of the so-called “isotope effect” have taken place not only in high-ion-temperature
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plasmas but also in pure electron cyclotron heated (ECH) plasmas during LHD deuterium experiments.
However, these findings need to be investigated further [11–14] to clarify the mechanism of the isotope
effect. A simultaneous increase in ion and electron temperatures should be pursued in subsequent
deuterium campaigns.
Figure 2. The achievement of an ion temperature of 10 keV in the first deuterium campaign of the
Large Helical Device (LHD). The ion temperature profile of 10 keV, along with the electron temperature
and density profiles, is depicted. The reff denotes the effective plasma minor radius (negative values
correspond to the inner side of a torus), which is defined as the radius of the equivalent simple
torus which encloses the same volume as the flux surface of interest. (This figure is modified from
Figure 5g in [9]).
Neutrons produced in deuterium plasmas in conjunction with a well-prepared set of neutron
diagnostics [15] (e.g., neutron emission rate and triton burn-up ratio) have provided the capacity for the
quantitative assessment of the energetic particles’ confinement property [16,17] and their interaction
with MHD modes [18,19] in LHD plasmas.
The first deuterium campaign has already provided interesting physics findings such as those
on impurity behavior [20,21] and the penetration threshold of resonant magnetic perturbation
(RMP) [22]. It has also made progress in engineering aspects, including negative-ion-based (NB)
injectors [23] and neutron flux distribution in LHD torus hall [24]. All these findings will be presented
in other opportunities.
3. Conceptual Design of the LHD-Type Helical Fusion Reactor FFHR-d1
Based on progress in both the physics and engineering aspects of the LHD project, conceptual
design activity has been extensively conducted for an LHD-type helical fusion reactor—the so-called
FFHR-d1 [25]. Its expected fusion power is 3 GW. It has the following principal device parameters:
major radius of 15.6 m (four times larger than that of LHD), magnetic field strength of 4.7 T (at the helical
coil center), plasma volume of 1900 m3, and stored magnetic energy of 170 GJ. The envisaged plasma
parameters are as follows [25]: the central density is ~1.5 × 1019 m−3, the central electron temperature
~16.5 keV, and the energy confinement time ~1.5 s. The operation point is explored using a systems
code (HELIOSCOPE [26]). An operational point with Q > 10 has been found with a sub-ignition based
on LHD data from hydrogen experiments, where Q is the fusion energy gain factor. Confinement
improvement that has been identified in LHD deuterium experiments should widen the scope of
the operation. Quantitative assessment for start-up scenarios reaching such an identified operation
point has also largely been achieved, as reported in Ref. [27]. Scenario developments have been
conducted based on the time evolution of plasma radial profiles by solving 1D transport equations.
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Since this 1D transport code merely employs a simple empirical transport model deduced from LHD
experimental results, consistency with detailed physics criteria such as MHD stability and neoclassical
transport should be checked by integrating numerical modules for physics analyses [28] that are being
or were already validated by LHD experiments. Using these models, control algorithms of auxiliary
heating power and fueling amounts have been examined to reach the identified operation point. In this
example, smooth control of fusion power was successfully confirmed. In this way, conceptual design
of the LHD-type helical fusion reactor FFHR-d1 has progressed, incorporating the time evolution of
plasma profiles. A derivation of FFHR-d1, the so-called FFHR-c1, has also been designed with targeting
year-long electric power generation by allowing for auxiliary heating along with innovative ideas for
its engineering system [29].
4. LHD as a Platform for Wide-Ranging Plasma Research
LHD plasmas have been utilized not only for fusion research, but also for wide-ranging plasma
research by making use of its steady-state and well diagnosed plasma parameters (e.g., temperature).
In this section, two examples of such contributions made by the LHD are introduced.
The first example is the LHD’s use in spectroscopic study. Spectroscopic studies have been
systematically conducted using LHD on a variety of heavy elements relevant to fusion, as well as in
other fields, from basic atomic physics to plasma applications. In the periodic table shown in Figure 3,
elements which have been injected into LHD plasmas by means of gas puff or tracer encapsulated
solid pellet (TESPEL) [30] are labelled by year. The most frequently studied element is tungsten, which
will be used as a material for the ITER diverter. Iron has been investigated for its application in solar
astrophysics. Tin, xenon, and lanthanide elements are candidate materials for a light source in EUV
lithography. Very heavy elements such as platinum and gold may be used for a water-window light
source in biological microscopy.
Figure 3. Elements which have been injected into LHD plasmas are shown in this periodic table, with
the year of injection indicated by colors.
With the development of an experimental database for several elements, new spectral lines have
been identified for the first time via LHD. By controlling the heating (and thus the electron temperature),
the temperature dependence of the EUV spectrum can be systematically obtained. This is the unique
advantage of the LHD having excellent spatial and temporal resolutions for electron temperature
measurement using a Thomson scattering system. In the case of terbium ions, as described in [30],
the spectrum is discrete at electron temperatures above 1 keV and is composed of higher charge states
around a Cu-like ion, which has been found for the first time in LHD. As the electron temperature
drops below 0.5 keV, the spectrum becomes quasi-continuous because the dominant charge states
become lower, eventually producing Ag-like ions. Similarly, several isolated spectral lines have been
found experimentally for the first time in the LHD, as has been reported in Refs. [31,32]. Z-dependence
of the lanthanide spectra has also been studied, and has been recently discussed in Ref. [33].
A second example of the LHD’s use in plasma research is the development of a new type of
interferometer for electron density measurement. Interferometers are one of the main types of electron
density diagnostic systems. However, interferometers suffer from large measurement errors caused by
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mechanical vibrations and changes in air conditions. The installation of vibration isolation systems
and the control of air are thus required.
A new type of interferometer called a “dispersion interferometer” is insensitive to mechanical
vibrations. It is essentially an interferometer, but it can cancel vibration components automatically by
using the second harmonic component 2ω and a special interferometer configuration, as shown in
Figure 4 (all details can be found in Ref. [34]). The second harmonic components are generated twice
from the laser fundamental component ω with nonlinear crystals (i.e., once before and once after the
plasma passage) and the interference signal between two second harmonics IDC + IAC cos (1.5ϕp) is
detected, where IDC, IAC, and ϕp denote DC and AC values determined by the laser intensity, and the
phase shift caused by a plasma, respectively. Since these two wavelength components have almost
identical optical paths, the phase shifts caused by vibrations and by the air are the same. By contrast,
phase shifts caused by the plasma differ between two wavelength components due to the dispersion
of a plasma. Since the phase of the interference signal from which the electron density is calculated is
the subtraction of the phases of the two second harmonic components, the phases due to vibrations
and air are cancelled and only that due to ϕp remains. This is the reason for the invulnerability of the
dispersion interferometer to vibrations and air. We have been developing the dispersion interferometer
and have implemented phase modulation for further enhancement of resolutions. The interferometer
has also been installed in the LHD to demonstrate its feasibility as an electron density diagnostic
system for fusion plasmas. Following its successful demonstration within the LHD, it has been decided
that it will be installed as a density measurement system for the first plasma of ITER. It is currently
being designed and tested for ITER [35].
Figure 4. Schematic arrangement of the dispersion interferometer. The dispersion interferometer uses
a mixture of the fundamental ω and second harmonic 2ω light as a probe beam. The second harmonic
light is generated from the incident fundamental light with a nonlinear crystal. After passing through
a plasma, the fundamental light is converted to the second harmonic light, and an interference signal
between two second harmonic lights is detected. The light path of the second harmonic light generated
by a nonlinear crystal is almost the same as that of the fundamental one. Hence, the variations of
the light path length caused by mechanical vibrations are the same between the two lights. On the
other hand, the phase shifts caused by the plasma are different due to the dispersion of plasma.
As a result, phase shifts caused by vibrations are cancelled and only that belonging to the plasma
1.5ϕp remains in the interference signal, because the phase of the interference signal is a subtraction of
the phases of the two second harmonic lights. In this way, the dispersion interferometer is free from
mechanical vibrations.
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Moreover, the dispersion interferometer has been proven to be effective for atmospheric pressure
plasmas, not merely for fusion plasmas. Conventional interferometry for atmospheric pressure
plasma is not straightforward, because changes in air pressure due to heating by plasma cause
a 10–100 times larger phase shift than that caused by a plasma. However, the dispersion interferometer
can significantly suppress the effect of air, similarly to how mechanical vibrations do. Proof-of-principle
experiments for atmospheric pressure plasmas have been conducted with a dispersion interferometer
that was developed for the LHD [36]. As shown in Figure 5, the phase shift quickly increases and
decreases when the discharge current turns on and off, respectively. These are the phase shifts caused
by the plasma, which corresponds to 1.4 × 1020 m−3. Air also has dispersion, although it is minor.
The gradual decrease in the phase shift immediately following the plasma ignition is caused by the
dispersion of air. Even though effects due to air remain, the dispersion interferometer enables us to
distinguish the plasma phase shift and to evaluate the electron density. In this way, new diagnostics
developed within the LHD have been able to contribute not only to fusion plasmas but also to
atmospheric pressure plasmas.
 
Figure 5. Example of electron density measurements of atmospheric pressure nitrogen plasmas.
5. Conclusions
The LHD has progressed as a large-scale superconducting device since 1998, having demonstrated
its advantageous capacity for steady-state operation. It has now entered its advanced deuterium
experiment phase. A fusion-relevant ion temperature of 10 keV was successfully achieved during the
first deuterium campaign. This was a milestone achievement in helical systems research. The LHD will
continue to provide research opportunities for reactor-relevant regimes (including high-performance
and steady-state plasmas). Ongoing research in the LHD should provide a firm basis for high-precision
predictability towards a steady-state helical fusion reactor. The LHD also acts as a platform for
diagnostics development and shows promise for applications in wide-ranging plasma research.
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Abstract: The global properties of elliptical galaxies are connected through the so-called fundamental
plane of ellipticals, which is an empirical relation between their parameters: effective radius, central
velocity dispersion and mean surface brightness within the effective radius. We investigated the
relation between the parameters of the fundamental plane equation and the parameters of modified
gravity potential f (R). With that aim, we compared theoretical predictions for circular velocity
in f (R) gravity with the corresponding values from a large sample of observed elliptical galaxies.
Besides, we consistently reproduced the values of coefficients of the fundamental plane equation as
deduced from observations, showing that the photometric quantities like mean surface brightness
are related to gravitational parameters. We show that this type of modified gravity, especially its
power-law version—Rn, is able to reproduce the stellar dynamics in elliptical galaxies. In addition,
it is shown that Rn gravity fits the observations very well, without the need for a dark matter.
Keywords: modified theories of gravity; methods: analytical; methods: numerical; galaxies: elliptical;
galaxies: fundamental parameters
1. Introduction
It is well established that there are three main global observables of elliptical galaxies: the central
projected velocity dispersion σ0, the effective radius re, and the mean effective surface brightness
(within re) Ie. It is well known that elliptical galaxies do not populate uniformly this three dimensional
parameter space; they are rather confined to a narrow logarithmic plane, thus called the fundamental
plane (FP) [1,2]. Any of the three parameters may be estimated from the other two. Together they
describe a plane in three-dimensional space. Many characteristics of a galaxy might be correlated.
To describe the velocity of populations of stars, one defines a rotational velocity vc—net rotational
velocity of a group of stars, and a dispersion σ—the characteristic random velocity of stars. The relation
vc/σ characterizes the kinematics of the galaxies, and it is the main parameter which differentiates
spiral from elliptical galaxies. In this manner, spiral galaxies with vc/σ  1, are kinematically cold
systems, while ellipticals with 0 < vc/σ < 1, are kinematically hot systems.
In galactic dynamics, the Virial Theorem (VT) which relates the total mass of the galaxies with
mean (rotation or dispersion) velocity of their stars, is commonly used for inferring the mass estimates
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of the galaxies. Stationarity is a sufficient condition for the validity of the VT, and so for ellipticals
the VT holds [2]. In terms of re, σ0 and Ie both VT and FP can be described by similar expressions
(Equations (1) and (2) in [3]). However, the values of constants a and b in the case of FP differ from
those predicted by VT, causing the tilt of the FP with respect to the VT plain. Namely, the calculated
values of tilt angle of the FP from astronomical observations give coefficients a and b different from
those predicted by the VT (a = 2, b = −1). When written in logarithmic form, the two planes appear to
be tilted by an angle of ∼15◦ [3]. This tilt can be caused by different structural and dynamical effects in
elliptical galaxies [4].
It is now established that the dark matter (DM) fraction is likely a major contributor to the
tilt of FP, and that the DM fractions increase for larger galaxies, because the effective radii extend
further out to regions dominated by the halo [5]. However, in paper [6], the authors derived accurate
total mass-to-light ratios (M/L)e and DM fractions, within a sphere of radius r = re centred on the
galaxies. They tested the accuracy of the mass determinations by running models with and without
DM, and have found that the enclosed total (M/L)e is independent of the inclusion of a DM halo,
with good accuracy and small bias.
Therefore, in this paper we try to explain tilt of the FP without DM, but using modified gravity
instead. The plan of this paper is as follows. In Section 2, we briefly describe elliptical galaxies
fundamental plane. We also describe used observations and methods. In Section 3 we give the basics
of power-law f (R) extended gravity theories in the case of a point-like source and the generalization to
a spherically symmetric system which represents elliptical galaxies. In Section 4 we give a connection
between the parameters of FP equation and parameters of the Rn extended gravity potential. Section 5
is devoted to summary of the conclusions.
2. Elliptical Galaxies and Their Fundamental Plane
2.1. Surface Brightness of Ellipticals
Surface brightness I is flux F within angular area Ω2 on the sky (Ω = D/d, where D is side of a
small patch in a galaxy located at a distance d). Let us emphasize here that I is independent of distance
d: I = F/Ω2 = L/(4πd2)× (d/D)2 = L/(4πD2), where L is luminosity (see e.g., Section 1.3.1 in [7]).
Main sources of luminosity in elliptical galaxies would be: stellar plasma, hot gas, accreting
black holes in the cores of stellar bulges (see e.g., [7] and references therein). According to luminosity,
their classification is the following:
1. Massive/luminous ellipticals (L > 2 × 1010 L).
These ellipticals have low central surface brightness with flat distribution (cores-regions where the surface
brightness flattens). They have lots of hot X-ray emitting gas, very old stars, lots of globular clusters,
and are characterized by little rotation.
2. Intermediate mass/luminosity ellipticals (L > 3 × 109 L).
Their characteristic is power law central brightness distribution. They have little cold gas, and their
oblate symmetry is consistent with their moderate rotation.
3. Dwarf ellipticals (L < 3 × 109 L).
Their surface brightness is exponential. There is no rotation.
In contrast to spirals galaxies, ellipticals show regularity in their global luminosity distributions.
Surface brightness of most elliptical galaxies, measured along the major axis of a galaxy’s image, can be
fit by de Vaucouleurs profile: I(r) = Ie × 10−3.33((r/re)1/4−1). This empirical model, also known as r1/4
law, describes how the surface brightness varies as a function of apparent distance r from the center of
the galaxy. The Sersic r1/n profile: I(r) = Ie × 10−bn((r/re)1/n−1) (the constant bn is chosen such that
half of the luminosity comes from r < re), which generalizes the de Vaucouleurs profile, is also well
suited to describe the surface brightness distribution of these systems (see more about this profile
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e.g., in [4,8]). De Vaucouleurs profile is a particularly good description of the surface brightness of
giant and midsized elliptical galaxies, while dwarf ellipticals are better fit by Sersic profile for n = 1
(exponential profiles).
2.2. Fundamental Plane of Elliptical Galaxies
The global properties of elliptical galaxies are connected, and empirical relation which shows this
connection is called fundamental plane [3]:
log(re) = a log(vc) + b log(Ie) + c, (1)
with re—effective radius (which encloses half of the total luminosity emitted by a galaxy), vc—central
velocity dispersion, Ie—mean surface brightness within re, and a, b, c—coefficients.
Some object can be represented as a point in the parameter space (re, vc, Ie), and if we present
it in logarithmic form, we obtain a plane [9,10]. The angle between the virial plane and FP is the
so-called “tilt”. Prediction of the VT (Virial equilibrium and constant mass-to-light M/L ratio) for
FP coefficients a and b is: a = 2, b = −1, and the empirical result (using the Virgo Cluster elliptical
galaxies as a sample) gives a = 1.4, b = −0.85 [11]. So, when presented in logarithmic form, these two
planes appear to be tilted by an angle of ∼15◦ [3]. This can be explained by stellar population effects
and by spatial non-homology in the dynamical structures of the systems. As VT uses the simplified
assumptions, the tilt provides fundamental information about galaxy evolution.
2.3. Observations and Method
The observational data of interest for our study are publicly available (in ASCI format) among
the source files of the arxiv version of the paper Burstein et al. (1997) [12]: https://arxiv.org/format/
astro-ph/9707037, see ‘metaplanetab1’. We use some physical properties of stellar systems: among
1150 observed galaxies, there is a sample of 401 ellipticals. In this study, we use the values from the
following columns of Table 1 in [12]: column (5)—circular velocity (observed): log vc (km/s); column
(6)—central velocity dispersion (derived): log σ0 (km/s); column (7)—effective or half-light radius:
log re (kpc); column (8)—mean surface brightness within re: log Ie (L/pc2). Here, we would like to
emphasize that σ0 is derived in that way to get the consistent values for all stellar systems, and that
for elliptical galaxies the circular velocity inside effective radius is vc(re) = σ0, while for other stellar
systems it is vc = σ0.
Then, using the relation for vc which consists of Newtonian contribution and the correction term
due to modified gravity, we also calculate the theoretical values for circular velocity vtheorc and FP
coefficients (see more in Section 4).
2.4. Region of Parameter Space of Fundamental Plane
Early-type galaxies are observed to populate a tight plane in the space defined by their
effective radii, velocity dispersions and surface brightnesses [13]. If elliptical galaxies were perfectly
homologous stellar systems with identical stellar populations, then re, vc, and Ie would be related by
the VT. Instead, non-homology and/or stellar population variations tend to place elliptical galaxies
on a nearby fundamental plane, with the remarkably small width [14]. It has been shown that these
parameters are rather stable to gravitational perturbation. The FP parameters do change during
close encounters of galaxies, but within a very short time interval just before their final merger, and
furthermore, the amplitudes of these changes are comparable to the scatter of the observed FP [15].
As we stated before, elliptical galaxies are not randomly distributed within the 3D parameter
space (Ie, re, vc), and when presented in logarithmic form, they lie in a plane. See Figure 1, showing
the parameter space in log scale.
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Figure 1. The fundamental plane (FP) parameter space, presented by logarithms of the three parameters:
mean surface brightness (within effective radius) log Ie, effective radius log re and circular velocity
log vc, for a sample of elliptical galaxies listed in Table 1 from [12]. Note: in paper [12] only the first
page is printed, and we used the whole sample of 401 ellipticals, available among the source files of its
arxiv version.
3. f (R) Modified Gravity
Extended Theories of Gravity (ETGs) [16] have been proposed to explain galactic and extragalactic
dynamics without introducing DM, and as such they can be used to test if FP of ellipticals could be
explained taking into account only their luminous matter content. For that purpose, we adopt f (R)
gravity which is the straightforward generalization of Einstein’s General Relativity as soon as the
function is f (R) = R, that is, it is not linear in the Ricci scalar R as in the Hilbert-Einstein action.
As simple choice, one assumes a generic function f (R) of the Ricci scalar R (in particular, analytic
functions) and searches for a theory of gravity having suitable behavior at all scales (at small and large
scale lengths).




√−g [ f (R) + Lm], (2)
(with g—metric tensor and Lm—the standard matter Lagrangian), and consider power-law case:
f (R) = f0Rn, (3)
with n the slope of the gravity Lagrangian, and f0 a dimensional constant (dimensions for f0 chosen in
such a way to give f (R) the right physical dimensions).
Rn gravity is the power-law version of f (R) modified gravity. In the weak field limit, its potential










with rc—scalelength depending on the gravitating system properties, and β—universal constant:
β =
12n2 − 7n − 1 −√36n4 + 12n3 − 83n2 + 50n + 1
6n2 − 4n + 2 . (5)
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here, the case n = 1 ⇒ β = 0 represents Newtonian case. About the power-law fourth-order theories
of gravity, as well as about determination of the space parameters of f (R) gravity, see [17–23].
The solution (4) has been obtained in the case of a point-like source, but it can be generalized to
the case of extended systems. The generalization of Equation (4) to a spherically symmetric system,
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∫ ∞
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where ξ is generically defined as ξ = r/rc, and the notation for the hypergeometric functions is used:
pFq[{a1, . . . , ap}, {b1, . . . , bq}, x].
4. Fundamental Plane in f (R) Gravity
4.1. Recovering Fundamental Plane from Rn Gravity
We want to show the connection of the FP of elliptical galaxies with Rn gravity potential,
by showing the correlation between the corresponding parameters:
- addend with re: correlation between re and rc;
- addend with σ0: correlation between σ0 and vvir (vvir—virial velocity);
- addend with Ie: correlation between Ie and re (through rc/re ratio).
Here, the reader should note that re is the observational gravitational radius (derived from
photometry, i.e., its value is determined by the self-gravitating luminous matter content in the inner
part of the elliptical galaxy), and rc is the theoretical gravitational radius (from Rn gravity). We assumed
that these two radii were mutually proportional and we tested their different ratios. It is also important
here to emphasize that if we introduce the assumption rc ∼ re, then in point re the integrals I1(re) and
I2(re) (see Equations (7) and (8)) do not depend on r, then Φc(re) (see Equation (6)) does not depend
on r, so the correction velocity is vc,corr(re) = 0. In other words, under the condition rc ∼ re, Rn gravity
gives the same σ0 for elliptical galaxies as in the Newtonian case. For more details about our method,
see [10,18].
4.2. Fundamental Plane Coefficients
The empirical result for FP coefficients are given in Bender et al., 1992 [11]: a = 1.4, b = −0.85.
Empirically derived values means that a and b are calculated using observed FP parameters,
as coefficients of the FP equation (with the Virgo Cluster elliptical galaxies as a sample). The test
for our method is recovering this profile: starting from the gravitational potential derived from f (R)
gravity, these values have to be consistently reproduced.
According to Equation (25) for the rotation curve vc(r) in paper [17], it consists of Newtonian part
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and therefore we used the above expression to calculate vtheorc —the theoretical prediction of Rn gravity
for circular velocity vc, in the case of extended spherically symmetric systems, taking into account the










FP of elliptical galaxies with 3D fit, with the calculated values vtheorc , and the observed values re,
Ie, presenting the dependence of FP parameters (a, b) on parameters of Rn gravity (rc, β), we show
in Figure 2. In this figure, we presented only the case β = 0.6, but we tested other values of this
parameter in a similar way as well. The phrase “3D fit” denotes a fit of a function z depending on
two independent variables (x, y) to the observational data, and in this case Equation (1) is fitted
with function z(x, y) = ax + by + c, where x = log(vtheorc ), y = log(Ie) and z = log(re), using the
least-squares algorithm implemented in “fit” command of Gnuplot (http://www.gnuplot.info/). As a
result we obtained the best fit coefficients of FP equation: a, b and c. The procedure is the following
(see our Ref. [18] for a detailed explanation): we varied Rn gravity parameters (rc, β) and for each
given pair of the parameters (rc, β), i.e., for the certain ratios rc/re and certain values β, we calculated
the terms x, y and z and finally obtained coefficients (a, b, c). Once this procedure is performed,
the obtained values of a and b, are compared with a and b values obtained from observations [11].
As it can be seen from Figure 2, a smaller rc/re ratio results with a larger value for FP parameter a and
smaller value of parameter b, obtained by fitting the FP equation through the (Ie, re, vtheorc ) data points.
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Figure 2. Fundamental plane of elliptical galaxies with calculated circular velocity vtheorc , observed
effective radius re and observed mean surface brightness (within the effective radius) Ie. For each given
pair of Rn gravity parameters (rc, β), i.e., for the certain cases rc/re = 0.01, 0.02, 0.03, 0.04, 0.05, 0.06,
0.07, 0.08 and 0.09, and β = 0.6, we present calculated FP coefficients (a, b). Black solid line is result of
3D fit of FP.
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4.3. Luminosity and Parameters of Rn Gravity
Correlation of Ie with rc is reflected through the coefficient b of FP in equation: re ∼ Ibe × vac [11,25].
This means that being rc related to re through rc ∼ re, also rc is related to Ie. On the other hand, analytic
expression for vc includes both modified gravity parameters (rc,β).
Coefficients a, b, c of FP are also correlated with (rc,β): see Table 3 in our paper [18].
In general, this means that photometric quantities like Ie are related (in a complex way) to the
parameters of modified gravitational potential.
5. Discussion and Conclusions
Here we studied the possible connection between the empirical parameters of FP for ellipticals
and the theoretical parameters of Rn gravity in order to test if corrections predicted by this type of
gravity could explain both photometry and dynamics of ellipticals without DM hypothesis.
Our main conclusions may be summarized as follows:
• We connected fundamental plane of elliptical galaxies with Rn gravity potential, relating together
observational and theoretical quantities (i.e., tying the corresponding FP and Rn parameters).
• We reproduced the FP generated by the power law f (R) gravity without considering the presence
of DM in galaxies.
• We obtained that the characteristic radius rc of Rn gravity is proportional to the effective radius re:
more precisely, rc ≈ 0.05re gives the best fit with data. This fact points out that the gravitational
corrections induced by Rn can lead photometry and dynamics of the system.
• We demonstrated that not only stellar kinematics of ellipticals could be affected by modified
gravity (as we have already shown in our previous papers), but so too could their most important
physical properties, such as their luminosity.
We compared, for the first time, theoretical predictions for circular velocity in f (R) gravity with
the corresponding values from the large sample of observed elliptical galaxies. Using gravitational
potential derived from f (R) gravity, we consistently reproduced the values of FP parameters.
We pointed out that the photometric quantities, like mean surface brightness, are related to gravitational
parameters. In addition, we explained that Rn gravity fits the observations very well, taking into
account only the luminous matter content of ellipticals, hence not needing DM.
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Abstract: In this paper, we analyze the departure from equilibrium in two specific types of thermal
plasmas. The first type deals with the plasma produced during the atmospheric entry of a spatial
vehicle in the upper layers of an atmosphere, specifically the one of Mars. The second type concerns
the plasma produced during the laser-matter interaction above the breakdown threshold on a metallic
sample. We successively describe the situation and give the way along which modeling tools are
elaborated by avoiding any assumption on the thermochemical equilibrium. The key of the approach
is to consider the excited states of the different species as independent species. Therefore, they obey
to conservation equations involving collisional-radiative contributions related to the other excited
states. These contributions are in part due to the influence of electrons and heavy particles having
a different translation temperature. This ‘state-to-state’ approach then enables the verification of
the excitation equilibrium by analyzing Boltzmann plots. This approach leads finally to a thorough
analysis of the progressive coupling until the equilibrium asymptotically observed.
Keywords: non-equilibrium; collisions; radiation; planetary atmospheric entry; laser matter interaction
1. Introduction
The question of the existence of the thermodynamic equilibrium is crucial in plasma physics [1,2].
Indeed, since the energy can be freely distributed over the different excited states, radiation can be
easily emitted, which leads to discrepancies in terms of population with respect to the Boltzmann
distribution. In addition, ionization or recombination deals with excited states whose population
density cannot be easily estimated. Moreover, temporary species, whose density would be negligible
in case of thermodynamic equilibrium, can be formed and can have a significant influence on the
behavior of the plasma.
Many experimental and theoretical works have been devoted to plasma physics and the
main objective of this communication is not to overview the field. This would be necessarily
incomplete. Conversely, it is more interesting to focus our attention on unusual situations to enrich the
analysis. The CORIA laboratory in France, with the collaboration of the French spatial agency CNES
(Centre National d’Etudes Spatiales), works on plasmas produced during the planetary atmospheric
entry of spatial vehicles. The CORIA laboratory works also on laser-induced plasmas in the framework
of the multi-elemental composition determination based on the laser-induced breakdown spectroscopy
(LIBS) technique with the CEA (Commissariat à l’Energie Atomique et aux Energies Alternatives).
In these two cases, the plasma can depart significantly from thermodynamic equilibrium, and analyzing
this departure helps to enlarge our understanding of the global behavior of the plasmas. This is why
we propose in the present communication to focus our attention on these situations.
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As a result, the structure of the communication is separated in two main parts. The first part is
dedicated to planetary atmospheric entry plasmas and the second part is devoted to the laser-induced
plasmas. In each part, the context is given as well as the main features of the related plasmas. Then,
tools are presented to characterize the plasmas formed using relevant models.
2. Planetary Atmospheric Entry Plasmas
2.1. Context
Due to gravity, the speed of bodies coming from space can be high. Typically, this speed u1 reaches
several km s−1. When the body approaches a planet having an atmosphere, the penetration of its
upper layers generates the formation of a shock layer by compression around the forward part of the
body [3,4]. The temperature in this layer increases significantly at levels reaching easily several 104 K.
A gas to plasma transition takes place in the shock layer and leads to a strong heat transfer to the
surface of the body. This heat transfer can be high enough to increase its surface temperature beyond
the melting point and to cause the destruction of this surface. In the case of a manned-controlled
mission, from the technological point of view, the covering of the spatial vehicle external surface by a
thermal protection system (TPS) based on the use of ceramic materials is therefore mandatory.
Literature reports many entries in the Earth [5] or in the Mars [6] atmospheres. They can be
controlled in the case of the flight of spatial vehicles, or totally uncontrolled in the case of natural bodies.
For Earth, the human missions are well controlled and are particularly illustrated by the supplying
of the International Space Station (ISS) at an altitude of ∼ 410 km. One of the most impressive
events of natural entry took place on 15th February 2013 when a meteorite crossed the sky of the
city of Chelyabinsk in Russia before to crash on the ground. Many cameras filmed this event, which
clearly put in evidence the strong level of temperature reached in the shock layer through the strong
emitted radiance.
2.2. Inside the Shock Layer
Figure 1 illustrates the production of the shock layer (thickness of Δ ∼ 5 cm in order of magnitude)
due to the fast external gas motion relative to the surface of a spatial vehicle. In particular, a fluid
particle is followed along its trajectory. Entering the shock layer by crossing the detached shock front,
its volume is strongly decreased due to the increase in pressure. As a result, the temperature increases
and provokes chemical non-equilibrium leading to the global dissociation and ionization of the flow.
If the trajectory is close to the stagnation streamline, the fluid particle enters the boundary layer in
which the plasma flow gives energy to the body surface (in x = Δ). In this part, the temperature
decreases approaching the body, which leads to significant gradients. In this region, whose typical
thickness is Δ − δ ∼ 1 cm, the recombination occurs. Consequently, these recombined species will
interact with the TPS.
The thickness of these layers is pretty low. In addition, although the speed is decreased at the
crossing of the shock front, the speed remains sufficiently high in the shock layer to prevent local











are not much higher than unity. Since the speed is high, the value of the characteristic time scale for
convection τu is weak. The time scale τCR for the collisional-radiative source term of the species is
of the same order of magnitude, which leads to a Damkhöler number Da1 close to unity. The flow
is therefore out of chemical equilibrium (in case of chemical equilibrium, Da1  1) and not frozen
(in case of frozen flow, Da1  1). The time scale to reach a Maxwell–Boltzmann distribution for the
translation (of electrons or heavy species) τMB is much shorter than τu, which leads to Da2  1. As a
result, the translation equilibrium is reached. However, the coupling between electrons and heavy
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species is difficult: the time scale of coupling τe−h is then higher than τu and the third Damkhöler
number Da3 is therefore lower than unity. Thus, the flow is out of thermal and chemical equilibrium,
in other words the flow is in thermochemical non-equilibrium.
Figure 1. Global situation close to the TPS of a spatial vehicle showing the structure of the shock layer,
the motion of fluid particles and the boundary layer. Δ is the typical thickness of the shock layer and
Δ − δ the one of the boundary layer.
These features have important consequences on the heat transfer to the surface. The presence of
species not formed in case of chemical equilibrium and the spectral radiance emitted by the plasma
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and can easily exceed 1 MW m−2. In Equation (2), the first part of the right side refers to the influence
of translation and internal modes transfer, the second part to parietal catalysis and the third part to
radiation. ki is the thermal conductivity for the mode i whose temperature is Ti, γj is the recombination
probability for species j, β j is the energy accommodation coefficient, αν is the spectral absorptivity, τν
is the spectral transmittivity along
→
r , r is the distance with the elementary volume d3r, θ is the angle
with respect to the normal vector
→
n w and εν is the spectral emission coefficient.
The estimation of the wall heat flux density requires a detailed knowledge of the plasma upstream
the boundary layer. The CORIA laboratory develops models to go deeper in its understanding. In the
upcoming section, we focus our attention on the work dedicated to the EXOMARS mission.
2.3. The EXOMARS Mission
Recently, the European Space Agency (ESA) in cooperation with the Russian Space Agency
(ROSCOSMOS) managed the EXOMARS mission whose first step was the landing on the ground of
Mars of a rover on board of the Schiaparelli lander on 19th October 2016 [7]. The TPS of the lander
was equipped with sensors called ICOTOM embedded in the COMARS+ housing whose role was to
provide information on the radiative signature in the infrared part of the spectrum [8]. The related
radiation is due to the production of hot CO2 and CO during the entry in the Martian atmosphere and
corresponds to the radiative contribution to ϕw in Equation (2) in the afterbody flow. This atmosphere
is indeed mainly composed of CO2 (95.97%), Ar (1.93%), and N2 (1.89%). Crossing the shock front,
this mixture is then put at high temperature and pressure. The composition then changes since this
composition does not correspond to chemical equilibrium. To estimate chemical relaxation time scales
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τCR of this mixture, we have developed models able to show how this relaxation occurs in a typical
situation. Since the composition of the upstream atmosphere is well known, we focus our attention on
the shock crossing when the heat transfer to the TPS is maximum, therefore over the first centimeters
after the shock. This situation of “peak heating” corresponds to an altitude of 45 km [9].
2.4. Modeling of the Shock Front Crossing
Since the excitation equilibrium condition is not systematically fulfilled, the modeling is based on










assuming negligible the diffusion phenomena within the post-shock flow at steady-state.





results from the influence of all the elementary inelastic/superelastic
processes enabling a change in the population density [Xm]. The mass flow density is written ρ.




whose pressure p is calculated by the Dalton law p = ∑X,m[Xm] kB TX assuming a perfect gas-like
behavior.



































QA→e − εRR + QA−RR
ρ u
(6)
These equations must be considered separately because the energy per unit volume eA and ee for
heavies and electrons depend on the heavy species temperature TA and on the electron temperature Te,
respectively. The Dalton law p = pA + pe is obvious and the mass density results from the summation
of the contributions of heavy species ρA and electrons ρe. Inelastic/superelastic elementary processes
are considered through the term QA→e while the term QA−RR results from the influence of the radiative
recombination whose emission coefficient is εRR. The spontaneous emission is related to the emission
coefficient εSE.
The complexity of the upstream flow composed of CO2, N2, and Ar induces a very complex
chemistry past the shock front. To be relevant, this chemistry must include enough species that can
be formed in the post-shock conditions based on C, O, and N atoms. The pressure conditions are
insufficient to produce Ar2+ dimers. The species taken into account in the resulting CoRaM-MARS
collisional-radiative model are listed in Table 1. This list involves 21 species and electrons, 1600 excited
vibrational and electronic excited states. All the vibrational states of the molecular electronic ground
states are taken into account to reproduce realistically the global dissociation processes.
When the mixture crosses the shock front, a drastic reduction of the mean free path takes place
due to the strong increase in mass density ρ. The typical thickness of a shock front is of several mean
free paths. In a first approximation, we can consider this increase so rapid that this corresponds to a
discontinuity. The Rankine–Hugoniot jump conditions at the shock front can then be used, where the
chemistry is frozen. Electron temperature Te remains unchanged because the rare electrons are not
perturbed by the shock front. Indeed, due to their very weak mass, the electrons are in a quite subsonic
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flow regime. Heavy species temperature TA is conversely strongly increased at a level incompatible
with the upstream chemical conditions. Chemistry then starts, which modifies the composition as a
result of the elementary processes, first due to heavy species impact, the electron density ne being too
weak. When ne is high enough, the elementary processes are driven by the electron-induced collisions.
These elementary processes are collisional (vibrational excitation, dissociation, electronic excitation,
ionization, excitation transfer, neutral and charge exchanges, and backward processes driven by
the detailed balance principle), radiative (spontaneous emission) or mixt (radiative recombination,
photo-ionization, self-absorption). This underlying chemistry represents a set of around 106 elementary
reactions [10].
Table 1. List of the species and their excited states involved in CoRaM-MARS, the CR model developed
at the CORIA laboratory for the CO2-N2-Ar mixtures.
Species States
CO2 X1Σg+ (14 states (v1,v2,v3) with Ev < 0.8 eV, 106 states (i00,0j0,00k) with Ev > 0.8 eV), 3Σu+, 3Δu, 3Σu−
N2 X1Σg+ (v = 0 → 67), A3Σu+, B3Πg, W3Δu, B’3Σu−, a’1Σu−, a1Πg, w1Δu, G3Δg, C3Πu, E3Σg+
O2 X3Σg− (v = 0 → 46), a1Δg, b1Σg+, c1Σu−, A’3Δu, A3Σu+, B3Σu−, f1Σu+
C2 X1Σg+ (v = 0 → 36), a3Πu, b3Σg−, A1Πu, c3Σu+, d3Πg, C1Πg, e3Πg, D1Σu+
NO X2Π (v = 0 → 53), a4Π, A2Σ+, B2Π, b4Σ−, C2Π, D2Σ+, B’2Δ, E2Σ+, F2Δ
CO X1Σ+ (v = 0 → 76), a3Π, a’3Σ+, d3Δ, e3Σ−, A1Π, I1Σ−, D1Δ−, b3Σ+, B1Σ+
CN X2Σ+ (v = 0 → 41), A2Π, B2Σ+, D2Π, E2Σ+, F2Δ
N2+ X2Σg+, A2Πu, B2Σu+, a4Σu+, D2Πg, C2Σu+
O2+ X2Πg, a4Πu, A2Πu, b4Σg−
C2+ X4Σg−, 12Πu, 4Πu, 12Σg+, 22Πu, B4Σu−, 12Σu+
NO+ X1Σ+, a3Σ+, b3Π, W3Δ, b’3Σ−, A’1Σ+, W1Δ, A1Π
CO+ X2Σ+, A2Π, B2Σ, C2Δ
CN+ X1Σ+, a3Π, 1Δ, c1Σ+
N 4S◦3/2, 2D◦5/2, 2D◦3/2, 2P◦1/2, . . . (252 states)
O 3P2, 3P1, 3P0, 1D2 . . . (127 states)
C 3P0, 3P1, 3P2, 1D2 . . . (265 states)
Ar 1S0, 2[3/2]◦2, 2[3/2]◦1, 2[1/2]◦0, . . . (379 states)
N+ 3P0, 3P1, 3P2, 1D2 . . . (9 states)
O+ 4S◦3/2, 2D◦5/2, 2D◦3/2, 2P◦3/2, . . . (8 states)
C+ 2P◦1/2, 2P◦3/2, 4P1/2, 4P3/2, . . . (8 states)
Ar+ 2P◦3/2, 2P◦1/2, 2S1/2, 4D7/2, . . . (7 states)
2.5. Some Results
Due to the upstream conditions in terms of pressure, temperature and speed relative to the spatial
vehicle when the peak heating occurs, the crossing of the shock front in x = 0 induces high values
of temperature and pressure. Table 2 gives the jump conditions. We can see that the temperature is
clearly incompatible with an insignificant dissociation degree for CO2. The collision frequency and the
energy available in the collisions then start the chemistry.
Table 2. Jump conditions in x = 0 due to the Rankine–Hugoniot assumption at 45 km altitude
corresponding to the peak heating.
Variable Upstream Conditions Conditions in x = 0
Speed (m s−1) 5270 690
Mach number 26.4 0.34
Pressure (Pa) 7.6 6000
Temperature (K) 162 16,800
Figure 2 displays the resulting distribution of the aerodynamic variables (pressure, mass density,
and speed). Even if Equations (3)–(6) are available only in the region where the diffusion phenomena
are negligible (typically before the boundary layer, for x < δ ≈ 5 cm), we have displayed all the
49
Atoms 2019, 7, 5
relaxation as we could observe in shock tubes, to see the final convergence of the flow. Since the
boundary layer starts at δ ≈ 5 cm, only the first centimeters of the solution displayed on Figure 1 are
relevant with respect to the real situation.
Figure 2 clearly shows that the relaxation is still in progress at δ ≈ 5 cm. This is also clearly shown
by Figure 3 where the Boltzmann plots of the CO2(i, 0, 0) vibrational states is displayed as a function
of the position from the shock front. The vibrational distribution is far from being linear, that reveals a
departure from vibrational excitation equilibrium.
 
Figure 2. Post-shock relaxation for the pressure, the mass density and the speed resulting from
Equations (3)–(6). Since the diffusion phenomena are assumed negligible in these equations, the solution
corresponds to the real flow before x = δ ≈ 5 cm.
 
Figure 3. Evolution with the position from the shock front (indicated on the right) of the Boltzmann
plot of the CO2(i, 0, 0) vibrational states. The vibrational excitation energy relative to the ground state
is given in abscissa. The dissociation energy of the CO2 molecule is reminded.
The way to the dissociation is mainly driven by the excited vibrational states close to the
dissociation limit [11]. As a result, these distributions prove that the dissociation equilibrium is
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not reached. Indeed, the distribution of the species number densities displayed on Figure 4 illustrates
the current global dissociation process. The formation of CO and O resulting from the dissociation of
CO2 is clearly observed. The dissociation degree is close to 0.01 at 1 cm after the shock front and to
0.35 at δ ≈ 5 cm. Molecular and atomic ions start to be produced just after the dissociation of CO2.
A maximum electron density of 1.8 × 1019 m−3 is obtained at a location close to 4 cm and corresponds
to an ionization degree of ∼ 4 × 10−4. Even if this amount seems to be rather small, the electron
density is nevertheless high enough to significantly influence the chemistry. Indeed, due to their weak
mass, the efficiency of electrons in terms of inelastic/superelastic collisions is much stronger than the
one of the heavy particles. However, this influence is reduced since the electron temperature Te is
lower than the heavy particle temperature TA.
 
Figure 4. Distribution of the number density of the different species taken into account in the chemistry
(see Table 1) behind the shock front. Same as Figure 2: the solution is relevant with respect to the real
situation until 5 cm from the shock front.
Figure 5 illustrates the distribution of temperatures. TA and Te have been plotted. We have also
plotted the distribution of the post-processed values of the energy-dependent vibrational temperature
for each vibrational mode of CO2 resulting from our vibrational state-to-state approach. The total
energy-dependent vibrational temperature has been also determined.
This energy-dependent vibrational temperature TEvib(CO2)_i for a mode i is derived from the















In the case of the mean vibrational temperature Tvib(CO2), the summations of Equation (7) are
extended to the vibrational modes.
On Figure 5, we can see the progressive coupling between the three modes with the distance from
the shock front. No one is perfectly coupled with the translation temperature of electrons or heavy
particles before the limit of the boundary layer. We can also observe that the temperature departure
between the first (symmetric stretching) mode and the second (bending) mode is pretty low. This is
mainly due to the Fermi resonance resulting from the energy diagram. The quasi resonance between
the related states leads to easy excitation transfer between them. The third (asymmetric stretching)
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mode is more difficult to excite and remains at temperature rather low. It is particularly interesting to
see that, despite the thermal non-equilibrium between these states, they do not contribute in the same
way to the mean vibrational temperature. Indeed, Figure 5 shows that this temperature follows the
vibrational temperature of the second (bending) mode. This is mainly due to the degeneracy of the
states of the second vibrational mode. While the first and third vibrational modes are not degenerated,
the second mode presents a degeneracy equal to v2 + 1 resulting from the rotational motion induced
by the bending of the molecule. One finds further molecules per unit volume in the related states and
the global vibrational temperature follows the one of this mode.
The differences observed on Figure 5 between the vibrational modes of CO2 are the result of the
thermal non-equilibrium Te = TA and of the efficiency of electrons and heavies in terms of collisions.
In addition, the electrons and heavy particles dynamics is deeply different since electrons are produced
and heated behind the shock front while the heavies leave their energy along the flow where the global
dissociation process takes place. This corresponds therefore to a strong non-equilibrium situation.
This situation relaxes over typical length scales longer than the shock layer thickness as illustrated by
Figure 5. The thermal non-equilibrium would be resorbed around 1 m from the shock front in case of
infinite shock layer thickness. Since δ ≈ 5 cm, we conclude to a limit of the boundary layer departing
from thermal equilibrium. This conclusion departs from the usual one considered for the case of Earth
atmospheric entries [12].
Figure 5. Distribution of the electron temperature Te, the heavy particle temperature TA, and the
post-processed energy-dependent vibrational temperature of CO2 for the first (symmetric stretching)
mode, second (bending) mode and third (asymmetric stretching) mode. The total energy-dependent
vibrational temperature is also displayed. The limit of the boundary layer is located at δ ≈ 5 cm: in the
red region, feature of the flow in case of infinite shock layer thickness.
3. Laser-Induced Plasmas
3.1. Context
The laser-induced plasmas correspond also to an interesting situation where thermodynamic
non-equilibrium plays an important role. These plasmas are produced when a (typically nanosecond)
laser pulse reaches a sample at a spectral irradiance of 1013–1014 W m−2 higher than the breakdown
threshold (see Figure 6). The absorption of the laser energy leads to a strong increase in the local
temperature of the sample at values (of the order of several 104 K) exceeding largely the conditions of
a phase change. A plasma is indeed produced whose pressure is initially very high (of the order of
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several 1011 Pa) with respect to the background gas one. The produced plasma then expands according
to a hypersonic regime (the Mach number can reach values of the order of 25), produces a shock wave
propagating in the background gas and cools mainly owing to the radiative losses. This leads to a
physical object having lifetimes of the order of several μs.
The atoms and ions composing the plasma are initially inside the sample. Once the plasma
relaxed, a crater is formed where the laser pulse reached the sample. The radiative signature of the
plasma can therefore give valuable information about the composition of the sample. This explains
why this laser–matter interaction is at the basis of the laser-induced breakdown spectroscopy (LIBS)
technique to determine the multi-elemental composition of samples. Measuring the spectral radiance of
relevant lines, it is possible to derive the relative population of the different species if thermochemical
equilibrium conditions are fulfilled [13].
Figure 6. Laser-induced plasma situation. The laser pulse is focused on the sample using a converging
lens at an irradiance higher than the breakdown threshold. The ablated material expands according to
a hypersonic regime and produces a shock wave propagating in the background gas. As a result, two
layers are formed. The first one corresponds to the ablated material and the second one corresponds
to the shock layer. These two layers are separated by a contact surface across which the diffusion
phenomena can be considered as negligible in a first approximation.
3.2. Possible Non-Equilibrium Situation
The pulse duration plays an important role on the interaction. In the case of ultrashort (fs or ps)
pulses, the laser energy is directly deposited within the material and leads to thermal non-equilibrium
because electrons and heavies have not enough time to be coupled. In the case of ns laser pulses, the
end of the pulse is absorbed by the plasma in expansion with a good coupling between electrons and
heavies. In addition, thermal effects due to heat diffusion within the material can be observed for ns
laser pulses and can produce micro-droplets, contrary to the case of the ultrashort laser pulses where
nanoparticles can be observed. This explains the use of fs laser sources for the micromachining devices.
In terms of ablation precision, it is therefore better to use ultrashort laser pulses. According to
the experimental setup used, a nominal ablation rate as low as some 10 nm pulse−1 can be reached.
This means that the matter forming the laser-induced plasma is in low amount. Typically, experiments
are performed by accumulating signals over a tenth of pulses. Then the net minimum ablation rate
is of 100 nm. A depth profiling of the sample is therefore possible if the spectral radiance of the
relevant lines is high enough to provide significant results. We consider only picosecond laser pulses
in the upcoming sections. As a result, the absorption of the laser pulse by the expanding plasma is
totally avoided.
In some specific applications, experiments must be performed in low pressure conditions.
This corresponds to in situ measurements if the sample cannot be removed for the analysis. If the matter
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is radioactive or toxic, low-pressure experiments are often better to avoid any dissemination and to
keep safe the environment. Then the plasma expands freely. The collision frequency collapses and the
analysis of the situation in the light of the Damkhöler numbers performed in Section 2.2 then reveals
that the equilibrium conditions are not satisfied. The LIBS determination of the multi-elemental
composition of the sample cannot be directly and easily performed. Developing state-to-state
approaches may be valuable in this context [14].
3.3. Tokamak and Tungsten
The tungsten tiles of the divertor of a tokamak like WEST from the CEA Cadarache or ITER
must be kept inside the machine as much as possible. A possible LIBS analysis of the fuel (hydrogen
isotopes) contamination within these tungsten tiles must therefore be performed in low pressure
conditions, at a maximum pressure of ∼ 10 Pa.
In this context, the CORIA laboratory develops modeling tools similar to those developed for
Section 1. The structure of the plasma flow is close to the one developed around the surface of a spatial
vehicle. The main difference results from the geometry of the flow. Fundamentally, the entry plasma is
a 1D flow regarding the stagnation stream line. Conversely, the laser-induced plasma is a 3D flow but
with a hemispherical symmetry and a radial dependency much higher than for the other coordinates.
In a first approximation, this flow can be considered as made of two layers separated by a contact
surface (see Figure 6) separating the matter ablated from the sample and the shock layer. This shock
layer corresponds to the background gas across which the shock front has propagated since the laser
pulse. As a result, its external limit corresponds to the shock front. In a second approximation, we can
assume these two parts as uniform [15].
For tokamak studies, we are working on tungsten. For comparison with laboratory studies,
we focus our attention on the modeling of the behavior of tungsten laser-induced plasmas in rare
gases. We have therefore elaborated collisional-radiative models based on state-to-state descriptions of
tungsten and of the retained rare gas. The rare gas is denoted as Rg in the upcoming sections. In the
shock layer, electrons and the species Rg, Rg+, and Rg2+ can be found on their different excited states.
The pressure in the shock layer can be high enough to promote the formation of the dimer molecule
Rg2+. In the central plasma, electrons, W, W+, and W2+ have been considered.
The knowledge of the electronic excited states structure of W is satisfactory. This is not the case
for the ions. The last known W+ excited state corresponds to an excitation energy of 9.23 eV in the
NIST database while the ionization limit is 16.37 eV [16]. We have therefore assumed a hydrogen-like
behavior up to the ionization limit. Moreover, to reduce the total number of excited states considered
in the conservation equations, the classical lumping procedure has been performed. It consists in the
grouping of states sufficiently close in terms of energy. The statistical weight of the grouped levels is
taken as the summation of those of the individual levels [17].
Table 3 lists the species and the excited states finally accounted for tungsten and rare gas in the
case the rare gas is argon. 230 different excited states are considered.
Table 3. List of the species and their excited states involved in the CR model CoRaM-Ar and CoRaM-W
developed at the CORIA laboratory for the laser-induced plasmas on W in a rare gas (here for argon).
Plasma Layer Species States
(1) shock layer
Ar 1S0, 2[3/2]◦2, 2[3/2]◦1, 2[1/2]◦0, . . . (90 states)
Ar+ 2P◦3/2, 2P◦1/2, 2S1/2, 4D7/2, . . . (7 states)
Ar2+ X2Σu+
(2) central plasma
W 5D0, 5D1, 5D2, 5D3, . . . (60 states)
W+ 6D1/2, 6D3/2, 6D5/2, 6D7/2, . . . (74 states)
W2+ 5D0 . . . 4, 3P20 . . . 2, 5F1 . . . 5, 3H4 . . . 6, 3F22 . . . 4 (5 states)
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3.4. Collisional and Radiative Processes in the State-to-State Approach
Since the layers are assumed uniform, equations similar to Equations (3)–(6) written in
hemispherical symmetry can be spatially integrated to obtain pure temporal equations. Coupled
with the shock propagation from the sample at a speed driven by the Rankine–Hugoniot assumptions,
they lead to a system of non-linear ordinary differential equations whose solution can be derived.
In the source terms of the related equations, the spontaneous emission is accounted for. As for the
energy diagram of W+, a lack of elementary data (Einstein coefficients) can be observed. This induces an
underestimate of the radiative losses. The radiative recombination is also accounted for. In each layer,
electrons and heavies are assumed Maxwellian, but at a different temperature. These particles collide
with the different species on their excited states, which leads to their excitation, deexcitation, ionization,
and recombination. Each elementary process is considered with its backward process using the
detailed balance principle. The derived collisional-radiative model involves almost 550,000 elementary
reactions, therefore an order of magnitude similar to atmospheric entry calculations. This number
is lower than for atmospheric entry because a lower number of species is involved. In addition,
except Rg2+ for which the chemistry is simple since no vibrational state is considered, no molecule
is concerned.
3.5. Results
We consider the classical laser conditions 10 mJ, 30 ps with a wavelength of 532 nm in argon at
atmospheric pressure. The ablated mass is then of the order of 10−10 kg by pulse. The laser pulse
duration is shorter than the typical time scale of expansion of the plasma and the deposited energy
does not diffuse significantly within the sample. As a result, the pulse energy is totally given to the
ablated mass. Its initial temperature and pressure are then quite high. They induce the subsequent
evolution of the plasma.
Figure 7 illustrates the pressure evolution in the central plasma and in the shock layer. Due to
the initial pressure of the central tungsten plasma, the expansion starts around 1 ns and induces the
compression of the external background gas whose pressure increases in the shock layer. The expansion
leads to the decrease in the pressure of the central plasma until sufficient inversion with respect to the
shock layer. Then a recompression of the central plasma due to the shock layer takes place before a
coupling between the two layers from the pressure point of view observed along the remaining part of
the evolution.
Figure 7. Evolution of the pressure inside the central tungsten plasma and inside the shock layer (case of
argon) for a classical laser (10 mJ, 30 ps, 532 nm)-induced plasma experiment at atmospheric pressure.
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In the framework of the present assumptions in terms of flow continuity, a minimum pressure
of 10 Pa can be considered for argon. Figure 8 illustrates the pressure evolution of the layers in this
case. We see that the recompression does not take place. The outside pressure is too low to ensure the
confinement of the plasma. Its lifetime is therefore considerably shortened.
Figure 8. Same as Figure 7, but with an argon pressure of 10 Pa.
These trends can be also observed on the temperature evolutions of the different layers. Figure 9
illustrates the results for an argon gas at atmospheric pressure and Figure 10 those obtained at 10 Pa.
It is interesting to see on Figure 9 that the thermal coupling resulting from the elastic collisions is
efficient in the central plasma due to the high level of pressure. This is not the case for the shock layer
where Te = TA along almost the complete evolution. In the case of a 10 Pa pressure for the background
gas, the thermal coupling is satisfactory in the central plasma until a characteristic time of the order of
100 ns. Before this time, the evolution is quite the same as the one obtained at atmospheric pressure
until t < 30 ns. The plasma evolves independently from the presence of the background gas. Then,
the pressure has sufficiently decreased, and the collision frequency is too weak to ensure the coupling
between Te and TA. Electron density is very weak and the energy of the plasma is mainly stored in the
kinetic energy due to expansion. Internal energy collapses: temperature TA rapidly decreases.
Figure 9. Same as Figure 7, but for the temperatures.
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Figure 10. Same as Figure 8, but for the temperatures.
Our state-to-state approach enables the analysis of the departure from excitation equilibrium.
Figure 11 displays the Boltzmann plots of the excited states of W and W+ in the central plasma at
200 and 300 ns at atmospheric pressure. Figure 12 displays those related to a 10 Pa argon gas.
On Figure 11, we clearly see that equilibrium is reached. The distribution is perfectly linear. We can
also see that temperature is high since W2+ ions have a density of the order of 1017 m−3, but temperature
is too weak to influence the electron density ne. Indeed, we have ne = [W+] ∼= 9 × 1023 m−3. At 300 ns,
the situation is almost the same. A weak decrease in ne can be observed. This means that the collisional
frequency is high enough to maintain in time the plasma situation.
When the argon background gas pressure is decreased at 10 Pa, the situation is deeply modified.
We can see that the main slope of the distribution of neutral or ionic excited states is more negative.
The excitation temperature is therefore lower. Electron density is decreased with respect to the
atmospheric pressure situation. Indeed, the electron density reaches 5 × 1021 m−3 at 200 ns, and
1.4 × 1021 m−3 at 300 ns. Moreover, we can see that the distribution departs from a linear behavior.
The excited states just below the ionization limit on a 2 eV interval are satisfactorily coupled according
to a linear distribution, whereas the lower excited states have a fluctuating behavior increasing with
time. We are, in the present case, in a strong recombination situation where the recombination induces
a satisfactory coupling of the involved excited states at number density values higher than those
expected due to the lower excited states. This very common behavior has been already observed in
other situations. In an ionization situation similar to post-shock flows observed in atmospheric entries,
the ionization induces the fast depopulating of the excited states of atoms close to the ionization limit,
which leads to a depletion of these states in terms of density. Then, this is the exact symmetric case.
Over the whole energy diagram, the distribution cannot be linear. We have also to analyze
the influence of radiation. At 200 ns, the order of magnitude of the number density of the excited
states close to 5 eV is low. We have [Wk ]gk
∼= 1016–1017 m−3 whereas [Wk ]gk ∼= 1019–1020 m−3 for argon
at atmospheric pressure. In these low density conditions, the influence of radiation is much more
significant. Radiation causes departures from a linear distribution whose linearity cannot be recovered
by the collisional coupling. At 300 ns, the situation is worse since the collisional frequency is collapsing.
These behaviors have important consequences regarding the LIBS diagnostic. In case the LIBS
experiments are performed at atmospheric pressure, the equilibrium is rapidly obtained. As a result,
the estimate of the excited states population density and of the electron density is sufficient to derive
the ground state number density. Using the same number of Boltzmann plots as the number of different
species, the composition of the plasma, therefore of the sample, can be identified.
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In the case when the experiments are performed at low pressure, the analysis is considerably more
difficult. Indeed, it is not directly possible to derive the ground states number density from the analysis
of the radiation produced during the deexcitation of the excited states. The distribution of the excited
states departs from excitation equilibrium. Then, the development of collisional-radiative models
based on state-to-state approaches is therefore mandatory, except if known samples are available
whose composition similar to the one to be obtained have been previously determined. In that case,
the composition will be directly derived from comparisons with these calibrated samples.
Figure 11. Boltzmann plots at 200 and 300 ns for an argon gas at atmospheric pressure. The first
(7.86 eV) and second ionization (24.23 eV) limits are indicated by a vertical blue line. Each state is
represented by a square. We see the added states following a hydrogen-like assumption between
20 and 24 eV.
Figure 12. Same as Figure 11, but with an argon gas at 10 Pa. The second ionization limit is not displayed
since the corresponding number densities are very weak. The line interpolating the excited states just
below the first ionization limit is plotted to easily estimate the departure from excitation equilibrium.
4. Conclusions
Our objective was to give the main information regarding the underlying physics involved by
two examples of plasma flows departing from thermochemical equilibrium. The cases of the planetary
atmospheric entry plasmas and of the laser-induced plasmas have been discussed.
Modeling strategies have been detailed for two particular situations. For the atmospheric entry
plasmas, we have focused our attention on the Martian missions of the EXOMARS type. For the
laser-induced plasmas, we have detailed the properties of the plasma flow produced during a LIBS
experiment on a divertor tungsten tile. Since the excitation equilibrium condition is not fulfilled,
the only relevant way is to develop a state-to-state description of the species, i.e., to consider each
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excited state of the species as an independent variable and to solve the conservation equations in
this framework. This requires the elaboration of a collisional-radiative model taking into account the
different elementary processes at the level of each state. This strategy needs enough numerical means
since the number of excited species and of elementary processes is often prohibitive.
The results show that the excitation equilibrium can be observed if the collisional frequency
is high enough to overcome the perturbative role of radiation. As a result, even in case of thermal
non-equilibrium, the observed excitation equilibrium takes place at the translational temperature of
the main collision partner.
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Abstract: We describe a streak camera system that is capable of both spatial and spectral
measurements of laser-induced plasma. The system is based on a Hamamatsu C4334 streak camera
and SpectraPro 2300i spectrograph. To improve the analysis of laser-induced plasma development,
it is necessary to determine the timing of laser excitation in regard to the time scale on streak images.
We present several methods to determine the laser signal timing on streak images—one uses the
fast photodiode, and other techniques are based on the inclusion of the laser pulse directly on the
streak image. A Nd:YAG laser (λ = 1064 nm, Quantel, Brilliant B) was employed as the excitation
source. The problem of synchronization of the streak camera with the Q-switched Nd:YAG laser
is also analyzed. A simple modification of the spectrograph enables easy switching between the
spectral and spatial measurement modes.
Keywords: laser-induced breakdown; plasma; spectroscopy; streak camera
1. Introduction
Laser-induced breakdown (LIB) is induced by focusing an intense laser beam on a gas, liquid, or
solid target. Studying the plasma formation with a high temporal, spectral, and spatial resolution is of
a great interest, and the formation of laser-induced breakdown of plasma in air has been studied by
many researchers [1–6], including the references presented herein.
After the initial breakdown, plasma plume propagates towards the laser beam focusing lens [1,3].
The bright plasma core of the LIB in the open air is surrounded by a layer of cold, moderately ionized
gas called the sheath [1]. The glow of the plasma sheath, although fainter than that of the core, is also
visible to the naked eye. An explosive plasma-expansion induces optodynamic phenomena, i.e.,
the propagation of shock, acoustical, and ultrasonic waves.
Our research of the optical emission of the plasma has been limited thus far to the analysis of
time-resolved optical emission spectra acquired by the streak camera [7–9]. To make our study more
comprehensive, we saw the need to measure the spatial distribution of plasma optical emissions.
The requirement for easy switching between the spectral and spatial measurement modes of our streak
camera system soon became apparent to us.
In this paper, we describe an experimental system that is capable of both spatial and spectral
measurements of laser-induced plasma with picosecond temporal resolution. Our experimental system
is based on the Hamamatsu C4334 streak camera and SpectraPro 2300i spectrograph. A similar streak
camera system was used by Hori and Akamatsu [6] in a time-resolved spatial analysis of the optical
emissions from laser-induced plasma in air. We performed a simple modification of the spectrograph
to enable easy switching between the spectral and spatial measurement modes. Later, we became
aware that this modification had already been proposed and successfully used in the study of Siegel
et al. [10], where the imaging device used was an intensified charge-coupled device (ICCD) camera.
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To improve the analysis of laser-induced plasma development, it is necessary to determine the
timing of laser excitation in regard to the time scale on streak images. We present several methods
to determine the laser excitation timing on streak images—one uses the fast photodiode, and the
other techniques are based on including the laser pulse directly on the streak image. The problem of




The time-resolved laser-induced breakdown spectroscopy (LIBS) system implemented in our
laboratory was based on the Nd:YAG laser, and the Optical Parametric Oscillator (OPO; Vibrant 266).
The OPO system, which was pumped by a pulsed Q-switched Nd:YAG laser (Brilliant B) included
the second and fourth harmonic generators (SHG and FHG). In this paper, the fundamental output
at 1064 nm (pulse energy up to 270 mJ) and the second harmonic output at 532 nm (pulse energy
up to 68 mJ) were used to create an optical breakdown in ambient air. The laser pulse width (full
width at half maximum, FWHM) was about 5 ns on both wavelengths, as presented in Section 2.2.
The plasma plume in air was obtained by focusing the laser beam using a lens with a focal length of
40 mm. A schematic diagram of the experimental apparatus is shown in Figure 1. The OPO system
was controlled by OPOTEK software installed on a PC. In our setup, the output energy of the laser was
determined by the timing of Q-switch firing, set by OPOTEK software. This characteristic introduced
some complications in streak camera triggering, because the detection system was triggered by the
Q-switch signal.
 
Figure 1. Time-resolved laser-induced breakdown: Experimental setup.
2.2. Detection System
The optical emissions from the plasma plume were collected by a spectrograph (SpectraPro 2300i)
and recorded with a Hamamatsu streak camera (model C4334) with an integrated video streak camera
(Figure 1). The streak images were time-resolved, thus enabling the monitoring of temporal evolution
of the ionic and atomic emission lines [7–9], or spatial development of the plasma. The fundamental
advantage of the streak scope was its two-dimensional nature, which was especially important for
measuring time-resolved LIBS spectra. The camera had a spectral range from 200 to 850 nm. The CCD
chip had a resolution of 640 × 480 pixels. The data were acquired and analyzed using High Performance
Digital Temporal Analyzer (HPD-TA) software provided by Hamamatsu.
The spectrograph contained a triple grating turret. Diffraction gratings of 50, 150, and 300
grooves/mm were installed. In the place of the 150 g/mm grating, we mounted the plain mirror
(see Figure 2). Thus, when grating of 150 grooves/mm was selected by HPD-TA software, the streak
62
Atoms 2019, 7, 6
camera, instead of the image of the optical spectrum, took the image of the spatial distribution of the
optical emissions of the laser-induced breakdown. To utilize as much of the CCD camera active area
as possible, the maximal size of the spectrograph entrance slit was used. The diffraction grating of
50 grooves/mm was used when we required a wide observing wavelength window, and the grating
of 300 grooves/mm was used when a better optical resolution was needed. Other optical parts of
the acquisition system were chosen to obtain an overall optical magnification of 0.6. In this case,
the calibration procedure showed that 1 mm on the target position corresponded to 72 pixels of the
CCD camera.
 
Figure 2. A simple modification of our spectrograph that enables easy switching between the spectral
and spatial measurement modes.
To take the streak image in the time frame of interest, the proper delay time must be set on the
digital delay generator (Stanford DG 535), which triggers the streak camera (see Figure 1). In our
setup, for camera time scales up to 200 ns, the laser Q-switch trigger out-signal was used to trigger
the streak camera. We used a fast 1-GHz photodiode and digital oscilloscope (Tektronix TDS 5032) to
determine the time interval between the Q-switch trigger and the laser pulse (see Figure 3). The laser
excitation pulse was partially reflected by the beam splitter, and acquired in an attenuated form by the
fast photodiode. The photodiode was chosen to be sensitive both to the fundamental (1064 nm) and
second harmonic output (532 nm) of the laser. There was a significant delay between the Q-switch,
the top trace (shown in Figure 3), and the laser firing recorded with fast photodiode, as shown in the
bottom trace in Figure 3. A similar problem concerning the acquiring of the streak image in the time
frame of interest was solved by Mohamed and Kadowaki [11] by using an image light scope.
To determine the time that a streak image begins relative to the Q-switch trigger signal and
the laser pulse, we had to tabulate the important time parameters of the detection system, provided
in Table 1. The output energy of our laser was varied by a laser controller, by setting the different
timings of the Q-switch. Thus, the time interval between the Q-switch signal and the laser pulse was a
consequence of the “percent of laser energy” parameter set by the operator on the laser control unit.
Moreover, the same “percent of laser energy” corresponded to the same timings and different energy
levels of the laser’s fundamental output and the laser’s second harmonic output. In the measurements
presented in this paper, for example, 100% of the laser energy meant 270 mJ on the fundamental
harmonic or 68 mJ on the second harmonic. To measure the values presented in Table 1, the second
harmonic of the laser was used as an excitation source.
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Figure 3. Delay time between the Q-switch trigger and the laser pulse.
Looking at Figure 3 and Table 1, it is easy to see that the time interval between the Q-switch
trigger and the laser pulse was more or less longer than the delay set on the delay generator. So, when
we say the “camera dead time”, we mean the time difference between the camera trigger signal and
the moment when the camera is capable of acquiring the streak image. Because of this dead time, the
streak camera needed to be triggered in advance of the laser pulse using the delay generator triggered
by the Q-switch.
Since the spectral range of our streak camera was in the interval from 200 to 850 nm,
the fundamental harmonic of our excitation pulse (at 1064 nm) could not be acquired by the streak
camera. We recorded waveforms of the laser’s fundamental harmonic (1064 nm) and second harmonic
(532 nm) using a fast photodiode and digital oscilloscope. The oscilloscope was triggered by the
Q-switch, using an internal trigger delay. The delay between the fundamental and the second harmonic
generator (SHG) was determined to be 2 ns, as shown in Figure 4. The delay came from a longer
optical path passing through the SHG. Measuring the length of the optical path and calculating the
time by using the known value of velocity of light gave the same result as that obtained from Figure 4.
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Figure 4. Delay time between laser pulses at 1064 nm and 532 nm obtained by a digital oscilloscope
and fast photodiode.
To analyze plasma development, it is necessary to determine the initiation and duration of the
excitation-laser pulse on streak images. Excitation-laser pulse is visible in Figure 5 (at 532 nm), where
the streak image of the optical spectrum of laser-induced air plasma is presented. The streak images are
usually presented in pseudo-color, where different intensities are coded as different colors. However,
for laser excitation at 1064 nm, or for spatial streak images, laser excitation is not necessarily visible.
 
Figure 5. Streak image of the optical spectrum of laser-induced air plasma. Laser excitation at 532 nm
is visible.
66
Atoms 2019, 7, 6
2.3. Determination of Synchronization Timing Using the Fast Photodiode
Two problems can be solved by acquiring the laser excitation signal using the fast photodiode.
First, the proper setting of the delay time generator used for triggering the streak camera can be
calculated. If this time is not properly set, the time window of interest will not be acquired by the
streak camera; usually, just a blank screen with some noise will be recorded. The proper setting of
the delay time generator can be read from Table 1, based on selected experimental parameters, and
acquiring the time interval between the Q-switch and laser firing by using the fast photodiode and
digital oscilloscope, as depicted in Figure 3.
Moreover, if the start of the laser pulse is not visible on the streak image, the timing of the
plasma development (recorded on the streak image) regarding the laser excitation could be calculated
using the fast photodiode signal. The calculation was performed with the data provided in Table 1.
The laser pulse position from the top of the streak image equaled the difference in the delay between
the Q-switch trigger signal (recorded by oscilloscope) and the laser pulse, the sum of the time set on
delay generator, and the camera’s dead time. If the calculated time is negative, the laser pulse has
begun before the time frame visible on the streak camera screen.
2.4. Determination of Synchronization Timing by Recording the Laser Pulse on the Streak Image
There is no doubt that the determination of synchronization timing can be best achieved by
recording the laser pulse on the same streak image as the plasma optical emission.
When the second harmonic of the laser at 532 nm was used as an excitation source, the laser signal
was made visible and recorded on spatial streak image, as follows. By the appropriate placement
of the neutral optical attenuator on the optical axis of the camera detection system, the plasma
optical emissions and the elastic scattering of the laser beam from air molecules were recorded
simultaneously on the same streak image (see Figure 6). The light attenuator enabled the camera to
“see” the plasma breakdown (attenuated by attenuator) on the left-hand side and the laser excitation
scattering (not attenuated) on the right-hand side of the focal point. The use of the attenuator was
necessary to allow the optical signals of the plasma and scattered laser to have similar values; otherwise,
after adjusting the gain of the detection system to match the intensity of the plasma optical emission,
the laser scattering signal would not have sufficient intensity to be recorded. We discarded the original
idea of transmitting the part of laser beam to the streak camera by a beam splitter as it was too risky.
 
Figure 6. Spatial streak images of a simultaneous recording of the plasma plume and laser pulse.
Plasma optical emission is visible on the left-hand side; there is laser excitation at 532 nm on the
right-hand side of the image.
67
Atoms 2019, 7, 6
Before performing any timing calculations, the streak image was corrected for possible geometric
distortion. Looking at Figure 5, the horizontal tilting of the streak image can be easily seen. The tilting
of the streak images stems from the fact that the deflection of streak sweep is not completely straight,
but rather, elliptic. This results in a geometric distortion of the streak image in the sweep direction.
The distortion, which is always present on original streak images, is not obvious when looking at
Figure 6. To make time calculations based on streak images, this distortion should be corrected using
the curvature correction tool provided by the camera software.
When the more powerful first harmonic of our laser was used as the excitation source, the situation
was more complicated. To make laser signal at 1064 nm visible, we used a very low concentration of
Rhodamine B dye embedded in PMMA thin film. On the time scales of interest in the present study,
the time delay of the Rhodamine B up-conversion fluorescence response was negligible, as proven
by our fluorescence measurements. Almost all of the laser beam energy was transmitted through the
thin PMMA film, placed about one centimeter from the focal point at an acute (sharp) angle, but not
equal to 45 degrees relative to the beam, to avoid even the partial reflection of the laser beam to the
camera. The Rhodamine B fluorescence, now visible by the camera, was recorded similarly to the
laser scattering shown in Figure 6. It should be noted that, in this case, only the position of the raised
edge of the laser excitation was correctly acquired. Again, the use of an optical attenuator for plasma
emissions was mandatory.
3. Results and Discussion
3.1. Spectroscopic Streak Images
A set of time-resolved optical emission spectra of the laser-induced breakdown in air is presented
in Figure 7. The second harmonic (532 nm) of the Q-switched Nd:YAG laser (nominal energy level of
70% was set on OPOTEK laser controller, measured as ~45 mJ per pulse) was used as an excitation
source. The temporal distributions of the laser pulses were also visible.
 
Figure 7. Temporal evolution of air plasma plume with a time range from 5 to 200 ns. (a) Time range is
5 ns, (b) time range is 10 ns, (c) time range is 20 ns, (d) time range is 50 ns, (e) time range is 100 ns, (f)
time range is 200 ns.
The images were recorded with the acquire mode operation of the streak camera. The spectrograph
grating of 50 grooves/mm was used, which enabled the plasma emission lines to be recorded in the
wavelength range of 325 nm (horizontal axis). The vertical axis corresponds to the plasma development
over time. The time range of the spectra in Figure 7 was from 5 to 200 ns. These results provide good
insight into all stages of the plasma plume development. It is easy to see that the laser pulse was
present before the creation of the plasma. The laser pulse at 5 ns and the plasma continuum can be
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seen in Figure 7a. In Figure 7b, the spectral lines begin to emerge and are quite discernible in Figure 7c.
In Figure 7d–f, the spectral lines of the air constituents (N, O, C, etc.) are instantly recognizable.
To make the optical emission spectrum more precise, we used the streak camera photon counting
mode of operation with 1000 exposures. The results are presented in Figure 8a. The camera trigger
time was delayed, so the streak image did not include the beginning of the plasma to avoid the
domination of continuum in the early stage. The profile lines of this image are presented in Figure 8b.
The emission lines from the neutral and singly charged nitrogen, oxygen, and carbon atoms are
identified in Figure 8b.
 
Figure 8. (a) The streak image of the emission lines obtained during laser-induced plasma in air. (b)
One-dimensional profile of streak image (a) integrated into the time range of 35 ns.
3.2. Spatial Streak Images
The spatial streak images of the plasma plume in air for different excitation energies are presented
in Figure 9. The laser beam was incident from the right-hand side of all spatial streak images of plasma
plume. As expected, the plasma plume expanded towards the laser beam, which entered from the
right-hand side of the images.
As the input energy gradually increased from 51 to 139 mJ for the streak images shown in Figure 9,
more plasma with a longer expansion stage was observed as well as a corresponding increase in the
plasma duration.
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Figure 9. Time evolution of the air plasma obtained at different energy levels of the laser pulse at 1064 nm. 
Figure 9. Time evolution of the air plasma obtained at different energy levels of the laser pulse at
1064 nm.
The plasma-expansion process from the laser-induced breakdown can be easily followed over time
on the streak image presented in Figure 10. The Nd:YAG laser pulse energy was 140 mJ (λ = 1064 nm).
The overall optical magnification of the detection system for this image was chosen to be equal to
unity, so the calibration procedure showed that 1 mm on the target area corresponded to 120 pixels
of CCD camera. The spatial resolution was enhanced with a smaller streak camera viewing angle as
a price to pay. The image was obtained using the maximum entrance slit of 3000 μm. It can be seen
from the motion of an emission peak that the laser plasma expanded towards the laser output, shifting
gradually in time from the left to the right direction (Figure 11). By tracking the maximum brightness
displacement shown in Figure 10, a velocity of plasma expansion of 35 km/s was obtained.
Figure 10. A streak image optimized for plasma-expansion velocity measurements.
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Figure 11. Spatial distributions of the laser-induced plasma for several time points.
4. Conclusions
In this paper, we presented a simple modification of the Hamamatsu 4334 Streak camera and
SpectraPro 2300i spectrograph system that enabled easy switching between the spectral and spatial
measurement modes, so that spectral and spatial streak images could be taken under equal conditions
and with the same acquisition parameters. The problem of synchronization of the streak camera with
the Q-switched Nd:YAG laser was also analyzed here.
To improve the analysis of laser-induced plasma development, it is necessary to determine the
exact timing of laser excitation relative to the time scale on streak images. We described several
methods to determine the laser signal timing on streak images—one using the fast photodiode, and
other techniques based on recording the laser pulse directly on streak image, including the excitation
at 1064 nm, which is not visible by the streak camera system.
An analysis of streak images acquired using the techniques explained here could be very useful
for obtaining important laser plasma parameters such as temperature and electron density, as well as
the plasma-expansion velocity and plasma starting times, including their variation over time. As an
illustration, the emission lines of elements constituting the air were identified on the spectral streak
image. As another example, we estimated the initial air plasma-expansion velocity using the enhanced
spatial resolution of the detection system.
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Abstract: The analysis of experimental Stark halfwidths of spectral lines of singly ionized oxygen
and silicon and double ionized silicon is presented in this work. The considered spectral lines were
emitted from plasma generated in an electromagnetically driven T-tube, with an electron temperature
of 15,000 K and electron density of 1.45 ˆ 1023 m´3. The obtained Stark halfwidths were compared to
experimental values given by other authors. In addition, all experimental values were compared to
theoretical values. These data are useful for diagnostics of laboratory and astrophysical plasmas as
well as verifying theoretical models.
Keywords: plasma; spectral lines; Stark broadening; oxygen; silicon
1. Introduction
Spectral lines of ionized oxygen and silicon are often present in spectra emitted from laboratory [1–26]
and astrophysical plasmas [27–33]. Stark parameters of these spectral lines can be used for plasma
diagnostics, as it can be seen in the references given above. New and reliable experimental data can
also be used for testing existing and new theoretical calculations.
The presence of O II, Si II and Si III spectral lines in our experiments was first observed in the
spectra emitted from the T-tube while using pure helium as the working gas [34,35]. Oxygen and
silicon occur in our plasma as impurities originating from the glass walls of the discharge vessel. Two
examples of these spectra are given in Figure 1.
 
      (a)                                               (b) 
Figure 1. Examples of recorded He spectra with (a) Si II and (b) O II lines present as impurities
in plasma.
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Since the plasma is produced in a T-tube, which operates on the principle of shockwave
propagation in a glass tube, oxygen and silicon appear in the plasma due to an ablation of the
glass walls of the tube [35].
The intention of this paper is to give a comprehensive analysis of all experimental results of
spectral line halfwidths presented in [35] and give more details about the experiment used in [35].
2. Details of the Experiment
2.1. Plasma Source
The plasma was produced in an electromagnetically driven T-tube [35,36]. The T-tube consists
of a glass vessel with an internal radius of 27 mm with electrodes placed in the vertical part of the
tube. A reflector made of quartz glass is positioned in the horizontal part of the tube, 14 mm from the
electrode axis. The cross section of the T-tube is given in Figure 2.
Figure 2. The cross section of the T-tube.
The plasma is produced by electrical discharge between the electrodes. The discharge current
runs between the electrodes and through the return wire. Due to the opposing current flow directions,
a repelling force exists between those two current flows.
Since a large amount of energy is released in a short amount of time, a shockwave is formed
when the discharge occurs. This shockwave is then driven towards the reflector and produces plasma
in the horizontal part of the T-tube. The front of the shockwave is flat, which results in a radially
homogenous plasma [37]. Once the shockwave reaches the reflector it reflects and propagates in
the opposite direction, further heating, exciting and ionizing the gas. More details on shockwave
propagation in the used T-tube can be found in [36].
Most of the glass wall ablation occurs in the corners where the horizontal and vertical parts of
the tube are joined [35], due to the impact of the incident shock wave front. The ablated silicon and
oxygen atoms and ions are carried by the moving plasma toward the reflector.
The accompanying gas system is schematically presented in Figure 3. The T-tube has openings on
the electrodes and behind the reflector for gas input, output and pressure measurement. The tube is
first evacuated to a base pressure of 0.5 Pa. The working gas, in this case pure helium, is then released
into the system and it flows through the T-tube at an operating pressure of 300 Pa. The pressure in the
tube is monitored by a U-tube manometer.
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Figure 3. The T-tube, the system for supplying gas and the vacuum system.
A schematic representation of the electrical system is given in Figure 4. Four capacitors, 1 μF each,
are charged up to a voltage of 20 kV. The voltage on the capacitors is measured by a high voltage probe,
and led to a voltage comparator. Once the voltage reaches 20 kV, a 400 V pulse is generated and sent to
the pulse transformer. There, a 10 kV pulse is formed and sent to the spark plug of the spark gap. This
pulse is sufficient to initiate a discharge of the capacitors through the spark gap and the T-tube.
Figure 4. Schematic representation of the electrical system used for performing the discharge through
the T-tube.
The discharge current has to be critically dampened, which was achieved by serially connecting a
0.3 Ω resistor in the discharge circuit. In this way, a single, short lasting, discharge current pulse is
provided at the desired moment, resulting in the formation of a single, well defined, shock wave.
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2.2. The Experimental Setup with the Spectral Recording System
A block scheme of the experimental system is given in Figure 5. The radiation emitted from the
T-tube was collected radially, by means of an optical fiber which was placed at 2 cm from the reflector.
At that position, optimum intensities of ionized oxygen and silicon spectral lines were observed. All
measurements were carried out for the incident shock wave. The collected radiation was led to the
entrance slit of the spectrometer. The used spectrometer was a Czerny-Turner type device, with 1 m
focal length and a dispersion grating of 1200 g mm´1. The inverse linear dispersion was 0.83 nm/mm.
Figure 5. Block scheme of the T-tube experimental setup with the spectral recording system.
A photomultiplier tube and an ICCD camera were placed at the exit of the spectrometer, and a
selection mirror allowed for alternating between those two detectors. The photomultiplier tube was
used to observe the time evolution of the optical signal emitted from the plasma, as shown in Figure 6.
 
Figure 6. Time evolution of the optical signal from the plasma, recorded by the photomultiplier.
The exposure time of 0. 5 μs in the incident shock wave is denoted by the arrows.
According to the observed signal, a delay time of 6.5 μs and an exposure time of 0.5 μs were
chosen, in order to record radiation originating from stable plasma [35]. An ICCD camera was used
for the recording of the spectra, see example in Figure 7.
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Figure 7. Example of the recorded spectra containing some Si II and Si III spectral lines.
2.3. Plasma Diagnostics
The electron density was determined by measuring the peak separation of the He 447.1 nm
line and calculated by using the formula given in [38]. The obtained value was 1.45 ˆ 1023 m´3.
The experimental uncertainty was estimated as 15% and was caused by the error in peak separation
measurement [35].
The electron temperature was determined by using the Boltzmann plot method. This required
the plasma to be in thermodynamic equilibrium. This was checked according to the criteria given
in [39]. It was found that the plasma observed in this work did not meet the conditions for local
thermodynamic equilibrium, but did meet the conditions for partial local thermodynamic equilibrium.
In order to determine the electron temperature, 6 Si II and 12 O II spectral lines were used. The
necessary atomic data were taken from the NIST atomic spectra database [40]. The obtained Boltzmann
plots are presented in Figure 8.
 
Figure 8. Boltzmann plots of Si II and O II spectral lines [35].
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The electron temperature was determined from the slope of these plots by using the formula
given in [41,42]. The obtained values were 14,900 K for Si II lines, and 15,300 K for O II lines.
The estimated errors were within 10.8 and 17.2 percent [35]. The necessary recorded spectral line
intensities are an average of ten shots. The variation of line intensities in successive shots is less than
5%. The spectral sensitivity uncertainty is below 1%. These uncertainties are included in the estimated
temperature errors.
3. Spectral Line Broadening
The shape of O II, Si II and Si III spectral lines emitted from the plasma is best described by
a theoretical Voigt profile. This profile is a convolution of the Gaussian and Lorentzian profiles.
The Gaussian profile is due to Doppler and instrumental broadening, while the Lorentzian profile
originates from Stark, Van der Waals and resonant broadening mechanisms. The broadening
contributions of these individual mechanisms werecalculated for the observed lines in [35].
The Doppler broadening was between 0.005 nm and 0.01 nm for all lines. This was calculated
by using the formula given in [43]. Van der Waals halfwidths were obtained by using the formula
in [41] and [44], and ranged from 2 ˆ 10´5 nm to 12 ˆ 10´5 nm. Resonance halfwidths, where this
effect was possible, were in the range between 6 ˆ 10´6 nm and 2.3 ˆ 10´3 nm and were calculated by
using the formula given in [45] and [46]. Since the instrumental halfwidth for our experimental setup
was around 0.45 nm, it can be claimed that the Gaussian part of the line profile is due to instrumental
broadening. Similarly, the Lorentzian part of the line profile is a consequence of Stark broadening.
Thus, by carrying out the deconvolution procedure [47], Stark halfwidths are obtained.
Although oxygen and silicon are present in the observed plasma only as impurities,
the self-absorption effect was checked. Details of the used procedure are given in [48,49]. It was
found that self-absorption was negligible in this experiment [35].
4. Results of Stark Halfwidth Measurements for O II, Si II and Si III Spectral Lines
Experimental Stark halfwidth data for 37 O II, 10 Si II and 12 Si III spectral lines were determined
and are published in [35]. Available Stark halfwidth data, which have been published by other authors,
can be found in the Critical Review papers [49–55]. According to these Critical Review papers, data on
Stark halfwidths of O II spectral lines were found in 7 papers [1–7]. Data on Stark halfwidths of Si II
and Si III spectral lines were found in 15 papers [8–22] and 6 papers [18,20,23–26], respectively. Each
of those papers contains only a small number of spectral lines. Different experiments were performed
under different conditions and by using different plasma sources. In contrast, Stark halfwidths of a
large number of spectral lines from a wide spectral region and from one plasma source were obtained
in [35].
The results were analyzed in several different ways. First, according to the regularities and
similarities in plasma broadened spectral line widths [56]. Second, Stark halfwidths obtained in [35]
were compared to values published by other authors [1,4–10,12–15,17,18,20,23,25,26]. Third, all
experimental halfwidth values, both from [2] and from [1,4–10,12–15,17,18,20,23,25,26], were compared
to theoretical values [57,58] by calculating the ratio of experimental to theoretical halfwidths. The
analysis in this paper is performed only for those experimental results of other authors which contain
data for more than one line in the observed multiplets.
4.1. Analysis of Stark Halfwidths of O II Spectral Lines
The analysis of O II Stark halfwidths inside a multiplet, according to [56], is given in Table 1.
The line halfwidths in a multiplet usually agree within a few percent [56]. Taking into account
experimental errors, we propose that if the variation of line halfwidths inside a multiplet is within
10%, the multiplet criterion is satisfied.
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(3P)3s-(3P)3p 4P-4Do 7 Satisfied
(3P)3s-(3P)3p 4P-4Po 3 Satisfied
(3P)3s-(3P)3p 4P-4So 3 Satisfied
(3P)3s-(3P)3p 2P-2Do 2 Satisfied
(3P)3s-(3P)3p 2P-2Po 4 Satisfied
(3P)3p-(3P)3d 4Do-4F 2 Satisfied
(1D)3s-(1D)3p 2D-2Fo 2 Satisfied
(3P)3p-(3P)3d 4Po-4P 2 Satisfied
(3P)3p-(3P)3d 4So-4P 2 Satisfied
(1D)3p-(1D)3d 2Fo-2G 2 Satisfied
[1]
(3P)3s-(3P)3p 4P-4Do 2 Satisfied
(3P)3s-(3P)3p 4P-4So 3 Satisfied
(1D)3s-(1D)3p 2D-2Fo 2 Satisfied
[4] (3P)3s-(3P)3p 4P-4Do 2 Satisfied
[5] (3P)3s-(3P)3p 2P-2Do 2 Satisfied
[6]
(3P)3s-(3P)3p 4P-4Do 4 Satisfied
(3P)3s-(3P)3p 4P-4Po 3 Satisfied
(3P)3p-(3P)3d 4Do-4F 2 Satisfied
(1D)3s-(1D)3p 2D-2Fo 2 Satisfied
[7]
(3P)3s-(3P)3p 2P-2Po 2 Not satisfied, 32.1%
(3P)3p-(3P)3d 4Do-4F 2 Not satisfied, 26.7%
(1D)3p-(1D)3d 2Fo-2G 2 Not satisfied, 19.9%
All results regarding OII lines, obtained in [35], meet the proposed multiplet criterion. Lines
within the same multiplet deviate within a maximum of 5% from the average value. Most of the
results published by other authors also meet this criterion. The results in [7], however, do not meet the
proposed criterion for multiplets.
When comparing Stark halfwidths obtained in [35] to those published by other authors, the general
halfwidth ratio range was found to be between 0.6 and 1.2 [35]. The results of [35] agree best with the
results in [5], for which the halfwidth ratio is between 0.92 and 1.04. However, halfwidths published
in [3,6] are significantly larger than those obtained in [35]. A strong disagreement was found with
the results of [7] as well. For this analysis, the results of other authors were recalculated for the same
electron temperature and density.
In order to compare experimental halfwidth results [35] with theoretical ones, halfwidth values
were calculated according to the modified semi empirical formula (MSE) [57], the simplified modified
semi empirical formula (SMSE) [58] and, where it was possible, were taken from the semi classical
calculations [59].
The ratio of all experimental halfwidths and theoretical halfwidths [56] is generally between 0.7
and 1.18 [35]. Only the results given in [7] deviate from this range, with halfwidth ratios up to 1.6.
Apart from that, it can be concluded that the experimental results, in general, agree best with theoretical
values in [59].
In comparison to experimental Stark halfwidth values, the MSE theory provides systematically
larger halfwidth values. The general halfwidth ratio is from 0.6 to 1.0 [35]. In contrast, the SMSE theory
predicts values which are smaller than the experimental ones, with a general halfwidth ratio from 1.3
to 2.5 [35]. The results of [3,6] differ from SMSE results even more, resulting in halfwidth ratios from
4.0 to 5.0.
An example of the experimental and theoretical data distribution for one spectral line is given in
Figure 9.
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Figure 9. Experimental and theoretical Stark halfwidth dependence on temperature for the O II
407.215 nm spectral line for the electron density of 1023 m´3. The presented data are: ‘ [1], l [6],  [7],
 [35],  [57],  [58] and  [59].
4.2. Analysis of Stark Halfwidths of Si II Spectral Lines
Stark halfwidths of SI II spectral lines, which were measured in [35], satisfy the proposed
multiplet criterion very well, with deviations from the average halfwidth value being less than
3.5%. The results published in [9,10,13,17] also meet this criterion, while some results in [8,12,14,15,18]
do not. An overview is given in Table 2.







3s3p2-3s24p 2D-2Po 3 Satisfied
3s24s-3s24p 2S-2Po 2 Satisfied
3s23d-3s24f 2D-2Fo 2 Satisfied
[8] 3s3p2-3s24p 2D-2Po 3 Not satisfied, 14%
[9] 3s3p
2-3s24p 2D-2Po 2 Satisfied
3s24s-3s24p 2S-2Po 2 Satisfied
[10] 3s24s-3s24p 2S-2Po 2 Satisfied
[12] 3s
24s-3s24p 2S-2Po 2 Satisfied
3s23d-3s24f 2D-2Fo 2 Not satisfied, 25%
[13] 3s3p
2-3s24p 2D-2Po 2 Satisfied
3s24s-3s24p 2S-2Po 2 Satisfied
[14] 3s3p2-3s24p 2D-2Po 2 Not satisfied, 28%
[15]
3s3p2-3s24p 2D-2Po 2 Not satisfied, 11.7%
3s24s-3s24p 2S-2Po 2 Not satisfied, 18%
3s23d-3s24f 2D-2Fo 2 Not satisfied, 11.5%
[17]
3s3p2-3s24p 2D-2Po 3 Satisfied
3s24s-3s24p 2S-2Po 2 Satisfied
3s23d-3s24f 2D-2Fo 2 Satisfied
[18]
3s3p2-3s24p 2D-2Po 3 Not satisfied, 11.3%
3s24s-3s24p 2S-2Po 2 Satisfied
3s23d-3s24f 2D-2Fo 2 Satisfied
[19]
3s3p2-3s24p 2D-2Po 2 Satisfied
3s24s-3s24p 2S-2Po 2 Satisfied
3s23d-3s24f 2D-2Fo 2 Satisfied
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By comparing the experimental results of [35] to those of other authors, a common halfwidth ratio
from 0.4 to 1.5 was found. Results given in [20] deviate significantly from this, with a ratio of 5.0.
When compared to the theoretical results of [59], most experimental values provide a halfwidth
ratio from 0.5 to 1.2. Some results in [12] are outside of this range (1.95). Comparing experimental
results to values obtained from the MSE theory, a common halfwidth ratio from 0.5 to 1.7 is obtained.
Again, the results given in [12] deviate with a ratio up to 2.58. The SMSE theory gives systematically
smaller values than experimental ones, which is especially noticeable for transitions with a higher
orbital quantum number. The experimental and theoretical Stark halfwidth data for one Si II spectral
line are presented in Figure 10.
 
Figure 10. Experimental and theoretical Stark halfwidth dependence on temperature, for the Si II
505.598 nm spectral line for the electron density of 1023 m´3. The presented data are:  [12], ‹ [15],
 [16],  [17],  [19],  [20],  [35],  [57],  [58] and  [59].
4.3. Analysis of Stark Halfwidths of Si III Spectral Lines
The experimental results for Si III from [35] satisfy the proposed multiplet criterion very well,
with line Stark halfwidths differing 4% or less from the multiplet average value. Some of the other
authors satisfy this criterion as well [18,23,25] while some do not [20,26], as it can be seen in Table 3.







3s3d-3s4p 3D-3Po 3 Satisfied
3s4s-3s4p 3S-3Po 3 Satisfied
3s4p-3s4d 3Po-3D 3 Satisfied
[20] 3s4p-3s4d 3Po-3D 3 Not satisfied, 16%
[18]
3s3d-3s4p 3D-3Po 3 Satisfied
3s4s-3s4p 3S-3Po 3 Satisfied
3s4p-3s4d 3Po-3D 3 Satisfied
[23]
3s4s-3s4p 3S-3Po 3 Satisfied
3s4p-3s4d 3Po-3D 3 Satisfied
[25] 3s4s-3s4p 3S-3Po 3 Satisfied
[26] 3s4s-3s4p 3S-3Po 2 Not satisfied, 11.5%
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The experimental halfwidths obtained in [35], when compared to those of other authors, are mostly
in a ratio from 0.6 to 1.55. For the results published in [20], however, this ratio is 0.14.
For the observed Si III spectral lines, no data could be found in [59], so that no comparison could
be made. When comparing all experimental values to MSE theory values, a common halfwidth ratio
was found to be from 0.6 to 1.6. Again, some results given in [20] deviate significantly from most other
results with a ratio of 6.08. The SMSE theory mostly gives smaller values, especially for higher orbital
quantum numbers, as in the case of Si II. This is not always the case, as it can be seen in Figure 11.
For the spectral line Si III 456.782, the SMSE theoretical values are higher than both the MSE theory
and experimental data.
 
Figure 11. Experimental and theoretical Stark halfwidth dependence on temperature, for the Si III
456.782 nm spectral line for the electron density of 1023 m´3. The presented data are:  [23],  [25],
 [26],  [35],  [57] and  [58].
5. Conclusions
In this work, a comprehensive analysis of the experimental Stark halfwidth data of ionized
oxygen and silicon is presented. The analysis is performed on experimental results measured in [2] and
the available results of other authors [1,4–10,12–15,17,18,20,23,25,26]. A comparison with theoretical
results [57–59] is also given.
In measurements performed in [35], special attention was paid to the experiment, the spectral
recording and the data analysis. Stark halfwidths of a large number of spectral lines were obtained,
covering a wide spectral region. All of these lines were emitted from the same plasma source, under
the same conditions, and recorded with the same equipment. Some additional details about the
experiment are given in this paper.
The analysis of the results published by other authors, revealed a few papers that contain results
that strongly deviate from the results measured in [35], from available experimental data by other
authors, and from theoretical values (see Sections 4.1–4.3). These halfwidth values should be used
with caution for e.g., plasma diagnostics purposes.
The data obtained in [35] could be used for plasma diagnostics of both laboratory and
astrophysical plasmas. Existing, as well as new theories could also be tested using these data. More
independent experimental work is still needed to further improve the database of experimental Stark
halfwidth results.
Funding: This research was funded by the Ministry of Education, Science and Technological development of
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Abstract: The cathode sheath (CS) region is the most important part of abnormal glow discharge
(GD), where various processes relevant for the operation and application occur. The most important
parameter of the CS is the distribution of electric field strength E which is of crucial importance for
charged particles acceleration, their trajectories, kinetic energies, and collisions with other particles
and cathode sputtering. All these processes are relevant for the operation of GD as well as for
numerous applications in the field of spectroscopic analysis, plasma etching, thin film deposition,
and depth profiling of cathode material. Thus, the importance of non-perturbing technique for E
distribution measurement in the CS region was recognized long time ago. Within this article, a simple
technique based on standard optical emission spectroscopy (OES) and typical laboratory equipment
has been used for E mapping in the CS region of an abnormal glow discharge.
Keywords: spectroscopy; gas discharges; plasma applications
1. Introduction
Over several past decades, glow discharges (GD) have been successfully used as the excitation
sources in analytical spectroscopy of metal and alloy samples, as well as in their depth profiling [1–3].
For successful operation and maintenance of GD, their cathode sheath (CS) region turns out to be of
crucial importance. The condition necessary for successful use of the CS region for investigation of
electric field was first given by Lo Surdo see e.g., [4]. By reduction of the distance between cathode and
anode, a great potential drop located in a few millimeters is attained. In such a way, an appreciable
density of the electric current arises, and this is of vital importance for the intensity of light emitted
from the discharge.
In the cathode sheath region, the emitted spectral lines exhibit a direct current (dc) Stark effect
under the influence of electric field E, causing splitting of the radiation into Stark components and
their Stark shifting. A well-established method for the measurement of electric field is based on the
spectroscopy of the first two hydrogen Balmer lines (Hα, Hβ), which exhibit a linear dc Stark effect,
see for instance [4].
Recent studies of He I lines, see e.g., [5–12], indicate that some of the He I lines may be used
for low electric field E measurement with an accuracy of several percent. Other experiments were
performed with argon and neon as the working gas, where the spectral lines of argon and neon
atoms, Ar I and Ne I, exhibit a quadratic Stark effect, see e.g., [13–16]. Most of these experiments were
performed at relatively high E values exceeding 100 kVcm−1. A theoretical study of neutral neon lines
was given by Ziegelbecker and Schnizer [17].
Because glow discharge sources were intensively used for applications in optical emission
spectroscopy (OES), it has become evident that reliable wavelength tables of glow discharge spectra
are needed. A group of authors decided to overcome this lack of data and began measuring and
Atoms 2019, 7, 9; doi:10.3390/atoms7010009 www.mdpi.com/journal/atoms86
Atoms 2019, 7, 9
comparing GD wavelengths and line intensity data with other available sources of information [18].
For the measurement of line intensity and wavelength several instruments were used, see [18] for
details. In order to achieve a high spectral resolution a Fourier transform spectrometer is used (FTS).
As a light source, a Grimm-type GD with 4 mm anode hole operated at the pressure of about 15 mbar in
argon or neon is used. This analytical GD source is built on the basis of the Grimm original design [19].
All discharge observations are carried out end-on through the anode opening, perpendicular to the
cathode surface, with argon and neon as working gas. These two gases were used most frequently to
operate an analytical GD. This investigation showed that some Ar I and Ne I lines have large widths,
exceeding 4–5 times the instrumental width, and in addition to line broadening, red shifting of lines
has also been detected [20].
Theoretically speaking, there are two possible reasons for the broadening and shifting of
non-hydrogenic spectral lines in a Grimm GD source observed perpendicular to the cathode surface.
These are: (i) the dc Stark effect within the cathode sheath region; and (ii) plasma broadening in the
negative glow (NG) region. The aim of this work is to study and explain the origin of large widths
and shifts detected in [18], as well as to supply experimental Stark shift data for several Ne I lines not
studied before. The explanation is of importance for the application of new wavelength tables and may
have a considerable importance to preventing possible misinterpretation of the profile wavy features
as a weak radiation emitted by some elements that are contained in traces in the samples under study.
Also, an appropriated method for measurement of electric field in CS region was developed.
2. Description of Experimental Setup
The discharge source, a modified Grimm GD, was laboratory made after a Ferreira et al.
design [21]. A hollow anode 30 mm long with inner and outer diameter 8 mm and 13 mm, respectively,
has a longitudinal slot (16 mm long and 1.5 mm wide) for side-on observations along the discharge
axis, see Figure 1. The water-cooled cathode holder has an exchangeable electrode (Fe, W), 18 mm
long and 7.60 mm in diameter, which screws tightly into its holder to ensure good cooling.
Figure 1. (a) Schematic description of the end-on recordings setup (left), and the end-on profile of
the Ne I 503.775 nm spectral line (right). (b) Schematic description of the side-on recordings setup
(left), and the side-on profile of the same line recorded in the same experiment in the vicinity of the
cathode surface.
Experiments were carried out with argon (purity 99.999%) and mixture of neon and hydrogen
(vol. 99.2% Ne + 0.8% H2). The continuous flow of about 300 cm3/min of working gases was sustained
in the pressure range 5–10 mbar by means of needle valve and two two-stage mechanical vacuum
pumps. The reported results for gas pressure represent an average between gas inlet and outlet
pressure measurements.
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To run the discharge a current stabilized dc power supply (0–2 kV, 0–100 mA) is used. A ballast
resistor of 5.3 kΩ is placed in series with the discharge and the power supply. Spectroscopic
observations of Grimm GD were performed end-on, while for axial intensity distribution of side-on
radiation observed through the anode slot, the discharge tube was moved in ≈0.125 mm steps.
The light from the discharge was focused with an achromatic lens (focal length 75.8 mm) with 1:1
magnification onto the 20 μm entrance slit (height restriction 2 mm) of 2 m focal length Ebert type
spectrometer with 651 g/mm reflection grating blazed at 1050 nm. For the line shape measurements,
the reciprocal dispersion of 0.37 nm/mm in second diffraction order is used. All spectral measurements
were performed with an instrumental profile very close to Gaussian form with measured full width at
half maximum (FWHM) of 0.0082 nm. Signals from CCD detector (29.1 mm length, 3648 pixels, 1 pixel
≈ 0.00278 nm) were A/D converted, collected, and processed by PC.
The spectral lines were observed along the axis of a cylindrical glow discharge perpendicular to
the cathode surface, see end-on profile in Figure 1a, and parallel to the cathode surface, see side-on
profile in Figure 1b. The overall profile of the Ne I 503.775 nm spectral line recorded end-on comprises
of the pronounced central peak and a wavy red wing, see Figure 1a.
3. Historical Background
3.1. The dc Stark Effect on Ar I Spectral Lines
The line shifting of ninety-one Ar I lines with electric field were studied in [13]. Only two Ar I lines
from this study are detected in our experimental conditions, see Table 1 containing their configuration,
term values and total angular momentum. The shifting of the non-degenerate upper level of Ar I









and for the upper level of Ar I 518.775 nm line by the following Formula [13]:
Δνi = A1E + A2E2 + A3E3 + . . . (2)
where: Δνi in both formulas represents the change of wave number of level i; E is the strength of
electric field, while a1, a2, A1, and A2 are the algebraic coefficients for the studied energy levels taken
from Tables III and IV in [13]. The list of studied Ar I lines with relevant spectroscopic data is given in
Table 1, and the list of algebraic coefficients for these lines is given in Table 2.









518.775 3s23p5(2P◦3/2) 4p2[1/2] 1 3s23p5(2P◦1/2) 5d′2[3/2]◦ 2
522.127 3s23p5(2P◦3/2) 4p2[5/2] 3 3s23p5(2P◦3/2) 7d2[7/2]◦ 4













518.775 - - 1.25× 10−1 1.51× 10−3 −4.19× 10−6
522.127 4.23× 10−1 −169.34 - - -
Examples of Stark shifts for the Ar I 522.127 nm and the Ar I 518.775 nm lines are given in
Figure 2a,b, respectively, as electric field strength E against the change of wave number Δνi.
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Figure 2. Behavior of terms of group: (a) 7d (Ar I 522.127 nm) and (b) 5d′ (Ar I 518.775 nm) in a dc
Stark field [13].
3.2. The dc Stark Effect on Ne I Spectral Lines
In Table 3, the list of studied Ne I spectral lines are presented. For the two Ne I spectral lines
denoted with asterisk, the relevant dc Stark shift data are taken from [14].









503.135 2s22p5(2P◦3/2) 3p2[5/2] 3 2s22p5(2P◦3/2) 5d2[5/2]◦ 3
503.775 2s22p5(2P◦3/2) 3p2[5/2] 3 2s22p5(2P◦3/2) 5d2[7/2]◦ 4
507.420 2s22p5(2P◦3/2) 3p2[5/2] 2 2s22p5(2P◦3/2) 5d2[5/2]◦ 2
508.038 2s22p5(2P◦3/2) 3p2[5/2] 2 2s22p5(2P◦3/2) 5d2[7/2]◦ 3
511.367* 2s22p5(2P◦3/2) 3p2[1/2] 1 2s22p5(2P◦1/2) 4d′2[3/2]◦ 1
515.196 2s22p5(2P◦3/2) 3p 2[3/2] 1 2s22p5(2P◦3/2) 5d 2[5/2]◦ 2
515.443 2s22p5(2P◦3/2) 3p 2[3/2] 1 2s22p5(2P◦3/2) 5d 2[3/2]◦ 1
520.390 2s22p5(2P◦3/2) 3p 2[3/2] 2 2s22p5(2P◦3/2) 5d2[5/2]◦ 3
520.886 2s22p5(2P◦3/2) 3p 2[3/2] 2 2s22p5(2P◦3/2) 5d 2[3/2]◦ 2
534.109* 2s22p5(2P◦3/2) 3p2[1/2] 1 2s22p5(2P◦3/2) 4d2[1/2]◦ 1
In reference [14], Jäger and Windholz presented the results of experimental study of dc Stark shift
for 141 Ne I lines corresponding to 31 levels of neon atom. This study showed that the relation between
electric field strength E and measured wave number shifts Δσ can be approximated in a rather wide
range of E by the analytical expressions:





/(A2 − Δσ1); Δσ2 = A3E2. (3)







In Equations (3) and (4), the parameters A1, A2, and A3 are the line-specific coefficients chosen in
such way to obtain the best agreement with experimental data. The values of these three coefficients
for each Stark component of Ne I 511.367 nm (3 components) and Ne I 534.109 nm line (2 components),
are presented in Table 4 in accordance with [14].
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511.367 1 −6.111 × 10−2 2.783 × 101 −4.700 × 10−5
2 −8.889 × 10−2 5.165 × 101 −1.370 × 10−4
3 −1.416 × 10−1 4.707 × 101 −6.700 × 10−15
534.109 1 −7.935 × 10−2 7.138 × 101 −1.470 × 10−4
2 −2.330 × 10−1 1.883 × 102 −5.200 × 10−5
The Stark shift dependence versus electric field strength E for the Ne I 511.367 nm line and the Ne
I 534.109 nm line are given in Figure 3a,b, respectively.
Figure 3. Behavior of terms of group: (a) 4d′ (Ne I 511.367 nm) and (b) 4d (Ne I 534.109 nm) in a dc
Stark field [14].
4. Results
Taking into consideration the results of analytical GD investigation presented in [22], the first
end-on recordings were performed on Ne I 503.775 nm line. One may notice that the overall profile of
Ne I 503.775 nm line comprises the central peak and a wavy red wing, see Figure 1a. The central peak
dominantly consists of the unshifted radiation from the NG region, while the wavy wing consists of
the red-shifted radiation from the CS region due to quadratic dc Stark effect. When observed side-on,
the profile of Ne I 503.775 nm line emitted in the vicinity of cathode surface shows a complex structure,
see Figure 1b. From this Ne I profile, one can easily recognize a small central peak of the unshifted
radiation, followed by a pronounced red wing consisting of three components with different red
shifts. The unshifted radiation is emitted from the discharge protruding outside of electric field region,
and this phenomenon was noticed earlier in the study of He I lines in the same type of discharge [6].
The presence of unshifted radiation enabled us to measure dc Stark shift of studied lines. Increasing
the distance to the cathode, the position of shifted profiles maxima move towards the central peak
due to decrease of E, which falls to zero at the boundary between CS and NG region. For that reason,
the three wavy peaks of the end-on profile, representing the integral radiation both from CS and NG,
are shifted somewhat towards the central peak but remain correlated with the maxima of the presented
Ne I side-on profile. On the basis of this research, one may conclude that the wavy forms observed
during end-on recordings, are the result of superposition of line intensities emitted from the CS region
(the influence of the dc Stark effect) and the NG region. It is important to mention that similar behavior
was observed as well for other investigated spectral lines (Ar I and Ne I), but the Ne I 503.775 nm line
represent the best example. The primary goals of this work are the study of Ar I and Ne I spectral
lines emitted from CS region, the measurement of dc Stark shifts and determination of the electric field
distribution along CS region of Grimm type abnormal glow discharge.
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4.1. Results of the dc Stark Shift Measurements for Ar I Lines
Although, a numerous Ar I lines in the presence of dc electric field were already investigated
(E > 60 kV/cm) [13], under our experimental conditions (E<15 kV/cm), only two Ar I spectral lines
with noticeable dc Stark effect are detected. From Figure 2a one may notice that Ar I 522.127 nm line
shifts toward higher wavelengths (smaller wave numbers). For the Ar I 518.775 nm line, the dc Stark
shift is smaller and directed toward the blue spectral region (shorter wavelengths), see Figure 2b.
The dc Stark shift of Ar I 518.775 nm line as well as other Ar I lines originating from versatile upper
levels shows a complex dependence on E [13]. For these levels, a maximum shift takes place at certain
field strength, and above this value the shift decreases. A thorough investigation of Ar I 518.775 nm
line was made in [23]. Here, for the sake of electric field distribution measurement, Ar I 522.127 nm
line was used.
In order to confirm the influence of the dc Stark effect on the profiles of Ar I 522.127 nm line,
a simple experiment was carried out. The profile of Ar I spectral line was recorded side-on near the
cathode surface, where the maximum strength of the electric field is expected. The change in observed
Ar I 522.127 nm spectral line profiles with the input electrical power (primarily by increasing the
discharge current) is shown in Figure 4. For different values of electrical power, the profile of Ar I
522.127 nm spectral line shows different values of dc Stark shifts and the width, which indicates the
presence of dc Stark effect.
Figure 4. The side-on recording of Ar I 522.127 nm line shapes in the vicinity of cathode for different
currents and the best fits. For better representation, the profiles are moved upward deliberately.
The discharge pressure was p = 6.5 mbar.
A systematic study of Ar I spectral line profiles in the CS region is performed in the scope of this
study. Spectroscopic observations are performed side-on i.e., along the direction normal to direction of
the electric field strength, see Figure 1. Ar I spectral lines was observed end-on but for more details
see [24]. The change in Ar I 522.127 nm line profiles along CS region is shown in Figure 5. The spectra
shown in Figure 5 a–c depict the spectral line shape at three GD axial positions starting from the
vicinity of the cathode surface. The unshifted component in Figure 5 appears in side-on spectra as well
and is successfully used to measure dc Stark shift.
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Figure 5. Spectral line shapes and best fits of Ar I 522.127 nm line at different axial positions from
cathode: (a) 0.125 mm, (b) 0.25 mm and (c) NG region. Discharge conditions: iron cathode, p = 6.5 mbar,
I = 12 mA, U = 472 V.
In order to accurately determine the position of the shifted Stark component, the profiles of Ar I
522.127 nm line, shown in Figure 5a,b, are fitted with Gaussian profiles. The unshifted component has
a Gaussian instrumental profile with constant width for all recorded spectra, while the width of shifted
Stark component is considered to be twice as large as the unshifted component, in accordance with
results given in [25]. The profile recorded in the NG region is fitted with a symmetric Voigt function.
Also, one should mention that the sensitivity of line detection system and geometrical factors of the
optical system are identical for each spectra presented in Figure 5a–c.
Finally, using the results of Ar I 522.127 nm line dc Stark shifts in conjunction with Equation
(1), it is possible to determine the electric field strength distribution in the CS region, see Figure 6.
The voltage drop across the CS shown in Figure 6, calculated by integrating the measured field strength
distribution, agrees well within 15% with the applied discharge voltage for iron as cathode material.
Figure 6. Distribution of electric field strength in the GD CS region determined using measured
shifts for the Ar I 522.127 nm line and Equation (1). Discharge conditions: iron cathode, p = 6.5 mbar,
I = 12 mA and U = 472V.
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4.2. Results of the dc Stark Shift Measurements for Ne I Lines
During investigation of Ne I spectral lines, see [26], it was shown that Ne I lines are good
candidates for electric field strength diagnostics in the CS region of an abnormal Grimm type glow
discharge. In relation to this, the Hα line of hydrogen is analyzed first in order to measure E, while dc
Stark shifts are determined using Ne I spectral lines, recorded from the CS region.
In the study of Grimm type discharge CS region in neon, a small amount (vol. 0.8%) of hydrogen
was added as the admixture to perform the spectroscopic diagnostics of electric field using π-polarized
side-on profiles of the Hα line. In Figure 7, an example of such profile recorded from the cathode
surface region is presented. The unperturbed central peak corresponds to radiation emitted from
the protruding discharge through the anode slot, as already mentioned previously. This peak is
superimposed with the π-polarized profile of the Hα shifted radiation, originating from a non-zero
electric field CS region visible through the slot. The presence of the central peak enabled us to present
data in Figure 7 in the function of wavelength shift Δλ instead of wavelength λ. The solid (red) line
represent the best fit of experimental data obtained by advanced model function, see Equation (8),
given in [27]. The corresponding best fit value of E together with the distance d from cathode surface is
shown in Figure 7. For more details about the measurement of electric field strength distribution in CS
region analyzing the Hα line profiles, see [27].
Figure 7. The π polarized profile of the Hα spectral line, recorded from the CS region. Discharge
conditions: tungsten cathode, p = 6 mbar, I = 12.11 mA, and U = 914 V.
The analysis of Ne I 511.367 nm line dc Stark shift, previously reported by Jäger and Windholz [14],
revealed that the line splits into three Stark components (Figure 3a) but under experimental conditions
in [14], only one component is detected. In Figure 8, the Ne I 511.367 nm line profiles recorded side-on
at four different positions within the CS, as well as the profile recorded in the NG region are presented.
In order to measure dc Stark shifts of the studied Ne I line the following model function is applied:
INe(Δλ; H, c, b) = A(Δλ) +× G(Δλ; HNe, cNe, wNe) + bNe (5)
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Figure 8. The Ne I 511.367 nm spectral line (dots) recorded from the CS at four different distances d
from the cathode surface (panels (a–d)), and from the NG region (panel (e)). Solid (red) line represents
the best fit obtained by model function (5) for the profiles recorded in CS, and by symmetric Voigt
profile in NG region. Discharge conditions: same as in Figure 7.
As shown in Equation (5), the model function comprises the three fitting parameters: the height
HNe and the center cNe of Gaussian profile, see Equation (6), as well as the base line level bNe











The function shown in Equation (6) represents the Doppler broadening profile of the Stark shifted
Ne I 511.367 nm line. The two remaining parameters appearing in Equation (5), the area of protruded
radiation A and the FWHM of Stark shifted neon line wNe, maintain the constant values for all profiles
recorded from the CS region. The profile observed from the NG region is well described with symmetric
Voigt function.
The dc Stark shifts determined using mentioned numerical procedure show the reasonable
agreement with prediction of Jäger and Windholz’s for the Ne I 511.367 nm line third Stark component,
see black dots in Figure 3a.
In addition to experimentally obtained Ne I lines, an additional six Ne I lines were detected with
the primary task to supply dc Stark shift data for these lines. To measure dc Stark shift, the model
function (5) is employed once again, while the distribution of electric field is calculated by means of the
Hα line, see the text above. As an example, the side-on profiles of the Ne I 503.134 nm line recorded
at the same set of distances from the cathode as in Figure 8 are given in Figure 9. Due to presence
and crossing of more than one Stark component, experimental data designated with hollow dots in
Figure 9 are excluded from the fitting curve. This was accomplished with the aid of the advanced
numerical algorithm of outlier detection [28]. The Ne I 503.134 nm line (as well as five other Ne I lines)
has significantly higher wavelength shifts then the studied Ne I 511.367 nm line, showing the full
separation between the Stark shifted component and the unshifted peak of protruded radiation. In the
position where the clear separation between unshifted and shifted component occurs, the simple “peak
to peak” dc Stark shift measurement technique is used, see panels in Figure 9a–c. The same procedure
is applied on five other spectral lines. It is a well-known fact that spectral lines of neon atom exhibit a
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quadratic Stark effect. This was also supported by the Jäger and Windholz Equation (4) which, in the







E2 = CE2, (7)
or equally
Δλ ≈ −λ20CE2. (8)
The measured Stark shifts are fitted with the simple quadratic function given by Equation (7),
and the best fit values of the constant C are listed in Table 5.
Table 5. The Stark shift coefficients C of quadratic function (7) for the six Ne I lines listed in Table 3.













2s22p5(2P◦3/2) 5d 2[5/2]◦ 3 −0.0238
0.005507.420
515.196 2s
22p5(2P◦3/2) 5d 2[5/2]◦ 2 −0.0229
515.442 2s22p5(2P◦3/2) 5d2[3/2]◦ 1 −0.0189
520.886 2s22p5(2P◦3/2) 5d2[3/2]◦ 2 −0.0138
Figure 9. Experimental profiles (points) of the Ne I 503.134 nm line recorded at different distances d
from the cathode surface (panels (a–d)), and from the NG region (panel (e)), and their best fits (red
lines); hollow points are discarded in fitting. In legends, I give the corresponding values of electric field
strength E and Stark wavelength shift Δλpp measured between the unshifted and shifted components
on the recorded line shapes. Discharge conditions: same as in Figure 7.
5. Conclusions
In this work, the diagnostics of the CS region of Grimm type abnormal glow discharge in argon
and neon–hydrogen mixture are shown. The broadening and shifting of argon and neon spectral lines
in the Grimm type observed perpendicular to cathode surface (end-on) is explained by (i) dc Stark
effect within the cathode sheath and (ii) plasma broadening in the negative glow region.
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By comparison of the end-on with the side-on profiles, it has been demonstrated that the wavy
form of the far red wing of end-on profile originates from the dc Stark effect, causing splitting of the
radiation into Stark components and their Stark shifting. Taking into account that the commercial GD
sources used for the elemental trace analysis permits only end-on observations, this finding could be
valuable because it may prevent possible misinterpretation of the wavy features of the end-on profile
as a weak radiation from some elements that are contained in traces in the sample under study.
The investigation of dc Stark effect in the CS region was of particular interest in this study.
The distribution of electric field in the CS region is measured using Ar I 522.127 nm spectral line. In
another experimental investigation, the Ne I lines were employed in conjunction with the dedicated
model function for the dc Stark shift measurement under the conditions of low electric field. The
electric field strength in the CS region is determined from the Hα line π-polarized profile using the
Stark polarization spectroscopy technique.
On the other hand, the results of the Ne I 511.367 nm line analysis are used for testing the best fit
formula derived from measured Stark shifts at high electric fields (about 400 kV/cm). Concerning the
other six Ne I lines, the coefficients in the best fit Formula (7) are determined and may be applied for
low electric field measurement (up to 13.4 kV/cm) with uncertainty below 5%.
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6. Kuraica, M.M.; Konjević, N. Electric field measurement in the cathode fall region of a glow discharge in
helium. Appl. Phys. Lett. 1997, 70, 1521–1523. [CrossRef]
7. Windholz, L.; Winklhofer, E.; Drozdowski, R.; Kwela, J.; Waşowicz, T.J.; Heldt, J. Stark effect of atomic helium
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Abstract: In this contribution we present a progress report on two atomic and molecular databases,
BEAMDB and MolD, which are web services at the Serbian virtual observatory (SerVO) and nodes
within the Virtual Atomic and Molecular Data Center (VAMDC). The Belgrade Electron/Atom
(Molecule) DataBase (BEAMDB) provides collisional data for electron interactions with atoms
and molecules. The Photodissociation (MolD) database contains photo-dissociation cross sections
for individual rovibrational states of diatomic molecular ions and rate coefficients for the
chemi-ionisation/recombination processes. We also present a progress report on the major upgrade
of these databases and plans for the future. As an example of how the data from the BEAMDB may
be used, a review of electron scattering from methane is described.
Keywords: databases; virtual observatory; cross sections; rate coefficients
1. Introduction
Databases in atomic and molecular physics have become essential for developing models and
simulations of complex physical and chemical processes and for the interpretation of data provided by
observations and measurements, e.g., in laboratory plasma [1], and studying plasma chemistries and
reactions in planetary atmospheres [2]. In the last decade large amounts of data have been collected
for medical applications including stopping powers in different media and tissues as well as cross
sections for atomic particles (photons, electrons, positrons, ions) interacting with biomolecules and
their constituents in order to achieve an insight, at the molecular level, of the radiation damage and
radiotherapy [3]. In order to solve the problem of analysis and mining of such large amounts of
data, the creation of Virtual Observatories and Virtual Data Centres have been crucial ([4] and refs.
therein). In this contribution we present a progress report of two atomic and molecular databases,
the Belgrade Electron/Atom (Molecule) DataBase (BEAMDB) and Photodissociation (MolD), which are
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web services at the Serbian virtual observatory (SerVO) [5] and nodes within the Virtual Atomic and
Molecular Data Centre (VAMDC) [6].
This branch of science often entitled ‘Data management’ or ‘Data mining’ is undergoing rapid
expansion and development such that nowadays it is not enough for these databases to satisfy the
standards of Virtual centres, etc., but they have to deal with new challenges such as the input of
large amounts of data, i.e., Big Data. Thus, we can expect major investment and activity in this
field in the next decade. Indeed, in September 2018, the European Strategy Forum on Research
Infrastructures (ESFRI) presented its Strategy Report and Roadmap 2018. As a strategic instrument
that identifies Research Infrastructures (RI) of strategic interest for Europe and the wider research
community, the document presented Big data and e-infrastructure needs and highlighted the Virtual
Observatory (VO) and The International VO Alliance (IVOA) as very important initiatives with
VAMDC relevant data standards as well as state-of-the-art data analysis tools being highlighted as
evidence of good practice.
2. BEAMDB and MolD Database Nodes
The Belgrade nodes of VAMDC are hosted by SerVO (see Figure 1a) and currently consists
of two databases BEAMDB (servo.aob.rs/emol) and MolD (servo.aob.rs/mold). These databases
have been developed using the standards developed and operated by the VAMDC project [6] (see
Figure 1b). VAMDC and SerVO have been through several different stages of development. SerVO
(http://servo.aob.rs/) is a project formally created in 2008 but it originated in 2000, when the first
attempts to organize data and to create a kind of web service were made in the BELDATA project,
the precursor of SerVO. VAMDC started on 1 July 2009 as a FP7-funded project and originally was to





Figure 1. The home pages of databases: (a) The SerVO [5]; (b) the VAMDC [6] portal query snapshot
(http://www.portal.vamdc.eu).
We are currently in a transition phase updating the software “platform” (Python update, Django,
XSAMS evolution, new Query Store on VAMDC, etc.) as the consequence of the rapid development
and expansion of our two databases. Some current technical characteristics and aspects of these
databases will be briefly introduced here (for details see [4]). Access to the BEAMDB and MolD data is
possible via Table Access Protocol (TAP), a Virtual Observatory standard for a web service or via AJAX
(Asynchronous JavaScript and XML)-enabled web interface (http://servo.aob.rs/). Both queries return
data in XSAMS (XML Schema for Atoms, Molecules and Solids) format. The XSAMS schema provides
a framework for a structured presentation of atomic, molecular, and particle-solid interaction data in
an XML file. The underlying application architecture is written in Django, a Python web framework,
and represents a customization and extension of VAMDC’s NodeSoftware [8,9].
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2.1. BEAMDB—Belgrade Electron/Atom(Molecule) DataBase
The origins of this database date from the early ideas of developing an Information System in
Atomic Collision Physics [10] and at first it provided only cross sections for electron interactions with
neutral atoms and molecules [11]. However the database has now been extended to cover electron
spectra (energy loss and threshold) and ionic species [4].
Maintaining databases on cross sections and other collisional data, such as different types of
spectra, is important for several reasons. One is to provide a comprehensive set of data to both
researchers and applied scientists or engineers who need such data to design and make better devices
and products. On the other hand, we need basic data to be able to include them in sophisticated models
and to understand more complex processes, one of recent example is the use of electron cross section
data for oxygen and water molecules in order to reveal for the role of electron induced processing in
the coma of Comet 67P/Churyumov-Gerasimenko during the Rosetta mission [12]. Such an analysis
clearly demonstrated the need for comprehensive datasets of electron-molecule collisions in format that
is readily accessible and understandable to the space community. Electron collision cross sections are
also a subject of databases with the particular interest in plasma processes data. An overview of such
databases is given by Huo and Kim [13] and White et al. [14], with the emphasis on the role of electron
collisional data in gases and surfaces in plasma processes. Another database specialized for modelling
in low-temperature plasma is the LXCat database [15]. The compilation of electron scattering data from
atoms and molecules has a rich history. After the discovery of the electron in 1897 by J. J. Thompson
(see more about his route and how he conducted the experiments in [16]), a series of experiments on
how electron beams behave by passing through a gas started to develop. The discovery of electron
was followed by intense research of its interactions with matter, such that several Nobel Prizes were
awarded for such studies: in 1904 to Philipp E. A. von Lenard for his “work on cathode rays”; in 1906 to
Joseph J. Thomson “in recognition of the great merits of his theoretical and experimental investigations
on the conduction of electricity by gases”; and in 1925 to James Franck and Gustav Ludwig Hertz “for
their discovery of the laws governing the impact of an electron upon an atom.” Carl W. Ramsauer at
Danzig Technische Hochschule and Sir John S. Townsend at Oxford University independently studied
the scattering of electrons of low energy by atoms and discovered an effect of occurrence of minima
in total cross section that was named after them. The Ramsauer–Townsend effect was also observed
in electron scattering from the methane molecule at the end of the 1920s and beginning of the 1930s,
when electron collision studies were pioneered at St. John’s College and Trinity College, Cambridge.
Dymond and Watson [17] made the first direct determination of the scattering curve for slow electrons
by helium atom. Arnot [18] performed scattering experiments in mercury vapour, while Bullard and
Massey [19] performed experiments over a wider range of scattering angles in order to observe maxima
and minima in scattering curves by argon atoms demonstrating diffraction phenomena. In parallel,
the theoretical description of elastic scattering emerged on the basis of quantum wave mechanics by
Mott [20] and later was fully developed by Mott and Massey [21]. Theoretical calculations producing
cross sections have advanced over the years as the use of quantum mechanics allowed new methods
to be developed, such as the time-independent close-coupling approach and R-matrix approach used
to study low-energy collisions [22], relativistic convergent close-coupling method [23], distorted-wave
Born approach [24] absorption potential [25] and optical potential method [26] to study high-energy
collisions [27]. A special advantage of the time-independent close-coupling approach is its possibility
of providing a guide to uncertainty estimates of the calculated values.
As an example of how BEAMDB may be used, we will discuss a review of electron scattering
from methane. The methane molecule as well as other hydrocarbons have been identified as sources
of infrared absorption in the atmospheres of giant planets. Novel measurements of IR spectra allow
more precise determination of the methane content in these atmospheres [28]. It is considered that it is
constituent of the atmosphere of Uranus, with an abundance of 2.3%, and of Neptune of 1.5%. It plays
a very important role in the photochemistry processes on Neptune [29]. It is also considered as one of
the major greenhouse gases in the Earth’s atmosphere [30].
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2.1.1. Elastic Electron Scattering by Methane Molecule—Early Experiments
The methane molecule is one of the molecules for which we have a relatively complete dataset
for electron interactions. The electronic structure of methane is representative of most bio-molecules
with its valence molecular orbitals being delocalized over the entire nuclear frame. As discussed by
Herzberg [31], at first glance it is not obvious which conformation of C and H atoms would be the
most stable and to which point group it should be attributed: a regular tetrahedron (Td), a non-regular
tetrahedron (C3v), or square planar form (D4h). In the Td point group representation the highest
occupied molecular orbitals (HOMO) of methane are of a1 and t1 symmetry, so the ground state of
methane has a configuration 1(a1)22(a1)21(t2x)21(t2y)21(t2z)2 [32]. The pairing of all electrons in the
HOMO makes methane a closed-shell compound. The binding energy of the lowest MO 2(a1) is
−18.8 eV, the energy of the three 1t2 orbitals is −10.6 eV, while the first LUMO 3(a1) is at +1.99 eV and
the second 2t2 is +3.90 eV [33].
The first measurements of electron differential elastic cross sections (DCS) for methane was
performed in 1931 by Arnot [34] and by Bullard and Massey [35]. Arnot measured DCSs at higher
impact energies of 30, 84, 205, 410 and 820 eV, while Bullard and Massey used lower incident electron
energies of 4, 6, 10, 20 and 30 eV and covered an angular range from 20◦ to 120◦ in steps of 10◦, except at
an incident energy of 10 eV, where an additional point was measured at 125◦. A close resemblance
of between the DCS of methane and that of an argon atom was recognized. From this observation,
the authors opened up the possibility of considering scattering by heavy atoms in terms of successive
electron shells [35]. In 1932 Mohr and Nicoll [36] also measured DCS for methane at incident energies
of 30, 52 and 84 eV, covering the full accessible angular range up to 150◦. Hughes and McMillen [37]
investigated the interference effects between the electron waves scattered by individual atoms as
indicated by the presence of maxima in the curves for the ratios of the DCSs for different hydrocarbon
molecules. For methane they measured DCS at 11 incident energies in the range from 10 eV to 800 eV
and in the angular range from 10◦ to 150◦.
2.1.2. Elastic Electron Scattering by Methane Molecule—Modern Experiments and Calculations
Gianturco and Thompson [32] used a model of scattering by a rigid molecule with inclusion of
exchange and polarisation (with an ad hoc short range cutoff parameter) effects in an approximate
way in order to calculate differential cross sections at low electron energies. For CH4 they used the
scattering states of symmetry Al, TI, T2 and E, except A2, was found to be of little importance for
low-energy scattering, with A1 and T2 being found to be the most important. The exchange effects
were included in each of these states. The results were presented graphically for 9.5 eV incident
electron energy and for three cutoffs, ro = 0.92; 0.88 and 0.84. The authors concluded that it was
not possible to give a single ro that gives complete agreement with the wide variety of experimental
data, which reflects the crudeness of their model, but a good feature of the model is the correct
incorporation of the static potential, calculated from good molecular wavefunctions. For intermediate
and higher electron energies, from 205 to 820 eV, Dhal et al. [38] calculated DCS using the first Born,
the Eikonal and the two-potential approximations including the polarisation and exchange effects.
In these calculations no account was taken of the absorption effects that would certainly improve the
accuracy of the calculated data.
New experiments exploring vibrationally elastic cross sections were performed by Rohr [39] at
energies below 10 eV, i.e., at 1, 2 and 5 eV and from 10◦ to 120◦ using an spectrometer that consists of an
electron monochromator to produce a high-resolution electron beam and a rotatable electron analyser
capable of resolving the vibrational modes in energy loss mode, both systems had 127◦ electrostatic
selectors. Absolute DCS were obtained by a normalization to the integral cross sections obtained
in transmission experiments by other authors. A comprehensive study of differential, integral and
momentum transfer cross sections was reported by Tanaka et al. [40] for elastic e/CH4 scattering.
They performed measurements using a crossed electron beam, molecular beam apparatus with the
relative flow technique allowing the elastic DCS of CH4 to be derived by comparison with those of
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He. DCSs were measured at electron impact energies of 3, 5, 6, 7.5, 9, 10, 15, and 20 eV for scattering
angles from 30◦ to 140◦. The authors concluded that the angular distribution in the energy region of
3 to 7.5 eV is dominated by a d-wave scattering as was theoretically predicted and also established
experimentally at 5 eV. Later the same authors remeasured the elastic DCS with a new spectrometer
for impact energies from 1.5–100 eV and scattering angles from (10◦–130◦) and it was found that the
previous values were systematically lower by about 30–35% [41].
Using the same set of data for normalization, Vušković and Trajmar [42] obtained DCSs for elastic
scattering as well as inelastic cross sections by recording energy-loss spectra at incident energies of
20, 30 and 200 eV. The set of data obtained at 200 eV was normalized to the data by Dhal et al. [38].
All measured relative angular dependences were corrected for effective path length variation with
scattering angle.
A group from University College London used an electron spectrometer, incorporating
hemispherical electrostatic energy analysers, and a crossed beam of target molecules in order to
measure elastic and vibrational excitation cross sections at low incident electron energies from 7.5 to
20 eV and scattering angles from 32◦ to 142◦ [43].
After the measurements by Rohr [39] at the University of Kaiserslautern, Sohn et al. [44]
investigated threshold structures in the cross sections of low-energy electron scattering of methane.
They also presented the measurements of angular dependences (DCS) at 0.6 and 1.0 eV from 35◦ to
105◦ scattering angles. Müller et al. [45] investigated the rotational excitation in vibrationally elastic
e/CH4 collisions and presented vibrationally elastic (rotationally summed) differential cross sections
at the primary energies 5, 7.5 and 10 eV. They normalized their results to the previous measurements
of Tanaka et al. [40]. Sohn et al. [46], with an improved (in comparison with [45]) crossed-beam
spectrometer, measured DCSs at low energies in the range from 0.2 to 5.0 eV in the angular range
between 15◦ and 138◦. With the aid of a phase-shift analysis, integrated cross sections were calculated
as well, but the absolute DCS scale was obtained by the relative flow technique, using He as a
reference gas.
Further DCS measurements at intermediate and high electron incident energies were made by
Sakae et al. [47]. The angular range was 5◦–135◦ and the electron energies were 75, 100, 150, 200, 300,
500 and 700 eV. Absolute DCS were determined by using He as the known reference DCS. Data were
presented as rotationally and vibrationally summed elastic DCS, with the overall uncertainty being
estimated at approximately 10%. Shyn and Cravens [48] measured differential vibrationally elastic
scattering cross sections from 5 to 50 eV and from 12◦ to 156◦. The beam of methane molecules
was modulated at a frequency of 150 Hz so that the pure beam signal could be separated from the
background using a phase-sensitive detector. The overall uncertainty of data was about 14%, including
the uncertainty of the He cross sections (filled into the chamber for normalization), from which relative
curves were placed on an absolute scale.
Jain and Thompson [49] calculated cross sections for low electron-molecule scattering using a
local exchange potential and polarisation potential introducing a first-order wavefunction. DCS were
calculated at 3 and 5 eV using three different types of potentials, one parameter-free polarisation
potential and two phenomenological potentials. Abusalbi et al. [50] calculated ab initio interaction
potentials for e/CH4 scattering at 10 eV impact energy. Jain [51] exploited a spherical optical complex
potential model to investigate, over a wide energy range (0.1–500 eV), electron interactions with
methane. The whole energy range was divided into three regions; (i) from 0.1 to 1.0 eV in which
a Ramsauer-Townsend minimum is observed in the total cross section; (ii) between 2 and 20 eV
where the scattering is dominated by a d-wave broad structure around 7–8 eV; and (iii) from 20 to
500 eV, where ionization and dissociation dominate over the elastic process. It was found that an
absorption potential using the distorted charge density is more successful than one with polarized
density and that the elastic cross sections are reduced significantly by including the imaginary part in
the optical potential.
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Gianturco et al. [52] used a parameter-free treatment of the interaction e/CH4 and calculated cross
sections for low energies. Functional forms of exchange and polarisation interactions were examined
to find their importance over the whole range of collision energies. McNaughten et al. [53] reported
rotationally elastic DCSs in the 0.1–20 eV energy region using the parameter-free model polarisation
potential with electron exchange treated exactly and distortion effects included. Lengsfield, [54] used
the complex Kohn method with polarized trial functions at incident energies from 0.2 to 10 eV. The latter
was the first ab initio study to accurately characterize low-energy electron-methane scattering.
Later Gianturco et al. [55] calculated vibrational elastic, rotationally summed cross sections
with ab initio static-exchange interactions and using a symmetry-adapted, single-centre expansion
(SCE) representation for the close-coupling (CC) equations. Elastic DCS were obtained at energies
10, 15, 20, 30 and 50 eV. Nishimura and Itikawa [56] calculated vibrationally elastic DCS at 10 to
50 eV impact electron energies using an ab initio electrostatic potential and treating exchange and
polarization in approximate way. Nestmann et al. [57] employed the variational R-matrix theory based
on the fixed-nuclei approximation in order to calculate DCSs at low energies, i.e., 0.2, 0.5, 0.7, 1.5, 2.5,
3.5 and 5.0 eV. The structures in the calculated DCSs are shifted to smaller angles compared with the
experimental results due to the omission of nonadiabatic effects.
Mapstone and Newell [58] reported measurements of hydrocarbon molecules at incident energies
from 3.2 to 15.4 eV using electron spectrometer with hemispherical analysers both in monochromator
and analyser. They first determined volume correction factors by using a phase shift analysis for
helium DCS as a reference gas and then normalized relative values to the data of Tanaka et al. [32].
Bundschu et al. [59] performed a combined experimental and theoretical study for low-energy electron
interactions with methane molecule. They determined absolute DCS at energies from 0.6 to 5.4 eV and
within the angular range from 12◦ to 132.5◦. Elastic differential cross sections were calculated using a
body-fixed, SCE for the CC equations.
A group at Wayne State University, although primarily interested in positron scattering by
methane [60], also measured electron elastic cross sections at 15, 20 and 200 eV. Their electron beam was
produced as secondary electrons from the moderator with the energy spread of several electronvolts.
Maji et al. [61] measured elastic DCSs for a number of carbon-containing molecules at the high-energy
region from 300 to 1300 eV by the crossed-beam technique. They wanted to test the validity of the
independent atom model for polyatomic molecules. The measurements of DCS were carried out with
an energy resolution of about 1 eV and by using the relative flow method at 30◦ where the overall
uncertainty was 15%. Basavaraju et al. [62] gave tabulated values for measured DCSs in [61] and
obtained a scaled DCSs regarded as a universal function of a scaled momentum transfer for a number
molecular targets.
Iga et al. [63] performed a joint theoretical (for 1–500 eV) and experimental (100–500 eV)
investigation on e/CH4 elastic scattering. Within the complex optical potential method they used
the Schwinger variational iterative procedure combined with the distorted-wave approximation to
calculate the scattering amplitudes. Experimentally, they used the relative flow technique and neon
as the reference gas. The overall experimental uncertainty in the obtained absolute DCSs was about
10.3%. Lee et al. [64], on the basis of previous calculations, tested an improved version of the quasifree
scattering model (QFSM) potential proposed by Blanco and García [25].
2.1.3. Elastic Electron Scattering by Methane Molecule—The Twenty-First Century Results
Bettega et al. [65] reported elastic DCSs for a class of molecules, (XH4) among them methane,
at incident electron energies between 3 and 10 eV using the Schwinger multichannel method with
pseudopotentials. They demonstrated the importance of polarization effects in elastic collisions.
Absolute differential elastic and vibrational excitation cross sections were measured by Allan [66] who
exploited the improved resolution of the electron spectrometer in Fribourg to achieve the separation
for all four vibrational modes within 0.4 eV from elastic peak at the impact energies from 0.1 to 1.5 eV.
Varambhia et al. [67] and Tennyson [27] presented a sophisticated R-matrix approach to calculations of
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low-energy electron alkane collisions. DCSs were obtained for rotationally summed elastic scattering
and the graphs were presented at 3.0 and 5.0 eV incident energies. Brigg et al. [68] performed R-matrix
calculations at energies between 0.02 and 15 eV using a series of different ab initio models for both the
target and the full scattering system.
Fedus and Karwasz [69] investigated the depth and position of the Ramsauer-Townsend minimum
in methane by applying the MERT theory (Modified Effective Range Theory). They presented the
results at incident energies from 0.2 to 1.5 eV and compared them with other results. They were able to
put forward the recommended set of data for integral and momentum transfer data for methane at
energies from 10−3 to 2.0 eV. Sun et al. [70] used a difference converging method (DCM) to predict
accurate values of experimentally unknown DCSs. They presented vibrationally elastic cross section
at 5.0 eV.
2.1.4. Elastic Electron Scattering by Methane Molecule—Coverage in the BEAMDB
Elastic cross sections for electron scattering by molecular targets comprise the majority of
data items within the BEAMDB. Molecular targets covered by the present database are: alanine,
formamide, tetrahydrofuran, hydrogen sulfide, pyrimidine, N-methylformamide, water, furan, nitrous
oxide, and newly added datasets for methane. Currently there are 17 datasets for elastic DCSs for
methane, spanning from 1931 (Arnot [34] and Bullard and Massey [35]) to the most recent work by
Iga et al. [63]. For example, in Figure 2 we present in 3D graphical form one of the rather complete
sets of data by Boesten and Tanaka [41] that have been used by many researchers for comparison
and/or normalization.
Figure 2. The DCS surface for elastic electron scattering by methane molecule. Data are obtained by
Boesten and Tanaka [41] in the range from 1.5 to 100 eV.
2.2. Photodissociation—The MolD Database
MolD as a part of SerVO and VAMDC is intensively used by astrophysicists for model atmosphere
calculations of solar and near solar-type stars, atmospheric parameter determinations, etc. as well as
for theoretical and laboratory plasma research [71–76]. Such data are also important for astrochemistry
and especially for studies of early Universe chemistry (see e.g., Heathcote et al. [74]). MolD consists of
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several components such as data collection, and user interface tools (e.g., on-site AJAX enabled queries
and visualizations).
The database contains photodissociation cross sections for the individual rovibrational states of
the diatomic molecular ions as well as corresponding data on molecular species and molecular state
characterizations (rovibrational energy states, etc.). These cross sections can be summed and averaged
(Figure 3) for further applications, e.g., obtaining rate coefficients (see Figure 4) for non-local thermal
equilibrium models of early universe chemistry (Coppola et al. [77]), models of the solar atmosphere,
or models of the atmospheres of white dwarfs (Wen & Han [78]), etc.
Figure 3. The surface plot of the averaged cross section σphd for photodissociation of the hydrogen
molecular ion H2+ as a function of λ and T.
(a) (b) 
Figure 4. The surface plot of the: (a) averaged cross section σphd for photodissociation of the HLi+;
(b) rate coefficients for photodissociation of the HLi+.
The cross sections are obtained using a quantum mechanical method where the photodissociation
process is treated as result of radiative transitions between the ground and the first excited adiabatic
electronic state of the molecular ion (see e.g., Ignjatović et al., 2014b [79]). The transitions are the
outcome of the interaction of the electronic component of ion-atom systems with the electromagnetic
field in the dipole approximation.
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MolD offers on-site services that include calculation of the average thermal cross sections based
on temperature for a specific molecule and wavelength. Besides acting as a VAMDC compatible web
service, accessible through VAMDC portal and other tools implemented using VAMDC standards,
MolD offers additional on-site utilities enable the plotting of average thermal cross sections along
available wavelengths for a given temperature.
The MolD database was developed in three stages [80,81]. The first, completed at the end of 2014,
was characterized by the construction of the service for all photodissociation data for hydrogen H2+
and helium He2+ molecular ions, together with the development of web interface and some utility
programs. In stage 2, completed at the end of 2016, to MolD have been added averaged thermal
photodissociation cross sections for H2+ and helium He2+ molecular ions as well as new cross sections
for processes that involve species like diatomic molecular ions HX+, where X = Mg, Li, Na. During
2017, in stage 3, MolD implemented cross section data for processes involving MgH+, HeH+, LiH+,
NaH+, H2+, He2+. In this third stage, the design of the web interface was also improved and utility
programs that allow online data visualization of a wide range of data were developed. The third
stage of the MolD development was completed at the beginning of 2018 and has been followed by
work on a major upgrade of the MolD database, including inserting new photodissociation data (for
Na2+, Li2+ and LiNa+). All of these data have possible applications in spectroscopy, low-temperature
laboratory plasma created in gas discharges, e.g., in microwave discharges at atmospheric pressure [82].
Processes that involve alkali metals are also important for the optical properties and modelling of
weakly ionized layers of different stellar atmospheres and rate coefficients are also needed as input
parameter for models of the Io atmosphere [83]. The data may also be important in the investigation of
metal-polluted white dwarfs and dusty white dwarfs, interstellar gas chemistry, etc. [84].
2.3. Node Maintenance
As VAMDC recently introduced Query Store, a new paradigm for dataset citation (see Zwölf
et al. [85]), NodeSoftware upgrade was necessary at the Belgrade server. In order for latest pull of
NodeSoftware repository (v12.7) from GitHub to work, Django was upgraded from version 1.4 to
1.11.2. The code is still running on Python 2.7, due to requirements of some other services running at
the same server, but will be transferred to Python 3.x in the near future [86].
VAMDC has accepted the suggestion of Research Data Alliance, a research community
organization [87], to implement the concept of Query Store. Now that Query Store is enabled,
each query is persisted as a unique resource (with an identifier) with its pertinent citations and
can be recreated even if data or schema at the host node change, as explained by Moreau et al. [88].
In this way, the connection between the citation and the dataset is straightforward and it can be
interconnected with existing scientific infrastructures via Zenodo DOI request. This will increase the
impact of data producers and will give more reliable citation of datasets.
3. Conclusions
This review presents the continuation of the work performed on database development at Serbian
Virtual Observatory. The SVO is now addressing the challenge of upgrading software and continuous
improvements of data processing. The changes since the last publication in 2017 include data for
new targets like methane, hydrogen sulfide and rare gas atoms. The upgrades and new standards for
databases include:
• Developing of the VAMDC Portal as a Major Enabler of Atomic and Molecular Data Citation;
• Python, Django updates;
• Installing the Query Store on VAMDC node that could have a plan store for holding the execution
plan information, and a runtime stats store for carrying on the execution statistics information.
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• XSAMS evolution to deal with Big Data (resources to be accessed by diverse client platforms across
the network; generating and transferring data over a network without requiring human-to-human
or human-to-computer; provide security and data quality; etc.).
In this paper, as examples of exploitation of the datasets in the database, we have reviewed
the available results on elastic scattering of electron by methane molecule for both experiments and
theoretical treatments, covering the ranges of incident energies and scattering angles. By comparing
the collected datasets for methane we have been able to show that, although it has been extensively
studied in the past, there is a need for new measurements in the intermediate electron impact energy
range. Hydrogen sulfide data should be contrasted with data for water molecule and that will be one
of our future goals. Data for rare gas atoms, especially helium and argon, may serve as reference gases
with the well-established cross sections in relative flow method for upbringing unknown cross sections
on absolute scale.
We have also shown that MolD may be used to reveal the surface plot of the averaged cross
section and rates for photodissociation of the HLi+ are given, as well as averaged cross sections for
photodissociation of the hydrogen molecular ion H2+ as a function of λ and T.
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Abstract: Runaway electrons present a potential threat to the safe operation of future nuclear fusion
large facilities based on the tokamak principle (e.g., ITER). The article presents an implementation
of runaway electron current estimations at COMPASS tokamak. The method uses a theoretical
method developed by Fujita et al., with the difference in using experimental measurements from
EFIT and Thomson scattering. The procedure was explained on the COMPASS discharge number
7298, which has a significant runaway electron population. Here, it was found that at least 4 kA of
the plasma current is driven by the runaway electrons. Next, the method aws used on the set of
plasma discharges with the variable electron plasma density. The difference in the plasma current
was explained by runaway electrons, and their current was estimated using the aforementioned
method. The experimental results are compared with the theory and simulation. The comparison
presented some disagreements, showing the possible direction for the code development. Additional
application on runaway electron energy limit is also addressed.
Keywords: runway electron; plasma current; fusion plasma; tokamak
1. Introduction
In the last decade, nuclear fusion started to shift from science to industry, where the tokamak-based
ITER is playing the leading role. Runaway electrons (REs) present a potential threat to the safe
operation of the future nuclear fusion power plants based on the tokamak principle. Namely, in the
latest issue of ITER Physics Basis [1], REs are considered as the second-highest priority for the ITER
disruption mitigation.
COMPASS tokamak [2] is a suitable and low-risk test bed for studying RE disruption physics and
RE model benchmarking. However, one of the common missing RE parameters for comparison of
experiment and simulation is RE current or RE density. This article addresses this issue for certain cases.
The basic idea behind the used model was reported on ORMAK tokamak by Fujita [3]. In contrast
to Fujita’s full-theoretical approach, we implemented experimental data from EFIT [4] and Thomson
Scattering [5] to the calculation. The obtained results are in the acceptable range and their application
on density scans and RE localization is presented.
The article starts with a description of an experimental observation of the particular discharge.
Theoretical models and detailed description of the settings used in the models for comparison with the
experiments are then reported. An estimation of the RE current IRE is the first experimental analysis.
Subsequently, the influence of the REs on the current ramp-up phase of the discharge is evaluated.
Following that, a principle on how to localize RE beam is done in the next section, using the knowledge
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of the RE beam current and its maximum energy. Finally, discussions and conclusions are given in the
last section with an outlook towards expected future works.
2. Experimental Setup: COMPASS Tokamak
The COMPASS tokamak is a compact experimental fusion facility with a major radius R0 = 0.56 m
and a minor radius ap = 0.23 m. The toroidal magnetic field Btor is in the 0.9–1.6 T range (typically
set to 1.15 T), coming from 16 toroidal field coils. The plasma current Ip can reach up to 400 kA
using an air-cored transformer. The range for the electron densities is flexible and is typically in the
1019–1020 m−3 domain. Plasma shaping varies from circular and elliptical to single-null D-shaped
ITER-like plasmas. When circular, the plasma is limited by a carbon HFS wall. The regular pulse
length is ∼0.4 s, although low current circular discharges with RE can last almost 1 s [6,7].
The Thomson Scattering diagnostic system in COMPASS uses two Nd:YAG lasers of wavelength
1064 nm with an energy of 1.5 J for each laser. The whole system is oriented vertically and the scattered
light is recorded in the radial direction. Each laser has 30 Hz repetition rate, which offers a ∼16.7 ms
time resolution if the two lasers are operated equidistantly.
The EFIT reconstruction provides relevant quantities on a 2D mesh cross-section of the poloidal
plasma plane solving the Grad–Shafranov equation for plasma MHD equilibrium, constrained by
the magnetic diagnostics at the COMPASS tokamak (current measured in plasma and field coils,
pick-up coils). Additionally, in the analysis addressed here, a toroidal loop voltage in plasma
Vplasma for computing a maximum RE energy Wmax is calculated using METIS [8], a Multi-Element
Tokamak-oriented Integrated Simulator.
3. Experiment: High RE Current Discharge
The very first magnetic observations of high RE current in the COMPASS tokamak are reported
in Ref. [9] for discharge #7298. The discharge had circular-shaped limited plasma, with toroidal
magnetic field Btor = 1.15 T and plasma current Ip = 120 kA. The plasma density ne was lower than
1.5 × 1019 m−3 in the plasma core as measured by the Thomson Scattering system.
The COMPASS tokamak is well-supplied with the general plasma measurements, which provided
us with the following list of observations in the discharge:
• Loop voltage measured plasma voltage Vplasma bellow 1 V, while the typical range is 1.5–2 V;
• Electron temperature from Thomson Scattering was 1 order of magnitude colder than ordinary
tokamak plasma;
• Hard X-ray scintillators observed a significant amount of RE losses;
• Poloidal internal pick-up coils detected inner structure that is moving outwards;
• Vertical field for feedback of horizontal plasma position was increasing during the discharge,
even though plasma current was constant;
• EFIT reconstruction of poloidal cross-section depicted plasma shrinkage towards inner side, due
to the increasing magnetic pressure coming from the above-mentioned vertical field;
• Plasma pressure in terms of its ratio to the poloidal magnetic field pressure (i.e., poloidal beta
βpol), estimated from EFIT showed unrealistic large values.
All aforementioned information provides us with enough evidence to conclude that RE beam
co-existed with the bulk plasma. For more detailed discussion on the measurements, the interested
reader is referred to Section 5.1 in Ref. [10].
4. Method: RE Current Calculation
The overestimate of the βpol is exploited here for the estimate of the RE current IRE. The analysis
is based on work done by Fujita et al. [3]. Even though the basic principle used here is the same
as Fujita’s, the final approach to the calculation is different. While the original paper estimates all
necessary parameters theoretically, we use direct measurements from the Thomson scattering and
113
Atoms 2019, 7, 12
calculations from EFIT reconstruction. In this section, we only address our changes to the method.
The main idea behind the Fujita’s model is an estimate of RE pressure PRE from the difference between




























Figure 1. Poloidal beta βpol estimated by EFIT (red) and from Thomson Scattering (blue) for discharge #7298.





is calculated as an average from obtained PRE values corresponding











simultaneously, to reduce the propagation of error given by this approach. The first condition
specifies the accuracy of Thomson Scattering measurements and thereby defines the minimal threshold





and eliminates the error of Thomson Scattering
measurements. The second condition is always valid in the case of non-negligible RE pressure and it is
artificially taken as a conservative limit.
Furthermore, PRE is connected to the RE density












where 〈 〉 represents average in both spatial and momentum coordinates, γ is relativistic Lorentz
factor, and v‖ and v⊥ denote the RE velocity in the parallel and perpendicular direction to the magnetic
field B, respectively. By estimating the RE energy, one can estimate the RE density 〈nRE〉, from which
RE current IRE can be approximately derived using the following expression:
IRE = ec 〈nRE〉 〈β〉 ARE, (4)
where ARE is the area of the RE beam cross-section and β is normalized relativistic velocity.
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4.1. RE Energy Calculation
The model for maximum obtainable RE energy Wmax is based on Ref. [11], where radiation losses
are subtracted from the acceleration. It is a 0D model, as there is no dimensional dependency, but only
time evolution. Particularly, the lost power by synchrotron radiation Psynch and bremsstrahlung
radiation Pbrems are subtracted from the power gained by the RE thanks to the electric field PE
dWmax
dt
= PE − Psynch (5)
to obtain the time dependence of Wmax. The power gain by the toroidal electric field Etor is simply
calculated as









where re and me are the classical electron radius and mass, respectively. The curvature radius Rc is
calculated using Equation (9) from Ref. [12]:
Rc =
Rp
1 + η2 + 2η × 2/π (8)
where 2/π at the end of the denominator comes from the average taken over the gyro-motion angle,








with Ω being the fundamental gyro-frequency. Finally, the angle brackets are making the whole
calculation dependent on the RE distribution function (REDF).
4.2. RE Distribution Functions
With mentioning REDF, we need to address its influence on the IRE calculation. The REDFs used
by Fujita et al. and utilized here are monoenergetic fmono, uniform funi, and linear flin. The definitions
of the first three distributions as functions of RE energy w are as follows:














with δ() being the Dirac delta function. The coefficients come from setting the REDF maximum value
to 0 at Wmax and then normalizing the REDF to 1.
Furthermore, the exponential REDF
fexp(w; ε) = εe−εw, (11)
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is introduced to present a distribution with a steep decrease that could be important if the avalanche
mechanism were to dominate. Additionally, two more REDFs are considered here: skewed Gaussian
fsG [13]
fsG(w; l, ζ, α) =
2
ζ
fGpd f (s) fGcd f (sα) (12)




















distributions. The (negatively) skewed Gaussian represents a more realistic case of fmono, as it is not a
delta-function. In other words, the negatively skewed Gaussian represents REDF where almost all RE
tend towards Wmax but they never reach it. The Maxwell–Jüttner distribution function fMJ is selected
as one of the most commonly relativistic distribution functions used in the literature. As all three latter
functions have asymptotic behavior towards zero and/or Wmax, normalization has to be different than
for the former three. Their parameters are set in such a way that asymptotic edge is smaller than 10−5,
while fsG maximum is located just over w = 0.95Wmax.
4.3. Pitch Angle
Equation (3) indicates that the pressure separation through the velocities v‖ and v⊥ implies











. However, we consider the θ influence to be consistent with the estimation of Wmax







Table 1 shows the influence of different REDFs on essential parameters for IRE calculation. Firstly,
it is important to state that averages presented in Table 1 are done for energy span from 0 to Wmax
using the mean of the variable, i.e., neglecting the RE limit at lower energies. The error is negligible
due to the high Wmax reached in the COMPASS discharges. The average energy 〈w〉 is calculated for
illustration, while 〈β〉 can be seen in Equation (4).











and drift term η for Wmax estimation) averaged over w for different REDFs.




θ = 0.0 θ = 0.3 θ = 0.1 θ = 0.3
fmono 10.00 0.9988 20.5 19.6 4.91 15.8
funi 5.00 0.9721 10.6 10.2 9.55 30.7
flin 3.33 0.9497 7.30 6.98 13.9 44.7
fexp 0.86 0.8141 2.18 2.09 43.8 140
fsG 8.02 0.9980 16.6 15.9 6.05 19.4
fMJ 1.58 0.9301 3.78 3.62 26.21 84.2
From Equation (4), one would expect that the exponential REDF has the smallest IRE for the same








in Equation (3) used
for the 〈nRE〉 estimation (by knowing PRE in Equation (3)), the result is opposite. Namely, difference in
β2γ from Table 1 of an order of magnitude creates much larger difference in estimated nRE between
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REDFs than 〈β〉 does in Equation (4). Therefore, even though the exponential has by far the smallest
〈β〉, it has the largest IRE.
Furthermore, even though two extreme values are taken for θ to investigate maximum possible




is smaller than a few percent
for every REDF. Furthermore, the aforementioned η is calculated for θ = {0.1, 0.3} rad, as it is zero
at θ = 0 rad. Here, a significant influence of the pitch angle on the η is observed. Henceforth, θ is
implemented in η that is relevant for Wmax calculation. Another expected dependence that can be
noted from Table 1 is that the most similar REDF to the monoenergetic one is the skewed Gaussian fsG
REDF, as their parameters are close to each other.
5. Result: COMPASS Discharge 7298
The pitch angle θ is taken to be 0.2 rad as a mean value found in Ref. [15]. The RE minor radius
aRE for the RE area ARE calculation is assumed to be constant and equal to 5 cm. The METIS (with the






scattering are interpolated and extrapolated to the EFIT time scale. As EFIT measures before the first




are approximated to be 95% (arbitrarily taken) of the first and the last Thomson scattering
measurement, respectively.
The main result is presented in Figure 2. The estimate of the RE current IRE for different RE
distribution functions are presented in Figure 2c and their maximum values are listed in Table 2.
The plasma current Ip is plotted in Figure 2b for comparison purposes. In the same figure, Shielded
HXR and Standard HXR are also plotted.
Figure 2. (a) The maximum kinetic energy Wmax of discharge #7298 obtained for the different RE
distribution functions: mono-energetic fmono (black solid), uniform funi (black dotted), linear flin (black
dashed), exponential fexp (red), skewed Gaussian fsG (green) and Maxwell–Jüttner fMJ (blue). (b) Time
traces of the plasma current Ip (blue), Shielded HXR (black) and Standard HXR (red). (c) Estimated RE
current IRE corresponding to each RE distribution function with the same labeling as on (a).
The comparison between the Wmax estimate coming from different RE distribution functions
described in Section 4.2 is shown in Figure 2a and their maximum values are tabulated in Table 2.
In Figure 2a, one can see that only Wmax from the exponential fexp and the Maxwell–Jüttner fMJ
distribution function are significantly different, as could be expected from the 〈η〉 values in Table 1.
Even though βpol from EFIT increases significantly during the ramp-down phase of the discharge,
a relatively strong decrease in RE current IRE can be seen in Figure 2c. This is a consequence of the
current drop in the total plasma pressure 〈ptot〉V calculation from EFIT in Equation (1). It is interesting
that the IRE drop coincides with the RE losses seen from Shielded HXR signal, even though RE losses
are not implemented in the calculation. Henceforth, the IRE decrease can be seen as numerical artifact.
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However, physical interpretation could be an additional RE energy limit due to the RE beam drift,
which is reported in Section 7. Next, notice that IRE values span over two orders of magnitude—from
a few kA to tens of kA.
Even though fmono is the most unrealistic of all the used RE distribution functions, it gives
minimum IRE as β, γ and η have extreme values. Therefore, we conclude that at least a few kA of
current should definitely be driven by the REs in the COMPASS discharge #7298. However, it is not
possible to determine which REDF gives the most accurate RE current IRE estimate from Figure 2.
The above experimental results are compared here with the Kruskal–Bernstein theory [16] and
NORSE simulation [17] in Figure 3. Kruskal–Bernstein theory is the analytical solution for growth rate
of the Dreicer mechanism of RE generation, whose last shape was derived by Connor and Hastie [16].
The Kruskal–Bernstein equation is a strong function of the Etor. NORSE calculateS only Dreicer
mechanism of RE generation and ne, Te and Etor are taken as time-varying parameters, while Ze f f
and Btor are constant. Finally, the nRE is computed by multiplying the total electron density from
measurements ne,c with the RE fraction calculated by NORSE.
When applied to the COMPASS discharge #7298, the Kruskal–Bernstein theory predicts RE density
nRE larger by 1–3 orders of magnitude than the total ne. This is a non-physical result of course and
we consider this theory not relevant for this particular case. Furthermore, NORSE reaches slide-away
regime (i.e., when all electrons runaway) at the very beginning of the discharge. Such early slide-away
regime is not supported by the experimental results.
Table 2. The maxima of Wmax and IRE over the time domain of the whole discharge, plotted in Figure 2.







The possible reasons for the overestimating results from Kruskal–Bernstein theory and NORSE
simulation could result from overestimating the electric field Etor by METIS or from too high sensitivity
of the theories on the Etor parameter. Moreover, RE energy calculation used here is also simplistic and
EFIT results could be misleading in the presence of the RE.
Figure 3. Time traces of total electron density (black) measured with interferometer, RE density
from Kruskal–Bernstein theory (green), RE density from NORSE simulation (cyan) and RE densities
corresponding to RE currents from Figure 2c (dashed lines).
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6. Application: RE Influence on Ramp-Up
REs are frequently generated during the current ramp-up phase in the COMPASS tokamak.
Here, the influence of the RE generation on the plasma current Ip at the end of the ramp-up phase is
investigated using the reported model for the RE current IRE.
The density scan in the range 1–5 × 1019 m−3 was done during the second RE campaign. The scan
consisted of 10 COMPASS discharges from #8552 to #8561. Plasma current Ip was feedback controlled
to 130 kA during the flat-top phase and the toroidal magnetic field Btor was 1.15 T for all discharges.
Figure 4a presents an estimate of nRE, which is more suitable for comparison of the method
reported here with Kruskal–Bernstein and NORSE theories. The three discharges were chosen to cover
the standard tokamak discharge (#8553), the slide-away regime (#8559) and the transient between the
previous two (#8555). To avoid redundant lines, nRE was calculated only for the two most extreme
REDF—the monoenergetic fmono and the exponential fexp ones.
The discharge #8553 has nRE lower by an order of magnitude during the ramp-up phase than
the other two discharges (see Figure 4). Surprisingly, discharges #8555 and #8559 have similar nRE
at the beginning of the discharge. However, nRE drops for the former discharge as expected from
the missing βp rise from EFIT and density drop, as observed by the Thomson Scattering system.
Finally, the corresponding RE current IRE at the end of the ramp-up phase for discharges #8553, #8555
and #8559 are 0.3–2.0 kA, 2.3–17.8 kA and 2.4–19.6 kA, respectively. Therefore, the expected trend is
observed. Note that the non-continuous line for discharge #8553 comes from the defined thresholds of
the method.
Figure 4. Time traces of the estimated nRE for the three typical discharges: #8553 (blue, standard
discharge), #8555 (black, intermediate case) and #8559 (red, slide-away regime). (a) Estimates from
measurements where for each discharge the two most extreme REDF: the monoenergetic fmono (full
line) and the exponential fexp (dashed line). (b) Estimates from Kruskal–Bernstein theory (solid line)
and NORSE simulation (dashed line).
To complete the analyses, Kruskal–Bernstein theory and NORSE code were used to theoretically
estimate nRE. The results are presented in Figure 4b.
First to notice from Figure 4 is that both theories have the expected trend in density of RE rising
from #8553 to #8559. Differently from discharge #7298 in Figure 3, the Kruskal–Bernstein theory
does not give nRE over ne, while nRE do rise towards ne at the end of discharge for #8555 and #8559.
For these two discharges, the Kruskal–Bernstein theory does not show a significant difference in nRE.
On the other hand, NORSE estimates that those two discharges are quite different—according to this
code #8559 reaches slide-away regime already around 1060 ms, which is probably too early.
Interestingly, in the case of standard discharge #8553, both codes seem to approximately agree
in the order of magnitude with the experimental nRE (between 1014 and 1015 m−3). The same is
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valid when the NORSE simulation is compared with experimental nRE using fexp for discharge #8555.
However, the NORSE code is not made to predict the drop of nRE, clearly observed in Figure 4a and
from βpol from the EFIT reconstruction.
7. Application: RE Localisation
In this section, we investigate the RE energy limit from the RE outward drift through the
analytically derived calculation reported by Zehrfeld [18].
Zehrfeld’s analysis provides the Wdri f t as a function of the normalized minor radius ρ = r/ap.
One of the main messages from this analysis is that Wdri f t profile can have (depending on machine
and plasma parameters) maximum value inside plasma (i.e., ρmax < 1—dashed coinciding colored
lines in Figure 5), which indicates that REs of certain energy can loose confinement before they reach
the plasma edge (i.e., the last closed flux surface) that is represented by Rout in Figure 5. Namely,
peaking parameter of the plasma current profile m1 proved to be the most significant parameter for
RE confinement in respect to the drift. Therefore, knowledge of the Wdri f t(ρ) profile can be used for
localization of the RE beam. Knowing Wmax at a given time of the discharge, one can find the minimum
minor radius ρmin (solid colored lines in Figure 5) where Wdri f t(ρmin) = Wmax, corresponding to the
minor radius below which REs with energy Wmax cannot be confined.
Figure 5. Time traces for lower ρmin (solid colored lines) and upper ρmax (dashed coinciding colored
lines) limits of RE major radii for all six REDFs are presented for discharge #7298. For orientation,
major radius of plasma geometrical center Rgeom (black dash-dotted line), outer plasma major radius
Rout (black solid line), plasma current barycenter Rbc (black dashed line) and theoretical bulk plasma
barycenter from Shafranov shift Rsh (black dotted line) are added. Beside all major radii, the Shielded
HXR signal (green points) is presented. Figure is plotted for two of current profile factor m values:
(a) m = 1; and (b) m = 2.
1 m is plasma current profile I(ρ) peaking factor, defined as: I(ρ) = Ip(1 − (1 − ρ2)m+1).
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Generally, the major radius of plasma geometrical center Rgeom and bulk plasma barycenter Rsh
do not coincide in the tokamak plasma due to the Shafranov shift [19]. Additionally, there is RE beam
present in the observed discharges shifting the plasma current barycenter Rbc more outwards. All these
radii Rgeom, Rsh and Rbc are taken from EFIT and shown in Figure 5 for orientation purposes.
EFIT predicts m = 1.5 while Zehrfeld’s method assumes m to be an integer. Accordingly, we used
both rounding integers values: m = 1 and m = 2.
One can notice from Figure 5 that RE orbits are predicted in minor radius of 10–15 cm, which is
not very limiting knowing that the COMPASS minor plasma radius is around 20 cm. RE orbits are
localized more inside the plasma for higher m, as could be expected due to the higher peaking of
Wdri f t profile. For the same reason, later significant losses of high energy RE are expected for higher m,
which can be seen by slightly delayed equalization of the RE radius with Rout (for 5–15 ms) for factor
of current profile m = 2 than in the m = 1 case. However, both timings for significant high energy RE
losses are a few tens of milliseconds after the Shielded HXR observes the losses, showing that these
losses are probably due to the RE outward drift as Ip is decreasing and connection of strong Shielded
HXR signal and Ip ramp-down phase is indeed observed in Figure 2b. On the other hand, this does
not explain the interaction on the high-field side seen by the visible cameras.
8. Conclusions
Understanding RE physics gives us better prediction towards understanding RE generation and
mitigation in ITER. One basic RE parameter to compare model and experiment is the RE current.
Therefore, we have presented here one method for estimating the RE current in the COMPASS tokamak.
The pitch angle showed to be relevant for the RE energy calculation, which plays an internal
role in the RE current estimate method. Implementation of the method on the COMPASS discharge
#7298 shows that at least a few kA of the total plasma current is driven by the RE. The method is
then used for ne-scan and showed the different amount of RE current present in the plasma at the
expected trend. Namely, discharges with lower density have higher RE current. Commonly used
Kruskal–Bernstein theory does not appear suitable for high RE current discharges. NORSE, a code
built for such discharges, showed to be more sensitive to plasma parameters, but further development
is necessary for better prediction of the RE dynamics. Applying the knowledge of RE current to the
RE drift energy limit, a crucial role of the limit at the final stage of the COMPASS plasma discharge,
is reported.
At the first instance, an implementation of the RE current into the equilibrium simulation is left for
future work on the COMPASS tokamak. Furthermore, theories used here are also the most commonly
used model basis in the RE research community. However, they obviously overestimate the number
of REs. Their further development is far beyond the scope of this article. The results obtained from
theories are here to show the issue is oversimplified and demonstrate the need for a better modeling of
the RE generation.
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Abstract: The present paper is based on the materials of the Invited Lecture presented at 29th Summer
School and International Symposium on the Physics of Ionized Gases (28 August 2018–1 September
2018, Belgrade, Serbia). In the paper, the effect of nitrogen admixture on various characteristics of
a dc glow discharge in argon (the volt-ampere characteristic, rate of plasma decay in the afterglow,
discharge constriction condition, and formation of a partially constricted discharge) is considered.
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1. Introduction
It is well-known that an addition of a molecular gas to a rare gas can significantly change
characteristics of a discharge. The degree and tendency of these changes depend on the discharge
conditions: the sort of a rare gas, sort and percentage of the admixture, gas pressure, etc. The argon/
nitrogen gas mixture is one of the mixtures most commonly used in discharge studies. Over the past
decades, many experimental and theoretical works have been carried out in which the effect of nitrogen
admixture on the characteristics of an electric discharge in argon has been investigated. Various types
of discharges have been studied: microwave [1–3], RF (magnetron, inductive, and capacitive) [4–9],
surface [10], barrier [11–13], dc [14–24], and pulse-periodic [25–27] discharges. It is shown that nitrogen
impurity can significantly change the electrical and spectral characteristics of the discharge, the plasma
ion composition, and the population of argon energy levels. In this paper, we restrict ourselves to
examining the effect of nitrogen admixture on the characteristics of a dc glow discharge (maintained in
a tube) in argon and on the characteristics of afterglow plasma. The presented brief review is mainly
based on the results of our works that have been performed in the last decade. The following effects are
discussed: influence of N2 admixture on the current–voltage characteristic of a diffuse glow discharge;
influence of N2 admixture on the rate of plasma decay in the afterglow; influence of N2 admixture
on discharge constriction conditions and on the characteristics of constriction process; formation of
partially constricted discharge in Ar:N2 mixtures at intermediate gas pressures.
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2. Influence of N2 Admixture on the Current–Voltage Characteristic of a Diffuse Glow Discharge
in Ar
In glow discharges in pure rare gases the main ionization process is stepwise ionization from the
lower metastable states (except for the case of very low pressures and discharge currents). The effect of
molecular admixture on discharge characteristics depends, in particular, on the ratio of the ionization
energy of the admixture molecules and the energy of the lower metastable state of rare gas atoms. If the
ionization energy of molecules is lower than the energy of atoms, then a small admixture of a molecular
gas can lead to a reduction in both the breakdown voltage and the discharge operating voltage. Such a
situation occurs in discharges in He and Ne (see, e.g., [28–30] and references therein), because the
energy of the lower metastable states of He* (19.8 eV) and Ne* (16.6 eV) is higher than the ionization
energy of any molecular admixture. The effect of discharge voltage and breakdown voltage reduction
is partially due to the low ionization energy of molecules, but is mainly caused by the processes of the
Penning ionization (He* + M → He + M+ + e, Ne* + M → Ne + M+ + e). If the percentage of admixture
is relatively high, the situation is more complicated. On the one hand, the admixture can appreciably
change the electron energy balance in the plasma due to losses of the electron energy going to the
excitation of vibrational and lower electronic levels of molecules. This effect leads to an increase in the
voltage required to sustain the discharge. On the other hand, as the admixture concentration increases,
a new ionization mechanism can occur (related directly to molecules), which may lead to a reduction
in the discharge voltage. In general, the resulting change in the discharge characteristics depends on
the experimental conditions: the sort of rare gas, the percentage of admixture, the sort of molecular
gas and the gas pressure. This section may be divided by subheadings. It should provide a concise
and precise description of the experimental results, their interpretation as well as the experimental
conclusions that can be drawn.
If the rare gas is argon and the molecular admixture is nitrogen, the Penning ionization mechanism
is absent, since the energy of the lower metastable level of Ar atom (11.6 eV) is lower than the ionization
energy of nitrogen molecules (15.58 eV). The ionization energy of Ar atoms (15.76 eV) is close to the
ionization energy of nitrogen molecules, therefore nitrogen is not an easily ionized additive. Cross
sections for the excitation of vibrational levels of N2 molecules by electron impact are rather high
in the energy range 2–3.5 eV (i.e., at energies below the energy of the lower argon metastable state),
so in Ar:N2 discharge plasma the electron energy losses due to excitation of vibrational levels can
be significant. Moreover, in Ar:N2 plasma metastable states of Ar atoms are effectively quenched in
collisions with N2 molecules [31]
Ar* + N2 → Ar + N2(C3Πu), rate constant = 2.9 × 10−11 cm3 s−1, (1)
Ar* + N2 → Ar + N2(B3Πg), rate constant = 6.0 × 10−12 cm3 s−1. (2)
In addition, it is also well known that, for the same conditions (discharge tube geometry, gas
pressure, and discharge current) the electric field in the positive column (or the discharge voltage)
required to sustain a dc diffuse glow discharge in pure nitrogen is much higher than that in pure
argon [32].
Given the above arguments, one would expect that the addition of nitrogen would lead to an
increase in the electric field in the positive column of the dc discharge in argon. Indeed, this is
exactly what happens at relatively low gas pressures (P~1–2 Torr for a tube radius of R~1–2 cm; see,
for example, [14,33]). This is illustrated in Figure 1, which shows current–voltage characteristic of
discharges in pure argon and in Ar + 0.075%N2 and Ar + 1%N2 gas mixtures at gas pressure P = 2 Torr
(R = 1.4 cm, interelectrode distance ≈ 75 cm). One can see that the discharge voltage increases with a
factor 2 when 1% of nitrogen is added to argon.
However, at intermediate pressures (tens of Torr), the situation changes dramatically. It was
observed that at intermediate pressures a small additive of nitrogen to argon resulted in a noticeable
decrease in the discharge voltage of a diffuse dc discharge. This effect was discovered in experiments
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with partially constricted discharges in Ar:N2 mixtures [15,16,34]. Figure 2 shows current–voltage
characteristics measured in pure argon and in Ar + 0.75%N2 and Ar + 1%N2 gas mixtures at gas
pressure P = 40 Torr (R = 1.4 cm, interelectrode distance ≈ 75 cm). As can be seen from Figure 2, the
discharge voltage of a diffuse discharge decreases by 2–1.5 times (depending on discharge current
value) when 0.75% of nitrogen is added to argon. In the case of 1% of nitrogen the effect is slightly
less pronounced.
Figure 1. Current–voltage characteristic of discharges in pure argon and the Ar/N2 mixtures at gas
pressure P = 2 Torr [33].
Figure 2. Current–voltage characteristic of discharges in pure argon and the Ar/N2 mixtures at gas
pressure P = 40 Torr [15,34].
The explanation of the observed effect was given in paper [17], in which characteristics of
discharge plasma in pure argon and Ar + 1%N2 mixture were studied both experimentally and
theoretically (R = 1.4 cm, interelectrode distance ≈ 75 cm). To reproduce in the calculations the
current–voltage characteristics measured at various pressures (2 Torr, 40 Torr and 80 Torr, see Figure 3),
a rather complex (complete) zero-dimensional kinetic model was elaborated [17]. The model included
kinetics of excited states of Ar atoms (four lower levels and the higher states combined into three
lumped levels), the kinetics of electronic levels of N2 (N2(A3Σ+u ), N2(B3Πg), N2(B’3Σ−u ), N2(a’1Σ−u ),
N2(a1Πg), N2(w1Δu), and N2(C3Πu)), the vibrational kinetics of nitrogen molecules in the ground
state N2(X1Σ+g , v) (45 vibrational levels), the kinetics of electronic states of N atoms (N(4S), N(2D),
and N(2P)), and the kinetics of electrons and Ar+, Ar+2 , N
+, N+2 , N
+
3 , and N
+
4 ions. Electron transport
coefficients and rate constants for electron induced processes were calculated by solving the electron
Boltzmann equation in parallel with the system of kinetic equations. Besides, the model included the
equation for the electric circuit.
The gas temperature on the tube axis was evaluated from the experimental data and used in the
model as a parameter. Naturally, the radial temperature profile was not taken into account within 0D
model. The temperature value that was used in the calculations corresponded to the gas temperature
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on the tube axis. It was estimated as follows. First, for given experimental data on the electric field
strength, E, and the discharge current, I, the power deposited per unit length of the discharge, Q = IE,
was calculated. Then, a one-dimensional (along the tube radius) thermal balance equation with a
given heat source was solved numerically and the radial profile of the gas temperature was calculated.
It was assumed that the wall temperature was 300 K and the radial profile of the deposited energy
was Besselian.
Figure 3. Calculated (curves) and measured (symbols) dependences of the electric field in the positive
columns of discharges in pure argon and the Ar + 1%N2 mixture on the discharge current for P = 2 Torr
and 40 Torr [17].
The gas temperature in a glow discharge under the conditions close to the experimental
conditions [17] was measured in [35] (Ar, Ar + 1%N2, pressure of 50 Torr, tube diameter of 3.8 cm,
and currents of 5–50 mA). In that paper, the gas temperature was also estimated using the procedure
described above. It was shown that for the case of gas mixture the calculated values of the gas
temperature agreed quite well with the measured ones. For pure Ar discharge the estimated gas
temperatures were lower than measured. This was explained by the fact that, under considered
conditions, the discharge in argon contracted at approximately 35 mA whereas the discharge in
mixture remained diffuse even at 200 mA. In pure Ar, at discharge currents relatively close to 35 mA
the radial profile of the deposited energy is noticeably narrower than the Besselian profile and, as a
result, the measured temperature profile is narrower than the calculated one (for example, at I = 20 mA,
see comments in [35]). Naturally, with decreasing current, the radial profile of the discharge current
density becomes wider, and the theoretical estimate of the gas temperature becomes more reliable.
In [17], the relatively low discharge currents were considered (≤20 mA), so it can be expected that the
performed estimation of the gas temperature was rather correct.
Gas temperatures at the axis of the discharge tube calculated in pure argon and the Ar + 1%N2
mixture for P = 2 Torr and 40 Torr are shown in Figure 4. According to calculations, at P = 40 Torr,
the gas temperature in pure Ar discharge is higher than in Ar + 1%N2 mixture discharge, which is
consistent with experimental data [35].
The calculated E(I) characteristics were in a reasonable agreement with the experimental data (see
Figure 3). As for the reduced electric field (E/N, N is the gas number density), in the case of P = 40 Torr
the calculated E/N value varies from 3.9 Td to 3.3 Td (in pure Ar) and from 2.1 Td to 1.6 Td (in Ar +
1%N2 mixture) with discharge current increase from 2 mA to 20 mA. That is, in argon, the reduced
electric field is two times higher than in the mixture. At low pressure (2 Torr) the E/N value varies
from 7.59 Td to 6.6 Td (in pure Ar) and from 22.5 Td to 10.9 Td (in Ar + 1%N2 mixture) with discharge
current increase from 2 mA to 20 mA.
The performed analysis showed that, in pure argon at intermediate pressures (e.g., 40 Torr) the
stepwise ionization from the lower excited electronic states of Ar atoms was the dominant ionization
process. The excitation of these states was provided by electron impact from the ground state, the
energy of the lower state is about 11.6 eV. Due to ion conversion reaction the main ion in plasma was
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Ar2+. Losses of electrons were mainly provided by recombination with Ar2+ ions and, partially, by
ambipolar diffusion.
Figure 4. Gas temperature at the axis of the discharge tube calculated in pure argon and the Ar + 1%N2
mixture for P = 2 Torr and 40 Torr [17].
According to calculations [17], in the Ar + 1%N2 mixture at intermediate pressures, a very effective
ionization mechanism was realized. The ionization was mainly provided by processes of associative
ionization of excited nitrogen atoms
N(2P) + N(2D) →N2+ + e, (3a)
N(2P) + N(2P) →N2+ + e, (3b)
and (to a lesser extent) by processes of associative ionization of excited nitrogen molecules
N2(a’1Σu−) + N2(A3Σu+) → N4+ + e. (4a)
N2(a’1Σu−) + N2(a’1Σu−) → N4+ + e. (4b)
It was also shown that, at intermediate pressures, the degree of vibrational excitation of nitrogen
was very high and the processes involving vibrationally excited molecules substantially contributed to
the production of N atoms
N2(A3Σu) + N2(X, 14 ≤ v ≤ 19) → N2(B3Πg, v ≥ 13) + N2(X) → N + N + N2(X), (5)
and N2(a’) molecules
N2(X, v ≥ 16) + N2(X, v ≥ 16) → N2(a’) + N2(X, v = 0) (6)
Due to charge transfer and ion conversion processes
N2+ + Ar ↔ N2 + Ar+, (7)
Ar+ + 2Ar ↔ Ar2+ + Ar, (8)
the major ion in discharge appeared to be Ar2+, i.e., the same as in pure Ar discharge.
Note that the energies of N(2D) and N(2P) states are 2.38 eV and 3.57 eV, respectively. Nitrogen
atoms are produced in processes (5) with the participation of vibrationally excited molecules N2(X,
14 ≤ v ≤ 19) and electronically excited N2(A) molecules. Lower vibrational levels of N2 molecules
(v ≤ 8) are excited by electron impact, the threshold for the excitation of the first vibrational level is
about 0.29 eV. The upper vibrational levels are populated due to V–V exchange processes. The lower
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metastable state N2(A3Σu) is excited by electron impact from the ground electronic state N2(X, v), the
energy of the N2(A3Σu) state is about 6.17 eV. One can see that the energies of key species, which
provide ionization in Ar + 1%N2 mixture at intermediate pressures, are essentially lower than 11.6 eV.
For this reason, the ionization mechanism in Ar + 1%N2 mixture is realized at E/N values noticeably
lower than those in pure Ar.
Therefore, at intermediate gas pressures, the addition of N2 to Ar leads to more effective ionization
processes, while the major ion in plasma and, thus, the mechanisms of electron losses remain the same.
As a result, the electric field in Ar + 1%N2 discharge (and the reduced electric field) is lower than that
in the pure argon discharge.
At low gas pressures (e.g., 2 Torr) the losses of electrons and ions in discharges in pure argon and
in Ar + 1%N2 mixture are due to ambipolar diffusion, the rate of losses is noticeably higher than that
at intermediate pressures (e.g., 40 Torr). For this reason, the reduced electric field E/N in the plasma
increases [17], because, in order to preserve ionization balance in the discharge plasma, it is necessary
that the ionization rate be sufficiently high. In pure argon discharge, the required rate of ionization is
provided, as before, mainly by stepwise ionization processes. In Ar + 1%N2 discharge at low pressures
the Processes (3) and (4) cannot provide the required rate of ionization and the ionization processes
involving argon atoms (ionization by electron impact from the ground state, stepwise ionization and
chemoionization) contribute substantially to electron production [17]. At that, the value of E/N (and,
accordingly, the value of E) in Ar + 1%N2 mixture is appreciably higher than that in pure argon. This is
related, in particular, to the fact that, in the mixture, excited argon atoms are efficiently quenched by
nitrogen molecules (Processes (1) and (2)).
Naturally, the results of the calculations depend on the used values of the rate constants.
The choice of the rate constants for the processes included in the model is discussed in detail in
paper [17]. Here we briefly discuss the situation with rate constants for the key ionization Processes (3)
and (4). The rate constant of Process (3a) is known only approximately. Estimate performed in [36]
yield a value of ~10−12 cm3 s−1, which is lower by one order of magnitude than the estimate given
in [37]. The rate constant used in the model [17] was taken from [36]. As for the Process (3b), it
was shown in [38] that the use of this process in the model of the afterglow nitrogen plasma allows
one to adequately describe specific features of the experimentally observed plasma decay dynamics.
According to estimates [38], the rate constant of this process is 2 × 10−11 cm3 s−1, it is this value that
was used in the model [17]. The rate constants of Reactions (4a) and (4b) used in different studies differ
by one to two orders of magnitude. In the model [17] rate constants of these processes were chosen in
accordance with recommendations made in [39]: 10−11 cm3 s−1 and 5 × 10−11 cm3 s−1, respectively.
It is also worth noting that, in contrast to argon, the addition of nitrogen (1%, for example) to
neon or helium leads to an increase in the electric field (discharge voltage) in a dc glow discharge even
at intermediate gas pressures. The explanation of this effect is as follows [18]. Addition of N2 to Ne
also leads to changing the ionization mechanism in dc discharge plasma, ionization processes in Ne +
1%N2 discharge are similar to that in Ar + 1%N2 discharge. On the other hand, in contrast to argon
atoms, the ionization energy of Ne atoms is essentially higher than that of N2 molecules, therefore the
charge transfer process from N2+ ion to Ne atom is absent Ne + 1%N2 plasma. For this reason, the
addition of N2 to Ne leads to the replacement of Ne2+ (major ion in plasma in pure Ne) with N4+ in
Ne + 1%N2 mixture. The rate constant for the process of electron recombination with N4+ ion is one
order of magnitude higher than that with Ne2+ ion. The increase in the rate of electron losses due to
recombination with N4+ ions appears to be more significant factor than the new ionization mechanism,
so the electric field needed for the glow discharge maintenance increases with the addition of N2 to Ne.
In the case of He, the situation is similar to that in Ne.
3. Effect of Nitrogen Addition to Argon on the Rate of Plasma Decay in the Afterglow
It is shown in [17] that, in a dc glow discharge in Ar + 1%N2 mixture, a very high degree of
vibrational excitation of nitrogen molecules is achieved. In the afterglow of such a discharge, the
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electrons gain energy in superelastic (second kind) collisions with vibrationally excited molecules, so
the effective electron temperature (Te = 2/3um, where um is the mean electron energy) in the afterglow
plasma can be quite high for some time (about the relaxation time of the vibrational distribution
function). In turn, the high electron temperature provides the high rate of plasma decay due to
ambipolar diffusion process.
It should be noted that the evolution of the electron energy distribution function (EEDF) in
nitrogen afterglow plasma was a subject of a large body of studies within the past 30 years (see [40,41]
and references therein). It was ascertained that, in the afterglow plasma, the EEDF form was governed
by heating of electrons in superelastic collisions with vibrationally excited molecules. As a consequence,
there was a strong coupling between the degree of the vibrational excitation of nitrogen and the electron
temperature. The EEDF and the effective electron temperature in pure nitrogen afterglow plasma were
studied in a large number of papers (see [40,41] and references therein), though there are a few works,
in which similar studies were performed in gas mixtures of a rare gas with nitrogen [3,26,42–44].
In particular, in paper [43] the EEDF in the afterglow of a pulsed direct current discharge was
measured in an Ar + 1%N2 mixture. The vibrational temperature, Tv, of N2 molecules was also
experimentally estimated. The discharge was maintained in a cylindrical glass tube of 3 cm internal
diameter at gas pressures of 0.5 Torr and 1 Torr. The pulse duration was 40 μs and the pulse repetition
frequency was 1 kHz. The estimated vibrational temperature was about 4000–5000 K, and the electron
temperature, calculated by the measured EEDFs, was varied in the range 4000–6000 K (depending
on the gas pressure and the discharge current). In [3], the electron temperature in the afterglow of
Ar:N2 power-pulsed microwave plasma was measured. Measurements were performed in a quartz
tube with an inner radius of 0.3 cm in mixtures with N2 percentage of 1–20% at a total gas pressure of
8–30 Torr. It was shown that in mixtures with a relatively low N2 percentage (for example, 1%) the
electron temperature in the afterglow plasma can be as high as 0.8 eV, which indicates that the degree
of vibrational excitation of nitrogen is high.
Actually, the vibrational distribution function in the afterglow plasma (as well as in the
discharge plasma) is not the Boltzmann function, i.e., is not characterized by only the temperature
Tv. Calculations of the vibrational distribution function and the EEDF in the afterglow of a dc glow
discharge in Ar + 1%N2 were presented in conference paper [44]. In calculations the kinetic model [17]
was used, and the procedure of simulation was as follows. Firstly, time–evolution of plasma parameters
was calculated up to approaching steady-state discharge conditions which were characterized by the
discharge current value. Then, the applied voltage (the electric field in plasma) was switched off,
and the time-variation of plasma parameters in the post-discharge was calculated. The following
conditions were considered: discharge tube radius R = 1.5 cm, gas pressure P = 5 Torr, gas temperature
Tgas = 350 K, discharge current I = 20 mA.
According to simulations in [44], the reduced electric field in the steady-state discharge is about
E/N = 4.7 Td, the electron number density is ne = 2.0 × 1010 cm–3. Vibrational distribution functions in
discharge and afterglow plasma are shown in Figure 5. The shape of the distribution function (and the
degree of the vibrational excitation) can be characterized by ‘local’ vibrational temperatures, Tvi,i+1,
calculated using the populations of two successive vibrational levels, i and i + 1. In the discharge
plasma the vibrational temperature Tv0,1 is as high as 10,580 K and in the afterglow, it decreases
down to 3300 K during 50 ms (see Table 1). Note also that Tvi,i+1 values (i = 1, 2, 3, 4, see Table 1) are
noticeably higher than Tv0,1 values.
The high degree of the vibrational excitation of nitrogen molecules leads to high effective electron
temperatures in the afterglow plasma (see Table 1). At t = 10 ms, the electron temperature is as high
as Te ≈ 8520 K, and the further decrease in Te value is explained by the decrease in the degree of
vibrational excitation of nitrogen molecules, which is illustrated in Figure 5 by growth of N2(X, v = 0)
population. At that, even at t = 30 ms the electron temperature is rather high Te ≈ 6590 eV. It is worth
noting that the calculated Te values agree with those measured in the afterglow of a pulsed microwave
discharge in the Ar + 1%N2 mixture [3].
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Figure 5. Ar + 1%N2. Calculated vibrational distribution functions in discharge (t = 0) and afterglow
(t > 0) plasma [44]. R = 1.5 cm, P = 5 Torr, Tgas = 350 K, I = 20 mA.
Table 1. Ar + 1%N2. Calculated ‘local’ vibrational temperatures (Tvi,i+1, see comments in the text) and
effective electron temperatures (Te), in discharge (t = 0) and afterglow (t > 0) plasma [44]. R = 1.5 cm,
P = 5 Torr, Tgas = 350 K, I = 20 mA.
Discharge Afterglow
t = 0 10 ms 30 ms 50 ms
Tv0,1, K 10,580 6300 4110 3300
Tv1,2, K 17,260 9150 6350 5100
Tv2,3, K 16,560 9990 7900 6760
Tv3,4, K 14,980 10,530 9410 8610
Tv4,5, K 9560 10,190 10,070 9870
Te, K 28,900 8520 6590 6050
It was mentioned in [44] that, under the considered conditions, the rate of plasma decay due
to ambipolar diffusion process was high because of the high electron temperature in the afterglow.
However, no comparison with plasma decay rate in pure argon afterglow was performed. Such a
comparison was presented in paper [26], in which the time variation of the electron concentration in
the afterglow of dc glow discharges in pure Ar and Ar + 1%N2 mixture was numerically studied. As in
work [44], the kinetic model [17] was used in simulations. The following conditions were considered:
discharge tube radius R = 1.4 cm, gas pressures P = 1, 2, and 5 Torr, discharge currents I = 20 mA
and 56 mA. Time variation of the effective electron temperature in Ar + 1%N2 afterglow calculated at
fixed discharge current I = 20 mA and various gas pressures is shown in Figure 6. As follows from the
calculations, the lower the gas pressure, the faster the electron temperature decreases in the discharge
afterglow. In the afterglow of a discharge in pure argon, electrons are heated in superelastic collisions
with electronically excited atoms. In addition, fast electrons appear in chemoionization processes Ar*
+ Ar* = Ar + Ar+ + e (≈7.6 eV). In [26], the electron temperature in the pure argon afterglow was
not calculated because of the problem of accounting for the letter process in the Boltzmann equation.
On the other hand, it was observed in [3,45] that the electron temperature in the argon afterglow plasma
dropped rapidly (during ~100 μs at pressures of 6–30 Torr) to Te~1200 K. Therefore, in calculations [26],
the electron energy distribution function in pure argon afterglow was assumed to be Maxwellian with
the temperature Te = 1000 K or Te = Tgas (for comparison).
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Figure 6. Calculated effective electron temperature in a dc discharge in the Ar + 1%N2 mixture (t < 0)
and its time evolution in the discharge afterglow (t > 0). R = 1.4 cm, I = 20 mA. P = 1 Torr (1), 2 Torr (2),
and 5 Torr (3) [26].
Electron densities in the discharge and their time evolution in the afterglow calculated for pure
Ar and Ar + 1%N2 mixture at a discharge current of I = 20 mA are shown in Figure 7a–c. From Figure 7
it follows that in some cases an increase in the electron concentration is observed at the very beginning
of the afterglow. According to calculations, in steady state Ar + 1%N2 discharge plasma under
considered conditions, production of electrons is mainly due to associative ionization (3) and (4) and
chemoionization (Ar* + Ar* → Ar+ + Ar + e) processes and losses of electrons are due to ambipolar
diffusion process. After turning off the electric field, the mean electron energy instantaneously (within
the model used) decreases. The decrease in the mean electron energy leads to the decrease in the rate
of electron losses due to ambipolar diffusion process while the rate of electron production remains near
the same, since the rates of the ionization processes mentioned above do not depend on the electron
temperature. As a result, this leads to an increase in the electron concentration at the very beginning of
the afterglow.
In pure Ar discharge under considered conditions losses of electrons are also due to ambipolar
diffusion process. At that, at pressure 1 Torr, production of electrons is partially due to chemoionization
processes. As a result, an increase in the electron concentration at the very beginning of the afterglow
is observed in simulations. It follows from simulations that, with increasing pressure, the contribution
of chemoionization processes to ionization rate decreases and the production of electrons is almost
completely provided by stepwise ionization processes. In this case, the decrease in the electron
temperature in the afterglow leads to significant decrease in the rate constant of stepwise ionization and,
accordingly, the rate of electron production. As a result, the concentration of electrons monotonously
decreases in the afterglow.
As Figure 7a shows, at P = 1 Torr, the afterglow plasma of a discharge in the Ar + 1%N2 mixture
decays noticeably faster than that of a discharge in pure Ar. In this case, the decay of plasma (both in
pure argon and in a gas mixture) is governed by the ambipolar diffusion process, the rate of which in
Ar + 1%N2 afterglow plasma is high due to the high electron temperature (see Figure 6).
However, the situation changes significantly with the pressure increase. At P = 5 Torr (Figure 7c),
at the beginning of the afterglow (during 1 ms) the electron density in the Ar + 1%N2 mixture decreases
much slower than in pure argon, although the rate of ambipolar diffusion in argon is significantly lower.
As a result, even at t = 13 ms after the end of the discharge, the electron density in Ar + 1%N2 mixture
remains slightly higher than that in pure Ar. In contrast, at t > 15 ms, the electron density in pure argon
is significantly higher with respect to that in Ar + 1%N2 mixture. This result is explained by two main
effects [26]. The first effect consists in the following: at the beginning of the afterglow in pure argon,
the Ar+ ions (dominant ions in the discharge plasma) are quickly (~0.3 ms) converted in molecular
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ions Ar2+ (see comments in [26]). At the beginning of the afterglow, the rate of plasma decay due
to recombination of electrons with molecular ions is higher than that due to the ambipolar diffusion
process. The rate of the recombination process decreases with the electron (and ion) concentration
decrease, so that, at t > 15 ms, the plasma decay is governed by the ambipolar diffusion only.
 
 
Figure 7. Calculated electron densities in the discharge (t ≤ 0) and in the afterglow (t > 0) at a discharge
current of I = 20 mA and gas pressures of P = 1 (a), 2 (b), and 5 Torr (c), respectively [26].
The second reason is that, according to calculations, in Ar + 1%N2 afterglow the high rate of
plasma decay due to ambipolar diffusion process is balanced (to a large extent) by the high rate of
electron production via associative ionization of excited nitrogen atoms and molecules (3) and (4). As a
result, the plasma decay rate during 1 ms after the end of the discharge is appreciably lower than in
the Ar afterglow plasma.
The above described results of simulations were used in [26] for the qualitative explanation of the
experimental data on the influence of a nitrogen admixture on the anomalous memory effect in the
breakdown of low-pressure argon in a long discharge tube.
4. Effect of Nitrogen Addition to Argon on Discharge Constriction Conditions
The constriction of a glow discharge is the transformation of discharge from the diffuse form
where plasma fills up the whole tube cross-section more or less uniformly, to the constricted one, where
the plasma cord is narrower (sometimes much narrower) than the tube diameter [32]. The constriction
is a result of the onset of plasma instability against transverse perturbations of the electron density (see,
for example, comments in the review [46]). Depending on experimental conditions the instability can be
caused by different physical mechanisms. In discharges in noble gases at intermediate pressures (except
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for helium), the most important is the supernlinear dependence the excitation rates of electronic states
and the rate of stepwise ionization on the electron density due to the influence of electron–electron
(e–e) collisions on the electron energy spectrum [46].
The simplest way to observe the constriction of a dc discharge is to gradually enlarge the discharge
current by increasing a power supply voltage. When the current reaches some critical value IC, the
discharge positive column sharply constricts to a narrow cord. Simultaneously the sharp bend of the
discharge volt-amp characteristic (VAC) occurs (Figure 8). Current values for the transition from the
diffuse form to the constricted one and, vice versa, from the constricted form to the diffuse differ, so
that hysteresis occurs.
Figure 8. Volt-amp characteristic of the discharge under constriction [47]. (© IOP Publishing.
Reproduced with permission. All rights reserved.)
For the given noble gas, the IC value depends strongly on the gas pressure and discharge tube
diameter. In the context of this paper, it is important that even a small nitrogen admixture to argon
also affects essentially the IC and the whole VAC. This effect is illustrated by Figure 9, where the set
of data for pure argon and argon with various nitrogen admixtures is depicted. The discharge tube
inner diameter is 2.8 cm, the distance between electrodes is 75 cm. One can see that as low as 0.02
and 0.075 percentage of nitrogen admixtures shifts the critical current from 17 mA to 45 mA and to
even 100 mA, respectively. Increasing N2 concentration up to 1 percent makes it impossible to reach
constricting for the given electrical scheme. The qualitative explanation of this effect is as follows.
As it was mentioned above, it is e–e collisions that provide the conditions necessary for the stepwise
discharge constriction. The degree of the influence of e–e collisions on electron energy spectrum
depends, in particular, on the ratio of the e–e collision frequency and the frequency of electron energy
losses in elastic and inelastic collisions with atoms and molecules. The higher the percentage of nitrogen
admixture, the higher the rate (frequency) of electron energy losses due to excitation of vibrational and
electronic levels of nitrogen molecules and, consequently, the higher electron concentration (discharge
current) is needed to provide the conditions for the discharge constriction.
As Figure 9 shows, N2 addition also diminishes drastically the discharge voltage in the diffuse
region. This issue was discussed in Section 2. At the same time, VACs in the constricted region go
approximately along the same curve. As is shown in [16], it can be explained by the fact that, due to a
very high electron density in a constricted discharge, N2 addition has very little influence on ionization
mechanism which in Ar and Ar-N2 cases is mainly stepwise ionization of Ar metastables.
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Figure 9. Volt–amp characteristics of a glow discharge in pure argon and in argon with nitrogen
admixture. Percentages of admixture are indicated [16]. (© IOP Publishing. Reproduced with
permission. All rights reserved.)
5. Effect of Nitrogen Addition to Argon on the Characteristics of Constriction Process
Visually the process of discharge constriction in pure noble gases usually occurs instantly and
simultaneously along the whole tube. More detailed study shows that if the current exceeds IC value
only slightly, then the constriction begins near one of the electrodes and then its front propagates
toward the other electrode with a finite speed. It seems that this speed can correlate with a group
velocity of moving strata whose appearance accompanies the discharge constriction [46]. Experiments
with Ar-N2 mixtures showed that a small nitrogen addition affected the constriction front speed.
In Figure 10, small portions of VAC in the region of transition from the diffuse to constricted part
are shown for pure argon and argon with 0.02 percent nitrogen admixture.
Figure 10. Volt–amp characteristics for Ar and Ar-N2 mixture in a region of constricting [16]. (© IOP
Publishing. Reproduced with permission. All rights reserved.)
The experimental data were collected in continuous mode with a sample time of 10 ms. It can
be seen that, the process of constricting in Ar lasts 50 ms, while in the mixture it lasts 600 ms. In the
course of this time, the boundary between diffused and constricted parts moves from one electrode to
the other. For argon, this movement is too fast to be noticeable by eye, but in the mixture, it is easily
distinguished. In this case, the process is so sluggish that it is possible to interfere with its course by
varying the power supply voltage and to obtain rather peculiar VACs. In Figure 11, after the beginning
of the contraction the power supply voltage was first decreased (from point A to point B) and then
increased (after B).
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P
Figure 11. Volt–amp characteristic recorded at lowering (from point A) and increasing (from B) of
power supply voltage [16]. (© IOP Publishing. Reproduced with permission. All rights reserved.)
6. Formation of Partially Constricted Discharge in Ar:N2 Mixtures at Intermediate Gas Pressures
It turned out that, during the slow move of the boundary it was possible by proper variation of
power supply voltage to make the movement still slower and finally to bring it to a complete stop at
some position between the electrodes, i.e., to get the steady-state partially constricted discharge (PCD)
(Figure 12).
 
Figure 12. Steady-state partially constricted glow discharge in the Ar + 0.075%N2 mixture,
P = 40 Torr [19] (© 2011 IEEE).
The PCD, formed in such a way, was stable and could exist for a long time without any further
adjustment of the electric circuit parameters. It was also shown that the point on the U-I plane which
corresponded to the formed PCD was placed inside the hysteresis loop.
The constricted part of the positive column can touch either the cathode or the anode. For these
two cases, the interface between the diffuse and constricted parts was different (Figure 12). In the
former case, the boundary between two modes was sharp, while in the latter case, one mode gradually
transformed into the other. Striations moving through the constricted part from the anode to the
cathode were observed (Figure 13, the lower panel). The typical value of the phase velocity of striations
in a constricted discharge is several tens of m/s, the phase velocity decreases with increasing discharge
current [16].
The boundary between the constricted and diffuse parts could be obtained in different positions
between the electrodes. It influenced the discharge voltage value but the current remained at
approximately the same level (Figure 14).
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Figure 13. Two upper panels are the photos of the transition region between diffuse and constricted
parts of discharge. The lower panel is a 120 μs exposure CMOS camera image. In all cases, the cathode
is on the left. Ar + 0.075%, P = 80 Torr [19] (© 2011 IEEE).
Figure 14. Manifold of PCD points (open squares) for the discharge in the Ar + 0.02%N2 mixture at
P = 50 Torr [16]. (© IOP Publishing. Reproduced with permission. All rights reserved.)
At constant parameters of the electrical circuit, the discharge could remain partially constricted
for a few minutes. For the constricted part adjacent to the anode, the boundary was immovable during
this period. Then, probably due to small uncontrolled changes in the parameters of the plasma or
of the external circuit, the boundary shifted a little. After ~10 s, a new shifting occurred with the
same displacement. Furthermore, these jumps repeated with a gradually diminishing period until the
discharge became homogeneous (diffuse or constricted).
If the constricted part was adjacent to the cathode, then from the very beginning, the boundary
performed irregular oscillations with amplitude of a several centimeters and a period of several seconds.
Such a regime could exist for a few minutes. Then, at some moment, the amplitude of oscillations
enhanced and they turned into the movement of the boundary toward one of the electrodes.
7. Conclusions
The effect of nitrogen admixture on various characteristics of a dc glow discharge (maintained in
a tube) in argon has been reviewed. The following specific effects have been discussed.
At relatively low pressures (several Torr) the addition of nitrogen leads to an increase in the
discharge voltage, while at intermediate gas pressures (tens of Torr) it leads to a noticeable decrease in
the discharge voltage. A high degree of a vibrational excitation of molecules is achieved in the Ar:N2
discharge, which provides a high electron temperature in the afterglow due to superelastic collisions of
electrons with vibrationally excited molecules. This, in turn, leads to an increase in the rate of plasma
decay due to ambipolar diffusion process.
At intermediate gas pressures, a stepwise transition of the positive column from the diffuse to the
constricted form is observed when the discharge current exceeds a certain critical value. The addition of
137
Atoms 2019, 7, 13
nitrogen to argon leads to a noticeable increase in the critical current value. According to observations,
the constriction starts near one of the electrodes and then the constricted region boundary propagates
towards the other electrode. For the Ar:N2 mixture, the transition time is considerably longer than in
pure argon. By proper variation of power supply voltage during the transition, in the case of the Ar:N2
mixture, there can be formed a steady-state partially constricted discharge in which the constricted
and diffuse forms of the positive column simultaneously exist in the discharge tube.
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Abstract: Measurements of current and voltage are the basic diagnostics for electrical discharges.
However, in the case of dielectric barrier discharges (DBDs), the measured current and voltage
waveforms are influenced by the discharge reactor geometry, and thus, interpretation of measured
quantities is required to determine the discharge properties. This contribution presents the main
stages of the development of electrical diagnostics of DBDs, which are based on lumped electrical
elements. The compilation and revision of the contributions to the equivalent circuit approach are
targeted to indicate: (1) the interconnection between the stage of development, (2) its applicability,
and (3) the current state-of-the-art of this approach.
Keywords: electrical theory of DBDs; QV-plot; instantaneous power
1. Introduction
Dielectric barrier discharges (DBDs) are a well-established method to generate non-thermal
plasmas at atmospheric pressure [1]. Their main peculiarity is the presence of at least one dielectric
between the electrodes. It prevents the transition into a spark discharge. DBDs have many industrial
applications, e.g., ozone generation, exhaust gas cleaning, surface activation, and light sources.
They are further under investigation for plasma medicine, surface deposition, and flow control.
The non-thermal plasma produces highly-reactive species without an extensive heating of the
gas. The application of non-thermal plasma generated by DBDs is of continuous interest for and
permanently expanded to new technological areas such as conversion of carbon dioxide [2] or removal
of odors [3]. DBD can also initiate very specific chemical processes, which are hardly accessible by
other technologies, like ozone generation [4] or polymerization of D-ribose [5].
The parameters of the plasma are influenced by the discharge geometry and profound knowledge
about the dissipated energy and power, the current and voltage in the gas gap are crucial for the
characterization, comparability, and up-scaling of DBD reactors. Therefore, current, voltage, and
charge measurements are used and interpreted based on equivalent circuits.
However, the growing interest in DBDs and the exploration of new applications has led to a great
variety of DBD designs, reactor configurations, power excitation schemes, and discharge regimes, which
differ from the DBD in the classical ozonizer [6]. Thus, the interpretation of electrical measurements is not
straightforward, and equivalent circuits have been reviewed and further developed. This contribution
aims to summarize the state-of-the-art of the stages of development of this approach.
It does not pretend to be a comprehensive review about electrical diagnostics of DBDs, but is
focused on the principle stages of development of equivalent circuits, which gives information about a
DBD’s properties directly from measured current/charge and voltage waveforms.
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We will follow the historical development of the approach, starting with “the classical electrical
theory of ozonisers” formulated by Manley [7]. First, the main principle of discharge operation
and the challenges for the electrical diagnostics will be given (Section 2). The work [7] provides
the basic principles of the DBD electrical characteristics and will be discussed in detail in Section 3.
The development of the experimental techniques led to new insights, which could not be explained
within the framework of the classical theory. The equivalent circuit approach was suggested by three
groups independently [8–10] to overcome these difficulties. This will be reviewed in Section 4. Section 5
will revise the works [7–9] taking into account the previous revision described in [11–13]. Sections 3–5
deal with the volume DBD where the capacitances of the reactor do not depend on the operation
conditions; in other words, the charges deposited on the dielectric surfaces cover the whole
cross-section of the electrodes uniformly. Section 6 will describe the electrical diagnostic of DBDs
when discharge expansion on the dielectric surfaces is influenced by the amplitude of the applied
voltage [14–16]. The concluding Section 7 will summarize the state-of-the-art and remaining challenges
for the equivalent circuit approach for DBDs.
2. Basics of DBD Operation and Challenges for the Electric Diagnostics
The basic design of a DBD is schematically shown in Figure 1. The discharge is ignited at
sufficiently high applied voltage V(t) (range of a few kV) with frequencies in the range of 50 Hz–1 MHz.
Electrical charges are deposited on the dielectric surfaces during discharge operation. The deposited
charges shield the external electric field, and thus, the discharge is self-extinguished. In other words,
the dielectric limits the charge transfer through the gas gap and restricts the heating of the gas. For the
next discharge ignition, the applied voltage must be increased further or the polarity must be changed.
Thereby, DBD has active and passive phases within one period of the applied voltage, with and without
active charge transfer through the gas gap, respectively.
Figure 1. Schematic presentation of the dielectric barrier discharge cell. Reprinted from [12] with the
permission of ©AIP Publishing.
Since the charges deposited on the dielectric surfaces strongly influence the electric field in the gas
gap, the gas gap voltage Ug(t) significantly differs from the applied voltage V(t). The term Ug(t) is
not defined neatly, as it assumes implicitly an equipotential internal dielectric surface. This is fulfilled
only in the case homogeneous (or uniform/diffuse) discharge regimes, but obviously not for the more
common filamentary modes. Ug(t) can be understood as an effective characteristic, averaged over
the whole dielectric surface, with the following properties: the active DBD phase starts when Ug(t)
overcomes the breakdown potential Ub, and the passive phase begins when Ug(t) falls to the discharge
extinguish voltage Uext. This can be expected at the moment t′, when Ug(t′) = Uext is reached near the
maximum of the applied voltage, i.e., the increase of V(t) does not compensate the screening of the
electric field by the deposited charges. The value of Uext should be between zero and the breakdown
potential Ub (0 < Uext ≤ Ub). The direct measurement of Ug(t) is impossible, but sometimes, it can be
obtained via an interpretation of the externally-measured voltage V(t) and current i(t). The methods
to infer V(t) and i(t) are revised in the present work.
The measured current i(t) contains the current associated with charge transfer in the gas gap (the
discharge current jR(t)) and the displacement current in the gas gap. At the low amplitude of the
alternating applied voltage V(t), the discharge is not ignited, and there is no charge transfer in the gas
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gap. In this situation, the reactor cell behaves as an ideal capacitor Ccell , and the measured current will
be determined by the relation:




The index off in this equation emphasis that the current is measured without discharge
ignition (passive or plasma-off phase). The difference of currents measured with and without
discharge ignition reflects the discharge current, but is not entirely equal to this due to the following
reason. The displacement current in the gas gap is proportional to the derivative of Ug(t), which does
not coincide with the derivative of V(t) in the active DBD phase. Therefore, io f f (t) is not always equal
to the displacement current in the gas gap, and additional efforts are required to establish the relation
between measured i(t) and discharged jR(t) current.
The total power dissipated in a DBD, averaged over the voltage period T, can be deduced directly







The product of measured current and voltage gives the power dissipated in the discharge and
stored on the dielectric surfaces. Thus, only the power averaged over the whole discharge period
is available from directly-measured i(t) and V(t). However, the knowledge of Ug(t) and jR(t) can
provide instantaneous power:
P(t) = Ug(t)jR(t). (3)
The relations between V(t) and Ug(t), as well as i(t) and jR(t) depend on the DBD reactor
geometry. The comparison of DBDs with different geometries should be based on internal discharge
characteristics Ug(t) and jR(t), which can be obtained by means of the equivalent circuit approach.
It allows one to infer the measured waveform comprehensively, but the applicability of the approach
should be accurately examined. This is the main aim of the present work.
3. The Classical Electrical Theory of Ozonizers
DBD was introduced by Siemens in 1857 [4] as a low-temperature discharge for ozone generation.
The principle ideas for electrical characterization of DBD were formulated much later by Manley in
1943 [7], now referred to as “The classical electrical theory of ozonisers”. It is the base for the equivalent
circuit approach. Other approaches to infer electrical characteristics can be found in [17], but they are
not further discussed here.
The main results of the classical theory are based on measurements of three quantities: applied
voltage V(t), current i(t) waveform, and charge as a function of the applied voltage Q(V). The charge
Q(t) can be obtained as an integral of the measured current waveform:
∫ t
0
i(τ)dτ = Q(t) + const, (4)
or can be measured as a voltage drop V0(t) across a given capacitor C0 inserted in series into the
reactor cell:
Q(t) = C0V0(t). (5)
If the charge is measured via capacitance, it can be shown as a function of the applied voltage
directly on the oscilloscope. Examples of such oscilloscope screen shots [7] are reproduced in Figure 2.
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Figure 2. Oscilloscope screen shots of the measured electrical characteristics of DBD from [7].
(a) Measured voltage V(t) and current waveforms i(t). Vertical lines indicate moments of switching
between active (discharge on) and passive (discharge off) phases of DBD. T is the discharge period.
(b) Charge voltage characteristics Q(V) (QV-plot). The arrows indicate temporal development.
The screen shots are reprinted from [7] with the permission of ©Electrochemical Society.
The discharge cell was driven by sinusoidal voltage V(t), whereas the current waveform is more
complex. The active discharge phase is associated with a hump on the current waveform, which ends
when the voltage reaches its maximum. The hump can be well identified by the variation of the voltage
amplitude Vmax. It appears when Vmax is high enough and rapidly grows with Vmax. When V(t)
reaches its maximum, the discharge turns to the passive phase. The switching between passive and
active phases can be verified with synchronous measurements of the light emission [7]. The phases of
the discharge can be seen more distinctly in the charge-voltage characteristics (QV-plot). It appears
as a parallelogram, and each side corresponds to one of the discharge phases. The discharge power
averaged over period T is determined by the integration of the product i(t)V(t) (see Equation (2)) or







Further conclusions can be drawn from detailed discussions of the QV-plot, which is schematically
shown in Figure 3. When the amplitude of the applied voltage is too low for the discharge being
ignited, the reactor cell behaves as a capacitor Ccell . Ccell can be represented as a serial connection of





Then, the QV-plot is a straight line with slope Ccell (i.e., Q(t) = CcellV(t)). In the case of the
passive discharge phase, the measured charge is shifted by ±Q0 due to the charges deposited on the
dielectric surfaces; see Figure 3a. Therefore, the measured charge can be described as:
Q(t)± Q0 = CcellV(t). (8)
This can be inferred in terms of the equivalent circuit for the passive discharge phase (off);
see Figure 3b. Q0 is part of the internal node charge, which is present on the plate of the capacitor Cd;
see [12] for details.
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Figure 3. Interpretation of the classical charge-voltage characteristics of sinusoidal voltage-driven
ozonizers. (a) Schematic presentation of the QV-plot. (b) Equivalent circuits corresponding to passive
(plasma-off) and active (plasma on) discharge phases.
In the active part of the discharge, the plasma connects the electrodes, and the reactor capacitance
is only determined by the dielectric barriers as represented in the equivalent circuit for the active part
of the discharge (on); see Figure 3b. The corresponding part of the measured QV-plot is a straight
line with the slope of Cd shifted by the gas gap voltage Ug; see Figure 3a. Ug does not depend on the






The work of Manley [7] contains an additional important result, which is not often mentioned.
The gas gap voltage of the DBD in the active phase, measured for different gas gaps distances (d) and
pressures (p), was compared with the breakdown voltage of the gas (air) between the parallel plate
electrodes. The influence of the gas temperature was accounted for by an extrapolation of measured
values to the zero discharge power. Ug appears as a function of pd, similar to the breakdown voltage
in a homogeneous electric field. However, the absolute values were somehow lower. The breakdown
voltage strongly depends on pre-ionization of the gas; thus, the residual charges, left from a previous
DBD cycle, are responsible for the reduction of the Ug. The influence of the residual charges is also
confirmed by the dependence of the breakdown voltage on the time between external re-ignitions [18].
Nevertheless, the observation, that Ug is a function of pd, supports the use of Ug also in the case of
filamentary DBDs, as investigated in [7], in spite of the implicit assumption about the equipotential
barrier surfaces.
The classical electrical theory of ozonizers can be summarized as follows: (a) DBD can be
represented by two equivalent circuits, which correspond to passive and active discharge phases
(see Figure 3); (b) during the active discharge phase, Ug is constant and does not depend on the voltage
amplitude, but it is a function of the inter-electrode distance and the gas density (as assumed by
Paschen’s law); (c) geometrical parameters of the discharge cell can be determined from the QV-plot,
namely capacitances Ccell and Cd; (d) there is no conclusion about discharge current; however, it
is assumed that the total current, measured in the active phase, corresponds to the charge transfer
through the gas gap (as seen from the equivalent circuit for active discharge phase; see Figure 3b (on)).
This means that Equation (1) could not be used for the determination of the displacement current in
the active discharge phase.
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4. Suggestions for the Equivalent Circuit Approach
With the improvement of experimental techniques for the generation of high voltages, as well
as for the measurement of current and voltage waveforms, new types of QV-plots were reported,
which differ significantly from a parallelogram and, thus, cannot be explained by the classical theory
in a straightforward manner. Examples of such QV-plots are presented in Figure 4. The most exotic
QV-plots are obtained under pulsed excitation (Figure 4b,c), but even the QV-plot for a sinusoidal
operated DBD, in Figure 4a, requires additional explanations.
Figure 4. Schematic presentation of different types of the voltage waveforms (upper line) and the
corresponding QV-plots (lower line). (a) Staircase-shaped QV-plot measured for a sinusoidal operated
DBD [19]. ©Penerbit UTM Press. (b) QV-plot measured for bipolar pulsed operated DBD [8]. ©V.E.
Zuev Institute of Atmospheric Optics SB RAS, reproduced with permission. (c) QV-plot measured
for pulsed operation in the form of damped oscillations [20] ©IOP Publishing. Reproduced with
permission. All rights reserved. The figures are reproduced with the kind permission of the authors.
It was inferred that the gas gap voltage Ug is varying during the active discharge phase. For more
detailed interpretation of the DBD electrical characteristics, an equivalent circuit approach was
presented in 2001 by Lomaev [8], as well as Liu and Neiger [9]; see Figure 5. The approach was
also used by Bibinov et al. at the same time [10]. These equivalent circuits contain a capacitor
associated with dielectric barriers Cd in serial connection to the gas gap. The latter is represented as
a parallel connection of a gas gap capacitor Cg and a time-dependent current source or resistor R.
This resistor/current-source is a “black box” approximation of the discharge, i.e., the plasma is just
characterized by the current jR(t).
Figure 5. Simplest equivalent circuit of a DBD. Reprinted from [12] with the permission of ©AIP Publishing.
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jR = i(t)− jg(t), (13)
where Ud(t) is the voltage across dielectric barriers and jg(t) is the current through the gas gap
capacitance Cg. Note that these equations do not contain any information or definition for R; thus,
they are valid for any element R. This approach strongly differs from circuits with linear elements,
where all circuit parameters can be obtained from a specified applied voltage V(t). The element R
can be nonlinear, and its properties are unknown. However, the measured current i(t) is an input
parameter, in addition to V(t).
Substituting Equation (10) into (11) gives the following expression for the gas gap voltage:
Ug(t) = V(t)− Q(t)Cd . (14)
Substituting Equation (12) into (13) gives an expression for the discharge current, as already
suggested in [8,21]:




Equation (15) indicates that the measured current is the sum of discharge current and displacement
current through the gas gap. It can be seen that the expression (12) differs from Equation (1) for current
io f f . Therefore, the difference of the measured current with and without discharge ignition is not equal
to the discharge current in this approach either.
Substituting Equation (14) into (15) and taking into account that the derivative of the measured
charge is the measured current dQ(t)/dt = i(t), an expression for the discharge current jR(t) can be







i(t)− Cg dV(t)dt . (16)
Expressions (16) and (14) enable instantaneous power determination as given in Equation (3) if
the capacitances Cg and Cd are known.
5. Revision of the Equivalent Circuit Approach and the Classical Electrical Theory of Ozonizers
The equivalent circuit approach provides new possibilities to infer measured electrical
characteristics. However, two important questions remain: (1) Why is the equivalent circuit appropriate,
or why does it reflect the properties of DBDs? The replacement validity of the reactor cell (see Figure 1)
by the equivalent circuit in Figure 5 is not obvious. (2) How does one determine the capacitances Ccell ,
Cd, Cg? Capacitances can be calculated in the case of simple geometries, but it is difficult to account for
edge effects and non-uniform gaps, especially for small-sized laboratory reactors. These questions
were in focus in [11–13] and are revised in this section.
5.1. Validity of the Equivalent Circuit Approach
The work [12] discusses the circuit in Figure 5 as the simplest equivalent circuit for the interpretation
of classical QV-plots. Namely, the circuit (i) describes the change of the DBD capacitances by varying
the resistance of the “black box” R and (ii) provides the same Equations (8) and (9) for the charge
measured in passive and active phases of the discharge as in the classical theory. The charge Q0 in
Equation (8) can be related to the charge transferred through the gas gap. The relation is the same,
whether the classical theory or the equivalent circuit is applied. The absence of the contradictions
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between the theories was concluded. Two antiparallel Zener diodes can be considered as a specific case
of the “black box” R for the description of the classical QV-plot, as was suggested by Kogelschatz [22].
Here, we demonstrate the close relation between the theories in a slightly different way.
The classical theory [7] implicitly suggests two equivalent circuits for active and passive discharge
phases, respectively; see Figure 3. When there is no current flow through the “black box” R,
the equivalent circuit in Figure 5 coincides with the suggestion of the classical theory for the passive
discharge phase. When current flows through the “black box” R, the equivalent circuit will be identical
to the circuit of the classical theory for the active discharge phase, if the restriction of the gas gap
voltage Ug = constant is applied. If Ug = constant, then the displacement current through Cg is zero
(see Equation (12)), and the total measured current is associated with the charge transferred through the
gas gap (see Equation (15)). Thus, the equivalent circuit approach (see Figure 5) generalizes the classical
theory: (i) it uses one circuit instead of two, and (ii) it does not require the condition Ug = constant.
The replacement of the box “plasma” with “black box” R does not increase the complexity of
the description, nor does it introduce any additional assumptions. The main concerns about the
applicability of the equivalent circuit approach are related to the term “gas gap voltage”, which assumes
an equipotential surface of the dielectric barriers. This term was introduced in the classical theory.
5.2. Determination of Ccell and Cd
The work [11] proposes to observe the point of maximal charge Qmax at different voltage
amplitudes Vmax for the determination of the capacitances Ccell and Cd; see Figure 6. Figure 6a presents
examples for volume DBDs operated by square voltage pulses from QV-plots. In the presented
examples, the applied voltage oscillates around its amplitude value during the active part of the
discharge, and an extreme value of V(t) does not correspond to the maximum charge. Point 5 on the
QV-plot indicates the moment just before the beginning of the V(t) falling slope and the Qmax(Vmax)
point. The Qmax(Vmax) point is at the upper right corner in the QV-plots, as shown by the arrows
in Figure 6a. All Qmax(Vmax) points measured for different amplitudes of the applied voltages are
displayed in Figure 6b, and a linear slope is obtained. Without discharge ignition, the slope of the line
represents Ccell , and when the discharge is ignited, the slope of the line represents Cd. In the example
in Figure 6b, square voltage pulses with two different rise times (20 ns and 75 ns) were used for the
same reactor. The resulting straight lines have slightly different slopes, but this uncertainty is included
in the error bars of the values shown in Figure 6b.
Without discharge ignition, the reactor cell acts as a capacitance Ccell , and its determination







This is similar to Equation (9) (classical theory); however, Equation (14) is valid for the whole
discharge period, and Ug(t) is not necessarily constant. Due to the dependence of the gas gap voltage
on time in the active discharge phase, the corresponding part of the QV-plot is not linear; see the part
between Points 1 and 5 in Figure 6a. The gas gap voltage at Moment 5, at the Qmax(Vmax) point, can be
denoted as the residual gas gap voltage Ures. Then, Equation (17) can be written as follows:
Qmax = Cd [Vmax − Ures] . (18)
If Ures does not depend on applied voltage amplitude Vmax, Qmax(Vmax) appears as a straight line
with the slope Cd. Therefore, the method suggested in [11], based on the assumption Ures(Vmax) = const,
is valid for volume discharges of different geometries and various applied voltage waveforms [11].
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Figure 6. Determination of the reactor capacitances, based on experimental data from [13]. (a) Examples
of QV-plots for DBD operated by square voltage pulses. Arrows indicate values of Qmax and Vmax.
Digits enumerate selected moments in the QV-plot with the largest amplitude of the applied voltage.
(b) An example of the QmaxVmax plot, reproduced from [13] with the permission of ©2013 WILEY-VCH
Verlag GmbH & Co. KGaA, Weinheim. The points are the measured values of Qmax and Vmax for
DBD operated by square voltage pulses with fast (solid circles) and slow (open circles) rise times.
Solid straight lines have slopes corresponding o the capacitance, and dashed lines indicate linear fit
uncertainties.
5.3. Discharge Current jR(t)
The expression for the discharge current (16) contains the gas gap capacitance Cg, which can be
expressed by Equation (7):
Cg =
CdCcell
Cd − Ccell . (19)
In order to avoid an increase of the experimental uncertainty due to the direct use of Equation (19),








Equation (20) contains only directly-measurable quantities and allows the interpretation of the
measured current i(t). The derivative of the applied voltage V(t) scaled on capacitance Ccell is the
current io f f , measurable without discharge ignition; see Equation (1). The difference of the measured
current with and without discharge is in brackets in Equation (20). It is proportional (but not equal) to
the discharge current. The proportionality coefficient depends on the geometrical properties of the
discharge arrangement Ccell and Cd.
Note that Expressions (20) and (15) represent the same relation between measured i(t) and
discharge j(t) current. A simple physical meaning can be easily seen from Equation (15), namely that
the measured current is the sum of the discharge and displacement current in the gas gap. Equation (20)
has more practical impact as it contains only measurable quantities.
5.4. Dissipated Energy and Relevance of the Equivalent Circuit
An examples of the total energies derived from measured current i(t) and voltage V(t) and
instantaneous energies from discharge current jR(t) and gas gap voltage Ug(t) are shown in Figure 7.
This illustrates the advantage of the equivalent circuit approach for the analysis of DBD electrical
characteristics. The amplitude of the applied voltage and the geometry of the discharge cell are the






Atoms 2019, 7, 14
is the total energy, i.e., the dissipated energy and the energy stored on dielectric barriers. During the
falling voltage slope, between Moments 5 and 11 (see also Figure 6), the energy stored on dielectric
barriers is released. A part of this energy is not dissipated in the discharge and, thus, leads to the
decrease of Etotal(t). The discharge current jR(t) and the gas gap voltage Ug(t) derived from the





Both energies (Etotal(t) and E(t)) merge at the end of the discharge period, confirming that the
determination of the energy or power averaged over the discharge period does not require knowledge
about the equivalent circuit. However, the determination of the energy dissipated in rising and falling
voltage slopes requires knowledge about jR(t) and Ug(t). The equivalent circuit allows concluding
that (i) a larger portion of energy is consumed during the rising voltage slope and (ii) the energy
dissipated in the falling voltage slope drops much more strongly with the decrease of the voltage
rise time.
The decrease of the total energy dissipated over the period can be compensated by the increase of
the voltage amplitude; however, the discharges with fast and slow voltage pulses will not be the same.
The fast voltage pulses generate two comparable discharge pulses during one period, whereas slow
voltage pulses couple the major energy during the rising edge of the voltage. Thus, the equivalent
circuit approach is an important tool for electrical characterization of DBDs, which provides the
instantaneous discharge power.
Figure 7. Instantaneous energy dissipated in DBD excited by square voltage pulses of 9 kV in amplitude
with a rise time of 20 ns (a) and 70 ns (b). Experimental data from [13]. Dashed lines are the total
energy defined as the integral of the product i(t)× V(t). Solid lines are the discharge energy defined
as the integral of the products jR(t)× Ug(t). Grey lines correspond to the extreme values of the energy
caused by uncertainties in capacitance Ccell and Cd displayed in Figure 6b. Enumerated moments for
fast switching (a) are the same as in Figure 6a.
6. Further Development of the Equivalent Circuit Approach and Open Questions
The equivalent circuit approach is reliable for characterization of DBD geometries, where the
capacitances of the reactor do not depend on the operation conditions. The simplest equivalent circuit
(Figure 5) contains the non-linear element R, the “black box”. Current measurements in addition
to the measurements of the applied voltage compensate the lack of knowledge about this element.
The introduction of additional nonlinear elements, such as variable capacitances, is problematic.
A large variety of the DBD geometries has been used in applications [6], and the capacitance might
depend on the operation conditions for some of them. Examples of such DBD arrangements are shown
in Figure 8 schematically and discussed in the following subsections.
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Figure 8. Schematic presentation of DBD arrangements with variable capacitance. (a) Tilted electrodes,
(b) surface discharge, and (c) packed bed reactor.
6.1. Discharge with Tilted Electrodes and Partial Discharging
Peeters and van de Sanden [14] investigated a discharge with tilted electrodes under excitation by
sinusoidal voltage. The measured charge-voltage characteristics are presented in Figure 9. The QV-plot
for one amplitude of the applied voltage (Figure 9a) is nearly a classical parallelogram. Therefore,
it could be assumed that reactor capacitances are constant over the discharge period. However, the
corresponding non-linear QmaxVmax-plot in Figure 9b could not be inferred in the framework of the
classical theory or the simplest equivalent circuit. The authors [14] concluded that the discharge
volume grows with the amplitude of the applied voltage, and thus, the reactor capacitance grows,
leading to the non-linearity of the QmaxVmax-plot.
(a) (b)
Figure 9. QV-plots measured in [14] for DBD arrangement with tilted electrodes. (a) QV-plot for a
single amplitude of the applied voltage. Dashed lines and black circles emphasize the linear parts of
the plot. (b) QV-plots for different voltage amplitudes. ©IOP Publishing. Reproduced from [14] with
permission of the authors and IOP Publishing. All rights reserved.
For interpretation of the charge-voltage characteristics, the authors suggested an equivalent circuit
where the reactor cell is divided into a discharging (β) and non-discharging (α) part; see Figure 10a.
The sum of the reactor parts is: α + β = 1. This representation has an additional physical meaning.
The non-discharging part can be considered as a parasitic capacitance Cp, and for simplicity, the
equivalent circuit in Figure 10b can be considered.
The parasitic capacitance will influence the measured slopes of the QV-plot. The measured slopes
will be Ccell + Cp for the passive phase and Cd + Cp for the active phase of the discharge. It can be seen
from the circuit in Figure 10b and was discussed also in [14,23]. In order to illustrate the role of Cp
equations for gas gap voltage Ug(t) and discharge current jR(t), they are re-derived here.
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Figure 10. The equivalent circuit for partial discharging (a) suggested in [14] and the equivalent circuit
accounting for parasitic capacitance (b).
Note that Equations (14) and (20) obtained for the simplest equivalent circuit (Figure 5b) are valid
for the circuit with parasitic capacitance (Figure 10b) if the measured current is replaced by a current
through the dielectric capacitance: i(t) −→ jd(t) and the same for the charge Q(t) −→ Qd(t). Taking
into account the relations from the circuit in Figure 10b, it follows:
jd(t) = i(t)− Cp dV(t)dt and Qd(t) = Q(t)− CpV(t), (23)
and introducing notations ζcell and ζd for capacitance values measurable from the QV plot gives:
ζcell = Ccell + Cp and ζd = Cd + Cp. (24)
After re-arrangement, the relations for Ug(t) and jR(t) can be obtained in the following form,



















Both equations depend on the parasitic capacitance Cp via the factor in the curly brackets.The value
of Cp often cannot be determined. If the capacitance values measured from the charge-voltage
characteristics ζcell and ζd are used for the determination of Ug(t) and jR(t), then the unknown factor
in curly brackets may introduce a significant error. This error grows with the value of Cp. Surprisingly,
the instantaneous power, the product of Ug(t) and jR(t), does not depend on this factor and can still
be evaluated accurately.
Besides the change of the slopes of the QV-plot, the parasitic capacitance has one more effect
on the interpretation of the QV-plot. In classic theory, the measured charge during the active phase
is shifted by the value Ug; see Figure 3 and Equation (9). Expressing the measured charge from











Equation (27) indicates that the shift of the charge is proportional to Ug(t), but it is smaller by the
factor in the curly brackets, which depends on the value Cp.
It is important to note the difference between the situations with parasitic capacitance (Figure 10b)
and partial discharging (Figure 10a). In Figure 10b, the contribution of Cd to Ug(t) and jR(t) could
not be evaluated due to the unknown value of Cp; whereas the partial discharging (Figure 10a)
152
Atoms 2019, 7, 14
assumes experimental conditions when the whole reactor cell is discharged, which enables one to
determine Cd and thereafter the coefficients α and β and all parameters of the circuit for arbitrary
experimental conditions.
The corresponding equations for the circuit of the partial discharging (Figure 10a) can be obtained
by substitutions Ccell −→ βCcell , Cd −→ βCd, Cp −→ αCcell , and ζcell −→ Ccell in Equations (24)–(26).
The results for the coefficients α and β were already suggested in [14]:
α =
Cd − ζd
Cd − Ccell and β =
ζd − Ccell
Cd − Ccell . (28)
The equation for the discharge current corresponds to the simplest equivalent circuit [14];
see Equation (20). For the equation for the gas gap voltage, we will use the directly-measured









This form is more similar to the equation for Ug(t) from the simplest equivalent circuit;
see Equation (14). In the case ζd = Ccell , Equation (29) is undetermined [14] because Ug(t) is the
voltage on capacitance βCg (see Figure 10a) and β = 0.
The idea of the partial discharging is an important stage of development for the equivalent circuit
approach. It is applicable when (i) the parasitic capacitance is negligible, (ii) the experimental condition
of complete discharging (β = 1) is reachable (i.e., the results of the simplest equivalent circuit can be
used to determine Cd), and (iii) the measured QV-plot resembles a parallelogram, indicating constant
capacitances during the active discharge phase, as is observed, e.g., for sinusoidal applied voltage with
constant gas gap voltage.
6.2. Surface Discharge
The surface discharge is a type of DBD, and the plasma expansion over the dielectric surface
depends on the applied voltage amplitude. An example of the experimental data obtained from
electrical diagnostics of a surface DBD [15] are presented in Figure 11. The measured QV-plot of a
surface discharge has an almond-like shape (Figure 11a), and the authors suggest to use the charge
derivative C(t) = dQ(t)/dV(t) as a measure of the effective capacitance of the reactor. The examples of
obtained C(t) values correlated with the voltage waveform are shown in Figure 11b.
In the passive discharge phase, C(t) equals Ccell , which is indicated as C0 in Figure 11a,b.
The passive phase starts just after the moment when the applied voltage reaches the amplitude and is
characterized by a straight line with minimal slope in the QV-plot. During the active discharge phase,
C(t) increases until it saturates as C(t) = Ce f f . The value Ce f f measured for different amplitudes and
frequencies of the applied voltage is shown in Figure 11c as a function of the visual plasma expansion
Δx. The Δx values were determined as the length of the luminescent area from photographs taken
form the discharge at the different experimental conditions.
However, the charge derivative C(t) = dQ(t)/dV(t) can be associated with a capacitance only in the
classical theory where the gas gap voltage and dielectric capacitance are constant over the discharge
cycle. There is no evidence that this assumption is valid if the measured QV-plot differs from a
parallelogram. The alternation of the reactor capacitance during the active discharge phase can be
represented as a variable capacitance Cd in the simplest equivalent circuit (see Figure 5), and the charge
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The variation of the gas gap voltage alone can make the charge derivative undetermined; see the
QV-plot in Figure 6a between Moments 3 and 4. A variable capacitance Cd(t) makes this consideration
even more complex. Note that the expressions for the discharge current are not valid with variable
Cd(t). The substitution of Equation (14) into Equation (15) accounts for additional terms related to
the derivative of the dielectric capacitor. In any case, the introduction of a new “black box” into the
equivalent circuit makes the evaluation of the discharge properties impossible without additional
measurable parameters.
Nevertheless, the charge derivative C(t) = dQ(t)/dV(t) in Figure 11b has a plateau where the
derivative is constant C(t) = Ce f f . In this time period, just before the voltage maximum, it can be
assumed that Cd(t) and Ug(t) are constant and Ce f f is associated with the dielectric capacitance Cd.
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Figure 11. Experimental data for surface DBD [15]. (a) QV-plot, (b) applied voltage V(t) (top) and
charge derivative C(t) = dQ(t)/dV(t) (bottom) waveforms, and (c) effective capacitance as a function of
discharge expansion Δx for different frequencies of the applied voltage, reprinted from [15] with the
kind permission of authors and ©AIP Publishing. The added color inset in (c) shows Δx schematically.
6.3. Packed Bed Reactor
The electrode arrangement of the packed bed reactor (see Figure 8c) is similar to a DBD with tiled
electrodes (see Figure 8a), as well as to the surface discharge (see Figure 8b). These similarities were
pointed out in [16], which emphasized that the QV-plots of packed bed reactors are far away from the
classical parallelogram, namely an almond-like shape (similar to surface discharge). The suggested
scheme of the QV-plot formation is presented in Figure 12.
The left side of Figure 12 depicts the region of contact between the dielectric pellet and the top
electrode. The numerated areas are associated with the moments of discharge expansion over the
pellet surface within the voltage period. The discharge expansion should lead to an increase of the
effective reactor capacitance, and the selected moments might correlate with parts of the QV-plots,
as shown in Figure 12. Similar to the surface discharge, the charge derivative C(t) = dQ(t)/dV(t) near
the maximum of the voltage amplitude reflects the dielectric capacitance for this voltage amplitude.
154
Atoms 2019, 7, 14
At higher voltage amplitudes, the discharge occupies a larger surface, and consequently, the effective
dielectric capacitance increases. This fact was inferred in terms of the equivalent circuit for partial
discharging [14]; see Figure 10a. Thus, the current and voltage waveforms can be used for the
estimation of the spread of the discharge, characterized by the coefficients α and β.
Figure 12. Formation scheme of the QV-plot for a packed bed reactor suggested in [16]. Reprinted
from [16] with the kind permission of the authors, used under the terms of the Creative Commons
Attribution 3.0 license, https://creativecommons.org/licenses/by/3.0/.
7. Summary
The present work emphasizes that the equivalent circuit approach is a generalization of the
classical electric theory of ozonizers [7]. This approach does not introduce additional assumptions,
but does not require a constant gas gap voltage during the active discharge phase. This allows one
to correlate measured current and voltage waveforms with the discharge current jR(t) and the gas
gap voltage Ug(t). It is applicable to volume DBDs, where the reactor cell capacitance Ccell and the
dielectric capacitance Cd are independent of the experimental conditions. In the case of a significant
(although with an unknown value) parasitic capacitance, jR(t) and Ug(t) could not be evaluated
separately, however, the product jR(t)× Ug(t), i.e., the instantaneous power, can still be measured
accurately. The instantaneous power allows one to separate the energy dissipated in the discharge from
the energy stored on the dielectric surfaces. However, it should not be confused with the dissipated
power averaged over the discharge period, which does not require the detailed considerations of the
equivalent circuit at all.
The equivalent circuit is applicable for any type of voltage waveform; however, attention should
be paid to the technical difficulties of the accurate current measurement. For example, if the discharge
current waveform jR(t) is recorded for sinusoidal applied voltage, a sufficient time interval should
be investigated with high sampling rate and resolution of analog-to-digital converter in a large
dynamic range. This can be achieved with modern measurement technique (see [24]), but requires
significant efforts.
The interpretation of the current and voltage waveform for DBDs with variable capacitance Cd
remains challenging, but the equivalent circuit for partial discharging can be used for characterization
of the discharge expansion over the dielectric surface.
The range of applicability of the present approach is restricted to the situations where power
dissipated in the dielectric is negligible. Dielectric losses strongly depend on the type and temperature
of the dielectric, the discharge geometry, as well as the operation frequency. The power losses in the
dielectric can be significant even for a glass dielectric and excitation frequency above kilohertz [25].
A further analysis of this point remains for future work.
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For completeness, other approaches for electrical diagnostics of DBD should be mentioned: for
example, statistical methods based on detailed analysis of the shapes of the current pulses measured
in a DBD driven by sinusoidal voltage [24,26,27], modeling of the discharge processes [28–30], the
simulation of the measured characteristics by defining the properties of lumped electrical elements of
the equivalent circuit in XCOS/Scilab or the Simulink environment [31–34], or optical measurements
of the electric field [35–37] and electron densities [38,39].
The peculiarity of the approach discussed here is that it is based on current/charge and voltage
measurements and does not need any information about operation gas or discharge processes.
The main attention was paid to the determination of instantaneous power dissipated in DBDs.
The plasma chemistry is activated by electrons with energies above the threshold of the reaction.
Thus, the maximum instantaneous power density can determine the chemical pathway and yield of
reactions. The monitoring of the instantaneous power also would enable more reliable comparison of
DBDs with different electrode configurations, since it accounts for the influence of the reactor geometry
on the measured electrical characteristics. Additionally, the discharge current jR(t) and the gas gap
voltage Ug(t) obtained in the framework of the equivalent circuit can be used for consideration of the
current voltage characteristics of the discharge [40,41] to gain more comprehensive analysis of the
discharge processes.
We hope that the present work will encourage the use of the equivalent circuit approach and
stimulate its further development.
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Abbreviations
The following abbreviations are used in this manuscript:
DBD dielectric barrier discharge
QV-plot charge voltage characteristics
Ccell capacitance of the reactor cell without discharge
Cd the capacitance associated with dielectric barriers of the reactor cell, sometimes able to be seen
as a reactor capacitance during the active discharge phase
ζcell , ζd capacitance values obtained from the slopes of the QV-plot, which can coincide with Ccell and
Cd if a parasitic capacitance Cp is negligible
Cg the capacitance associated with the gas gap of the reactor cell
i(t), V(t), Q(t) measurable values: external current, applied voltage, and charge
io f f (t) current measured without discharge (discharge off)
jR(t), Ug(t) equivalent circuit parameters: discharge current and gas gap voltage
Ub, Uext the values of the gas gap voltage corresponding to the ignition (breakdown) and extinguishing
of the discharge
Qmax the maximal value of the measured charge
Vmax the value of the applied voltage when Qmax is reached, often corresponding to the voltage
amplitude or the maximum of the applied voltage
Ures the value of the gas gap voltages when Qmax is reached, residual voltage
α, β the relative areas of the reactor cell, normalized on the whole area, which are not influenced
and occupied by the discharge, respectively
Ce f f the value of the QV-plot derivative near to Vmax in the case of the sinusoidal applied voltage
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Abstract: Here we report the results of the theoretical investigation of the transmission of channeled
positrons through various short chiral single walled carbon nanotubes (SWCNT). The main question
answered by this study is “What are the manifestations of the rainbow effect in the channeling of
quantum particles that happens during the channeling of classical particles?” To answer this question,
the corresponding classical and quantum problems were solved in parallel, critically examined,
and compared with each other. Positron energies were taken to be 1 MeV when the quantum approach
was necessary. The continuum positron-nanotube potential was constructed from the thermally
averaged Molière’s positron-carbon potential. In the classical approach, a positron beam is considered
as an ensemble of noninteracting particles. In the quantum approach, it is considered as an ensemble
of noninteracting wave packages. Distributions of transmitted positrons were constructed from
the numerical solutions of Newton’s equation and the time-dependent Schrödinger equation. For
the transmission of 1-MeV positrons through 200-nm long SWCNT (14; 4), in addition to the central
maximum, the quantum angular distribution has a prominent peak pair (close to the classical
rainbows) and two smaller peaks pairs. We have shown that even though the semiclassical
approximation is not strictly applicable it is useful for explanation of the observed behavior. In
vicinity of the most prominent peak, i.e., the primary rainbow peak, rays interfere constructively.
On one of its sides, rays become complex, which explains the exponential decay of the probability
density in that region. On the other side, the ray interference alternates between constructive and
destructive, thus generating two observed supernumerary rainbow peaks. The developed model was
then applied for the explanation of the angular distributions of 1-MeV positrons transmitting through
200 nm long (7, 3), (8, 5), (9, 7), (14, 4), (16, 5) and (17, 7) SWCNTs. It has been shown that this explains
most but not all rainbow patterns. Therefore, a new method for the identification and classification
of quantum rainbows was developed relying only on the morphological properties of the positron
wave function amplitude and the phase function families. This led to a detailed explanation of the
way the quantum rainbows are generated. All wave packets wrinkle due to their internal focusing in
a mutually coordinated way and are concentrated near the position of the corresponding classical
rainbow. This explanation is general and applicable to the investigations of quantum effects occurring
in various other atomic collision processes.
Keywords: rainbow scattering; positron channeling effect; time-dependent Schrödinger equation;
chiral single wall carbon nanotubes
1. Introduction
Let us consider a single perfect graphene sheet shown in the Figure 1a. The primitive vectors
of the graphene lattice are denoted as a1, and a2. Single wall carbon nanotubes (SWCNTs) can be
Atoms 2019, 7, 16; doi:10.3390/atoms7010016 www.mdpi.com/journal/atoms159
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seen as a graphene sheet rolled-up to form a cylinder [1]. However, rolling up of the graphene sheet
is possible only in certain directions. To form a nanotube it is necessary that its circumference be
equal to the length of the vector, called the chiral vector Ch = ma1 + na2 specifying possible distances
between atoms of the sheet. The resulting SWCNT is made of the infinite number of nanotube unit
cells containing N carbon atoms translationally repeating itself in the direction orthogonal to the vector
Ch, defining the nanotube axis. Chiral indices (m, n) uniquely determine the structure of nanotube [1],
and are used for the identification of the nanotubes. Depending on the direction of the vector Ch,
all SWCNTs can be classified in the three classes: zig-zag Ch = (0, n), armchair Ch = (n, n), and generic
nanotubes also called chiral Ch = (m, n). Views in the direction of the axis of the zig-zag, armchair,
and chiral SWCNT are shown in the Figure 1a–c, respectively. Nanotubes have extraordinary elastic,
electronic and thermal properties. A good overview of nanotube properties which are important for
the potential applications can be found in the references [2–4].
Figure 1. (a) Section of the graphene sheet. Small arrows labeled a1 and a2 represent primitive vectors
of the graphene lattice. Large arrows show chiral vectors Ch of zig-zag, armchair, and generic chiral
single wall carbon nanotubes (SWCNT). Views in direction of axis in the case of: (b) zig-zag, (c)
armchair, and (d) chiral SWCNT.
Viewed in the direction of their axes, SWCNTs can be described as an arrangement of atomic
strings (see Figure 1b–d). Let us now examine the scattering of a positively charged particle by an
atomic string. A schematic representation of this process is shown in Figure 2a. If the positively
charged particle is directed towards the atomic string at a small angle, then it will be reflected back
by the correlated series of small angle scatterings on atoms of the string. The particle does not fall
under the influence of individual atoms, rather it behaves as if being scattered by the atomic string
itself. To deflect the particle trajectory, the potential energy of the atomic string U, at the distance of
the closest approach, must be equal to the particle transverse kinetic energy. Lindhard has shown that
minimal approach distance is approximately equal to the atom screening radius asc [5]. Consequently,






where Ek is the kinetic energy of the incoming particle.
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Figure 2b show the schematic representation of the particle bounded motion in the potential
of the SWCNT. Such a motion occurs if the angle between SWCNT axis and ion velocity vector
in the entrance plane of the nanotube is smaller than Θc. The subsequent series of scatterings by
atomic strings then gently guides the particle trajectory through the regions of low electron density.
At all times an angle measuring the deflection of the particle from the SWCNT axis remains small.
The described mode of particle motion is called channeling.
Figure 2. (a) Schematic representation of the ion Scattering by the atomic string. The interatomic
distance of the string is d. The maximal ion incident angle Θc and its minimal approach distance asc
are indicated (b) Schematic representation of the ion channeling process. The deflection angles (θx, θy)
at the exit of the SWCNT are smaller than the critical angle.
Nanotubes were discovered in 1991 by Iijima [6]. Soon after their discovery, Klimov and Letokhov
demonstrated that SWCNT can be used for the channeling of positively charged particles [7]. The same
authors predicted that the motion of channeled particles would generate X-ray and γ-ray radiation [7,8].
A lot of subsequent studies were devoted to the investigation of the possibility to use nanotube for
ion guiding and the construction of nanotube based undulators. A good review devoted to particle
channeling in the SWCNT can be found in the Ref. [9].
Rainbow scattering occurs if the neighboring sections of the impact parameter plane are scattered
to the same section of the scattering angle plane. As a consequence, the differential cross-section
becomes infinite along certain lines, called rainbows. The best-known example of the rainbow
scattering is the scattering of the light rays by the droplet of water generating the meteorological
rainbow [10]. Rainbow scattering happens in nucleus-nucleus collisions [11], elastic scattering [12],
electron-molecule collisions [13], particle scattering form the surfaces [14], and ion channeling
in crystals [15].
Petrović et al. have shown that the rainbow effect appears also in ion channeling through
SWCNTs [16]. It was shown that the theory of rainbows, developed for the explanation of the rainbow
channeling in crystals [17], can also be applied for the explanation of the most important features of
the rainbow channeling in SWCNTs. A summary of the most important findings of the mentioned
group can be found in the Ref. [18].
Besides its theoretical significance, the rainbow effect has a number of practical uses. It was
used to extract the correct proton-Si interaction potential [19], and there is also suggestion to be
employed for production of the ion beams focused to the subatomic precision [20]. A new method for
characterization of the short SWCNTs proposed in the Refs. [21,22] is based on the rainbow effect. It
has been shown that the quantum rainbow channeling effect is even more sensitive to the variation of
the SWCNT radius [23,24]. Therefore, it is reasonable to expect that quantum rainbow channeling is
useful for investigation of the nanotubes and other nanostructured materials.
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It should be noted that the classical approach is usually sufficient for the description of
the channeling effects of energetic charged particles. Recently, Takabayashi et al. reported on the
first experimental observation of the rainbow effect in the planar channeling of 1GeV electrons in
the Si crystal [25]. In their experiments, no wave-features of the transmitted electron beam were
observed. According to the classical theory, the density of ion trajectories on the rainbow line
is infinite. The classical particle density is a strictly additive quantity; therefore, on the rainbow
line it is also infinite. However, any particle also behaves as a wave. Due to the interference
individual contributions to the wave function amplitude of the wave trains moving approximately
along the classical trajectories can be additive or subtractive. The net result is a finite particle density
of the rainbow peak, and in a number of additional smaller peaks called supernumerary rainbows.
Therefore, even for classical particles it is not possible to understand the true nature of the rainbow
effect without quantum mechanics. However, for particles of high energy, the rainbow pattern is so
fine that it is difficult to observe it even using detectors of very high resolution.
For light particles whose energies are in the MeV range the quantum description becomes
mandatory. Recent theoretical publications of the Kharkov group were devoted to the investigation
of the quantum rainbow channeling of electrons in ultra-thin crystals [26,27]. They explained
observed wave features as a result of the electron diffraction on the periodic arrangement of
the atomic planes or strings. They did not provide any finer classification of the rainbow peaks.
Schüller and Winter experimentally observed supernumerary rainbows in scattering of fast atoms by
the LiF(001) surface [28]. Their interpretation of the results was based on the semiclassical approach.
The problem of the form of the quantum wave function in the vicinity of the rainbow line
and classification of rainbow peaks is well known. It is usually treated in the framework of
the semiclassical approach employing uniform approximation [11,29]. However, this approach
is applicable only when longitudinal energy is so large that asymptotic approximations are
applicable [30]. Another approach is to treat the motion of quantum channeled particles using
the formalism of dynamical diffraction [31–34]. However, expanding the incoming wave function
in the Bloch state basis is unable to describe the propagation of the evanescent waves, which are
shown to be important for the description of the interference in the vicinity of the rainbow line [35].
It is in principle possible to introduce complex interaction potentials which would generate, required
imaginary branches of the dispersion relations, but it is difficult to obtain parametrization of such
a potential which reproduces observable results. In both approaches, the incoming particle beam
is represented as a plane wave. This assumption is perfectly adequate for the description of the wave
diffraction. However, there are two main reasons why this is not desirable in particle channeling.
Firstly, with simple plane wave it is difficult to model the influence of the beam divergence on the
resulting distributions. Angular divergence is extremely important quantity. If it is larger than the
critical angle Θc then there is no channeling at all. Secondly, the plane wave is infinite, it interacts
with the whole sample at the same time. The experimentally proven characteristic feature of the
channeling effect is that all physical quantities (such as energy loss, dechanneling probability, etc.) are
orientational and impact parameter dependent. This means that one needs to consider fine details
of the individual scattered waves. Using the plane wave, one immediately gets a wave describing
the interference of all scattered waves and such detailed investigation is impossible. Also, it has been
found that the difference between angular distributions of the transmitted parallel positron beam
represented as the plane wave and diverging beam represented as an ensemble of wave packets can be
large (compare Figure 4 against Figures 7 and 8 of the Ref. [23]).
The simplest way to remedy all the mentioned drawbacks is to represent particles as wave
packets and to base the analysis on the explicit solution of the time dependent Schödinger equation.
In this report, the transmission of 1-MeV positrons will be examined in detail, when quantum
treatment is needed. Initially, quantum particles will be represented as Gaussian wave packets.
The corresponding classical problem will be examined in parallel, and both results will be compared
and critically examined. We start with a brief review of the classical rainbow channeling theory, and
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give a short description of the developed model of quantum channeling. Next, we show how to
interpret obtained exact solutions using the language of the semiclassical approach. At the end, we
present a method for classification of prominent peaks of transmitted distributions relaying only on
the information contained in the corresponding quantum amplitude and phase functions families.
2. Theory
In this section, a brief review of the theory of rainbow channeling will be given, and a model of
quantum rainbow channeling will be presented. The z axis of the adopted coordinate system is aligned
with the axis of the nanotube. The x and y axes are vertical and horizontal axes, respectively.
2.1. Interaction Potential
The primitive vectors of the graphene lattice are denoted as a1, and a2. Their lengths are
|a1| = |a2| =
√
3l, where l = 0.14 nm stands for the carbon-carbon bond length. The angle between
vectors is π/3. Chiral vector is defined by expression Ch = ma1 + na2. Consequently, the radius of









m2 + mn + n2
)1/2
, (2)




[(2n + m)a1 + (2m + n)a2] . (3)





(m2 + nm + n2) (4)
is equal to the number of graphene atoms contained in a rectangle defined by vectors Ch, and T.
Each atom is the starting point of one atomic string forming circumference of the SWCNT.
We assume that the potential describing charged particle carbon interaction is given by












where Z1, Z2 are charge state of the incoming particle and carbon atomic number (Z2 = 6), respectively;
e is the elementary charge; r̄ = (x̄, ȳ, z̄) = r − ro represent the distance vector between positions
of the particle r = (x, y, z), and carbon atom ro = (x0, y0, z0); ε0 is dielectric permittivity of
the vacuum; asc = [9π2/(128Z2)]1/3aB is Thomas-Fermi screening radius, while aB is the Bohr’s
radius; α = [0.35, 0.55, 0.10], and β = [0.1, 1.2, 6.0] are Molière’s fitting parameters. The channeled
particle does not feel the influence of the potential of individual atoms V(r̄), rather, its trajectory



















where ρ̄ = (x̄, ȳ) = ρ − ρo is distance vector between transverse positions of particle ρ = (x, y),
and atomic string ρo = (x0, y0); K0 is modified Bessel function of the second kind and 0-th order [37].
Potential of the SWCNT UCh at the transverse point ρ is the sum of contributions of all atomic strings
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where ρ and φ are coordinates of the vector ρ in polar coordinate system;




























, for ρ > R.
(8)
Iν, and Kν are modified Bessel functions of the first and second kind and ν-th order [37]. In channeling,





Pth(ρ − ρ′)UCh(ρ′; R)dρ′, (9)




T · Σ−1 · ρ] is distribution of carbon transverse thermal motion;
Σ is its associate covariance matrix; while ρT is transposed vector.
2.2. Theory of Rainbow Channeling
For simplicity, we assume that the incoming particle beam is monochromatic, perfectly collimated
and aligned with the nanotube axis. We also assume that the energy of the particle is sufficiently large
so that the energy loss and fluctuation of the scattering angle due to the interaction with SWCNT
electrons can be neglected. Once the interaction potential is known, the particle trajectories can be




= −∇UthCh(ρ; R), (10)
where m is particle mass, t denotes the time, and ∇ = (∂x, ∂y, ∂z). Appropriate initial conditions are
r(t = 0) = (b, 0), and v = (0, 0, vz); b = (bx, by) is the particle impact parameter. The distribution
of the incoming, macroscopic particle beam is uniform on the scale of the nanotube; therefore, the
impact parameters b should be random samples form uniform distribution. The Equation (10) shows
that the motion of the particle in the longitudinal direction is free. It is inertial motion with constant




= −∇UthCh(ρ; R). (11)
Therefore, the particle trajectory can be parameterized by a value of the longitudinal coordinate
z. At the exit of the SWCNT of length L, trajectory end point determines particle exit transverse
position ρ(L) and deflection angle θ = (θx, θy) (see Figure 2b). Angular and spatial distributions
of transmitted particles Yθ and Yρ are constructed by counting the number of particles detected at
the specific angle and at the specific position. It should be noted that in principle spatial yield Yρ
164
Atoms 2019, 7, 16
is measurable. To observe it a position sensitive detector of picometer resolution is required, which still
does not exist.
Particle trajectories define two mappings: a mapping of the impact parameter plane to the final
transmission position plane b → ρ, and a mapping of the impact parameter plane to the final
transmission angle plane b → θ. Since the initial distribution of particles is uniform, the differential















|Jθ | , (12)
where Jρ and Jθ are determinants of Jacobian matrices associated with mappings b → ρ, and b → θ,




















The solutions of Equations (13) form lines in the impact parameter plane, called spatial,
and angular impact parameter rainbow lines, respectively. Their images obtained by the application of
the corresponding mapping b → ρ, and b → θ respectively, are also lines, called spatial and angular
rainbow lines, respectively. Note that spatial and angular rainbow lines separate areas of different
multiplicities of the mappings θ → b, and ρ → b. The side of higher multiplicity is called the bright
side of the rainbow, while the rainbow side of lower multiplicity is called the dark side of the rainbow.
Thus singularities (i.e., rainbow lines) and multiplicity of mappings θ → b and ρ → b dominantly
determine the shape of the observable distributions Yθ and Yρ, respectively.
2.3. Model of Quantum Rainbow Channeling
In the quantum approach particles are represented as wave packets Ψ. Evolution of any individual









∇2 + UthCh(ρ; R)
]
Ψ(r, t), (14)
Since the particle is free in the z direction, and the initial particle beam is monochromatic, the wave
function Ψ must be an eigenstate of the longitude momentum operator p̂z. Therefore, wave function Ψ
can be represented in the form







where pz = h̄kz is longitude momentum eigenvalue, kz is longitudinal wave vector, and Ek is initial
kinetic energy, while ψb(ρ, t) is the transverse part of the wave function associated with the impact









∇2ρ + UthCh(ρ; R)
]
ψb(ρ, t), (16)






ψb(ρ, t) exp [−ikzθ · ρ]dρ2. (17)
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Initially, the wave function is represented as Gaussian wave packets









, ϕb(θ, t = 0) =









here σρ and σθ = 1/(2kzσρ) are corresponding standard deviations of the probability distributions
in spatial and angular representations, respectively. According to the rules of quantum mechanics,
spatial and angular yields of transmitted particles are defined by relations
Yρ(ρ, t) = ∑
b
wb|ψb(ρ, t)|2, Yθ(θ, t) = ∑
b
wb|ϕb(θ, t)|2. (19)
where expansion coefficients wb satisfy constrain ∑b wb = 1. We assume that at the entrance plane of
the SWCNT the spatial distribution of the incoming beam is uniform, while its angular distribution
is Gaussian normal with standard deviation Δθ . It is easy to see that Yθ(θ, t = 0) = 12πσ2θ
exp[−θ2/2σ2θ ];
therefore, Δθ = σθ . Expansion coefficients wb should be determined in such a manner that Yρ(ρ, t = 0),
composed of Gaussian distributions of standard deviations σρ = 1/(2kzΔθ), is constant in the region
of the channel.
3. Results
For simplicity in this section we will focus on the channeling through chiral SWCNT. For arbitrary
chiral indices m, n, the greatest common divisor qmn is generally small; therefore, according to
the Equation (4) the number of atoms in the unit cell of the chiral nanotube N is large. Consequently,
a large number of the atomic strings almost uniformly cover the SWCNT circumference making its
potential effectively axially symmetric. Note that the general expression for the SWCNT potential (7)
represents the Fourier expansion in the polar angle φ. The first term in the square bracket Uk0 gives
the axially averaged value of the function, and the remaining terms UkμN/2 represent amplitudes of










it can be shown that UkμN/2 ∼ 1/(μN) which is negligible compared with Uk0. The general expression



































, for ρ > R,
(21)
which is axially symmetric.
We also assume that distribution of the thermal vibrations Pth(ρ) is isotropic, of standard deviation















which represents an average of the potential UCh over the distribution of thermally induced changes of
the SWCNT radius. The critical channeling angle for chiral SWCNT is Θc = (UthCh(R − asc); R)/Ek)1/2
Axial symmetry of the potential considerably simplifies the finding of trajectories because particle
motion in the polar direction is uncoupled from the motion in the radial directions. In the case of the
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motion of quantum particles, such separation is impossible. However, axial symmetry can be used to
reduce the number of considered impact parameters, since wave functions for rotationally equivalent
impact parameters can be generated by the application of the rotation operator.
In the first subsection, the manifestations of the classical rainbow effect will be explained
on the example of the proton channeling in SWCNT. Subsequent subsections will be devoted to
the analysis of the quantum rainbow channeling of positrons.
3.1. Interpretation of the Classical Rainbow Effect
Here we consider the transmission of the parallel, monochromatic, 1-GeV proton beam through
SWCNT (11, 9), which is perfectly aligned with nanotube axis. The radius of the SWCNT is
R = 0.689 nm, and the number of its atomic strings is N = 1204. Standard deviation of the
carbon thermal motion σth can be estimated from the Debye theory, which for the room temperature
(T = 300 K) gives σth = 0.005 nm. Screening length of carbon atom is asc = 0.026 nm.
The motion of the protons in the longitudinal direction is relativistic while its motion in the
transverse direction is classical. The equations of motion (11) still hold. The only differences are that m
should be replaced by the protons relativistic mass mr (mr/m = 2.066), and the relationship between
initial kinetic energy Ek and longitudinal linear momentum pz is p2zc2 = E2k + 2mc
2Ek, where c is the




Θc = 0.268 mrad.
We consider only protons whose impact parameters satisfy inequality |b| ≤ R − asc. Since
the proton beam is aligned with the SWCNT axes, each proton trajectory is confined to a plane
defined by the impact parameter b and the nanotube axis. Figure 3 shows the obtained proton
trajectories in the x0z plane. Newton’s equations of motion (11) were solved by Runge-Kutta method
of the 4-th order [41]. Note that the amplitude of any proton trajectory is constant and corresponds to
its impact parameter bx. The corresponding trajectories in the angular space are shown in Figure 3b.
The amplitude of any trajectory is also constant. Note that the maximal deflection angle of Θc
corresponds to the trajectory of impact parameter bx = R − asc. All these facts demonstrate that proton
trajectories were accurately calculated.
Figure 3. (a) Family of 1-GeV proton trajectories in the x0z plane of the SWCNT (11,9).
(b) Corresponding family of trajectories in the angular space.
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Proton trajectories shown in Figure 3a,b can be concisely represented as function x(z; bx), θx(z; bx),
depending on the parameter bx. For SWCNT of length L functions x(L; bx), θx(L; bx) define mappings
of the impact parameter plane to the final transmitted position and final transmitted angle plane,
called the spatial and angular transmission function, respectively, which will be denoted as X(bx)
and Θx(bx). The symmetry of the trajectory family requires that both transmission functions are odd







Therefore, the critical points of transmission functions, which occur in symmetrical pairs,
are rainbow points. Each critical point pair corresponds to the one circular rainbow line whose
radius is equal to the absolute value of the critical point ordinate.
For the 10-μm long SWCNT (11, 9) angular transmission function Θx(b), shown in Figure 4a,
has only one critical point pair (−b(1)x , θ(1)x ) = (−0.493 nm, 0.856 mrad), and (b(1)x ,−θ(1)x ) = (0.493 nm,
−0.856 mrad), both labeled 1. This function shows that for any θx from the interval (−θ(1)x , θ(1)x ) mrad,
there are three corresponding impact parameters, while outside of this interval the correspondence
is one-to-one. Therefore, there is only one circular angular rainbow line of radius 0.856 mrad. The
interior of the line is the rainbow’s bright side, while its exterior is the rainbow’s dark side.
The vertical slice through the corresponding angular distribution is shown in Figure 4b. The initial
number of protons was 16,655,140, while the size of the bin in the θx space was 0.866 μrad. Note the
small statistical fluctuation of the obtained distribution which reflects the randomness of the impact
parameter selection process. Besides this the obtained distribution is perfectly axially symmetric.
This distribution contains three prominent peaks. The central peak is the consequence of the fact
that potential UthCh has its minimum at the coordinate origin. It represents the undeflected part of
the proton beam, and it is not related to the rainbow effect. The two remaining peaks are located
symmetrically around the central maximum. Angular positions of the critical points form Figure 4a
are indicated by the number 1. It is obvious that their positions are in the perfect correspondence with
the positions of the mentioned peaks. Note also high particle yield inside, and low yield outside the
interval enclosed by the observed peak pair, which corresponds to the rainbow light and dark sides.
Therefore, the angular distribution contains one circular rainbow line whose properties are determined
by the critical points of the transmission function.
Figure 4. (a) Angular transmission function Θx(b) of 1-GeV protons transmitted through 10 μm long
SWCNT (11,9). (b) The vertical slice through the corresponding angular distribution. All rainbow
points are numbered, equivalent rainbow points are designated by the same number.
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3.2. Semi-Classical Interpretation of Quantum Rainbow Effect
This subsection is devoted to the analysis of the channeling of 1-MeV positrons through 200-nm
long chiral SWCNT (14, 4). The radius of this nanotube is R = 0.650 nm, while the number
of atomic strings is N = 536. Longitudinal motion of 1-MeV positrons is free and relativistic
(mr/m = 2.957) while transverse motion is quantum and nonrelativistic. As in the previous example,
Equation (16) still holds if bear mass m is replaced with relativistic mass mr [9]. To observe channeling
effect one need to use positron beam collimated better then critical channeling angle Θc. Here we
assume that the incoming positron beam has angular standard deviation Δθ = 0.1Θc, which gives
σθ = 0.735 mrad and σρ = 0.134 nm. This value was selected because then transverse size of any
wave packet is large enough that the self-interference effect becomes significant, while on the other
hand it is small enough to allow explicit dependence of their dynamics on impact parameters to
be analyzed. Let M represent the number of wave packets uniformly covering impact parameter
plane. Expansion coefficients from Equation (19) are wb = 1/M. In order that Yρ(ρ, 0) be a uniform
distribution in the entrance plane of the nanotube, the number of wave packets M must be very large
(theoretically infinite). In order to minimize the number M an algorithm was devised which optimize
the values of the coefficients wb while keeping the difference between the distribution Yθ and uniform
distribution 1/(π(R − asc)2) in the region ρ ≤ R − asc below some prescribed tolerance. We have
found that accurate representation of the initial distribution of the positron beam can be accomplished
with only 142 Gaussian wave packets.
Let us examine the motion of the wave packet of impact parameter b = (0.624, 0) nm.
The corresponding Schrödinger Equation (16) is solved using the method of Chebyshev global
propagation [42]. The obtained probability densities at the exit of the SWCNT are shown in Figure 5.
In both representations, densities have a number of peaks, which can be attributed to self-interference
of the incoming part of wave function with the part of wave function already reflected from SWCNT
wall. However, since all peaks are the consequence of the wave packet self-interference looking only
on the numerically obtained probability densities, it is very difficult to say which peak is connected
with the rainbow effect, and which one is a simple manifestation of the positron wave nature.
Figure 5. The probability density of the wave-packet of impact parameter b = (0.624, 0) nm,
in the logarithm scale, at the exit of 200-nm long chiral SWCNT (14,4) in (a) spatial, and (b) angular
representation, respectively. The thick dashed line represents the SWCNT boundary.
In order to understand and classify self-interference peaks, a semiclassical approach can be
applied. To avoid unnecessary complications here we will focus only on the vertical slices of the wave
packets moving along the x axis. Transmission functions X(bx) and Θx(bx) then fully characterize
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the classical motion of the particle. In the phase space, those two functions define a curve called the
rainbow diagram which is shown in Figure 6a as a thin black line. The transmission function X(bx) has
two pairs of critical points labeled 1s and 2s whose ordinates are ±0.14 nm, and ±0.59 nm, respectively,
while transmission function Θx(bx) has only one pair of critical points labeled 1a whose ordinates are
±4.97 mrad. The positions of the rainbow points in the rainbow diagram are indicated by the black
arrows. Note that at rainbow points, the tangents of the rainbow diagram are vertical or horizontal.
They represent points where different branches of the mappings Θx(X), and X(Θx), respectively, meet.
Therefore, mapping Θx(X) has 5 branches, while mapping X(Θx) has only 3.
Figure 6. (a) Rainbow diagram of 1-MeV protons transmitted through 200-nm long SWCNT (14,4).
Arrows show positions of the classical rainbow points. Motion of the wave packets having impact
parameters ba = (0,0), bb = (0.31, 0), and bc = (0.52, 0) nm, respectively, in the: (b) spatial, and (c) angular
representations. Initial wave packets are shown by the dashed lines while final wave functions are
shown by the solid lines. Intervals containing trajectories giving dominant contribution to wave packets
are denoted by the thick red, green, and blue lines, respectively.
In the semiclassical approach the quantum wave function at the time t can be constructed from
classical rainbow diagram as a sum of the contributions of the wave trains coming from all branches [43].
The contribution of the branch μ is of the form ρ1/2μ exp[iSμ/h̄]. Let density of the trajectories in
the impact parameter plane be K(b). The number of particles in the interval dx around x coming
from the branch μ is equal to the number of particles in the interval dbx around the point bx mapped
to the corresponding interval. Therefore, ρμdx = Kμ(bx)dbx, where Kμ(bx) is the density of the points
in the branch μ. The phase Sμ is a type 2 canonical transformation dSμ = h̄kzθxdx in the spatial
representation and type 1 canonical transformation dSμ = h̄kzxdθx in the angular representation,
of the branch μ. Therefore, the total semiclassical wave functions in spatial and angular representations























where indices μ, and ν count branches of the spatial and angular transmission functions Xμ(Θx),
and Θνx(X), respectively, X
(0)
μ , and Θ
(0)
ν are referent points of the μ-th and ν-th branch respectively.
Note that Θμx (X) stands for the inverse function of the branch Xμ(Θx) of spatial transmission
function, while Xν(Θx) is inverse function of the branch Θνx(X) of the angular transmission function.
In the spatial representation the sum should be taken over all branches satisfying equation Xμ = x,
while in the angular representation the sum is over all branches satisfying equation Θνx = θx.
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Let us now apply semiclassical reasoning for interpretation of the quantum motion of wave
packets labeled a, b and c of impact parameters ba = (0, 0), bb = (0.31, 0), and bc = (0.52, 0) nm,
respectively. Their spatial, and angular representations are shown in Figsure 6b and c respectively.
Wave packets in the impact parameter plane are shown by the dashed lines, wave packets in the exit
plane of the SWCNT are shown by the solid line. Since the initial distributions are Gaussian,
the dominant contribution comes from trajectories from the interval [bx − σρ, bx + σρ]. For reasons of
simplicity, the contributions of all other trajectories will be neglected. The dominant intervals are in
Figure 6b shown by the red, green, and blue lines, respectively. In the angular space, the dominant
intervals of length of 2σθ are in Figure 6c designated by the same colors. The corresponding exit
positions of the trajectories from the dominant intervals are in Figure 6a indicated by thick red, green
and blue lines, respectively. For wave packer a, the red curve in Figure 6a covers only one branch of the
mappings X(Θx) and Θx(X), respectively. This is the reason why for wave packet a self-interference
is not observable. For wave packet b the green line in Figure 6a covers one branch of mapping X(Θx)
completely and slightly extends into the second branch, and covers only one branch of the mapping
Θx(X). Therefore, the number of trajectories which interfere is small. This explains why in the
spatial representation for wave packet b only weak self-interference can be observed, and there is
no observable self-interference in the angular representation. For wave packet c the blue curve in
Figure 6a covers two branches of mappings X(Θx) and Θx(X), respectively. In this case, the number
of trajectories which interfere is large. This fact explains why self-interference is the strongest for
wave packet c.
Let us now examine more closely shape of the classical, the semi-classical probability density
of the wave packet c in the vicinity of the point 2s, and compare it with the exact solution given on
Figure 6b. The spatial transmission function X(bx) is shown in Figure 7a has a minimum labeled
2s at the point at (b2s , x2s). It ends at the point e which correspond to maximal possible considered
impact parameter be = R − asc. The inverse transmission mapping bx(x) have two branches labeled
X1 and X2, respectively. The branch X1 is formed by the end positions of positrons having impact
parameters bx < b2s , while positrons ending on the branch X2 have impact parameters belong to
the interval [b2s , be]. Therefore, for x < x2s the mapping bx(x) is zero-valued for x in the interval
[x2s , xe], the mapping is double-valued, while for x > xe it is single-valued. The classical probability














For an interval of impact parameters that is considered to be small from Figure 7a, function
K(bx) can be approximated with a constant (this also means that K1(bx) = K2(bx) = K). The resulting
normed distribution ρ(x) is in Figure 7c shown by the black line. Since, dX1dbx =
dX2
dbx
= 0 for bx = b2s
both branches give singular contributions to the function ρ which is infinite at the rainbow point
x2s . For x < x2s density ρ(x) = 0, therefore this region is the dark side of the rainbow. For x in the
interval [x2s , xe] the function ρ(x) is monotonously decreasing. Note an abrupt jump of the function
ρ(x) at x = x+e which is consequence of the change of the multiplicity of the mapping bx(x) from 2
to 1.
The exact normed probability density |ψc(x)|2 is shown in the Figure 7c by the blue line.
Comparison of these two solutions shows the following. The classical approximation correctly predicts
overall order of the magnitude of the exact probability density |ψc(x)|2. It predicts that the largest
contribution to the density is at the rainbow point x2s , which is very close to the largest peak of
the function |ψc(x)|2, and that density is low for x < x2s and high for x ≥ x2s . Out of many peaks of
the density |ψc(x)|2, as is clearly visible on Figures 6b and 7c, the classical approximation explains the
existence of only one, and clearly overestimates its amplitude.
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Figure 7. The spatial (a) and the angular (b) transmission function of the 1-MeV positrons transmitted
through 200 nm long SWCNT (14, 4) in the vicinity of the spatial rainbow point 2s. (c) The classical,
the semiclassical, and the exact normed probability density shown by the blue, the red and black line
respectively.
According to the Equation (24) to construct semiclassical solution ψsc(x) one need to find all
solution of the equation X = x, form semiclassical waves and sum their contributions. For example,




phases of the semiclassical waves one need to consider also angular transmission function Θx(bx)
shown in Figure 7b. Since the mapping bx(X) is two-valued in the considered interval, the mapping
Θx(bx(X)) has also two branches Θ
(1)
x (bx(X1)), and Θ
(2)
x (bx(X2)). Phases of the semiclassical waves








Note that direct evaluation of the Equation (24) is not possible at x = x2s since both wave
amplitudes (K dbxdX )
1/2 diverge. To circumvent this limitation one can use the so-called transitional
approximation [11,29]. Firstly, the spatial and the angular transmission functions are in the vicinity of
the rainbow point 2s approximated by the following polynomials
X(bx) = α2b2 + α1b + α0, Θx(bx) = β1b + β0. (26)
Obtained approximations are in Figure 7a,b shown by the dashed red lines. By the analytical
continuation validity of the equation X = x is extended to the whole complex plane. Therefore,
for x ∈ [x2s , xe] equation X = x has two real solutions, for x = x2s , the equation has a double root, while
for x < x2s the equation has two conjugate complex solutions. Taking into account additional complex
















where Ai is the Airy function [37]. The obtained semiclassical distribution |ψ(t)sc |2 is in Figure 7c
shown by the red line. The largest maxima which is now finite of the function |ψ(t)sc |2 is the closest to
the classical rainbow 2s. For x < x2s interference of the complex rays make density |ψ(t)sc |2 exponentially
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decaying. For x ≥ x2s a number of smaller peaks can be observed which appear due to the constructive
interference of the real rays.
Note that almost identical expression describe semiclassical intensity of the light in the vicinity of
the optical rainbow [44–46]. Therefore, peaks of the function |ψ(t)sc |2 can be classified in analogues way
as interference peaks of the optical rainbow. The large maximum closest to the position of the classical
rainbow is considered to be the primary rainbow maximum, while all other peaks are supernumeraries
associated with the observed primary.
Comparison of the red and the blue curve from Figure 7c reveals that transitional semiclassical
approximation almost perfectly predicts the position and size of the dominant peak of the exact
distribution |ψc|2. The constructive interference of real rays explains the existence of all other maxima,
while the interference of the complex rays explains how probability density |ψc|2 can have non-zero
values in the region where there are no real rays at all. It could be said that the ray interference
“assuages” the sharpness of the classical distribution ρ(x). Therefore, the semiclassical approximation
captures all qualitative features of the quantum rainbow scattering effect. However, its validity is
limited. Note that accuracy of the semiclassical solution |ψ(t)sc |2 actually decreases for x > x2s . Its range
of validity is limited only to the region x ≤ xe. The reason for this is that in the vicinity of the point
x = xe the multiplicity of the inverse transmission function bx(X) changes by one, while number
of real roots of any polynomial approximation of the X(bx) can change only by an integer multiple
of 2. This is the reason why semiclassical density |ψ(t)sc |2 for x > xe in Figure 7c is shown by the
dashed red line. For x > xe the correct semiclassical wave function is given by only one semiclassical
wave. According to the Equation (24) semiclassical density is then |ψsc(x)|2 = K dbxdX1 , i.e., it is equal to
the classical solution ρ(x). Therefore, the semiclassical approximation is not capable of explaining the
existence of the peaks of the exact density |ψc|2 in the region where transmission function has only
one branch.
Summing contributions of all wave packets according to Equation (19) gives distributions of
the transmitted positron beam at the exit plane of the SWCNT. The vertical slices through the obtained
distributions in spatial and angular space are shown in Figure 8a,b, respectively. Each pair of symmetric
maxima visible in the Figure 8a,b corresponds to the circular maxima of the 2D distribution. Positions of
the classical rainbow point pairs 1s, 2s, and 1a are indicated by the arrows. Large maxima closest
to the classical rainbow points, labeled 1qus , and 2
qu
s in the Figure 8a at x
qu
1s = ± 0.55 nm and
xqu2s = ±0.14 nm are interpreted as the primary and the secondary rainbow point. All other peaks
are considered to be supernumerary rainbows. In the case of angular distribution, the large maximum pair
1qua at θ
qu
1a = ±3.27 mrad, closest to the classical rainbow peaks 1a, are interpreted as the primary rainbow
points, all remaining peaks are considered to be supernumerary rainbows.
3.3. Morphological Interpretation of Quantum Rainbow Effect
The developed method was applied for classification of angular distributions of 1-MeV positrons
transmitted through 200-nm long SWCNTs (7, 3), (8, 5), (9, 7), (14, 4), (16, 5), and (17, 7). The nanotubes
considered here are the easiest to produce by the arch discharge method [1]. The radii of the considered
nanotubes are in the range from 0.35 to 0.85 nm. The classical critical angles for the considered SWCNTs
are very close to each other, ranging from 7.3 to 7.4 mrad. For all SWCNT we assume that initial
angular standard deviation of the positron beam Δθ is always equal to the 10% of the corresponding
classical critical angle Θc. This means that the used angular standard deviations of the positron beams
are in the range [0.73, 0.74] mrad, the corresponding range of the standard deviations of the Gaussian
wave packets are in range [0.094, 0.095] nm. Note that all wave packets have almost the same size.
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Figure 8. (a) The spatial distribution of the 1-MeV positron beam transmitted through SWCNT
(14, 4). (b) The corresponding angular distribution. Positions of the classical rainbow lines are shown
by the arrows.
Vertical slices through obtained distributions are shown in Figure 9. Initial spatial distributions
were constructed using: 43, 71, 101, 141, 190, 241 Gaussians, respectively. All prominent peaks
excluding central are labeled by numbers, with symmetrical maxima labeled by the same number.
Numeration always starts from the outermost rainbow pair. In all analyzed cases there is only one
classical rainbow point pair labeled 1′. Their positions in Figure 9 are shown by the arrows. It is clear
that the quantum peak pairs labeled 1 in Figure 9a,d–f are quantum primary rainbow points. All other
peaks are supernumerary rainbow.
Figure 9. Angular distributions along θx axis for 1-MeV positrons transmitted through 200-nm long
SWCNT: (a) (7, 3); (b) (8, 5); (c) (9, 7); (d) (14, 4); (e) (16, 5); and (f) (17, 7). Arrows show positions of
maxima in the corresponding classical angular distributions. Symmetrical maxima are designated by
the same number.
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It should be noted that the semiclassical classification of the quantum peaks for the distributions
from Figure 9b,c is ambiguous. This is not surprising since the applicability of the semiclassical
approach is limited. Rather, it is surprising that the semiclassical interpretation works at all. It should
be noted that accurate wave functions differ considerably from their semiclassical counterparts.
If we take a closer look at the wave packet bc shown in Figure 6b,c, the interference is clearly
visible in the interval from −0.6 nm up to 0.2 nm in the spatial representation, and in interval
from −5 mrad up to the −1 mrad. However, the corresponding relevant parts of the transmission
functions are two-valued only in the intervals [−0.6,−0.5] nm, and [−6,−4] mrad, respectively.
Outside the mentioned intervals the transmission functions are single-valued, and there should be no
observable interference effects. Therefore, the semiclassical wave functions drastically underestimate
real self-interference of the wave packets.
The problem with the semiclassical interpretation is that it intrinsically relay on classical concepts
(such as exact position of the particle in the phase space) which do not have direct quantum analogue.
A alternative approach would be to try to link the rainbow effect to certain morphological properties
of the family of the classical trajectories, and quantum amplitude and phase function families.
If morphological properties were found to be equal then both approaches are merely two descriptions
of the same physical reality.
In this subsection it will be shown that it is possible unambiguously to classify quantum
peaks relaying only on the information contained in the quantum amplitude and phase function
families. In order to show that let us examine channeling of 1-MeV positrons through 400-nm long
SWCNT (11, 9). The classical critical angle is Θc = 7.3 mrad. The obtained trajectory family in xOz
plane is shown in Figure 10a. The striking features of this family are three pairs of envelope lines,
labeled c1, c2, and c3, which are defined as a limiting line formed from intersections points of the




x(z; bx) = 0. (28)
Equation (28) shows that each envelope is a locus of one critical point of the transmission
function, i.e., the envelope is caustic line of the trajectory family [48]. For example, for a nanotube
of length L = 150 nm the spatial transmission function has one symmetrical pair of critical points
whose ordinates xs1 = ±0.23 nm are equal to the positions of envelope points ±1s in Figure 10a.
Another important quantity is the Hamilton’s principal function defined by the equation [49]
∂
∂x
S(x) = h̄kzθx, (29)
which is directly related to the phase function of the quantum wave packet [50]. Hamilton’s principal
functions for nanotube whose length is L = 150 nm is shown in Figure 10b. It is multivalued singular
curve composed of three branches. The caustic lines are also loci of singularities of the Hamilton’s
principal function [48]. Its cusped-like singular points, locally isomorphic to the cusp catastrophe [51],
are also labeled ±1s. Therefore, envelope lines and singularities of the Hamilton’s principal function
are inextricably linked to the manifestations of the rainbow effect.
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Figure 10. (a) Trajectories of the 1MeV positrons (magenta lines) in the xOz plane and associated
envelope lines (blue hue lines). (b) Corresponding Hamilton’s principal function at the z = 150 nm.
Now let us apply the same logic for the explanation of the quantum rainbow channeling.
Figure 11a shows spatial distribution of the transmitted positron obtained assuming that initially
its divergence was Δθ = 0.1Θc. Spatial and angular standard deviations of the wave packets were
σρ = 0.19 nm and σθ =0.73 mrad. The vertical slice through the obtained spatial distribution of
the positron beam, transmitted through 150-nm long SWCNT (11, 9), is shown in Figure 11a. It consists
of a large central peak which shows no signs of any internal structure, and six pairs of smaller peaks.
The largest is the outermost peak pair, while remaining peaks are of approximately the same size.
We need to provide a classification of the observed behaviour, and an explanation for its formation.
Since the obtained spatial distribution is axially symmetric we have focused only on the motion
of wave packets with impact parameters belong to the nanotube vertical cross-section. We have
followed evolution of 301 wave packets. Vertical cross-sections through obtained probability densities
parameterized by the impact parameter are shown in Figure 11b. This distribution is dominated by
two large maxima labeled ±1m0 at xm0 = ±0.17 nm. Therefore, the dominant contribution to the large
central peak in the Figure 11a actually comes from two smaller maxima. During their evolution,
the wave packets become wrinkled (for example see Figure 5, or Figure 6b,c). This is the manifestation
of the wave packet self-interference caused by the interaction with the nanotube walls. The wave
packet ensemble shown in Figure 11b can be separated in two parts. The first one is formed by the wave
packets showing no observable wrinkling (i.e., for |bx| < 0.33 nm). The second subensemble is formed
by the wave packets for which self-interference is considerable (i.e., for |bx| ≥ 0.33 nm), which is called
the rainbow subensemble. Members of these two subensembles are separated by the magenta lines
in Figure 11b. Note the formation of the vertical yellow stripes which occur for the wave packets of
impact parameters approximately in the range |bx| ≥ 0.50 nm. This means that the wave packets
wrinkle in the mutually coordinated way. The corresponding inverse classical spatial transmission
function is shown by the thick black line. Positions of the classical rainbow points, labeled ±1s, are also
indicated. Quantum probability density is concentrated around the classical line. It behaves as if there
is a virtual barrier preventing spreading of the wave packets in the areas beyond the line.
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Figure 11. (a) Vertical slice through spatial probability density of 1-MeV positron beam in the exit plane
of SWCNT (11, 9). (b) Corresponding slices through individual wave packets. Magenta lines separate
wave packets belonging to the rainbow subensemble. The thick black line shows the corresponding
inverse spatial transmission function.
It should be noted that the observed behavior is unexplainable by the semiclassical approach.
For example, for bx > 0.33 nm the wave packet wrinkling is the most noticeable in rainbow
subensemble and in the region x < 0.4 nm, where the inverse transmission function is single valued.
On the other hand the semiclassical approximation predicts that the most intense self-interference
should be in the regions close to the classical rainbow points ±1s, where no wave packet wrinkling
can be observed.
Wrinkling, concentration and coordination of the wave packets are elementary processes clearly
sufficient for description of the wave packet motion. Out of these three processes, the coordination
is the most important for explanation of the rainbow effect. Next, we will show that coordinated
evolution of wave packets generate the rainbow effect. Figure 12a shows the family of quantum
probability densities. Members of the rainbow subensemble are designated by the magenta lines. Each
member represents the motion of the wave packet reflected form the SWCNT boundary. The largest
maxima of any member show the current position of the wave packet center, with a large number of
self-interference maxima on its tail. The remaining probability densities are shown by the gray lines.
Prominent peak pairs visible in Figures 11a and 12a labeled ±1s0, ±1s1, ±1s2, ±1s3, ±1s4, ±1s5, and
±1s6, are at xs11 = ±0.41, xs21 = ±0.45, xs31 = ±0.50, xs41 = ±0.55, xs51 = ±0.60, and xs61 = ±0.66 nm,
respectively. The numbering starts from the innermost peak pairs. The reason for such a convention
will become apparent shortly. Note that due to the wave packet coordination, members of the rainbow
subensemble have their respective maxima on the exactly same abscissas.
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Figure 12. (a) The family of wave packet probability densities; (b) The corresponding family of wave
packet phase functions. The red line shows the classical Hamilton’s principal functions. The blue line
shows the envelope function of the quantum phase function family. Inset show enlarged part of the
phase function family in the vicinity of the classical singular point +1s. The envelope function of the
family is shown by the blue line. Members of the rainbow subensemble are designated by magenta
lines, remaining wave packets are shown by the gray lines.
Figure 12b shows the obtained family of quantum phase functions expressed in the units of
h̄. The red line shows the corresponding classical Hamilton’s principal function form Figure 10b.
Phases of the members of the rainbow subensemble are designated by the magenta lines, remaining
phases are shown by the gray lines. The family of phase functions can also be subdivided into subsets
of lines which run in parallel, i.e., subsets of coordinated wave packets. Note that the subset of
magenta lines is the largest, which also runs in parallel with the classical Hamilton’s principal function.
Therefore, wave packet coordination is the strongest in the rainbow subensemble. Detailed analysis of
phases functions in the vicinity of classical singular points ±1s have shown that envelope function of
phase function family also have two cusp singular points ±1s0 at xs01 = ±0.16 nm. This can be seen
in inset in Figure 12b where the envelope line is shown by the blue line. The "vertical" branch of the
envelope is defined by the members of the rainbow subensemble, while the "horizontal" is defined by
the remaining phases of the ensemble. Therefore, both subensembles are important for the explanation
of the formation of cusp singular points. The position of the points ±1s0 is also shown in Figure 12a
and it proved to be very close to the peaks ±1m0 from Figure 11b. A careful examination revealed
that phases of the rainbow subensemble have common inflection points labeled ±1s0, ±1s1, ±1s2,
±1s3, ±1s4, ±1s5, and ±1s6, respectively whose abscissas are equal with abscissas of the corresponding
points in Figure 12a. Note that points +1s1, +1s2, +1s3, +1s4, +1s5, and +1s6, respectively belong to
the branch generated by the point −1s0.
Now the classification of the prominent peaks of the spatial distribution of the positron beam is
straightforward. The central maximum consists of two primary quantum rainbow peaks ±1s0. Peaks
+1s1, +1s2, +1s3, +1s4, +1s5, and +1s6, respectively, are supernumeraries of the primary rainbow −1s0,
while −1s1, −1s2, −1s3, −1s4, −1s5, and −1s6 are supernumeraries of the primary rainbow +1s0.
It should be stressed that although quantum mechanical description requires that amplitude
and phase functions of any individual wave packet are smooth single valued functions, there is no
such restriction regarding the behavior of the ensembles of amplitude or phase function families.
The envelope function of the quantum phase functions can develop cusp singularities characteristic
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for the existence of the rainbow effect. Therefore, the morphological approach for the classification
of the system behavior, based on the analysis of the singularities of the appropriate function family,
is more general than other approaches considered here. The developed morphological method is
geometrical in its nature, which makes it applicable for interpretation of the rainbow pattern for any
physical system in which it can be observed. The true limitation of the method is the existence of
the some random factors which can destroy the coordinated behavior of individual wave packets.
4. Conclusions
In this paper, the transmission of both quantum and classical particles was examined in detail.
It has been proven that the quantum rainbow effect exists and that it can be explained in terms of:
wave-packet wrinkling, concentration, and coordination. Both classical and quantum rainbows were
found to be linked to the singularities of the Hamilton’s principal function and quantum phase function
family, respectively. The devised method for the classification of the prominent peaks in quantum
distributions of transmitted particles was found to be more general than an alternative approach based
on the semiclassical approximation.
More profoundly, we have found that the rainbow pattern is an inartistical property emerging
out of a collective, i.e., its behavior is irreducible to the behaviour of any constitute member. This
represents a very interesting example of the so-called deducible or computational emergence property
[52]. It has been shown that nontrivial morphological properties of the trajectory family or family of
quantum amplitude and phase functions are related to the nontrivial physical properties of channeled
particles. The classical behavior of the particle beam seems to be embedded in the quantum ensemble
and not in the behavior of individual wave packets. It emerges directly from the underlying quantum
ensemble without the need for any additional approximations. It seems that, in the case of rainbows,
scattering physical systems follow J. von Neumann’s dictum that classical mechanics is merely a
consequence of the law of large numbers.
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Abstract: Quasars accreting matter at very high rates (known as extreme Population A (xA) or
super-Eddington accreting massive black holes) provide a new class of distance indicators covering
cosmic epochs from the present-day Universe up to less than 1 Gyr from the Big Bang. The very
high accretion rate makes it possible that massive black holes hosted in xA quasars can radiate at a
stable, extreme luminosity-to-mass ratio. This in turn translates into stable physical and dynamical
conditions of the mildly ionized gas in the quasar low-ionization line emitting region. In this
contribution, we analyze the main optical and UV spectral properties of extreme Population A quasars
that make them easily identifiable in large spectroscopic surveys at low- (z  1) and intermediate-z
(2  z  2.6), and the physical conditions that are derived for the formation of their emission
lines. Ultimately, the analysis supports the possibility of identifying a virial broadening estimator
from low-ionization line widths, and the conceptual validity of the redshift-independent luminosity
estimates based on virial broadening for a known luminosity-to-mass ratio.
Keywords: black hole physics; cosmology; quasar spectroscopy; cosmological parameters;
ionized gas; broad line region
1. Introduction
1.1. Quasar Spectra: Emission from Mildly Ionized Gas
The spectra of quasars can be easily recognized by the presence of broad and narrow
optical and UV lines emitted by mildly-ionized species over a wide range of ionization potential.
The type-1 composite quasar spectrum from the Sloan Digital Sky Survey (SDSS) [1] reveals Broad
(FWHM  1000 km s−1) and Narrow High Ionization lines (HILs, 50 eV) and Low Ionization
lines (LILs, <20 eV). Broad HILs encompass CIVλ1549, HeIIλ1640 and HeIIλ4686 as representative
specimens. Broad LILs include HI Balmer lines (Hβ, Hα), MgIIλ2800, the CaII IR Triplet, and FeII
features. The FeII emission deserves a particular mention, as it is extended over a broad range of
wavelengths (Figure 6 of [2]), and is especially prominent around MgIIλ2800 and Hβ. The FeII
emission is one of the dominant coolants in the broad line region (BLR) and therefore a main factor in
its energetic balance (the FeII emission extends from the UV to the far IR, and can reach the luminosity
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of Lyα, [3,4]). Thus, it may not appear surprising that an estimator of its strength plays an important
role in the systematic organization of quasar properties (Section 2).
This paper reviews results obtained in the course of two decades (Sections 2 and 3), attempting
to explain how the spectral properties of a class of type-1 quasars and their physical interpretation
can lead to the definition of “Eddington standard candles” (ESC, Section 4). In the following, we will
restrict the presentation to type-1 quasars which are considered mainly “unobscured” sources with
an unimpeded view of the BLR, and exclude type-2 active galactic nuclei (AGN) or quasars in which
the broad lines are not detected in natural light (see [5] for an exhaustive review). We describe the
physical basis of the method in Sections 3 and 4. We then introduce ESC selection criteria (Section 5)
and preliminary cosmology results (Section 6).
1.2. Quasars for Cosmology: An Open Issue
The distribution of quasars in space and the intervening absorptions along the line of sight
(i.e., the so called Lyα forest) has long been considered as a tracer of matter in the distant Universe
(see [6] and references therein). However, a relevant question may be why intrinsic properties of
quasars have never been successfully used as cosmological probes. On the one hand, (1) quasars are
easily recognizable and plentiful (500,000 in the data release 14 of the SDSS, [7]). (2) They are very
luminous and can reach bolometric luminosity L  1048 erg s−1; (3) they are observed in an extremely
broad range of redshift 0  z  7, and (4) they are stable compared to transients that are employed
as distance indicators in cosmology, such as type Ia supernovæ (Section 2, Ref. [8] for a review). On
the other hand, (1) quasars are anisotropic sources even if the degree of anisotropy is expected to
be associated with the viewing angle of the accretion disk in radio-quiet quasars [9], and not large
compared to radio-loud quasars whose optical continuum is in part beamed (see, for example [10]);
(2) quasars have an open-ended luminosity function (i.e., without a clearly defined minimum, as the
quasar highest spatial density occurs at the lowest luminosity); in other words, they are the “opposite”
of a cosmological standard candle. In addition, (3) the long-term variability of radio-quiet quasars
is poorly understood (see e.g., [11,12] and references therein) (4) and the internal structure of the
active nucleus (1000 rg) is still a matter of debate (see, e.g., a summary of open issues [13] in [14].
Correlations with luminosity have been proved to be rather weak (see [15], for a synopsis up to
mid-1999). The selection effect may even cancel out the “Baldwin effect” [16], a significant but weak
anti-correlation between rest-frame equivalent width and continuum luminosity of CIVλ1549 that has
been the most widely discussed luminosity correlation in the past several decades.
2. Definition of a Class of Type-1 Quasars with Properties of Eddington Standard Candles
Nonetheless, new developments in the past decades have paved the road to the possibility of
exploiting quasars as cosmological distance indicators in a novel way that would make them literal
“Eddington standard candles” (ESC) ([17–20]; see also [21] for a comprehensive review of secondary
distance indicators including several techniques based on quasars). This possibility is based in the
development of the concept of a quasar main sequence (MS), intended to provide a sort of H-R diagram
for quasars [22]. The quasar MS can be traced in the plane defined by the prominence of optical FeII
emission, RFeII = I(FeIIλ 4570)/I(Hβ) (see [15,23–26]). Figure 1 provides a sketch of the MS in the
optical plane FWHM(Hβ) vs. RFeII. It is possible to isolate spectral types in the optical plane of the
MS as a function of RFeII and FWHM Hβ and, at a coarser level, two populations: Population A
(FWHM Hβ < 4000 km/s) and Population B of broader sources. Pop. A is rather heterogeneous,
and encompasses a range of RFeII from almost 0 to the highest values observed (RFeII  2 are very rare,
1% in optically-selected samples, [25]). Along the quasar main sequence, the extreme Population A
(xA) sources satisfying the condition RFeII > 1 (about 10% of all quasars in optically-selected sample,
green area in Figure 1) show remarkably low optical variability, so low that it is even difficult to
estimate the BLR radius via reverberation mapping [27]. This is at variance with Pop. B sources that
show more pronounced variability [28,29], the most extreme cases being observed among blazars
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which are low-accretors, at the opposite end in the quasar MS. Of the many multi-frequency trends
along the main sequence (from the sources whose spectra show the broadest LILs (extreme Pop.
B), and the weakest FeII emission, to sources with the narrowest LIL profiles and strongest FeII
emission [extreme Pop. A]), we recall a systematic decrease of the CIV equivalent width, an increase
in metallicity, and amplitude of HIL blueshifts (a more exhaustive list is provided by Table 1 of [30]).
The Eddington ratio is believed to increase along with RFeII [23,26,31,32]. The FWHM Hβ is strongly
affected by the viewing angle (i.e., the angle between the line of sight and the accretion disk axis),
so that at least the most narrow-line Seyfert 1s (NLSy1s) can be interpreted as Pop. A sources seen
with the accretion disk oriented face-on or almost so [33]. At low-z (0.7), Pop. A implies low black
hole mass MBH, and high Eddington ratio; on the converse, Pop. B is associated with high MBH and
low L/LEdd. This trend follows from the “downsizing” of nuclear activity at low-z that helps give an
elbow shape to the MS [34]: at low-z, very massive quasars (MBH  109 M) do not radiate close to
their Eddington limit but are, conversely, low-radiators (L/LEdd  0.1).
Figure 1. The plane FWHM(Hβ) vs. RFeII. The MS is sketched as the grey strip, with the section
occupied by xA sources colored pale green. The thick dot-dashed line separates Pop. A and B at
4000 km s−1, while the vertical one at RFeII = 1 traces the RFeII lower value for xA identification.
The spectral types with significant occupation at low-z are labeled.
The inter-comparison between CIVλ1549 and Hβ supports low-ionization lines virial broadening
(in a system of dense clouds or in the accretion disk) + high-ionization lines (HILs) radial or vertical
outflows, at least in Pop. A sources [35,36]. There is now a wide consensus on an accretion disk + wind
system model [37], and therefore on the existence of a “virialized” low-ionization subregion + higher
ionization, with the subregion outflowing up to the highest quasar luminosities [36,38,39].
The most extreme examples at high accretion rate are a population of sources with distinguishing
properties. They have been called extreme Pop. A or extreme quasars (xA), and are also known as
super-Eddington accreting massive black holes (SEAMBHs) [9,18,40,41]. Figure 2 shows a composite
rest-frame UV spectrum of high-luminosity xA quasars. Observationally, xA quasars satisfy RFeII ≥ 1
and still show LIL Hβ profiles basically consistent with emission from a virialized system. xA quasars
may well represent an early stage in the evolution of quasars and galaxies. In the hierarchical growth
scenario for the evolution of galaxies, merging and strong interaction lead to accumulation of gas in
the galaxy central regions, inducing enhanced star formation. Strong winds from massive stars and
eventual Supernova explosions may ultimately provide enriched accretion fuel for the massive black
hole at the galaxy [42–44]. The active nucleus radiation force and the mechanical thrust of the accretion
disk wind can then sweep the dust surrounding the black hole, at least within a cone coaxial with
the accretion disk axis (see Figure 7 of [45]). The fraction of mass that is accreted by the black hole
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and the fraction that is instead ejected in the wind are highly uncertain; the outflow kinetic power
can become comparable to the radiative output [46,47], especially in sources accreting at very high
rate [48]; interestingly, this seems to be true also for stellar-mass black holes [49]. Feedback effects on
the host galaxies are maximized by the high kinetic power of the wind, presumably made of gas much
enriched in metals [50].
Figure 2. Composite UV spectrum of high-z xA sources. The abscissa is rest-frame wavelength, and the
ordinate is normalized flux.
3. Diagnostics of Mildly-Ionized Gases
Diagnostics from the rest-frame UV spectrum takes advantage of the observations of strong
resonance lines that are collisionally excited [51,52]. The point is that the rest-frame UV spectrum
offers rich diagnostics that constrains at least gas density nH, ionization parameter U, and chemical
abundance Z. For instance, Si IIλ 1814/Si III]λ 1892 is sensitive to ionization CIVλ1549/Lyα,
CIVλ1549/(Si IV + OIV])λ1400, CIVλ1549/HeIIλ1640, NVλ1240/HeIIλ1640 are sensitive to metallicity;
and Al IIIλ1860/Si III]λ1892, Si III]λ1892/CIII]λ1909 are sensitive to density, since inter-combination
lines have a well defined critical density [51].
The photoionization code Cloudy models the ionization, chemical, and thermal state of gas
exposed to a radiation field, and predicts its emission spectra and physical parameters [53,54].
In Cloudy, collisional excitation and radiative processes typical of mildly ionized gases are included.
Cloudy simulation requires inputs in terms of nH, U, Z, quasar spectral energy distribution (SED),











where Q(H) is the number of ionizing photons, provides the ratio between photon and hydrogen
number density. More importantly, the inversion of equation provides a measure of the emitting region
radius rBLR once the ionizing photon flux i.e., the product UnH is known. As we will see, the photon
flux can be estimated with good precision from diagnostic line intensity ratios.
Maps built on an array of 551 Cloudy 08.00–13.00 photoionization models for a given metallicity
Z and Nc, constant n and U evaluated at steps of 0.25 dex covering the ranges 7 ≤ log nH ≤ 14 [cm−3],
−4.5 ≤ log U ≤ 0. Given the measured intensity ratios for xA quasars, Cloudy simulations show
convergence toward a well-defined value of log (nHU) [40,51]. UV diagnostic ratios in the plane
ionization parameter versus density indicate extremely high nH 1012.5–13 cm−3, extremely low log U ∼
−2.5–3 (Figure 3). Note the orthogonal information provided by the AlIIIλ1860/SiIII]λ1892 that
mainly depends on density. The left and right panels differ because of chemical abundances: the
case with five times solar metallicity plus overabundance of Si and Al produces better agreement,
displacing the solution toward lower density and higher ionization. Nonetheless, the product UnH
remains fairly constant. Diagnostic ratios sensible to chemical composition suggest high metallicity.
The metallicities in the quasar BLR gas are a function of the spectral type (ST) along the MS: relatively
low (solar or slightly sub-solar in extreme Pop. B sources (as estimated recently for NGC 1275 [55]),
and relatively high for typical Pop. A quasars with moderate FeII emission (Z ∼ 5–10Z, [56,57]). If the
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diagnostic ratios are interpreted in terms of scaled Z, they may reach Z  20Z, even Z ∼ 100Z
for xA quasars [40]. Z values as high as Z ∼ 100Z are likely to be unphysical, and suggest relative
abundances of elements deviating from solar values, as assumed in the previous example, or significant
turbulence. The analysis of the gas chemical composition in the BLR of xA source has just begun.
However, high or non-solar Z are in line with the idea of xA sources being high accretors surrounded by
huge amount of gas and a circum-nuclear star forming system, possibly with a top-heavy initial mass
function [51]. The high nH is consistent with the low CIII]λ1909 emission that becomes undetectable
in some cases. While in Pop. A and B we find evidence of ionization stratification within the
low-ionization part of the BLR ([58–60] and references therein), xA sources show intensity ratios that
are consistent with a very dense “remnant” of the BLR, perhaps after lower density gas has been
ablated away by radiation forces.
Figure 3. Intensity ratios in the plane ionization parameter vs. density, for the intensity ratios measured
on the composite xA quasar spectrum shown in Figure 2 of [40]. left panel: solar chemical composition;
right: 5× solar chemical composition with selective enrichment in Al and Si, following [51]. In this
latter case, the SiIVλ1402/CIVλ1549 is degenerate.
4. xA Quasars as Eddington Standard Candles
There are several key elements that make it possible to exploit xA quasars as Eddington
standard candles.
The first is the similarity of their spectra and hence of the physical condition in the mildly-ionized
gas that is emitting the LILs. Line intensity ratios are similar (they scatter around a constant average
with small dispersion). Since the line emitting gas is photoionized, intensity line ratios depend strongly
on the ionizing continuum SED. Thus, the ionizing SED is also constrained within a small scatter.
We remark that this is not true for the general population of quasars that show differences in line
equivalent width and intensity ratios larger than an order of magnitude along the MS.
The mass reservoir in all xA sources is sufficient to ensure a very high accretion rate (possibly
super-Eddington) that yields a radiative output close to the Eddington limit. The similarity of the SED
and the presence of high rates of circumnuclear and galactic star formation as revealed by Spitzer [61]
have led to the conjecture that xA sources may be in a particular stage of a quasar development,
as mentioned above.
The second key element is the existence of a virialized low-ionization sub-region (possibly the
accretion disk itself). This region coexists with outflowing gas even at extreme L  1048 erg s−1 and
highest Eddington ratios but is kinematically distinguishable on the basis of inter-line shifts between
LILs and HILs—for example, Hβ and CIVλ1549.
In addition, xA quasars show extreme L/LEdd along the MS with small dispersion. If the
Eddington ratio is known, and constant, then ל = L/LEdd ∝ L/MBH. Accretion disk theory teaches
low radiative efficiency at a high accretion rate, and that ל saturates toward a limiting value ([62–64]
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and references therein). Therefore, empirical evidence (the xA class of sources, easily identified by
their self-similar properties, scatters around a well-defined, extremal (ל and theoretical support
(the saturation of the radiative output per unit MBH) justified the consideration of xA sources
potential ESCs.
Virial Luminosity
The use of xA sources as Eddington standard candles requires several steps which should
considered carefully.
1. The first step is the actual estimate of the accretion luminosity via a virial broadening estimator
(VBE). The luminosity can be written as
L ∝ MBHל ∝ ,rBLR(δv)2ל (2)
assuming virial motions of the low-ionionization part of the broad-line region (BLR). The δv
stands for a suitable VBE, usually the width of a convenient LIL (in practice, the FWHM of Hβ or
even Paα, [65]).
2. The rBLR can be estimated from the inversion of Equation (1) [51,52], again taking advantage of the
fact that the ionizing photon flux shows a small scatter around a well defined value. In addition,








Equation (3) implies that rBLR scales with the square root of the luminosity. This is needed to
preserve the U parameter. If U were going to change, then the spectrum would also change as
a function of luminosity. This is not evident comparing spectra over a wide luminosity range
(4.5 dex), although some second order effects are possible.1








Making explicit the dependence of the number of ionizing photons on the SED, the virial
luminosity becomes:









where κ is the fraction of ionizing luminosity scaled to 0.5, ν̃ the average frequency of ionizing
photons scaled to 2.42 · 1016 Hz, and (nHU) to 109.6.
Equation (5) is analogous to the Tully–Fisher [66] and the early formulation of the
Faber–Jackson [67] laws for galaxies. Equation (5) is applicable to xA quasars with Eddington ratio
ל ∼ 1 and dispersion δל  1 but, in principle, could be used for every sample of quasars whose ל is in
a very restricted range.
5. Selection of Eddington Standard Candles
Selection criteria are based on emission line intensity ratios which are extreme along the
quasar MS [20]:
1 The maximum temperature of the accretion disk is ∝ M
− 12
BH ; the SED is expected to become softer at high MBH, but this effect
has not been detected yet at a high confidence level.
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1. RFeII > 1.0,
2. UV AlIIIλ1860/SiIII]λ1892 > 0.5,
3. SiIII]λ1892/CIII]λ1909 > 1.
The first criterion can be easily applied to optical spectra of a large survey such as the SDSS for
sources at z  1. The second and third criterion can be applied to sources at 1  z  4.5 for which the
1900 blend lines are shifted into the optical and near IR domains. UV and optical selection criterions
are believed to be equivalent. Due to a small sample size at low z for which rest-frame optical and UV
spectra are available, further testing is needed.
6. Tentative Applications to Cosmology and the Future Perspectives
Preliminary results were collected from three quasar samples (62 sources in total), unevenly
covering the redshift range 0.4  z  2.6. For redshift z  2, the UV AlIIIλ1860 FWHM was used
as a VBE for the rest-frame UV range, save a few cases for which Hβ was available. This explorative
application to cosmology yielded results consistent with concordance cosmology, and allowed the
exclusion of some extreme cosmologies [20]. A more recent application involved the [20] sample,
along with the Hβ sample of [9] and preliminary measurements from [40]. The resulting Hubble
diagram is shown in Figure 4. The plots in Figure 4 involve ≈ 220 sources and indicate a scatter
δμ ≈ 1.2 mag. The slope of the residuals (b ≈ −0.002 ± 0.104) is not significantly different from 0,
indicating good statistical agreement between luminosities derived from concordance cosmological
parameters and from the virial equation. The Hubble diagram of Figure 4 confirms the conceptual
validity of the virial luminosity relation, Equation (5).
Figure 4. Hubble diagram distance modulus μ vs. z obtained from the analysis of the [20] data
(yellow: Hβ, navy blue: AlIIIλ1860 and SiIII]λ1892) supplemented by new Hβ measurements from
the SDSS obtained in this work (green) and from Gran Telescopio Canarias (GTC) observations of
Martinez-Aldama et al. [68] (magenta). The lower panel shows the distance modulus residuals with
respect to concordance cosmology. The filled line in the upper panel is the μ(z) expected from Λ cold
dark matter (CDM) cosmology. The filled line in the lower panel represents a least-square fit to the
residuals as a function of z. The figure is an updated version of Figure 1 of Marziani et al. [69].
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Mock samples of several hundreds of objects, even with significant dispersion in luminosity
with rms(log L) = 0.2–0.3, indicate that quasars covering the redshift range between 0 and 3
(i.e., a range of cosmic epochs from now to 2 Gyr since the Big Bang) could yield significant
constraints on the cosmological parameters. A synthetic sample of 200 sources uniformly distributed
in the redshift range 0–3 with a scatter of 0.2 dex yields ΩM ≈ 0.28 ± 0.02 at 1σ confidence
level, assuming H0 = 70 km s−1 Mpc−1, and flatness (ΩM + ΩΛ=1). If ΩM + ΩΛ is unconstrained,
ΩM ≈ 0.30+0.12−0.09 at 1σ confidence level [20]. The comparison between the constraints set by supernova
surveys and by a mock sample of 400 quasars with rms = 0.3 dex in log L shows the potential ability
of the quasar sample to better constrain ΩM [70]. The scheme of Figure 5 illustrates the difference in
sensitivity to cosmological parameters over the redshift range 0–4: supernovæ are sensitive to ΩΛ since
the effect of ΩΛ, in a concordance cosmology scenario, became appreciable only at relatively recent
cosmic epochs. High redshift quasars provide information on a redshift range where the expansion of
the Universe was still being decelerated by the effect of ΩM, a range that is not yet covered by any
standard ruler or candle.
Figure 5. Luminosity difference with respect to an empty Universe for several cosmological models,
identified by their values of ΩM and ΩΛ. The domain of supernovæ and of the baryonic acoustic
oscillations (within the expectation of the future Dark Energy Spectroscopic Instrument (DESI)
survey, [71]) are shown.
Error Budget
The large scatter in the luminosity estimates is apparently daunting in the epoch of precision
cosmology. Statistical errors could be reduced to rms ≈ 0.2 dex in L by increasing numbers,
collecting large samples (∼500 quasars), but they still would remain high.
The xA quasar SED cannot vary much since spectra are almost identical in terms of line ratios
(a second order effect [72] not yet detected as significant in the data considered by [20,40] may become
significant with larger samples). The scaling rBLR ∝ L0.5 should hold strictly: a small deviation would
imply a systematic change in the ionization parameter and hence of ST with luminosity.
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A simplified error budget for statistical errors [20] indicates that virial luminosity estimates are
mostly affected by VBE uncertainties which enter with the fourth power in Equation (5). In addition
to measurement uncertainties, orientation effects are expected to be determinant in the FWHM
uncertainties, as they can contribute 0.3 dex of scatter in luminosity if Hβ or any other line used as a
VBE is emitted in a highly-flattened configuration.2 Modeling the effect of orientation by computing
the difference between L from concordance cosmology and virial luminosity indeed reduces the sample
standard deviation in the Hubble diagram by a factor ≈5 to ≈0.2 mag, and accounts for most of the
rms ≈ 0.4 dex in the virial luminosity estimates of the sample shown in Figure 4 [9]. The rms ≈ 0.2 mag
value is comparable to the uncertainty in supernova magnitude measurements. Work is in progress in
order to make viewing angle estimates of xA quasars usable for cosmology.
7. Conclusions
This paper provided an overview of the physical conditions in the broad line emitting region of
extreme spectral types of type-1 quasars (the extreme Pop. A). There is strong evidence that xA sources
are radiating close to their Eddington limit (i.e., with Eddington ratio scattering around a well-defined
value), at high accretion rates. Their physical properties appear to be very stable across a very wide
range of luminosity, 4–5 dex. The assumption of a constant ל makes it possible to write a relation
between luminosity and virial broadening, analogous to the one expressed by the Tully–Fisher and the
early formulation of Faber–Jackson laws.
The scatter in the Hubble diagram obtained from virial luminosity estimates is still very high,
about 1 mag (although comparable to the scatter from a method based on the nonlinear relation
between the X-ray and the UV emission of quasars [75]). Very large samples are needed for reduction
of scatter (and statistical error). In addition, the inter-calibration of rest-frame visual and UV properties
and their dependence on L (expect systematic errors!) needs to be extended by dedicated observations
of xA sources covering the rest frame UV and visual range. Simulations of statistical and systematic
effects which influence the estimates of the cosmic parameters are also needed.
In principle, Eddington standard candles can cover a range of distances where the metric of the
Universe has not been “charted” as yet to retrieve an independent estimate of ΩM. If samples with
uniform coverage over a wide range of redshift would become available, xA sources could also address
the physics of accelerated expansion (i.e., provide measurements of the dark energy equation of state).
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Abbreviations
The following abbreviations are used in this manuscript:
AGN Active Galactic Nucleus
BLR Broad Line Region
DESI Dark Energy Spectroscopic Instrument
ESC Eddington Standard Candles
FWHM Full Width Half-Maximum
HIL High-Ionization Line
LIL Low-Ionization Line
MDPI Multidisciplinary Digital Publishing Institute
MS Main Sequence
NLSy1 Narrow-Line Seyfert 1
SDSS Sloan Digital Sly Survey
VBE Virial Broadening Estimator
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Abstract: Atoms and molecules in highly excited (Rydberg) states have a number of unique
characteristics due to the strong dependence of their properties on the values of principal quantum
numbers. The paper discusses the results of an investigation of collisional Rydberg complexes
specific features, resulting in the development of dynamic chaos and the accompanying diffusion
autoionization processes. It is shown (experiment and theory) that, in subthermal low energies,
the global chaotic regime that evolved in quasimolecular systems leads to significant changes in
the Rydberg gases radiation/ionization kinetics. The effect of Förster resonance on the width of the
fluorescence spectra and stochastic ionization processes in Rydberg systems is also discussed.
Keywords: Rydberg atoms; dynamic instability; control of atomic states; Förster resonance
1. Introduction
The interest in the research of physical processes involving highly excited (Rydberg) atomic
systems is caused by their significance in the fundamental issues of science (due to the combination of
quantum and classical properties) [1,2] and the prospects of their wide implementations in modern
applied knowledge-intensive technologies (see, e.g., [3]). The main feature of Rydberg particles is
their extremely big size ~n2 (where n is the principal quantum number), which results in huge dipole
moments. This opens up unique opportunities for both the controlled and addressed management
of quantum states by external electromagnetic fields [4], and for the creation of long-lived coherent
(entangled) states in cold Rydberg media due to the long range dipole-dipole interaction between the
medium particles [5,6]. Therefore, the cold Rydberg atoms are considered to be promising objects
for solving the problems of quantum information. With their help, the physical carriers of quantum
bits [7] can be realized with the simultaneous execution of the basic quantum operations [8].
Another class of interesting phenomena in dense gaseous media is associated with the collision
and radiation kinetics of Rydberg electrons when they are scattered on cold atoms in the ground
states, which can lead to the formation of exotic molecules [9,10] and specific chemical reactions [11].
Under certain conditions, cold Rydberg media quickly evolve into cold neutral plasma, which is
accompanied by the formation of free electrons and the development of various phenomena, such as
spontaneous plasma expansion, recombination of Rydberg atoms, plasma instabilities, and the
propagation of collective waves [12]. The physics of ultra-low-temperature plasma should take
into account not only traditional ionization and recombination processes involving electrons and
ions [13,14], but also the formation of charged particles, which are both due to the ionization of
Atoms 2019, 7, 22; doi:10.3390/atoms7010022 www.mdpi.com/journal/atoms195
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Rydberg atoms by thermal radiation [12,15] and as a result of the Penning autoionization of Rydberg
atomic pairs [16,17].
Recombination processes leading to populating highly excited states are the sources of Rydberg
atoms/molecules formation in stellar atmospheres of late spectral types, interstellar nebulae, and other
space objects, including our solar system (see “Rydberg atoms in astrophysics” by Dalgarno
in [1,18]). Rydberg particles play a fundamental role in the Earth’s lower ionosphere, primarily
affecting the propagation of satellite radio signals of the global positioning system (GPS) or radar
stations [19]. Besides, they are a source of super background incoherent radiation in the decimeter and
infrared ranges.
An important feature of the Rydberg systems is related to the “Coulomb” condensation of their
quantum states near the energy continuum ( n → ∞ ). Due to strong Stark/Zeeman effects, interaction
with electromagnetic fields can lead to multiple quasi-crossings and the mixing of Rydberg electron
sublevels with different orbital (l), azimuthal (m), and principal (n) quantum numbers. This allows
for the selectively excited initial state to begin a chaotic motion across a dense grid of Rydberg
levels with the subsequent transition to the energy continuum. Such uncontrolled drift of a highly
excited electron, leading to diffusion ionization, can be observed for single Rydberg atoms under the
influence of external fields [20–22], as well as for an ensemble of Rydberg atoms with strong long-range
dipole-dipole interaction [23]. In molecular or quasi-molecular collisional Rydberg complexes,
the diffusion migration of the initial excitation causes both the dissociation of molecules [24] and the
formation of molecular/atomic ions [25]. These diffusion processes, as induced by either external
controlling or internal molecular fields, lead to the development of instability with the loss of initial
coherence in the ensemble of Rydberg particles. The analysis of the dynamics of quantum complexes
with a complex branched quasi-crossing structure of energy surfaces is extremely challenging within
the framework of traditional quantum mechanical methods of calculation. The purpose of our work
is to describe an alternative, semiclassical approach that is based on the concept of dynamic chaos
evolution in Hamiltonian systems [26–28]. Another set of questions under consideration concerns the
features of the radiation kinetics of Rydberg atoms in the vicinity of the Förster resonance. The latter
is used as a controlling mechanism for varying the long-range interatomic interaction [29] and it
has numerous applications in applied problems of Rydberg media. Noteworthy, the peculiarities
of the radiative rate constants, as discussed below, are of potential interest for the interpretation of
spectroscopic data, as obtained from fluorescence spectra of cold media of astrophysical relevance,
such as different modifications of cold white dwarfs [30] or neutral sodium clouds near Jovian moon Io.
2. Kinetics of Radiative Transitions for Highly Excited Atoms
2.1. Spectral Parameters of an Excited Atom
We note that the atomic system of units is used, unless otherwise stated.
Knowledge of the probabilities of optical transitions lies at the basis of any analysis of processes
involving excited atoms. Despite the fact that literature on this subject today has many dozens of
works, the topic has not lost its actuality. As a rule, the existing theoretical methods for calculating
the lifetime τ, or the radiation width A = 1/τ of the quantum state of an excited atom, leads to better
agreement with the experiment in comparison with the probability of an individual optical transition.
According to the review work from 1991 [31], even then, the discrepancy between the experimental
and theoretical values of the radiation width for excited states of alkali metal atoms did not exceed
10%. Such accuracy was sufficient to use these data in an analysis of collisional processes in optically
thin gas media and low-temperature plasmas. In the framework of the semiclassical approximation of
quantum mechanics [32,33], the principal quantum number n determines in the first approximation
the parameters of the orbit of the valence electron of the hydrogen atom and its energy. The orbital
quantum number l determines the magnitude of the orbital angular momentum L = l + 0.5 (Langer’s
correction [33]), and also the degree of perturbation of the valence electron in the field of the atomic
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residue; the field of which may differ from the Coulomb. The corresponding “perturbed” value of
energy ε is found, introducing the concepts of a quantum defect Δμl and an effective quantum number
n∗ = n − Δμl : ε = 1/(2n∗2).
The experimental data on the lifetimes τ, as known today, can be described by a power law [31]:
τ = π
√
3c3/4 · (l + 0.5)2 · αl(n∗)βl (1)
where αl and βl are dimensionless constants for a given l-series [31] and c is the speed of light.
Accordingly, for example, for hydrogen and alkali atoms βl = 3 [31,34]. At the primary selective
excitation of Rydberg atoms (with a fixed value n > 5) and an increase of the concentration of normal
atoms, the formation of a block of states with values of the quantum number l from 0 to n − 1 and
with an average lifetime ~n5, becomes possible due to intense atom-atom interactions. In this case,
the principal fraction of the population of excited states is from those with large l values. In the case of
a complete l mixing of the Hydrogen atom Rydberg states, the expression for the probabilities 〈A〉n of




ln(1.414 · n) (2)
The current level of fundamental research and their engineering applications requires reliable
data on the lifetimes of excited atoms. Until recently, such information for highly excited atoms in
modern databases, as a rule, was absent. Importantly, Rydberg’s lifetimes are highly dependent on
ambient temperatures [15], so the correct measurement of their natural widths remains a challenge [35].
Concerning this, an extrapolation scheme for estimating the lifetimes of Rydberg states, tested while
using the example of alkali metal atoms, has been developed [31].
2.2. Blocking of the Spectral Transitions. Double Stark (Förster) Resonance
One should have in mind that the term “hydrogen-like” atom, which is often used in the literature
for Rydberg states, does not guarantee the complete coincidence of the structure of the energy levels of
the excited atom with the energy structure of the hydrogen atom. Thus, for a “hydrogen-like” alkali
metal atom with a standard [L-S] bond between the moments [33], the level {n, l + 1} may be located
between the {n, l} and {n + 1, l} states of the excited atom (see Figure 1), which does not correspond
to the case of the hydrogen atom [33]. In the case when the {n, l + 1} level is located exactly in the
middle between the {n, l} and {n + 1, l} states, the Stark two-photon resonance condition is realized,
otherwise the Förster resonance (hereinafter FR) [29] achieved in practice by an electric field of the
order of 5 Vcm−1 [36]. The criterion for the emergence of the FR is simply formulated in terms of a
quantum defect of atomic series:
Δμl ≡ μl − μl+1 = 0.5 (3)
 
Figure 1. Scheme of Rydberg atomic levels, illustrating the effect of the double Stark (Förster) resonance
in {l + 1, l} atomic series on blocking of the “long” transitions between remote states.
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The simplest example is a three-dimensional oscillator with a frequency ω, for which the energies
ε of the levels [33]
ε = ω · (2n − l + 3/2) (4)
for all l-series satisfies FR. The unique frequency of oscillator emission is its natural frequency ω.
Therefore, according to the Bohr-Heisenberg correspondence principle [32,37,38], the dipole matrix
elements of the spectral transitions are nonzero only for “short” transitions between adjacent quantum
states (see, for instance, Equations (2) and (9) in review work [39]). It means that, under conditions
of FR, one should expect a significant weakening of the optical oscillator strengths for the “long”
transitions (see Figure 1). This situation is most closely realized for the sodium atom for the s- and
p-series (see Table 1), which causes the anomalously small radiation widths of the Rydberg states of
sodium p-series, whose value is ~ 5 times smaller than the widths of the other alkali atoms (see Table 1,
last row where 1/τP are presented in) at the same energies of the corresponding states [31].
Table 1. Qantum defect μl for s-, p-series [32] along with ΔμP and the factor 1/τP from Equation (1).
Li Na K Rb Cs H
s 0.40 1.35 2.19 3.13 4.06 0
p 0.04 0.85 1.71 2.66 3.59 0
ΔμP 0.36 0.50 0.48 0.47 0.47 0
10/τP 0.69 0.14 0.51 0.75 0.61 10
Thus, the Förster resonance is a unique phenomenon, in which anomalies in the spectral
characteristics of excited atomic systems should be expected. Accordingly, in Ref. [36], under the
conditions of the FR, the processes of blocking microwave transitions between Rydberg levels of
rubidium in (A** + A) quasimolecular complex were investigated (experiment). From the academic
point of view, the RF influence on the spectra of the excited atoms is considered in [40] within the
framework of a model one-electron atom with the Sommerfeld potential [41]
UZ(r) = −1/r + α/(2r2), (5)
where r is the distance of the valence electron to the center of the atomic core and α is a parameter of
the model. Sommerfeld introduced a potential of such a type in describing relativistic corrections to
the theory of a hydrogen atom. An important particularity of Sommerfeld’s potential is the possibility
of an accurate analytical description of atomic parameters. For example, the energy of atomic states is
given by the following expression
ε = − 1
2(n + le f − l)2
; le f =
√
(l + 0.5)2 + α − 0.5 (6)
The quantity le f is called the effective orbital number and is directly connected with the quantity
of the quantum defect: Δμl = l − le f . The concept of an effective orbital number le f is widely used
in calculating the probability of radiative transitions in alkali atoms [42]. It allows, in particular,
for describing the FR between l and l − 1 atomic series [43] by selecting the parameter α = αl,l−1:
αl,l−1 = 3 · (l2 − 0.252), (7)
Accordingly, in the case of {p, s} series, αp,s = 2.81. For {d, p} series, αd,p = 11.8.
In Figure 2, the dependence of the radiative decay probability Anl = 1/τnl (Einstein’s coefficients)
on the parameter α for fixed 30s and 25p states of the model Sommerfeld atom is shown. It can be seen
that, in the vicinity of the FR, the radiative lifetimes of the Rydberg states can vary significantly (by
orders of magnitude). Similar effects manifest themselves, and in collision Rydberg complexes [25,43],
which will be discussed in the following sections.
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Figure 2. (a) Natural width Anl of Rydberg state of s-series (l = 0) with n = 30 as a function of parameter
α of Sommerfeld’s atom. (b) The same for the state of p-series (l = 1) with n = 25. The Förster resonance
corresponds to the value αp,s = 2.81.
3. Rydberg Quasimolecular Complex in the Framework of the Dipole Resonance
Mechanism Model
A wide range of collisional processes
A∗∗(nl) + A → A∗∗2 →
⎧⎪⎨⎪⎩
A∗∗(n′l′) + A∗
A∗∗(n′l′) + A+ + e
A+2 + e
(8)
with the participation of Rydberg states pass through the phase of formation of the intermediate
Rydberg complex A∗∗2 . A fundamental contribution to “Rydberg Physics” was made by Fermi [44],
who proposed considering the quasimolecular formation of A∗∗2 as a structure that consists of
two positively charged atomic cores A+, a quasi-free Rydberg electron (RE) e−nl in the Keplerian
orbit, and the generalized valence electron e− (see Figure 3). The further development of the
Fermi approach [45–47], the so-called dipole resonance ionization (DRI), has found wide application
in the solution of a diverse range of problems (see, for example, the review [13]) from the
broadening and shift of spectral lines to the balance of ionization processes in the solar photosphere
(see, for example, [25,48]).
Within the framework of the DRI model, the probability of realization of various final channels for
the collision (8) is determined by the internal dipole moment D of the quasimolecule A∗∗2 . The moment
D arises in the process of the charge exchange in the system (A + A+) and it induces an alternating
electric field E(t), perturbing the motion of the RE e−nl on the Coulomb orbit (see Figure 3). With respect
to the ionization channels for the DRI model, the following simplifying assumptions are accepted:
(i) both the trajectory of the external electron e−nl and relative motion of the ion A
+ and unexcited
atom A are semiclassical (ii) with the initial impact parameter ρ; and, (iii) ionization proceeds within
a certain region with a given limiting distance Rion between colliding atoms, which depends on the
type of ion-atom residue and it is a parameter of the theory. The system is traditionally described in
the adiabatic approximation using the appropriate potential curves of the Rydberg complex and the
molecular ion A+2 .
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Figure 3. Scheme of highly excited collisional complex A∗∗2 where D—vector of the quasi-molecular
ion dipole moment, R—vector of internuclear distance, e−nl—Rydberg electron, which is shared by the
atomic cores of the quasi-molecular ion A+2 .
A graphical illustration of the ionization process is given in Figure 4. Under the assumptions made,
the charge exchange between atomic residues A+ within the quasimolecule ion A+2 leads to the splitting
Δ(R) (known as “exchange interaction” [45]) of its energy levels and it creates a time-dependent dipole
moment D = Rcos(Δ(R)t)/2, which oscillates with frequency ω = Δ(R), i.e., outside the complex A+2
an alternating quasimonochromatic microwave electric field E(t) is induced (see Figure 3). We note
that, as shown in [49], the effect of the field E(t) on the Rydberg electron e−nl is equivalent to its
perturbation by an external, spatially uniform field with the frequency ωL = Δ(R), and with
polarization along the interatomic axis R. Ionization occurs inside the range of distances (R < Rion),
where the exchange interaction ω = Δ(R)), starting from the threshold value Δ(Rion), exceeds the
binding energy |εnl | = 1/(2n∗2) of the e−nl electron and, thus, opens the autoionization channel of the
quasimolecule complex A∗∗2 . The probability of ionization per unit time, or the autoionization width of
the process, is expressed in terms of the photoionization cross section σph(nl, ω).
 
Figure 4. Mechanism of collisional ionization involving a Rydberg atom and an atom in normal state.
The considered mechanism of dipole resonance, which played an important role in the
development of the physics of thermal collisions of heavy particles, has a strictly deterministic character.
However, as the main quantum number n of the Rydberg atom A**(nl) increases, when the initial Λu
energy curve (as shown in Figure 4) passes through a set of quasi-intersections with the neighboring
Λg energy curves during the collision, the trajectory instability of the Rydberg electron e−nl begins to
appear in the simiclassical approximation. As a result, the random migration of excitation occurs
along the grid of energy terms, which have the energy separation Δε = 1/(n∗)3 between them. In the
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framework of modern concepts of nonlinear mechanics [26], this makes it possible to introduce the
idea of dynamic chaos [27], in chemi-ionization processes in thermal and subthermal collisions that
involve RA.
4. Rydberg Collisional Complex A**2 in Approximation of Dynamic Chaos
At the end of the 19th century, in mathematics, Poincaré [27] introduced the notion of integrable
and nonintegrable systems. In the first case, we meant a system with a “smooth” response to a small
external perturbation and the conditions for the motion of individual particles are amenable to a direct
description. However, in the general case, dynamical systems are not integrable, since perturbations
that violate the total symmetry, as a rule, cannot be eliminated.
4.1. Nonlinear Dynamic Resonances and the Emergence of Deterministic Chaos
The main reason for the nontrivial influence of external periodic perturbations on the dynamic
properties of integrable systems is associated with the appearance of nonlinear dynamic resonances [26],
which, for large time intervals, leads to strong instability of the solutions obtained. In the framework
of the KAM theory (Kolmogorov, Arnold, Moser) [27], it was shown that the presence of multiple
resonances leads to the appearance of layers in the phase space of the considered ensembles of particles
with diffusion motion that form a branched “stochastic web” [50]. To get into the element of the
“stochastic web”, the excitation energy of the initial state should be as close as possible to one of the
“resonant” values. For given perturbation parameters, a set of quantum states associated with initial
dynamic nonlinear resonances can be indicated.
The quantitative consideration of the instability of the RE dynamics in a periodic external




Em cos(m ωL) (where ωL is the frequency) is based in
the frame of the semiclassical approach on the Bohr–Heisenberg correspondence principles [32,37,38].
The largest perturbation by the field E(t) (i.e., strong mixing between populations of two levels with
fixed n0 and n0 + k0 values of principal quantum numbers) should be expected in the case of m0-photon
resonance (m0 ≥ 1). For this, a “dynamic” coincidence of the m0ωL “photon” energy with the energy
distance k0ωε between the levels is necessary (see Figure 5):
Figure 5. Schematic of nonlinear dynamic resonances of different {k0m0} orders for the initial quantum
state n0: (a) single-photon (m0 = 1) and (b) double-photon (m0 = 2) resonances.
m0 ωL = ε (n0 + k0)− ε (n0) ≈ k0 dε/dn = k0 ωε. (9)
Note that the energy density dε/dn of the levels can be expressed through the frequency
ωε = 1/n∗3 of the classical revolution of the electron along the Keplerian orbit [32]. The realization
of relation (9) is termed in the literature (see, for example, [27]) as the manifestation of a dynamic
nonlinear resonance of the order {k0m0} in the vicinity of the energy εk0,m0 = ε(n0) (see Figure 5).







; ε = εk0, m0 (10)
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where Em0 is an amplitude of the m0-term at the frequency m0ωL in the Fourier series of the field E(t).
The width δε of the nonlinear resonance (the amplitude of the energy oscillations) is characterized
by a root dependence on the amplitude Em0 of the perturbation. Out of resonance, the amplitude of
the energy variations corresponds to a linear dependence on E(t).
For linear systems dωε/dε = 0, which formally lead to an arbitrarily large excitation of the
electron ( δε → ∞ ) without transition into the stochastic regime. For a nonlinear system, the finiteness
of the widths of nonlinear resonances causes the emergence of a global chaos regime according to the
Chirikov criterion [27]
K = δε/Δε > 1, (11)
is satisfied, where Δε = ωε = 1/n∗3 is energy distance between neighboring levels. In the general case,
for a particular system of quantum states of an excited atom, a whole set of quantum number values n0
corresponding to different orders of dynamic resonances can be realized (see Figure 5). In the absence
of the overlapping effect (δε < Δε) between the widths δε of neighboring resonances, separate islands
of instability can arise in the energy space. Figure 6a shows the dynamics of the change in the energy
of the Rydberg electron for such a case. It can be seen that the “overlap” of resonances is still not
enough for the onset of global chaos, and the energy of the initial level n0 undergoes finite oscillations
within the width δε (10). In the case of the overlapping of resonances (see Figure 6b), an electron can
go far from its initial state up to the states of a continuous spectrum (ionization) during diffusion.
This corresponds to the onset of a global chaos regime. Here, the essential point is the threshold of the
intensity of external perturbation, leading to a global chaos regime, the criterion of which appears in
the inequality (11).
Figure 6. (a) Occurrence of dynamic nonlinear resonances without their widths δε overlapping.
(b) Complete overlapping of widths δε, corresponding to the formation of the global dynamic chaos.
The initial states correspond to the lowest levels n0 (bold lines).
4.2. The Standard Map (SM)
A nice illustration of the mechanisms that are involved in the transition to the global chaos
is an example of the so-called standard mapping [26]. The standard map (SM), also known as the
Chirikov–Taylor map [26], is one of the simplest models of chaos, in which the most characteristic and
complex features of this problem are preserved. The corresponding model Hamiltonian, resulting in
SM, has the form

















and describes a rotor (an initial free atomic system with Hamiltonian H0(I)) periodically kicked by
delta-impulses of some external force (a perturbation). Here, T = 2π is the corresponding period,
while K is a dimensionless parameter that characterizes the force amplitude. The rotor phase space
variables “angle-action” (θ, I) are defined on a cylinder (−∞ < I < ∞; 0 < θ < 2π).
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[exp(imωLt + θ) + exp(imωLt − θ)] (14)
with ωL = 2π/T = 1. Expression (14) corresponds to the motion of the rotor in a periodic wave packet
with an infinite number of harmonics. The amplitudes of the harmonics have the same magnitude,
while their phases depend on the rotor angle θ.
To identify the range of applicability of the Chirikov criterion (11), consider the Hamiltonian








[exp(imωLt + iθ)− exp(imωLt − iθ)]; (15)
.
θ = ω(I); ω(I) = dH0/dI = I, (16)
where ω(I) is an angular frequency of the rotor having the angular momentum I. The nonlinear
resonances (9) arise in the frame of the zero order of the perturbation theory when we use in (15)
unperturbed temporal dependence for the angle variable: θ(t) = I · t. The external force provides
the strongest influence at the rotor dynamics if the series (15) contain stationary terms, i.e., the action
variable I should satisfy mωL = ±ω(I) = ±I. This relation corresponds to Equation (11) provided
k0 = ±1, which means that the nonlinear resonances under consideration have orders {k = ±1, m}
with Ik,m = m/k · ωL = m/k and εk,m = m2/2. Since I−1,−m = I1,m, we may restrict ourselves to the
case of the resonance values I1,m. In the vicinity of one of these resonances (I ≈ I1,m0 = m0), one may
simplify series (15) by dropping all the oscillating terms. This transforms the system (15), (16) into
.
δI ≈ K/(2π) sin(θ − m0t);
.
Ψ = δI (17)
with δI = I − I1,m0 = I − m0 and Ψ = θ − m0t. System (17) is reduced to the nonlinear equation of the
phase oscillation
..
Ψ ≈ K/(2π) sin(Ψ) (18)
Equations (17), (18) result in the oscillation of the action δI with the maximum amplitude
maxδI2~4K/π corresponding to the maximum distance between two separatrix branches that are
generated in the phase space by Equation (7) [27]. We may assess the amplitudes δε of the energy
oscillations of the resonance states that are depicted in Figure 6 as δε ≈|ω(I)|·max|δI|. The distance
ΔI1,m between two adjacent resonance values I1,m is ΔI1,m = 1, which gives, for the corresponding
energy separation, Δε =|ω(I)|ΔI =|ω(I)| (see Figure 6). Chirikov criterion (11), hence, is reduced to
the form
K ≈ |ω(I)|·max|δI||ω(I)| = 2
√
K/π > 1. (19)
The characteristic important feature of the Hamiltonian (12) in the standard map model is
the simultaneous overlapping of all resonance energies widths, as shown in Figure 6b. Figure 7
demonstrates the evolution of the rotor trajectories (I(t), θ(t)) in the phase space for some parameter
K values. It is clearly seen that, initially (K = 0.772), small islands of instabilities (black areas) increase
their size as the parameter K increases, forming a “stochastic sea” for large amplitudes (K = 3.972) of
the external force.
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Figure 7. Phase space trajectories of a kicked rotor with Hamiltonian (12) (adopted from [26]).
4.3. Conception of Diffusional Ionization
A significant contribution to the development of the theory of stochastization of quantized systems
was made by the authors of Refs. [20,51], who considered the evolution of a bound Rydberg electron
with its ionization in an external microwave field. The adaptation of the methods of work [51] in
describing the development of dynamic chaos in the act of a single collision (8) is described in [49].
It is shown that, under the influence of a quasimonochromatic internal electric field E(t), nonlinear
dynamic resonances can arise due to the coincidence of the overtone k0ωε of the angular frequency
ωε of motion of RE e−nl on the Keplerian orbit with charge-exchange frequency Δ(R) of the internal
electron e− (see Figure 3). As a result, the motion of the RE becomes unstable, and the RE evolution in
the energy space takes the character of random walks along the quasi-intersecting “grid” of potential
curves (see Figure 4), which opens the possibility of a kinetic description of the RE dynamics
In a series of subsequent works [22,52–54], data on the formation of dynamic nonlinear resonances
with a transition to the stage of global chaos for isolated atoms in an external linearly polarized electric
field E(t) = E0 cos(ωLt + θ)/2 were refined. We note that, the widths of the dynamic resonances
(10), as well as the effects of stochastic dynamics, are directly related to the matrix elements of the
perturbation operators. This conclusion is confirmed by the results of [52], in which the coefficients
of the light-induced diffusion equation for a weakly bound electron in an external microwave field
are explicitly expressed in terms of the dipole matrix elements for optical transitions. Since the
implementation of the diffusion ionization requires finite time, to take into account the regime of
dynamic chaos becomes important for slow collisions, which is for a range of thermal and subthermal
energies. A transition to the ionization continuum due to a stochastic walk (see Figure 6b) can be
described, with good accuracy, in terms of kinetic methods using the distribution function f (ε, t) [22,27]
in the bound state region of a Rydberg electron (ε < 0). For calculations, it is more convenient to work
with the distribution f (n, t) over the principal quantum number n
f (n, t) dn = f (ε, t) dε, (20)
using the relation ε = −1/(2n2). In this case, the time dependence of f (n, t) is found from the solution
of a diffusion equation of the Fokker–Planck type [27]
∂
∂ t






f (n, t) (21a)
with the initial condition that at the moment t = 0 the excited electron is at the level n0, i.e., f (n, t =
0) = δ(n − n0) (δ(x) is the Dirac delta-function). To determine the evolution of f (n, t), Equation (21a)
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must be supplemented by the following boundary conditions with respect to the quantum variable n
at the boundaries of the region of development of stochasticity nc < n < ∞:
f (n → ∞, t) = 0, ∂
∂n
f (n = nc, t) = 0, (21b)
where the quantity nc is determined from the Chirikov criterion (11), as [22]
n4c (nc ωL)
1/3 = 1/(49E0) (22)
The boundary of the continuum (n = ∞) is an absorbing wall for the diffusion flux where f (n)
becomes zero. The amplitude E0 of the microwave field determines the critical value nc of the principal
quantum number below which the electron has regular motion, and the underlying states (n < nc)
refer to the deterministic region, since here the energy separation Δε = 1/n3 of the neighboring levels
exceed the widths of the dynamic resonances (see Figure 6a). Thus, the values n = nc determine the
position of the “reflecting wall”, on which the diffusion flux vanishes.
According to [22,51], the value of the diffusion coefficient Dn is
Dn ∼= 0.65 E20n3 ω−4/3L (23)
From here, the average time, τe f f , required to reach the ionization limit by RE, which begins its










The distribution f (n, t) makes it possible to find parameters of the diffusion process, such as the
average number of jumps from one level to another, experienced by the particle during its diffusion
drift to the continuum of energies, the average lifetime of the excited atom, and the degree of its
“survival” at a given time interval, i.e., knowledge of f (n, t) relatively simply makes it possible to
obtain theoretical data for comparison with the values that were observed in the experiment.
4.4. Diffusional Ionization of Hydrogen Atom in External Field
More detailed information on the processes of diffusional ionization requires numerical
calculations. Within the semiclassical approximation, numerical data are extracted from the study of the
dynamics of motion (trajectories) of the RE. Analysis of time processes with the strong stochastization
of trajectories requires the use of a stable numerical calculation scheme. The corresponding algorithm,
which is based on the Floquet technique [55] and geometric integration methods [56,57], was proposed
in [54] to find the parameters of atomic systems that were subjected to external periodic fields.
As an example, Figure 8 shows the trajectories of motion and shows the time dependence
of the orbital angular momentum L in conditions of dynamic chaos development. We take the
initial 10P (n0 = 10, l0 = 1) state of the hydrogen atom in the microwave field with frequency
ωL = 3/103 and amplitude E0, exceeding its threshold value Ec = 2/(49n40) [22]. Two characteristic
initial configurations of the vector L0 and the Runge-Lenz vector A0 (directed along the semiaxis of the
unperturbed Keplerian orbit [58]) were chosen, corresponding to the maximal changes in the modulus
|L| for cases of two-dimensional (E0 = 8, 2Ec) and three-dimensional (E0 = 6, 5Ec) trajectories.
Note that, according to the literature data, the range of values of n ≈ 10 corresponds to the range of
strong interaction of the dipole field of the cluster A+2 with the Rydberg electron e
−
nl (see Figure 3).
Also note that the results of numerical calculations in Figure 8 show a significant change of the orbital
momentum L in the microwave field under the conditions of development of global chaos, which is in
contrast to the main approximation of the authors [22,51], assuming the adiabatic invariance of L.
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Figure 8. Trajectories of Rydberg electron (frames a,c) and the evolution of its angular momentum L
(frames b,d) for the 10P-state (n0 = 10, l0 = 1) of the hydrogen atom. For two-dimensional (2D) motion
of an electron in the {X, Y}-plane (frame a), frame b shows the projection LZ of the momentum L on the
z-axis, orthogonal to the motion plane {X, Y}. For three-dimensional (3D) motion (frame c), frame d
shows |L|.
4.5. Diffusional Ionization of the Rydberg Colisional Complex
The diffusion Equation (13) have a number of specific features with respect to the calculations of
chaotic motion of RE e−nl in collisional molecular complexes due to the variation of both the amplitude
and the frequency of the internal electric field E(t) as the (adiabatic) internuclear distance R changes
(see Figures 3 and 4). At the same time, the RE ionization boundary shifts (see Figure 4), since it is
determined by the potential curve 2Σ+g . Figure 9 shows the boundaries of the stochasticity region for
RE (see the discussion of Equation (21b)) in the case of collisions of hydrogen A and A∗∗ atoms: the
lower dashed curve (circles) corresponds to the lower “reflective wall” nmin(R(t)) (nmin = nc is found
from Equation (22)), while the upper dotted curve (crosses) defines the position of the “absorbing
wall” nmax(R(t)). For the Rydberg states, lying above nmax(R), the exchange interaction Δ(R) exceeds
their binding energies, so that the internal microwave field results in the fast photoionization of those
states. The parameters of the problem are chosen in such a way that no ionization occurs when the RE
(n0 = 10) motion is regular (i.e., without any stochatization).
Figure 9. The time evolution of the distribution function f (n, t) of a Rydberg electron e−nl in
a quasimolecular collisional complex A∗∗2 with the impact parameter ρ = 15 and collision energy
1.9 · 10−3 a. u. = 600 K. The initial value n0 = 10.
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Figure 9 also shows the results of calculating [47]; the parameters of RE diffusion evolution for
a time-varying region of the phase space. The initial distribution, corresponding to the localization
of the RE at the energy level with n = n0 = 10, was chosen as the narrow Gaussian distribution
f (n, t = −∞) = exp(−(n − n0)2)/
√
π. The principal feature of the present is the realization of the RE
diffusion along the energy levels in the act of a single collision. The solid lines in the figure give a
map of levels ln f (n, t)—the values of the logarithm are plotted alongside the corresponding curves.
The position of the minima of the boundary curves nmax/min(R(t)) is determined by the turning
point with the minimum approach of the nuclei. It is evident that, while the initial value n0 = 10
is located lower than nmin(R(t)), i.e., lies in the regular motion region, there is no diffusion along
the n axis. Diffusion begins to develop after the moment of entry of the initial value n0 = 10 in the
stochastic region Ωst (the region lying above the curve nmin(R(t))). As a result of stochastic diffusion,
the Rydberg electron has a finite probability of reaching the ionization boundary and passing to a
continuum of energies through the photoionization channel. In this case, ionization is found as the
probability of the electron leaving the region of bound states. The validity of such a model was verified
on the quantitative level by the example of the chemi-ionization process involving Rydberg atoms of
sodium [49].
4.6. Assotiative Ionization Rate Constants
The experimental methods existing in atomic and molecular physics make it possible to compare
the ionization parameters that were calculated in the frame of stochastic dynamics with the results of
direct measurements performed in atomic beams of different types [59]. Atomic/molecular beams have
been widely implemented in practice as convenient sources of particles that are used for investigations
in the physics of collisions [60], spectroscopy [61], and the analysis of the interaction of light and
matter [62]. In recent decades, a new type of beams, known as “cold beams” [63], has been added
to the two classical types of beams, i.e., diffusion [14,64] and supersonic [59] ones. Cold beams are
extracted from magneto-optical traps and they have unique prospects for use in nanotechnology [65]
due to their extremely narrow divergence angle.
An important parameter that characterizes the efficiency of ionization processes (8) is the rate
constants K(nl, T). In experiments, rate constants are found from a measured number of registered
charged particles. A theoretical treatment of K(nl, T)
K(nl, T) =
∫
σ(vc) · vc f (vc, T)dvc (25)
operates with the cross sections σ(v) and the distribution function f (v, T) over the relative (impact)
velocity v = vc of colliding atoms of the same mass M:
The velocity distribution f (vc, T) dependence on the beams source temperature T may be
expressed via the characteristic thermal velocity vT = (kT/M)
1/2 as f (vc, T) = F(vc/vT)/vT .
The function F(x) has quite different profiles in cells, single beams, and crossed beams cases, as
demonstrated in Figure 10 [13,64].
 
Figure 10. Distribution function F in a single beam (sb), crossed beams (cb), counter beams (cb’), and
gas cell (c).
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Figures 11 and 12 show, following [53,60,66–68], the values of the associative ionization (AI) rate
constants Kai(nl, T) obtained under the conditions of a single and two orthogonal beams. The formation
of molecular ion occurs upon the collisions of Rydberg sodium atoms A∗∗(nl) excited to nS, nP, or nD
states with atoms A in the ground state. Experimental data of Figure 11, frame (a) (dots, l = 1),
corresponds to crossed beams conditions, T = 600 K [66]. Figure 11 data related to frame (b) (open
circles, l = 1), frame (c) (open triangles, l = 2), and frame (d) (open squares, l = 2) were obtained in
a single beam of Na atoms, T = 1000 K [67]. Full curves exhibit results of theory [60], accounting for
stochastic diffusion effects, while dotted curves correspond to calculations in the frame of regular
DSMJ model [43–45].
 
Figure 11. Values of rate constants of associative ionization for collisions in a single beam (frames
(b–d)) and in two orthogonal crossed beams (frames (a)) of sodium atoms excited in nS, nP, and nD
Rydberg states [66,67].
 
Figure 12. Associative ionization rate constants for Na*(nl) + Na(3s) collisions in a single beam [53]
(frames (a,b)) and in two orthogonal crossed beams [66] (frames (c,d)), T = 600 K.
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Figure 12 shows the results of more recent experiments [53,66] on AI rate constants measurements,
the authors of which took into account the effects of free electrons escaping due to atoms
photoionization by black body radiation.
It can be seen that, in the 4 < n∗ < 28 range of effective quantum numbers, the data of the
experiment and the stochastic theory (solid curves) agree with each other (although measurements
have large error bars), whereas calculations using the traditional DSMJ model [43–45] (dashed curves)
significantly underestimate the corresponding results, particularly for the lower values of n.
4.7. Features of Diffusional Ionization under Conditions of Förster Resonance
In Section 2.2, a significant decrease in the probabilities of Rydberg states radiative decay in
Förster resonance (FR) conditions was demonstrated, which is due to the suppression of dipole matrix
elements. Since the widths of the nonlinear resonances δε, as shown in [43,52], are directly related to
the probabilities of microwave transitions in the excited atom, the blocking of the latter means the
blocking of the development of dynamic chaos. The possibility of “controlling” the development of
global chaos in the Rydberg diatomic cluster, using the double Stark resonance (or FR) mechanism,
was considered in [40,43].
Figure 13 shows the time dependence of the RE binding energy under conditions of the
development of diffusional ionization of Rydberg states of the model Sommerfeld atom, which is
under the influence of an external microwave field, for different values of the Sommerfeld parameter
α (see Equation (5)). It can be seen that the ionization time is significantly prolonged when the FR is
realized (α = 2.81), which indicates the partial blockage of global stochatization.
 
Figure 13. Temporal evolution of binding energy ε of the 13P-state (l = 1) of the Rydberg electron
in the Sommerfeld atom in an external microwave field of frequency ω = 1/133 and amplitude
E0 = 10Ec, which exceeds ten times the critical value Ec. The calculations were performed for three
values of Sommerfeld parameter: α = 0, 2.81, and 4.5. The arrows indicate the moments of ionization.
The occurrence of Förster resonance corresponds to αp,s = 2.81.
5. Conclusions
Our work presents the results of studies (experiment and theory) of the radiative and collisional
kinetics of Rydberg atoms, with their specific features arising from the closeness of highly excited
bound states to the energy continuum. The model problems that are considered here reveal significant
changes (by orders of magnitude) in the dipole matrix elements values of optical transitions in the
vicinity of the Förster resonance, which is an important tool for creating entangled states in the system
of cold Rydberg atoms. In particular, the anomalously long lifetimes of the p-series Rydberg states
of the sodium atom are explained by the proximity of the Na p- and s-series energy levels structure
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to the Förster resonance configuration. We have considered the ionization processes of Rydberg
atomic complexes in microwave electric fields. Under the multiplicity of the quasi-crossing of energy
levels near the ionization continuum, the semiclassical method for taking into account the ionization
instability of Rydberg states is discussed. This method is based on the formalism of nonlinear dynamic
resonances and the evolution of dynamic chaos in Hamiltonian systems. The results of the numerical
modeling of diffusion ionization of atomic hydrogen Rydberg states in an external microwave field
are given with a demonstration of the nontrivial evolution of the orbital moment. The possibility of
reducing the theoretical analysis of collisional ionization of Rydberg alkali metal atoms to the problem
of the stochastic ionization of a Rydberg electron by an “internal” microwave field is shown. This field
is induced by the charge exchange processes in the system “ion core of a Rydberg atom plus neutral
atom-collision partner”. The comparison of the experimental and calculated data on the associative
ionization rate constants in “Rydberg sodium atom-normal sodium atom” collision demonstrates
the validity of describing the dynamic instability of Rydberg complexes within the framework of the
dynamic chaos evolutionary theory for Hamiltonian systems.
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coefficients for the chemi-ionization processes in sodium- and other alkali-metal geocosmical plasmas.
New Astron. Rev. 2007, 51, 547–562. [CrossRef]
65. Tantussi, F.; Mangasuli, V.; Porfido, N.; Prescimone, F.; Fuso, F.; Arimondo, E.; Allegrini, M. Towards
laser-manipulated deposition for atom-scale technologies. Appl. Surf. Sci. 2009, 255, 9665–9670. [CrossRef]
66. Boulmer, J.; Bonanno, R.; Weiner, J. Crossed-beam measurements of absolute rates coefficients in associative
ionization collisions between Na*(np) and Na(3s) for 5 ≤ n ≤ 15. J. Phys. B 1983, 16, 3015–3024. [CrossRef]
67. Weiner, J.; Boulmer, J. Associative ionization rate constants as a function of quantum numbers n and l in
Na*(np) + Na(3s) collisions for 17 ≤ n ≤ 27 and l = 0, l = 1 and l ≥ 2. J. Phys. B 1986, 19, 599–609. [CrossRef]
68. Beterov, I.I.; Tretyakov, D.B.; Ryabtsev, I.I.; Bezuglov, N.N.; Miculis, K.; Ekers, A.; Klucharev, A.N. Collisional
and thermal ionization of sodium Rydberg atoms III. Experiment and theory for nS and nD states with
n = 8–20 in crossed atomic beams. J. Phys. B 2005, 38, 4349–4361. [CrossRef]
© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution




Spectral Modeling of Hydrogen Radiation Emission
in Magnetic Fusion Plasmas
Mohammed Koubiti * and Roshin Raj Sheeba
PIIM laboratory, Aix-Marseille Université and Centre national de la recherche scientifique (CNRS),
F-13397 Marseille, France; roshin-raj.SHEEBA@univ-amu.fr
* Correspondence: mohammed.koubiti@univ-amu.fr
Received: 11 December 2018; Accepted: 1 February 2019; Published: 12 February 2019
	

Abstract: Modeling of the spectral line and continuum radiation emitted by hydrogen isotopes in
peripheral regions of magnetic fusion is presented through profiles of the Zeeman-Doppler broadened
Hα/Dα line and those of the Stark broadened high-n Balmer lines extending beyond the series limit
for recombining plasmas. The Hα/Dα line profiles should be modelled while accounting for several
populations of neutrals to mimic real situations and analyze experimental data for isotopic ratio
determination. On the other side, high-n Balmer lines of hydrogen are used for plasma electron
density and temperature diagnostics. Moreover, modelling whole spectra including the continuum
radiation contributes to the development of synthetic diagnostics for future magnetic fusion devices
for which they can give predictive results through coupling to numerical simulation tools.
Keywords: plasma spectroscopy; Stark broadening; plasma diagnostics; line shape modeling;
Zeeman-Doppler broadening; Balmer line series; radiative recombination
1. Introduction
Decades after the first experiments on controlled thermonuclear fusion in tokamaks, and despite
the large amounts of scientific and technological progress and the high quality of our scientific
knowledge, the path towards a power plant based on this principle has been shortened but there still
remains some major problems to overcome. Indeed, several issues need to be solved like the mitigation
of disruptions and the retention of tritium by the plasma-facing components or materials (PFCs) and
the control of the power and particle loads on these materials as well. For safety reasons, it is crucial
to determine the isotopic ratio for deuterium-tritium (D-T) plasmas. However, except for very few
D-T discharges in the past and some planned in the near future at JET (Joint European Tokamak),
fusion plasma experiments use deuterium gas or sometimes a mixture of hydrogen and deuterium.
Therefore, it is crucial to determine as accurate as possible the isotopic ratio H/(H+D) in D-D and H-D
plasma experiments in order to fulfill the tight constraints required by the D-T experiments in terms of
tritium concentration. Concerning the other major issue of power exhaust, it is mandatory to reduce
the huge heat and particle flux loads to acceptable levels because the most advanced target materials
do not support power loads in excess of 10–20 MW/m2. A solution widely used to mitigate power
and particle loads consists in the creation of a radiative dense, cold mantle in the divertor which leads
to plasma detachment through the volume recombination processes. Detachment has been achieved in
many tokamaks like Alcator C-mod [1], DIII-D [2], JET [3,4] and ASDEX Upgrade [5,6]. It is largely
admitted that this scenario is the most efficient solution and it has even been foreseen for the operation
of ITER (International Thermonuclear Experimental Reactor). Under the conditions of divertor plasma
detachment, high-n lines of the Balmer series of hydrogen isotopes extending to (or beyond) the
series limit can be observed. These spectra are used to infer both the plasma electron density and the
temperature when compared to calculated spectra. Modeling the complete spectra of the radiation
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emitted in the visible domain by hydrogen or deuterium neutrals for plasma conditions relevant to
recombining plasmas is therefore of great interest. This paper is organized as follows. Section 2 is
devoted to the modeling of the Hα/Dα line emitted by several neutral populations of hydrogen and
deuterium neutrals to mimic the recycling mechanisms taking place in tokamak divertors. Section 3
is focused on the modeling of hydrogen high-n Balmer lines and continuum emission for conditions
relevant to recombining plasmas where the electron density is in the range 1014–1015 cm−3 and the
electron temperature is around 1–2 eV or less.
2. The Zeeman–Doppler Hα/Dα Line Profile
In peripheral regions of tokamaks, especially in the divertor and the scrape-off layer (SOL),
the Hα/Dα line is one of the most intense lines emitted by plasma in the visible domain. For typical
electron densities of about 1014 cm−3 and temperatures of few eV, the profile of this line is dominated
by Doppler broadening in addition to the Zeeman effect which splits and removes the degeneracy of
the involved energy levels at n = 2 and n = 3, and introduces an anisotropy due to polarization. To a
good approximation, the broadening due to the Stark effect can be neglected and the Hα/Dα line
profiles can be modelled by retaining only Zeeman and Doppler effects. The treatment of the Zeeman
effect depends, obviously, on the strength of the magnetic field. In addition, energy perturbation due
to the Zeeman effect has to be compared to that due to the relativistic corrections which are part of
the fine structure. Without any loss of generality, we consider situations with magnetic fields greater
than 2 T and assume that the use of the strong field approximation is valid to account for Zeeman
effect. Under such conditions, the fine structure effect can be neglected and if observed in a direction
perpendicular to the magnetic field direction, one sees the well-known Lorentz triplet of the Balmer-α
line composed of an un-shifted π component and two lateral components, known as the σ components,
which are equally separated from the unshifted one. The separation between the p and s component
depends linearly on the magnetic field strength. It should be noted that in the case of an observation
parallel to the magnetic field, only the s components are observed. If the instrumental function of
measurement apparatus is weak, each component will show a Gaussian profile due the thermal motion
of the neutral emitters. The full width at half maximum (FWHM) of each component is proportional
to the square root of the neutral temperature (Δλ1/2 ∝
√
T) according to Doppler broadening theory.
However, in divertor tokamaks it is known that several processes contribute to the release of hydrogen
or deuterium neutrals. This is known as particle recycling. Indeed, neutrals can be released following
dissociative excitation of desorbed molecules, or through reflection as neutrals of impinging ions,
or through charge exchange processes. These mechanisms are responsible for the coexistence of
several populations of neutrals each with its own velocity distribution function. In addition, in the
case of H-D mixtures, the same populations exist for both hydrogen and deuterium. For illustration
purposes, as shown in Figure 1, the profiles of the Balmer-α line emitted by the population have
a Maxwellian velocity distribution function (VDF) with a temperature of ~3 eV where hydrogen
represents 5% and deuterium represents 95%. The chosen temperature roughly represents neutrals
released through dissociation of H2 and D2 molecules in a tokamak. Detailed information about
recycling and the different populations of neutrals in magnetic fusion devices can be found for instance
in References [7–9].
A more complex situation is presented in Figure 2 where a second neutral population with a
Maxwellian VDF corresponding to a neutral temperature of ~20 eV is added to the one shown in
Figure 1. This temperature is an approximation of that of the population of neutrals released through
reflection followed by a complete thermalization process due to elastic collisions with plasma ions.
Note that this is different from the population of neutrals resulting from a charge exchange process
whose temperature is in principle much higher depending on the ion temperature at the location where
the charge exchange process takes place. For simplicity, equal contributions to the Balmer-α line from
the two neutral populations for both hydrogen and deuterium has been assumed. However, for real
situations, where experimental spectra of this line measured in tokamaks are analyzed, generally the
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three neutrals populations are necessary. The fitting procedures allow us to obtain their temperatures
and their relative proportions or contributions, and this is a rather delicate task. For this refer to
References [7–9] or to a more recent reference [10], where the fitting is explicitly used to obtain the
isotopic ratio H/(H + D).
(a) (b) 
Figure 1. Theoretical profiles of the Balmer-α line emitted by neutrals distributed as 5% of hydrogen
and 95% of deuterium atoms, having the same Maxwellian velocity distribution with a temperature of
~3 eV in a plasma where the magnetic field B = 2 T. The Dα/Hα line centers are separated by ~1.8 Å
and the Doppler broadening of the Hα is higher than that of the Dα line because of its lower mass.
(a) Parallel observation: Only the lateral σ components are seen; (b) perpendicular observation: Both
the lateral σ and central π components are shown.
(a) (b) 
Figure 2. Total profiles (solid red line) of the Hα/Dα line resulting from two neutral populations
with equal concentrations but different temperatures: 2.9 eV (blue dashed line) and 20 eV (black
dotted line) for B = 2T. A fraction of 5% hydrogen is considered here. (a) Parallel observation;
(b) perpendicular observation.
3. The High-n Balmer Lines and Continuum
As mentioned previously, under detachment conditions, i.e., for recombining plasma conditions,
e.g., for ne = 1014 cm−3 and Te = 1 eV, high-n lines of the Balmer series as well as the continuum
radiation can be emitted by hydrogen or deuterium neutrals in divertors of tokamaks. This radiation
can therefore be observed and recorded to be used further for divertor diagnostics. The corresponding
spectra can allow the extraction of very useful information. Indeed, high-n lines of the Balmer series
are very sensitive to Stark broadening and allow us to infer the plasma electron density of the emissive
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zone. On the other side, the use of the relative intensities of several lines of this series or the continuum
slope allow for electron temperature determination. Of course, the determination of these parameters
requires the use of theoretical models for line broadening and line shapes retaining all the broadening
mechanisms, or at least the major ones. It is therefore necessary to model spectra of both lines and
continuum radiation. However, as the Stark broadening increases with the upper quantum number
n, beyond a given value nIT called the Inglis-Teller limit [11], adjacent lines overlap and eventually
merge into the continuum part of the spectrum leading to an apparent advance of the continuum.
One should note that even if this transition region between lines and continuum is not usually used
for diagnostics, it should be modelled to obtain a whole or complete spectrum. Therefore, it is clear
that from the diagnostic point of view, this discrete-to-continuum transition region is not important.
However, from the point of view of synthetic diagnostics which are very important for future devices
because of their predictive abilities, the spectrum as a whole plays a very important role and each part
is necessary. This is one of the reasons to model a quasi-complete spectrum of the Balmer series say
from the Hγ (n = 5) or Hδ (n = 6) to the theoretical Balmer series limit (λlB = 364.6 nm) and beyond.
We present here briefly the background related to the spectra.
3.1. Modeling of the Bound–Bound Transitions
The high-n Balmer lines emitted by hydrogen in a typical recombining plasma are mainly
broadened by the Stark effect. The Zeeman effect may be neglected except for a few lines at relatively
low densities. The theory of Stark broadening is well established and there exists many codes (either
models or numerical simulations) dealing with this. For the calculations shown here, we have used
the PPP line shape code [12,13]. For the Stark broadening calculations, a collisional approach known
as the impact approximation is used for the plasma electrons contribution while a quasi-static one is
used to treat the ion contribution. More precisely, the electronic contribution is calculated using the
Griem-Blaha-Kepple GBK model [14] taking into account the frequency dependence of the electronic
operator. High order broadening contributions to line broadening such as interference terms in the
collision operator and non-binary effects are neglected for the high-n Balmer lines emitted under
detachment plasma conditions. For a given transition between levels i and j (j→i) corresponding to a





where Aji is the Einstein coefficient of the corresponding transition, Nj the population of the upper
level j of the transition and φν the normalized line shape. The profiles of some Balmer lines are shown
in Figure 3a.
3.2. Modeling of the Continuum Radiation
The continuum radiation results from two types of transitions: Bound-free and free-free
contributions. For the typical plasma conditions considered here, the radiation due to free-free
transitions, known as bremsstrahlung, is negligible in comparison with that due to bound-free
transitions. Therefore, for illustration purposes, only the bound-free contribution is retained in
the calculations shown here. However, for the complete calculations all contributions are included.
The free-bound radiative recombination power density can be written as:
ρRn (ν)dν = hνnine f (ε)veσrec(p, ε)dε,
where ni is the ion density, h is the Planck constant, ve is the electron velocity, f (ε) is the energy
distribution function of free electrons and σrec(p, ε) is the cross-section for the recombination
process [15]. Here p designates the bound state (p = 2, 3, . . . ). The cross-section, σrec(p, ε) is
obtained using Milne’s formula [15], from its relation with the photoionization cross section for
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the level p, σion(p, ν). The expression can be rewritten for the transition to an energy level p, for a
Maxwell-Boltzmann electron energy distribution, as:




















where k is the Boltzmann constant, me the electron mass, c the speed of light and IH(p) the ionization
potential for level p. The total free-bound contribution is obtained by additions all the contributions






Since the continuum is dominated by Balmer radiative recombination (p = 2) and higher
(p > 2) radiative recombination contributions are decreasing with increasing p, higher radiative
recombination can be neglected. Here we have calculated the contributions up to an energy level of
p = 10. The resulting calculation is shown in Figure 3b. Note that the bound-free continuum power
density shown here was calculated without taking into account any plasma density effect but for a
hypothetical isolated atom, hence the sharp transition seen at the series limit which comes from the
recombination threshold.
(a) (b) 
Figure 3. (a) Calculated profiles of some Balmer lines are calculated from n = 5 up to level n = 15 and
are summed up together for the plasma condition (ne = 8 × 1014 cm−3 and Te = 1.1 eV). (b) Radiative
recombination calculation for the same plasma conditions for an isolated atom.
3.3. The Total Spectrum and the Dissolution Approach
To obtain the total spectrum, one should also deal with the discrete-to-continuum transition to
combine bound–bound and free–bound contributions. Here we use a dissolution factor approach as
discussed in References [16,17] to take into account the merging of lines into the continuum. This
method, which is also known as the occupation probability formalism (OPF) [16], is based on two
simple suggestions: (i) The potential barrier of the atom is altered by the electric field which adds
to the Coulombian field of interaction of the external electron with the core of the atom. For electric
microfields exceeding a certain critical value Fc that corresponds to a level above the potential barrier,
the energy of that level vanishes. This means that some bound-bound transitions transform partially
or totally to free-bound transitions by conserving the oscillator strength density. The probability of
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where P(F) is the micro field distribution calculated using [18]. Based on the second suggestion,
the radiative recombination continuum should be multiplied with (1 − Wj) to conserve the oscillator
strength density. By using an approach like this one, one can take into account the density effect on the
atom energy levels. Indeed, with increasing electron densities, the model of the isolated atom becomes
less and less valid. The charged particles surrounding the neutral emitter (hydrogen atom) strongly
disturb the structure (energy levels and wave functions) of the latter. The dissolution approach states
simply that for a given electron density, atomic energy levels which are discrete for an isolated atom
cannot be considered as discrete or bound but a combination of free and bound states. A level observed
in a pure discrete or bound state has a realization probability of one. In contrast, a level in a pure free
state has a realization probability of zero. Note that in the previous expression, j stands for both discrete
and continuum states. Numerically speaking, in the emission spectrum calculation, the recombination
contribution is extended into lines and dissolution factors are applied at corresponding positions and
interpolated. Each line is multiplied by its probability of realization at its upper energy level of the
transition and the sum over the line is shown in Figure 4a. Summing up all the contributions together
will result in the complete Balmer spectrum calculation as shown in Figure 4b. One can see on this
figure that the apparent advance of the continuum which starts at about λapB ≈ 370 nm instead from
the theoretical value of 346.6 nm.
(a) (b) 
Figure 4. (a) Density effect (dissolution factor approach) on the Balmer lines as computed for ne =
8 × 1014 cm−3 and Te = 1.1 eV. (b) Total spectrum for the same plasma conditions.
4. Discussion and Conclusions
We have shown how the Balmer-α line emission spectra emitted by hydrogen and its isotopes in
the peripheral regions of magnetic fusion devices allow the determination of an important quantity:
The isotopic ratio. This quantity is crucial for the D-T experiments as the tritium concentration is
tightly controlled and should not exceed some value for safety reasons. Of course, the quality of the
results depends strongly on both the measurements and on the accuracy of the modeling. In particular,
modeling should account for all or at least the major broadening mechanisms as well as the inclusion
of all the populations of hydrogen/deuterium neutrals. On the other side, we have seen the spectra of
high-n Balmer lines extending to the series limit or beyond it. This can be seen for conditions relevant
to recombining plasmas characterized by typical electron densities in the range 1014–1015 cm−3 and
electron temperatures of the order of 1–2 eV. We have mentioned that such spectra can serve for plasma
diagnostics. Indeed, comparing such spectra to experimental ones recorded along a given line of
sight (LOS) allows the determination of the average electron density along the LOS from the Stark
broadening of the discrete lines (bound-bound transitions). The average electron density can also
be obtained from the comparison calculated and measured line intensities. However, modeling of
such spectra can become more useful by extending its utility beyond diagnostics and using it also
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for predictive purposes: This is the role of synthetic diagnostics. The modeling presented here is
now ready to be coupled to other simulation tools providing plasma parameter spatial distributions
for calculating total spectra using these spatial distributions. The theoretical spectra calculated in
this way take into account any inhomogeneity of the plasma emission zone along the considered
line of sight. The first results of such synthetic spectra considered as synthetic diagnostics will be
published elsewhere [19] for conditions relevant to WEST tokamak by using distributions provided by
a numerical transport code SolEdge2D-Eirene [20].
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Abstract: In this work, theoretically/mathematically simulated models are derived for the
photoacoustic (PA) frequency response of both volume and surface optically-absorbing samples
in a minimum volume PA cell. In the derivation process, the thermal memory influence of both the
sample and the air of the gas column are accounted for, as well as the influence of the measurement
chain. Within the analysis of the TMS model, the influence of optical, thermal, and elastic properties
of the sample was investigated. This analysis revealed that some of the processes, characterized
by certain sample properties, exert their dominance only in limited modulation frequency ranges,
which are shown to be dependent upon the choice of the sample material and its thickness. Based
on the described analysis, two methods are developed for TMS model parameter determination,
i.e., sample properties which dominantly influence the PA response in the measurement range:
a self-consistent procedure for solving the exponential problems of mathematical physics, and a
well-trained three-layer perceptron with back propagation, based upon theory of neural networks.
The results of the application of both inverse problem solving methods are compared and discussed.
The first method is shown to have the advantage in the number of properties which are determined,
while the second one is advantageous in gaining high accuracy in the determination of thermal
diffusivity, explicitly. Finally, the execution of inverse PA problem is implemented on experimental
measurements performed on macromolecule samples, the results are discussed, and the most
important conclusions are derived and presented.
Keywords: photoacoustic; photothermal; inverse problem; thermal memory; minimum volume cell;
neural networks; thermal diffusivity; conductivity; linear coefficient of thermal extension
1. Introduction
One of the most plastic and easily understandable definitions of inverse problem was given
by professor Mandelis [1]—a field in which one is called upon to reconstruct the cow from the
hamburger meat. Indeed, when all the difficulties are taken into considerations, such as ill conditioning,
non-linearity, model dependence upon material, experimental range limitations, etc., one truly feels
like they are dealing with the impossible. On the other hand, no matter what method of inverse
problem solving is opted for, one conclusion seems inevitable—it is necessary to simultaneously
develop both the appropriate TMS model (direct solving methods) and the inverse solving procedures
(characterization, imaging) in order to obtain optimum results. By reviewing literature regarding TMS
models and techniques of inverse solving in photoacoustics, unexplained approximations that could
be the limiting factor in determination of sample properties were noticed.
The research in this domain done by our group has taken two directions. From the experimental
point of view, it was found that only a narrow bandwidth of frequency measurements has been
exploited until now; from our own experience, this is due to the fact that experiential results rarely
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agree with theoretical predictions over the entire frequency range. Also, the processing of results,
almost by rule, considers either amplitude or phase measurements of the signal; never does it account
for both of those, simultaneously.
From the theoretical modeling aspect (the aspect of fundamental research), it was found that
the influence of finite heat propagation velocity was neglected, as well as the influence of volumetric
optical absorption and the possibility of multiple optical reflections. Also, the knowledge of the
measurement chain influence can be, in general, considered insufficient, and it plays an important role
in the process of obtaining experimental results.
That is why, in the first part of this work, the generalized model of photoacoustic (PA) response
was presented and discussed as the basis for the developed inverse solving procedures for PA
characterization. Furthermore, two types of inverse problem solving are suggested and analyzed:
a self-consistent inverse procedure, and a neural network. Finally the results of the application on
experimental results of the first method are presented. At the end, the most important conclusions
are derived.
2. Generalized Model of PA Response—Direct Problem Solving
Indirect transmission photoacoustics presumes the use of an air-filled PA cell as the element in
which the acoustic signal is created due to the deployment of a monochromatic, amplitude modulated
light source: I = I0(1 + cos ωt) upon a sample. Usually, a cylindrical cell is used in combination with
a disk-shaped sample of the radius R and the thickness ls, positioned and fixed in accordance to the
“simply supported plate” principle [2]. This sample is exposed, from one side, to the described EM
source, while the response is recorded by microphone on the other side, i.e., this is the principle of
t transmission gas-microphone configuration, presented in Figure 1a (upper part), while a detailed
description is given in Figure 2. The frequency-dependent measurements of PA response are performed






Figure 1. (a) Schematic representation of transmission (up) and reflection (down) configuration in
photoacoustics, (b) drawing of a standard electrets microphone (http://www.openmusiclabs.com/
wp/wp-content/uploads/2011/03/mic_section_small.jpg, accessed on 29 November 2018).
In transmission PA configuration Figure 1a, the concept of minimum volume cell is used in order
to obtain sufficiently high-measured acoustic signal and good signal-to-noise ratio. This means that
the microphone chamber itself acts as the interior of the PA cell, as illustrated in Figure 1b [3,4].
Based upon previous research and in accordance with literature defined norms [5], the following
designation of thermodynamic properties of the system is introduced:
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Figure 2. Transmission configuration, taken with approval from [6].
ki—thermal conductivity [W/mK],
DTi—thermal diffusivity [m2/s],
aT—thermal coefficient of linear expansion [K−1],
τi—thermal relaxation time [s],
and ui =
√
DTi/τi—heat propagation velocity [m/s], indexed i = a,s (air or sample) and designating
the i-th medium where it occurs.
Thermal relaxation time and heat propagation velocity are the properties of materials which
exist in the generalized theory of heat transfer [6–12]. Explanation attempts regarding the meaning of
thermal relaxation time can be found in several papers [13–15]. Avoiding further considerations of the
matter (since they go beyond the scope of this work), it is important to note that the investigations
in this area are still ongoing and can be approached from different physical viewpoints. As for the
stand of our group, we have adopted the most general interpretation of this property, regardless from
the material microstructure or thermal energy carriers—thermal relaxation time is the period of time
passing between the occurrence of the excitation and the actual change of the heat flux.
Prior to the development of the theoretical/mathematical simulation (TMS) model of the
generalized PA response, the following presumptions were introduced:
(a) The cross section of the incident beam is much larger than thesurface area of the
sample, thus, planar uniformity of energy distribution justifies the use of one-dimensional (1D)
approximation [4,8,16–21];
(b) Excitation energy is absorbed within thin surface layer of the sample (the approximation which
describes metal samples well, otherwise achieved through the application of thin, opaque absorbent
layer) [18,20];
(c) Heat conduction to the surrounding gas (outside of the PA cell) is considered negligible due to
its poor thermal conduction properties [18];
(d) Harmonic component alone (of the Fourier transform of the acquired signal) is observed
(lock-in detection) and frequency characteristics of the PA response are analyzed;
(e) The “thin plate” approximation is applicable since R is much larger than ls, where the influence
of the sample dilatation on the mechanical piston model is negligible and only thermoelastic (TE)
bending is taken into consideration [4,8,18,19,22,23].
Basing the approach upon literature considerations [4,8,18,19,22,23], the starting expression of
the model (for the measured signal directly proportional to the pressure change in the PA cell) can be
written in the form:
p̃ = p̃th + p̃ac (1)
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where pth denotes the pressure change due to the thermoconducting(TH) component of the PA response
(the component that originates from the periodic expansion of a thin gas layer closest to the sample
in the PA cell), while pac denotes the pressure change due to the PA component originating from TE
vibrations of the sample caused by temperature gradient along symmetry axes of sample (drum effect).


















where γ annotates the adiabatic coefficient, P0 is the atmospheric pressure, la is the length of the gas
column inside the PA chamber, while T0 stands for the room temperature. Furthermore, αS is the
linear coefficient of thermal expansion of the sample, R is its radius, while ls annotates its thickness.
The symbols ϑ̃s and μa represent the complex representative of distribution of dynamic temperature
variations across the sample and the thermal diffusion length in the air (gas).
As can be seen from the expressions (1) and (2), the components of the pressure depend on
the distribution of the dynamic temperature variation along the sample axis and from the dynamic
temperature variation on the unexposed side of the sample (back). We have acquired these values
taking into consideration finite heat propagation velocity [9]:
d2ϑ̃a(x, ω)
dx2
− σ̃2a ϑ̃(x, ω) = 0, (3a)
d2ϑ̃s(x, ω)
dx2
− σ̃2s ϑ̃s(x, ω) = −σ̃sz̃csS(x) (3b)
q̃i(x, ω) = − 1σ̃i z̃ci ·
dϑ̃i(x, ω)
dx
, i = a, s (3c)
where q(x) is dynamic heat flux, S(x) represents incident volumetric heat flux which generates
perturbations of temperature field, σ̃i and Z̃ci, are heat wave vector and thermal impedance of the

















Iabs(x) = I0e−βx (5b)




The equations for the components of the measured pressure (2a,b), combined with the
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ϑ̃S(ls) = − S0βσ̃s Z̃csβ2−σ̃2s ·






















where R0 and R1 are, respectively, outer and inner optical reflection coefficient.
If the sample is good optical absorber, heat source becomes surface type and the model given by
















ch(σ̃sls)− σ̃s ls2 sh(σ̃sls)− 1
sh(σ̃sls)
. (7b)
In the above expressions S0 stands for the surface heat source, which equals half of the
excitation energy intensity, Rc represents the effective radius of the sample [24], and ω = 2πf is
radial modulation frequency.











In the expression (8), the influence of the measurement chain is represented through the
presence of the element E0/(1 + jωτe), which can, however, be annulated by diverse normalization
procedures [20,23].
When the influence of thermal memory is neglected, the expressions (5a,b) and (7) are reduced to
their classic composite piston forms [2,4,8,18,19,22,23].
2.1. Multiple Optical Reflections—the Influence of Optical Properties
In thin samples with low optical absorption coefficient an increase of the static component of the








On the other hand, in thin samples (ls~10 μm, optical absorption coefficient β ~105 m−1, typical
for polymers) with high inner reflection coefficients (R1~0.9), at low frequencies (100 Hz–10 kHz),
temperature variation (the dynamic component of the signal) is significantly increased, more noticeably
on the exposed side of the sample (x = 0), as presented in Figure 3a.
However, in thick samples (~100 μm), as well as in others with low inner reflection coefficients
(R1~0.1), the effect is, surprisingly, the opposite: the temperature variation is decreased compared to
the one corresponding to the model which neglects multiple reflections—the effect which can be seen
in Figures 3b and 4a,b. Graphic representation of this principle is given in Figure 5.
These considerations present us with the possibility of observing another TMS model
parameter—optical coefficient of inner reflection—in the future, but also call for caution; fundamental
aspects of heat transfer through various media should be more profoundly studied [25].
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(a) (b) 
Figure 3. The influence of multiple optical reflections on surface temperature variation of samples with
high inner reflection coefficient.
(a) (b) 
Figure 4. The influence of multiple optical reflections on surface temperature variation of samples with
low inner reflection coefficient.
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Figure 5. Graphic representation of the principle of multiple optical reflections.
2.2. Thermal Memory Influence
In numerous materials and under certain conditions, the appearance of oscillatory behavior
as well as shape changes in both phase and amplitude responses are predicted; however, due to
technical limitations of the experiment, these could not be recorded and validated. Instead, theoretical












Figure 6. Thermal memory influence on PA response of aluminum samples 100 (a,b) and 300 (c,d)
microns thick: phase is given on the left (a,c) and amplitude is on the right (b,d).
The most important result of these considerations is the expression which directly links the












2.3. Helmholtz Resonances—the Influence of the Measurement Chain
Resonant peaks observed in this part of frequency domain are, throughout literature, attributed
to the influence of measurement chain, although, in measurements, they occur at frequencies lower
than expected (frequency characteristic of the microphone, the amplifier, and other electronics) [27–29].
Minimum volume cell has already been observed as an electro-acoustic resonator and it has been
modeled with cascade filter array, with transfer function represented as the combination of two
Helmholtz resonators:
p̃u(jω) = p̃(jω) · HV(jω) · Hε(jω). (11)
The relation among different elements of the analogous electro-acoustical system and the actual
geometrical values of the microphone are given in the following set of expressions [30]:
L = ρlS , Ci =
Vi










⎡⎢⎣ i = V, εω = 2π f
ωi = 2π fi
⎤⎥⎦, (12)
while the graphical representation of the analogy is given in Figure 7:
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(a) (b) (c) 
Figure 7. (a) Analogous electrical circuit, (b) capacitance model of the microphone chamber, (c) actual
geometry of the microphone chamber.





Figure 8. The inclusion of Helmholtz resonances in a PA experiment post-processing (red line): phase
(a) and amplitude response (b), theoretical prediction (green), experimental results (blue) of HDPE at
640 and 1000 microns.
These considerations not only presented us with the possibility of effectively eliminating
microphone influence in our future experiments, but also open the possibility of introducing a novel
method of microphone characterization.
3. Techniques for Inverse Solving of PA Response
Based on the described analysis, two methods are developed for TMS model parameter
determination, which were applied on numerical experiments:
1. A self-consistent procedure for solving the exponential problems of mathematical physics;
2. A well-trained three-layer perceptron with back propagation, based upon theory of
neural networks.
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The first method was, consequentially, applied on experimental measurements, with satisfactory
results, and published [31] (subsection 2.2.3).
3.1. Self-Consistent Inverse PA Procedure
The idea for the development of the self-consistent inverse procedure for the estimation of
thermodynamic parameters originates from theoretical considerations of PA model, where the tendency
of phase exhibiting linear dependence upon thermal diffusivity, DTs, was noticed. The benefit of
this approach is that this parameter, when derived from phase data, improves the reliability of
multi-parameter fitting done on the rest of the signal (amplitude data). As a matter of fact, analytical
methods demonstrated that thermal conductivity, ks, could not be identified separately, but only as the
part of its ratio with linear expansion coefficient, αs:
αT
ks
[32], which boils the fitting procedure down to
only one parameter.
The validity of the idea was demonstrated first by TMS modeling of the problem, i.e., on a
numerical experiment, presented in Figures 9 and 10. In Matlab package, the procedure was developed
which randomly sets the values of the dataset DTs,
αT
ks
(in accordance to literature values), and then
simulates the PA response at two thickness levels using the given set of parameters with the addition
of the certain level of noise. In the next step, the estimation of DTs is done by the comparison of phase
difference data, while the value of αTks is estimated from the amplitude ratio—both estimates are done
by regression analysis: least squares being the method of choice.
 
(a) (b) 
Figure 9. Simulated PA response at two thickness levels, with the addition of noise: phase (a) and
amplitude (b).
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(a) (b) 
Figure 10. Simulated (black line) and reconstructed PA response (green), based upon the estimated
values of parameters.
The results were quite interesting: after 1000 iterations, the procedure retuned the error for DTs
0.94% (always under 2%) and 44.15% for αTks (always above 30 %!). The conclusion was drawn that
some parts of the model must be seriously ill-conditioned in the case of soft matter materials.
3.2. The Application of the Neural Network
Finally, a neural network was developed in order to assess the ill-conditioning issue of the inverse
problem in photoacoustics of polymers. The type was multilayer perceptron, learning method was
back-propagation, and the input parameters: ks, DTi, αT , ls. The material of choice: HDPE. Training
was done on 40% of the sample dataset, 10% was used for validation, and testing (reconstruction)
was applied on 50% of it. The results, after 10000 simulations were more than satisfying: estimation
error for αTks was as low as 0.71%! As for the accuracy was not uniform: for low and high values of the
parameter, the error was noticeable, but still, for the most of the sample set it remained under 2.15%!
However, what was more important than the estimation results, themselves, was the
accompanying analytics, which, for the first time, presented the graphical representation of the
ill-conditioning of the model, itself! Figure 11 clearly indicates how steep the dependence upon two
parameters can be in the case of DTs.
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Figure 11. The dependence of DTs upon two parameters: thickness and modulation frequency (a) and
phase and modulation frequency (b).
Finally, a conclusion could be drawn that, in case of soft matter materials such as HDPE, a
self-consistent procedure could be more adequate for the estimation of DTi, while neural network
approach clearly stood out when the estimation of αTks is concerned.
3.3. The Application on Experimental Data
The pioneering paper concerning the application of self-consistent procedure for the estimation
of thermodynamic parameters on experimental data was published in 2018 [31]. HDPE samples had
been prepared and characterized in advance at “Vinca” Institute for Nuclear Sciences in such a manner
that their thickness and chemical or structural composition could not be questioned [31,33–36]. Using
methods such as wide angle X-ray diffraction (WAXD) and diffraction scanning calorimetry (DSC),
it was proven that regular normalization method (on two levels of thickness) could not be deployed.
Also, crystallinity levels were estimated and are presented in Table 1.
Table 1. Crystallinity—functional dependence upon preparation conditions and sample thickness.
χ (%)
200 μm 400 μm 600 μm
DSC WAXD DSC DSC
Fast Cooled 51.7 50.5 57.4 59.3
Slowly Cooled 73.8 72.5 71.5 70.8
Regression analysis of the difference between theoretical prediction and the experimentally
obtained PA response demonstrated that thin samples (200μm) have the potential for differentiating
between different levels of crystallinity, as presented in Figure 12.
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Figure 12. Deviation over region of interest as function of (ks, DTs) datasets for 200μm thick samples at
two levels of crystallinity: ~70% (a) and ~50% (b).
Estimated results are presented in Table 2.





























Apart from the evident conclusion that rise in crystallinity demonstrated the tendency of DTi, ks
to increase, one could also say that the decrease in thickness facilitates the process of inverse solving,
but also calls for caution when interpreting the dependence upon crystallinity due to the appearance
of surface effects.
Another thing worth noticing is the significance of normalization, which was absent in this case
(due to the influence of crystallinity) and which is proven to be very important for inverse solving of
PA problems.
Finally, the relations among DTi, ks and crystallinity amplify the significance of future fundamental
heat transfer investigations.
4. Conclusions
The subject of this work is the development of the techniques aiming at solving the inverse
problem in photoacoustics. Its mid-term goal is the increase in the number of material properties which
can be characterized by PA measurements with a satisfactory level of accuracy, while its long-term
goal is the improvement of the methods of PA imaging of different materials, from macromolecule
nanostructures and nanoelectronics or nanophotonic devices, to biological tissues.
Within the analysis of the TMS model, the influence of optical, thermal, and elastic properties
of the sample were investigated. This analysis revealed that some of the processes, characterized by
certain sample properties, exert their dominance only in limited modulation frequency ranges, which
are shown to be dependent upon the choice of the sample material and its thickness. In the rest of the
range their influence can be neglected, so the TMS model is divided into parts, each corresponding to
the appropriate modulation frequency range.
The main conclusions of this progress report are gathered in the form of a bulleted list:
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• Generalized model of PA response as the consequence of finite heat propagation velocity
was considered and its manifestations—thermal resonances—were described, with potential
application in the determination of heat propagation velocity by making use of the location of the
first peak;
• The influence of multiple optical reflections on PA response was considered for a specific class of
soft matter materials and its potential application, as well as implications regarding fundamental
heat transfer were pointed out;
• Minimum volume PA cell was successfully modeled as Helmholtz resonator and innovative
applications of PA methods were potentiated;
• Simultaneous use of amplitude and phase measurements was proven to enable the estimation of
thermal diffusivity, while difficulties in assessing the ratio of linear expansion coefficient and heat
conductivity coefficient pointed out the necessity for the improvement of TMS modeling;
• The application of a neural network on the numerical experiment exposed the necessity for
the reconsideration of the thermal piston model in materials with low levels of arrangement
(macromolecules, tissue, soft matter);
• The application of self-consistent procedures on the experiment demonstrated the dependence of
thermal properties upon thickness and crystallinity.
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Abstract: The mechanism of the optical variability of active galactic nuclei (AGN) is still very puzzling.
It is now widely accepted that the optical variability of AGN is stochastic, producing red noise-like
light curves. In case they were to be periodic or quasi-periodic, one should expect that the time scales
of optical AGN variability should relate to orbiting time scales of regions inside the accretion disks
with temperatures mainly emitting the light in this wavelength range. Knowing the reverberation
scales and masses of AGN, expected orbiting time scales are in the order of decades. Unfortunately,
most of monitored AGN light curves are not long enough to investigate such time scales of periodicity.
Here we investigate the AGN optical variability time scales and their possible connections with the
broad emission line shapes.
Keywords: AGN; black holes; gravitational waves; binary black holes; quasars
1. Introduction
Active galactic nuclei (AGN) are very strong and variable emitters [1]. It is widely believed
that the AGN patterns correspond to red noise-like curves [2,3], as a result of unpredicted processes
of fluctuations of their accretion disks (AD). In some cases, these variations appear periodic, with
periodogram peak significance jumping above the red noise levels (see for example, [4]). Unfortunately,
most AGN monitoring campaign time intervals are not sufficiently long for detecting periodicity in
optical domain of spectra, since expected orbiting time scales in AGN ADs that would affect the optical
part of the spectrum are of the order of years and decades. Luckily, significant periodicities are detected
in several AGN which are extensively monitored for sufficiently long time, such as OJ287 [4,5], NGC
4151 [6–8], NGC 5548 [9,10], Ark 120 [11], 3c273 [12,13].
It is expected that in galaxy mergers, their cores should eventually end up close to each other,
and get gravitationally bounded in the close-orbiting system of supermassive black holes (SMBHs).
Such configurations are called supermassive binary black hole (SMBBH) systems, with period of
several to tens of years resulting from orbiting timescales of the system.
Some numerical simulations of SMBBHs show expected periodic behaviors of their light
curves [14–17].
1.1. Variability Time Scales and Amplitudes
Main variability time scales of AGN are light crossing (order of days to months), orbiting (years
to decades), and sound speed (order of hundreds of years) [18].
The amplitude of variation is different in each object. The variability of radio loud and radio
quite types seems to be more or less similar, within the one sigma of difference [19]. The variability is
most significant in case of some “changing look”(CL) objects, such as NGC 5548 [9], NGC 4151 [7],
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and some other examples see, (e.g., [20,21]). Some of them appear to be periodic, such as for example
NGC 5548, NGC 4151, and a few more periodic CL candidates; see [7,9,22].
It is not yet clear what triggers such variability that can lead to changing type. Investigating the
periodic CL case of NGC 5548 in the context of Eigenvector 1, showing that besides that this object
is mainly Pop B1, it also varies in long term observations lead to conclusion that the main driver
of the variability could be connected to the accretion rate changes, and the obscuration effects [23].
The evidence of intrinsic obscuration within the broad line region itself, as also found for a recent very
short epoch in monitoring of this object [24]. How these two mechanisms combined could produce
periodical variability is still not clear.
1.2. Periodic Variability of AGN
Mechanisms proposed to explain the periodic emission variability of AGN are: jet/outflow
precession, disk precession, disk warping, orbiting of spiral arms, flares, and other kinds of instabilities
orbiting within the accretion disk, tidal disruption event, the existence of a SMBBH system in their
cores see, [9,25–32].
AGN are very hard to prove to be periodic [3]. Therefore, standard methods such as Fourier and
Lomb-Scargle [33,34] may show peaks of high looking significance but the derived p-value may not be
valid [3,9,35]. There are a few historic AGN light curves spanning over 100 years (monitored first as
variable stars, before recognized to be distant galaxies) found to show significant periodicity of order
of years to decades see (e.g., [4–6,13]).
1.3. Supermassive Black Hole Binaries
A probable explanation of periodic variability is the possibility of SMBBH, since such scenario
should be able to produce most significant variations of accretion rates, as well as gas ejections and
obscuration effects.
The orbiting variability time scales in AGN are of an order of several decades. Unfortunately, it is
hard to find cases of AGN light curves with several repeating patterns [4,5,9,10,29,30,36], needed for
the clear detection of periodicity, above the red noise level, since the length of current AGN monitoring
campaigns are of the order of orbiting time scales. Therefore, as an indicator of orbiting effects we
could be tracing the broad emission line shifts, and if the periodicity in radial velocity curves is the
same, it could indicate that the mechanism which drives both curves could be linked to the orbiting
within the broad line region [7,9–11,31,37]. Radial velocity curves are harder to obtain due to even
shorter records of spectral observations, and therefore only a few candidates are detected, such as
NGC 4151 with a 15.9 year periodicity [6,7], NGC 5548 with a ≈15 year periodicity [9,10], and Ark 120
with a ≈20 year periodicity [11]. It is interesting that current results of all these cases show that the
radial velocity curves of the red side of broad emission lines show larger amplitude shift with more
significant indication of periodicity, as in case of NGC 3516 [38], where the same effect is observed
in red wing of Fe Kα line. However, this is expected, since that the gravitational effects are more
significant on the red side of the line due to gravitational redshift effect [39], and it could be seen in
magneto hydrodynamic simulations of eccentric SMBBH systems [27].
Periodic light curve candidates also include a blazar OJ 287, with 11.5-year period, as the most
famous SMBBH candidate [4,5], the quasar PG 1302-102 (6 year period, [29]), the blazar PG 1553+113
(2 year period, [40]), a 13- and 21-year periodicity found in 3C 273 [12,13].
The light variations may not be the only direct effect of the moving SMBHs. The effects of
SMBBH system orbital motion should be also affecting the jet bending, which could be used to
model the SMBBH system properties with jet observations (see, for example [41–44]) Unfortunately,
quasi-periodicities in the jet emission can be induced by intrinsic oscillatory disk instabilities that can
mimic periodical behavior.
Most significant effects to light curves are expected from orbiting SMBHs. Simulations of such
emission produced in SMBBH systems is very complex, and therefore mainly tested for simplified
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configurations, such as comparable mass SMBHS, and nearly circular orbits [45,46]. Only a few
simulations are currently available for the eccentric high-mass ratio systems [27,28,47,48].
1.4. Broad Emission Line Shape Connection with the Variability Time Scales
The connection of AGN variability with broad emission line shape changes was suggested in
several papers see, e.g., [23,38,49–51]. The orbiting gas is expected to be in some form of flattened
distribution [52–56] that could be surrounded with isotropic gas component [57–60].
Orbiting gas properties are closely related to the mass of the central supermassive body, gas
distribution, and inclination of the system. Therefore, the shape of broad emission lines could give us
some constraint of the gas configuration and the central BH mass.
Recently, one such model was proposed [23], where they investigated the connection between
the variability time scales of active galactic nuclei (AGN) optical light curves with the shapes of their
broad emission line profiles. Knowing that the perturbing region orbital period is related to the SMBH
mass and to the radial distance of the perturbing region [38,51], they propose that the variability time
scale of the optical continuum light curves could be connected with the perturbing region located
at the part of a disk seen as the inner and outer radius for the optical broad Balmer lines. Using the
accretion disk model [52] as a tool to measure the disk size and parameters (like the inclination angle),
and connecting it with the variability time scales of the AGN light curves, they were able to obtain
similar masses of the central BHs, as from reverberation campaigns. From virial mass and the orbiting
calculated with this model it is possible to calculate the inclination of the emitting gas orbiting plane.
In [23] the obtained inclination angle from their method agreed with the inclination angle obtained by
the disk model fitted in the broad emission line profiles. This could indicate that the inner and outer
radii of an accretion disk might be indeed connected with the AGN variability time scales.
In case the variability time scales relate to the orbiting time scales of SMBBH systems, then
identification of such systems could be very important for gravitational wave (GW) observations [61].
In the epochs of last orbits, the gas could be squeezed producing super-Eddington outflows [61].
2. Method
Knowing that the light curves of a continuum at 5100 Å and broad Hβ emission line are highly
correlated [62] may indicate the same origin of their variability. Therefore, the source that drives the
variability could leave a trace in the shapes of their broad lines. Analysis of variation time scales
may give us valuable information about why they vary the way they do, while the line profiles could
provide us with the information about the kinematic parameters of the variability drive (such us the
radii where the source of variation is located).
To investigate the variability patterns, we used periodicity analysis of optical continuum light
curves, with hope to find periodic or quasi-periodic variability patterns, with time scales corresponding
to the orbital time scales within the region where the optical light could be originating inside the
AD. If we could detect signatures in the broad emission line profiles, which could be produced by
the effects of the same phenomena that drives the variability of the same time scale for that peculiar
periodic pattern, then we could be able to determine dynamical properties of such AGN. In case
we could identify more than one significant period in their light curves that could be linked to the
radius of amplified ring emission in the broad emission line shape, then for each ring-radius pair we
should expect to obtain the same mass (or at least very close value) of the central BH mass using a
Kepler’s laws.
To test these assumptions, as a first step we model synthetic line emission of an orbiting gas in the
flat, disk-like gas distribution, assuming that photo-ionization processes produce the emission line from
that region, that we could approximate with the accretion disk emission model [39,49,52–54,56,63,64].
By matching the disk model with the line profile, we determine the inclination, and inner and outer
radii. In the shapes of BELs sometimes could be found small bump-like features that cannot be modeled
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with such disk models, assuming emissivity parameter that would correspond to photo-ionization
(and assuming a negligible mass of a perturbed region in the ring compared to the central SMBH).
Simulated profiles of AD emission usually have characteristic two peaks in the core of the line,
while the wings are broadened due to relativistic effects. The two peaks are usually blended by
the isotropic emission component, located away from the AD, which is present in majority of AGN
spectra [57–60,65,66]. Only in a very small number (less than 1%) of objects the two peaks are clearly
recognized see e.g., [54,67].
Model of AD with Amplified Thin Ring Emission
The AD model is an idealization of emission with assumption of homogeneous AD that may not
be the case, and therefore is not sufficient to describe all features in observed profiles, like for e.g., small
bumps in the wings of the line profiles that are often present. To describe these additional features (like
bumps in the broad Hβ emission line profiles) we assumed additional amplified emission component
located in thin rings inside the AD. We model the thin ring emission assuming it is located somewhere
in the interval from 100–4000 Rg ( which we vary in the model with a step of 100 Rg), assuming the ring
width of 100 Rg. We add the contribution of each ring profile to the AD model profile as an additive
combination of rings profiles, with its intensity multiplied by a scaling factor (see Figures 1–3).
Assuming that the time scale of perturbed disk (cooling time, shock wave progression, or anything
that produced additional emission from that ring) is significantly longer than the orbital time scale,
then we could approximate that the quasi-periodic variations found in optical light curves correspond
to the orbiting of some features inside of the AD at radii that we can associate with amplified thin
rings that we can locate by matching the emission lines and synthetic modeled profiles. Their radii are
measured in units of gravitational radii Rg, since from the AD model we cannot obtain the information
about the central mass. By connecting each period to thin ring-radius with the assumption that the
shorter period corresponds to closer ring, and the outer ring corresponds to a longer period, we could









where r = ξ(rg) is the ring-radius in gravitational radii and P is the circular orbital period of the
orbiting region at such radii see, [23,50,51].
We decided to use the relativistic ray-tracing AD model1 see [39,64,68], to build a new, more
complex model, of an AD assuming the amplified thin ring emission. We assumed that the origin of
the variability patterns, detected in quasi-periods, could be traced back in the broad line profiles (seen
as amplified thin rings emission inside of AD at different radii). Making a connection of periods and
radii, using the Equation (1), could allow us to open a new window into dynamical properties of AGN.
Our model assumes the emission of an AD and ring models as a linear combination of
contributions to the line profiles with the same parameters as in the parent AD, which are preserved in
ring models. To construct our model, we simulated the grid of models of the Hβ line profiles using
the code which includes both special relativistic and general relativistic effects on radiation from the
accretion disk around SMBH see e.g., [68]. This AD model is based on the ray-tracing method in the
Kerr metric [63,64], for different values of inner and outer radii and inclinations of rings in AD. The
emissivity index was fixed as q = −2, assuming the emissivity law to be ∼rq, as expected for the case
of photo-ionization. The model is then constructed using a previous match of the AD profile to the
emission line, as a starting point. Then the scaled contributions of the thin ring profiles are added to
the AD profile until bumpy features in observed spectra are described with the synthetic spectrum.
1 We tested several different AD models [39,52,56,63,64,68] for a line fit, and found that obtained inclinations were practically
the same regardless of the model used.
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Beside the fact that the shape of the line is fitted more realistic then with a simple AD model, we are
also obtaining a valuable information about the radii in the disk, where the emission is amplified.
Figure 1. Construction of a synthetic profile as a linear combination of components: AD (Rinn = 100 Rg,
Rout = 8000 Rg, top panel right) and two additional synthetic ring profile models (Rinn1 = 500 Rg, Rout1 = 600
Rg, Rinn = 1000 Rg, Rout2 = 1100 Rg mid right panels respectively). The resulting emission line profile is
presented as right bottom panel as sum of contribution of AD and two ring profiles with intensity scaled
by a factor of 0.1. Representations of disk and ring models are presented on the right panels.
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Figure 3. A few examples of AD + ring model matching the monitoring broad Hβ emission line
profiles of a single object in low (top panel) and high (bottom panel) state. Both profiles are matched
with models with same parameters, except for the outer radius, which is 1500 Rg for the low state
profile (top) and 8000 Rg for the higher state line profile (bottom panel). The model indicates that the
difference between these two states is in ionization of outer BLR, with radii above 1500 Rg.
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One example of how the profiles are constructed is presented in Figure 1. As could be seen,
by adding small contributions of ring profiles to the AD line shape, we make a model for the same
inclination. In this peculiar case, the inclination angle is assumed to be 16 degrees. The AD was
calculated with Rinn = 200 Rg and Rout = 4000 Rg. The velocity distribution over the surface of AD
in ray-tracing model is presented on the left, while the line shape binned from it is presented on the
right panel. For the rings we assumed the same inclination, emissivity law, and the disk shift. We
simulated two ring emission profiles, assuming Rinn1 = 500 Rg to Rout1 = 600 Rg and Rinn2 = 1000 Rg
to Rout2 = 1100 Rg, and added them to the AD profile assuming the multiplying factor of 0.1. The
resulting profile could be seen in the bottom panel of Figure 1.
For the periodicity analysis we used standard Lomb-Scargle method [33,34]. Obtained periods
are fitted afterwards with linear combination of sine functions, as an additional test of results.
3. Results
To test this hypothesis, we selected a sample presented in [62], where all spectra and light curves
were publicly available. Also, for the periodicity analysis, beside light curves from [62], we used
additional light curves from Catalina Real-Time Transient Survey see [29,30,36]. We used only single
epoch spectra instead of averaged, to avoid smoothing by averaging. In some cases, we used spectra
of the same objects, from [69] paper, due to better S/N.
Using the radii measured from line profile matching to the model, we measure the ring radii that
we hoped to be connected to the variability quasi-periods, as a measurement of variability time scales.
Assuming that the orbital time scale is the only match to time scale of variability patterns seen in these
light curves, we combine measured radii and periods, and derived mass assuming circular Keplerian
orbit of this brighter region positioned in the ring of the AD. We test the model by calculating masses
of the central BH, with expectation that the obtained results for masses, for each pair of period and
radius, should be equal, or at least of similar or close values.
We measured ring radii in units of gravitational radii (Rg) from the line profiles, and detected
two or more significant periods, with a threshold at 400 days period to avoid effects of Earth’s orbital
period of 1 year. Unfortunately, expected orbital period in optical part of the AD for typical AGN of
M ∼ 108 M is about one year. Therefore, any amplification in the AD profile under 300 Rg was also
avoided, since it would correspond to such time scales, or even shorter periods.
Here we do not consider any details about what produces the hot ring region in the AD, and
we are fully aware that the measured periods are significant above the standard, white noise levels,
but may not appear significant compared to the red noise AR curves [2,3]. We were mainly interested
in measuring time scales of orbital periods assuming that the variability patterns [19] in the light
curves could be induced by the orbital time scales.
Examples of model in the line profile matched to single epoch spectral profiles are presented
in Figure 2. PG 0052 in low and high state is presented as an example of an object spectroscopically
monitored. The low- and high-state profiles are matched with the same parameters, except for the
contribution of the outer part of the disk with upper limit of 1500 Rg. This radius in this case is the one
we connected with the longer period, while the shorter period is paired with radius of 1000 Rg (of the
amplified ring making bumps at the core of the profile next to the narrow OIII [4959] line, see Figure 3).
These bumps are even better recognized in higher S/N spectrum of the same object presented at the
top right panel of the Figure 2, where one can see the observed spectrum in red, model of an AD+rings
(blue), just AD model (green), and each of the additional ring contributions (black) that are paired with
periods. The outer part rings are presented with gray line2. The model indicates that the difference
2 This outer contribution would correspond to much longer period that we could not be able to detect with such short
monitoring intervals of several years, in case it could be connected to any periodicity. These distant radii are probably
excited due to reverberation processes.
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between these two states of this monitoring is in ionization of outer BLR, with radii above 1500 Rg.
Measuring this radius, and pairing it with characteristic periodicity can allow us to calculate the mass,
assuming that we know the inclination from the fit of the model, as well.
Therefore, assuming that ring radii are connected to quasi-periods obtained from light curves,
we calculate central BH mass, for each pair of period-radius. Results of calculated masses are presented
on the plot against FWHM in the Figure 4. Calculated masses from each period–radius pair result with
similar value of mass (see Figure 4), that is, what we should expect if the hypothesis of the model is
correct. Therefore, obtaining close values of mass estimates is justifying the model hypothesis.
Also, getting practically identical values for the mass is very important for the error estimates,
showing that this method therefore may be more precise than the reverberation mapping technique.
We note that the obtained masses with our method are mainly in a good agreement with previous
results obtained from reverberation mapping results [62]. This could be seen in Figure 5, where we
presented the ratio between masses obtained with our method and with the reverberation mapping
method given in [62]. The ratio with reverberation of masses obtained from mean profiles are given
in orange, while the ratio with masse from RMS profiles are given in blue. These differences of
masses obtained with our method and reverberation mapping method (see Figure 5) could be due to
the fact that in reverberation mapping technique, the inclinations of each objects are not taken into
account when calculating masses. The assumption that FWHM is not corrected for the inclination,
or not weighted properly for the contributions of virial and isotropic component, may influence the
“f” factor in the virial formula that was assumed to be the same for all objects. Also, the luminosity
measurements were assumed to be connected with the BLR radius, which is another approximation in
reverberation mapping techniques, and which may add additional systematic effects as well. We note
that the largest discrepancy is seen on parts of the plot that is most affected by the inclination effect,
see Figure 5 for FWHM under 2000 km/s, and above 8000 km/s, since the “f” factor in virial formula
was assumed to correspond to the averaged inclination angle in all sources.
Figure 4. The Full Width at Half Maximum of Hβ line versus mass of central SMBH, calculated for
each radius-period pair (orange squares and blue asterisks).
245
Atoms 2019, 7, 26
Figure 5. The comparison of SMBH masses obtained in this paper with previous reverberation mapping
results from Kaspi et al. [62]. Blue full circles represent the ratio of masses from this work and the
masses from the reverberation results obtained using FWHM of averaged line profiles, while the orange
triangles correspond to ratio with reverberation masses from the RMS profiles.
4. Possible Interpretations
Possible interpretations of periodicities are discussed in many works [7,9–11,30,31,35,36,50,51,54,70].
Assuming circular orbits in the disk as we did here, we suggest that possible source of periodicity
should be in the AD, amplifying an emission contribution at that radius. We are aware that at such
radii, the standard models of thermal emission of AD [71,72] shows that the temperature of the disk
is relatively low, under 1000 K, which is not sufficient enough for the photo-ionization mechanism to
produce optical broad emission lines, or to significantly contribute to the optical continuum flux, without
additional emission mechanism, like shocks [50,54,70], hot spot [49,51], secondary orbiting object on a
circular orbit around the central SMBH with additional accretion mechanism that is sufficient to produce
significant contribution to the continuum and the line emission see e.g., ([73–75], where their MHD
simulations show a fast forming of intermediate mass BH’s in AD on a circular orbit). It is expected that
in such cases the voids or gaps would be formed see, for e.g., [73,76] in the AD (similar to the planet
formation in the stellar disks), with pilling up of matter at the outer border of the gap ring see, ([73,76],
and the references therein) that may be the region that could be associated with the amplified ring
emission that we modeled here.
5. Conclusions
We simulated an AD emission profiles with amplified thin ring regions and matched them with
the observed profiles of the broad Hβ emission lines, of PG quasars from the sample selected in [62].
With periodicity analysis, we find significant periodicity from the available optical light curves. We pair
each ring profile with the periodicity. Using Kepler’s third law, we then calculate central SMBH masses.
Our results show:
(1) The model of an AD with amplified thin ring emission could describe the observed Hβ
emission line profiles.
(2) Masses calculated from each pair of period and thin ring, result with very similar values
(with the discrepancy of less than 20%), justifying the model initial hypothesis and indicating that
the features fitted in the line profiles are not some random noisy patterns, but features that could be
connected to the real physical properties of the BLR emission.
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(3) The obtained masses are with the same order of magnitude as obtained from the reverberation
mapping method, with the discrepancy that could be addressed to the lack of use of inclination angle
correction in the reverberation mapping analysis.
(4) Even though, we do not go into a detailed interpretation of the origin of periodic variability,
this method could be used on single epoch spectra of central mass BH determination, combined with
long term photometric monitoring.
We plan to extend the sample (Bon et al. 2019, in preparation), selecting more AGN with long
term monitoring data.
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39. Bon, N.; Bon, E.; Marziani, P.; Jovanović, P. Gravitational redshift of emission lines in the AGN spectra.
Astrophys. Space Sci. 2015, 360, 41. [CrossRef]
40. Ackermann, M.; Ajello, M.; Albert, A.; Atwood, W.B.; Baldini, L.; Ballet, J.; Barbiellini, G.; Bastieri, D.;
Becerra Gonzalez, J.; Bellazzini, R.; et al. Multiwavelength Evidence for Quasi-periodic Modulation in the
Gamma-Ray Blazar PG 1553+113. Astrophys. J. 2015, 813, L41. [CrossRef]
41. Kun, E.; Karouzos, M.; Gabányi, K.É.; Britzen, S.; Kurtanidze, O.M.; Gergely, L.Á. Flaring radio lanterns
along the ridge line: Long-term oscillatory motion in the jet of S5 1803+784. Mon. Not. R. Astron. Soc. 2018,
478, 359–370. [CrossRef]
42. Kun, E.; Frey, S.; Gabányi, K.É.; Britzen, S.; Cseh, D.; Gergely, L.Á. Constraining the parameters of the
putative supermassive binary black hole in PG 1302–102 from its radio structure. Mon. Not. R. Astron. Soc.
2015, 454, 1290–1296. [CrossRef]
43. Kun, E.; Gabányi, K.É.; Karouzos, M.; Britzen, S.; Gergely, L.Á. A spinning supermassive black hole
binary model consistent with VLBI observations of the S5 1928 + 738 jet. Mon. Not. R. Astron. Soc. 2014,
445, 1370–1382. [CrossRef]
44. Britzen, S.; Roland, J.; Laskar, J.; Kokkotas, K.; Campbell, R.M.; Witzel, A. On the origin of compact radio
sources-The binary black hole model applied to the gamma-bright quasar PKS 0420-014. Astron. Astrophys.
2001, 374, 784–799. [CrossRef]
45. Farris, B.D.; Duffell, P.; MacFadyen, A.I.; Haiman, Z. Characteristic signatures in the thermal emission from
accreting binary black holes. Mon. Not. R. Astron. Soc. 2015, 446, L36–L40. [CrossRef]
46. Cuadra, J.; Armitage, P.J.; Alexander, R.D.; Begelman, M.C. Massive black hole binary mergers within subparsec
scale gas discs. Mon. Not. R. Astron. Soc. 2009, 393, 1423–1432. [CrossRef]
47. Miranda, R.; Muñoz, D.J.; Lai, D. Viscous hydrodynamics simulations of circumbinary accretion discs:
Variability, quasi-steady state and angular momentum transfer. Mon. Not. R. Astron. Soc. 2017, 466,
1170–1191. [CrossRef]
48. Hayasaki, K.; Saito, H.; Mineshige, S. Binary Black Hole Accretion Flows From a Misaligned Circumbinary
Disk. Aesthetic. Surg. J. 2013, 65, 86. [CrossRef]
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Abstract: Neutral beam injection, for plasma heating, will supposedly be achieved, in ITER,
by collisional detachment of a pre-accelerated D− beam. Collisional detachment, however, makes use
of a D2-filled neutralisation chamber, which has severe drawbacks, including the necessity to set the
D−-ion source at −1 MV. Photodetachment, in contradistinction, would have several advantages as a
neutralisation method, including the absence of gas injection, and the possibility to set the ion source
close to the earth potential. Photodetachment, however, requires a very high laser flux. The presented
work has consisted in implementing an optical cavity, with a finesse greater than 3000, to make such
a high illumination possible with a state-of-the-art CW (continuous-wave) laser. A 1.2 keV 1H−-beam
(only 20 times slower than the 1 MeV 2D− ion beams to be prepared for ITER) was photodetached with
more-than-50% efficiency, with only 24 W of CW laser input. This experimental demonstration paves
the way for developing real-size photoneutralizers, based on the implementation of refolded optical
cavities around the ion beams of neutral beam injectors. Depending on whether the specifications
of the laser power or the cavity finesse will be more difficult to achieve in real scale, different
architectures can be considered, with greater or smaller numbers of optical refoldings or (inclusively)
optical cavities in succession, on the beam to be neutralised.
Keywords: photodetachment; magnetically confined fusion; neutral beam injection; plasma heating;
optical cavity amplification
1. Introduction
The history of fast D0 neutral beam generation for plasma heating has followed three
technical ways in succession. Electron capture by accelerated D+ ion was historically the first one.
Collisional detachment of accelerated D− ions was then developed to overcome the decrease of
electron-capture probability at higher acceleration voltages. It is the procedure now implemented on
ITER, but with a limited efficiency that will probably not be sustainable for industrial developments.
Photodetachment of accelerated D− ions has been considered since the 1980s as a very promising
technique [1]. Its energy cost, namely the circa 1 eV energy of every absorbed photon, is very
low when compared to the 1 MeV kinetic energy of every produced neutral atom. Photons are
insensitive to electric fields, and the photodetachment zone does not need any gas input, which makes
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Atoms 2019, 7, 32
it possible to set it at a high (positive) voltage and keep the D− ion source close to the earth potential,
with innumerable advantages as concerns electrical engineering.
The photodetachment process can never (but asymptotically) be complete. One can, however,
get as close to 100% efficiency as one wants: undetached ions are still present in the beam and having
them photodetached is only a matter of increasing the illumination. This stands in contrast with the
collisional technique, where most of the D− ions that have not been successfully channelled to making
a D0 beam have been either lost due to spurious collisions or further and irremediably stripped to
D+ ions.
Implementation of the photodetachment solution has been hindered, however, by the huge light
flux required, e.g., to detach a 1 MeV ion beam, say with a 1 cm width: this would mean several MW
of light power [2].
Having that power out of a laser source was something no laser promoter could even dream of
in the 20th century. Meanwhile, it was imagined that such a power could be produced inside a laser
resonator, and that the ion beam could be sent to cross the laser cavity directly [3]. Along these
principles, a H− beam could be produced inside the extended cavity of a YAG laser, with a
neutralization efficiency of about 5 % [4].
Amplification in an external optical cavity makes optimization of the cavity finesse easier, at the
expense of having the cavity length permanently tuned to a multiple of the laser wavelength [5].
Atomic or molecular physics experiments have used that way to enhance the photoelectron signal [6,7],
but, again, with a detachment efficiency that was never greater than a few %. An essential difficulty,
for better efficiencies, has been the availability of continuous-wave lasers both powerful and spectrally
narrow enough to be used for cavity injection.
The situation changed recently, with the advent of doped fibre-based laser amplifiers, which
makes spectrally narrow CW lasers with powers greater than 10 W commercially available. The present
communication reports on a demonstration experiment that has shown efficient photodetachment
of a H− ion beam, at a reduced scale as concerns both the ion beam kinetic energy (1.2 keV instead
of 1 MeV) and its diameter (a millimetre instead of several centimetres), but with a cavity finesse
and intracavity light fluxes that are already of the same order of magnitude as what will be required,
eventually, for full-scale implementation.
2. Experimental Set-Up
2.1. Ion Beam
The experimental set-up has already been described elsewhere [8]. The hydrogen ion beam
is produced by a cesium sputtering ion source [9]. Neutral-atom time-of-flight measurements,
following pulsed photodetachment by a frequency-tripled Nd:YAG laser, make it possible to check
that the admixture of O− ions, which may be present due to oxidization of the cathode but do not
detach at a 1 μm wavelength, will not lead to an underestimation of the photodetachment efficiency.
H− ions travel along the ion-beam machine with a 1.2 keV kinetic energy, i.e., a velocity of about
4.8× 105 m s−1. The residual pressure in the chamber where the ions are brought to cross the laser
beam, is a few 10−5 Pa.
H− anions are illuminated by the laser beam, inside an intra-vacuum optical cavity (Figure 1),
and some of them are photodetached. The photon momentum, about 6.2 × 10−28 kg m/s at the
wavelength λ = 1064 nm, is several orders of magnitude smaller than the ion momentum, about
8.0× 10−22 kg m/s, which makes the deviation due to photon absorption negligible. The residual
ion beam is de-merged from the produced H0 neutral beam by a transverse electric field, a few cm
downstream of the interaction region. A Beam Imaging Solutions® BOS-25 “Beam observation system”
(Logmont, CO, USA) can be used to bring both the ion and neutral beams to observation. A Faraday
cup can also be used to monitor the residual ion current and measure the photodetachment efficiency.
The undetached ion beam current was typically 1 nA.
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Figure 1. View of the experimental set-up. The optical cavity is suspended inside the vacuum chamber
so as to reduce its coupling to external vibrations. The triangular optical circuit is about 1 m long.
The laser beam is injected into the cavity horizontally, and (unshown) photodiodes and/or powermeters
can be set to measure transmitted and reflected intensities, respectively, to get a measurement of the
cavity finesse and amplification factor. The intensity is multiplied by a factor of 1000 inside the cavity,
with respect to the input laser power, which makes typically a 10 kW laser beam circulate between the
mirrors, with only 10 W of input power. Before reaching the laser beam, the ions pass (right to left)
through an adjustable diaphragm made of two vertical plates mounted on micrometer screws, so as
to make a quantitative measurement possible of the detachment rate, for ions that actually cross the
intracavity optical mode. The neutral beam produced continues straightforward to be either detected
by an electron multiplier or visualized by a beam imager made of microchannel plates and a phosphor
screen. The intensity of the residual anion beam can be monitored by subsequent diversion of the
remaining ions by deflection plates towards a Faraday cup.
2.2. Laser System
The Azur Light Systems (ALS) laser [10] consists of a single-mode ytterbium doped NKT Photonics
Koheras Y10 fibre laser (Talence, France), followed by an ALS-IR-10-USF amplifier (Talence, France).
Its maximum output is 25 W and its spectral bandwidth about 10 kHz, with a ±2 GHz tunability
achieved via an internal piezoelectric actuator of the NKT oscillator. An electro-optic phase-modulator
is set between the oscillator and the amplifier, and used for error-signal generation, when the laser
light is sent into the cavity and partially reflected, using the Pound–Drever–Hall (PDH) method [11].
253
Atoms 2019, 7, 32
2.3. Optical Cavity and Light Storage
2.3.1. Geometry
The optical cavity is a triangular ring cavity, as shown by Figure 1, with an optical length L ≃ 1 m.
It is equipped with high-reflectivity commercial mirrors: two (upper) plane mirrors set at a 43○ angle of
incidence, and a concave (lower) mirror with a radius of curvature R ≃ 5 m, set on a piezoelectric mount.
The waist w0 of the TEM00 mode is about 713μm at the wavelength λ = 1064 nm. It is located at
the centre of symmetry of the cavity, between the two 43○ plane mirrors. Diffraction, however, does
not make the beam much broader all along the cavity circuit. The calculated value of w is 743μm, at
the positions where the ion beam crosses the laser beam. The cavity frame is suspended inside the
vacuum chamber by soft springs, in order to make it as insensitive as possible to external vibrations.
The cavity can be rotated, as a whole, around a vertical axis to make it possible for the ion beam to
pass twice through the laser beam, as shown in Figure 1.
2.3.2. Cavity Finesse and Amplification Factor
Defining θ as the multiplication factor of the amplitude after one round trip in the cavity, Θ = ∣θ∣2
is the corresponding multiplication factor of the intensity. Light accumulation inside the cavity leads
to an integrated amplitude gain (1− θ)−1. Cavity resonance occurs every time the cavity length L is
an integer multiple of the wavelength λ, which makes the argument of θ an integer multiple of 2π,
with θ close to 1. The finesse F of the cavity is defined as the ratio of the spectral interval between
two adjacent resonances to the full width at half-maximum of every intensity resonance. Within an
excellent approximation, F is given by
F ≃ π
√∣θ∣
1− ∣θ∣ . (1)
The intensity amplification factor Γ, defined as the ratio of the internal intensity to the input
intensity, at resonance, is given by
Γ = T1(1− ∣θ∣)2 (2)
with T1 the transmission factor of the input mirror.
In the well-known case of a symmetrical lossless two-mirror cavity, the amplification factor Γ is
just equal to F/π. With three mirrors and, in an even more general case, with losses other than the
mirror transmissions (which determine both input and output couplings of the cavity), the ratio can
take different values. Optimizing the finesse or the amplification factor are not subject to all identical
constraints. Essential differences can be conveniently described by a simultaneous plot of Γ and F/π,
as functions of T1 and S, with S the energy fraction lost, for each intracavity round trip, for all other
reasons than partial transmission back through the input mirror. The plot is done in Figure 2, assuming
that the input mirror is a perfect one, i.e., with a reflection factor R1 = 1 − T1. The finesse F, which
only depends on the total intracavity losses, then becomes a function of T1 + S only, which makes the
contour lines of constant F parallel straight lines drawn on the developable F/π surface. The Γ and
F/π surfaces intersect on the line S = T1. Factor Γ can go up to 2 × F/π, if S can be made negligible
with respect to T1. In actual situations, however, a constraint is more often that S losses are imposed,
and one has to find the best-matching input mirror. The maximum amplification factor, with such
a constraint, is met with an input mirror such that T1 = S, which brings us back to the median line,
with a ratio Γ/F = 1/π only. As a matter of fact, the working point of the present experiment, shown in
Figure 2, even corresponds to a slightly lower ratio, with F ≃ 3600 and Γ ≃ 900.
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Figure 2. Two-dimensional chart of the finesse F (light) and amplification factor Γ (dark), as functions of
the input mirror transmission T1 and other intracavity losses S, assuming that the intracavity reflection
factor of the input mirror is just equal to 1− T1 (no other losses). The finesse has been divided by π to
make it conspicuous that T1 = S is the place where Γ = F/π. When S happens to be much smaller than
T1, the Γ/F ratio can go up to 2/π. However, in every section of constant S, the maximum value of Γ is
found on the T1 = S diagonal, with a Γ/F ratio of only 1/π. The ellipse shows the working point for the
present study.
The input mirror was an Opto4u one-inch-in-diameter 45○ mirror, the reflectivity of which is
given by the manufacturer to be > 0.992 (resp. > 0.997) in p (resp. s) polarisation, i.e., with the electric
field parallel (resp. perpendicular) to the incidence plane. We have measured its transmission and
found it to be 6.4(3) × 10−4 (2.0(2) × 10−5, respectively). More details on the optical components of
the cavity have been published elsewhere [8]. As a matter of fact, mirror reflection factors happen
to be significantly greater than just told by their minimum specifications, but the experiment also
shows that intracavity attenuation does not only result from outward mirror transmission. Absorption,
scattering and diffraction make factor S a little greater than 10−3, whatever the polarization. Having a
transmission factor T1 = 6.4(3) × 10−4 at the input was thus slightly too little, meaning that the cavity
was under-coupled. The even lower coupling coefficient with the other polarization was definitely too
low to take advantage of the better finesse expected in the s case. Unfortunately, the time devoted to
the experiment was too limited to order new, better-suited optical components. All experiments have
thus been carried out in p polarization. Obvious solutions nevertheless exist to improve the cavity
finesse and get higher amplification factors.
The intracavity power P can be determined either as the ratio of the output at one or the other
secondary mirrors, provided that their transmission factor has been measured, or by monitoring the
reflected intensity at the input mirror in a dynamical regime, scanning the cavity length. When this
length L is scanned fast enough to go through a resonance in a time shorter than the cavity storage
time, a “ringing” phenomenon occurs, as shown by Figure 3, which consists of fast oscillations of
the reflected power, following every resonance (the intensities transmitted by the secondary mirrors
exhibit similar phenomena). If scanning is not made so fast that the time lapse between resonances
gets shorter than the cavity damping time, the observed intensity oscillations can be fitted by an
analytical formula [8], which gives a means to evaluate the cavity finesse without depending on light
flux calibration.
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Figure 3. Intensity reflected by the input cavity mirror as a function of time, for a scanning velocity
of one of the cavity mirrors 175(2)μm s−1. The time derivative of the varying cavity length L can be
directly measured by extending the scan to times large enough to make resonances appear in succession,
which they do every time L has changed exactly by λ. The fitting curve here corresponds to a finesse
F = 3681. Dynamic reflection at the input mirror does not only give information about the cavity finesse,
but on the transmission coefficient T1 of the input mirror too. The result here is T1 = 6.0(1) × 10−4.
For input powers greater than 12 W, it was observed that the increase of the transmitted power
ceased to be a linear function of the input. This had not been observed when the cavity had been tested
at atmospheric pressure, and may be due to thermal effects. As a consequence, despite the cavity
amplification factor Γ having been confirmed, both by finesse and power measurements to be about
900 at low intensities, the maximum intracavity power did not exceed 14 kW, for the input power
24 W.
3. Results
A series of images recorded with the “beam observation system” is displayed on Figure 4, which
shows that, at the maximum illumination, the neutral beam has reached an intensity similar to the
intensity of the ion beam (notwithstanding the possibility of a slight sensitivity difference between the
two species).
Figure 4. Visual monitoring of neutral beam production. The undetached ions are deflected by an
electric field weak enough not to send them out of the detector, leading to simultaneous observation of
both the ion (below) and neutral (above) beams. The beams are offset by 6.2 mm. The intracavity light
power was 0, 1.3, 1.45, 2, 3, 6.5 and 11.5 kW (it being understood that the ions cross twice a beam of
that power), from left to right.
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More quantitative measurements are carried out with the Faraday cup. A plot of the beam
photodetachment rate η as a function of the intracavity power is shown in Figure 5, together with what
numerical modelling predicts for three possible offsets of the ion beam with respect to the cavity mode.
The experimental results appear quite compatible with the value 3.6× 10−21 m2 of the cross-section
most widely reported by theorists [12–14] or the most recent experimental value [15] if one admits a
medium 250 μm offset. The larger value 4.5× 10−21 m2, which was found to be the most probable in
the 2014 measurement [12] (although with a large ±14% uncertainty) would also be compatible with
the observation, assuming a δ = 400μm offset.









Figure 5. Photodetachment ratio η, measured as the attenuation of the negative ion beam when the
laser is switched on, as a function of the intracavity power P. The black dots are the experimental points.
The continuous lines correspond to what can be predicted by theory, for a 3.6× 10−21 m2 cross-section
and three different hypotheses for the offset δ of the two laser beams, the one with respect to the other,
in the direction perpendicular to the ion beam: zero, 250 and 400μm, from top to bottom, respectively.
The open circles  show the photodetachment ratios that would be obtained for twice heavier, hence√
2 times slower D− ions, for the most probable δ = 250μm value.
4. Discussion
We have shown that optical-cavity enhancement can make photodetachment an actual means
of neutralizing the greater part of a H− beam, and produce a neutral beam efficiently. Up-scaling
remains to be done as concerns the beam diameter and ion velocity, but the demonstration already
dealt with cavity finesses of the order of magnitude to be met in real-size neutral beam injectors.
The power fluxes reached, due to intra-cavity amplification, were already of the order of magnitude
of the fluxes to be dealt with, when more power is stored in larger cavities, with larger beam
diameters. The corresponding thermal effects may explain the reduction of the finesse observed at
higher intensities. Mechanical compensation of these effects was not implemented, as it will be easier on
larger mirrors. Testing such a compensation at a reduced scale would thus be an unnecessary challenge.
The use of a ring cavity, instead of a stationary-wave one, appears highly recommendable, since
it does not add to the difficulty and prevents the light reflected at the input mirror to go back to the
laser. Beam-refolding makes it possible for the intracavity light beam to pass several times on the
ion beam [16] and future designs should not be limited to the tested three-mirror triangular scheme.
The maximum practical number of mirrors or refoldings will be determined by the reflectivity of the
mirrors (the better the reflectivity, the larger the possible refolding index) and the smallest allowable
spectral width of a cavity mode (the longer the cavity, the smaller the spectral width).
Investigations are carried out, on the other hand, on the possibility of having a H− or a D− beam
efficiently photodetached by incoherent light recycling, in a so-called “photon cell” [17]. Both ways
appear worthy of being investigated further. The pros and cons of coherent intracavity amplification
vs. incoherent intensity summation have thus to be balanced:
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Table 1 shows that the current state of the art makes both solutions potentially equivalent, as for the
numbers of advantages and drawbacks. A typical illustration of that balance is that the amplification
obtained by amplitude summation, of the order of the squared finesse F2, gets counterbalanced by the
weakness of the transmission of the input mirror, necessarily of the order of 1/F. Nevertheless, some
of the listed difficulties could prove easier to overcome, in the one or the other solution.
Table 1. The lesser (⊕), greater (⊖) or similar difficulties (⊙) of coherent amplitude summation in an
optical cavity vs. incoherent intensity summation in a multipass cell. The orders of magnitude are
estimated for a real-size neutral beam injector, with a kinetic energy of 1 MeV per D0 atom, assuming
that the width of the ion beam could be reduced to 1 cm.
Parameter Resonant Cavity Multipass
Summation carried out ⊕ Amplitude summation ⊖ Intensity summation
Input coupling ⊖ 1/F ⊕ 1
Laser required ⊖ Locked single mode ⊕Multimode admitted
Laser power required ⊙ 1 kW ⊙ 500 kW
Laser power available in 2018 ⊙ 100 W ⊙ 100 kW
Price in 2018 ⊕ ca. 100 k€ ⊖ ca. 2 M€
Dissipated power ⊕ a few kW ⊖ > 1 MW
Intended amplification ⊖ ×5000 ⊕ ×100
Required stability ⊖ δL≪ λ ⊕ a few degrees’ angular accuracy
Spatial filtering ⊖ TEM00 filtering ⊕ < 3○ divergence
The major drawbacks of the optical cavity scheme are that resonance makes it necessary for the
input laser to be spectrally narrower than a resonant mode of the cavity and for the laser wavelength
to be continuously locked on a sub-multiple of the cavity length. This is a fundamental difficulty that
cannot disappear, but making tunable lasers spectrally narrow has been the bread-and-butter business
of laser technology for nearly 50 years.
Incoherent summation by the multiplication of non-overlapping laser beams in a stable cavity
may appear more tentative. Distributed reflections, in that case, however spread over a larger area
of the mirrors, which makes the geometrical stability of the ray pattern more sensitive to spherical
aberrations. Coherently packing all reflections together in the TEM00 mode, on the axis, should make
it easier to keep these aberrations low and reach higher reflectivities, with smaller-diameter mirrors.
Accordingly, one can expect the necessary power to be put into a resonant cavity to remain smaller, and
the whole set-up, based on lower diameter mirrors, to remain cheaper. As a result, a coherent cavity
would also be advantageous as concerns the power consumption and lost energy to be disposed of.
5. Conclusions
Photoneutralization of a negative-ion beam has been achieved with more-than-50% efficiency,
thanks to the use of an optical cavity, at a reduced scale as concerns the beam diameter and ion velocity.
The orders of magnitude of both the cavity finesse and light flux on the cavity mirrors, however, are
already the same as those required in future real scale neutral beam injectors. As for the laser power
needed to develop those injectors, laser technology gets closer and closer everyday to providing the
few, spectrally narrow, kW of continuous laser power, suitable for cavity injection. All components of
future photodetachment-based D0 injectors are thus to become available in the near future, in a realistic
scenario [18]. The development of a real-scale experiment, where a D− beam of several centimetres
would be detached in a cavity after acceleration to 1 MV, would thus appear highly recommendable,
without prejudice against the parallel development of multipass cells, which can appear equally
promising, for the implementation of photodetachment in future neutral beam injectors.
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Abstract: Electron–molecule interactions have been studied for a long time. Most of these studies
have in the past been limited to the gas phase. In the condensed-phase processes that have recently
attracted attention from academia as well as industry, a theoretical understanding is mostly based
on electron–molecule interaction data from these gas phase experiments. When transferring this
knowledge to condensed-phase problems, where number densities are much higher and multi-body
interactions are common, care must be taken to critically interpret data, in the light of this chemical
environment. The paper presented here highlights three typical challenges, namely the shift of
ionization energies, the difference in absolute cross-sections and branching ratios, and the occurrence
of multi-body processes that can stabilize otherwise unstable intermediates. Examples from recent
research in astrochemistry, where radiation driven chemistry is imminently important are used to
illustrate these challenges.
Keywords: low-energy electrons; electron–molecule interactions; astrochemistry
1. Introduction
In many physical processes that involve ionizing radiation, chemical reactions take place,
sometimes unbeknownst to the experimenter. Ionizing radiation is any form of electromagnetic
or particulate radiation that has sufficient energy to overcome a substance’s ionization potential,
thus knocking out an electron from an atomic or molecular orbital and forming a cation. Often,
some care is taken to make sure that the formed cations do not interfere with the intended outcome of
a process, but the electron is just as often neglected. In dilute gas phase or vacuum, where mean free
paths are long, this treatment is certainly warranted, but when number densities are higher, like in
cold plasmas or in solid-state processes, the reactions caused by these secondary electrons can no
longer be neglected. Especially so, since estimates put the number of secondary electrons generated
per MeV of energy lost at around 50,000 [1]. The energy of all these electrons is typically some few eV,
which makes them extremely potent at triggering chemical reactions. Depending on the exact energy of
the electron, its interaction with a molecule can trigger three main principal processes, which produce
reactive species that can go on to form bigger and more complex chemical structures:
Above the ionization threshold, the impinging electron will knock out one other electron from
the molecule in a process called electron impaction ionization (EI). This forms a molecular cation.
If the original molecule was in a singlet or triplet state, the formed cation will be a duplet (a radical).
The energy dependence of this process sees a steady rise from onset at the ionization threshold to a
plateau between roughly 50 to 100 eV and a slow decrease towards higher energies. This decrease is
caused by the ever shorter interaction times between the molecule and increasingly faster electrons.
At energies well above the ionization threshold, the formed cation often breaks up into smaller
fragments. This happens in a characteristic way depending on energy and molecular structure.
This effect is utilized in mass spectrometry, where the characteristic fragmentation patterns of molecules
at a standardized ionization energy of 70 eV are widely available in databases. Data on the ionization
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potential can likewise be found for a huge range of compounds. Data on the energy dependence of
both fragmentation (appearance energies) and total ionization cross-sections are also available, but to
a much smaller extent.
At energies below the ionization threshold, the formation of cationic species is usually not possible.
There are however two other mechanisms that play a role here. The first one is neutral dissociation
(ND), where inelastic scattering of the impinging electron leads to excitation of the targeted molecule
and its subsequent breakup into smaller uncharged fragments. This process is believed to follow a
similar energy dependence as EI, albeit with lower total cross-sections and an onset energy that is
lower than the ionization threshold. There is however very little data on the fragmentation pathways
or energy dependence of ND processes, since the formed species carry no charge and are thus very
hard to collect, detect and identify experimentally.
The third primary interaction process of electrons and molecules that can be used to drive chemical
reactions is electron attachment (EA). EA can happen at specific energies, where the molecule can
capture the impinging electron into either an unoccupied molecular orbital or into a dipole-bound
state. These energies are called resonances and are specific to the targeted molecule. The formed
radical anion state is much less stable than the cations formed by EI, since the simple detachment of
the electron leads back to the original molecule. If the electron affinity of the molecule is positive, it is
possible that the hyperpotential surface of the newly formed state is dissociative, which leads to bond
cleavage. This process is called dissociative electron attachment (DEA). Usually one of the fragments
retains the extra electron, while the other part remains with the radical site. The bond cleavage is
specific to the resonance, which provides a tool for selective bond cleavage in larger molecules [2].
Some data on the energy dependence of EA/DEA cross-sections are available, at least for small and
simple molecules.
In all three cases, highly reactive (intermediate) species are formed, which can then react with
a neighboring molecule, to form larger and more complex species from simple starting materials.
These electron-induced reactions have increasingly attracted academic attention in recent years, be it
in the context of technical applications like Focused Electron Beam Induced Deposition (FEBID) [3]
and curing of polymers [4], as well as the driving force for reactions in astrochemical settings [5,6].
The transfer of the available gas phase data to processes in the condensed phase, however, is not
always quite as straightforward as one might hope. In the following paragraphs, I will present a few
recent examples of astrochemical research from my lab that highlight the typical challenges faced by
experimenters, when trying to apply gas-phase data to condensed-phase problems.
2. Results and Discussion
2.1. The Ionization Potential
The most important parameter for electron-induced chemistry is very often the ionization
potential, IE, of a substance. Values for most chemical compounds can be found in the literature
or in databases such as the NIST Chemistry Webbook [7]. There exist a number of theoretical
approximations that describe the energy dependence of the ionization cross-section, starting from
IE. The most commonly used one is the Binary Encounter-Bethe (BEB) model [8,9], which takes a
number of molecular parameters as input, all of which are quite easily accessible by quantum chemical
calculations. Together, the IE as onset and σBEB as the energy dependence, give an accurate prediction
of the ionization probability by electron impact. For energies that are not greater than IE by more than
a few eV, no significant fragmentation of the molecular compound is observed. This is referred to
as ‘soft ionization’. If the formed cation undergoes a chemical reaction, IE and σBEB should give an
accurate prediction of the energy dependence of product yields.
Figure 1 depicts the calculated formation cross-section of ethylamine from the net reaction
C2H4 + NH3 → C2H5NH2,
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which is triggered by electron impact ionization of either ethylene (C2H4) or ammonia (NH3), as well
as experimentally obtained data of the amount of ethylamine actually produced. Upon inspection of
the data, two things are very clear: (1) There is considerable product formation at energies below the
predicted threshold; and (2) product formation reaches saturation between 10 and 12 eV, even though
there is a predicted increase at higher energies.
Figure 1. Predicted (black lines) electron impact cross-sections for ethylene and ammonia. Experimental
cross-sections for ethylene (black open circles) are taken from Rapp and Englander-Golden [10].
The amount of ethylamine actually formed by electron irradiation of a 1:1 mixture of ammonia and
ethylene is shown in red circles. The red line only serves as guide to the eye. Experimental data taken
from Böhler et al. [11].
The second observation is explained more easily. The very simple kinetic model used here is
based on the assumption of initial rates, i.e., that use of starting materials is negligible. It also neglects
any product degradation by the electron beam. The first observation, the shift in energy, however,
is not explained by such omissions in the modeling. The data used for the prediction was obtained in
the gas phase, where produced cations do not feel any influence of other molecules. In the condensed
phase, the energy of the cation is lowered by the polarization of the surrounding medium, which leads
to a lowered ionization potential. This is an effect universally observed in experiments with ions in the
condensed phase. The shift is usually around 2 eV [12–14].
The gas phase data for ionization potentials, although widely available, is not directly applicable
to condensed-phase chemistry, because of the energy shift that ensues when ions are stabilized by
polarization of a matrix.
2.2. DEA Cross-Sections
When dealing with electrons with an energy below the ionization threshold of a substance (gas
phase IE minus approximately 2 eV), the most discussed process that leads to chemical reactions
is DEA. The formed radical anions are highly reactive and the specificity with which bonds can be
cleaved allows for very precise reaction control. This makes DEA a powerful tool in a chemist’s toolbox.
Fortunately, there is some data available on EA and subsequent fragmentation channels, at least for
small molecules like water [15], ammonia [16], carbon monoxide [17], and carbon dioxide [18] Here,
the same caveats as in IE data apply: The process forms an ionic species, which is stabilized by
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polarization and thus the energy at which these processes are observed is lowered with respect to the
gas phase. The predictions of fragmentation patterns and especially about where the charge and the
radical site end up, nevertheless are very valuable when trying to untangle a reaction mechanism.
Rawat et al. [19] measured absolute DEA cross-sections in ammonia and found two energies
at which DEA occurs. At the lower of the resonances, centered around 5.5 eV, cross-sections for the
formation of NH2− (and by extension H*) were determined to around 1.6 × 10−18 cm2, while the
formation of H− and NH2* was observed with a cross-section of 2.3 × 10−18 cm2. At the higher
resonance, centered around 10.5 eV, the cross-sections were 1 × 10−19 cm2 for NH2− and 5 × 10−19 cm2
for H−. This data helped a lot in understanding the formation of formamide (H2NCHO) from the
electron irradiation of mixed CO:NH3 ices in a reaction like,
CO + NH3 → H2NCHO.
The energy dependence of formamide production shows a resonance with a maximum between 8
and 9 eV (Figure 2). This resonant shape and product formation observed at energies as low as 6 eV
pointed to DEA as the initial electron–molecule interaction process.
 
Figure 2. Predicted (black lines) electron impact cross-sections for carbon monoxide and ammonia.
Experimental cross-sections for carbon monoxide (black open circles) are taken from Rapp and
Englander-Golden [10]. The amount of formamide actually formed by electron irradiation of a 1:1
mixture of ammonia and carbon monoxide is shown in red circles. The red line only serves as a guide
to the eye. Experimental data taken from Bredehöft et al. [20].
The reaction could proceed via either the NH2* radical or the H* radical attaching to carbon
monoxide. The formed intermediate radicals *H2NCO or *HCO could then go on to form formamide
after reaction with another molecule of ammonia. However, neither of the two radicals could be
observed experimentally, since both are very short-lived species thanks to their extremely high
reactivity. In cases like this, the reaction mechanism can often be inferred by looking at the
side-products of the reaction. If the reaction proceeds via the *H2NCO radical, one side-product
would be formed by addition of another amino-group (–NH2) rather than an –H. This would form
the molecule urea ((H2N)2CO). If the reaction proceeds via the *HCO radical, the corresponding
side-product would form by addition of –H rather than –NH2, leading to formaldehyde (H2CO)
(see Figure 3). The gas phase data by Rawat et al. [19] predicts a ratio of 5:1 urea:formaldehyde.
The experiment, however, shows absolutely no trace of urea at all, while formaldehyde is formed in
about the same quantity as formamide. This is a very strong indication that the reaction proceeds via
the channel that is less favorable in the gas phase. This could be due to a perturbation of the electron
structure with respect to the gas phase, which is caused by close proximity to other molecules. In the
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case of water ice, it has been shown that DEA energies can shift with film thickness and temperature
and thus film structure, and can even be higher than in the gas phase [21]. These changes to electronic
structure can very well have an influence on electron affinity of the fragments and thus on branching
ratios for anion formation.
Figure 3. Possible reaction pathways from ammonia to formamide as well as the two expected
side-products formaldehyde and urea.
Data on DEA in the gas phase can thus predict which reaction channels are possibly open in
condensed-phase chemistry. They need to be corrected in terms of energy due to stabilization of ions
and absolute cross-sections seem to be no reliable indication of which channels are actually most active
in condensed-phase chemistry, but they do give a prediction of what possible reaction products could
look like.
2.3. Prediction of Possible Reaction Routes
In the last example of this paper, the reaction of ethylene and water to form ethanol,
C2H4 + H2O → C2H5OH,
shall be described. It is the analogous reaction to the formation of ethylamine from Section 2.1,
and above the ionization threshold, the reaction indeed proceeds in much the same way, with only
the NH3 replaced by H2O. Below the ionization threshold, however, there is also some formation of
ethanol, especially at energies below 4 eV. Figure 4 depicts the experimental data as well as some
σBEB-based predictions for the formation via EI above the ionization threshold.
Figure 4. Predicted (black lines) electron impact cross-sections for ethylene and water. The amount of
ethanol actually formed by electron irradiation of a 1:1 mixture of ethylene and water is shown in red
circles. The red line only serves as a guide to the eye. Experimental data taken from Warneke et al. [22].
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There is obviously some significant process at work at very low energies. Since this was not
observed in the case of ethylene + ammonia, but is observed in ethylene + water, ostensibly DEA
to water must be responsible. DEA cross-sections of water were reported by Curtis et al. [23].
Their data, unfortunately, shows the lowest resonance centered around 6.5 eV, with absolutely nothing
happening below 5 eV. While this needs to corrected for stabilization of the ion, a shift of around
4 eV cannot be explained in this way, ruling out DEA to water as the initiating step in the reaction.
DEA cross-sections to C2H4 have also been reported, by Szymańska et al. [24], but in much the same
way as in water, no anion formation was observed below 6 eV. The only process that is known to
occur is a non-dissociative electron attachment to water at around 1.5 eV. It produces the short-lived
C2H4−* radical anion, which quickly decays by auto-detachment (loss of the electron). It is not readily
apparent why this process should lead to product formation in the case of ethanol, but not in the case
of ethylamine. This conundrum was resolved by looking at the chemistry of the C2H4−* radical anion.
It is a strong base and will quickly abstract a proton from a nearby water molecule when embedded
in a water ice matrix. The formed ethyl radical *C2H5 cannot decay back and is thus available for
driving the reaction to ethanol. This is not possible with the much less acidic ammonia. This type of
process can of course not be captured by gas phase experiments, where great care is taken to eliminate
contaminants such as water, and where molecular beams are tuned so as to exclude interactions
between molecules.
3. Conclusions
When endeavoring to investigate condensed-phase chemistry triggered by electron–molecules
interactions, often the only help in interpreting experimental data is found in data gathered on
electron–molecule interactions in the gas phase. Some data, like ionization potentials are easily
available, while others, like data on neutral dissociation cross-sections are pretty much non-existent.
While being of great help, these gas phase data:
1. must be corrected for the energy shift due to stabilization of ions in a matrix,
2. should be taken with a great deal of caution with regards to absolute cross-sections and thus
branching ratios, and
3. are utterly unable to predict the formation of reactive species that relies on interaction between
molecules as well as with electrons.
Nevertheless, data that is of limited use is still much better than no data at all.
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Abstract: The objectives of this review are to articulate geospace, heliospheric, and astrophysical
plasma physics issues that are addressable by laboratory experiments, to convey the wide range
of laboratory experiments involved in this interdisciplinary alliance, and to illustrate how lab
experiments on the centimeter or meter scale can develop, through the intermediary of a computer
simulation, physically credible scaling of physical processes taking place in a distant part of the
universe over enormous length scales. The space physics motivation of laboratory investigations
and the scaling of laboratory plasma parameters to space plasma conditions, having expanded
to magnetic fusion and inertial fusion experiments, are discussed. Examples demonstrating how
laboratory experiments develop physical insight, validate or invalidate theoretical models, discover
unexpected behavior, and establish observational signatures for the space community are presented.
The various device configurations found in space-related laboratory investigations are outlined.
Keywords: laboratory plasma; astrophysical plasma; fusion plasma; lasers; stars; extragalactic objects;
spectra; spectroscopy; scaling laws
1. Introduction
Many advances in understanding geospace, heliospheric, and astrophysical plasma
phenomena are linked to insight derived from theoretical modeling and/or laboratory plasma
experiments [1–3]. Geospace plasma physics includes space weather during periods of magnetic
storms, substorms, and geomagnetic quiet; nonlinear plasma behavior such as structure evolution
in turbulence and particle transport, fluid and kinetic instabilities, wave–particle interactions,
ionospheric-magnetospheric-auroral coupling; solar-wind interaction with magnetospheres; and
solar-corona heating. Heliospheric physics is concerned with investigating the interaction of the
Sun’s heliosphere with the local interstellar medium, as well as with the origin and evolution of
the Sun and solar wind, the magnetospheres of the Earth and outer planets, and low-energy cosmic
rays. High-energy (HE) and high-energy-density (HED) astrophysics is the study of electromagnetic
radiation, from ultra-energetic cosmic phenomena ranging from black holes to the Big Bang, and of
ionized matter at ultra-high pressure (~1 Mbar to 1000 Gbar, i.e., 1 million to 1 trillion Earth-surface
atmospheres of pressure), density, and temperature (i.e., stored energy in matter >1010 J/m3, e.g.,
solid-density material at 10,000 K (~1 eV)) for which observations are made in the extreme-ultraviolet
(EUV), X-ray, and gamma-ray bands. Examples of places where these HED conditions occur are in
Earth’s, Jupiter’s, and Sun’s core and inside igniting Inertial Confinement Fusion (ICF) implosions
(~250 Gbar). Figure 1 illustrates the wide ranges of density and temperature naturally occurring in
geospace, in the heliosphere, and in astrophysical environments and artificially occurring in larger
magnetic and inertial fusion devices, as well as in smaller university-scale laboratory devices.
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(a) (b) 
Figure 1. Typical parameters of lab and nature’s plasmas: Cartesian representation of density and
temperature range associated with (a) heliospheric (102–109 K) [2] and (b) astrophysical (102–1014 K)
plasma [4]. Upper-right region corresponds to pushing parameters toward nuclear fusion ignition.
Modern facilities and new experimental techniques have provided access to novel plasma regimes,
such as those associated with the ultra-relativistic, beam-in-plasma interaction at the SLAC National
Accelerator Laboratory, the ultra-cold, highly correlated plasmas being studied at NIST, University of
Maryland, European Organization for Nuclear Research (CERN), and University of Michigan, and
the low-temperature micro-discharges that simultaneously share aspects of the solid, liquid, and
plasma states while being created to explore novel plasma chemistry in numerous academic and
government research laboratories. Plasma source, boundary conditions, and configuration geometry
affect space and lab plasma and processes. In geospace cases, the major plasma domains of the
magnetospheric boundary layer, bow shock, plasmasphere, plasma sheet boundary layer, polar
caps, and lobe region constitute examples of important sources, interfacial layers, and configuration
geometry. In astrophysical cases, the major plasma domains associated with plasma jet direction,
shock front interface, and coherent radiation- and particle-beam boundaries are examples of the source,
gradient, and directional factors. The unexpected new phenomena that now frame the cutting edge
of discovery plasma science elevate these new regimes to a common priority in fundamental and
applied research that is better illustrated by a circular plasma-parameter space (Figure 2) rather than
the cartesian plasma-parameter space familiar in the quest for fusion.
Circumnavigating the range of temperatures, densities, and magnetic fields shown in Figures 1
and 2 are a number of pervasive themes in plasma behavior that can be characterized in terms of
universal processes that are, at least partially, independent of the specific process being investigated.
Some of these processes are well understood and predictable, whereas many others are neither.
Advances for which (a) lab experiments helped explain phenomena and processes, (b) lab data
influenced the interpretation of space data, and (c) laboratory validation of atomic and molecular
spectroscopic processes contributed to telescopic probing of distant events are itemized in Sections 2–4.
As identified in the Plasma 2010 report of the National Academies [5], six critical plasma processes
define the research frontier.
• Explosive instability in plasmas
• Multiphase plasma dynamics
• Particle acceleration and energetic particles in plasmas
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• Turbulence and transport in plasmas
• Magnetic self-organization in plasmas
• Correlations in plasmas
Figure 2. Phenomenological regimes depicted on a circular energy–density range. Angular dispersion
of regimes emphasizes their unbiased priority assignment in discovery science.
2. Geospace–Lab Interrelationship
Fälthammar [1] describes the previous generation of lab-magnetospheric plasma interrelations
as exploratory measurements in simulated configurations. Partial scale-model experiments, such as
Birkeland’s Terrella [6] having a magnetic neutral sheet in the simulated nightside magnetosphere,
were used to validate Störmer’s orbit theory [7] and Alfvén’s perturbation theory [8]. Advances in
understanding iconic features in the solar-terrestrial environment, such as Birkeland currents,
electric fields along B-lines, and electrostatic particle acceleration, were made with these “configuration
simulations” and the role of current filamentation and inhomogeneity was debated. Birkeland [9],
Danielsson and Lindberg [10], Podgorny [11], Ohyabu and Kawashima [12], and Bratenahl and
Yeates [13] were primary laboratory contributors.
A sophisticated physics-orientation effort (“process simulation”) was needed, in which suitably
designed lab experiments could be performed for clarifying physical processes. Accomplishments
in understanding collisionless resistivity, the interaction between a plasma and a magnetic field
(magnetic-field penetration), the beam–plasma interaction, parallel electric-field generation in a
magnetic mirror geometry, and electric-charge double-layer formation were responsible for widely
recognized highlights during this period of investigation. Noteworthy laboratory contributions include
the discovery of a double sheath (layer) [14], a high-voltage parallel potential drop [15,16], an instability
due to a perpendicular ion beam [17], and fast-electron production by an electrostatic beam-plasma
wave [18].
An international workshop, held in 1980, on the relation between laboratory and space
plasmas [19] gathered researchers working on the following topics: critical ionization velocity,
formation of double layers, active stimulation (by high-power pulse and high-frequency transmitter)
of the auroral ionosphere, energetic electron-beam experiments (in a 17 m × 26 m chamber and from
rockets), plasma potential in the presence of strong ion-cyclotron turbulence, a magnetic field-line
reconnection experiment, space experiments with particle accelerators (SEPAC) on Spacelab, and the
EXOS-B/Sipole-station VLF wave–particle interaction experiment. Significant attention was given to
plasma instabilities, for example, from electrostatic shocks in the lab and by the S3-3 satellite, in the
high-latitude ionospheric F region, in electrojets, and in the auroral acceleration region.
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One workshop focus was documenting the advances in explaining and validating phenomena
and processes relevant to probing astrophysical events. The critical ionization velocity experiments
were shown to contribute to explaining the pattern associated with ionizing discontinuity driven by
stellar UV radiation at the heliospheric shock. Establishing the observational signatures of broad,
thin, reconnecting neutral sheets, of the dynamics and topology of magnetic field-line reconnection,
and of the effects of high-β was emphasized as an important influence of laboratory experiments
to interpreting space and astrophysical data. The topic “Laboratory experiments on quantifying
resistivity” was considered an excellent example of the benefit of the lab–space collaboration.
A more recent review paper on the interrelationship between laboratory and space plasma
experiments [2] outlined the following benefits of lab experiments to the understanding of space
plasmas: illustrating what a spacecraft would detect for specific processes, pioneering diagnostic
methods, and being a source of citations on controlled-parameter experimental evidence for space
researchers. The number and scope of interdisciplinary (i.e., lab–space) activities are expanding as
space missions resemble more and more the multi-point data acquisition associated with laboratory
experiments and as present-day activities become more overlapped. Many space plasma physicists
concur with the ideas that:
• lab experiments are generally complementary to space observations;
• a well-designed lab experiment has the potential to provide measurements in detail far greater
than those that can currently be obtained by in situ measurements;
• such detail can provide new insight into the mechanisms involved and can help direct the
development of theories to explain the space observations; and
• future collaboration between space and lab communities would be profitable.
3. Heliosphere–Lab Interrelationship
In reviewing laboratory investigating of the physics of space plasmas, Howes [3] highlights key
open questions and lab–space physics successes enumerated in solar corona, solar wind, planetary
magnetospheres, and outer boundary of the heliosphere. He identifies velocity space as a key new




• Collisional and collisionless shocks
• Kinetic and fluid instabilities
• Self-organization
• Physics of multi-ion and dusty plasmas
• Astrophysical connections
• Improved diagnostic capabilities
• Novel analysis methods
From this list, turbulence, magnetic reconnection, particle acceleration, and kinetic instabilities
are recognized as four grand challenges. Earlier lab experiments suffered from an inability to model
the large scales (relative to kinetic length scales) that are characteristic of space plasma processes,
whereas present-day intermediate-scale facilities can generate plasma spanning a substantial dynamic
range above the typical kinetic length scales. For example, UCLA’s Large Plasma Device-Upgrade
(LAPD) produces a 2-mm ion-gyroradius, 17-m long, 60-cm diameter, magnetized plasma column able
to axially contain magnetohydrodynamics (MHD) waves with frequencies below the ion cyclotron
frequency. The plasmoid instability can be studied in collisional and collisionless regimes when
the current-sheet length relative to the ion inertial length or ion Larmor radius exceeds 1000, which
is within reach of present-day intermediate-scale facilities. Lundquist number >105 is possible in
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soon-to-be inaugurated intermediate facilities. Many other space-related lab devices, not quite
at the intermediate scale, are mentioned in terms of their contributions to space, heliospheric,
and astrophysical plasma research.
The New Frontier Science Experiments (FSE) Campaign [20] on the DIII-D tokamak, launched
in 2017, contributes insight from lab and theory. Subproject titles from the DIII-D FSE initiative are
listed below. Four FSE experiments were conducted in FY2017 and another four were conducted
in FY2018. Four undesignated slots are tentatively scheduled for the FY2020 campaign. The last
experiment on the list is positron generation, a fundamental physics challenge, being taken to new
higher yields by using the higher density, higher temperature plasmas confined toroidally in a tokamak.
Many positron-related space physics questions motivate this work: Why does matter dominate over
antimatter in the universe? Where do gamma-ray bursts originate in space? How do black holes form?
The study of positrons provides insight.
(1a) Self-organization of unstable flux ropes (1 day of 2017 runtime)
(1b) Magnetic reconnection and self-organization of flux ropes in tokamak sawteeth (1 day in 2018)
(2) Impact of magnetic perturbations on turbulence (1 day of 2017 runtime)
(3a) Interaction of Alfven/whistler fluctuations and runaway electrons (0.5 day of 2017 runtime)
(3b) Interaction of Alfven/whistler fluctuations and runaway electrons (0.5 day in 2018)
(4) Field-line chaos: Self-consistent chaos in magnetic field dynamics (0.5 day of 2017 runtime)
(5) Electromagnetic ion-cyclotron emission (1 day of 2018 runtime)
(6) Positron generation in tokamaks (0.5 day of 2018 runtime)
4. Astrophysics–Lab Interrelationship
High-energy-density (HED) astrophysics explores a wide range of topics by exploiting the
extreme physical conditions achievable through the use of large off-site facilities specially designed
for HED physics and inertial confinement fusion research. Laser energy is used to compress capsules
filled with fuel material to high density and pressure in order to generate fusion reactions with
the goal of self-sustained fusion burn (“ignition”) and the generation of energy. Such work is
primarily executed using the 30-kilojoule OMEGA laser at the University of Rochester and the
2-megajoule laser at the National Ignition Facility (NIF). Special diagnostic instrumentation has been
developed that makes it possible to study spatial and temporal variations in plasma properties and
electromagnetic fields through spectral, temporal, and imaging measurements. Researchers actively
collaborate and sometimes lead teams in planning experiments at the facilities and in analyzing the
results. Major research topics common to the inertial fusion realm fall within the science of extreme
astrophysical phenomena:
• Physics of inertial confinement fusion
• Properties of warm dense matter
• Stellar and Big Bang nucleosynthesis





• Relativistic HED plasma and intense beam physics
• Magnetized HED plasma physics
• Radiation-dominated HED plasma physics
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We can test hypotheses concerning the physics of an observation that took place millions or
even billions of light years away when dimensionless quantities retain their qualitative ordering.
Thus, lab experiments develop, via computer simulation, credible scaling of physical processes.
New space telescopes permit observations of ultra-high-energy events, helping us probe these spatially
and temporally distant events. The goal of laboratory plasma astrophysics is, quoting from the
National Academy of Sciences report [21], Connecting Quarks with the Cosmos, to “discern the
physical principles that govern extreme astrophysical environments through the laboratory study of
HED physics.” The challenge here is to develop physically credible scaling relationships that enable
laboratory experiments on the centimeter or meter scale to illuminate physical processes taking place
in a distant part of the universe over enormous length scales.
Spectacular outbursts from the notoriously steadily glowing Crab Nebula are altering the theories
that have long explained charged-particle accelerations to high energies [22]. Recently, the nebula’s
gamma-ray flares were observed to fluctuate on time scales of only a few days and even shorter,
over just one to three hours, indicating that the charged particles were accelerated within a region
representing an infinitesimal fraction of the vast Crab. It is proposed that the electron-positron
plasma particles are accelerated near the nebula’s center where rapid magnetic reconnection unleashes
enormous amounts of energy in the presence of a strong electric field [23]. Laboratory experiments,
together with theoretical models, are providing evidence that magnetic reconnection can explain
the space observation of this rapid extreme particle acceleration and gamma-ray flaring in the Crab
Nebula [23,24].
The remarkable discovery by the Chandra X-ray observatory that the Crab Nebula’s jet
periodically changes direction provides a challenge to our understanding of astrophysical jet dynamics.
It has been suggested that this phenomenon may be the consequence of magnetic fields and MHD
instabilities, but experimental demonstration in a controlled laboratory environment remained elusive
until experiments were reported [25] that use high-power lasers to create a plasma jet that can be
directly compared with the Crab jet through well-defined physical scaling laws, as documented in
Table 1. The jet generates its own embedded toroidal magnetic fields; as it moves, plasma instabilities
result in multiple deflections of the propagation direction, mimicking the kink behavior of the Crab jet,
as illustrated in Figure 3. The experiment was modelled with 3-dimensional numerical simulations
that show exactly how the instability develops and results in changes of direction of the jet.
Figure 3. Side-on image [25] shows sequence of clumps and wiggles, resulting from embedded toroidal
B fields, indicating MHD current-driven instabilities: mode m = 0 (sausage) and m =1 (kink).
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Table 1. Scaled lab experiments (refer to Figure 3) explain kink behavior of the Crab Nebula jet [25].
Parameters and Scales
Plasma Jet in OMEGA
Experiment *
Scaled to the Crab
Nebula †
The Kinked Jet in
the Crab Nebula †
Temperature Te ~300 eV ~1–130 eV
Ionization state Z ~3.5 ~1
Number density ne ~5 × 1019 cm–3 ~10–2 cm–3
Pressure P ~4 × 105 bar ~4 × 10–14 bar
Jet radius rj ~5 × 10–2 cm ~1 pc
Jet velocity vj ~400 km s–1 < 3 × 105 km s–1 ~1.2 × 105 km s–1
Time scale τ ~10–9 s ~1.5 years ~few years
Magnetic field B ~2 MG ~0.6 mG ~1 mG
Thermal plasma beta β ~0.1–1 <<1
Magnetization parameter σ ~1–6 ≥1
Mach number M ~3 >>1
Reynolds number Re ~2 × 105 ~2 × 1017
Peclet number Pe ~1–5 ~4 × 1015
Magnetic Reynolds number ~3 × 103 ~1 × 1022
Biermann number Bi ~6 ~6 × 108
Radiation number ∏ ~3 × 105 ~1 × 1018
Note: * Near the region of jet launching. † Near the region of the pulsar pole. The bold entries show the physical
quantities from the two systems that can be directly compared through the scalings in Equation (3), manifesting
how the laboratory experiment parameters scale to match those of the Crab nebula jet.
Understanding the equation of state and chemistry of even more extreme matter stands as a
central challenge in validating theoretical models in planetary physics and astrophysics. The interiors
of giant planets exist in a density, temperature (n,T) regime where accurately calculating the equation of
state is difficult. Molecules, atoms, and ions coexist in a fluid that is coupled by Coulomb interactions
and is highly degenerate (free electrons governed by quantum and thermal effects). These strong
interactions dominate in the steady-state interiors of giant planets such as Saturn and Jupiter and
in brown dwarfs where phase transitions play an important role. Understanding the high-pressure
phases of carbon is important since carbon is a major element of giant planets such as Uranus and
Neptune. Petawatt-laser-driven shock-wave measurements of diamond’s principal Hugoniot curve
have been made at pressures between 6 and 9 Mbar using the Laboratory for Laser Energetics (LLE)
OMEGA laser. The Hugoniot curve traces the path accessed by the laser-induced shock driven in
the material, indicating that, in the solid–liquid coexistence regime in that range between 6 and 10
Mbar, the mixed phase is slightly denser than the one that would be expected from straightforward
interpolation between liquid and solid Hugoniot curves.
Near Jupiter’s surface (1011 Pascal and a fraction of an eV), hydrogen exists in molecular
form. However, it dissociates and ionizes deeper into the planet’s core (>1012 Pascal and a few
eV). This transition from insulator to conductor in the convective zone is believed to be responsible for
Jupiter’s 10 to 15 Gauss magnetic field. An open question is whether there is a sharp plasma phase
transition. Experiments performed on the Nova laser at Lawrence Livermore National Laboratory
initially suggested that the transition was continuous, and subsequent experiments unambiguously
demonstrated that the transition from non-conducting molecular hydrogen to atomic metallic hydrogen
at high pressure is a continuous transition. This suggests that the metallic region of Jupiter’s interior
extends out to 90 percent of the radius of the planet and may explain why the magnetic field of Jupiter
is so much stronger than that of the other planets of our solar system.
The study of astrophysically relevant, magnetized high-energy-density (HED) plasmas relies
heavily on numerical simulations in limited parameter regimes, where the thermal and magnetic
pressures balance (β ~ 1) and where the magnetic field advects with the plasma (ReM >> 1), and
has had little guidance from controlled laboratory experiments to test underlying principles, even
though magnetized plasmas are ubiquitous throughout our universe. Using high-energy lasers, plasma
conditions similar to those found in astrophysical systems can be created. Specifically, supersonic
plasma flows can arise from irradiating a thin (10 s of μm) solid material with a high-energy laser
273
Atoms 2019, 7, 35
pulse in an externally seeded magnetic field. This regime allows us to study the structure of accretion
shocks and how the shocks are affected by magnetic fields, which will aid in understanding the spatial
structure of hotspots on the surface of a young star [26]. Experimental conditions can be created where
a plasma flow encounters a magnetic obstacle, which is similar to a planet’s magnetosphere interacting
with the stellar wind [27]. Finally, the effects of magnetic fields on collimated outflows, which are
observed in young stellar objects [28], can be studied.
The astrophysical Weibel instability has been reproduced for the first time in counter-streaming
laser-produced plasmas [29]. The Weibel instability, by generating turbulent electric and magnetic
fields in the shock front, is responsible for the requisite interaction mechanism in shock formation
in the limit of weakly magnetized shocks. This work confirms its basic features, a significant step
toward understanding these shocks. In the experiments, a pair of plasma plumes are generated by
irradiating a pair of opposing parallel plastic (CH) targets. The ion–ion interaction between the two
plumes is collisionless, so as the plumes interpenetrate, supersonic and counter-streaming ion flow
conditions are obtained. Electromagnetic fields formed in the interaction of the two plumes were
probed with an ultrafast laser-driven proton beam, and the growth of a highly striated, transverse
instability with extended filaments parallel to the flows was observed. The instability is identified as an
ion-driven Weibel instability through agreement with analytic theory and particle-in-cell simulations,
paving the way for further detailed laboratory study of this instability and its consequences for
particle energization and shock formation. Astrophysical shocks, which often manifest as collisionless,
typically require collective electromagnetic fields to couple the upstream and downstream plasmas.
These shocks can energize cosmic rays in the blast waves of astrophysical explosions and they can
generate primordial magnetic fields during the formation of galaxies and clusters [29].
5. Conclusions
An alliance exists between laboratory plasma physicists and space scientists to investigate basic
and fusion plasma phenomena relevant to space. Dedicated lab studies (1) probe and elucidate
fundamental plasma physical phenomena and processes, (2) provide benchmarks for validating theory
and modeling, (3) discover unexpected behavior, and (4) establish observational signatures, all in
support of interpreting rocket, satellite, and telescope data.
As concluded in the Plasma 2010 report [5], “progress in understanding the fundamental plasma
processes in many space and astrophysical phenomena is greatly leveraged by close communication
among space, astrophysical, and laboratory plasma scientists.” The connections between the different
plasma regimes studied in geospace, heliospheric, and astrophysical plasma and the related fields of
laboratory plasma physics have led to significant scientific progress in many research areas. Studies of
common plasma processes, rather than comparing the large-scale morphology of observed systems,
link the different plasma physics communities. Consequently, maintaining and strengthening the
linkages between communities is highly desirable.
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14. Babić, M.; Torvén, S. Current Limiting Space Charge Sheaths in a Low Pressure Arc Plasma. Available
online: https://inis.iaea.org/collection/NCLCollectionStore/_Public/05/125/5125776.pdf (accessed on
5 February 2019).
15. Hopfgarten, N.; Johansson, R.B.; Nilsson, B.H.; Persson, H. Collective phenomena in a Penning discharge
in a strongly inhomogeneous magnetic mirror field. In Proceedings of the 5th European Conference on
Controlled Fusion and Plasma Physics, Grenoble, France, 21–25 August 1972.
16. Geller, R.; Hopfgarten, N.; Jacquot, B.; Jacquot, C. Electric fields parallel to the magnetic field in a laboratory
plasma in a magnetic mirror field. J. Plasma Phys. 1974, 12, 467–486. [CrossRef]
17. Ripin, B.H.; Stenzel, R.L. Electron cyclotron drift instability experiment. Phys. Rev. Lett. 1973, 30, 45–48.
[CrossRef]
18. Conrad, J.R.; Walsh, J.E.; Diaz, C.J.; Freese, K.B. Production of Fast Electrons in the Beam-Plasma Interaction.
Phys. Rev. Lett. 1973, 30, 827. [CrossRef]
19. Kikuchi, H. Workshop Proceedings. In Proceedings of the Relation between Laboratory and Space Plasmas,
Tokyo, Japan, 14–15 April 1980; D. Reidel Publishing Co.: Boston, MA, USA, 1980.
20. Koepke, M.E. New Frontier Science Campaign on DIII-D launched in 2017. In Proceedings of the 45th Institute
of Physics—Plasma Physics Conference, Queen’s University Belfast, Northern Ireland, 9–12 April 2018.
21. NAS/NRC Report. Connecting Quarks with the Cosmos: Eleven Science Questions for the New Century; National
Academies Press: Washington, DC, USA, 2003.
22. Shea, S.B. Available online: https://www.newswise.com/articles/solving-a-plasmaphysics-mystery%3A-
magnetic-reconnection?seeOriginal=solving-a-plasma-physics-mystery:-magneticreconnection (accessed
on 5 February 2019).
23. Besshoc, N.; Bhattacharjee, A. Fast collisionless reconnection in electron-positron plasmas. Phys. Plasmas
2007, 14, 056503. [CrossRef]
24. Lyubarsky, YE. Highly magnetized region in pulsar wind nebulae and origin of the Crab gamma-ray flares.
Mon. Not. Roy. Astron. Soc. 2012, 427, 1497–1502. [CrossRef]
25. Li, C.K.; Tzeferacos, P.; Lamb, D.; Gregori, G.; Norreys, P.A.; Rosenberg, M.J.; Follett, R.K.; Froula, D.H.;
Koenig, M.; Seguin, F.H.; et al. Scaled laboratory experiments explain the kink behaviour of the Crab Nebula
jet. Nat. Commun. 2016, 7, 13081. [CrossRef] [PubMed]
26. Young, R.P.; Kuranz, C.C.; Drake, R.P.; Hartigan, P. Accretion shocks in the laboratory: Design of an
experiment to study star formation. High Energy Density Phys. 2017, 23, 1–5. [CrossRef]
27. Liao, A.S.; Shule, S.L.; Hartigan, P.; Graham, P.; Fiksel, G.; Frank, A.; Foster, J.; Kuranz, C. Numerical
simulation of an experimental analogue of a planetary magnetosphere. High Energy Density Phys. 2015,
17, 38–41. [CrossRef]
275
Atoms 2019, 7, 35
28. Manuel, M.J.-E.; Kuranz, C.C.; Rasmus, A.M.; Klein, S.; Macdonald, M.J.; Trantham, M.R.; Fein, J.R.;
Belancourt, P.X.; Young, R.P.; Keiter, P.A.; et al. Experimental results from magnetized-jet experiments at the
Jupiter Laser Facility. High Energy Density Phys. 2015, 17, 52–62. [CrossRef]
29. Fox, W.; Fiksel, G.; Bhattacharjee, A.; Chang, P.Y.; Germaschewski, K.; Hu, S.X.; Nilson, P.M. Filamentation
instability of counterstreaming laser-driven plasmas. Phys. Rev. Lett. 2013, 111, 225002. [CrossRef] [PubMed]
© 2019 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution






Tel. +41 61 683 77 34






St. Alban-Anlage 66 
4052 Basel 
Switzerland
Tel: +41 61 683 77 34 
Fax: +41 61 302 89 18
www.mdpi.com ISBN 978-3-03897-851-0
