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ABSTRACT 
A complex matrix A is ray-nonsingular if det(X 0 A) f 0 for every matrix X with 
positive entries. A sufficient condition for ray nonsingularity is that the origin is not 
in the relative interior of the convex hull of the signed transversal products of A. 
The concept of an isolated set of transversals is defined and used to obtain a neces- 
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sary condition for A to be ray-nonsingular. Some fundamental similarities as well 
as differences between ray nonsingularity and sign nonsingularity are illustrated. 
0 1997 Elsevier Science Inc. 
1. INTRODUCTION 
We are interested in determining the nonsingularity of a complex matrix 
based solely on the arguments of its nonzero entries. This idea generalizes the 
notion of sign nonsingularity of real matrices (discussed, e.g., in [I], [7], 121, 
and [3]), which facilitates the determination of nonsingularity based on the 
two possible arguments, 0 or rr (corresponding to the signs + or -), and 
without regard to the magnitudes of the nonzero entries. To describe this 
generalization of sign nonsingularity to complex matrices, it is convenient to 
use the Hadamard (entrywise) product 0 of matrices. 
DEFINITION 1.1. We call A E M,(C) ray-non&g&r if X 0 A is a 
nonsingular matrix for every X E M,(R) with positive entries. 
If A in the above definition is a real matrix, then A is sign-nonsingular. 
Ray nonsingularity amounts to fting the arguments (mod 2~) of the nonzero 
entries of a complex matrix, letting the moduli of the nonzero entries vary in 
(0, a>, and requiring that all matrices obtained be nonsingular. 
We first give a sufficient condition for ray nonsingularity in terms of the 
set of the signed transversal products of the matrix (see Theorem 3.1) and an 
example to show that this condition is not in general necessary. In order to 
obtain a necessary condition for ray nonsingularity, we study the range of 
det(X 0 A) as a function of a matrix X with positive entries. To achieve this, 
we introduce the combinatorial concept of an isolated set of transversals 
(see Section 4). We also observe that ray nonsingularity can be character- 
ized in ways that naturally extend some of the known characterizations of sign 
nonsingularity (see Theorem 3.5). However, there are fundamental structural 
differences regarding the submatrices of ray-nonsingular matrices and their 
sparsity patterns from those of sign-nonsingular matrices (see e.g., Theorem 
3.6). 
2. DEFINITIONS AND NOTATION 
For any nonzero z E C, we denote by argiz) the argument of z (mod 27r), 
measured in the interval (-n, rr]. Throughout we let A = (ujk) E M,(C), 
and i denote the imaginary unit. 
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The matrix PAQ, where P and Q are permutation matrices in M,(R), is 
permutation-equivalent to A. A nonzero diagonal matrix D E M,(C) *whose 
nonzero entries have modulus 1 is called a complex signature. Let A be a 
submatrix of A. The complementary submatrix of A is defined as the 
submatrix of A whose rows and columns are indexed by the complements in 
{I, 2,. . . , n} of the row and column indices, respectively, of A. 
The ray pattern of A, denoted by @ = ( ojk) E M,(C), is defined by 
e i arg a$ 
(Y. Jk = 
if aj,#O, 
0 otherwise, 
and we write A E&. Clearly, the matrix A is ray-nonsingular if and only if 
every matrix with the same ray pattern as A is nonsingular. Then the ray 
pattern ZZ requires the property of nonsingularity (i.e., it requires rank n). 
Clearly, transposition and multiplication by a permutation matrix or by a 
nonsingular complex signature leave ray nonsingularity invariant. 
The digraph of A, denoted by G(A) = (V, E), consists of the vertex set 
v = {l, 2,. . .) n} and the set of directed arcs E = {(j, k) 1 ajk # O}. A path 
of length m > 1 from j to k in G(A) is a sequence of distinct vertices 
j=r,,r, ,..., r,+l=ksuchthat(rS,rS+,)~Efors=l ,..., m.Form> 
2, a sequence ofvertices r1,r2,...,rm,rmil = rl such that (rS,,rSil) EE 
for s = l,..., m is called a circuit of length m. If the vertices rl, r2,. . . , rn, 
of the above circuit are distinct, then it is called a cycle of length m. 
A matrix A is said to be fuZZy indecomposable if it is not permutation- 
equivalent to a matrix of the form 
where A,, is a k X k square matrix with 1 < k < n - 1. The matrix A is 
called irreducible if there is a path from any vertex j to any other vertex k in 
G( A). Equivalently, A is irreducible if and only if it is not permutation-simi- 
lar to a matrix of the form above. Every reducible matrix is permutation-simi- 
lar to its Frobenius normal form, namely a block triangular matrix whose 
diagonal blocks, referred to as the irreducible components of A, are irre- 
ducible. 
We continue with some more combinatorial concepts. Consider 
{j,, j,, . . . , j,} and {k,, k,, . . . , k,}, two permutations of (1,2, . . . , n}. A set of 
nonzero entries of A, {ajlk,, aj k,, . . . , ajnk_}, is called a transversal of A. The 
set of all transversals of A is d enoted by T( A). A transversal can be uniquely 
partitioned into subsets corresponding to the permutation cycles of the 
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permutation o’, where o(js) = k, for s = 1,2,. . . , n. We refer to this 
partition as the y&c decomposition of the transversal. For a nonempty set r 
of transversals, we denote by M(T) the matrix obtained from A when the 
entries belonging to the transversals in r are replaced by 1 and the rest are 
set equal to 0. When r = {t}, we write M(t) instead of M({t}). The product 
of the entries of a transversal of A, weighted by (- l)Ss”(uT), where u is the 
permutation satisfying cr(js) = k, for s = 1,2,. . . , n, is referred to as a 
signed transversal product of A. We let Z’(A) denote the collection (multi- 
set) of all signed transversal products of A with repetitions allowed. The sum 
of the elements of T(A) is indeed the standard expansion of det A. If A has 
no transversal, then it is singular; in fact every matrix with the same 
zero-nonzero pattern as A is singular, in which case A is combinatorially 
singular. If A has exactly one transversal, then it is ray-nonsingular. 
To describe our results we use the standard terminology of convex sets 
(see [9]), which we summarize next. A set S c C is convex if (~zi + (1 - 
(Y)z, E S for all zi, zs E S and (Y E (0,l). The afine hull of S is 
In contrast to the interior of S (int S), we denote by ri S the relative interior 
of S, namely, the interior of S when it is regarded as a subset of its affne 
hull. Note that the two concepts coincide except when S is a line segment. 
The relative boundary of S is the set difference of its topological closure and 
its relative interior. An extreme point z of S is a point that can be expressed 
as (YZ, + (1 - cu>z, with z,, z, E S and CY E (0,l) only if zi = zs = Z. Let 
zj E C, j = 1,2,. . :, k. The- CO&XX hull of (21, zz,..., zk) is the convex set 
k 
at > 0, c at = 1 
t=1 
The cone generated by {z,, z2,. . . , zk} is the convex set 
cone{z,, zs,..., zk} = (&V~ o,aO}. 
3. RAY-NONSINGULAR MATRICES 
We begin with a basic result regarding ray nonsingularity. 
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THEOREM 3.1. Assume that A E M,(C) is not combinatorially singular. 
If 0 E ri conv T(A), then A is ray-nonsingular (i.e., S’ requires nonsingular- 
ity). 
Proof. We prove the contrapositive. If IT( = 1, then the result is 
trivially true. Otherwise let T(A) = {T,, T,, . . . , T,}, and suppose that B EJZJ’ 
is singular. Then there exist positive numbers ci, ca, . . . , cp such that det B 
= C!= r cjq = 0. Letting c = CT= r cj and dj = cj/c E (0, 1) gives Cjg, r djq 
= 0, where Cj’= i dj = 1. Hence 0 E ri conv T(A). n 
The following example illustrates this theorem. We abbreviate e”, eim”, 
e in, and e-in/2 by 1, i, - 1, and - i, respectively. 
EXAMPLE 3.2. Let 
A= 
-1 -i -1 
-1 -1 -i 
-1 i -1 I 
The signed transversal products in this case are 1, - 1, and i. Notice that the 
origin lies on the relative boundary of the convex hull of these numbers and 
hence, by Theorem 3.1, A is ray-nonsingular. Moreover, the determinant of 
every matrix whose ray pattern is SF? always has positive imaginary part. 
In contrast, consider the following. 
EXAMPLE 3.3. Let 
I 
1 1 ei3n/4 
a?= -1 1 1 . 
e-i3n/4 -1 1 1 
The signed transversal products of JX? are equal to 1, - 1, ei3m/4, and 
e-i3r/4. thus 0 E ri conv T(d). Indeed, & does not require nonsingularity, 
since if’ A EZZ has its (1, 1) entry equal to - i(e-i3m/4 + ei3”i4) = l/ fi 
and the remaining entries as in &, then A is singular. 
The converse of Theorem 3.1 is not in general true, as can be seen by the 
following. 
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EXAMPLE 3.4. Let 
i 1 -1 0 0 ’ 
A= e 
i3a/4 1 0 0 
0 0 1 -1’ 
\ () 0 ei397/4 1 , 
A is ray-nonsingular, since it is the direct sum of ray-nonsingular matrices. 
However, it is easy to see that 0 E ri conv T(A). 
Note that the matrix A in Example 3.4 is not fully indecomposable. We 
do not know whether or not the converse of Theorem 3.1 holds when A is 
fully indecomposable. 
In the spirit of Remark 1.1 in [7] and of Theorem 5.1 in [5], we prove the 
following. 
THEOREM 3.5. The matrix A E M,(C) is ray-nonsingular if and only if 
for every complex signature D E M,,(C), the relative interior of the convex 
hull of the nonzero entries of at least one column (row) of DA ( AD) does not 
contain the origin. 
Proof. We prove the contrapositives of the implications in the statement 
of the theorem. First suppose that a matrix with ray pattern &, denoted for 
convenience by A, is singular. That is, there exists nonzero x E C” such that 
CT, i 1 xjl = 1 and rTA = 0. Define the complex signature D = (dij) by 
djj = 
xj/l xjl if xj#O, 
0 otherwise 
(j= 1,2 ,..., n). 
Let y = (Ix,l, 1x21,. . . , ]x,()~. Then 0 = xrA = y*DA. Suppose that only one 
entry of y, say ]xk], is nonzero. Then d,, is the only nonzero entry of D. 
From xTA = 0, it follows that the kth row of A is zero and thus DA = 0. On 
the other hand, if more than one entry of y is nonzero, then the relative 
interior of the convex hull of the nonzero entries of every column of DA 
contains the origin. Conversely, if for some complex signature D the relative 
interior of the convex hull of the nonzero entries of every column of DA 
contains the origin, then the entries in each column of a matrix with ray 
pattern & can be chosen so that their sum is zero, meaning that A is not 
ray-nonsingular. (To prove the respective column scaling part of the theorem 
apply the above steps to AT.) n 
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For a sign-nonsingular matrix it is well known that every square submatrix 
is sign-nonsingular or combinatorially singular, or else its complementary 
submatrix is combinatorially singular (see [6]). The situation with ray nonsin- 
gularity includes another alternative that is described in the next theorem. 
THEOREM 3.6. Let A E M,(C) with 0 QG riconv T(A). Let A be a 
square submatrix of A and A- be its complementary submatrtx. Then either 
(1) A is ray-nonsingular, or A 
(2) A is combinatorially singular, or 
(3) conv T(A) is a line segment whose relative interior includes the 
origin, or 
(4) A- is combinatorially singular. 
Proof. Let A, A, and A be a: prescribed, and suppose A is not 
ray-nonsingular. Then either conv T,< A) is empty [case (2>] or, by Theorem 
3.1, we have that 0 E riconv T(A). Two cases can then occur: either 
conv T( A> is a line segment through the origin [case (311 or conv T( & has 
three or more extreme points. In the latter case, A’ must be combinatorially 
singular [case ($)I; otherwise, since T(A) contains the products between 
elements of T(A) and properly $gned elements of T(A), T(A) contains a 
rotation about the origin of T(A), and hence 0 E ri conv T(A), which is a 
contradiction. W 
REMARK 3.7. Contrary to the case of sign nonsingularity, alternative (3) 
of the above theorem may hold even when A is not combinatorially singular. 
In fact, when (3) holds, since A is ray-nonsingular by Theorem 3.1, the origin 
lies on the relative boundary of conv T(A). An occurrence of this situation is 
found in Example 3.2, when A is taken to be the trailing 2-by-2 principal 
submatrix of the given ray-nonsingular matrix. 
Though we have so far concentrated on square ray patterns, it is possible 
to extend some of our results to rectangular patterns. In fact, the proof of 
Theorem 3.5 yields the following result. 
THEOREM 3.8. The n-by-m ray pattern d requires rank n if and only if 
for every complex signature D E M,(C) the relative interior of the convex 
hull of the nonzero entries of at least one column of D& does not contain the 
origin. 
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Moreover, we have the following theorem, whose proof technique is 
identical to the one of Theorem 5.3 in [5], except for the equivalence of 
clauses (2) and (3), which now follows from our Theorem 3.8. 
THEOREM 3.9. Let d be an n-by-m ray pattern and let r 2 0 be an 
integer. Then the following are equivalent: 
(1) JX’ requires rank r. 
(2) For some integer 0 < k < r, A? is permutationally equivalent to a ray 
pattern 
where @II is k by (r - k), Ml2 requires rank k, and dzl requires rank r - k. 
(3) For some integer 0 Q k < r, M is a ray pattern as in (2) above 
satisfying the following: every row (column) scaling of dIz (M&) by a 
complex signature has a column (row) whose relative interior of the convex 
hull of the nonzero entries does not contain the origin. 
We continue with a few comments on the sparsity of ray-nonsingular 
patterns. As is easily checked, every sign-nonsingular 3-by-3 pattern must 
have at least one zero entry. In [4] and in subsequent papers (e.g., [2]> the 
maximum number of nonzero entries allowable in a sign-nonsingular pattern, 
as well as the properties of the maximal (in this sense) sign patterns, is 
studied. In the case of ray nonsingularity the situation is, in general, different. 
It is evident from Example 3.2 that 3-by-3 ray-nonsingular patterns can have 
all entries nonzero. The following is an interesting full 4-by-4 example. 
EXAMPLE 3.10. The signed transversal products of 
i 1 1 1 
AC i 1 i 1 1 
1 1 i 1 
1 1 1 i 
are equal to 1, - 1, and i. Hence, by Theorem 3.1, _Q? is ray-nonsingular. 
It is natural to ask whether the above example can be generalized to 
n > 5. However, it can be shown that there is no n-by-n (n > 5) ray-nonsin- 
gular matrix all of whose off-diagonal entries are equal to 1. Indeed, suppose 
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that A is of the form 
A= 
e i0, 1 . . . 1 
1 ei& . . . 1 
. . 
. . 
1 1 **- .i% 
and that D = diag(e”*l, eiaz,. . . , eiUn). If we choose aj = j(2m/n) for j = 
1,2, . . . ) n, then the origin belongs to the relative interior of the convex hull 
of the entries of every column of DA. (For example, let n = 5. Then for the 
first column, 
0 E e conv{ ei(@l+2m/5), ei4m/5, ei6a/5, eisr/5, 1) 
for all 8, E (- r, ~1.1 Hence, by Theorem 3.5, ti is not ray-nonsingular. 
The maximum number of nonzero entries allowable in an n-by-n ray-non- 
singular matrix is currently unknown for n > 5. 
4. RANGE OF THE DETERMINANT OF A RAY PATTERN 
Now we study the range of the determinant as a function with domain the 
set of all matrices of a given ray pattern. The range of the determinant of a 
ray pattern & is formally defined and denoted by S’(d) = (det A 1 A EM}. 
Next we introduce a combinatorial notion to help us study S’(.U’). 
DEFINITION 4.1. Let A E M,(C). We say that r = {tl, t,, . . . , t,} c 
T(A) is an isolated set of transversals if 
(a) every transversal in r(A) \ r contains an entry of A that is not in any 
of the transversals in r, and 
(b) every tj E T contains an entry that is not in any of the transversals in 
r \ cq. 
Note that any proper subset of an isolated set r is isolated, and that M(T) 
contains exactly r transversals. 
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THEOREM 4.2. Let A E M,(C), and r be a set of r transversals of A. If T 
is isolated, then the following hold: 
(1) For every matrix G that is permutation-equivalent to M(T) and has 
nonzero diagonal entries, G(M) contains exactly r - 1 cycles of length > 2, 
and every pair of these cycles has a common vertex. 
(2) M(r) is permutation-equivalent to a matrix with nonzero diagonal 
entries such that its irreducible components, except possibly one, are l-by-l. 
Proof. (1): Supp ose P and Q are permutation matrices such that k? = 
PM(7)Q has nonzero diagonal entries. Clearly, the transversals in r corre- 
spond to an isolated set r ’ of r transversals of 8. The diagonal entries of &? 
constitute a transversal, t, E T ‘. There are r - 1 transversals of h? left to 
account for. Suppose that the cyclic decomposition of some t E r ’ consists of 
more than one cycle of length > 2. Let t^ E r ’ be formed by replacing one of 
these cycles with the corresponding diagonal entries. Then every element of t^ 
is either in t, or t, contradicting that r’ is isolated. Thus every transversal in 
T’ except t, consists of a cycle of length 2 2 and the complementaAv 
diagonal entries. It follows that any pair of cycles of length 2 2 in G( Ml 
must have a vertex in common, otherwise we can form a transversal of M 
consisting of the entries corresponding to these two cycles and of the 
complementary diagonal entries. 
(2): For any t E T, notice that P = M(t)-’ is a permutation matrix and 
that PM(T) has nonzero diagonal entries. Hence by (11, any pair of cycles of 
length > 2 in G(PM(7)) h as a vertex in common. It follows that PM(T) has 
at most one irreducible component larger than I-by-I. W 
The converse of Theorem 4.2 is not in general true, as can be seen by 
considering a full 3-by-3 matrix A, and T = T(A). Thus r = 6, G(A) 
contains five cycles of length 2 or 3, and (1) is satisfied. Also, as each matrix 
that is permutation-equivalent to A is irreducible, (2) is satisfied. However, r 
is not isolated, as part (b) of Definition 4.1 fails. 
In the results that follow we are primarily concerned with isolated sets of 
two, three, or four transversals; hence the following characterizations are 
useful. 
THEOREM 4.3. Let A E M,(C) and 7 = {tl, t,, . . . , t,) be a set of 
transversals of A. If r < 3, then the following are equivalent: 
(1) The set r is isolated. 
(2) For every matrix i%? that is permutation-equivalent to M(r) and has 
nonzero diagonal entries, G( 6) contains exactly r - 1 cycles of length > 2, 
and (if r = 3) these cycles have a common vertex. 
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(3) G(M(tk)-1A4(~)), f or some 1 Q k < r, contains exactly r - 1 cycles 
of length > 2, and (if r = 3) these cycles have a common vertex. 
(4) The m&-ix M(r) contains exactly r transversals. 
Proof. If r = 1 the equivalences are obvious. 
(1) implies (2): Follows from (1) of Theorem 4.2. 
(2) implies (3): Follows from the first sentence of the proof of (2) of 
Theorem 4.2. 
(3) implies (4): Th e union of any pair of cycles of length > 2 in 
G(M(tk)-1M(7)) contains a vertex that is the terminal vertex of two arcs. 
Hence each transversal can contain at most one cycle of length > 2. Thus the 
transversals of M(tk)-‘M(7) consist of the transversal with n diagonal 
entries, and of transversals formed from any cycles of length > 2 comple- 
mented by diagonal entries. Thus there are exactly r of them in M(7). 
(4) implies (1): S ince M(T) contains exactly r transversals, every transver- 
sal not in r contains an entry not in any of the transversals in r; hence 
condition (a) of Definition 4.1 is satisfied. If r = 2, (b) of Definition 4.1 
follows easily. Consider the case where r = 3. Suppose that condition (b) of 
Definition 4.1 does not hold. We can assume without loss of generality that 
each element of t, is contained in either t, or t,. Notice that every row and 
every column of M(T) contains either one or two nonzero entries. Consider 
the set t created by choosing the nonzero entry from each of the rows with 
only one nonzero entry, and the nonzero entry not in t, from each of the 
rows with two nonzero entries. We claim that t is a transversal of M(T). For 
if not, suppose that for some k, column k of M(t) has two nonzero entries. 
One nonzero entry belongs only to t, and the other only to t,. Hence the 
rows corresponding to the nonzero entries in column k of M(7) must contain 
two nonzero entries; by the construction of t, the nonzero entries in each of 
these rows that are not in column k must belong to t,. But then there is no 
entry from column k in t,, contradicting that t, is a transversal. Thus, by the 
pigeon-hole principle, t also has exactly one element from every column, and 
hence it is a transversal of M(T). By the construction of t, t cannot be equal 
to t,. If the elements of t coincide with those of t,, then it must be that 
t, = t,, contradicting that there are exactly three transversals in M(T). 
Hence t # t,. Similarly t # t,. Thus t must be distinct from t,, t,, and t,. 
This contradicts that there are exactly three transversals in M(T). Hence 
condition (b) of Definition 4.1 must hold, and (1) follows. l 
To show that the restriction of r < 3 is required in order for Theorem 4.3 
to hold, we let A be as in Example 3.4, and T = r(A). Then M(T) consists of 
exactly four transversals; however, r is not isolated, since part (b) of Defini- 
tion 4.1 is not satisfied. 
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LEMMA 4.4. Let q, z2,. . . , z, E C with r 2 2. Then there exist 
j,,j, ,..., j,E{1,2 ,..., r}withm<4suchthat 
K = cone{zr,zs ,..., zr} = cone{zjl,zjz ,..., zjm}. 
In particular, if K # C, then m < 3. 
Proof. If K # C, then one of the following holds: 
(1) K is a half line and thus K = cone{zj} for some j E {1,2,. . . , r}, 
(2) K is a line through 0, and thus K = cone{zj, zk} for some j, k E 
{I, 2, . . . , f-1, 
(3) K is properly contained in a half space and thus K = cone{ zj, zk} for 
some j, k E {1,2,. . . , r}, or 
(4) K is a closed half space and thus K = cone{ zj, zk, zl} for some 
j, k, 2 E {1,2,. . . , r). 
If K = C, then the proof proceeds by induction. Clearly, the result is true for 
r < 4. Suppose it is true for all positive integers < r - 1. Let K’ = 
cone{z,, zs, . . . , z,_ 1}. If K’ # C, then by the analysis above K’ = 
cone{zjl, zj2,. . . , zjm) with ji, j,, . . . , j, E (1,2,. . . , r - l} and m < 3. 
Hence K = cone{zj,, .zjz, . . . , zjm, .zr}. If K’ = C, then K = K’ = 
cone{z,, zs, . . . , z,_~}, and thus by the inductive assumption the result is 
true. W 
LEMMA 4.5. Let .PZ be a ray pattern such that there is an A E& with 
det A = LY. Then for any /3 > 0, there is a matrix B E ~‘such that det B = 
Pa. 
Proof. Form the matrix B by multiplying the first row of A by P. w 
THEOREM 4.6. Let & E M,(C) be a ray pattern, and let r = 
{tl> t,, . . . , t,} be an isolated set of transversals of &, with T = {T,, T2, . . . , T,} 
the corresponding signed transversal products. Then int cone T G S(d). 
Proof. If all the signed transversal products in T lie on a line through 0, 
then int cone T is empty and the result follows trivially. Otherwise, by 
Lemma 4.4, without loss of generality we can assume that 2 < r < 4. We can 
also assume that T,, T,, . . . , T,. are distinct. Suppose T(d) = 
IT,, T,, . . . > T,., T,+l, . . . , Tk) and consider the terms in the standard expan- 
sion of det( X 0 &), where X is a matrix with (variable) positive entries. Since 
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7 is isolated we can make the following selections. For each j > r, select pj, 
qj so that xPjqj is a factor in the term with coefficient q, but not in the terms 
with transversal products in T as coefficients. Set r 
K 
= 6. For each j < r, 
select pj, qj such that xPjqj is a factor of the term & ’ coefficient I; but not 
a factor of any other term with a coefficient in T. S&t xp1,4L = aI, and for 
I <j < r, set xppq, = aj llf~~ (1 - q). Also set x~~,~, = IJfZ,’ (1 - (~~1. 
Set all other entries of X equal to 1. Let f(c?, aI,. . . , a,_ 1> equal det(X 0 A) 
with the above substitutions. If r = 2, then 
f(s, q) = Q(S, q) + a,T, + (1 - q)T,, 
where g(6, (~~1 is a complex polynomial which is bounded for 6, (Ye E [O, 11. 
For small fured S, as (Ye varies from 0 to 1, f<S, aI> traces out a continuous 
connected curve that approximates the line from T, to T,. The result now 
follows from Lemma 4.5. 
If r = 3, then 
f(6, %,a,) 
= Sg(b,, cr2) + qT, + (1 - a,) a2Tz + (1 - q)(l - a2)T3. 
For any fured small positive value of S define 
(f(S,0,4ts), o<tgf, 
Fds,t) = 
i 
f(S,(4t - l)s,s), f <t < ;, 
j-@&(3 - 4t)s), + <t Q a, 
f(S,(4 - 4t)s,0), $ <t Q 1. 
Notice that for small values of S and as t varies from 0 to 1, F’(1, t) is a 
continuous connected curve that approximates the line segments from T3 to 
T,, T, to T,, and T, to T3. Hence by Lemma 4.5, all nonzero points in 
int cone T are in S?(M). If 0 E int cone T, then notice that for sufficiently 
small S, Fs(s, t) is a path homotopy between the curve &(I, t) (which has 
zero in its interior) and the point F,(O, t) = T3. Thus the range of F, cannot 
contain a puncture (see for example [8, Chapter S]), and hence 0 is a point in 
the range of F, and in the range of f, and thus 0 E 9(d). 
If r = 4, then 
f(~,~l>%~%) 
= Sg(hq, 4 + alT1 + (1 - ~~zTP 
+(l - q)(l - a2)cr3T3 + (1 - a,)(1 - q)(l - a3)TY. 
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We can assume, without loss of generality, that T,, T2, T3, T4 are ordered in a 
clockwise fashion. Analogous to the above, for any fEeted small positive value 
of S define 
‘f(&0,0,5ts), ogt& 
f(&0,(5t - I)s,s>, $a<$, 
F&J) = +%(5t - Qs,s,s), ;a<;, 
f(s,s,(4 - 5t)s,(4 - 5t)s), $ <t < 4, 
,f(6,(5 - 5t>sJw>, ;<t<1. 
Notice that for small values of S and as t varies from 0 to 1, F,(l, t) is a 
continuous connected curve that approximates the line segments from T4 to 
T3, T3 to T,, T, to T,, and T, to T4. Hence by Lemma 4.5, all nonzero points 
in int cone T are in 9(d). If 0 E int cone T, then notice that for sufficiently 
small 6, FJs, t) is a path homotopy between the curve F,(l, t> (which has 
zero in its interior) and the point Fs(O, t> = T4. Thus, as before, we can 
conclude that 0 E S(.W’>. n 
EXAMPLE 4.7. Consider the matrix A of Example 3.4. Then, if X has 
positive entries, 
det( X0 A) = (l)xl,x,,x,,x,, + (e-“3”‘4)X11X22x34x43 
+(e i3*‘4h2x21x33x44 + (1h2x21x34x43’ 
Since A is block diagonal, it is easy to see that 
G?(d) = aei0 
i I 
37T 3?r 
cuzo,-P<B<_4. 1 
The signed transversal products of A are T, = 1, T, = e-i3m/4, T3 = ei3=i4, 
and T4 = 1, corresponding to transversals t,, t,, t,, t,, respectively. Notice 
that {t,, t2} and (t,, t4) are isolated. By Theorem 4.6, int cone{?;, T,} cA’(JV) 
and int coneIT,, T4} c 9(d). However, {t,, t3) is not isolated, and in fact 
intcone(T,, T,} nS?(_w’) = 0. 
RAY PATTERNS OF MATRICES AND NONSINGULARITY 373 
The following corollary provides a connection between ray nonsingularity 
and isolated sets of transversals. 
COROLLARY 4.8. L..et ti be a ray pattern with an isolated set r of > 2 
transversals, and let T be the corresponding set of signed transversal products 
of H. Zf 0 E int cone T, then JV is not ray-nonsingular. 
As an application of Corollary 4.8 let A EJ& where LY’ is as in Example 
3.3. Then 
is an isolated set of transversals. The corresponding signed transversal prod- 
ucts are equal to e+3a/4, ei3V/4, and 1, respectively. Hence by Corollary 4.8 
ti is not ray-nonsingular. 
The concept of extending sign non-singularity to complex matrices was 
imlependently proposed by C. R. ] o h nson, who discussed it with some of the 
authors. We also thank B. L. Shader for providing an example showing that 
the converse of Theorem 3.1 is false, and a referee for constructive comments. 
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