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Kapitel 1
Einleitung
Digitalisierung und weltweite Vernetzung haben zu einer Flut von Daten ho¨chst unterschied-
lichen Inhalts und Formats gefu¨hrt, die es durch gezielte multimediale Techniken sinnvoll
zu nutzen gilt. Insbesondere sind Verfahren zur Indexierung, zum Browsing und Retrieval
in diesen multimedialen Datenbesta¨nden, durch die dem Benutzer die Daten erst zuga¨nglich
gemacht werden, von großer Bedeutung. Wa¨hrend fu¨r rein textuelle Dokumente in diesem
Zusammenhang schon eine Reihe von Methoden entwickelt wurden, steht man bei multi-
medialen Dokumenten hier noch vor vielen ungelo¨sten Problemen, was insbesondere an der
Inhomogenita¨t und Komplexita¨t der Daten liegt.
Allein schon der Fall des Datentyps Audio, um den es in dieser Arbeit geht, ist a¨ußerst kom-
plex. Zur Beschreibung von Musik gibt es viele verschiedene Mo¨glichkeiten, von denen die
meisten im Hinblick auf bestimmte Verwendungszwecke entwickelt wurden. So wird z. B. ein
Musikstu¨ck vollsta¨ndig durch die Darstellung der akustischen Wellenform – oft kodiert im
PCM-Format – beschrieben und kann u¨ber geeignete Ausgabegera¨te, z. B. mit einem CD-
Gera¨t, wiedergegeben werden. Die Wellenform hat allerdings den Nachteil, dass inhaltsbe-
zogene Informationen – wie z. B. die dem Musikstu¨ck zugrundeliegenden Noten – praktisch
nicht ablesbar sind. Daru¨ber hinaus ist der hohe Speicherbedarf der PCM-Daten fu¨r viele An-
wendungen nicht akzeptabel. Im Gegensatz hierzu wird ein Musikstu¨ck durch die Partiturdar-
stellung rein durch inhaltsbezogene Informationen wie Tonho¨hen, Tondauern, Einsatzzeiten
sowie Tempo- und Dynamikangaben beschrieben. Damit eignet sich diese Darstellungsform
sowohl als Spielanleitung fu¨r Musiker als auch fu¨r die algorithmische Verarbeitung durch
Computer. Hinzu kommt, dass diese parametrische Darstellungsform der Musik im Vergleich
zum PCM-Format a¨ußerst speichereffizient ist. Ziel einer digitalen Musikbibliothek (DMB)
ist es nun, solch unterschiedliche Daten mit Hilfe multimedialer Techniken neuen Nutzungs-
und Speicherformen zuga¨nglich zu machen, wie z. B. weltweiter Zugriff, neuartige Retrieval-
und Browsing-Techniken oder multimediale Weiterverarbeitung gefundener Dokumente etwa
zu Lehr-, Forschungs- oder Pra¨sentationszwecken.
Diese Aufgabenstellungen dienen als Ausgangspunkt fu¨r die vorliegende Arbeit, in der neue,
fu¨r diese Ziele grundlegende Algorithmen entworfen, implementiert und getestet werden. Zum
einen geht es um Algorithmen zur Extraktion von musikalisch relevanten Parametern, wie z. B.
Einsatzzeiten oder Tonho¨hen aus einer Wellenformdarstellung eines Musikstu¨cks. Diese In-
formationen sind im Hinblick auf inhaltsbasiertes Retrieval und Browsing in PCM-Daten
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von großer Bedeutung. Zum anderen werden Algorithmen zur Synchronisation verschiedener
Darstellungen ein und desselben Musikstu¨cks entworfen. Hierbei verstehen wir unter Syn-
chronisation ein Verfahren, das zu einer bestimmten Position innerhalb einer Darstellung
eines Musikstu¨cks (z. B. in einem PCM-Datensatz) die entsprechende Stelle innerhalb einer
anderen Darstellung (z. B. MIDI-Datensatz) bestimmen kann. Die Verlinkung verschiedener
Datenformate ist ebenfalls fu¨r die inhaltliche Suche in multimedialen Datenbesta¨nden grundle-
gend. Weitere Anwendungsbeispiele wa¨ren die synchrone Darstellung von Partiturinformation
wa¨hrend der Wiedergabe einer Audio-CD oder die synchrone Darstellung der entsprechenden
Partiturstellen bei einer Auffu¨hrung eines Klavierstu¨cks zu pa¨dagogischen Zwecken.
Hintergrund
Ein großes Problem bei multimedialen Datenbanken sind die verschiedenen Datenformate,
die allein schon bei reinen Musikdaten anzutreffen sind. Ga¨ngige Datenformate sind Par-
titurdatenformate wie Score oder Capella, partiturnahe Datenformate wie MIDI sowie das
wellenformbasierte PCM-Datenformat. Dabei kann das MIDI-Datenformat als eine Art Bin-
deglied zwischen den anderen Datenformaten angesehen werden, denn es kann auf der einen
Seite zwar wesentliche Pariturinformationen enthalten, auf der anderen Seite aber auch In-
terpretationen des jeweiligen Musikstu¨cks erfassen. Der Schwerpunkt dieser Arbeit ist die
Entwicklung von Synchronisationstechniken, die zur automatischen Verlinkung von partitur-
nahen Daten (MIDI) und akustischen Wellenformdaten (PCM) eingesetzt werden ko¨nnen. Zur
besseren Einordnung und Abgrenzung des Themas wollen wir im Folgenden auf verwandte
Problemstellungen wie die Segmentierung, Extraktion, Musiktranskription und Synchronisa-
tion eingehen und anschließend einen U¨berblick zum Stand der Forschung geben.
In der Audiosignalverarbeitung versteht man unter der Segmentierung die zeitliche Unter-
teilung eines akustischen Signals in logisch zusammenha¨ngende Bereiche. Die Segmentierung
eines Musikstu¨cks kann zum einen auf rein inhaltsbasierten Kriterien beruhen, wie z. B. die
Unterteilung einer Sonate in einzelne Sa¨tze, die Unterteilung eines Sonatensatzes in Expo-
sition, Durchfu¨hrung und Reprise und diese wiederum in musikalische Phrasen. Auch die
Einteilung eines Musikstu¨cks in Takte kann als zeitliche Segmentierung aufgefasst werden.
Im Gegensatz hierzu geht es beim Segmentierungsproblem von Audiosignalen meist um die
Zerlegung in elementare Bestandteile. Dabei handelt es sich im Fall von Sprachsignalen bei
den Segmenten zum Beispiel um Phoneme oder im Fall von monophonen Musikstu¨cken um
die einzelnen To¨ne. Im letzteren Fall sind die Segmentgrenzen also gerade die Anfangs- und
Endpunkte der To¨ne, die es zu bestimmen gilt [72]. In dieser Arbeit handelt es sich bei
den Audiosignalen typischerweise um Aufnahmen polyphoner Musikstu¨cke, die im PCM-
Datenformat vorliegen. Selbst im Fall eines einzelnen Instruments – wir konzentrieren uns
im Folgenden auf das Klavier – ist es bei polyphoner Musik nicht mehr offensichtlich, wie
die Segmentgrenzen sinnvoll definiert werden ko¨nnen. Bei den entsprechenden Audiosignalen
handelt es sich hierbei um komplexe Klanggemische, die sich aus neu hinzukommenden und
gleichzeitig schon abklingenden To¨nen und Akkorden zusammensetzen. Hierbei sei betont,
dass schon einzelne To¨ne komplexe, sich aus den Partialto¨nen konstituierende Kla¨nge dar-
stellen. In Verbindung mit Resonanzeffekten fu¨hrt die U¨berlagerung von verschiedenen To¨nen
zu u¨berraschenden Pha¨nomenen sowohl im Frequenz- als auch im Amplitudenverlauf der ein-
zelnen Partialto¨ne (siehe auch Kapitel 2). Aufgrund dieser Pha¨nomene ist ein allgemeinerer
3Segmentierungsbegriff no¨tig. Segmentgrenzen werden definiert durch die Zeitpunkte, an de-
nen abrupte Vera¨nderungen im Spektrum wie auch in der Energie des Signals auftreten. Bei
den Segmenten handelt es sich daher um Abschnitte, in denen sich das Audiosignal nur un-
wesentlich vera¨ndert und deshalb als quasiperiodisch angenommen werden kann (siehe auch
Abschnitt 2.4). Die so definierten Segmentierungsgrenzen stellen somit Kandidaten fu¨r die
Einsatzzeiten von To¨nen dar.
Das Segmentierungproblem kann als Teilproblem des allgemeineren Extraktionsproblems an-
gesehen werden. In der Audiosignalverarbeitung geht es bei der Extraktion um das ”Her-
ausziehen“ geeigneter Parameter aus einem Musiksignal, welche – quasi als Extrakt – den
zugrundeliegenden musikalischen Gehalt beschreiben. Hierzu za¨hlen neben den oben erwa¨hn-
ten Kandidaten fu¨r die Einsatzzeiten insbesondere auch spektrale Parameter zur Beschrei-
bung der Tonho¨hen sowie Parameter zur Beschreibung der Tondauern und Lautsta¨rken. In
diesem Zusammenhang ko¨nnen z. B. Beat- und Tempotracking als Spezialfa¨lle des Extrakti-
onsproblems angefu¨hrt werden, bei denen insbesondere zeitliche und dynamische Parameter
geeignet interpretiert werden mu¨ssen [11, 35, 36, 84] und in manchen Fa¨llen die spektralen
wiederholten Strukturen [30]. Bei der automatischen Begleitung werden vor allem spektrale
Parameter zur Bestimmung von Tonho¨hen eingesetzt [19, 72], manchmal sogar in der Kombi-
nation mit Energieparametern [9]. Es sei an dieser Stelle erwa¨hnt, dass die Bestimmung von
Tonho¨hen aus den entsprechenden spektralen Parametern bei polyphoner Musik ein meist
noch ungelo¨stes Problem darstellt. Dies liegt unter anderem daran, dass sich in dem Klangge-
misch Partialto¨ne u¨berlagern und sich damit nicht mehr eindeutig den Einzelto¨nen zuordnen
lassen. Mo¨gliche Ansa¨tze zur Lo¨sung des Tonho¨henextraktionsproblems sind die Verwendung
von Instrumentenmodellen und Notenschablonen [6, 64], oder die Verwendung von Zusatzin-
formation z. B. in Form von Partiturdaten [83]. Diese beiden Ansa¨tze werden auch in dieser
Arbeit eine wichtige Rolle spielen (siehe Kapitel 4).
Bei der Musiktranskription geht es grob gesprochen um die U¨bertragung einer Musikaufnah-
me in Notenschrift. Mit anderen Worten sollen aus einem Audiosignal die Partiturdaten des
zugrundeliegenden Musikstu¨cks – wie z. B. die einzelnen To¨ne, Instrumente, Taktart, Tempo-
oder Lautsta¨rkebezeichnungen – gewonnen werden. Damit stellen Transkription und Extrakti-
on a¨hnliche Probleme dar, die sich aber in einem wesentlichen Punkt unterscheiden. Wa¨hrend
es sich bei den Partiturdaten um ”normierte“ Daten handelt, die dem Musiker als Spielanlei-
tung viele interpretatorische Freiheiten wie lokale Temposchwankungen und Klangfarbenma-
nipulationen lassen, beinhalten die extrahierten Parameter eines Musiksignals implizit sowohl
die Partiturinformationen als auch die spezifischen interpretatorischen Merkmale der jewei-
ligen Aufnahme. Damit bietet sich fu¨r das Transkriptionsproblem folgende Vorgehensweise
an. In einem ersten Schritt werden geeignete musikalische Parameter extrahiert, aus denen
Einsatzzeiten, Tonho¨hen, Tondauern etc. bestimmt werden. In einem zweiten Schritt mu¨ssen
diese Daten durch geeignete Quantisierungsverfahren ”bereinigt“ und normiert werden. So-
mit kann die Extraktion als eine Vorstufe zur Transkription aufgefaßt werden. Stellt schon
die Extraktion von Tonho¨hen aus Aufnahmen polyphoner Musikstu¨cke, wie oben erwa¨hnt,
ein weitgehend ungelo¨stes Problem dar, so gilt dies erst recht fu¨r die automatische Musik-
transkription . Spezialfa¨lle zur Musiktranskription werden u. a. in [10] behandelt.
Unter der Synchronisation versteht man ganz allgemein die zeitliche Abstimmung prinzipiell
unabha¨ngiger Prozesse, wenn diese in Wechselwirkung miteinander treten oder sich logisch
bedingen. Zum Beispiel mu¨ssen in multimedialen Anwendungen mehrere Datenstro¨me ver-
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schiedener Formate wie Video, Audio und Text zur gleichzeitigen Wiedergabe synchronisiert
werden. In dieser Arbeit verstehen wir unter dem Synchronisationsproblem die zeitliche Syn-
chronisierung verschiedener Varianten eines Musikstu¨cks, die als unabha¨ngige Datenstro¨me
normalerweise unterschiedlichen Datenformats gegeben sind. Die Synchronisation wird in
Form einer geeigneten Verlinkung realisiert. Hierbei handelt es sich z. B. bei dem einen Daten-
strom um die CD-Aufnahme eines Musikstu¨cks, bei dem anderen um die reinen Partiturdaten,
kodiert in einem geeigneten Datenformat. In diesem Fall kann das Synchronisationsproblem in
folgender Weise als eine zur Musiktranskription komplementa¨re Aufgabenstellung aufgefasst
werden. Geht es bei der Musiktranskription um die Bestimmung der Partiturdaten aus einer
gegebenen Musikaufnahme, setzt man beim Synchronisationsproblem das Vorliegen beider
Datenstro¨me voraus. Wa¨hrend es das Ziel der Transkription ist, die extrahierten Daten von
den interpretatorischen Freiheiten (z. B. lokale Temposchwankungen) der vorliegenden Auf-
nahme zu bereinigen, geht es bei der Synchronisation um die Erfassung gerade dieser inter-
pretatorischen Abweichungen der Musikaufnahme von der zugeho¨rigen Partitur. Wir werden
das Synchronisationsproblem in Kapitel 5 genau spezifizieren.
Die oben erwa¨hnten Aufgaben der automatischen Segmentierung, Extraktion und Transkrip-
tion polyphoner Musik sind bisher nur teilweise und mit einem eingeschra¨nkten Erfolg gelo¨st.
Wie wir in Kapitel 2 sehen werden, haben wir es mit einem sehr komplexen Problem zu tun, fu¨r
dessen Lo¨sung eine bedeutende Menge an Heuristiken notwendig sind. Die Idee, Modelle von
Instrumentenkla¨ngen zu verwenden, wurde von mehreren Autoren verfolgt [6, 50, 64, 72]. Da-
bei sind diese Modelle je nach Anwendung in Form von Notenschablonen, neuronalen Netzen
oder HMMs realisiert. Um eine instrumentenunabha¨ngige Lo¨sung zu erreichen, haben manche
Autoren Lo¨sungen, basierend auf Blackboard-Architekturen, vorgeschlagen, die eine spektrale
Analyse mittels des sogenannten Log-Lag-Autokorrelogramms realisieren. Zugleich wird bei
der Bestimmung von Akkorden Wissen aus der Kontrapunktlehre verwendet [51]. Dabei hat
man sich auf eine bestimmte Musikrichtung, ein Instrument und eine feste Anzahl von Stim-
men eingeschra¨nkt. In einer aktuelleren Arbeit [43] wird sogar die Extraktion von Tonho¨hen
aus noch komplexeren Kla¨ngen, die von mehreren gleichzeitig spielenden Instrumenten stam-
men, untersucht. Hier werden weder Klangmodelle noch andere Heuristiken verwendet. Die
Erkennung der Stimmen wird durch spektrale Gla¨ttung mittels Moving-Average-Techniken
und Subtraktionsmethoden realisiert. Allerdings werden – so die Autoren – nur einige der
wichtigsten Stimmen erkannt.
Nach dem heutigen Stand der Forschung folgt daraus, dass keines der bisher realisierten Sy-
steme, selbst fu¨r eingeschra¨nkte ”Laborbedingungen“, hinreichend robuste bzw. fehlerfreie
Ergebnisse liefert. Es ist zu bemerken, dass die bisher noch nicht untersuchte Kombination
von Instrumentklangmodellen und musiktheoretischem Wissen eine vielversprechende, aber
zugleich a¨ußerst komplizierte Lo¨sung darstellen ko¨nnte. Da aber die Extraktion der Musikpa-
rameter nur ein Teil des Synchronisationsproblems darstellt, haben wir diese Idee hier nicht
weiter verfolgt.
Zuletzt wollen wir darauf hinweisen, dass die Begriffe der Extraktion und Transkription in der
Literatur nicht sauber genug abgegrenzt sind. Oft wird die Extraktion der Einsatzzeiten und
Tonho¨hen mit der automatischen Musiktranskription gleichgesetzt, auch wenn sie, unserer
Meinung nach, weit von der endgu¨ltigen Transkription entfernt liegt. Wir werden in dieser
Arbeit vor allem den Begriff Extraktion bevorzugen. Beim Zitieren von anderen Arbeiten
werden wir aber die von den Autoren verwendeten Bezeichnungen verwenden. Wir bemerken,
5dass diese jedoch oft sehr vorsichtig zu ”genießen“ sind.
Beitrag und Gliederung dieser Arbeit
Diese Arbeit bescha¨ftigt sich mit dem Entwurf eines Gesamtsystems zur Zeitsynchronisation
von Partitur-, MIDI- und PCM-Daten im Fall von polyphoner Musik. Der allgemeine Fall
beliebiger Orchestermusik scheint mit den derzeitigen Methoden und technischen Mo¨glich-
keiten vo¨llig außer Reichweite zu sein. Wir haben uns daher auf den Fall von Klaviermusik
beschra¨nkt, was aber aufgrund der Polyphonie immer noch eine große Herausforderung dar-
stellt. Viele der in dieser Arbeit beschriebenen Methoden und entwickelten Algorithmen lassen
sich aber gut auch auf andere Instrumentgruppen u¨bertragen. Im Folgenden gehen wir auf die
Gliederung dieser Arbeit ein und fassen die Inhalte der einzelnen Kapitel zusammen. Dabei
wird auch auf den jeweiligen Beitrag der Arbeit eingegangen. Jedes Kapitel beginnt mit einer
kurzen U¨bersicht und an gegebener Stelle wird der jeweilige Stand der Forschung erla¨utert.
Kapitel 2 geht auf die hier grundlegenden Aspekte der Musik ein. Hierzu za¨hlen neben
den verschiedenen Darstellungsformen mit den zugeho¨rigen Datenformaten (Partiturforma-
te, PCM-Format, MIDI-Format) auch Aspekte der Interpretation und Wahrnehmung (Psy-
choakustik) von Musik. Weiterhin werden die fu¨r das Extraktionsproblem grundlegenden Cha-
rakteristika des Klavierklangs und die sich daraus ergebenden Folgerungen diskutiert.
Kapitel 3 stellt die hier beno¨tigten signaltheoretischen und mathematischen Grundlagen
dar und legt damit die Bezeichnungskonventionen fest. Insbesondere werden die beno¨tigten
Signalra¨ume, Operatoren und Signaltransformationen, wie z. B. die gefensterten Fouriertrans-
formationen und Multiratenfilterba¨nke, eingefu¨hrt. Die Grundbausteine fu¨r spezielle Filter-
bankba¨ume, deren Struktur an die Frequenzcharakteristik das Klaviers angepasst ist und
deren Auflo¨sung die Klavierto¨ne zu trennen vermag, werden entworfen.
Kapitel 4 befasst sich mit der Extraktion musikalischer Merkmale aus PCM-Daten. Diese
Parameter dienen als Ausgangsmaterial fu¨r das im na¨chsten Kapitel behandelte Synchroni-
sationsproblem von PCM- und partitura¨hnlichen Daten. Daher steht weniger die vollsta¨ndi-
ge Extraktion aller Partiturdaten im Vordergrund (wie es z. B. beim Transkriptionsproblem
no¨tig wa¨re), sondern vielmehr die Extraktion einer hinreichend großen Menge an Parame-
tern, die eine Synchronisation einer vorgegebenen Auflo¨sung ermo¨glicht. Hierfu¨r eignen sich
insbesondere die Einsatzzeiten und Tonho¨hen. Zur Bestimmung der Einsatzzeiten werden drei
verschiedene Ansa¨tze – basierend auf der autoregressiven Methode (LPC-Methode), einer am-
plitudenbasierten Methode und unter Verwendung von Novelity-Kurven – zur Segmentierung
von Audiosignalen vorgestellt. Anhand der Ergebnisse zahlreicher Experimente werden die
Vor- und Nachteile dieser Ansa¨tze diskutiert. Anschließend geht es um die Extraktion von
Tonho¨hen. Hierbei werden unter Verwendung geeigneter Multiratenfilterba¨nke Spektralpa-
rameter berechnet, aus denen sich schließlich mit Hilfe von Notenschablonen die Tonho¨hen
bestimmen lassen. Hierfu¨r wurde eine neuartige Strategie entwickelt, die im Gegensatz zu
energiebasierten Strategien [6], [43] das Frequenzspektrum von unten nach oben durchka¨mmt,
so dass auch leise, energiearme To¨ne besser erkannt werden ko¨nnen. Alle Algorithmen wur-
den in MATLAB implementiert und auf einem umfangreichen Datenmaterial getestet. Eine
Diskussion einiger der Experimente und Ergebnisse runden das Kapitel ab.
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Kapitel 5 diskutiert algorithmische Lo¨sungen diverser Synchronisationsaufgaben. Ausgangs-
punkt ist ein Musikstu¨ck, das in unterschiedlichen Formaten (Partitur, MIDI, Wellenform-
oder PCM-Darstellung) vorliegt. Demgema¨ß gibt es drei Arten von Synchronisationsproble-
men na¨mlich
• PM: Synchronisation von Partitur und MIDI
• PW: Synchronisation von Partitur und Wellenformdarstellung
• MW: Synchronisation von MIDI und Wellenformdarstellung
Partitur
MIDI Wellenform
PM PW
MW
MM WW
Abbildung 1.1: Verschiedene Synchronisationsaufgaben.
Wir beschra¨nken uns auf polyphone Klaviermusik.
Zur PM-Synchronisation sind schon algorithmische Lo¨sungen vorgeschlagen worden, siehe
[24, 38, 48]. Allerdings bleibt eine experimentelle Verifikation dieser Algorithmen meist aus
oder beschra¨nkt sich auf einfache Beispiele.
Das PW-Synchronisationsproblem ist bisher kaum studiert worden. Es wird in dieser Arbeit
unseres Wissens zum ersten Mal in solcher Allgemeinheit behandelt. Die besondere Schwierig-
keit dieser Aufgabe liegt in der Tatsache begru¨ndet, dass die Notenereignisse wie Einsatzzeiten
und Tonho¨hen nicht explizit vorliegen, sondern erst extrahiert werden mu¨ssen. Die dabei un-
vermeidlichen Fehler mu¨ssen im Nachhinein auf geeignete Weise kontrolliert werden.
Als noch schwieriger gestaltet sich die Lo¨sung des MW-Synchronisationsproblems, da die
MIDI-Datei als eine weniger sichere Referenzdatei im Vergleich zur Partitur angesehen werden
kann.
MM-Synchronisation bzw. WW-Synchronisation, d. h. die Synchronisation zweier MIDI-Ver-
sionen bzw. zweier PCM-Versionen ein und desselben Klavierstu¨cks, werden hier nicht weiter
betrachtet, ko¨nnten aber etwa u¨ber den Umweg
PM1 & PM2 −→ M1M2
PW1 & PW2 −→ W1W2
realisiert werden.
Der fu¨nfte Kapitel beginnt mit einer genaueren Problemspezifikation und geht dann im ersten
Abschnitt kurz auf den Stand der Forschung zu Synchronisationsproblem in der Musik ein.
Die Abschnitte 5.2 bis 5.4 widmen sich den drei Synchronisationsaufgaben (PM, PW, MW). In
allen drei Fa¨llen werden die Daten vorverarbeitet: um die Synchronisation robust gegenu¨ber
unscharfen (impliziten) Notenereignissen in der Partitur (wie z. B. Triller, Arpeggien oder
Verzierungen) zu machen, werden diese mittels sogenannter Fuzzy-Noten modelliert und ge-
sondert behandelt. MIDI-Dateien mu¨ssen aus technischen Gru¨nden sowie zur Steigerung der
7Robustheit zeitquantisiert werden, wa¨hrend aus den PCM-Dateien mit den in Kapitel 5 be-
schriebenen Verfahren Kandidaten fu¨r Einsatzzeiten und Tonho¨hen extrahiert werden. Dem
schließt sich ebenfalls eine Zeitquantisierung an. Auf den so vorverarbeiteten Daten werden
nun auf der Basis geeigneter Kostenfunktionen mittels dynamischer Programmierung kosten-
optimale zeitliche Verlinkungen (Matchings) berechnet. Die Kostenfunktionen ha¨ngen von
mehreren Parametern ab. Im fu¨nften Abschnitt gehen wir na¨her auf die Parameterwahl ein.
Unsere Verfahren wurden anhand zahlreicher Beispiele unterschiedlicher Komplexita¨t getes-
tet. Wir beschließen das Kapitel mit der Zusammenfassung der Testergebnisse und einem
Resume´.
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Kapitel 2
Aspekte der Musik
Musik ist eine der a¨ltesten menschlichen Kunst- und Kommunikationsformen. Der BegriffMu-
sik leitet sich vom griechischen Wort musike´ ab, worunter das griechische Altertum zuna¨chst
die musischen Ku¨nste Dichtung, Musik und Tanz als eine Einheit, dann die Tonkunst im
Besonderen verstand [58]. Musik ist ein komplexes Geflecht verschiedener Elemente, ange-
fangen bei der geistigen Idee bis hin zum akustischen Material. Diese Elemente stehen nicht
wie Inhalt und Form nebeneinander, sondern verbinden sich in der Musik ganzheitlich. Im
Folgenden gehen wir auf die fu¨r diese Arbeit beno¨tigten Aspekte der Musik ein, die in der
folgenden Abbildung schematisch dargestellt sind.
Aufzeichnung
Aufnahme der Wellenform
Formate:
PCM, wav, Kassette
Interpretation/Aufführung
der Musik
Musiker Hörer
Wahrnehmung
WellenformBeschreibung der Musik
Partitur, Musiknotation
Partiturformate
Psychoakustik
Komponist
Idee, Kreativität
Komposition
Schnittstellen
Ausgangspunkt der Musik, insbesondere bei der mehrstimmigen Musik des Abendlandes seit
dem 12. Jahrhundert, ist oft die geistige Idee des Komponisten. Dieser fixiert seine Komposi-
tion mittels einer Notenschrift, durch die die Musik u¨ber verschiedene Parameter wie Tonho¨he
und Tondauer der Noten beschrieben wird (Abschnitt 2.1). Unter Verwendung der Partiturin-
formation, erga¨nzt durch tieferes Wissen um den Gehalt und die Gestalt der Musik, realisiert
der Musiker den Klang der Komposition. Da nicht alle Parameter der Musik durch die Partitur
erfasst sind, bleiben dem Ku¨nstler dabei viele Freiheiten, was zu verschiedenen Interpretatio-
nen ein und desselben Musikstu¨cks fu¨hrt (Abschnitt 2.2). U¨ber die akustische Wellenform,
die Inhalt des Abschnitts 2.3 ist, erreicht die Musik den Ho¨rer. Diese Wellenform kann durch
Modelle beschrieben werden, die ihre quasiperiodische Natur beru¨cksichtigen (siehe Abschnitt
2.4). Wa¨hrend oder nach der Aufzeichnung der akustischen Wellenform wird das gewonnene
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Audiosignal zur Zweck der Verarbeitung und Abspeicherung in digitalen Medien geeignet ab-
getastet (Abschnitt 2.5). Die Auswahl der Abtastrate basiert auf zwei Kriterien: die spektrale
Energiekonzentration des Signals und die selektive Natur des menschlichen Geho¨rs. Auf die
psychoakustischen Effekte, die fu¨r die Wahrnehmung und das Ho¨rempfinden eine wichtige Rol-
le spielen, wird in Abschnitt 2.6 eingegangen. In dieser Arbeit steht insbesondere vom Klavier
erzeugte Musik im Mittelpunkt der Untersuchungen. Daher gehen wir in Abschnitt 2.7 geson-
dert auf die Charakteristika des Klavierklangs ein. Das MIDI-Datenformat, das als Standard
zur Ansteuerung von digitalen Instrumenten entwickelt wurde, nimmt eine Art Zwischen-
stellung ein, da es sowohl reine Partiturinformation kodieren, aber auch interpretatorische
Feinheiten erfassen kann. Damit eignet sich das MIDI-Format, auf das in Abschnitt 2.8 ein-
gegangen wird, besonders gut fu¨r die Aufgaben, die in dieser Arbeit in Angriff genommen
werden.
2.1 Musiknotation
Wie bereits in der Einleitung dieses Kapitels erwa¨hnt, beschreibt der Komponist sein Mu-
sikstu¨ck unter Verwendung festgelegter Symbole und unter Einhaltung vorgegebener Regeln
durch eine Notenschrift bzw. durch die Partitur, wodurch die Musik in einer lesbaren Form
fixiert wird (vgl. [58]). Wir beschra¨nken uns hier auf die klassische westliche Musiknotation,
auf deren Elemente im Folgenden kurz eingegangen werden soll.
Das Notensystem besteht aus insgesamt fu¨nf Notenlinien und eventuell zusa¨tzlichen Hilfslini-
en, in die die Symbole fu¨r die Noten, Pausen, Vorzeichen, Akzente usw. eingetragen werden.
Zur Festlegung der Tonho¨he dient der Notenschlu¨ssel, der am Anfang des Notensystems steht.
In der Klaviermusik wird neben dem G- oder Violinschlu¨ssel fu¨r die tieferen Noten der F- oder
Bassschlu¨ssel verwendet. Andere Schlu¨sselarten, wie z. B. der Tenorschlu¨ssel, der Altschlu¨ssel,
Mezzosopran- oder Sopranschlu¨ssel, werden fu¨r bestimmte Instrumente je nach ihrer Tonlage
gebraucht, sind aber fu¨r uns im Folgenden nicht von Bedeutung.
In ein solches mit dem entsprechenden Schlu¨ssel versehenes Notensystem kann eine Kom-
position notiert werden. Die Tonho¨he einer Note ist dabei durch die vertikale Position des
entsprechenden Notensymbols im Notensystem festgelegt, die Tondauer durch die Form des
Symbols. Die Tondauer ist durch eine rationale Zahl beschreibbar, die das Verha¨ltnis der No-
tendauern der verschiedenen Noten untereinander beschreibt. Das Gleiche gilt fu¨r die Taktart,
durch die das Musikstu¨ck in periodisch wiederkehrende Gruppen von betonten und unbeton-
ten Pulsschla¨gen gegliedert wird. Bei polyphoner Musik, d. h. mehrstimmiger Musik, werden
die gleichzeitig zu spielenden Noten, z. B. die Noten eines Akkords, u¨bereinander im Noten-
system notiert. Wenn es um mehrere Stimmen oder Instrumente geht, werden diese in Form
einer Partitur in u¨bersichtlicher Schichtung jeder dieser Stimmen aufgezeichnet. Hierbei ste-
hen alle gleichzeitig zu spielenden Noten und Pausen genau u¨bereinander.
Die absoluten, in Sekunden ausdru¨ckbaren zeitlichen Dauern der Noten bzw. Takte ergeben
sich aus der Angabe einer mit dem sogenannten Ma¨lzelschen Metronom (M.M.) bestimm-
baren bzw. vorgegebenen Zahl, welche die Anzahl der Schla¨ge einer Grundnotendauer pro
Minute angibt. Meist ist das Tempo einer Komposition aber nicht exakt, sondern nur durch
eine textuelle Tempobezeichnung, dem Grundtempo, angegeben. Begriffe wie Allegro oderMo-
derato sind eine vage Tempoangabe, die nur in Verbindung mit dem musikalischen Verlauf
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des Stu¨ckes aussagekra¨ftig ist (vgl. [39]). Daru¨ber hinaus gibt es Bezeichnungen fu¨r lokale
Tempoa¨nderungen wie z. B. accelerando, ritardando oder a tempo, die eine Beschleunigung,
Verlangsamung oder die Ru¨ckkehr in das Grundtempo fordern.
A¨hnlich wie bei der Tempoangabe werden auch fu¨r die Beschreibung der Dynamik textu-
elle Bezeichnungen verwendet. Absolute Lautsta¨rkegrade wie z. B. pp, mf, f oder fff gelten
allgemein fu¨r den gesamten Abschnitt bis hin zur na¨chsten Dynamikangabe. Bezeichnun-
gen wie z. B. crescendo oder decrescendo, oft auch durch Symbole auseinanderlaufender oder
zusammenlaufender spitzer Klammern beschrieben, regeln den lokalen Lautsta¨rkeverlauf der
Komposition.
Verzierungen einer Melodie werden meist nicht explizit notiert, sondern nur durch Sonder-
zeichen oder kleingestochene Zusatznoten angedeutet. Als Beispiele ko¨nnen hier Arpeggio,
Triller, Vorschlag, Doppelvorschlag, Nachschlag oder Tremolo angefu¨hrt werden.
In der neueren Zeit sind auf dem Markt Notationsprogramme wie Capella, Finale, Score und
Sibelius erschienen. Sie unterstu¨tzen mehr oder weniger die Aufzeichnung der wichtigsten No-
tationssymbole und unterstu¨tzen (erleichtern) wesentlich die Arbeit der Komponisten. Das
Notieren der Musik mittels PCs erlaubt, neben den bekannten Vorteilen der digitalen Da-
tenverarbeitung wie z. B. das Korrigieren, Kopieren und Einfu¨gen von Symbolen und Text,
auch die Umwandlung der internen Datenformate in das verbreitete und von vielen Notati-
onsprogrammen unterstu¨tzte MIDI-Format (siehe Abschnitt 2.8). Es ist leider zu bemerken,
dass bei dieser Umwandlung viele Elemente, wie z. B. Tempoangaben, Gruppierungen und
Verzierungszeichen, ignoriert werden.
          

     
      
           
     
 

 	 	 	 	 




  
               
          
        
      
Abbildung 2.1: Die Notation der ersten acht Takte des Trios aus Mozarts Klaviersonate in
A-Dur, Op. 331, erzeugt durch Capella.
2.2 Interpretation von Musik
Die im letzten Abschnitt beschriebe Musiknotation reicht selbst bei den einfachsten Mu-
sikstu¨cken nicht dazu aus, diese exakt zu beschreiben. Die Partitur entha¨lt zwar die wesentli-
chen inhaltlichen Parameter eines Musikstu¨cks, dient aber letztendlich nur als Spielanleitung
fu¨r den Musiker. Von ihm ha¨ngt es ab, wie er die Spielanleitung interpretiert und damit die
von dem Komponisten erdachte Musik reproduziert. Der Musiker u¨bernimmt damit nicht nur
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die Rolle des puren ”Klangerzeugers“, sondern die vielleicht noch wichtigere Rolle des Inter-
preten. Dabei hat er insbesondere bei der Organisation des Tempos, aber auch bezu¨glich der
Tonho¨he und des Timbres große Freiheiten (vgl. [79]). Die neuere Musik ist meist ziemlich
vollsta¨ndig notiert, und es gibt sogar Interpretationen, die direkt vom Komponisten angeleitet
werden. Bei der Musik fru¨herer Jahrhunderte stoßen wir fu¨r unsere heutigen Begriffe jedoch
auf eine ziemlich vage Notation bezu¨glich Tempo, Lautsta¨rke und Artikulation.
Die vage Notation ist aber nur ein Grund fu¨r das Vorliegen unterschiedlicher Interpretatio-
nen ein- und desselben Musikstu¨cks. Jede durch herko¨mmliche Musikinstrumente (d. h. nicht
auf elektronische Weise) erzeugte Interpretation eines Musikstu¨ckes hat ihren eigenen Cha-
rakter. Einem Musiker wird es nicht gelingen, zwei identische Interpretationen zu realisieren.
Hierfu¨r sind u. a. die sogenannten Mikrodeviationen der Einsatzzeiten (vgl. [8]), auch als Ran-
dom Timing Noise bezeichnet (vgl. [22]), als Grund zu nennen. Gerade diese kleinen lokalen
Abweichungen der Noteneinsatzeiten von den metronomisch exakten Positionen machen das
abstrakt notierte Musikstu¨ck erst zur Musik, verleihen der Musik Lebendigkeit und Aus-
druckskraft. Man denke als Vergleich nur an das stupide und leblose Abspielen einer Partitur
durch Notations- und Sequencer-Programme.
Die zeitlichen Mikrodeviationen werden auch zum Zweck der Klangfarbenmanipulation ver-
wendet, so verleiht z. B. das leicht versetzte Abspielen der To¨ne eines Akkords dem Klang
ein anderes Timbre. Weiterhin ko¨nnen sie eine Akzentuierungsfunktion haben wie z. B. im
Fall der Melodiefu¨hrung, wo der Melodieton eines Akkords manchmal zeitlich leicht abge-
setzt gespielt wird (Asynchronizita¨ten von bis zu ca. 30 Millisekunden, siehe Abschnitt 2.6).
Manchmal sind zeitliche Asynchronizita¨ten als eine Abspielmo¨glichkeit erlaubt, z. B. wenn
die To¨ne des Akkords sehr weit voneinander entfernt liegen, so dass sie nicht alle fu¨r je-
den Pianisten gleichzeitig greifbar sind und deshalb als Arpeggio gespielt werden. Zuletzt
sind zeitliche Mikrodeviationen manchmal auch nur auf unbeabsichtigte Ungenauigkeiten des
Musikers zuru¨ckzufu¨hren.
Da das Tempo einen fu¨r diese Arbeit fundamentalen Aspekt der Musik darstellt, wollen wir
im Folgenden hierauf genauer eingehen. Das Tempo eines Musikstu¨cks ist im Allgemeinen
sehr großen interpretationsbedingten Schwankungen unterworfen. Hierbei handelt es sich zum
einen um Abweichungen im Grundtempo, die sozusagen auf einer globalen Ebene operieren
und das gesamte Musikstu¨ck bzw. den gesamten Satz betreffen. Zum anderen treten erhebli-
che lokale Temposchwankungen innerhalb des jeweiligen Musikstu¨ckes auf. Es gibt zahlreiche
Kompositionen, wo von verschiedenen Interpreten vo¨llig unterschiedliche Grundtempi gewa¨hlt
werden. Beethovens Große Hammerklavier Sonate, Op. 106 in B-Dur, ist ein sehr gutes Bei-
spiel dafu¨r. Der erste Satz der Sonate, bei dem Beethoven ein Tempo von 138 Halbenoten pro
Minute vorgibt – ein praktisch nicht realisierbares Tempo – wurde von A. Schnabel und F.
Gulda gelegentlich mit einem Tempo von ca. 126 - 132 Halben pro Minute gespielt, wa¨hrend
Solomon und Ch. Rosen ein Tempo von ca. 120 Halben pro Minute wa¨hlten (vgl. [41]). Viele
Pianisten spielen diesen Satz mit einem Tempo zwischen 104 und 116, manche sogar mit einem
Tempo unter 90 Halben pro Minute. Die Gesamtspieldauer des ersten Satzes der Sonate be-
tra¨gt somit abha¨ngig vom Interpreten zwischen 8,75 (Schnabel) und 13 Minuten (Barenboim)
– ein erheblicher Unterschied.
Ein weiteres ha¨ufiges Pha¨nomen sind große Temposchwankungen innerhalb eines Musikstu¨ckes.
Am Beispiel BeethovensGrande Sonate Pathe´tique, Opus 13, in c-moll wurden in [41] die Tem-
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pi innerhalb des ersten Satzes fu¨r die drei in der Anzahl der Takte gleichlangen Abschnitte des
ersten Themas, des Seitensatzes und der Schlussgruppe fu¨r verschiedene Interpreten unter-
sucht. Die Ergebnisse zeigten, dass die Temposchwankungen insbesondere bei Interpreten der
a¨lteren Pianistenschule sehr groß waren (Abweichungen von bis zu 4 Sekunden zwischen den
unterschiedlichen Abschnitten, was einer Temposchwankung von 8-10% entspricht), wa¨hrend
die Abschnitte von den eher ju¨ngeren Interpreten relativ gleichma¨ßig gespielt wurden, so dass
die Schwankungen fast unbemerkbar waren (unter einer Sekunde bzw. 1-3%). Auch im Fall
der Waldsteinsonate, Opus 53 in C-Dur, traten a¨hnliche Pha¨nomene auf: Die ersten 12 Takte
des Beginns der Sonate, verglichen mit den ersten 12 Takten des Seitenthemas, stehen in ei-
nem Ungleichheitsverha¨ltnis von – je nach Interpreten – ca. 20:25 (Elly Ney), 15:19 (Gulda),
18:23 (Horowitz), 17:21 (Solomon) oder 18:24 (Gilels).
Die oben diskutierten Abweichungen im Grundtempo und die Temposchwankungen wirken
sich nicht nur auf die Gesamtdauer des Musikstu¨cks aus, sondern haben auch weitreichende
Folgen fu¨r die relativen Tondauern, was zu lokalen Schwankungen der Einsatzzeiten fu¨hrt.
Wir konkretisieren diese Aussage anhand einiger Beispiele. Bei einem rascheren Grundtem-
po fa¨llt im Allgemeinen ein rubato, also eine kontrollierte lokale Temposchwankung, wenig
stark aus. Auch die La¨nge von sehr kurzen Noten wie Verzierungsnoten, insbesondere die des
Typs appoggiatura (Vorschlag), verku¨rzen sich bei einem schnelleren Grundtempo meist nicht
proportional zu den la¨ngeren Noten.
A¨hnlich werden bei einem langsameren Grundtempo die Einsatzzeiten eines asynchron ge-
spielten Akkords nicht dem langsameren Tempo entsprechend skaliert, da sie in solch einem
Fall als Arpeggio klingen wu¨rden (vgl. [22]). Ein weiteres scho¨nes Beispiel ist der Fall des
Schlussritardandos, das in [23] in Abha¨ngigkeit vom Grundtempo verschiedener Interpreta-
tionen ein und desselben Musikstu¨cks untersucht wurde. Hierbei stellte sich heraus, dass das
Schlussritardando relativ zum Grundtempo viel deutlicher ausfiel, wenn das Grundtempo
schneller war.
Als ein letztes, hier erwa¨hntes Beispiel fu¨r Uneindeutigkeiten der Musiknotation, die zu ver-
schiedenen Interpretationen fu¨hren ko¨nnen, ist der Triller. Er bewirkt einen raschen Wechsel
einer Hauptnote mit der kleinen oder großen Obersekunde (vgl. [58]) und kann sehr unter-
schiedlich gespielt werden, abha¨ngig von der Epoche, dem Tempo und dem Interpreten. Einige
mo¨gliche Trillerexpansionen sind in Abbildung 5.2 illustriert.
Neben den zeitlichen Abweichungen bei verschiedenen Interpretationen, die in der Interpreta-
tionsfreiheit des Musikers begru¨ndet sind, tauchen bei vielen Einspielungen eines Musikstu¨cks
auch unabsichtliche Abweichungen von der Notation auf. Bei solchen Abweichungen handelt
es sich z. B. um fehlende To¨ne, zusa¨tzliche, in der Partitur nichtexistierende To¨ne oder eine
”Kombination von beidem“ (vgl. [24]), na¨mlich falsch gespielten To¨nen. Man spricht dann
auch von Einfu¨ge- (insertion), Lo¨sch- (deletion) bzw. Substitutionsfehlern (vgl. [24]). Selbst
den gro¨ßten Interpreten gelingt es nicht, solche Fehler vollsta¨ndig zu vermeiden. Dies bleibt
jedoch dem menschlichen Ohr meist aufgrund der Wahrnehmungscharakteristika des mensch-
lichen Ohres verborgen (siehe Abschnitt 2.6).
Am Beispiel des Tempoaspekts haben wir illustriert, dass die Notation eines Musikstu¨cks dem
Interpreten viele Freiheiten la¨sst. Die Notation ist nur eine grobe Beschreibung der wirklichen
Musik und darf dieser nicht gleichgesetzt werden. Man ko¨nnte sagen, dass die Musiknotation
einer Projektion der Musik auf einen a¨ußerst kleinen Parameterraum entspricht. Die ”Rekon-
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struktion“ der Musik aus diesen unzureichenden Parametern kann damit nicht eindeutig sein
und beno¨tigt das Zusatzwissen des Interpreten. Eine tiefergehende Disskusion u¨ber die Inter-
pretation von Musikstu¨cken, auch hinsichtlich weiterer musikalischer Aspekte, liegt außerhalb
des Rahmens dieser Arbeit. Wir verweisen auf die Literatur (siehe u. a. [47, 81]).
Zusammenfassend la¨ßt sich sagen, dass bei der Interpretation insbesondere von klassischer
Musik, viele Abweichungen vom Grundtempo auftreten, welche wiederum von Interpretation
zu Interpretation vo¨llig unterschiedlich ausfallen ko¨nnen. In Kapitel 5 werden wir den Begriff
der Tempokurve formalisieren, der neben dem Grundtempo insbesondere auch die lokalen
Temposchwankungen beru¨cksichtigt. Die Bestimmung der Tempokurve einer Interpretation
mittels eines automatischen Verfahrens stellt – wie wir in diesem Abschnitt plausibel gemacht
haben – ein komplexes Problem dar. In Kapitel 5 gehen wir im Kontext des Synchronisati-
onsproblems na¨her auf diese Problematik ein.
2.3 Wellenform und PCM-Format
Aus physikalischer Sicht erzeugt der Interpret durch seine Stimme oder unter Verwendung
eines Musikinstruments ein Audiosignal in Form einer Luftdruckschwingung, die sich um ihre
Quelle verbreitet und schließlich den Ho¨rer erreicht. Graphisch kann eine solche Luftdruck-
schwingung alsWellenform dargestellt werden (Abbildung 2.2). Aus physikalischer Sicht stellt
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Abbildung 2.2: Die Wellenformdarstellung eines zwo¨lfsekundigen Abschnitts des Trios aus
Mozarts Klaviersonate in A-Dur, Op. 331 (CD-Aufnahme).
schon ein einzelner von einem Musikinstrument erzeugter Ton ein a¨ußerst komplexes Klangge-
bilde dar, hier sei nur an die vorliegenden Oberto¨ne und rauschartigen Komponenten erinnert.
Zur besseren Abgrenzung zu einem reinen Sinuston sprechen wir in diesem Fall von einem
Musikton, den wir uns auch als quasiperiodisches Audiosignal vorstellen ko¨nnen. In Abschnitt
2.4 diskutieren wir zwei mo¨gliche mathematische Modellierungen von Musikto¨nen und ihren
Wellenformen. Abschnitt 2.5 behandelt dann das fu¨r diese Arbeit wichtige PCM-Format, in
dem ein Audiosignal in diskretisierter Form digital verarbeitet werden kann.
2.4 Modellierung von Musikto¨nen
Eine reine Sinusschwingung ist das durch die Amplitude A, Frequenz ω0 und Phase θ definierte
Signal
t 7→ A · sin(2piω0t+ θ).
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Ein typischer Musikton stellt keine periodische Schwingung dar, besitzt aber eine gewisse
quasiperiodische Natur. In seiner Sustain-Phase (siehe Abschnitt 2.7) ist es mo¨glich, ihn als
eine endliche Summe harmonischer Sinusschwingungen – das heißt reiner Sinusschwingungen,
deren Perioden sich von einer Grundperiode nur um ein ganzzahliges Vielfaches unterscheiden
– mit sich langsam vera¨ndernder Amplitude und Frequenz zu modellieren. Daru¨ber hinaus
entha¨lt ein Musikton auch nicht-periodische Komponenten wie z. B. rauschartige Kompo-
nenten und sogenannte Transienten (siehe Abschnitt 2.7). In der folgenden mathematischen
Modellierung eines Musiktons x werden diese nicht-harmonischen Komponenten, die meist Er-
scheinungen von kurzer Dauer und geringer Energie darstellen, vom quasiperiodischen Anteil
des Musiktons getrennt und mit ε(t) bezeichnet:
x(t) :=
N∑
n=1
An(t)sin[2pinω0t+ θn(t)] + ε(t). (2.1)
Hierbei sind An(t) und θn(t), n = 1, . . . , N die zeitabha¨ngigen Amplituden und Phasen der
n-ten Komponente der Summe, wobei diese sich typischerweise nur sehr langsam in der Zeit
vera¨ndern. Weiterhin bezeichne ω0 die Grundfrequenz. Wir nehmen an, dass ein Musikton von
endlicher Dauer ist, mit anderen Worten hat An(t) einen kompakten Tra¨ger, gegeben durch
ein Intervall [a, b] ⊂ R, wobei a der Einsatzzeit und b−a der Dauer des Klanges entspricht. Die
Modellierung 2.1 wird auch additive Synthese genannt, weil hier die einzelnen Komponenten
separat modelliert und schließlich addiert werden (vgl. [20], [71]).
Eine weitere sehr elegante Methode zur Modellierung von Musikto¨nen wird in [55] vorgestellt.
Hier werden verschiedene Aspekte von Kla¨ngen parametrisiert, wobei die zugeho¨rigen Para-
meterra¨ume (physikalische, mathematische und interpretative Ra¨ume) untereinander in einer
Beziehung stehen. Wir wollen im Folgenden kurz auf die physikalischen Aspekte dieser Model-
lierung eingehen. Zur Vereinfachung sollen hierbei bei der Modellierung nur die von der Schall-
quelle verursachten Schwingungen beru¨cksichtigt werden. Im strengen Sinne mu¨sste man auch
die durch die Raumakustik bedingten Vera¨nderungen der Schwingungen, welche wiederum von
der Konstellation der in Schwingung versetzten Objekte im Raum abha¨ngen, mitberu¨cksich-
tigen. Eine formale Beschreibung all dieser Parameter in Abha¨ngigkeit von Raum und Zeit
wa¨re aber a¨ußerst kompliziert und fu¨r unsere Zwecke nicht von wesentlicher Bedeutung.
Es sei zuna¨chst x ein beliebiges Audiosignal wie z. B. die in Abbildung 2.2 dargestellte Wel-
lenform. Wir betrachten die Folge der lokalen Maxima der Wellenform und verbinden diese
durch einen Polygonzug. Dies definiert eine zeitabha¨ngige Funktion, die wir mit Hx bezeich-
nen. Analog verfahren wir mit den lokalen Minima. Die beiden Polygonzu¨ge definieren die
sogenannte Hu¨llkurve, die in der Abbildung 2.3 dargestellt ist. Diese Grobdefinition soll ei-
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Abbildung 2.3: Hu¨llkurve der Wellenform von Abbildung 2.2
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ne fu¨r unsere Zwecke ausreichende intuitive Vorstellung des Begriffs Hu¨llkurve geben. Die
ADSR-Hu¨llkurven in Abschnitt 2.7 liefern weitere typische Beispiele.
Handelt es sich bei dem Audiosignal x um einen quasiperiodischen Musikton, so kann neben
der Hu¨llkurve die Farbfunktion Fx definiert werden, die die harmonischen Informationen
u¨ber x beinhaltet, also diejenigen Bestandteile, die fu¨r das Empfinden der Tonho¨he und der
Klangfarbe (Timbre) des Musiktons verantwortlich sind. Fx ist nach Definition eine stetige,
periodische Funktion Fx : R → R mit der Eigenschaft Fx(t + T0) = Fx(t), wobei T0 die
kleinstmo¨gliche Periode bezeichnet. Eine solche Funktion kann durch eine Fourierreihe mit
eindeutig bestimmten Koeffizienten αr und δr dargestellt werden [27]:
Fx(t) = α0 +
∞∑
r=1
αr sin(2pirω0t+ δr),
wobei ω0 := 1/T0 die Grundfrequenz des Musiktons ist. Der r-te Summand αr sin(2pirω0t+δr)
heißt die r-te Partialschwingung und wird auch als (r − 1)-ter Oberton bezeichnet. In diesem
Modell la¨ßt sich der Musikton x wie folgt aus Hx und Fx rekonstruieren:
x(t) = Hx(t) · Fx(t). (2.2)
Die rauschartigen und transienten Komponenten sind in dieser Darstellung nicht miteinbezo-
gen. Man ko¨nnte sie aber – so wie in (2.1) – getrennt vom quasiperiodischen Anteil des Klangs
modellieren. Wir verweisen auf Abbildung 2.4 fu¨r eine typische Zerlegung eines abklingenden
Musiktons in Hu¨ll- und Farbkurve.
Bei einem Vergleich der Formeln (2.1) und (2.2) stellt man fest, dass die Amplitudenfunktio-
nen An(t) in der ersten Formel als Hu¨llkurven der entsprechenden Partialto¨ne interpretiert
werden ko¨nnen. Die Modellierung in (2.1) ist damit wesentlich feiner und kommt der Realita¨t
auch na¨her, da die Amplitudenfunktionen An(t) in der Praxis im Allgemeinen verschieden
voneinander sind (siehe auch Abb. 2.9). Die Modellierung laut (2.2) ist aber gebra¨uchlicher,
wenn man allgemein u¨ber die Amplitudenhu¨llkurve eines Audiosignals spricht, und sie ist
wegen ihrer Kompaktheit in der Praxis leichter verwendbar, da Amplitudenparameter und
Klangparameter besser separiert sind.
U¨berlagerung der Oberto¨ne
Bei der U¨berlagerung zweier Musikto¨ne x1 und x2 entsteht ein komplexer Klang, dessen
Klangfarbe sowohl von den Amplitudenfunktionen der einzelnen Partialto¨ne als auch von
ihren Phasen abha¨ngt (siehe [74]). Wir gehen hierauf genauer ein und schreiben x1, x2 und
x := x1 + x2 gema¨ß (2.1) als
x1(t) :=
∑N
n=1A1,n(t)sin[2pinω1,0t+ θ1,n(t)] + ε1(t)
x2(t) :=
∑N
n=1A2,n(t)sin[2pinω2,0t+ θ2,n(t)] + ε2(t) sowie
x(t) :=
∑N
n=1An(t)sin[2pinω0t+ θn(t)] + ε(t)
Das Verha¨ltnis der Grundfrequenzen der beiden Musikto¨ne sei durch eine natu¨rliche Zahl
beschreibbar, also ω2,0 = i · ω1,0 mit einem geeigneten i ∈ N. Dann kommt es zu einer
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Abbildung 2.4: (a) die Hu¨llkurve Hx, (b) ein Ausschnitt aus der Farbfunktion Fx, (c) das
Signal x = Hx · Fx.
U¨berlagerung der einzelnen Partialto¨ne und fu¨r die resultierenden Amplituden gilt:
A2n(t) =
{
A21,n(t) +A
2
2,n/i(t) + 2A1,n(t)A2,n/i(t) cos[θ2,n/i(t)− θ1,n(t)] falls i|n
A21,n(t) sonst.
Aus der Formel folgt, dass die Amplitude sehr stark von der Phasendifferenz der Musikto¨ne
abha¨ngt. Dies zeigt, dass der spektrale Gehalt (siehe Kapitel 3) von u¨berlagerten Kla¨ngen
nicht einfach aus der Addition zweier Spektren gewonnen wird, sondern dass die zeitliche
Komponente (hier ausgedru¨ckt durch die Phasen), auch eine wichtige Rolle spielt. Falls man
diese außer Betracht la¨sst, kommt es zu Ungenauigkeiten bei der Tonho¨henextraktion, die
sich – wie wir in Kapitel 4 sehen werden – als Oktavenfehler manifestieren.
2.5 Diskretisierung und PCM-Format
Erst durch die Aufzeichnung und Speicherung kann Musik sowohl ra¨umlich als auch zeitlich
unabha¨ngig reproduziert und damit einem breiten Publikum zuga¨nglich gemacht werden.
Die Aufzeichnungstechniken haben sich in den letzten hundert Jahren rasant entwickelt und
wurden durch die Digitalisierung revolutioniert. Hierbei hat sich insbesondere mit der PCM-
Kodierung (Pulse-Code-Modulation) eine grundlegende digitale Darstellungsform der Musik
als Standard durchgesetzt, auf die wir wegen ihrer Relevanz auch fu¨r diese Arbeit im Folgenden
kurz eingehen.
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Bei der Aufzeichnung wird der Schalldruck eines Audiosignals in eine a¨quivalente elektrische
Spannung transformiert. Bei der anschließenden Digitalisierung durch den A/D-Wandler wird
das als elektrische Spannung vorliegende Signal zuna¨chst zwecks Bandbegrenzung gefiltert,
dann abgetastet und quantisiert. Das so vorverarbeitete Signal wird dann weiter kodiert,
so dass es sich fu¨r eine Verarbeitung mittels Rechner oder fu¨r die Speicherung auf diversen
digitalen Datentra¨gern (z. B. DAT, CD, MiniDisc) eignet.
Dieses in mehreren Schritten durchgefu¨hrte Digitalisierungsverfahren ist verlustbehaftet, d. h.
es gehen Informationen verloren und die urspru¨ngliche akustische Wellenform kann nur noch
approximativ aus den digitalen Daten rekonstruiert werden. Meist sind allerdings die Trans-
formationsschritte so gewa¨hlt, dass die Informationsverluste nicht zu wahrnehmbaren Rekon-
struktionsfehlern fu¨hren (siehe 2.6).
Abtastung
Zur Vermeidung sogenannter Aliasingeffekte muß ein kontinuierliches Signal vor der Abtas-
tung bandbegrenzt werden. Bei ga¨ngigen Diskretisierungsverfahren wird daher das Ausgangs-
signal, das der analogen akustischen Wellenform entspricht, durch Filterung mit einem ge-
eigneten Tiefpassfilter passend zum menschlichen Ho¨rempfinden auf 0 − 20000 Hz bandbe-
grenzt (siehe Abschnitt 2.6). Dieses bandbegrenzte kontinuierliche Signal, im Folgenden mit
xc : R → C bezeichnet, wird dann durch Abtastung an a¨quidistanten Zeitpunkten diskreti-
siert:
x(n) := xc(nT ), mit n ∈ Z,
wobei T > 0 die Periode der Abtastung und x : Z→ C das resultierende diskretisierte Signal
bezeichne.
Die Abtastperiode T bzw. die Abtastrate ω := 1/T wird durch das Shannonsche Abtasttheo-
rem bestimmt. Es besagt, dass fu¨r ein stetiges, durch Ω > 0 bandbegrenztes Signal die Abtast-
rate ω mindestens so groß wie die durch 2Ω definierte Nyquist-Frequenz sein muss, um eine
vollsta¨ndige Rekonstruktion des Signals aus diesen Abtastwerten zu garantieren. Theoretisch
la¨sst sich dann das kontinuierliche Signal xc mit Hilfe der Shannonschen Synthesefunktionen
(sinc-Funktionen) durch folgende Interpolationsformel wiedergewinnen:
xc(t) =
∞∑
n=−∞
x
(n
ω
) sinpi(ωt− n)
pi(ωt− n) .
In der Praxis wird eine solche Synthese mittels Tiefpassfilterung mit analogen Filtern rea-
lisiert, deren Impulsantwort diese sinc-Synthesefunktionen approximieren (Genaueres u¨ber
Filterung in Kapitel 3).
Einerseits sollte die Abtastrate zur Vermeidung von Aliasingeffekten oberhalb der Nyquistrate
liegen. Andererseits ist auch eine allzu hohe Abtastrate nicht erwu¨nscht, da diese sich sowohl
erheblich auf den Speicherbedarf als auch die Berechnungskomplexita¨t auswirkt. In der Praxis
hat sich herausgestellt, dass es bei einer Bandbegrenzung von Ω = 20 kHz zu i. A. nicht
ho¨rbaren Verlusten bei der A/D-Wandlung kommt, was eine Abtastrate von mindestens ω ≥
40 kHz nahelegt. Standardwerte sind ω = 44, 1 kHz und ω = 48 kHz. Die erstgenannte
Abtastrate wird bei der Speicherung im CD-Format verwendet, die zweite entspricht der
sogenannten Studioqualita¨t. Im digitalen Rundfunk wird auch die Abtastrate ω = 32 kHz
verwendet.
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Quantisierung und Kodierung
Die Abtastung eines kontinuierlichen Signals entspricht einer zeitlichen Diskretisierung. In
einem weiteren Schritt mu¨ssen nun noch die im allgemeinen kontinuierlichen Abtastwerte dis-
kretisiert werden. Man spricht hierbei auch von Amplituden-Quantisierung. Hierbei werden
die unendlich vielen mo¨glichen Amplitudenwerte mittels einer endlichen Anzahl von genau
vorherbestimmten Quantisierungswerten dargestellt, was allerdings zu zusa¨tzlichen Informa-
tionsverlusten fu¨hrt. Die Gro¨ße des dadurch entstehenden Quantisierungsfehlers, auch Quan-
tisierungsrauschen genannt, ha¨ngt von der Gro¨ße der Quantisierungsschritte ab. Diese werden
in der Praxis so klein gewa¨hlt, dass der Quantisierungsfehler bzw. das sogenannte Signal-zu-
Quantisierungsrauschen-Verha¨ltnis unter einer vorherbestimmten Maskierungsschwelle liegt,
die gewa¨hrleistet, dass das Quantisierungsrauschen nicht von Menschen wahrnehmbar ist (sie-
he Abschnitt 2.6).
In einem letzten Schritt wird das so digitalisierte Signal kodiert, wobei bei einer festen Anzahl
q von Quantisierungsstufen (bei nicht-adaptiver Quantisierung) jeder Abtastwert mit Wo¨rtern
der La¨nge log2(q) kodiert wird. Zum Beispiel werden bei CD-Qualita¨t q = 216 Quantisierungs-
stufen verwendet, was bei der Kodierung zu Wo¨rtern der La¨nge 16 Bit fu¨hrt. Eine ho¨here
Auflo¨sung wird durch 20 und 24-Bit Quantisierung erreicht. Die letztere kommt u. a. beim
DVD-Audioformat zum Einsatz und liefert einen dynamischen Bereich von 144 dB. Zusam-
men mit der Abtastrate von 192 kHz erreicht man so eine sehr hohe Audioqualita¨t (vgl. [63],
[66]).
Dieses Verfahren zur Diskretisierung kontinuierlicher Audiosignale ist unter dem Namen Pul-
se Code Modulation (PCM) bekannt. Die so kodierten Signale, auch PCM-Signale genannt,
stellen in dieser Arbeit eines der grundlegenden Datenformate dar.
2.6 Psychoakustik
Die Musik ist als ein geistiges Produkt des Menschen nicht nur von kulturell bedingten ”Ein-
schra¨nkungen“ beeinflusst, sondern ebenfalls sehr stark an die Physiologie des menschlichen
Ohres angelehnt. Das menschliche Ho¨rempfinden und die physikalische Struktur von To¨nen
als Summe von Partialto¨nen (Obertonreihe) diente durch die Epochen hindurch als Basis u. a.
fu¨r die Modi und Tonsysteme (z. B. moll, Dur)1. Die Auswirkungen erstrecken sich in natu¨rli-
cher Weise auf das Komponieren, den Instrumentenbau und die Interpretation von Musik,
also auf das Musikleben in allen Bereichen.
Die Erkenntnisse u¨ber die psychoakustischen Pha¨nomene (siehe Abschnitt 2.6.1) und hier
vor allem die absolute Ho¨rschwelle, die kritischen Ba¨nder und die Maskierung werden im Be-
reich der Audiokodierung intensiv ausgenutzt. In Verbindung mit dem zeitlichen Auflo¨sungs-
vermo¨gen der menschlichen Ho¨rwahrnehmung (siehe Abschnitt 2.6.2) werden sie hier im Hin-
blick auf Komposition, Interpretation und Empfinden von Musik betrachtet. Die Hervor-
hebung von Melodien z. B. durch besondere Dynamik oder zeitlich verschobenen Anschlag,
auf die wir bereits in Abschnitt 2.2 eingegangen sind, wird hier in Zusammenhang mit dem
Auflo¨sungsvermo¨gen des menschlichen Ohres und der sogenannten Ru¨ckwa¨rtsmaskierung (sie-
1Die temperierte Stimmung und das aus ihr resultierende chromatische System stellen eine Modifikation
der Naturintervallverha¨ltnisse dar.
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he Abschnitt 2.6.3) erkla¨rt.
Aus diesem Abschnitt erhalten wir Erkenntnisse u¨ber die Interpretation von Musik und
variierende Auslegungen von Partituren. Diese liefern uns auch Parametergro¨ßen, die bei
der zeitlichen Segmentierung (siehe Kapitel 4) Verwendung finden. Die Frequenzauflo¨sung
des menschlichen Geho¨rs wiederum motiviert ihrerseits die Anwendung der dazu passenden
Multiraten-Filterba¨nke (siehe Kapitel 3).
2.6.1 Psychoakustik unter spektralen Aspekten
Das menschliche Geho¨r ist von selektiver Natur, da es nur Signale, deren Frequenzen etwa
im Bereich vom 20 bis 20000 Hz liegen (vgl. [93]), empfangen kann. Es ist ein System, das
aus mehreren Subsystemen besteht. Von diesen ist das Gehirn und dessen Verarbeitung von
Audiodaten bis jetzt am wenigsten verstanden. Hier werden wir uns ausschließlich auf das
Innenohr und seine Funktion konzentrieren.
Die im Innenohr lokalisierte Cochlea (Geho¨rschnecke) stellt einen mechanisch-elektrischen
Wandler des Geho¨rs dar, der zugleich eine frequenzselektive Funktion ausu¨bt. Die relativen
Schwingungen zwischen der Basilar- und der Deckmembran, die auf ihrem Weg von der Ohr-
muschel u¨ber Außen- und Mittel- bis zum Innenohr hin mehrfach modifiziert werden, werden
von den 3500 Haarzellengruppen2 des Cortischen Organs in Nervenimpulse umgewandelt und
weiter durch den Ho¨rnerv zum Gehirn geleitet (vgl. [3]). Die Basilarmembran spannt sich vom
ovalen Fenster, das zwischen dem Mittel- und Innenohr liegt, bis zur Schneckenspitze aus (vgl.
[58]). Fu¨r jede Frequenz gibt es eine bestimmte Position innerhalb der Basilarmembran, an
welcher die Haarzellen mit maximaler Amplitude schwingen. Fu¨r hohe Frequenzen befinden
sich diese Positionen na¨her am ovalen Fenster und fu¨r tiefe am anderen Ende der Mem-
bran. Eine derartige frequenzabha¨ngige Unterteilung der Basilarmembran suggeriert, dass
diese ungefa¨hr wie ein Frequenzenanalysator funktioniert. Dieser Analysator a¨hnelt einer aus
mehreren Frequenzba¨ndern bestehenden Filterbank.
Wenn zwei Sinusschwingungen gleicher Amplitude und eng benachbarter Frequenzen gleich-
zeitig erklingen, ergibt sich ein pulsierendes Signal, wie in Abbildung 2.5 (c) dargestellt. Ist
die Frequenzdifferenz gering, ho¨ren wir aufgrund der beschra¨nkten Frequenzauflo¨sung der Ba-
silarmembran einen vibrierenden, etwas rauen Klang (in der Musiktheorie dissonanter Klang
genannt). Erst ab einer genu¨gend großen Differenz der Frequenzen werden die beiden Kompo-
nenten vom Geho¨r getrennt. Nahe beieinander liegende Frequenzen stimulieren also – wenn
auch in unterschiedlicher Intensita¨t – eine Gruppe von Haarzellen in der Basilarmembran,
die zum gleichen kritischen Band geho¨ren. Unterscheiden sich die Amplituden der beiden
To¨ne erheblich, tritt der Maskierungseffekt ein – der leisere Ton, dessen Lautsta¨rke unterhalb
der Maskierungsschwelle liegt, wird abgedeckt. Diese Effekte werden sehr systematisch in der
Implementierung perzeptueller Audiocodierer ausgenutzt. Ausfu¨hrlichere Darstellungen des
Themas ”Maskierung“ und ihre Anwendbarkeit in der Audiocodierung findet man in [93]
und [89].
Ein Frequenzband wird kritisch genannt, wenn zwei beliebige verschiedene Frequenzen in-
nerhalb seiner Breite aufeinander wirken bzw. einander maskieren ko¨nnen. Die Breite der
2Eine Haarzellengruppe besteht aus einer inneren und 3 bis 4 a¨ußeren Haarzellen (vgl. [58]), deren Funk-
tionen noch nicht vollsta¨ndig gekla¨rt sind (vgl. [3]).
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Abbildung 2.5: a) Abschnitt einer Sinusschwingung mit der Frequenz f1 = 83.40 Hz (ent-
spricht der Grundfrequenz von Ton E3), b) Abschnitt einer Sinusschwingung mit der Frequenz
f2 = 87.30 Hz (entspricht der Grundfrequenz von Ton F3), c) das durch Addition der Signale
aus a) und b) resultierende pulsierende Signal.
kritischen Ba¨nder ko¨nnen u¨ber folgendes psychoakustisches Pha¨nomen bestimmt werden: Die
Lautsta¨rke zweier gleichzeitig klingender To¨ne, deren Frequenzen nahe beieinander liegen,
wird geringer als die Summe ihrer tatsa¨chlichen Lautsta¨rken empfunden. Die Bandbreiten
werden dann u¨ber die Frequenzbereiche definiert, in denen solche Pha¨nomene auftreten.
Im Modell der sogenannten Barkskala wird das Frequenzspektrum in insgesamt 24 kritische
Ba¨nder unterteilt, deren Bandbreiten experimentell bestimmt wurden (vgl. [93]). Die kriti-
schen Ba¨nder fu¨r die Frequenzen unterhalb von 500 Hz haben eine Breite von ca. 100 Hz. Ab
500 Hz ergibt sich die Breite in etwa aus der Frequenzspanne dreier Halbto¨ne (vgl. [67]), bzw.
aus ca. 20 % der mittleren Frequenz des Bands (vgl. [93]).
Abschließend gehen wir noch auf das Pha¨nomen der absoluten Ho¨rschwelle oder der Ru-
heho¨rschwelle ein. Die absolute Ho¨rschwelle stellt den minimalen, von der Frequenz abha¨ngi-
gen Schalldruck dar, der gerade ausreichend ist, um wahrgenommen zu werden. Der Bereich
zwischen 2 – 5 kHz ist derjenige, bei welchem die absolute Ho¨rschwelle ihren kleinsten Wert
annimmt, mit anderen Worten ist das Ohr in diesem Bereich am empfindlichsten. Die abso-
lute Ho¨rschwelle ha¨ngt stark vom Alter ab und variiert von Person zu Person. Sie dient als
Ausgangspunkt zur Bestimmung der Maskierungsschwelle.
2.6.2 Psychoakustik unter zeitlichen Aspekten
In diesem Unterabschnitt werden wir kurz auf das Pha¨nomen der Asynchronizita¨t von Klang-
ereignissen eingehen, welches sowohl die Seite des Rezipienten, als auch die des ausfu¨hrenden
Musikers betrifft. Hierbei geht es allerdings nicht um bewusste Grundkonzepte polyphoner
Musik (Fugenprinzip, Canon, Klangfarbeneffekte etc.), sondern um relativ kleine zeitliche
Differenzen bei mehrstimmiger Musik. Selbige ko¨nnen einerseits unbeabsichtigt und nicht ver-
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meidbar sein, andererseits bewusste Mittel zur Betonung bestimmter musikalischer Aspekte
(z. B. Verdeutlichung des Themas).
Vor der genauen Auseinandersetzung mit den beiden letztgenannten Aspekten wollen wir
kurz einige physiologische Tatsachen darlegen. Experimente mit synthetisierten To¨nen haben
gezeigt, dass das menschliche Ohr imstande ist, Asynchronismen ab ca. 2 ms zu erkennen. Die
Reihenfolge der aufeinander folgenden Ereignisse ist ab einer Zeitverschiebung von ca. 20 ms
bemerkbar (vgl. [75], [34]). Weitere Untersuchungen haben gezeigt, dass dieser Schwellwert
bei synthetisch erzeugten Musikkla¨ngen kleiner ist als bei ”reellen“ Musikkla¨ngen wie z. B.
bei Klavierto¨nen. Er steigt bei Intervallen von zwei To¨nen auf u¨ber ca. 30 ms an (vgl. [34]),
bei mehr als zwei To¨nen sogar auf bis zu 70 ms (vgl. [25]). Weiterhin unterscheidet sich die
physikalische Einsatzzeit einer Note von der perzeptuellen, d. h., die vom Menschen wahrge-
nommene Einsatzzeit ist im Vergleich zum tatsa¨chlichen Beginn des Klangs zeitlich verzo¨gert.
Hierbei spielt auch die Anstiegsphase (siehe Abschnitt 2.7) des jeweilgen Klangerzeugers eine
Rolle (vgl. [25]).
Wie schon in Abschnitt 2.2 erwa¨hnt, stellen Asynchronismen bei der Ausfu¨hrung mehrstim-
miger Musik eine Allta¨glichkeit dar. Dazu geho¨rt z. B. das nichtgleichzeitige Abspielen von
To¨nen, die laut Partitur gleichzeitig erklingen sollen. Bei Ensembles oder Orchestern tritt dies
ha¨ufig auf, weil hier mehrere Interpreten agieren, die nicht absolut synchron spielen ko¨nnen,
auch wenn der allgemeine Eindruck anders ist3. Bezu¨glich dieser Problematik wurden be-
reits mehrere Studien durchgefu¨hrt. Rasch (vgl. [75]) zeigt, dass Asynchronismen bei kleinen
Ensembles von insgesamt drei Instrumenten in einem Intevall von etwa 30 - 50 ms liegen,
abha¨ngig von den (Familien der) verwendeten Instrumente. Einer der Gru¨nde mag die An-
stiegsphase (siehe Abschnitt 2.7) der Instrumente sein, die z. B. bei den Streichinstrumenten
Werte zwischen 50 - 200 ms annehmen kann. Rasch vermutet, dass der Asynchronismus solcher
Instrumente, bei denen eine kurze und scharfe Anstiegsphase gegeben ist, sta¨rker wahrgenom-
men wird. In seinen Untersuchungen stellt er daru¨ber hinaus fest, dass auch das Spieltempo
mit der Intensita¨t zeitlicher Verschiebungen korreliert: je schneller das Tempo, desto synchro-
ner die Instrumentalisten. Sehr große Differenzen wurden in Passagen wie z. B. Satzanfa¨ngen,
Passagen mit sehr langen Noten in einer und sehr kurzen Noten in den anderen Stimmen, in
accelerierenden oder retardierenden Momenten beobachtet und allgemein in allen rhythmisch
komplexeren Fa¨llen oder in solchen, die eine neue zeitliche U¨bereinstimmung erfordern. Diese
ko¨nnen als nicht beabsichtigte Asynchronismen betrachtet werden.
Im Fall des Klaviers wurden a¨hnliche Analysen durchgefu¨hrt. Auch hier ko¨nnen die Asyn-
chronismen zwei verschiedene Ursachen haben: die motorischen Einschra¨nkungen und/oder
Charakteristika des Klaviermechanismus (unbeabsichtigte Asynchronismen) und die bewus-
ste asynchrone Abspaltung einzelner To¨ne eines Mehrklanges mit der Absicht der besonderen
Betonung, z. B. der Explikation einer Melodielinie. Diese Melodiefu¨hrung wurde lange Zeit
allein dem vorzeitigen Abspielen jener To¨ne zugeordnet. Neuere Analysen ergeben aber, dass
weitere Aspekte von Bedeutung sind. Goebl (vgl. [33]) folgert auf Grund seiner Messungen,
die auch die Zeit zwischen dem Anschlag der Taste und dem Anschlag der Saite durch den
Hammer beru¨cksichtigen, dass die Melodiefu¨hrung maßgeblich durch den Impuls des Tasten-
anschlags und die damit auftretenden, variierenden Kra¨fte bestimmt wird. Eine weitere Studie
3Das perzeptuelle Empfinden der Ho¨rer ist nicht nur vom Auflo¨sungsvermo¨gen des menschlichen Ohres
abha¨ngig; die Aufmerksamkeit des Ho¨rers spielt hier auch eine gewisse Rolle und ist meistens horizontal
(Richtung der Melodielinien) anstatt vertikal (Richtung Differenzen der Einsatzzeiten) orientiert (vgl. [75]).
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von Goebl und Parncutt (vgl. [34]) mit synthetischen und reellen Klavierkla¨ngen zeigt, dass
die Reihenfolge asynchron gespielter To¨ne erst ab 30 ms ho¨rbar ist und dass diese Differenz
nicht reicht, um den ersten Ton als den ”wichtigeren“ zu erkennen. In diesem Falle kann o. g.
Impuls ausschlaggebend fu¨r die Erkennung einer Melodie sein.
Fu¨r uns sind – zusammenfassend – die Erkenntnisse wichtig, dass Asynchronismen zwischen
den To¨nen eines Klangereignisses bei reellen Musikauffu¨hrungen in der Regel zwischen 30
und 50 ms liegen und dass sie (zumindest unter experimentellen Bedingungen) erst ab 30 ms
ho¨rbar sind.
2.6.3 Wechselwirkungen zeitlicher und spektraler Aspekte der Psychoakus-
tik
In diesem Unterabschnitt werden wir auf die Wechselwirkungen der zeitlichen und spektralen
Aspekte der Psychoakustik und deren Einflu¨sse auf Interpretationen eingehen. Erstens stellt
sich die Frage, welche Signale einen Maskierungseffekt bewirken ko¨nnen. Ist die Lautsta¨rke
das einzige Kriterium? Die Antwort finden wir wieder bei der Physiologie des Ohres. Die
Schwingungen in der Basilarmembran verschwinden (ra¨umlich gesehen) relativ direkt hin-
ter der Position, an welcher sie ihre maximale Amplitude erreicht haben (vgl. [54]). Tiefe
Frequenzen resonieren am hinteren Teil der Membran, hohe Frequenzen aktivieren die vorde-
ren Bereiche. Hieraus folgt, dass tiefe Frequenzen als Maskierer hoher Frequenzen auftreten
ko¨nnen, nicht jedoch umgekehrt. Rasch hat mit seinen Experimenten mit zwei To¨nen ver-
schiedener Ho¨hen, Einsatzzeiten und Lautsta¨rken versucht, die Effekte der Maskierung in der
Wahrnehmung polyphoner Musik zu erkla¨ren (vgl. [74], [76]). Eine wichtige Erkenntnis, die
aus diesen Studien folgt, ist, dass fu¨r die Wahrnehmung gleichzeitig klingender To¨ne sowohl
die Frequenzen als auch die Einsatzzeiten eine Rolle spielen ko¨nnen.
Bei zwei oder mehreren gleichzeitig gespielten To¨nen ist das Resultat ein komplexer Klang,
der aus der U¨berlagerung der einzelnen Partialschwingungen besteht. Die Erkennung bzw.
Differenzierung der Tonho¨hen ergibt sich in diesem Fall ausschließlich als Resultat der Fre-
quenzanalyse im Ho¨rorgan. Das Ohr analysiert dabei die Verha¨ltnisse zwischen den einzelnen
Frequenzen, gruppiert sie basierend auf diesen und zieht daraus Schlussfolgerungen u¨ber die
Ho¨hen der gespielten To¨ne. Ein Ton wird maskiert, falls seine Partialschwingungen in der
”Maskierungsumgebung“ des anderen Tons liegen und sein Schalldruckpegel um mindestens
20 dB niedriger als der der ”potentiellen Maskierer“ ist.
Die spektralen Maskierungseffekte entfallen, falls der Maskierer um wenige Millisekunden
verschoben ist. Die notwendige Zeitverschiebung ergibt sich aus der Ru¨ckwa¨rtsmaskierung,
die am ”effektivsten“ in der Zeitspanne von 10 − 15 ms vor der Einsatzzeit der Maskierer
ist (vgl. [74]). Die La¨nge dieses Intervalls ha¨ngt zusa¨tzlich von der Lautsta¨rke der To¨ne ab.
Bei einer Zeitverschiebung von 30 ms ist sogar ein relativer Schwellwert von −60 dB sogar
ausreichend. Erklingt also ein leiseres Signal mindestens 30 ms vor einem lauteren, so wird es
wahrgenommen, auch wenn sein Schalldruck 60 dB unterhalb des Schalldrucks des folgenden
Signals ist, insofern es u¨berhaupt oberhalb der absoluten Ho¨rschwelle liegt.
Die Asynchronismen sind also eine Voraussetzung z. B. fu¨r die Trennung der Melodie von der
Begleitung und die Verfolgung verschiedener Stimmen. Sie sind aber erst ab einem gewissen
Wert (ca. 30−50 ms) ho¨rbar, was gerade ausreichend ist, um unerwu¨nschte Maskierungseffekte
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zu beseitigen und diese von Interpretationsagogik zu trennen. Weiterhin sind die zeitlichen
Intervalle beim sequentiellen Spielen zweier To¨ne (Arpeggien und Glissandi sind hier nicht
miteinbezogen) im allgemeinen gro¨ßer als 50 ms. Dies stellt bei der Parameterwahl fu¨r unseren
Segmentierungsalgorithmus (Kapitel 4) und fu¨r das Clustering von Mehrkla¨ngen (Kapitel 5)
einen großen Vorteil dar. Wir ko¨nnen also annehmen, dass die minimale zeitliche Distanz
zwischen zwei hintereinander gespielten To¨nen bzw. Kla¨ngen weit u¨ber 50 ms liegt und alle
Einsatzzeiten, die sich unterhalb dieser Grenze befinden, als gleichzeitig erklingende Menge
von To¨nen interpretiert werden.
2.7 Charakteristika des Klavierklangs
Wie in Kapitel 1 beschrieben, stellen die Segmentierung von Musiksignalen und die Extraktion
von Tonho¨hen wesentliche Teilaufgaben der Synchronisationsaufgabe dar. Fu¨r den Entwurf
geeigneter Methoden und die Wahl geeigneter Parameter zur Bewa¨ltigung dieser Teilaufgaben
sind neben den schon besprochenen musiktheoretischen, interpretatorischen und psychoakus-
tischen Aspekten insbesondere auch die physikalischen Charakteristika der vorkommenden
Musikkla¨nge von fundamentaler Bedeutung. Diese ha¨ngen offensichtlich in starken Maße von
den jeweiligen Musikinstrumenten ab. Wir konzentrieren uns in diesem Abschnitt auf den fu¨r
uns relevanten Klavierklang.
2.7.1 ADSR-Hu¨llkurve
Die wie in Abschnitt 2.3 definierte Hu¨llkurve eines Musiktons kann grob in vier Abschnitte
unterteilt werden: die Anstieg- oder Attack-Phase, die Abkling- oder Decay-Phase, die Halte-
oder Sustain-Phase und schließlich die Release-Phase. Daher bezeichnet man die Hu¨llkurve
ha¨ufig auch als ADSR-Hu¨llkurve.
Im Fall des Klaviers resultiert die Anstiegphase aus dem Tastenanschlag. Wa¨hrend dieser Pha-
se steigt die Lautsta¨rke des Tons bis zu ihrem maximalen Wert an. In der sich anschließenden
Abklingphase fa¨llt diese bis zu einem bestimmten Amplitudenwert relativ schnell ab, um in
der folgenden Haltephase weitgehend unvera¨ndert zu bleiben. Mit dem Loslassen der Taste
beginnt die Release-Phase, wa¨hrend der die Lautsta¨rke des Tons bis zum Nullpunkt abklingt.
Die vier Phasen einer ADSR-Hu¨llkurve sind schematisch in Abbildung 2.6 dargestellt.
Dauer und Verlauf der einzelnen Phasen im ADSR-Modell sind stark instrumentenabha¨ngig,
bei manchen Musikinstrumenten fallen sogar ganze Phasen vo¨llig weg. So hat z. B. ein Blasin-
strument eine ku¨rzere Release-Phase als ein Glockenspiel. Der Verlauf der verschiedenen Pha-
sen in Abha¨ngigkeit vom Instrument wird in Abbildung 2.7 illustriert, in der die ADSR-Hu¨ll-
kurven des Kammertons a′ (A5 in MIDI-Notation, siehe Abschnitt 2.8) fu¨r sechs verschiedene
Instrumente dargestellt sind. Dabei wurden zur Verdeutlichung des instrumentenspezifischen
Verhaltens der Hu¨llkurve Instrumente verschiedener Instrumentengruppen ausgewa¨hlt.
Die Kenntnis der ADSR-Hu¨llkurven fu¨r spezifische Instrumente (Instrument Patches) findet
unter anderem bei der elektronischen Synthetisierung von Kla¨ngen des jeweiligen Instrumen-
tentyps Verwendung – sowohl bei Hardware-Synthesizern wie Keyboards als auch bei den
flexibleren Software-Synthesizern (vgl. [49], [77]).
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Abbildung 2.6: Typischer Verlauf einer ADSR-Hu¨llkurve.
2.7.2 Klaviermechanismus
Zum besseren Versta¨ndnis des Klavierklangs gehen wir kurz auf die Grundmechanismen dieses
Instruments ein.
Die Klaviatur eines handelsu¨blichen Klaviers besteht aus 88 Tasten, wobei sich der Tonumfang
auf etwas u¨ber sieben Oktaven (von A1 bis C9 in MIDI-Notation) erstreckt4. Die Anschlag-
mechanik des Klaviers ist a¨ußerst komplex und besteht neben der Tastatur u. a. aus den
Ha¨mmern und Da¨mpfern. Schla¨gt man eine Taste an, so springt der zu ihr geho¨rige Hammer
gegen eine Gleichklanggruppe von ein bis drei Saiten. Gleichzeitig hebt sich der Da¨mpfer der
entsprechenden Taste von den Saiten, so dass diese frei schwingen ko¨nnen. Beim Loslassen
der Taste senkt sich der Da¨mpfer wieder auf die Saiten und ha¨lt deren Schwingung an. Die
Schwingung der Saiten wird u¨ber einen Steg auf den Resonanzboden u¨bertragen und von
dort als Schall in die Umgebung abgestrahlt. Wa¨hrend der Einschwingzeit strahlen auch die
Saiten und der Steg einen geringen Teil des Gesamtklangs ab. Zu dem Gesamtmechanismus
des Klaviers geho¨hren auch die drei Pedale, mit denen verschiedene ”Lautsta¨rkemodulations-
funktionen“ gesteuert werden ko¨nnen. Weitere Einzelheiten u¨ber den Aufbau des Klaviers
findet man in z. B. in [26], [4] oder [92].
Sowohl die Farbe als auch die Qualita¨t des Klavierklangs ha¨ngen zu einem großen Teil vom
Aufbau des jeweiligen Instruments ab. Aber auch der Interpret kann durch seine Spielwei-
sen Einfluss auf die Klangfarbe nehmen (siehe Abschnitte 2.2 und 2.6). Wir beschreiben im
Folgenden die fu¨r diese Arbeit wichtigsten Charakteristika des Klavierklangs und diskutieren
verschiedene Parameter, die den Klang beeinflussen.
4Einige große Konzertflu¨gel haben sogar bis zu 97 Tasten.
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Abbildung 2.7: Die ADSR-Amplitudenhu¨llkurve des Kammertons a′ (MIDI-Bezeichnung A5),
erzeugt von sechs verschiedenen Instrumenten.
2.7.3 Tastenanschlag, Dynamik und Schalldruckpegel
Die Kraft, mit der eine Taste des Klaviers angeschlagen wird, bestimmt die Schnelligkeit
mit der der entsprechende Hammer aus seiner Ruheposition die Saiten erreicht und diese
anschla¨gt. Hiervon wiederum ha¨ngt offensichtlich die Lautsta¨rke des vom Klavier generierten
Musiktons ab. Abha¨ngig von der Kraft des Tastenanschlags wirkt der Hammerfilz auf der Saite
unterschiedlich hart. In diesem Fall spricht man von der dynamischen Ha¨rte des Hammers.
Fu¨r die Lautsta¨rke ist daru¨ber hinaus auch die statische Ha¨rte des Hammers von großer
Bedeutung, die sich aus der Ha¨rte und Beschaffenheit des Hammerfilzes ergibt (vgl. [80],
[26]).
Eine Vera¨nderung der Lautsta¨rke wirkt sich – wie sich aus einer spektralen Analyse ergibt –
nicht gleichma¨ßig auf alle Spektralkomponenten aus. Mit anderen Worten ist das Spektrum
eines lauten Klangs nicht einfach ein konstant versta¨rktes Spektrum des entsprechend leiseren
Klangs. Bei zunehmender Lautsta¨rke eines Musiktons a¨ndert sich die Energie der unteren
Spektralkomponenten nur wenig, wa¨hrend diese in den oberen Spektralkomponenten stark
ansteigt. Hinzu kommen neue, ho¨here Oberto¨ne, die in einer leiseren Variante des Musiktons
nicht pra¨sent sind. Somit ko¨nnen die hohen Oberto¨ne als Tra¨ger der Lautsta¨rke betrachtet
werden. Die erho¨hte Pra¨senz der Oberto¨ne ist auch der Grund, warum laute To¨ne oft als
”heller“ empfunden werden.
Unter der Dynamik versteht man den Gesamtumfang des Schalldruckpegels, von dem leisesten
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bis zum lautesten spielbaren Ton. Messungen zeigen, dass die Dynamik des Klaviers ca. 30
dB bis 35 dB betra¨gt (vgl. [26]). Die Dynamik kann unter Verwendung des Da¨mpferpedals
manipuliert und um ca. 1 dB gesenkt werden. Auch in diesem Fall treten gleichzeitig starke
Vera¨nderungen in der oben angesprochenen Spektralzusammensetzung auf.
Wir haben gesehen, dass Tastenanschlag, Lautsta¨rke und Spektralzusammensetzung eines
Tons in einer komplexen Beziehung stehen. Daru¨ber hinaus ha¨ngen diese Aspekte wieder-
um von der jeweiligen Tonlage ab. Experimentelle Messungen zeigen, dass dieselben An-
schlagssta¨rken bei verschiedenen To¨nen zu vo¨llig verschiedenen Schalldruckpegeln fu¨hren.
Weiterhin stellt sich heraus, dass bei einer Zunahme der Anschlagssta¨rke der Schalldruckpe-
gel bei verschiedenen To¨nen nicht in gleichem Maße zunimmt. Fu¨r weitere Einzelheiten und
die physikalischen Erkla¨rungen verweisen wir auf [26].
Die Erkenntnisse dieses Abschnitts sind fu¨r die Wahl geeigneter Parameter fu¨r die Zeitsegmen-
tierung und Tonho¨henextraktion von großer Bedeutung (siehe Kapitel 4). Sie legen nahe, bei
der Segmentierung von Musikstu¨cken zeitadaptive Schwellwert-Methoden einzusetzen. Zum
anderen ha¨ngt die Spektralzusammensetzung der Musikto¨ne von der Dynamik ab, so dass
beim Einsatz fest gewa¨hlter Schablonen fu¨r die einzelnen Musikto¨ne fehlerhafte Extraktionen
insbesondere bei extremer Dynamik zu erwarten sind.
2.7.4 Die Abklingphase
In Abbildung 2.8 sind die in Abschnitt 2.4 definierten ADSR-Hu¨llkurven fu¨r verschiedene
Klavierto¨ne dargestellt. Diese zeigen, dass die Haltephase im Fall des Klaviers nur schwach
ausgepra¨gt ist bzw. vo¨llig ausfa¨llt. Daru¨ber hinaus besteht in diesem Fall die Abklingphase aus
zwei ”Subphasen“, wobei die Abklingrate der ersten Subphase deutlich gro¨ßer ist als die der
zweiten. Dieses Pha¨nomen la¨sst sich nach [26] und [92] u. a. wie folgt erkla¨ren. Eine einzelne
Klaviersaite kann in zwei Richtungen schwingen: vertikal und parallel. Beide Schwingungen
fallen exponenziell ab, aber die vertikale Schwingung verklingt schneller als die horizontale,
die damit allma¨hlich zur vorherrschenden Schwingung wird. Aus der vertikalen Schwingung
entsteht somit der kurzlebige Sofortklang (erste Subphase der Abklingphase), aus der hori-
zontalen der langlebige Nachklang (zweite Subphase der Abklingphase). Weiterhin entnimmt
man der Abbildung, dass die Abklingrate der ersten Subphase bei steigender Tonho¨he zu-
nimmt und ku¨rzer wird. Abschließend sei bemerkt, dass die Abklingzeit – abha¨ngig von der
Tonlage und der Lautsta¨rke – fu¨r das Absinken des Schalldruckpegels um 60 dB ca. 0,2 bis
50 Sekunden betra¨gt (vgl. [26]).
2.7.5 Inharmonizita¨t
Es ist eine bekannte Tatsache, dass die nacheinander liegenden Oktaven viel angenehmer
klingen, wenn sie in einem Verha¨ltnis von knapp u¨ber 2 : 1 gestimmt werden. Hierfu¨r lassen
sich sowohl physikalische als auch ho¨rpsychologische Gru¨nde anfu¨hren.
Die physikalischen Gru¨nde liegen in der Inharmonizita¨t der Oberto¨ne eines Klaviertons. Die
Oberto¨ne liegen im allgemeinen nicht an den erwarteten harmonischen Positionen, sondern
weichen von diesen leicht nach oben ab. Die tatsa¨chlichen Positionen der Oberto¨ne ko¨nnen
nach [32] durch folgende Formel berechnet werden:
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Abbildung 2.8: Die Amplitudenhu¨llkurven acht verschiedener Klavierto¨ne.
ωn = (n+ 1)ω0
√
1 + (n+ 1)2B, (2.3)
wobei ω0 die Grundfrequenz des Tons, n ≥ 1 die Nummer des Obertons und B die Konstante
der Inharmonizita¨t bezeichnet. Die Inharmonizita¨t insbesonderer hoher Oberto¨ne ist aufgrund
der quadratischen Abha¨ngigkeit von praktischer Relevanz und muss bei der Tonho¨henextrak-
tion beru¨cksichtigt werden.
Weiterhin ist die Inharmonizita¨tskonstante B im Fall einer nicht umwickelten Klaviersaite
proportional zum Durchmesser der Saite und reziprok zur Spannung der Saite sowie zur
Saitenla¨nge [26]. Hieraus folgt, dass die Abweichung der Oberto¨ne fu¨r hohe To¨ne viel gro¨ßer
ist als die fu¨r tiefe To¨ne. Allerdings ist dieses Pha¨nomen fu¨r die Praxis nicht relevant, da fu¨r
die hohen To¨ne nur die ersten Oberto¨ne ho¨rbar sind, so dass die starken Inharmonizita¨ten
keine perzeptuellen Folgen haben.
Obige U¨berlegungen wurden durch Messungen mit einem Frequenzanalysator besta¨tigt. In [4]
wurde u. a. untersucht, wie stark die Oberto¨ne des niedrigsten Klaviertons A1 von den idealen
harmonischen Positionen abweichen. Es stellte sich heraus, dass z. B. der 16. Partialton einen
Halbton, der 23. u¨ber einen Ganzton und der 33. Partialton u¨ber zwei Ganzto¨ne u¨ber ihrer
harmonischen Position liegen.
Neben den physikalischen gibt es auch ho¨rpsychologische Gru¨nde fu¨r die anfangs erwa¨hnte
”unreine“ Stimmung des Klaviers. Experimente haben gezeigt, dass ein Intervall musikalisch
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als eine Oktave empfunden wird, wenn es ca. 10 Cent5 bzw. 0,6% u¨ber dem Verha¨ltnis 2 : 1
liegt (vgl. [26]). Diese Abweichung nimmt mit zunehmender Distanz zwischen den Intervallen
zu.
2.7.6 Klangfarbe
Die Klangfarbe, auch als Timbre bezeichnet, ist diejenige Charakteristik eines Klanges, die
ihn von anderen Kla¨ngen derselben Tonho¨he und Lautsta¨rke unterscheidet. Die Empfindung
der Klangfarbe ha¨ngt vom Klangspektrum oder vom spektralen Gehalt ab, also von Art, An-
zahl und Intensita¨t der einzelnen Partialto¨ne und ihren Amplitudenkurven. Die unterschiedli-
chen Klangfarben verschiedener Instrumente kommen durch die besondere Schwingungsform
des jeweiligen Klangko¨rpers zustande. Dabei spielen nicht nur die unterschiedlichen Verla¨ufe
der Amplitudenkurven der Partialto¨ne eine Rolle, sondern auch instrumentenabha¨ngige Un-
terschiede in der Anstiegsphase, der Dauer dieser Phase und der Transienten, die wa¨hrend
dieser Phase auftauchen etc. (vgl. [40]). Im Fall des Klaviers werden solche rauschartigen
U¨bergangskomponenten, die im Frequenzbereich zwischen 300 und 3000 Hz liegen, u. a. durch
Vibrationen in der Hammermechanik erzeugt (vgl. [26]). Fu¨r To¨ne aus der Basslage liegen
solche Komponenten nur 10 bis 20 dB unter dem Pegel des ”Hauptklanges“ und sind damit
von bedeutender Intensita¨t. Die U¨bergangskomponenten sind daher bei der Modellierung der
Instrumentenklangfarbe z. B. bei Synthesizern sehr wichtig. Es gibt mehrere Studien, die sich
mit der Klangfarbe und einer hierauf basierenden Klassifikation von Instrumenten bescha¨fti-
gen. Wir verweisen fu¨r weitere Details z. B. auf die Arbeit [53], bei der es um die automatische
Erkennung von Musikinstrumenten geht.
Die oben erwa¨hnten Charakteristika des Klavierklangs zusammen mit den Ergebnissen dieser
Studien weisen darauf hin, dass die Klangfarbe von vielen Faktoren wie z. B. dem Instrumen-
tenbau, der Dynamik, der Abspielweise und der Kombination der To¨ne im Akkord abha¨ngt.
Hinzu kommt noch die jeweilige Raumakustik und das komplexe Zusammenwirken all dieser
Faktoren. Die Entwicklung von Verfahren zur Tonho¨henextraktion, die gegenu¨ber all diesen
Faktoren robust sind, stellt eine enorme Schwierigkeit dar.
2.7.7 Abklingverhalten der Partialto¨ne
Abschließend wollen wir noch auf ein wichtiges Pha¨nomen eingehen, das in Abbildung 2.9
graphisch dargestellt ist. Hier sieht man deutlich, wie die einzelnen Partialto¨ne eines Klan-
ges unterschiedliches Abklingverhalten besitzen. Wir stellen anhand dieses Beispiels einige
allgemeine Beobachtungen zum Verhalten der verschiedenen Partialto¨ne zusammen:
(i) Die ADSR-Hu¨llkurven verschiedener Partialto¨ne eines Klangs unterscheiden sich we-
sentlich.
(ii) Der Grundton des Klangs kann bis zu 25 dB unterhalb des Lautsta¨rkepegels der sta¨rk-
sten Spektralkomponente liegen. Er ist in diesem Fall kaum wahrnehmbar und tra¨gt
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Abbildung 2.9: Abklingkurven fu¨r neun Partialto¨ne des Tons C2, erzeugt durch Messungen
im Abstand von 80 ms (Abbildung entnommen aus [4]).
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daher nicht wesentlich zur Tonho¨he des Klangs bei. Dieses Pha¨nomen tritt insbeson-
dere bei den Noten der zwei untersten Oktaven auf. Bei ho¨heren Oktaven stellt der
Grundton meist die dominante Komponente des Spektrums dar.
(iii) Die ho¨heren Partialto¨ne klingen schneller ab als die tieferen.
(iv) Beim Klavier klingen im letzten Teil der Abklingphase einige der Partialto¨ne verha¨lt-
nisma¨ßig schnell ab und verschwinden fast, um dann plo¨tzlich wieder anzuschwellen
bevor sie endgu¨ltig ausklingen.
Dieses Beispiel zeigt, welche zeitabha¨ngigen Pha¨nomene im Spektrum auftreten ko¨nnen, wenn
ein einzelner Ton z. B. auf dem Klavier gespielt wird. Hinzu kommen noch die oben erwa¨hnten
Abha¨ngigkeiten der Spektralzusammensetzung von der Ha¨rte des Hammers und der Dyna-
mik. Dies zeigt die Komplexita¨t des spektral-temporalen Musters eines Klangs, selbst schon
beim Anschlag einer einzelnen Taste auf dem Klavier. Es ist also nicht zu erwarten, dass ein
Klavierklang einheitlich durch spektrale Parameter zu beschreiben wa¨re.
2.8 MIDI-Format
Wie in der Einleitung dieses Kapitels angedeutet wurde, ist das MIDI-Format zwischen Parti-
tur und Interpretation angesiedelt. Dieser Standard bietet die Mo¨glichkeit, neben bestimmten
Partiturinformationen, hierzu geho¨ren insbesondere Tonho¨hen, Einsatzzeiten und Tondauern,
auch interpretatorische Feinheiten zu erfassen. Daru¨ber hinaus ist die MIDI-Kodierung eines
Musikstu¨ckes viel kompakter als sein PCM-Pendant. Damit eignet sich dieses Format sowohl
fu¨r die Aufgabe der inhaltsbasierten Indexierung und des Retrievals in Digitalen Musikdaten-
banken (vgl. [14]) als auch fu¨r die Kodierung der Extraktionsergebnisse (siehe Kapitel 4) und
deren akustische Wiedergabe. Letzteres ist fu¨r eine subjektive Bewertung der Extraktionser-
gebnisse wichtig.
MIDI-Dateien bzw. das MIDI-Format werden in dieser Arbeit an vielen Stellen verwendet. Sie
dienen zum einen als Quelle von Zusatzinformationen, die fu¨r eine Bereinigung der Extrakti-
onsergebnisse bei ungenauer Scha¨tzung der Einsatzzeiten oder Tonho¨hen verwendet werden
ko¨nnen. Die extrahierten Notenereignisse ko¨nnen wiederum im MIDI-Format kodiert und
akustisch wiedergegeben werden. Schließlich dienen MIDI-Dateien dem Vergleich der Extrak-
tionsergebnisse mit der entsprechenden Partitur(stelle).
Nach einer kurzen Einfu¨hrung in MIDI gehen wir auf den MIDI-Standard ein und konzentrie-
ren uns auf das Kommunikationsprotokoll und die fu¨r uns wichtigsten MIDI-Befehle. Zusa¨tz-
lich wird der Aufbau der Standard-MIDI-Dateien als eine weitere, sehr wichtige Komponente
des MIDI-Standards betrachtet. Am Ende des Abschnitts folgt eine kurze Zusammenfassung,
in der wir die Vorteile des MIDI-Formats und seine Anwendbarkeit in dieser Arbeit motivie-
ren.
2.8.1 Einfu¨hrung in MIDI
MIDI steht fu¨r Musical Instrument Digital Interface, und wie dieser Name bereits andeu-
tet, wurde es urspru¨nglich als eine digitale Schnittstelle fu¨r Musikinstrumente entworfen. Seit
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1982 existiert hierfu¨r ein Standard, der von allen großen Herstellern elektronischer Musikin-
strumente akzeptiert wurde (vgl. [59]). Genauer gesagt, ist MIDI ein ”Kommunikationspro-
tokoll“ , das fu¨r den unidirektionalen, asynchronen, seriellen Austausch der Daten zwischen
elektronischen Musikinstrumenten und anderen MIDI-fa¨higen Gera¨ten6 dient. Dies geschieht
mit einer U¨bertragungsrate von 31,25 kBaud (31250 bps). Diese Beschra¨nkung ist durch die
Hardware auferlegt. Die Daten sind dabei Befehle fu¨r Synthesizer, wie z. B. Informationen u¨ber
Klangfarbe, Tonho¨he oder Anschlagssta¨rke. Sie werden von einem MIDI-Controller in Echt-
zeit generiert und zu einem MIDI-Sound-Generator weiter geleitet. Dieser Sound-Generator
interpretiert die empfangenen Befehle und erzeugt daraus die gewu¨nschten, synthetisierten
Kla¨nge. DieMIDI-Instruktionen ko¨nnen mittelsMIDI-Sequencer gespeichert, bearbeitet, mit-
einander kombiniert und wiedergegeben werden. Da MIDI nur die Sequenz der abzuspielenden
Instruktionen spezifiziert und nicht die Kla¨nge selbst, sind MIDI-Dateien in der Regel sehr
viel ku¨rzer als die zugeho¨rigen PCM-kodierten Audioaufnahmen desselben Musikstu¨cks, was
MIDI besonders attraktiv macht.
2.8.2 MIDI-Standard
Der MIDI-Standard definiert sowohl die Verkabelung der MIDI-fa¨higen Gera¨te als auch das
Format der Daten, die zwischen diesen ausgetauscht werden. Er kann in insgesamt drei Kom-
ponenten unterteilt werden: das Kommunikationsprotokoll, die Hardwareschnittstelle und die
Standard MIDI-Dateien. Hier werden wir aber nur auf die Softwarekomponente des MIDI-
Standards etwas genauer eingehen.
2.8.2.1 Kommunikationsprotokoll
MIDI definiert sechzehn Kana¨le, die fu¨r die Datenu¨bertragung genutzt und durch jeweils eine
Nummer gekennzeichnet werden. Die Befehlsfolge, die u¨ber einen gewu¨nschten Kanal gesen-
det werden soll, entha¨lt neben den Daten auch die entsprechende Kanalnummer. U¨ber diese
Kana¨le werden gleichzeitig verschiedene Gera¨te bedient oder auch verschiedene Stimmen eines
polyphonen Musikstu¨cks logisch voneinander getrennt u¨bertragen. An jedem Gera¨t ko¨nnen
die Sende- und Empfangskana¨le individuell eingestellt werden. Jedes Gera¨t beachtet dabei
nur die an es selbst adressierten Pakete der Befehle und ignoriert die restlichen.
Ein MIDI-Befehl besteht aus einer Bytesequenz (b1, . . . , bn) mit n ∈ N, wobei b1 die Art des
Befehls und eventuell die notwendige Zuordnung zu einem MIDI-Kanal entha¨lt und Statusbyte
genannt wird. Die Bytes b2, . . . , bn bilden die sogenanntenDatenbytes. Bei einem Statusbyte ist
das ho¨chstwertige Bit gesetzt, bei einem Datenbyte hingegen nicht7. MIDI-Befehle werden in
System- und Instrumentenbefehle unterteilt. Die Instrumentenbefehle beziehen sich immer auf
einen bestimmten Kanal. Systembefehle hingegen sind an keinen U¨bertragungskanal gebunden
und wirken sich auf das gesamte MIDI-System aus.
6Zu MIDI-fa¨higen Gera¨ten za¨hlen u. a. Synthesizer, Keyboard, Expander, Drumcomputer, Effektgera¨te,
Sequenzer, Sampler und sogar einige spezielle Gitarren (vgl. [49]).
7Die variable Befehlsla¨nge erfordert zwar die explizite Unterscheidung zwischen Status- und Datenby-
tes, ermo¨glicht aber gleichzeitig eine effizientere Ausnutzung der ohnehin eingeschra¨nkten Kapazita¨t des Da-
tenu¨bertragungskanals.
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Zur Gruppe der Systembefehle geho¨ren Echtzeit-Befehle, System-Common-Befehle und Sys-
tem-Exclusive-Befehle. Zu den Instrumenten- oder Kanalbefehlen za¨hlen Notenbefehle (Voice
Messages) und Steuerbefehle. Im Folgenden werden wir aber nur auf die fu¨r uns interessanten
Befehle eingehen.
Notenbefehle
Mit dem Note-On-Befehl (s, p, v) wird ein Ton eines angeschlossenen Gera¨tes eingeschaltet.
Hierbei entha¨lt das Statusbyte s die Kennung fu¨r den Note-On-Befehl und den U¨bertragungs-
kanal8. Die Tonho¨he wird durch p ∈ [0 : 127] angegeben. Der Schritt von einer Tonho¨he zur
nachfolgenden entspricht einem Halbton. Somit ko¨nnen insgesammt 10.5 Oktaven dargestellt
werden. Die Zahl 0 entspricht der Tonho¨he C0 mit der Grundfrequenz ω0 = 8.17 Hz und die
Zahl 127 der Tonho¨he G10 mit der Grundfrequenz ω0 = 12573.85 Hz. Die Gesamtbandbreite
der Tonho¨hen u¨berschreitet also deutlich den Tonumfang existierender Musikinstrumente. Die
unterste Oktave umfasst sogar vom Menschen nicht ho¨rbare Tonho¨hen. Der Tonumfang eines
heutigen Klaviers wird mit den Zahlen zwischen 21 (A′′ bzw. A1 in MIDI-Notation) und 108
(c5 bzw. C9) kodiert.
Das letzte Byte v ∈ [0 : 127] dieses Befehls kodiert die Geschwindigkeit, mit der die Taste
eines Keyboards angeschlagen wird. Die Interpretation dieses Wertes ist vom Gera¨t abha¨ngig.
Einige Gera¨te steuern durch ihn die maximale Amplitude des Tons und andere die Bandbreite
des Filters bzw. die Helligkeit des Klanges. Der Velocity-Wert v = 0 schaltet den entspre-
chenden Ton aus, sofern einer eingeschaltet war. Es gibt daru¨ber hinaus einen Note-Off Befehl
zum Ausschalten eines Tones, der a¨hnlich zum Note-On-Befehl aufgebaut ist. Hierbei wird
das dritte Byte jedoch als die Geschwindigkeit, mit der die Taste losgelassen werden soll, also
als Ausschwingdynamik interpretiert.
Die Notenbefehle stellen also die Grundbefehle u¨ber die Tonho¨he, Lautsta¨rke, Einsatzzeit (der
Zeitpunkt der Aktivierung eines Note-On Befehls) und Notendauer (das Zeitintervall zwischen
Note-On und Note-Off) dar. U¨ber zusa¨tzliche Steuerbefehle lassen sich bestimmte Klangeffekte
erreichen. Man kann durch sie eine feinere Auflo¨sung der Tonho¨hen erreichen (Pitch Wheel
Change), Pedaleffekte simulieren (Control Change) und vieles mehr. Dies ermo¨glicht u. a.,
dass der generierte Klang naturgetreuer klingt, was in Kombination mit der Kompaktheit der
Befehle und den resultierenden kleinen Dateien die eigentliche Sta¨rke des MIDI-Standards
ausmacht.
Systembefehle
Von den drei oben genannten Arten von Systembefehlen erwa¨hnen wir hier nur kurz eini-
ge Echtzeit-System-Befehle und System-Common-Befehle. Die ersten dienen, wie ihr Name
andeutet, zur Steuerung der Echtzeitanwendungen bzw. zur Synchronisation aller Systemmo-
dule. Von diesen ist der Timing-Clock-Befehl wichtig, der einen regelma¨ßigen zeitlichen Puls
liefert. 24 Timing-Clocks entsprechen einer Viertelnote9. Ebenso wie bei Taktschla¨gen ist die
Rate der Timing-Befehle vom Tempo abha¨ngig.
Die Echtzeit-Befehle Start, Stop und Continue werden von Sequenzerprogrammen generiert,
um den Start, das Ende bzw. die Fortsetzung einer Wiedergabe anzustoßen.
8Auf die Beschreibung des Statusbytes wird im Folgenden verzichtet.
9Die zeitliche Auflo¨sung modernerer Sequenzer ist mit 48 bis 480 Sequenzer-Ticks pro Viertelnote wesentlich
ho¨her (vgl. [62]).
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2.8.2.2 Standard-MIDI-Dateien
MIDI-Befehle werden von Synthesizern in Echtzeit und in ihrer zeitlichen Reihenfolge aus-
gefu¨hrt, ohne dabei explizite Zeitangaben mitzufu¨hren. Wenn aber die abgespielte Sequenz
der MIDI-Befehle in eine Datei gespeichert werden soll, mu¨ssen die Zeiten explizit angege-
ben werden. Die Speicherung der MIDI-Daten wurde durch die Spezifikation der Standard-
MIDI-Dateien standardisiert, was den Austausch von MIDI-Dateien zwischen verschiedenen
Anwendungen ermo¨glicht.
Die Spezifikation der Standard-MIDI-Dateien definiert drei MIDI-Formate, von denen nur
zwei in Sequenzerprogammen Verwendung gefunden haben. Format 0 speichert alle Ereignis-
se (MIDI-Befehle) in einer einzigen Spur. Dies ergibt kleinere, kompaktere Dateien. Format 1
verwendet mehrere Spuren und ermo¨glicht somit die Trennung der Stimmen in verschiedenen
Spuren. Solcher Art aufgeteilten Dateien sind fu¨r die Nachbearbeitung mittels Sequenzerpro-
grammen leichter und anschaulicher zu verwenden.
MIDI-Dateien sind byteweise organisiert und werden zusa¨tzlich in sogenannte Chunks un-
terteilt. Die ersten vier Bytes eines Chunks bestimmen den Chunk-Typ. In den folgenden
vier Bytes wird die La¨nge des Chunks in Bytes angegeben. Es gibt zwei Typen von Chunks:
Header-Chunks und Track-Chunks (Spuren). Der Header-Chunk, mit dem eine MIDI-Datei
anfa¨ngt, entha¨lt Informationen, die fu¨r die gesamte MIDI-Datei gu¨ltig sind. Hier wird das
Dateiformat, die Spuranzahl sowie die Art der Zeitangabe (Ticks pro Viertelnote) angegeben.
Track-Chunks enthalten im Wesentlichen Noten-Befehle (Events) und zusa¨tzliche Metadaten,
wie z. B. Tempo-, Takt- und Tonartangaben. Letztere werden u¨blicherweise in der ersten Spur
gespeichert. Falls sie sich im Laufe des Stu¨ckes a¨ndern, wird fu¨r die jeweiligen Zeitpunkte ein
entsprechendes Meta-Kommando gesetzt. Somit lassen sich insbesondere Temposchwankungen
modellieren.
2.8.3 Zusammenfassung
Der MIDI-Standard ermo¨glicht eine partiturnahe Kodierung der Musikstu¨cke, indem Tem-
po, Takt- und Tonart sowie Tonho¨hen, Einsatzzeiten, Notenla¨ngen (indirekt) und Dynamik
explizit angegeben werden. Außerdem la¨sst sich die Taktunterteilung aus den MIDI-Daten
berechnen. Ferner ko¨nnen die einzelnen Stimmen in getrennten Tracks abgelegt werden.
U¨ber Partiturinformationen hinaus lassen sich Interpretationsfeinheiten wie Temposchwan-
kungen und lokale Dynamik der einzelnen To¨ne explizit kodieren.
Diese Eigenschaften siedeln das MIDI-Format zwischen der Partitur und einer Interpreta-
tion eines Musikstu¨cks an und machen es gerade wegen dieser Zwischenstellung und seiner
Flexibilita¨t fu¨r die Aufgabe der Synchronisation sehr attraktiv.
Von Vorteil ist auch die Anzahl MIDI-kodierter Musikstu¨cke und die Eigenschaft existieren-
der Notationsprogramme (wie z. B. Capella, Sibelius, Finale, Score), ihre Dateien als MIDI
zu exportieren. Letztere Eigenschaft ermo¨glicht es, prinzipiell PCM-Dateien mit der Parti-
tur zu synchronisieren, indem zuna¨chst PCM mit MIDI und danach MIDI mit der Partitur
synchronisiert wird.
Kapitel 3
Grundlagen der Signalverarbeitung
In diesem Kapitel fassen wir die beno¨tigten signaltheoretischen Grundlagen zusammen und
legen damit auch die Bezeichnungskonventionen fest.
Bei der Wellenform eines Musiksignals handelt es sich um eine Darstellung im Zeitbereich,
an der man zeitlich vera¨ndernde Parameter wie z. B. Dynamik (Lautsta¨rke, Energie) ablesen
kann. Allerdings sind in dieser Darstellung spektrale Informationen wie die vorkommenden
Tonho¨hen oder die Frequenzen versteckt. Auch sind Zeitpunkte von musikalischen Ereignis-
sen, die keine wesentlichen Amplitudenvera¨nderungen bewirken (Hinzukommen leiser Noten),
praktisch nicht aus der Wellenform ablesbar oder von Amplitudenmodulationen unterscheid-
bar. Der erste Schritt beim Extraktionsproblem polyphoner Musik besteht daher meistens in
der Transformation des Musiksignals in einen neuen Merkmalsraum, der die quasiperiodische
Natur dieser Signale mitberu¨cksichtigt und eine einfachere Extraktion der Parameter erlaubt.
(Diese Transformation wird im Folgenden auch als Front-End-Transformation bezeichnet).
Hier spielt insbesondere die gefensterte Fouriertransformation (Windowed Fourier Transform,
WFT) eine wichtige Rolle, die das eindimensionale Musiksignal in einen zweidimensionalen
Zeit-Frequenz-Bereich oder auch Phasenraum u¨berfu¨hrt. Nachdem wir die Signale und Sig-
nalra¨ume sowie einige fu¨r uns wichtige Operatoren in Abschnitt 3.1 definiert haben, gehen wir
in Abschnitt 3.2 auf Zeit-Frequenz-Analysemethoden ein und stellen dabei einige grundlegen-
de Transformationen vor, und zwar die kontinuierliche und die diskrete Fouriertransformation,
sowie die bereits erwa¨hnte und fu¨r uns wichtige gefensterte Fouriertransformation (WFT).
Da die WFT eine lineare Unterteilung des Zeit-Frequenz-Bereichs bewirkt, eignet sie sich
nur bedingt zur Analyse von harmonischer Musik. Hier sind Filterungsverfahren erwu¨nscht,
die das menschliche Ho¨rempfinden mitberu¨cksichtigen und das Musiksignal gema¨ß der kri-
tischen Ba¨nder zerlegt. Dies kann unter anderem durch den Entwurf geeigneter Multiraten-
Filterba¨nke realisiert werden, deren mathematische Grundlagen wir in Abschnitt 3.3 beschrei-
ben. Schließlich konstruieren wir zwei konkrete Multiraten-Filterba¨nke, die Grundbausteine
fu¨r unsere baumartige Multiratenfilterbank sind, die wir in Abschnitt 4.3.1 verwenden.
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3.1 Signale, Signalra¨ume und Operatoren
Die von einem oder mehreren Instrumenten oder Sa¨ngern generierten Musiksignale, die hier
auch als Audiosignale oder einfach nur Signale bezeichnet werden, sind von ihrer Natur endli-
che, analoge Signale, denen segmentweise ein quasiperiodisches Verhalten zugeschrieben wer-
den kann. Solche endlichen, analogen Signale werden meist durch den kontinuierlichen Sig-
nalraum L2(R) modelliert. Hierzu definiert man fu¨r eine messbare Funktion f : R → C von
endlicher Energie zuna¨chst die sogenannte L2-Norm durch
‖f‖2 :=
√∫
R
|f(t)|2dt
und dann den Lebesgueraum L2(R) als
L2(R) := {f : R→ C | f messbar und ‖f‖2 <∞}.
Streng genommen besteht L2(R) aus A¨quivalenzklassen von Funktionen, wobei f ∼ g gdw.
‖f − g‖2 = 0. Alle messbaren Funktionen mit kompaktem Tra¨ger geho¨ren z. B. zu L2(R), was
diesen Raum zur Modellierung von in der Praxis auftretenden Signalen nahelegt. Wir werden
hier die La¨nge ` := |min(supp(f)) − max(supp(f)))| des Tra¨gers supp(f) eines endlichen
Signals ha¨ufig auch als Signalla¨nge bezeichnen. Winkel und Orthogonalita¨ten kann man in
L2 mit dem Skalarprodukt
〈f, g〉 :=
∫
R
f(t)g(t)dt
messen. Aus signaltheoretischer Sicht erlauben Skalarprodukte, A¨hnlichkeiten im Signalgehalt
zu messen. So wird bei der spa¨ter erla¨uterten Fouriertransformation gemessen, wie groß der
Signalanteil an bestimmten Sinus- und Cosinusschwingungen ist. Hier stehen Skalarprodukt
und Norm im U¨brigen durch ‖f‖22 = 〈f, f〉 in Zusammenhang. Die L2–Norm eines Signals
stellt aus physikalischer Sicht seine Energie dar. Dies ist u¨brigens auch der Grund dafu¨r,
warum man die Signale aus L2(R) als Energiesignale bezeichnet.
In der digitalen Audiosignalverarbeitung haben wir es ausschließlich mit diskreten Signalen
zu tun, die durch Abtastung mit einer geeigneten Abtastrate aus den urspru¨nglichen ana-
logen Signalen gewonnen wurden (siehe 2.5). Diskrete Signale werden mathematisch durch
Abbildungen Z→ R oder Z→ C modelliert. Manchmal werden auch endliche Signale I → R,
wobei I ⊂ Z ein endliches Intervall ist, beno¨tigt. Zur Modellierung diskreter Signale geht
man zu den `2–Ra¨umen u¨ber, die das diskrete Analogon der L2–Ra¨ume darstellen. Fu¨r ein
Intervall I ⊆ Z definiert man
`2(I) := {x : I → C |
∑
i∈I
|x(i)|2 <∞}.
Ein wichtiges Beispiel ist I = Z. Dieser Signalraum ist fu¨r unsere Betrachtungen sehr gut
geeignet, weil alle endlichen Signale x : J → C, mit denen wir es in der Praxis zu tun haben,
durch Fortsetzung mit Nullwerten im Bereich Z \ J in ihn eingebettet werden ko¨nnen. Diese
Annahme erspart uns ha¨ufig die explizite Angabe von Definitionsbereichen. Außerdem ko¨nnen
wichtige Operatoren sowie Fourierdarstellungen auf diesem Raum definiert werden.
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Ein weiterer fu¨r uns wichtiger Raum ist der Raum aller absolut summierbaren Signale
`1(Z) := {x : Z→ C |
∑
i∈Z
|x(i)| <∞}.
Die Signale aus dem Raum `2(Z) kann man mit `1(Z)–Signalen falten oder filtern:
Satz/Definition 3.1.1 Sind x ∈ `2(Z) und f ∈ `1(Z), dann liegt die durch
f ∗ x : n 7→
∑
i∈Z
f(i)x(n− i)
definierte lineare Faltung oder lineare Filterung von x und f in `2(Z). ¤
Durch Faltung erhalten wir also aus `2(Z)–Signalen neue `2(Z)–Signale. Zur Beschreibung
von Filterba¨nken werden wir noch einige andere Signaltransformationen einfu¨hren.
Definition 3.1.2 Eine Abbildung
F : `2(Z)→ `2(Z)
heißt Operator. ¤
Um die Operatoreigenschaft deutlicher zu kennzeichnen, schreiben wir im Falle der Faltung
(engl.: Convolution) Cf [x] anstatt f ∗x. Cf ist dann das Operatorsymbol. Zwei weitere grund-
legende Operatoren sind
• punktweise Multiplikation mit λ ∈ C,
µλ[x] : n 7→ λx(n)
und
• Translation um ` ∈ Z Abtastwerte
T`[x] : n 7→ x(n+ `).
Sollen mehrere Operatoren hintereinander ausgefu¨hrt werden, verwenden wir die u¨bliche Kom-
positionsschreibweise. So bedeutet O ◦ P , dass zuna¨chst der Operator P und danach der
Operator O ausgefu¨hrt wird.
3.2 Zeit–Frequenz–Analyse
Aus der Wellenformdarstellung von Audiosignalen ko¨nnen wir den Amplituden- bzw. Laut-
sta¨rkeverlauf erkennen und in manchen Fa¨llen an den Stellen, wo die Amplitude besonders
abrupt ansteigt, auch die Positionen der Einsatzzeiten lokalisieren. Die Information u¨ber die
Tonho¨hen bleibt aber in der Wellenform versteckt. Um diese herauszufinden, mu¨ssen wir das
Signal unter Beru¨cksichtigung der Zeitachse im Frequenzbereich untersuchen.
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Die Fourieranalysis bildet die Grundlage der klassischen Zeit–Frequenz–Analyse von Signalen.
Durch sie wird die Darstellbarkeit von Funktionen des Signalraums L2(R) als eine U¨berlage-
rung von Schwingungen,
fˆ(ω) := F [f ](ω) := lim
N→∞
∫
|t|<N
f(t) exp(−2piiωt)dt,
und
f(t) =
∫ ∞
−∞
fˆ(ω)exp(2piiωt)dω, (3.1)
garantiert. Hierbei ist fˆ die (kontinuierliche) Fouriertransformierte von f und die Darstellung
(3.1) von f ∈ L2(R) ein nichttriviales Ergebnis der Fourieranalysis. Ist fˆ(ω) = 0 fu¨r |ω| > Ω,
so heißt das Signal f Ω-bandbegrenzt. Bilden [Ω1,Ω2] und [−Ω2,−Ω1] den Tra¨ger von fˆ ,
so heißt Ω2 − Ω1 die Bandbreite von f . Eine ausfu¨hrliche Behandlung der kontinuierlichen
Fourieranalysis findet sich in [27].
Ein wesentlicher Nachteil der Fouriertransformation ist, dass sie nur den mittleren Frequenz-
gehalt des gesamten Signals berechnet. Lokalisiert man das Signal vorab durch punktweise
Multiplikation mit einer geeignet verschobenen Fensterfunktion um einen Zeitpunkt t, so kann
auch der Frequenzgehalt um diesen Zeitpunkt t herum bestimmt werden. Formal definiert man
hierzu die gefensterte Fouriertransformation (oder WFT von engl. Windowed Fourier Trans-
form1).
Definition 3.2.1 Sei g ∈ L2(R) mit ‖g‖2 6= 0, dann heißt g Fensterfunktion und fu¨r f ∈
L2(R) heißt die Abbildung
Wg[f ] : (ω, t) 7→
∫ ∞
−∞
g¯(u− t)f(u)exp(−2piiuω)du
(g-) gefensterte Fouriertransformierte von f . ¤
Ist die Fensterfunktion g um den Zeitpunkt t lokalisiert, entha¨lt Wg[f ](ω, t) anschaulich ge-
sprochen den Frequenzanteil im Bereich ω zum Zeitpunkt t der Funktion f . Eine in dieser
Arbeit verwendete Fensterfunktion mit dieser Eigenschaft ist das Hann-Fenster gN der Breite
N ,
gN : t 7→
{
1
2
(
1− cos 2pitN
)
, falls t ∈ [0, N ],
0 sonst.
Diskrete Signale entstehen aus kontinuierlichen durch Abtastung. Wie wir bereits im zwei-
ten Kapitel angedeutet haben, impliziert in diesem Zusammenhang das Abtasttheorem nach
Shannon, dass bandbegrenzte Signale schon durch ihre Werte an einer diskreten Menge von
Punkten darstellbar sind. Eine diskrete Version der WFT erha¨lt man, indem man Wg[f ](ω, t)
auf einem diskreten Gitter von Punkten (ω, t) ∈ R2 auswertet. Unter gewissen Anforderun-
gen an dieses Gitter und unter Wahl geeigneter Fensterfunktionen kann dann sogar eine Si-
gnalrekonstruktion aus den Analysekoeffizienten durchgefu¨hrt werden, d. h., eine verlustfreie
Signaldarstellung ist mo¨glich.
1Die WFT wird auch als STFT (engl. Short–Time Fourier Transform) bezeichnet.
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Betrachtet man endliche Intervalle, so kann man die diskrete Fourierentwicklung durch Sum-
mation approximieren. Fu¨r einen endlichen Signalausschnitt der La¨nge N , also fu¨r x ∈ RN
definiert man seine diskrete Fouriertransformierte (DFT) in Matrixform durch DNx, wobei
DN := 1√N
(
W knN
)
0≤k,n<N die normalisierte N-reihige DFT-Matrix ist undWN := exp
(−2piiN )
eine primitive N–te Einheitswurzel. Die DFT fu¨r einen Signalblock der La¨nge N kann mit-
tels schneller Algorithmen (FFT-Algorithmen) mit O(N logN) arithmetischen Operationen
effizient ausgewertet werden [13].
Eine Version der diskreten gefensterten Fouriertransformation fu¨r endliche Intervalle erha¨lt
man in a¨hnlicher Weise durch die Wahl einer Fensterfunktion gN ∈ RN und einer Schrittweite
s ∈ N. Die Abbildung
wg,s[x] : (k, n) 7→
N−1∑
`=0
gN (`)Tns[x](`)W `kN (3.2)
heißt (g-) gefensterte diskrete Fouriertransformierte (WDFT) der Schrittweite s. Als gN kann
man die diskrete Version gN : n 7→ 12
(
1− cos 2pinN−1
)
des oben angegebenen Hann–Fensters
wa¨hlen. Die diskrete gefensterte Fouriertransformierte wg,s[x] ist eine komplexwertige Abbil-
dung mit Definitionsbereich [0 : N − 1] × Z. Der Wert wg,s[x](k, n) gibt den Frequenzgehalt
von x bezu¨glich der Frequenz k in einem Intervall der Breite N ab der Stelle ns an. Die
zusa¨tzliche Fensterung kostet “nur” weitere O(N) Multiplikationen, d. h. auch die WDFT
kann mit Aufwand O(N logN) approximativ bestimmt werden.
3.3 Kaskadierte Multiratenfilterba¨nke
Die Zeit–Frequenz–Analyse mit der gefensterten Fouriertransformation liefert eine feste Zeit–
und Frequenz–Auflo¨sung. Bei der Analyse von Audiosignalen ist dies jedoch nicht immer an-
gemessen. Hier wa¨re es i. A. besser, Signalanteile niedriger Frequenzen mit einem breiteren
Zeitfenster zu analysieren. Hingegen erfordern Signalanteile ho¨herer Frequenzen eine feine-
re Zeitauflo¨sung, da plo¨tzliche A¨nderungen der Schwingungen sonst nicht erkannt werden
ko¨nnen. Eine Form der Signalanalyse, die eine hierauf angepasste Zeit–Frequenz–Auflo¨sung
erlaubt, ist die Wavelettransformation [5]. Anders als bei der WFT, wo fu¨r alle Analysefre-
quenzen der gleiche Signalabschnitt untersucht wird, werden bei der Wavelettransformation
verschiedene Frequenzen des Signals mit unterschiedlich skalierten Wavelets analysiert. Die-
se Transformation ermo¨glicht also eine ausreichende Auflo¨sung sowohl im Zeit– als auch im
Frequenzbereich. A¨hnlich wie bei den Varianten der Fouriertransformation gibt es die konti-
nuierliche und diskrete Wavelettransformation. Aus Sicht der Signalverarbeitung kann man
die diskrete Wavelettransformation als digitale Multiratenfilterung erkla¨ren [88].
Betrachtet man die Fouriertransformierte DNh eines Filters h ∈ CN , so geben die Frequenz-
komponenten Aufschluss u¨ber die Art des Filters. Ist die Energie von DN [h] ↓ [0 : N/2 − 1]
konzentriert auf das Intervall [0 : K], K < N/2, so spricht man von einem Tiefpassfilter mit
einer Abschnittsfrequenz von Ω(K) := R ·K/N Hertz. Hierbei ist R die zugrundeliegende Ab-
tastrate. Ist die Energie von DNh ↓ [0 : N/2− 1] konzentriert auf das Intervall [K : N/2− 1],
K > 0, so spricht man von einem Hochpassfilter mit Abschnittsfrequenz von Ω(K). Ist die
Energie des Bereichs [0 : N/2 − 1] auf ein Intervall [K1,K2], 0 ≤ K1 < K2 ≤ N/2 − 1
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konzentriert, so sprechen wir von einem Bandpassfilter mit Durchlassbereich [Ω(K1),Ω(K2)].
Bei der Multiratenfilterung wird ein Signal anschaulich mit verschiedenen Faltungsfiltern ge-
filtert. Dabei deckt jeder Bandpassfilter einen bestimmten Frequenzbereich ab. Da die re-
sultierenden Signale eine geringere Bandbreite vorweisen, kann deren Abtastrate reduziert
werden. Dies wird durch folgende Multiratenoperatoren formalisiert:
• Downsampling um M ∈ N>0 Abtastwerte:
(↓M)[x] : n 7→ x(Mn).
• Upsampling um M ∈ N>0 Abtastwerte:
(↑M)[x] : n 7→
{
x(n/M), falls n Vielfaches von M ist,
0 sonst.
Fu¨r die bisher eingefu¨hrten Operatoren gelten die im folgenden Satz zusammengefassten Re-
chenregeln.
Satz 3.3.1 Seien h ∈ `1(Z), `, n ∈ Z und M,N ∈ N, dann gelten:
(1) T` ◦ Ch = Ch ◦ T` = CT`[h],
(2) T` ◦ (↓M) = (↓M) ◦ TM`,
(3) T` ◦ Tn = T`+n,
(4) Ch ◦ (↓M) = (↓M) ◦ C(↑M)[h]
(5) (↓M) ◦ (↓ N) = (↓MN),
(6) (↑M) ◦ (↑ N) = (↑MN).
¤
Beweis: Siehe [16, 86, 87, 89]. Aussage (4) ist die bekannte 1. Noble-Identita¨t.
Die nach Filterung und Abtastratena¨nderung entstehenden Signale (↓M)◦Ch[x] heißen Sub-
bandsignale. Um ein Signal in verschiedene Subbandsignale zu transformieren, kann entweder
eine Filterbank mit vielen verschiedenen Filtern gewa¨hlt oder aber eine Kaskadierung von
Filterba¨nken mit wenigen (z. B. jeweils zwei) Filtern vorgenommen werden. Letzteres hat den
Vorteil, dass fu¨r verschiedene Frequenzbereiche verschiedene Abtastraten und somit verschie-
dene zeitliche Auflo¨sungen gewa¨hlt werden ko¨nnen.
Das Konzept der kaskadierten Multiratenfilter wird nun kurz in Anlehnung an [46] formal
eingefu¨hrt. Wir werden hier die kaskadierten Filterba¨nke durch Ba¨ume beschreiben.
Definition 3.3.2 (Syntax eines Filterbankbaums) Ein Filterbankbaum (FBT) ist ein endli-
cher Wurzelbaum T mit Wurzel k0, zusammen mit einer Funktion w, die jedem Knoten k
von T, k 6= k0 ein Gewicht
w(k) := (pk,Mk, hk)
fu¨r positive ganze Zahlen pk, Mk und hk ∈ `2(Z) zuordnet. Hierbei sollen gelten:
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• 0 ≤ pk < Mk und Mk ist der Ausgrad der Vaterknotens v von k, wobei typischerweise
Mk ≥ 2 gilt (mit Ausnahme der Wurzel k0),
• fu¨r Kinderknoten ` 6= k von v ist p` 6= pk.
¤
Anschaulich ist hk der pk-te Filter einer Mk-Band Filterbank. Fu¨r den Wurzelknoten definie-
ren wir im Folgenden stets w(k0) := (0, 1, δ), wobei δ : n 7→ δn,0 die Kroneckerfunktion ist.
Durch FBTs wollen wir kaskadierte Filterba¨nke beschreiben. Dies geschieht, indem wir jedem
FBT eine Semantik in Form von Signalverarbeitungsoperatoren zuweisen.
Definition 3.3.3 (Semantik eines Filterbankbaums) Die Semantik eines FBT (T, w) ist ein
Paar (T,W ), wobei W jedem Knoten k ∈ T einen Operator W (k) : `2(Z)→ `2(Z) zuordnet.
Fu¨r einen Knoten ` mit w(`) = (p,M, h) definieren wir
ϕ` := (↓M) ◦ Ch ◦ Tp.
Die Verknu¨pfung dieser Elementaroperatoren entlang des Pfades k0 → k1 → . . .→ kr = k in
T liefert die Semantik
W (k) := ϕkr ◦ . . . ◦ ϕk0 , (3.3)
des Knotens k ∈ T. Als Konvention setzen wir W (k0) := id`2(Z). ¤
Setzt man q0 := 1 und qi :=M0 · · ·Mi−1, so kann man (3.3) mit Hilfe von Satz 3.3.1 umformen
in
W (k) = (↓ qr+1) ◦ C(↑ qr)hr ◦ . . . ◦ C(↑ q1)h1 ◦ Tprqr+...+p1q1 . (3.4)
Interpretiert man fu¨r ein Signal x das Signal W (k)[x] als das Subbandsignal zum Knoten k,
so gibt W (k) Aufschluss u¨ber die Interpretation dieses Signals. Das Subbandsignal hat eine
um qr+1 reduzierte Abtastrate und ist entsprechend dem Produktfilter C(↑ qr)hr ◦ . . .◦C(↑ q1)h1
gefiltert. Die Translationskomponente Tprqr+...+p1q1 bestimmt die Verschiebung des Subbands
k im Verha¨ltnis zum Eingangssignal. Diese Beziehung wird fu¨r die U¨berlegungen in Kapitel
4 grundlegend sein, wo fu¨r eine Signalkomponente des Eingangssignals die entsprechende
Komponente innerhalb eines Subbandsignals zu finden ist.
Aufgrund der nach dem Satz von Riesz-Fischer bestehenden Isomorphie, die zwischen `2(Z)
und den auf dem Einheitskreis T definierten Funktionen von L2(T ) besteht, kann man sowohl
diskrete Signale als auch Operatoren in den Frequenzbereich transformieren (vgl. [27]). Die
z-Transformation
ZT : x 7→
(
z 7→
∑
k∈Z
x(k)z−k
)
u¨berfu¨hrt `2(Z)-Signale x in L2(T )-Signale ZT [x]. Ist ζ ein linearer Operator auf `2(Z), dann
ist Z(ζ) = ZT ◦ ζ ◦ Z−1T ein linearer Operator auf L2(T ). Weiterhin ist die Abbildung ζ 7→
Z(ζ) ein Isomorphismus zwischen Algebren von Operatoren. Insbesondere gelten fu¨r lineare
Operatoren ζ, ξ des `2(Z)
Z(ζ ◦ ξ) = Z(ζ) ◦ Z(ξ), und Z(id`2(Z)) = idL2(T ).
Die obigen `2(Z)-Operatoren haben dann folgende Analoga im z-Bereich:
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Satz 3.3.4 Sei x ∈ `2(Z) ein Signal mit z-Transformierter X = ZT [x], H(z) die z-Transfor-
mierte des Filters h ∈ `1(Z), M ∈ N>0 und ` ∈ Z, dann gelten:
1. Z((↓M)) =∑M−1k=0 (↓M)z,k, wobei ((↓M)z,kX)(z) := 1MX (z 1M e 2piiM k).
2. Z(Cf ) = µF , wobei F die z-Transformierte von f ∈ `2(Z) und µF : G 7→ FG ist.
Insbesondere gilt Z(T`) = µz` .
3. Z((↑M)) = (↑M)z, wobei ((↑M)zH)(z) := H(zM ).
¤
Beweis: Siehe [16, 86, 65, 88].
Der Ausdruck (3.4) fu¨r die Semantik eines Subbandoperators im Zeitbereich kann mit Hilfe
dieser Resultate umgeformt werden in eine z–Bereich–Semantik
Wz(k) = (↓ qr+1)z ◦Hr(zqr) ◦ . . . ◦H1(z) ◦ zprqr+...+p1q1 . (3.5)
Nimmt man an, dass die Filter hi Bandpassfilter sind, la¨sst dieser Ausdruck insbesondere
eine Interpretation der Filtercharakteristik (Durchlassbereich) des zum Subband k geho¨rigen
Produktfilters zu.
Im Fall M = 2 erha¨lt man einfache Multiratenfilterba¨nke, die aus ein Analyse- und Synthese-
Teil bestehen. Fu¨r unsere Anwendung beno¨tigen wir als Grundbaustein nur eine 2-Band
Multiraten-Analyse-Filterbank.
Abbildung 3.1: 2-Band Multiraten-Analyse-Filterbank.
Eine 2-Band Multiraten-Analyse-Filterbank ist ein FBT (siehe Abb. 3.1), wow(kT ) = (0, 2, h0)
und w(kH) = (1, 2, h1) mit einem Tiefpassfilter h0 und einem Hochpassfilter h1.
Abbildung 3.2: 2-Band Multiraten-Filterbank – Symbolik aus der Signalverarbeitung.
Erweitern wir diese einfache FB so, dass im Ausgang jedes Subbands eine gleiche 2-Band
Multiraten-Analyse-FB folgt und wiederholen wir das gleiche insgesamt S − 1 mal, so erhal-
ten wir einen sogenannten vollsta¨ndigen 2-Band Filterbankbaum der Ho¨he S. In Abbildung
3.3 ist ein vollsta¨ndiger dreistufiger Filterbankbaum dargestellt. Diese Struktur ermo¨glicht die
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Abbildung 3.3: Vollsta¨ndiger 2-Band Filterbankbaum der Ho¨he drei.
Zerlegung des Spektrums in insgesamt 2S Subba¨nder der gleichen Bandbreite R/2
2S
. Fu¨r die
eindeutige Trennung der Grundfrequenzen von Klavierto¨nen ab dem Ton G3 (ω0 = 97.99 Hz)
wu¨rden wir bei einer Samplingrate von R = 22050 Hz einen vollsta¨ndigen Filterbankbaum
der Ho¨he S = 11 beno¨tigen, was zur Zerlegung des Spektrums in insgesamt 2048 Subba¨nder
fu¨hrt. Dadurch wird die notwendige Frequenzauflo¨sung fu¨r die tieferen Frequenzen erreicht.
Gleichzeitig werden aber die hohen Frequenzen mit einer viel gro¨ßeren Frequenzauflo¨sung als
no¨tig analysiert. Zusa¨tzlich erhalten wir durch die starke Dezimierung in einigen Frequenzbe-
reichen eine fu¨r unsere Anwendung untolerierbar geringe Zeitauflo¨sung. Dieses Problem la¨sst
sich durch etwas kompliziertere Filterbankbaumstrukturen lo¨sen, mittels denen die gewu¨nsch-
te Zeit-Frequenz-Auflo¨sung erzielt werden kann. Eine auf unser Problem angepasste Struktur
eines Filterbankbaums wird in Unterabschnitt 4.3.1 angegeben.
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Kapitel 4
Extraktion musikalischer Merkmale
In diesem Kapitel geht es um die automatische Extraktion von musikalisch relevanten Parame-
tern eines Audiosignals, das als Wellenform im PCM-Format gegeben ist. Dabei setzen wir im
Folgenden voraus, dass es sich bei dem Audiosignal um ein von einem Klavier eingespieltes
polyphones Musikstu¨ck handelt. Hierbei sollen zum einen die Einsatzzeiten von musikali-
schen Ereignissen, d. h. Einsatzzeiten von neu hinzukommenden To¨nen, und zum anderen die
Tonho¨he dieser To¨ne bestimmt werden. Wie in der Einleitung dargestellt, kann dieses Problem
als eine Erweiterung des Segmentierungsproblems und als Teilproblem der Musiktranskripti-
on, aufgefasst werden. In dieser Arbeit werden die extrahierten Merkmale insbesondere fu¨r
die Lo¨sung des Synchronisationsproblems (siehe Kapitel 5) beno¨tigt. Hier steht also weni-
ger die vollsta¨ndige und fehlerfreie Extraktion aller Partiturdaten im Vordergrund, sondern
es geht vielmehr um die Extraktion einer hinreichend großen Menge an Parametern, die ei-
ne Synchronisation einer vorgegebenen Auflo¨sung ermo¨glicht. In Abschnitt 4.1 gehen wir im
Detail auf das Extraktionsproblem ein und beschreiben den Stand der Forschung. In einem
ersten Schritt geht es um die Bestimmung von mo¨glichen Einsatzzeiten neu hinzukommender
To¨ne. Hierbei wurden mehrere Verfahren, die grob in Zeitverfahren, Zeit-Energie-Verfahren
und Zeit-Spektral-Verfahren eingeteilt werden ko¨nnen, implementiert und getestet (Abschnitt
4.2). Innerhalb der durch die Zeitpunkte definierten Segmente kommen keine neuen To¨ne hin-
zu, so dass das Signal in diesen Bereichen als quasiperiodisch angenommen werden kann. In
einem zweiten Schritt wird nun das Frequenzspektrum der einzelnen Segmente untersucht.
Fu¨r jedes einzelne Segment werden mo¨gliche Tonho¨hen gescha¨tzt. Abschnitt 4.3 beschreibt
ein Verfahren, das die Segmente unter Verwendung eines an die Frequenzcharakteristik des
Klaviers angepassten Filterbankbaums in Subba¨nder zerlegt, aus denen mittels geeigneter
Schablonen innerhalb eines iterativen Verfahrens die Tonho¨hen abgelesen werden ko¨nnen.
Schließlich werden in Abschnitt 4.4 das Gesamtsystem vorgestellt, die durchgefu¨hrten Expe-
rimente beschrieben und die erzielten Ergebnisse diskutiert.
Bei den hier vorgestellten Verfahren, insbesondere bei den Verfahren zur Tonho¨henextrak-
tion, handelt es sich um off-line Verfahren (Verfahren, die nicht in Echtzeit arbeiten), die
jedoch die Kenntnis an Partiturinformation nicht voraussetzen. In einem weiteren Schritt ist
der Entwurf effizienterer Algorithmen geplant, die zu on-line Extraktionsverfahren fu¨hren.
Hierbei soll untersucht werden, inwieweit sich die Partiturdaten als Zusatzinformation (z. B.
zur Scha¨tzung von Einsatzzeiten) einsetzen lassen.
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4.1 Stand der Forschung
Die Aufgabenstellung der Extraktion und Musiktranskription wurden bereits in Kapitel 1
erla¨utert. Dabei geht es vor allem um die Erkennung von Notenparametern, wie z. B. Ein-
satzzeiten, Tonho¨hen und Tondauern. Die ersten intensiveren Arbeiten aus dem Bereich der
Musiksegmentierung und -transkription datieren aus den siebziger Jahren und benutzten
hauptsa¨chlich die Methode des Pitch-Trackings. Mittels dieser Methode folgt die Abgrenzung
der To¨ne, d. h. die Bestimmung ihrer Einsatzzeiten und Dauern implizit aus dem Tracking
der Grundfrequenzen dieser To¨ne. Es ging dabei um einstimmige (vgl. z. B. [68]) oder auch
zweistimmige Musik [57], allerdings mit der Einschra¨nkung bezu¨glich der Tonlage und be-
grenzten mo¨glichen Kombinationen gleichzeitig gespielter To¨ne. Durch letzteres kann eine
U¨berlappung der Partialto¨ne vermieden werden. Im Fall der einstimmigen Musik kann man
die automatische Musiktranskription als ein in weiten Teilen gelo¨stes Problem ansehen. Wir
werden, um einen U¨berblick u¨ber die verwendeten signaltheoretischen Methoden zu schaffen,
kurz einige Verfahren fu¨r diesen einfacheren Fall der Extraktion erla¨utern.
McNab & al. beschreiben in [56] ein prototypisches System zur Melodietranskription von
einstimmigem Gesang, das zur Suche in der Meldex–Bibliothek verwendet wird. Fu¨r die
Tonho¨henerkennung wurde der Gold-Rabiner-Algorithmus, eine Zeitbereichs-Methode zur Be-
stimmung der Grundfrequenz eingesetzt. Die Autoren berichten von Transkriptionsfehlern von
11.73%. Neben klassischen Signalverarbeitungsmethoden werden in der neueren Zeit fu¨r die
Segmentierung einstimmiger Musik ha¨ufig Hidden-Markov-Modelle (HMM) eingesetzt. Die-
se sonst in der Sprachsegmentierung ha¨ufig angewendete Technik hat insbesondere bei der
Aufgabenstellung der automatischen Musikbegleitung Anwendung gefunden. So werden in
[9] und [72] zwei Ansa¨tze zur Analyse von Gesang bzw. Oboe vorgestellt. Es ist leider keine
quantitative Evaluierung der Extraktionsergebnisse vorhanden.
Im Gegensatz zur einstimmigen Musik geht es bei mehrstimmiger Musik um komplexe PCM-
Daten, die typischerweise durch U¨berlagerung einzelner To¨ne oder Stimmen verschiedener
Quellen (Instrumente, Gesang etc.) entstanden sind. Wie zu erwarten, ist eine Extraktion
von Partiturdaten bei polyphoner Musik nur sehr eingeschra¨nkt mo¨glich. Das zeigt auch die
folgende Diskussion existierender Verfahren. Fast allen diesen Verfahren ist gemeinsam, dass
die Detektion der Einsatzzeiten nur einen ersten Schritt darstellt. Daher werden zuna¨chst
einige fu¨r uns interessante Zeitsegmentierungsmethoden erwa¨hnt. In [31] werden zwei ver-
schiedene Zeitsegmentierungsansa¨tze vorgestellt – die Amplituden-Thresholding-Methode und
die autoregressive Segmentierung. Die erste Methode basiert, wie ihr Name schon andeutet,
auf der Detektion der Einsatzzeiten aus der Amplitudenhu¨llkurve. Hier wird von Problemen
mit schwer erkennbaren Einsatzzeiten bei Legato-Noten berichtet, sowie bei der Bestimmung
eines geeigneten Schwellwerts, der niedrig genug ist, um alle Einsatzzeiten zu bestimmen,
aber wiederum hoch genug, um Fehlscha¨tzungen zu vermeiden. Fu¨r die zweite Methode der
Zeitsegmentierung wird ein autoregressives Modell verwendet, das auf dem ha¨ufig in der
Spracherkennung verwendeten LPC-Algorithmus basiert und neue Ereignisse (wie z. B. neu
einsetzende Noten) durch den Vergleich der AR-Modelle fu¨r je zwei benachbarte Segmente
erkennt. Eine modifizierte Variante dieses Algorithmus wurde auch in dieser Arbeit getestet
(siehe Unterabschnitt 4.2.1).
Foote stellt in [29] Methoden zur automatischen zeitlichen Segmentierung von Audioaufnah-
men vor. Er verwendet dabei einen sogenannten Novelity Score, der aus der Korrelation einer
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A¨hnlichkeitsmatrix mit einer geeigneten Kernfunktion entsteht. Die Dimensionen der Kern-
funktion zusammen mit der Breite des Analysefensters bei der hierbei berechneten WFT,
bestimmen, wie fein die Segmentierung gemacht werden muss. Aus so erhaltenen Novelity-
Score-Kurven bzw. aus ihren Peaks kann man ablesen, wo die Positionen der neu aufgetretenen
Ereignisse (Sprache nach Musik, neues Instrument, oder bei kleineren Auflo¨sungen neue No-
ten bzw. Akkorde) auftreten. Die Methode wird außer in Retrieval-Systemen auch fu¨r die
Analyse des Rhythmus angewendet [30]. In [28] wird ein Energieprofil bzw. Spektrogramm
(a¨hnlich wie in Abschnitt 4.2.2 bzw. 4.2.3) berechnet, um einen Vergleich zwischen verschie-
denen Audioaufnahmen (fu¨r den Zweck des Retrievals) mittels dynamischer Programmierung
durchzufu¨hren. Die zeitliche Auflo¨sung bei der Erstellung der Energieprofile war dabei eine
Sekunde. Sie muss allerdings je nach Anwendung angepasst werden.
Nun wollen wir einige aktuellere Arbeiten erwa¨hnen, die sich mit der Aufgabe der Extraktion
von musikalischen Merkmalen bzw. mit der automatischen Musiktranskription von polypho-
ner Musik bescha¨ftigen. Scheirer hat im Rahmen seiner Magisterarbeit [83] ein System zur
automatischen Extraktion der Interpretationsschwankungen unter Verwendung der entspre-
chenden Partitur entwickelt. Solch ein System extrahiert eher die Interpretationsfeinheiten,
d. h. leichte Abweichungen von den vorgeschriebenen metronomischen Positionen. Um die
Einsatzzeiten der erwarteten To¨ne zu bestimmen, verwendet er mehrere Methoden. Dabei
untersucht er z. B. die Energie der hohen Frequenzen oder die Energie im Ausgang von Kamm-
filtern fu¨r bestimmte Signalabschnitte um die gescha¨tzte Position der Einsatzzeiten herum.
Das System ist aber, wie der Autor selbst feststellt, nicht im Stande, Interpretationen, bei
denen bedeutende Temposchwankungen (wie z. B. accelerando) auftauchen, zu verfolgen.
Martin hat in [51] und [52] ein System zur automatischen Transkription von einfacher mehr-
stimmiger Musik pra¨sentiert, das auf einer Blackboard-Architektur basiert. Die Signalanaly-
se wurde mittels eines sogenannten Log-Lag-Korrelogramms durchgefu¨hrt, in der Hoffnung,
durch solch einen Ansatz die Notwendigkeit der Instrumentenmodelle bei der Erkennung von
Akkorden zu eliminieren. Das System ist fa¨hig, To¨ne des Intervalls zwischen B3 und A5 zu
erkennen. Die Experimente mit synthetisierten Klavierstu¨cken, deren maximale Anzahl von
Stimmen bis zur vier war, zeigten Probleme bei der Erkennung von Oktaven und lieferte ins-
gesamt, neben den unerkannten, auch falsch gescha¨tzte Noten. Systematische Angaben u¨ber
die Transkriptionsergebnisse wurden leider nicht bekanntgegeben.
In [42] und [43] haben Klapuri & al. ein Verfahren zur automatischen Transkription von Mu-
sikaufzeichnungen vorgestellt. Die Einsatzzeiten werden aus den Amplitudenhu¨llkurven der
Subbandsignale bestimmt, genauer aus der numerischen Ableitung der Logarithmen dieser
Hu¨llkurven. Danach folgt die iterative Erkennung von Tonho¨hen aus der Klangzusammen-
setzung. In jedem Iterationsschritt wird die dominante Tonho¨he bestimmt und ihr Spektrum
mittels Moving-Average-Methoden gescha¨tzt. Solch ein gescha¨tztes Spektrum wird dann aus
dem Gesamtspektrum subtrahiert und die gesamte Prozedur fu¨r das residuale Signal wieder-
holt, bis ein gewisser Schwellwert erreicht wird. Die Testergebnisse mit ku¨nstlich erzeugten
Klangmischungen, die bis sechs verschiedene Noten und Timbres enthalten ko¨nnen, zeigen,
dass zumindest einige der Tonho¨hen einer Klangzusammensetzung korrekt erkannt werden.
Die Bewertung der Experimente mit reellen Aufzeichnungen wurde hier leider nicht disku-
tiert. Aus den akustischen Beispielen, die auf der Web-Seite der Autoren angegeben sind [44]),
kann man schließen, dass das Verfahren noch nicht ”reif“ fu¨r eine automatische Transkription
solcher komplexen Audioaufzeichnungen ist. Da aber diese Aufgabenstellung so anspruchsvoll
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ist, verdient sie ohne Zweifel unsere Aufmerksamkeit.
Bobrek hat in [6], a¨hnlich wie in dieser Arbeit, fu¨r die Signalanalyse und Tonho¨henextraktion
Multiratenfilterba¨nke und Notenschablonen verwendet. Bei der Extraktion hat er aber die
Energievektoren bezu¨glich ihrer maximalen Komponenten normiert, was nach unserer Auf-
fassung einen Kritikpunkt dieser Methode darstellt. Bei der Erkennung von Tonho¨hen wird
dann die A¨hnlichkeit zwischen diesen Energievektoren und den Schablonen aus der Daten-
bank berechnet. Das globale Maximum bestimmt die erste Tonho¨he, deren Komponenten
dann eliminiert werden. Der gesamte Ablauf wird wiederholt, bis es keine wichtigen Ener-
giekomponenten mehr gibt. Die Fehlerrate wird fu¨r synthetische Aufnahmen als relativ klein
angegeben. Das gilt jedoch nicht fu¨r reelle Aufnahmen. Auch hier ist eine systematische Be-
wertung der Ergebnisse, bis auf einige konkrete Beispiele, nicht vorhanden.
Marlot hat in [50] ein Verfahren zur Transkription mehrstimmiger Klaviermusik mittels neuro-
naler Netze vorgestellt. Das System erkennt nur die Einsatzzeiten und Tonho¨hen. Die Noten-
dauern und Lautsta¨rken werden dabei nicht betrachtet. Fu¨r die Zeit-Frequenz-Transformation
des Signals wurde hier die Korrelationsfunktion verwendet. Das Spektrum wurde logarith-
misch in insgesamt 304 Frequenzba¨nder unterteilt. Fu¨r jede Note wurde ein feed-forward
neuronales Netz (NN) trainiert (also insgesamt 88 NN fu¨r Noten zwischen A1 und C9). Der
Autor hat das System mit aus MIDI-Daten stammenden Aufnahmen fu¨r verschiedene Klavier-
Samples sowie in unterschiedlichen Polyphonien getestet. Er berichtet von Tonho¨hendetektio-
nen mit einer Genauigkeit von 94.6%. Die Anzahl der falsch detektierten Noten liegt zwischen
20 und 35% und steigt mit der Anzahl simultan gespielter Noten. Das System kann jedoch
die Tonho¨hen nur mit einer zeitlichen Verzo¨gerung erkennen. Zudem werden die Einsatzzei-
ten meist als zu spa¨t gescha¨tzt, was das Verfahren ungeeignet fu¨r die Musiktranskription
macht. Die Ergebnisse der Tests mit reellen Audioaufzeichnungen wurden in dieser Arbeit
nicht erwa¨hnt, außer dass die Notwendigkeit des Trainings mit solchen Aufnahmen als eine
Verbesserungsmo¨glichkeit vorgeschlagen wurde.
Amazing MIDI, ein PCM-to-MIDI-Produkt von der japanischen Firma Araki [2], verwendet
bei der Tonho¨henerkennung einen einzigen Klang als Ausgangspunkt. Der Vorteil ist, dass die-
ser ”Muster-Klang“ vom Benutzer eingegeben werden kann. Da hier jedoch nur das Spektrum
eines Tons die Spektren der Noten der gesamten Tonlage modelliert, ist zu erwarten (und die
Testergebnisse besta¨tigen es), dass neben den korrekt erkannten Tonho¨hen auch viele falsche
auftauchen.
4.2 Zeit-Segmentierung
Fu¨r die Lo¨sung des Extraktions-Problems gibt es mehrere verschiedene Sichtweisen und
Ansa¨tze. Einige, wie bereits im Abschnitt 4.1 erkla¨rt, basieren auf Pitch-Tracking-Methoden,
d. h. die Segmentierung und Extraktion werden gleichzeitig durchgefu¨hrt und basieren aus-
schließlich auf der ”Verfolgung“ der Frequenzkomponenten. In unserem Verfahren stellt die
Zeitsegmentierung einen ersten Schritt zur Extraktion relevanter Parameter (Einsatzzeiten,
Tonho¨hen usw.) dar, die fu¨r die Aufgabe der Synchronisation (siehe Kapitel 5) notwendig
sind. Die Zeitsegmentierung wird durch die Bestimmung der zeitlichen Positionen innerhalb
der PCM-Datei, die mo¨glicherweise den Noten-Einsatzzeiten entsprechen, erreicht. Hierzu
wurden zuna¨chst Methoden fu¨r die Erkennung der Einsatzzeiten entwickelt und getestet, die
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nur auf dem PCM-Signal basieren und bei der Einsatzzeitenextraktion keine Partiturvorkent-
nnisse verwenden.
Nach einer kurzen Zusammenfassung der relevanten physikalischen Pha¨nomene der Anstiegs-
phase, die fu¨r die Detektion der Einsatzzeiten angesetzt werden ko¨nnen, werden die entwickel-
ten Verfahren ausfu¨hrlich beschrieben. Am Ende dieses Abschnitts werden die Testergebnisse
diskutiert und die einzelnen Verfahren zusammen mit den entsprechenden Parameterwahlen
bewertet.
Physikalische Pha¨nomene der Anschlags-Phase
Fu¨r die zu segmentierenden PCM-Daten wurde der Begriff Einsatzzeit als der Zeitpunkt de-
finiert, an dem ein neues Ereignis auftritt, wobei dieses Ereignis der Anstiegsgsphase des
ADSR-Modells entspricht (siehe 2.7). Die Pha¨nomene, die diese Phase begleiten, wie z. B. die
Transienten, stellen zusammen mit den spektralen Hu¨llen der To¨ne die wichtigsten Signal-
charakteristika dar, die die Klangfarbe der Instrumente bestimmen. Wir werden bekannte
Eigenschaften dieser Pha¨nomene verwenden, um die Anstiegsphase fu¨r unsere Algorithmen
zur Zeitsegmentierung modellieren zu ko¨nnen. Die meisten der Pha¨nomene wurden bereits
ausfu¨hrlicher in Abschnitt 2.7 beschrieben.
Aus der ADSR-Hu¨llkurve (Abbildung 2.6) ist ersichtlich, dass wa¨hrend der Anstiegsphase die
Energie des Signals von Null bis zu einem maximalen Wert ansteigt, bevor die Energie wieder
abklingt. Der Wert dieses Maximums ha¨ngt von der Lautsta¨rke ab, die im Fall des Klaviers
durch die Ha¨rte des Hammers bestimmt wird (siehe Abschnitt 2.7). Dies fu¨hrt zu dem Schluss,
dass die Peaks in der Amplitudenhu¨llkurve eine der gesuchten Eigenschaften sind, die sich fu¨r
die Einsatzzeitenextraktion gut eignen. Dies gilt allerdings nur fu¨r einen einzelnen, isolierten
Ton. Sobald wir es mit mehreren zeitlich benachbarten To¨nen verschiedener La¨ngen und
Lautsta¨rken zu tun haben, verzerrt sich dieses ideale Bild der Amplitudenhu¨llkurve derart,
dass die tatsa¨chlichen Peaks nicht mehr so einfach zu erkennen und von sogenannten Pseudo-
Peaks zu unterscheiden sind, die dann zu Fehldetektionen fu¨hren ko¨nnen. Die Gru¨nde dafu¨r
sind verschieden:
a) Die Amplitude mancher Partialto¨ne klingt allma¨hlich ab, um dann vor dem endgu¨ltigen
Ausklingen wieder anzusteigen, was sich wiederum in Schwingungen der Hu¨llkurve des
Signals widerspiegelt.
b) Ein neubegonnener Ton, dessen Grundfrequenz nahe der des noch erklingenden Tons
liegt, resultiert in einer Amplitudenmodulation des Signals. Das Pha¨nomen kommt
sta¨rker zum Tragen, wenn die beiden To¨ne gleichzeitig abgespielt werden (siehe Ab-
schnitt 2.6).
c) Legato abgespielte To¨ne dauern la¨nger, was zur U¨berlappung der hintereinander ge-
spielten To¨ne fu¨hrt. Dieser Effekt ist noch bedeutender mit abnehmender La¨nge des
Zeitintervalls zwischen den beiden Anschla¨gen (im Fall von sehr kurzen Noten, Trillern
usw.). Die Verwendung des Haltepedals versta¨rkt diesen Effekt noch deutlicher.
d) Die Lautsta¨rke des na¨chsten gespielten Tons spielt auch eine wichtige Rolle. Je leiser
dieser Ton ist, um so kleiner ist der zugeho¨rige Peak.
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Die ersten zwei Punkte deuten an, dass es Schwingungen innerhalb der Hu¨llkurve gibt, die zu
den oben erwa¨hnten Fehldetektionen fu¨hren ko¨nnen. Da die Zeitintervalle zwischen solchen
Peaks von betra¨chtlicher Gro¨ße sind, funktionieren Verfahren, die unter Zugrundelegung einer
minimalen Distanz zwischen zwei Einsatzzeiten fehldetektierte Peaks entfernen, nicht ohne
Weiteres. Wird einerseits diese minimale Distanz zu groß gewa¨hlt, eliminiert das Verfahren
neben den Pseudo-Peaks auch solche, die zu den Noten eines Trillers oder zu sehr schnell
gespielten Notenfolgen geho¨ren. Wenn andererseits der Parameter fu¨r die minimale Distanz
zu klein gewa¨hlt wird, werden mo¨glicherweise Pseudo-Peaks nicht als solche erkannt. Die im
Punkt (d) angedeutete Dynamik des Musikstu¨cks, die im Fall des Klaviers etwa 30-35 dB er-
reicht, erschwert die Erkennung der richtigen Einsatzzeiten, so dass die Standard-Schwellwert-
Technik nicht ausreichend ist. Statt dessen scheint eine adaptive Methode, die die zeitliche
Entwicklung der Signaldynamik beru¨cksichtigt, mehr zu versprechen.
Die Verwendung der Spektralinformation ko¨nnte das Verfahren weiter verbessern, da sich
na¨mlich beim Beginn neuer Noten bzw. neuer Akkorde das Spektrum des Signals vera¨ndert.
Dies geschieht auch, wenn die gleichen To¨ne wiederholt werden, da die Anstiegsgsphase durch
Transienten charakterisiert wird. Dies sind rauschartige Komponenten, die durch den Hammer
des Klaviers erzeugt werden, jedoch wieder sehr schnell abklingen. Solch eine Erkenntnis kann
bei der Modellierung der Einsatzzeiten sehr hilfreich sein.
Die unten beschriebenen Verfahren nutzen die oben erwa¨hnten Charakteristika teilweise oder
ganz. Die Segmentierungsresultate geben Aufschluss u¨ber die Relevanz der Pha¨nomene a) –
d) bei der Einsatzzeitenmodellierung.
4.2.1 Autoregressive Segmentierung – LPC-Methode
Der LPC-Algorithmus (Linear Predictive Coding) wurde urspru¨nglich fu¨r die Kodierung von
Sprachsignalen eingesetzt. Die erzielten guten Ergebnisse haben die Autoren von [31] moti-
viert, diesen fu¨r die Extraktion der Einsatzzeiten aus Audiodaten zu testen. Die Testergeb-
nisse, die fu¨r den Fall der Flo¨te und des Cellos angegeben wurden, sind sehr vielversprechend
und haben uns motiviert, denselben Algorithmus fu¨r den Fall des Klaviers zu testen.
Die detallierte Beschreibung des LPC-Algorithmus ist unter anderem in [21] oder in [45] zu
finden. Hier wird nur die von uns modifizierte Variante des LPC-Algorithmus in Anlehnung
an [31] beschrieben. Gegeben seien ein Signal x : Z→ R und eine Fensterfunktion g : Z→ R
der La¨nge N := |min(supp(g)) − max(supp(g))|. Wir betrachten nun das gefensterte Signal
s = T−rN [g] · x, wobei r ∈ Z ist. Aufgrund der LPC-Analyse ist zu erwarten, dass der
aktuelle Abtastwert approximativ aus der Linearkombination der p vorherigen Abtastwerte
vorhergesagt werden kann:
sˆ(n) := −
p∑
k=1
a(k)s(n− k).
Hier sind a(1), . . . , a(p) die LPC-Koeffizienten, und p steht fu¨r die Ordnung des LPC-Modells.
Der Pra¨diktionsfehler, auch Residualsignal genannt, ist durch
u(n) = s(n)− sˆ(n) = s(n) +
p∑
k=1
a(k)s(n− k),
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Abbildung 4.1: Schematische Beschreibung des autoregressiven LPC-Algorithmus. (a) Ein
Abschnitt des Signals. (b) Die Fensterfunktionen. (c) Das durch die Fensterung modifizierte
Signal, getrennt in zwei Segmente xr und xr+1, die weiter als Eingangsdaten des Algorithmus
dienen. (d) Schema des LPC-Algorithmus.
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Abbildung 4.2: Extraktion der Einsatzzeiten mit der LPC-Methode (die ersten 12 Sekunden
des Trios aus Mozarts Klaviersonate in A-Dur, Op. 331, CD-Aufnahme). Oben: Wellenform-
darstellung. Mitte: Fehlerkoeffizienten. Unten: Gegla¨ttete Fehlerkoeffizienten. Die Peaks in
den zwei untersten Abbildungen zeigen die mo¨glichen Positionen der Einsatzzeiten.
gegeben. Der gesamte quadratische LPC-Fehler im Intervall [n1 : n2] ist
e =
n2∑
n=n1
u(n)2.
Die LPC-Koeffizienten aus dem analysierten Signal werden so bestimmt, dass der Pra¨dikti-
onsfehler minimal ist (vgl. [70]).
Das Fenster g wird so gewa¨hlt, dass vergangene Werte ”vergessen“ werden. Es kann eine
exponentiell ansteigende Kurve sein, aber auch ein Cosinus-Fenster, wie z. B. das Hamming-
oder Hann-Fenster. In unserem Fall wurde die erste Ha¨lfte des Hamming-Fensters verwendet
(siehe Abb. 4.1 (b)).
Der Ablauf des Algorithmus wird anhand der Abbildung 4.1 (d) beschrieben. Aus einem
gefensterten Abschnitt des Signals werden die Pra¨diktionskoeffizienten (a(1), . . . , a(p)) und
der Pra¨diktionsfehler e1 berechnet. Dieselben Pra¨diktionskoeffizienten werden verwendet, um
die Abtastwerte aus dem benachbarten gefensterten Abschnitt des Signals zu pra¨dizieren.
Falls das nachfolgende Segment des Signals deutliche A¨nderungen im Vergleich zum vorherigen
zeigt, ist zu erwarten, dass der Pra¨diktionsfehler e2 im Vergleich zu e1 sehr groß sein wird. Um
diesen Effekt zu versta¨rken, bilden wir e = e2/e1. Die Prozedur wird fu¨r je zwei benachbarte
Fenster wiederholt. Schließlich wird die Folge der Fehlerkoeffizienten e durch Tiefpassfilterung
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gegla¨ttet.
Die Ergebnisse dieses Algorithmus fu¨r einen Ausschnitt aus Mozarts Klavier-Sonate in A-
Dur, Op. 331, sind in Abb. 4.2 dargestellt. In der Abbildung zeigen die deutlichen Peaks
Kandidaten fu¨r Stellen mo¨glicher Einsatzzeiten der Noten an. Es wurden aber nicht alle
Einsatzzeiten erkannt. Es handelt sich dabei um Stellen, an denen To¨ne vorkommen, die im
Vergleich zu dem noch klingenden Akkord ganz leise abgespielt wurden. Die Erkla¨rung fu¨r
das nicht Detektieren liegt in dem nicht wesentlich gea¨nderten Frequenzgehalt des Signals. Da
dieser Algorithmus genau auf diesen A¨nderungen basiert, wurden die entsprechenden Stellen
auch nicht erkannt. Aus demselben Grund folgt, dass der Algorithmus nicht robust gegenu¨ber
Wiederholungen von Noten bzw. Akkorden ist.
4.2.2 Amplitudenbasierte Methode
Ein weiterer Versuch, das Problem der Einsatzzeitendetektion zu lo¨sen, basiert auf der Be-
trachtung der Signalenergie im Zeitbereich. Es ist bekannt, dass mit jeder gespielten Note
bzw. jedem gespielten Akkord die Energie des Signals (lokal) ansteigt. Diese Energie fa¨llt
jedoch im Falle des Klaviers gleich nach dem Anschlag wieder ab, da hier die Sustain-Phase
des ADSR-Modells nur schwach ausgepra¨gt ist (siehe Abb. 2.8). Diese Eigenschaft des Kla-
vierklangs kann zum Zweck der Erkennung der Einsatzzeiten wie folgt ausgenutzt werden.
Fu¨r das gegebene Signal x und eine Fensterfunktion g der La¨nge N ist die Energie-Hu¨llkurve
e : Z → R, die fu¨r die Bestimmung der Einsatzzeiten verwendet wird, fu¨r k ∈ Z wie folgt
definiert:
e(k) :=
∑
n∈Z
|T−kN/2[gN ](n)x(n)|2. (4.1)
Fu¨r das Beispiel aus 4.2.1 ist die so berechnete Energie-Hu¨llkurve in Abbildung 4.3 (c) dar-
gestellt. Man erkennt, dass diese Kurve eine gegla¨ttete Variante des oberen (positiven) Teils
der eigentlichen Hu¨llkurve der Wellenform ist (siehe Abb. 4.3 (b) bzw. (a)).
Um die Einsatzzeiten aus dieser Kurve zu extrahieren, muss man die Stellen, an denen die
Energie deutlich ansteigt, d. h. e monoton steigend ist, bestimmen. Das sind eben die Stellen,
an denen die Anstiegphase der Noten bzw. Akkorde beginnt. Dafu¨r werden wir einen Operator
d : `2(Z)→ `2(Z) einsetzen, der wie folgt definiert ist:
d[e] : k 7→
{
ek+1 − ek, falls ek < ek+1,
0 sonst.
Eine solche Folge d : Z→ R ist in Abb. 4.3 (d) zu sehen. Die Peaks der Kurve d liefern neben
den richtigen Einsatzzeiten auch Fehldetektionen. Genau wie bei der LPC-Methode werden
einige Einsatzzeiten nicht erkannt, da die entsprechenden To¨ne zu leise gespielt wurden. Daher
ist der Energiebeitrag dieser To¨ne zu gering, um bei dieser Methode Einfluss zu haben. Die
Robustheit dieser Methode bei Stu¨cken mit großen Dynamikunterschieden, bei denen die
Lautsta¨rke der kurz hintereinander gespielten To¨ne sehr unterschiedlich ist, entspricht somit
nicht unseren Anforderungen.
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Abbildung 4.3: Extraktion der Einsatzzeiten mit der Energie-Hu¨llkurven-Methode (Signal aus
der Abbildung 4.2). Von oben nach unten: Hu¨llkurve des Signals, oberer Teil der Hu¨llkurve,
Energiehu¨llkurve, Folge der positiven Ableitungskoeffizienten.
4.2.3 Die Novelity-Kurven-Methode
Sei Xˆ = wg,N/2[x] die durch die Formel (3.2) definierte gefensterte Fouriertransformierte des
betrachteten Signals x. Eine Folge spektraler Vektoren
X˜(k, n) =
 |Xˆ(k0, n)|...
|Xˆ(kN−1, n)|
 ∈ RN
fu¨r aufeinanderfolgende n ∈ Z wird Spektrogramm genannt. Ein Spektrogramm stellt die
Energieverteilung des Signals in der Zeit-Frequenz-Ebene dar. Das Spektrogramm unseres
Beispiels ist in Abbildung 4.4 zu sehen, allerdings wurde genauer 20 log10(X˜(k, n)) dargestellt.
Aus dem `1-Abstand je zweier benachbarter Vektoren erhalten wir die durch
T (n) :=
N−1∑
j=0
|X˜(kj , n+ 1)− X˜(kj , n)|
definierte Novelity-Kurve T : Z → R. Die resultierende Novelity-Kurve zu Abb. 4.4 ist in
Abbildung 4.5 dargestellt.
Wie in Abbildung 4.5 zu sehen ist, tauchen die mit den beiden oben beschriebenen Methoden
nicht erkannten Einsatzzeiten (in Position 25, 55, 75 usw.) hier deutlich auf. Die Begru¨ndung
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Abbildung 4.4: Das Spektrogramm des Signals aus Abbildung 4.2 (a).
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Abbildung 4.5: Novelity-Kurve der Wellenform aus 4.2 (a).
dafu¨r liegt in der Tatsache, dass die Novelity-Kurve ein Maß sowohl der Energie- als auch der
Frequenz-A¨nderungen ist.
4.2.4 Peak-Picking-Algorithmus
Auf die in den Unterabschnitten 4.2.1, 4.2.2 und 4.2.3 eingefu¨hrten Kurven e, d und T soll nun
ein Peak-Picking-Algorithmus angewandt werden, um aus den Kandidaten die Einsatzzeiten
zu scha¨tzen.
Ein Peak wird hier als ein echtes lokales Maximum definiert, d. h. ein Peak bildet nicht nur
den gro¨ßten Wert innerhalb eines Fensters, sondern ist auch gro¨ßer als eine vorgegebene
Anzahl seiner Nachbarn. So kann sichergestellt werden, dass keine zwei Peaks, d. h. keine zwei
benachbarten Einsatzzeiten, na¨her als das sogenannte minimale IOI (inter-onset-interval)
zueinander liegen. Zusa¨tzlich kann die Bedingung gestellt werden, dass der Peak gro¨ßer als
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ein Schwellwert sein muss, um als ein Einsatzzeitenkandidat ausgewa¨hlt zu werden. So ko¨nnen
einige falsche, rauschartige Peaks eliminiert werden.
Im Folgenden wird dieser Algorithmus generisch fu¨r beliebige Kurven angegeben. Dabei be-
zeichne y eine beliebige der drei Kurven, e, d oder T . Sei gq : Z → R ein Rechteckfenster,
dessen La¨nge Nq := |supp(gq)| ein Parameter des Algorithmus ist. Es wird fu¨r die Erzeugung
der Schwellwertkurve gebraucht. Die Schwellwertkurve Eth zu y ist eine Treppenfunktion, die
fu¨r k ∈ Z im Intervall [kNq : (k + 1)Nq − 1] den gq-gewichteten Mittelwert
1
Nq
∑
n∈N
T−kNq [gq](n)y(n)
besitzt. Fu¨r das obige Beispiel ist Eth in der Abbildungen 4.8 (a) und (b) mit gestrichelten
Linien dargestellt.
Das Kriterium des minimalen IOI wird durch ein weiteres Rechteckfenster gmin : Z → R der
La¨nge Nmin := |supp(gmin)| eingesetzt. Nmin ist hier also das minimale IOI.
Zur Extraktion der Peaks aus `2(Z)-Signalen definieren wir einen Operator P : `2(Z)→ `2(Z).
Fu¨r y ∈ `2(Z) ist P [y] dann das Signal
r 7→

y(r), falls y(r) ≥ Eth(r)
∧ y(r) = max{T−kNmin [gmin](n)y(n)}
∧ ∀t ∈ [r −Nmin + 1 : r − 1] ∪ [r + 1 : r +Nmin − 1] : y(r) > y(t)
0 sonst.
Die Abtastrate dieses Signals wird dann mit der des urspru¨nglichen Audiosignals x durch
Upsampling um N/2 Werte (Schrittweite) angeglichen. Die Ergebnisse des Peak-Picking-
Algorithmus fu¨r einige Signale werden im folgenden Abschnitt vorgestellt.
4.2.5 Parameterwahl fu¨r den Segmentierungsalgorithmus und Diskussion
der Ergebnisse
Von den drei vorgestellten Segmentierungsmethoden ist die LPC-Methode zeitlich die auf-
wendigste. Da ihre Ergebnisse noch dazu sehr ”verrauscht“ sind, was oft zur Detektion vieler
falscher Peaks fu¨hrt, haben wir in unserem Verfahren diese Methode erst im letzten Segmentie-
rungsstadium lokal verwendet, und zwar um eine noch ”feinere“ Scha¨tzung der Einsatzzeiten
zu erzielen. Die Ergebnisse zweier weiterer Kandidaten – der amplitudenbasierten Methode
und der Novelity-Kurven-Methode – werden zuna¨chst anhand unseres Beispiels verglichen.
Um die Genauigkeit der Scha¨tzung von Einsatzzeiten zu bewerten, wurden diese aus der Wel-
lenform ”von Hand“ bestimmt. Wir bezeichnen die Menge der erwarteten Einsatzzeiten mit{e1, . . . , eυ}. Aus der Menge der detektierten Peaks P suchen wir diejenigen Positionen p aus,
die als ”echte Einsatzzeitenkandidaten“ gelten, d. h. wir entfernen aus der Menge {p1, . . . , pκ}
diejenige Elemente, die in der Tat zu keiner echten Einsatzzeit geho¨ren. Die Differenzen der
entsprechenden Einsatzzeitenpositionen aus den zwei so erhaltenen Mengen sind in Abbil-
dung 4.6 dargestellt. Die durchgezogene Linie (Rauten) geho¨rt zur Novelity-Kurven-Methode,
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Abbildung 4.6: Abweichung der gescha¨tzten Einsatzzeiten von den erwarteten Positionen. Die
durchgezogene Linie entspricht der Novelity-Kurve und die gestrichelte der amplitudenbasier-
ten Methode.
wa¨hrend die gestrichelte Linie die Ergebnisse der amplitudenbasierten Methode wiedergibt.
Man bemerkt, dass die amplitudenbasierte Methode ungenauere Scha¨tzungen liefert, wobei
eine Standardabweichung von etwa 629 Samples, d. h. 28.5 ms, vorliegt. Bei der zweiten Me-
thode liegt die Standardabweichung bei 199 Samples, d. h. bei ca. 9 ms, was ein deutlich
besseres Ergebnis ist. A¨hnliche Ergebnisse wurden auch bei anderen Beispielen erzielt, was
wahrscheinlich daran liegt, dass die Novelity-Kurve sowohl die Energie- als auch die Frequenz-
informationen beru¨cksichtigt und deshalb auch die Einsatzzeiten der leisen oder wiederholten
Noten/Akkorde erkennt. Deshalb werden wir ab jetzt nur diese Zeit-Segmentierungsmethode
weiter verfolgen.
Nun erla¨utern wir die Wichtigkeit der richtigen Wahl der Parameter anhand einiger Beispiele.
Der erste Parameter – die La¨nge N des Analysefensters – muss so ausgewa¨hlt werden, dass
die Ergebnisse so wenig wie mo¨glich durch falsche Einsatzzeiten-Scha¨tzungen ”verrauscht“
sind und mo¨glichst alle korrekten Positionen liefern. In Abbildung 4.7 sehen wir von oben
nach unten die Novelity-Kurven zu Fensterla¨ngen N von 2048, 1024 und 512 Abtastwerten
(entsprechend 92.9 ms, 46.4 ms und 23.2 ms). Man sieht, dass die La¨nge N = 2048 in diesem
Beispiel, in dem nur Achtelnoten vorkommen (siehe Abb. 2.1), gerade ausreichend ist. Fu¨r
ku¨rzere Noten wa¨re diese Fensterla¨nge viel zu groß und wu¨rde mindestens zwei Einsatzzeiten
zusammenfassen. Dies ha¨tte die ”Verschmierung“ der Einsatzzeiten und Fehldetektionen zur
Folge. An der Abbildung zu N = 512 (unten) sieht man, dass eine solche Zeitauflo¨sung viel
zu fein wa¨re und extrem viele falsche Peaks liefern wu¨rde. Im allgemeinen Fall hat sich die
Fensterla¨nge N = 1024 (Abb. 4.7, mitte) als gute Wahl erwiesen. Deshalb werden wir diese
La¨nge als Standardfensterla¨nge fu¨r unseren Analysealgorithmus festlegen.
Die Wichtigkeit zweier weiterer Parameter des Segmentierungsalgorithmus, Nq (La¨nge des
Fensters zur Berechnung der Schwellwertkurve) undNmin (minimales IOI), wird durch Tabelle
4.1 belegt. Hier sind die Gesamtanzahl der detektierten Einsatzzeiten κ, die Anzahl der falsch
gescha¨tzten Einsatzzeiten (f.) sowie die Anzahl der nicht detektierten (n. d.) Einsatzzeiten fu¨r
verschiedene Kombinationen dieser Parameter angegeben.
Man sieht, wie die Anzahl der gescha¨tzten Einsatzzeiten sich fu¨r verschiedene Kombinationen
dieser Parameter a¨ndert. Wenn man Nq = 0 setzt, d. h. keinen Schwellwert bei der Einsatz-
zeitendetektion verwendet und dazu die minimale IOI sehr klein wa¨hlt (46.4 ms), wird die
Anzahl der detektierten Peaks sehr groß (κ = 123). Zwar werden hier alle v = 44 erwarteten
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Abbildung 4.7: Novelity-Kurve berechnet mit Fenstern verschiedener La¨ngen: oben N = 2048,
Mitte N = 1024, unten N = 512.
Einsatzzeitenpositionen detektiert, aber die Anzahl der falsch detektierten Einsatzzeitenkan-
didaten ist fast doppelt so groß wie v. Berechnet man den Schwellwert bezu¨glich der gesamten
Signalla¨nge (hier Nq = 12.46 Sekunden), sinkt die Anzahl der Einsatzzeitenkandidaten deut-
lich auf 60, aber 4 von den erwarteten Einsatzzeiten bleiben dabei nicht erkannt. Die optimale
Kombination der Parameter in diesem Beispiel ist Nq = 0.25 s und Nmin = 0.116 s. Sie liefert
alle erwarteten 44 Einsatzzeiten ohne eine einzige Fehldetektion (siehe Abb. 4.8 (a)).
Die Wahl der Parameter ist allerdings sehr stark von der Dynamik, der rhythmischen Struktur
und dem Tempo des Musikstu¨cks abha¨ngig. So liefern z. B. die oben gewa¨hlten ”optimalen“
Parameterwerte Nq = 0.25 s und Nmin = 0.116 s fu¨r den ca. 16 Sekunden langen Anfangs-
abschnitt einer Interpretation von Bachs Aria con Variationi viel schlechtere Ergebnisse. Es
werden in diesem Fall insgesamt 45 Einsatzzeitenkandidaten detektiert, wovon 11 Fehlde-
tektionen sind. Andererseits sind drei der erwarteten Einsatzeiten (Positionen 116, 423 und
497 in der Abbildung 4.9 (a)) gar nicht detektiert worden. Der betrachtete Abschnitt dieses
Musikstu¨cks ist durch einige Triller und eine ziemlich enge Dynamikspanne charakterisiert.
Deshalb mu¨ssen wir bei der Wahl von Nmin einen viel kleineren Wert von z. B. 92.9 ms wa¨hlen,
was etwas kleiner als die Dauer der ku¨rzesten Trillernoten ist. Fu¨r Nq ko¨nnen wir dann die
Gesamtla¨nge des Signals wa¨hlen. Diese Parameterwahl ermo¨glicht die Detektion der erwar-
teten 37 Einsatzzeitenpositionen. Dabei liegen keine Fehldetektionen vor. Das Ergebnis ist in
Abbildung 4.9 (b) zu sehen. In Abbildung 4.8 (b) haben wir die Segmentierungsergebnisse fu¨r
diese Parameterkombination im Beispiel von Mozarts Trio dargestellt.
Die Experimente zeigen, dass die Werte Nq = 1 s und Nmin = 116.1 ms eine Art Kompro-
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Nmin
Nq 46.4 ms 69.7 ms 92.9 ms 116.1 ms 185.8 ms
[s] κ f. n.d. κ f. n.d. κ f. n.d. κ f. n.d. κ f. n.d.
0 123 79 0 72 28 0 50 6 0 46 2 0 43 0 1
0.25 66 22 0 53 9 0 46 2 0 44 0 0 43 0 1
1 56 15 3 46 5 3 41 0 3 41 0 3 40 0 4
12.46 60 20 4 44 4 4 40 0 4 40 0 4 39 0 5
Tabelle 4.1: Ergebnisse des Segmentierungsalgorithmus in Abha¨ngigkeit der Parameter Nq
und Nmin (der Parameter N ist auf 1024 festgelegt). In den Spalten bezeichnet mit ”κ“
kann man die Gesamtanzahl der detektierten Einsatzzeitenkandidaten fu¨r die entsprechende
Kombination der Parameter ablesen, in den mit ”f.“ bezeichneten die Anzahl der falsch
gescha¨tzten Einsatzzeiten. Die mit ”n. d.“ bezeichneten Spalten enthalten die Anzahl der
nicht detektierten Einsatzzeiten (Fehldetektionen).
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Abbildung 4.8: Peak-Peaking fu¨r Mozarts Trio und Parameterkombination (a) Nq = 0.25 s
und Nmin = 0.116 s, (b) Nq = 13 s und Nmin = 0.0929 s.
misslo¨sung fu¨r viele Musikstu¨cke darstellen. In unseren hier betrachteten Beispielen erhalten
wir im ersten Fall drei fehlende Einsatzzeiten bei Null Fehldetektionen und im zweiten Fall
wieder drei fehlende Einsatzzeiten bei zwei Fehldetektionen.
4.3 Extraktion der Tonho¨hen
Neben der Bestimmung von Einsatzzeiten von Noten in PCM-Dateien ist die Extraktion der
Tonho¨hen ein weiterer ganz wesentlicher Bestandteil der Segmentierung von Musiksignalen
fu¨r Synchronisationszwecke. Zur Tonho¨henbestimmung werden Transformationen beno¨tigt,
die den Frequenzbereich in geeignete Teilba¨nder zerlegen. Da Musiksignale ho¨chstens lokal
stationa¨r sind, mu¨ssen Transformationen verwendet werden, die neben der Frequenzdarstel-
lung des Signals auch eine Zeitdarstellung liefern. Eine mo¨gliche Zeit-Frequenz-Darstellung
erha¨lt man durch die gefensterte Fouriertransformation (WFT). Diese hat allerdings den
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Abbildung 4.9: Peak-Peaking fu¨r Bachs Aria und Parameterkombination (a) Nq = 0.25 s und
Nmin = 0.116 s, (b) Nq = 13 s und Nmin = 0.0929 s.
Nachteil, dass durch die gewa¨hlte Fensterbreite eine feste Skalierung sowohl im Zeit- als
auch im Frequenzbereich eingefu¨hrt wird und zu einer Frequenzaufteilung in Ba¨nder gleicher
Breite fu¨hrt. Da aber das menschliche Ho¨rempfinden einen bezu¨glich der Frequenzen (also
Tonho¨hen) logarithmischen Charakter hat (Verdopplung der Frequenz entspricht einem Ok-
tavintervall – siehe Abschnitt 2.6), ist eine logarithmische Aufteilung des Frequenzbereiches
bei der Zeit-Frequenz-Darstellung sinnvoll. Daher wurden als Basis fu¨r unsere Analyse kaska-
dierte Multiratenfilterba¨nke verwendet, die eine Oktavbandzerlegung des Frequenzbereiches
liefern (Unterabschnitt 4.3.1).
Die Tonho¨henerkennung erfolgt durch eine geeignete Interpretation der Koeffizienten inner-
halb der einzelnen Subba¨nder. Wie im Abschnitt 2.7 erla¨utert wurde, ha¨ngen die Ener-
gieverha¨ltnisse der To¨ne einer Obertonreihe stark von der Lage der Grundfrequenz, der
Lautsta¨rke und der Instrumentation ab. Deshalb ist das Problem der Tonho¨henextraktion
fu¨r den Fall polyphoner Musik ohne weitere Zusatzkenntnisse praktisch nicht lo¨sbar.
Fu¨r die chromatische Notenfolge des Klaviers verwenden wir Notenschablonen (engl.: Templa-
tes) . Diese stellen die Basis fu¨r das Template-Matching-Verfahren (Unterabschnitt 4.3.2) dar.
Da diese Template-Datenbank nur einen Repra¨sentanten pro Note hat anstatt Schablonen fu¨r
alle Notenla¨ngen, Lautsta¨rken, Akzentuierungen und anderen Abspielsweisen, die den zeitli-
chen Verlauf des Klangspektrums beeinflussen, sowie alle mo¨glichen Typen von Klavieren, ist
klar, dass im allgemeinen Fall eine fehlerfreie Extraktion der Tonho¨hen nicht zu erwarten ist.
In Unterabschnitt 4.3.4 werden diese Pha¨nomene anhand konkreter Beispiele ausfu¨hrlicher
erkla¨rt und mo¨gliche Verbesserungen der Methode diskutiert.
4.3.1 Aufbau des Filterbankbaums
Zur Extraktion der Tonho¨he wird eine Transformation verwendet, die den Frequenzbereich
in Ba¨nder unterteilt, welche den Notenfrequenzen unserer westlichen temperierten Stimmung
entsprechen. Die Grundfrequenzen der Noten sind dem menschlichen Ho¨rsystem angepasst
worden, das logarithmische Empfindlichkeit gegenu¨ber Frequenz- bzw. Lautsta¨rkea¨nderun-
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Abbildung 4.10: Frequenz- und Phasengang der: (a) Tiefpass- und (b) Hochpass-Filter.
gen zeigt. Die temperierte Stimmung teilt die Oktave logarithmisch in 12 Teile. Die Grundfre-
quenz der musikalischen To¨ne bezu¨glich dieser Unterteilung kann mit der folgenden Formel
beschrieben werden:
ω0(p) = 2
p−69
12 · 440 [Hz],
wobei p ∈ [0 : 127] die MIDI-Tonho¨hen repra¨sentiert. Die Grundfrequenz der Note mit der
MIDI-Tonho¨he p = 69, d. h., die Grundfrequenz der Note A5 (Kammerton a′), betra¨gt also
ω0(69) = 440 Hz.
Bei der Tonho¨henextraktion mittels Filterba¨nken wu¨rden wir intuitiv nach einer Lo¨sung stre-
ben, die die Grundfrequenzen der To¨ne mo¨glichst in verschiedene Subba¨nder verteilt. Damit
wu¨rden wir die Interpretation der Filterkoeffizienten und deren Zuordnung zu den entspre-
chenden Tonho¨hen vereinfachen. Um eine hierzu geeignete Zerlegung des Frequenzbereiches
zu erhalten, muss der Qualita¨tsfaktor1 der Filter mindestens den Wert
Qmin =
ω0(p)
ω0(p+ 1)− ω0(p) =
1
2
1
12 − 1
= 16.72
haben. Filter mit solch einem Q-Faktor ermo¨glichen allerdings nur die Trennung von Grund-
frequenzen fu¨r die To¨ne einer einzigen Oktave. Wenn der Tonumfang jedoch mehrere Oktaven
umfasst, muss diese untere Schranke noch erho¨ht werden, um zu ermo¨glichen, dass auch die
sehr nah beieinander liegenden Oberto¨ne verschiedener Noten getrennt werden ko¨nnen.
Ausgehend von der Oktavbandzerlegung einer geeignet gewa¨hlten Filterbank (die einen kon-
stanten Q-Faktor von Q = 1.5 liefert) werden die einzelnen Oktavba¨nder in weitere Subba¨nder
zerlegt, bis alle Halbto¨ne im Frequenzbereich zwischen ω0(38) = 73.41 Hz (entspricht dem D3
in MIDI-Notation) und 11025 Hz separiert sind, d. h. Grundfrequenzen verschiedener Halbto¨ne
liegen in verschiedenen Subba¨ndern. A¨hnlich wie in [7] wurde dies durch eine Multiraten-
Filterbank, deren Baumstruktur aus einem vollsta¨ndigen Bina¨rbaum der Ho¨he r = 6 be-
steht, welcher auf weiteren 5 Stufen bzgl. der 2r−1 Tiefpassba¨nder verfeinert ist (siehe Abb.
1Der Qualita¨tsfaktor Q (Q-Faktor) ist als das Verha¨ltnis der Mittenfrequenz ωc und der Bandbreite (ωl, ωh)
eines Filters definiert, also
Q =
ωc
ωh − ωl .
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4.11), realisiert. Dabei wurden orthogonale FIR-Filter der La¨nge N = 128 benutzt, deren Fre-
quenzu¨bertragungsverhalten in Abbildung 4.10 dargestellt ist. Diese Struktur fu¨hrt auf eine
Zerlegung in 224 Subba¨nder mit einem Qualita¨tsfaktor zwischen Qmin = 16.72 und Q = 31.5,
was deutlich oberhalb der gewu¨nschten Untergrenze liegt. Da in den tiefen Frequenzen zur
Trennung der Halbto¨ne eine Zerlegung in kleinere Bandbreiten notwendig ist, mu¨ssen hierfu¨r
Filter großer La¨nge eingesetzt werden, was aber eine schlechte Zeitauflo¨sung nach sich zieht.
Die oben beschriebene Filterbankstruktur (Abb. 4.11) wurde als Kompromiss zwischen den
widerspru¨chlichen Forderungen der guten Zeit- und Frequenzauflo¨sung gewa¨hlt. Diese Filter-
bank wurde in MATLAB implementiert und sowohl auf synthetisch erzeugte als auch auf
natu¨rliche Musiksignale im PCM-Format angewendet und getestet.
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Abbildung 4.11: Aufbau des Filterbankbaums.
4.3.2 Tonho¨henextraktion mittels Schablonen
Tonho¨henextraktion im Fall polyphoner Musik stellt ein sehr kompliziertes Problem dar. Bei
monophoner Musik wu¨rde es i. A. ausreichen, dass nur die Grundfrequenz, also die niedrigste
Komponente im Spektrum, oder im Fall fehlender Grundto¨ne das Verha¨ltnis der Oberto¨ne
(siehe [68]) erkannt wird. Das Problem wird wesentlich komplizierter, sobald wir es mit zwei-
stimmiger Musik zu tun haben. Das liegt an der U¨berlagerung der Oberto¨ne von Noten,
die gleichzeitig klingen (siehe 2.4). Diese U¨berlagerung kann zum einen partiell geschehen,
d. h., nur ein Teil der Oberto¨ne einer Note u¨berlappt sich mit den Komponenten (Grund-
und Oberto¨ne) von anderen Noten. Im Fall eines Oktavintervalls kann aber andererseits auch
eine totale U¨berlagerung der Frequenzkomponenten vorliegen. Dies begru¨ndet das Bedu¨rf-
nis fu¨r die Verwendung zusa¨tzlicher Informationen, wie z. B. der Amplitudenverha¨ltnisse der
Notenpartialto¨ne.
Einige bekannte Transkriptionssysteme wurden in Abschnitt 4.1 beschrieben. Sie stellen ver-
schiedene Ansa¨tze zur Lo¨sung a¨hnlicher Probleme dar. Trotzdem ist allen eines gemeinsam:
die Modellierung von Noten ist ein zentraler Punkt. Einige Methoden verwenden ein einziges
Notenmodell pro Instrument, was sehr oft zu einer fehlerhaften Transkription fu¨hrt. Dies spie-
gelt die bekannte Diskrepanz zwischen einfachen und zeitlich effizienten Lo¨sungen einerseits
und der Qualita¨t der Ergebnisse andererseits wider (z. B. auf dem Markt erha¨ltliche Produkte
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[1], [2]). Andere Autoren verwenden teilweise mehrschichtige Modelle fu¨r jeden einzelnen Ton.
Der hier beschriebene Ansatz a¨hnelt teilweise der Tonho¨henextraktionsmethode von Bobrek
[6]. Beide Methoden verwenden Notenschablonen und setzen bei der Tonho¨henerkennung ei-
ne Subtraktionsmethode ein. Der wesentliche Unterschied zwischen beiden Algorithmen liegt
aber in verschiedenen Ansa¨tzen, wie die Normierung und die Subtraktion genau durchgefu¨hrt
werden.
Es folgen nun U¨berlegungen zur Wahl der richtigen Parameter fu¨r die Erzeugung von Noten-
schablonen.
Erzeugung der Schablonen
Wie in Abschnitt 2.7 erla¨utert, vera¨ndert sich das Klangspektrum der To¨ne wa¨hrend des
zeitlichen Ablaufs. Nach ihrer gro¨ßten Abweichung aus der Ruheposition, die die Klaviersaite
erst eine gewisse Zeit erreicht, nachdem der Hammer sie getroffen hat, fa¨llt die Amplitude
dieser Schwingungen exponentiell mit der Zeit ab. Allma¨hlich fa¨llt auch die Lautsta¨rke des
Tons, den sie erzeugt hat, ab (siehe Abbildung 2.8). Auch wenn die Lautsta¨rke des Klangs
mit der Zeit perzeptuell gleichma¨ßig schwa¨cher wird, ist das Verha¨ltnis der Partialto¨ne als
Funktion der Zeit vo¨llig anders. Wie in Abbildung 2.9 zu erkennen ist, vera¨ndert sich die
Abklingkurve jedes einzelnen Partialtons zeitlich. Dies geschieht i. A. fu¨r jeden Partialton
unterschiedlich ([4]).
Die fu¨r die Tonho¨henextraktion wichtigsten Fakten u¨ber das Klangspektrum von Klavierto¨nen
ko¨nnen wie folgt zusammengefasst werden (vgl. auch Abschnitt 2.7):
(a) Die Amplitude der Grundfrequenz eines Tons, insbesondere eines aus der Bass-Lage,
kann 20-25 dB unterhalb des Pegels der sta¨rksten Komponenten liegen.
(b) Die eigentlichen Tra¨ger der Lautsta¨rke der Klavierto¨ne sind die ho¨heren Oberto¨ne (siehe
Abb. 4.12).
(c) Das Da¨mpfer-Pedal verringert nicht nur die Lautsta¨rke des Klangs, sondern auch seine
spektrale Struktur.
(d) Die Partialto¨ne besitzen ganz unterschiedliche Abklingzeiten. Manche werden zwischen-
zeitlich sogar wieder lauter, bevor sie sich abschwa¨chen. Die Toleranzgrenzen der Ab-
klingzeit, also der Zeit zwischen dem ersten Lautsta¨rkemaximum und dem Verstummen
des Tones, liegen zwischen zwei und 5.5 Sekunden (vgl.[4]).
(e) Die ho¨heren Oberto¨ne des Klaviers weichen von den idealharmonisch erwarteten Positio-
nen ab. Diese Abweichung steigt mit der Nummer n des Obertons und ist proportional
zu n2. Diese Inharmonizita¨t steigt auch mit der abnehmenden La¨nge der Klaviersaite.
Die erste obige Beobachtung fu¨hrt zu dem Schluss, dass die Normierung der Schablone anhand
der sta¨rksten Komponente nicht sinnvoll ist, da diese nicht unbedingt die Grundfrequenz re-
pra¨sentiert (siehe unten Abb. 4.15). Der Punkt (e) weist darauf hin, dass die Positionen
ho¨herer Oberto¨ne im Fall des Klaviers nicht als Vielfache des Grundtons zu erwarten sind.
In diesem Fall wa¨re eine explizite Bestimmung der Positionen der Oberto¨ne erwu¨nscht. Die
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Abbildung 4.12: Schablonen fu¨r die Tonho¨he c5, erzeugt mit Yamahas Gran-Touch E-Piano.
Beispiel fu¨r die Dynamik: (a) piano, (b) mezzoforte, (c) forte, (d) fortissimo.
Inharmonizita¨t der Oberto¨ne ist jedoch sowohl vom Instrument als auch von jedem einzel-
nen Ton abha¨ngig (siehe z. B. [32] und [78] fu¨r einige Beispiele). Wir mu¨ssten also die ge-
naue Grundfrequenz der To¨ne und deren Inharmonizita¨tskoeffizienten fu¨r jedes Klavier zur
Verfu¨gung haben, was fu¨r solch einen Ansatz praktisch nicht realisierbar ist. Also mu¨ssen wir
unsere Analyse auf bestimmte, uns zur Verfu¨gung stehende Klaviere einschra¨nken, mit der
Gewissheit, dass es zu Abweichungen der Positionen der Oberto¨ne kommen kann. Dies kann
trotz der Verwendung von Schablonen Tonho¨henextraktionsfehler zur Folge haben. Diese Ex-
traktionsfehler tauchen auch als Folge unterschiedlicher Klangspektren von To¨nen, die von
verschiedenen Klavieren erzeugt werden, auf (vergleiche die Abbildungen 4.13 und 4.14). Die
Punkte (b) und (c) zeigen, dass es keine universelle Notenschablone auch nur bezu¨glich eines
einzigen Klaviers geben kann, da die Amplitude der Komponenten stark von der Lautsta¨rke,
Benutzung des Pedals und den Notenla¨ngen abha¨ngig ist. Man ko¨nnte natu¨rlich mehrere
Schablonen pro Tonho¨he fu¨r alle mo¨glichen Kombinationen dieser verschiedenen Parameter
erzeugen, was aber zu einer riesigen Schablonendatenbank fu¨hren wu¨rde. In einer anderen
Erweiterung ko¨nnten die Schablonen explizit die zeitliche Evolution der Frequenzkomponen-
ten widerspiegeln. In diesem Fall wu¨rden wir fu¨r jede Tonho¨he und fu¨r jede Kombination der
oben erwa¨hnten Parameter eine Zeit-Frequenz-Darstellung als “Schablone” speichern. Eine
dritte Mo¨glichkeit wa¨re die Modellierung aller Phasen des ADSR-Modells (a¨hnlich wie in [9]),
in welchem Fall wir fu¨r jede Abspielweise und jede Phase einer Note eine Schablone ha¨tten.
Zwar klingen diese Erweiterungen vielversprechender als die Verwendung einer einzigen Scha-
blone pro Note. Wenn wir jedoch ein System entwickeln wollen, das zusa¨tzlich unabha¨ngig
von der Bauart des Instruments ist, mu¨ssen wir mehrere Schablonen pro Note verwenden,
was zu einer viel komplizierteren Extraktionsmethode fu¨hrt. Da wir es aber nicht mit dem
Problem der Transkription, sondern mit der Synchronisation von PCM-Daten und Partitur-
Daten bzw. MIDI-Daten zu tun haben, steuern wir eine sinnvolle Kompromisslo¨sung zwischen
der Komplexita¨t der Methode und der Qualita¨t der Ergebnisse an.
4.3. EXTRAKTION DER TONHO¨HEN 65
0 50 100 150 200
−30
−25
−20
−15
−10
−5
0
c5flla
0 50 100 150 200
−30
−25
−20
−15
−10
−5
0
c5flma
0 50 100 150 200
−30
−25
−20
−15
−10
−5
0
c5flmlega
(a) (b) (c)
0 50 100 150 200
−30
−25
−20
−15
−10
−5
0
c5flmstaca
0 50 100 150 200
−30
−25
−20
−15
−10
−5
0
c5flscha
0 50 100 150 200
−30
−25
−20
−15
−10
−5
0
c5flsscha
(d) (e) (f)
Abbildung 4.13: Schablonen fu¨r die Tonho¨he c5, erzeugt mit einem Steinway-Flu¨gel. Spiel-
weise: (a) langsam, (b) mittelschnell, (c) mittelschnell, legato, (d) mittelschnell, staccato, (e)
schnell, (f) schnell, staccato.
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Abbildung 4.14: Schablonen fu¨r die Tonho¨he c5, erzeugt mit einem Schimmel-Klavier. Spiel-
weise: (a) langsam, (b) mittelschnell, (c) mittelschnell, legato, (d) mittelschnell, staccato, (e)
schnell, (f) schnell, staccato.
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Zur Erzeugung der Schablonen wird die Subbandtransformation fu¨r jeden einzelnen Ton eines
der untersuchten Instrumente2 durchgefu¨hrt. Die Verha¨ltnisse der Energien der einzelnen
Oberto¨ne in den Subba¨ndern ergeben die Schablonen. Eine Schablone ist also ein Vektor
S ∈ Rκ (κ = 224 in unserem konkreten Fall). In Abbildung 4.15 ist zu sehen, wie diese
Schablone fu¨r die Tonho¨hen c2 bis c5 im Fall des Yamaha GranTouch E-Pianos aussehen.
Man erkennt, wie unregelma¨ßig die Verha¨ltnisse der Oberto¨ne fu¨r verschiedene Tonho¨hen
sind. Diese Unregelma¨ßigkeiten besta¨tigen unsere obige Vermutung, dass ein einziges Modell
fu¨r die gesamte Tonlage nicht ausreichend ist. Daher verwenden wir in unserem Template-
Matching-Algorithmus fu¨r jede Note eine eigene Schablone.
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Abbildung 4.15: Schablone fu¨r Tonho¨hen C2 bis C5 (Die x-Achse stellt die Subbandnummern
und die y-Achse die Energie der Subbandkomponenten dar). Nur die signifikanten Kompo-
nenten wurden gezeigt. Man kann feststellen, dass u. a. der Grundton des Tons C2 fehlt und
der erste Oberton sehr schwach ist.
4.3.3 Template-Matching-Methode fu¨r die Tonho¨henextraktion
Die Template-Matching-Methode basiert auf einem Vergleich der Verteilung der Subband-
energie eines untersuchten Zeitintervalls mit den Notenschablonen. Das Zeitintervall ist dabei
ein Intervall, das zwischen zwei benachbarten detektierten Einsatzzeiten liegt. Da diese Ein-
satzzeiten aus dem ungefilterten Signal gescha¨tzt wurden, mu¨ssen die von der Filterbank
eingefu¨hrten zeitlichen Verzo¨gerungen kompensiert werden. Da es sich hier um eine Multi-
2Es wurden insgesamt drei verschiedene Klaviere getestet: Yamahas GranTouch E-Piano, ein Steinway-
Flu¨gel und ein Schimmel-Klavier.
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ratenfilterbank handelt, die im allgemeinen Fall auch Filter verschiedener La¨ngen entha¨lt,
ist die zeitliche Verzo¨gerung fu¨r jedes Subband verschieden. Wir gehen nun na¨her auf die
Berechnung dieser Verzo¨gerungen und die Erzeugung der Energievektoren ein, bevor wir den
gesamten Tonho¨henextraktionsalgorithmus beschreiben.
Erzeugung der Energievektoren
Der Tra¨ger des in 4.2.4 gescha¨tzten Peaksignals P : Z → R liefert eine Menge von Einsatz-
zeiten {p1, . . . , pP } := supp(P ). Da diese alle verschieden sind, wa¨hlen wir eine aufsteigen-
de Nummerierung p1 < . . . < pP . Fu¨r jede Einsatzzeit p ∈ supp(P ) eines Eingangssignals
x : Z → R wollen wir nun die zugeho¨rige Position im k-ten Subbandsignal bestimmen. Mit
der Verwendung von Operatoren und der Semantik von Filterbank-Ba¨umen, die in Abschnitt
3.3 definiert sind, ko¨nnen wir aus der inversen Z-Transformation des Signals im Ausgang
des Subbands k, dessen Semantik durch W (k) := ϕkr ◦ · · · ◦ ϕk0 definiert ist, die zeitliche
Verzo¨gerung der Einsatzzeiten wie folgt berechnen. Es gilt
W (k) = (↓ qr+1) ◦ C(↑qr)hr ◦ · · · ◦ C(↑q1)h1 ◦ Tla ,
wobei q0 := 1, qi := D0 · · ·Di−1 und la := lrqr + · · ·+ l1q1 sind 3. Aus
Y (k)a (z) =Wz(k) ◦X(z) =
[
(↓ qr+1)z ◦Hz(k) ◦ zla
]
◦X(z) = · · ·
=
[
qr+1−1∑
s=0
1
qr+1
Y
(
z
1
qr+1 e
2pii
qr+1
s
)]
z
la
qr+1
folgt
y(k)a (n) = Z
−1
[
Y (k)a (z)
]
= · · · = 1
qr+1
qr+1−1∑
s=0
Z−1
[
Y
(
z
1
qr+1 e
2pii
qr+1
s
)
z
la
qr+1
]
= · · · = y(nqr+1+la),
wobei y(n) = Z−1 (Hz(k)X(z)).
Die Abbildung der Einsatzzeitenpositionen p in jedes Subband k ist jetzt fu¨r unseren Spe-
zialfall mit dem Downsampling-Faktor D0 = 1, D1 = · · · = Dr = D und l1 = · · · = lr = l
leicht aus der Phase der ya, na¨mlich p = nqr+1 + la, zu berechnen. Also wird die im Signal x
betrachtete Einsatzzeit p im k-ten Subband an der Position
ρ(k, p) := n =
p− la
qr+1
= · · · = p+ l
Dr
− l
auftauchen. Diese Abbildung ha¨ngt von der Tiefe r des Baums und der La¨nge der verwendeten
Filter L = 2 · l ab. Die zeitliche Verzo¨gerung wird in unserem Fall nur einmal fu¨r die jeweilige
Subbandgruppe berechnet, da diese Gruppen jeweils aus Filtern gleicher La¨ngen bestehen.
3Zur Erinnerung: (↓ D) stellt hier den Downsampling-Operator, Ch den Faltungsoperator und T` den Trans-
lationsoperator dar.
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Jetzt ko¨nnen wir die Energie-Vektoren Ei ∈ RNsb≥0 fu¨r jedes Zeit-Intervall zwischen zwei
gescha¨tzten Einsatzzeiten pi und pi+1 durch die Formel
E
(k)
i =
ρ(k,pi+1)−1∑
j=ρ(k,pi)
[
y
(k)
j
]2
,
bestimmen.
Template-Matching Algorithmus
Die in Abschnitt 4.2 beschriebene Zeitsegmentierung liefert die obige Folge p1, . . . , pP von
gescha¨tzten Einsatzzeiten. Auf dieser Basis werden, wie gerade beschrieben, die Energievek-
toren Ei erzeugt. Jedem zeitlichen Intervall [pi, pi+1 − 1], 1 ≤ i ≤ P , entspricht somit ein
Energievektor. Der Template-Matching Algorithmus wird iterativ fu¨r jedes Zeitintervall bzw.
fu¨r jeden Energievektor Ei durchgefu¨hrt. Er wird durch den unten gegebenen Pseudo-Code
beschrieben.
Algorithmus: Extraktion von Tonho¨hen mittels Schablonen
Input:
Ei – der Energievektor.
a ∈ (0, 1] – Parameter zur Bestimmung der niedrigsten bedeutenden Energiekomponente
in Ei.
b ∈ (0, 1] – Parameter zur Bestimmung der leisesten akzeptierbaren Note im Akkord.
Initialisiere:
E′ := Ei
Πi = ∅ // Menge der detektierten Tonho¨hen
Ei = ∅ // Menge der detektierten Tonenergien
Start.
1. Finde die Position k der niedrigsten ”bedeutenden“ Komponente des Vektors E
′, die
die Bedingung
E′(k) ≥ a · 1|supp(E′)|‖E
′‖1,
erfu¨llt.
2. Teste, ob es eine Notenschablone Sk gibt, die dieser Komponente zugeordnet werden
kann, d. h., deren erste Komponente im selben Subband k liegt4.
(i) Falls ein geeignetes Sk existiert, setze
a) Eˇ′ := 1E′(k) · E′, (Normierung des Energievektors)
4Die Struktur des Filterbankbaums ist so gewa¨hlt, dass ab der Tonho¨he 38 jedem Grundton ein Subband
entspricht, das er mit keinen weiteren Grundto¨nen teilen muss.
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b) fu¨r j = 1 : |supp(E′)|
∆(j) =
{
Eˇ′(j)− Sk(j), falls Eˇ′(j)− Sk(j) > 0,
0 sonst.
c) ε := ‖E′‖1 − ‖∆ · E′(k)‖1, (Energie der Note)
d) pi := Tonho¨he zur Schablone Sk,
e) E′ = ∆ · E′(k), (”Ru¨cknormierung“ )
(ii) sonst erkla¨re die Komponente k als rauschartig und setze E′(k) := 0.
3. (i) Falls ε‖Ei‖1 ≥ b, akzeptiere die detektierte Note (pi, ε) und aktualisiere Πi = Πi∪{pi}
und Ei = Ei ∪ {ε},
(ii) sonst beru¨cksichtige sie nicht mehr weiter, da sie zu ”leise“ ist.
4. Gehe zu 1., bis ‖E′‖1 ≤ b · ‖Ei‖1 wird.
Ende.
Output: Menge der detektierten Tonho¨hen Πi und ihrer Energien Ei.
Fu¨r den Schritt 2. (ii) gibt es folgende Erweiterungsmo¨glichkeit. Es ist oft ungu¨nstig, eine
Komponente einfach zu eliminieren, insbesondere wenn diese eine signifikante Energie besitzt.
Es gibt na¨mlich Fa¨lle, bei denen die Grundfrequenzen am Rande eines Subbands liegen und
wegen der U¨berlappung der benachbarten Subba¨nder (Aliasing) zwischen diesen verteilt wer-
den ko¨nnen. Dies kann durch leichte Abweichungen in der Stimmung der Instrumente versta¨rkt
werden. Der Algorithmus u¨berpru¨ft, ob in den benachbarten Subba¨ndern eine Grundfrequenz
zu erwarten ist. Wenn dies der Fall ist, dann wa¨hlt man aus den beiden diejenige Schablone,
die den kleinsten Fehler liefert (kleinste resultierende Differenzenergie E′ in Schritt 2.(i)(e))5.
Man ko¨nnte das Problem alternativ auch zu lo¨sen versuchen, indem man die exakte Frequenz-
Position der Komponente per FFT bestimmt und anhand der Nachbarschaftsrelationen das
wahrscheinlichere Subband und folglich die entsprechende Schablone direkt auswa¨hlt. Das
wu¨rde aber den Algorithmus unno¨tig verkomplizieren und die Berechnungskosten erho¨hen,
weshalb wir diese Variante ausgeschlossen haben.
Nun noch einige Kommentare zur gewa¨hlten Normierung der Energievektoren. Aus den in
Unterabschnitt 4.3.2 aufgelisteten Eigenschaften wurde bereits geschlossen, dass die gro¨ßte
Komponente nicht immer den Grundton einer Note darstellt. Im Hinblick auf ha¨ufige Kom-
ponentenu¨berlagerungen in polyphoner Musik musste ein Ansatz entwickelt werden, der auf
eindeutig zuzuordnenden Komponenten basiert. Dies sind solche Komponenten, die nicht zu
mehreren Noten zugeordnet werden ko¨nnen, sondern nur zu einer einzigen Note geho¨ren.
Deshalb beginnt der vorliegende Algorithmus fu¨r die Tonho¨henextraktion mit der niedrig-
sten signifikanten Komponente des Energievektors (Schritt 1.) und normiert diesen Vektor
auf der Basis der Energie gerade dieser Komponente, bevor die Schablone gewa¨hlt wird. So
erhalten wir eine korrektere Scha¨tzung der Energie des extrahierten Tons unabha¨ngig von
der Dynamik im Kontext des Akkords, wo verschiedene Noten mit ganz unterschiedlichen
Lautsta¨rken gespielt werden ko¨nnen. Somit besteht keine Gefahr, dass die sta¨rksten Kompo-
nenten (Oberto¨ne) gleich eliminiert werden, was im Fall der Normierung und Extraktion, auf
der Basis der sta¨rksten Komponente des Spektrums (vgl. [6]) zu erwarten wa¨re.
5A¨hnlich werden auch die tieferen Tonho¨hen behandelt, deren Grundto¨ne wegen der niedrigeren Frequenz-
auflo¨sung in den unteren Subba¨ndern sich das selbe Subband teilen.
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Abbildung 4.16: Bestimmung der Tonho¨hen mittels Schablonen. Abb. (a) zeigt einen typischen
Iterationsschritt: vom aktuellen Energievektor (oben) wird die ”linkeste“ Schablone (Mitte)
abgezogen und fu¨hrt zum neuen Energievektor (unten), der den Ausgangspunkt des na¨chsten
Iterationsschritt (hier Abb. (b) oben) bildet. Im ersten Iterationsschritt (Abb. (a)) wurde die
Tonho¨he 52 erkannt, im zweiten Iterationsschritt (Abb. (b)) wurde mangels Energie keine
Tonho¨he extrahiert, im dritten (Abb. (c)) die Tonho¨he 61, im vierten (Abb. (d)) die Tonho¨he
67 und im fu¨nften (Abb. (e)) die Tonho¨he 73. Die weiteren Schritte haben keine energiereichen
To¨ne mehr geliefert, auch wenn der Algorithmus dies aus der u¨briggebliebenen Gesamtenergie
nicht direkt schließen kann.
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Abbildung 4.16 zeigt die zeitliche Entwicklung der Subbandenergien bei der Tonho¨henex-
traktion mittels Schablonen. In insgesamt neun Iterationsschritten sind vier Tonho¨hen mit
den MIDI-Bezeichnungen 52 (im ersten Iterationsschritt), 61 (im dritten Iterationsschritt), 67
(im vierten Iterationsschritt) und 73 (im fu¨nften Iterationsschritt) erkannt worden. Vergleicht
man das Analyseergebnis mit den Partiturinformationen, so stellt man fest, dass die To¨ne 61
und 67 neu angespielte, gesuchte To¨ne sind und dass 52 einen nachklingenden Ton darstellt,
der zu einem fru¨heren Zeitpunkt gespielt wurde. Dabei stellt der Ton 73 nur einen Oberton
des Tons 61 dar, was wir im Folgenden als Oktavfehler bezeichnen.
Die Problematik der Erkennung von Oktavintervallen wegen der U¨berlagerung von Parti-
alto¨nen wurde bereits im Abschnitt 2.4 erla¨utert. Durch die Einfu¨hrung von Tonho¨hen-
schablonen haben wir versucht, dieses Problem in den Griff zu bekommen. Da aber durch
diese Schablonen nicht alle mo¨glichen Spielweisen, Instrumente und Lautsta¨rken ”abgedeckt“
werden ko¨nnen, tauchen zwei verschiedene Fa¨lle auf:
• Ein Oktavintervall wurde gespielt. Hier kann es passieren, dass wa¨hrend der Erkennung
des tieferen Tons der Grundton des hohen Tons ”eliminiert“ wird. Der Algorithmus
nimmt nun an, dass der erste Oberton von hinreichender Energie ein Grundton sein
muss. Dadurch ergibt sich ein Intervallfehler.
• Kein Oktavintervall wurde gespielt. Da aber der normierte Energievektor nicht identisch
mit der Schablone ist, kann es passieren, dass die Oberto¨ne nicht ganz eliminiert werden.
Falls die Energie dieser ”Differenzkomponenten“ ausreichend ist, werden durch den
Algorithmus weitere Tonho¨hen oberhalb des tatsa¨chlich gespielten Tons ”erkannt“. Diese
stellen ebenfalls Intervallfehler dar.
Die Oktavfehler sind ein Spezialfall der Intervallfehler. Da Oktavfehler bei der Extraktion am
ha¨ufigsten beobachtet werden, haben wir im na¨chsten Kapitel bei der Synchronisation von
Partitur- bzw. MIDI-Dateien mit PCM-Dateien insbesondere diese Art von Extraktionsfehlern
mitberu¨cksichtigt.
4.3.4 Parameterwahl fu¨r den Tonho¨henextraktionsalgorithmus und Dis-
kussion der Ergebnisse
Aus unserer Sammlung von zahlreichen Testdaten haben wir fu¨r die Gu¨tebewertung des
Tonho¨henextraktionsalgorithmus eine Reihe typischer Beispiele ausgesucht, die in Tabelle 4.2
aufgelistet sind. Hier handelt es sich sowohl um monophone als auch um polyphone Musik-
abschnitte von 2.5 bis 14 Sekunden Dauer. Die Tests sollten zeigen, wie der Algorithmus sich
bei der Tonho¨henextraktion bei Musikstu¨cken verschiedener Polyphonien, Aufzeichnungsarten
bzw. Instrumente sowie unter der Verwendung verschiedener Schablonensa¨tze verha¨lt.
Im ersten Beispiel handelt es sich um einen monophonen Abschnitt, der auf einem Yama-
ha Gran-Touch E-Piano gespielt wurde. Der optimale Energieparameter b, mit dem die mi-
nimale Energie des Tons relativ zur Energie des Intervalls gesteuert wird (Schritt 3(i) im
Tonho¨henextraktionsalgorithmus), liegt, wie bei monophonen Abschnitten auch zu erwarten
ist, zwischen 0.1 − 0.4. Dies bedeutet, dass die ”Empfindlichkeit“ des Algorithmus bei den
monophonen Musikabschnitten eher etwas ”kleiner“ sein muss, da pro Intervall ho¨chstens
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M. Musikstu¨ck Art der Aufnahme phys. Dauer max. Polyphonie
1. Monophon 1 E-Piano 5.3 s 1
2. C-Dur Kadenz E-Piano 6.5 s 6
3. Bach/Var. 21 E-Piano 13.3 s 3
4. Bach/Var. 21 Steinway-Flu¨gel 13.3 s 3
5. Mozart/Trio CD-Aufnahme 12.5 s 4
6. Synth. Akkorde Capella/Cakewalk 2.5 s 10
Tabelle 4.2: Teststu¨cke zur Gu¨tebewertung des Tonho¨henextraktionsalgorithmus.
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Abbildung 4.17: Klavierwalzendarstellung des ersten Beispiels aus der Tabelle 4.2. (a) Die
zugeho¨rige MIDI-Datei, (b) die extrahierten Ergebnisse.
eine Tonho¨he zu erwarten ist. Allerdings darf man den Wert von b nicht beliebig erho¨hen, um
sicher zu gehen, dass alle To¨ne erkannt werden. Aus Tabelle 4.3 geht hervor, dass die optimale
Tonho¨henextraktion fu¨r b = 0.3 (entspricht 30% der Energie des Intervalls) erreicht wurde.
Alle 21 erwarteten To¨ne, d.h. 100%, wurden richtig erkannt. Drei der To¨ne klingen auch im
folgenden Intervall nach. Falsche To¨ne oder Intervallfehler kommen hier nicht vor. Die Kla-
vierwalzendarstellung der Ergebnisse ist in Abbildung 4.17 (b) zu sehen. Ein Vergleich mit
Abbildung 4.17 (a), der Klavierwalzendarstellung der zugeho¨rigen (gleichzeitig aufgezeichne-
ten) MIDI-Datei, zeigt bis auf Notendauern eine weitgehende U¨bereinstimmung. Steigert man
den Parameter b auf 0.4, so erha¨lt man nur 19 der 21 Tonho¨hen (90.48%) in ihren erwarteten
Positionen. Ein Ton wird erst spa¨ter und einer gar nicht detektiert. Wa¨hlt man b = 0.1, so
werden neben den 21 korrekten und 12 nachklingenden To¨nen, weiterhin noch 3 falsche To¨ne
extrahiert. Ein noch kleinerer Parameterwert fu¨hrt zu weiteren Fehldetektionen.
Im zweiten Beispiel handelt es sich um eine C-Dur Kadenz (insgesamt vier sechsstimmige
Akkorde) gespielt auf dem E-Piano. Die Ergebnisse des Tonho¨heextraktionsalgorithmus fu¨r
verschiedene Werte von b befinden sich in den Zeilen 5 bis 8 in der Tabelle 4.3. Fu¨r großes
b = 0.1 wurden in allen vier Intervallen nur drei der jeweils sechs To¨ne extrahiert. Zwei
weitere To¨ne stehen mit den detektierten in einem Oktavverha¨ltnis, und der Algorithmus
konnte sie nicht erkennen. In jedem Intervall blieb ein Ton unerkannt. Senken wir den Wert
des Parameters b, so erhalten wir immer bessere Ergebnisse. Optimal ist die Wahl b = 0.02,
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Nr. M. b Sch. Partiturseite extrahierte Daten
Korr. O. F. n. d. s. d. Korr. O. F. s. d. n. T. f.
1. 1 0.4 EP 90.48 0.00 4.76 4.76 90.48 0.00 4.76 4.76 0.00
2. 1 0.3 EP 100.00 0.00 0.00 0.00 87.5 0.00 0.00 12.5 0.00
3. 1 0.1 EP 100.00 0.00 0.00 0.00 58.33 0.00 0.00 33.33 8.33
4. 1 0.04 EP 100.00 0.00 0.00 0.00 41.18 0.00 0.00 31.37 27.45
5. 2 0.1 EP 50.00 33.33 16.67 0.00 85.71 14.29 0.00 0.00 0.00
6. 2 0.04 EP 58.33 29.17 12.50 0.00 77.78 16.67 0.00 0.00 5.56
7. 2 0.02 EP 75.00 25.00 0.00 0.00 78.26 17.39 0.00 0.00 4.35
8. 2 0.01 EP 75.00 25.00 0.00 0.00 75.00 16.67 0.00 0.00 8.33
9. 3 0.3 EP 60.38 0.00 32.08 7.55 82.05 0.00 10.26 7.69 0.00
10. 3 0.1 EP 100.00 0.00 0.00 0.00 65.43 1.23 0.00 32.10 1.23
11. 3 0.04 EP 100.00 0.00 0.00 0.00 47.75 8.11 0.00 40.54 3.60
12. 3 0.1 SF 94.34 1.89 3.77 0.00 62.50 3.75 0.00 32.50 1.25
13. 4 0.04 SF 96.23 1.89 1.89 0.00 49.04 5.77 0.00 41.35 3.85
14. 4 0.1 EP 77.36 11.32 5.66 5.66 47.67 18.60 3.49 25.58 4.65
15. 4 0.04 EP 94.34 5.66 0.00 0.00 39.06 16.41 0.00 25.58 35.16
16. 4 0.1 SF 84.91 7.55 3.77 3.77 56.25 11.25 2.50 28.75 1.25
17. 4 0.04 SF 92.45 5.66 1.89 0.00 43.75 8.04 0.00 36.61 11.61
18. 5 0.1 EP 75.56 10.00 11.11 3.33 61.82 6.36 2.73 24.55 4.55
19. 5 0.04 EP 91.11 4.44 3.33 1.11 48.81 4.76 0.60 40.48 5.36
20. 5 0.1 SF 70.00 11.11 13.33 5.56 59.43 6.60 4.72 24.53 4.72
21. 5 0.04 SF 81.11 6.67 7.78 4.44 47.40 7.14 2.60 37.66 5.19
22. 6 0.01 EP 77.42 19.35 3.23 0.00 48.00 34.00 0.00 10.00 8.00
Tabelle 4.3: Ergebnisse des Tonho¨henextraktionsalgorithmus fu¨r die Musikstu¨cke M ∈ [1 : 6]
aus der Tabelle 4.2 in Abha¨ngigkeit vom Parameter ”b“ (minimale relative Energie) und
der Schablonen ”Sch.“. ”Korr.“ steht fu¨r korrekt extrahierten To¨ne, ”O. F.“ fu¨r Oktavfehler,
”n. d.“ fu¨r nicht detektierte To¨ne, ”s. d.“ fu¨r die in einem spa¨teren Intervall detektierten To¨ne,
”n. T.“ fu¨r nachklingende To¨ne und Oktavfehler und schließlich ”f.“ fu¨r falsch extrahierte
To¨ne oder andere Intervallfehler, die aber keine Oktavfehler darstellen. Diese Angaben sind
in Prozent angegeben und wurden sowohl relativ zur Gesamtanzahl der To¨ne in der Partitur
als auch relativ zur Gesamtanzahl der extrahierten To¨ne berechnet.
wobei in zwei Intervallen je fu¨nf To¨ne erkannt werden und in zwei anderen je vier. Die weiteren
To¨ne stehen (wieder) in einem Oktavverha¨ltnis mit einem der erkannten To¨ne. In diesem Fall
blieben keine To¨ne unerkannt.
Die Beispiele 3, 4 und 5 fu¨hren zu a¨hnlichen Schlussfolgerungen: je mehr To¨ne gleichzeitig ein-
setzen desto kleiner muss der Wert fu¨r den Parameter b sein. Dies garantiert, dass eine gro¨ßere
Anzahl der zu erwartenden Tonho¨hen erkannt wird. Auf der anderen Seite fu¨hren kleine Werte
fu¨r b leichter zu Oktavfehlern und Fehldetektierung von (nachklingenden) Noten. Zur Illu-
stration der obigen Aussagen wurde in Abbildung 4.18 (a) die Klavierwalzendarstellung einer
MIDI-Datei entsprechend dem dritten Beispiel aus Tabelle 4.2 dargestellt, zusammen mit den
Klavierwalzendarstellungen der resultierenden Extraktionsergebnisse fu¨r b = 0.3 (Abb. 4.18
(b)), b = 0.1 (Abb. 4.18 (c)) und b = 0.04 (Abb. 4.18 (d)). In Abbildung 4.19 sind die Kla-
vierwalzendarstellung einer MIDI-Datei sowie die extrahierten Ergebnisse von Mozarts Trio
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Abbildung 4.18: Klavierwalzendarstellung des dritten Beispiels (M = 3) aus der Tabelle 4.2:
(a) MIDI-Datei, (b) die extrahierten Ergebnisse fu¨r b = 0.3, (c) die extrahierten Ergebnisse
fu¨r b = 0.1, (d) die extrahierten Ergebnisse fu¨r b = 0.04. Die Notendauern wurden dabei nicht
gescha¨tzt.
(Musikstu¨ck M = 5) fu¨r Parameterwerte b = 0.1 und b = 0.04 dargestellt worden. Die Ver-
wendung der Tonho¨henschablonen eines Steinway-Flu¨gels hat sich nur im dritten Beispiel fu¨r
b = 0.1 als sinvoller herausgestellt. Auch andere, hier nicht aufgefu¨hrte Experimente zeigen
a¨hnliche Ergebnisse. So ko¨nnen wir schliessen, dass die E-Piano-Schablonen fu¨r unsere aus
verschiedenen Quellen gewonnenen Testdaten gut verwendbar sind.
Schließlich wollen wir auf das sechste Beispiel aus der Tabelle 4.2, das speziell fu¨r das Testen
von Tonho¨henextraktionsverfahren konstruiert wurde, kurz eingehen. Dieses Beispiel wurde
mit Hilfe des Notationsprogramms Capella konstruiert und in eine MIDI-Datei umgewandelt,
deren Wiedergabe dann aufgezeichnet wurde. Das Teststu¨ck entha¨lt 4 Akkorde und endet
mit einem einzigen Ton. Die ersten zwei Akkorde bestehen aus 10 To¨nen, die insgesamt fu¨nf
Oktaven umfassen wobei je zwei To¨ne zu einer Oktave geho¨ren. Die weiteren zwei Akkorde
bestehen aus jeweils fu¨nf To¨nen, wobei einer der Akkorde nur To¨ne von C3 bis C8, die mit-
einander in einem Oktavverha¨ltnis stehen, entha¨lt. Es ist anzunehmen, dass dieses Beispiel
konstruiert und insbesondere von einem einzelnen Pianisten gar nicht spielbar ist (siehe Abb.
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Abbildung 4.19: Klavierwalzendarstellung des fu¨nften Beispiels (M = 5) aus der Tabelle 4.2:
(a) MIDI-Datei, (b) die extrahierten Ergebnisse fu¨r b = 0.1, (c) die extrahierten Ergebnisse
fu¨r b = 0.04.
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Abbildung 4.20: Visualisierung des sechsten Beispiels (M = 6) aus der Tabelle 4.2: (a) Parti-
turdarstellung, (b) Klavierwalzendarstellung der erzeugten MIDI-Datei, (c) die extrahierten
Ergebnisse fu¨r b = 0.01.
4.20). Die Tonho¨henextraktionsergebisse sind in Tabelle 4.4 dargestellt, wobei in den Zeilen
1 bis 5 die Ergebnisse fu¨r die einzelnen zeitlichen Intervalle angegeben sind. Aus der Tabelle
geht hervor, dass die Extraktion des zweiten Akkords die erfolgreichste war: es wurden ins-
gesamt neun To¨ne richtig und der zehnte als Oktavfehler erkannt. Fu¨r den vierten Akkord,
bei dem alle fu¨nf To¨ne im Oktavverha¨ltnis miteinander stehen, wurden nur drei To¨ne richtig
erkannt. Bei den Experimenten, bei denen alle vier Akkorde getrennt voneinander aufgezeich-
net wurden (Zeilen 6 bis 9 der gleichen Tabelle) erha¨lt man bezu¨glich der Anzahl der richtig
extrahierten To¨ne a¨hnliche Ergebnisse. Da hier aber die Wirkung der nachklingenden To¨ne
(und eventuell der Aliasing-Effekte der Filterung) fehlt, ist die Situation leicht anders. So
wurden z. B. im Fall des isolierten vierten Akkords aus dem Beispiel 6 vier anstatt wie zuvor
drei To¨ne erkannt.
Die letzten in Tabelle 4.4 aufgefu¨hrten Experimente wurden mit dem Parameterwert b = 0.01
durchgefu¨hrt und zeigen nur die Ergebnisse des Algorithmus fu¨r hoch komplexe ku¨nstlich
erzeugte Akkorde. Im Fall von reellen Aufzeichnungen ist nicht zu erwarten, dass der Algo-
rithmus solche guten Ergebnisse liefern wird. Man muss dabei insbesondere die maßgebende
Rolle der Dynamik bei der Tonho¨henextraktion bedenken, die in echten Interpretationen wohl
pra¨sent ist, aber in diesem konstruierten Beispiel vo¨llig ignoriert wurde.
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Nr. Akk. Poly. Partiturseite extrahierte Daten
Korr. O. F. n. d. Korr. O. F. n. T. f.
1. 1 10 7 2 1 7 5 0 0
2. 2 10 9 1 0 9 9 0 0
3. 3 5 4 1 0 4 2 2 1
4. 4 5 3 2 0 3 0 3 1
5. 5 1 1 0 0 1 1 1 1
6. 1 10 7 1 2 7 4 0 0
7. 2 10 9 0 1 9 3 0 1
8. 3 5 4 0 1 4 1 0 3
9. 4 5 4 1 0 4 0 0 2
Tabelle 4.4: Ergebnisse des Tonho¨henextraktionsalgorithmus fu¨r die jeweiligen Akkorde des
Musikstu¨cks M = 6 aus der Tabelle 4.2. ”Akk.“ steht fu¨r Akkordnummer (?), ”Poly“ fu¨r die
Anzahl der gleichzeitig einsetzenden To¨ne, ”Korr.“ fu¨r korrekt extrahierte To¨ne, ”O. F.“ fu¨r
Oktavfehler, ”n. d.“ fu¨r nicht detektierte To¨ne, ”n.T.“ fu¨r nachklingende To¨ne und Oktav-
fehler, und schließlich ”f.“ fu¨r falsch extrahierte To¨ne oder andere Intervallfehler, die aber
keine Oktavfehler darstellen. Die Angaben bezeichnen hier die genauen Anzahlen von To¨nen.
4.4 Diskussion des Gesamtsystems
Das in dieser Arbeit entwickelte Extraktionsverfahren ist in Abbildung 4.21 schematisch dar-
gestellt. Die meisten Module des Systems wurden bereits in den vorherigen Abschnitten be-
schrieben. Wir werden hier kurz auf die noch unbesprochenen Module (in der Abbildung mit
gestrichelten Linien dargestellt) eingehen.
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Abbildung 4.21: Schematische Darstellung des Gesamtsystems.
Wegen der Fensterung des Signals bei der Berechnung der Novelity-Kurve, repra¨sentiert (in
unserem Fall) jeder Punkt dieser Kurve genau N/2 Abtastwerte dieses Signals. Fu¨r die als
optimal ermittelte Fensterla¨nge von N = 46.4 ms wu¨rde jeder solche Punkt aus der Kurve
einem N/2 = 23.3 ms langen Signalabschnitt entsprechen. Da im Fall der Audiosignale solch
ein Wert von betra¨chtlicher Gro¨ße ist, ist eine feinere, genauere Scha¨tzung der Einsatzzeiten-
positionen erwu¨nscht. Diese haben wir lokal mit Hilfe der LPC-Methode durchgefu¨hrt und so
gescha¨tzte Einsatzzeiten p ∈ {p1, . . . , pP } = supp(P ) erhalten. So ko¨nnen wir im besten Fall,
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wenn die Einsatzzeit tatsa¨chlich innerhalb der Segmentgrenzen liegt, diese mit einer Genau-
igkeit von 5.8 ms (La¨nge des hier verwendeten Fensters) scha¨tzen. Falls die Einsatzzeit jedoch
in der unmittelbaren Na¨he der linken Segmentgrenze liegt, tauchen Fehler auf, die zwischen
5.8 und 23.2 ms liegen ko¨nnen.
Ein weiteres bisher nicht besprochenes Problem ist das Pha¨nomen des Shufflings von Subband-
signalen, das wegen der Dezimierung des Signals im Ausgang des Hochpass-Filters in einer
2-Band Filterbank auftritt. Die Dezimierung wirkt auf das Hochpass-Signal so, dass sie es im
unteren Frequenzbereich verschiebt und gleichzeitig die Frequenzachse invertiert (vgl. [16]).
Filtern wir nun dieses Hochpass-Signal wieder mit einer 2-Band Filterbank, erhalten wir im
Ausgang der Filterbank zwei Subbandsignale in umgekehrter Reihenfolge – das Tiefpass-Filter
ergibt das Signal, das in Wirklichkeit das Hochpass-Signal repra¨sentiert, wa¨hrend im Ausgang
des Hochpass-Filters das Tiefpass-Signal auftritt. Wegen dieses Pha¨nomens entspricht die
Reihenfolge der Subba¨nder im Ausgang des kaskadierten Multiraten-Filterbankbaums nicht
mehr der natu¨rlichen, aufsteigenden Ordnung. Deshalb muss vor der weiteren Bearbeitung ei-
ne ”Neuordnung“ der Subbandsignale (Modul ”Reshuffling“ in der Abbildung) durchgefu¨hrt
werden.
Der Tonho¨henextraktionsalgorithmus, den wir in diesem Kapitel vorgestellt haben, bestimmt
mit einer eingeschra¨nkten Genauigkeit (siehe Unterabschnitt 4.3.4), fu¨r jedes Zeitintervall
zwischen zwei gescha¨tzten Einsatzzeiten die Tonho¨hen der Noten, die Tra¨ger eines gewis-
sen Anteils der Intervallenergie sind. Dabei wird angenommen, dass die extrahierte Tonho¨he
im gesamten Intervall pra¨sent ist, was jedoch in Wirklichkeit nicht unbedingt der Fall ist.
Um die tatsa¨chliche Dauer eines Tons zu bestimmen, mu¨sste man z. B. den Grundton und die
Oberto¨ne dieses Musiktons ”verfolgen“ ko¨nnen, was aber nur im Fall monophoner Musik (un-
ter gewissen Einschra¨nkungen) erreicht werden kann. In monophoner Musik kann eine Note
(lt. Partitur) ho¨chstens bis zum Einsatzzeitpunkt einer anderen Note dauern. In Wirklichkeit
kann es aber passieren, dass eine Note fu¨r eine gewisse Abklingzeit nachklingt, die u. a. von
ihrer Tonho¨he abha¨ngig ist (siehe Unterabschnitt 2.7.4). Neben den unterschiedlichen Ab-
klingzeiten der To¨ne treten bei polyphoner Musik auch andere der in Kapitel 2 behandelten
Pha¨nomene auf, die die Bestimmung von Tondauern erschweren. Zwei von diesen sind die
U¨berlagerung der Partialto¨ne und die Amplitudenmodulation.
Im Rahmen dieser Arbeit haben wir einige einfachere Lo¨sungen getestet, mittels derer aus
den bereits extrahierten Parametern – Einsatzzeiten, Tonho¨hen und Energien der To¨ne – die
Notendauern grob bestimmt werden ko¨nnen. Nach der Berechnung des Quotienten zwischen
der Tonenergie und Intervalla¨nge, werden verbunden:
1. alle hintereinander vorkommenden To¨ne gleicher Tonho¨he, bei denen dieser Quotient
im Vergleich zu dem ersten Ton aus der ”Kette“, abnimmt,
2. alle hintereinander vorkommenden To¨ne gleicher Tonho¨he, bei denen dieser Quotient
im Vergleich zu dem Ton im vorhergehenden Intervall abnimmt.
Diese Lo¨sungen liefern nur teilweise gute Ergebnisse. Es passiert oft, dass neu hinzukommen-
de To¨ne nicht als solche erkannt werden, und andererseits, dass die ”Kette“ der tatsa¨chlich
nachklingenden To¨ne vorzeitig unterbrochen wird und dadurch ein nachklingender Ton als
ein neugespielter Ton interpretiert wird. Der Fall eines kurzzeitig nichtdetektierten nachklin-
genden Tons kann mit dieser Methode (und vermutlich mit anderen Methoden auch) nicht
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erkannt werden. Wir haben hier auch mit einer Modellierung der Abklingzeiten experimen-
tiert, die die Abha¨ngigkeit dieser von der Tonho¨he beru¨cksichtigt (vgl. [26]). Dieses Modell
wurde dann dazu eingesetzt, um die Abklingkurve der To¨ne (approximativ) zu modellieren
und dadurch einen von Tonho¨he und Distanz abha¨ngigen Energieschwellwert zu bestimmen,
der bei der Bestimmung von Notendauern als Kriterium eingesetzt wird. Die Methode ver-
bindet zwar eine große Anzahl von tatsa¨chlich nachklingenden To¨nen, verursacht aber dabei
auch die oben erwa¨hnten Fehler. In der ersten Zeile der unten angegebenen Tabelle sind fu¨r
das fu¨nfte Musikstu¨ck aus Tabelle 4.2 die Ergebnisse des Tonho¨henextraktionsalgorithmus
gegeben (hier in Form von Anzahlen von korrekt detektierten To¨nen, Anzahlen von Oktav-
fehlern usw.) In der zweiten Zeile sind die analogen Angaben, die aus der Verwendung der
Methode zur Tondauerndetektion resultieren, dargestellt. Man kann deutlich erkennen, wie
die Anzahl der nachklingenden To¨ne (n. T.) von 68 auf nur 3 gesenkt wird, jedoch auf Kosten
der korrekt erkannten To¨ne. Es wurden na¨mlich 20 richtig erkannte To¨ne als nachklingende
To¨ne eingeordnet. Zwei von diesen wurden dann als Oktavfehler interpretiert.
Nr. M. b Sch. Partiturseite extrahierte Daten
Korr. O. F. n. d. s. d. Korr. O. F. s. d. n. T. f.
1. 5 0.04 EP 82 4 3 1 82 8 1 68 9
2. 5 0.04 EP 62 6 21 1 62 7 1 3 7
Tabelle 4.5: Ergebnisse des Tonho¨henextraktionsalgorithmus fu¨r das fu¨nfte Musikstu¨ck (M =
5) aus Tabelle 4.2, gewonnen durch b = 0.04 und E-Piano Schablonen. Die erste Zeile der
Tabelle entha¨lt die ”reinen“ extrahierten Daten. Die zweite Zeile entha¨lt die nach Einsetzung
der Tondauerndetektionsmethode erhaltenen Daten.
Eine pra¨zisere Modellierung von Abklingzeiten und Abklingkurven der To¨ne ko¨nnte viel-
leicht die Ergebnisse weiter verbessern. Auf jeden Fall bleibt aber die Leistungsfa¨higkeit einer
solchen Methode stark von den Ergebnissen der Einsatzzeiten- und Tonho¨henextraktionsal-
gorithmen abha¨ngig. In Abb. 4.22 (a) ist die Klavierwalzendarstellung von einer zu diesem
Musikstu¨ck zugeho¨rigen MIDI-Datei gezeigt und neben ihr die Klavierwalzendarstellung der
Extraktionsergebnisse fu¨r b = 0.04 ohne Tondauerndetektion (Abb. 4.22 (b)) bzw. mit Ton-
dauerndetektion (Abb. 4.22 (c)).
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Abbildung 4.22: Klavierwalzendarstellung des fu¨nften Beispiels (M = 5) aus Tabelle 4.2: (a)
MIDI-Datei, (b) die extrahierten Ergebnisse fu¨r b = 0.04 ohne Tondauerndetektion, (c) die
extrahierten Ergebnisse fu¨r b = 0.04 mit Tondauerndetektion.
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Die durch das hier entwickelte System gewonnenen Extraktionsergebnisse stellen, trotz der
hier berichteten Probleme, eine gute Grundlage fu¨r die Ausfu¨hrung der Synchronisation von
Klavieraufzeichnungen mit den zugeho¨rigen Dateien in einem partitura¨hnlichen Format (siehe
Kapitel 5) dar. Die Aufgabe einer genaueren Extraktion von Tonho¨hen und Tondauern, die
in Richtung einer Lo¨sung des Transkriptionsproblems fu¨hrten, haben wir hier nicht weiter
verfolgt. Die Verbesserungen des Systems sowohl was die Qualita¨t der Extraktionsergebnisse
als auch die Steigerung der Recheneffizienz (insbesondere bei der Filterung des Signals) be-
trifft, wa¨re hier die na¨chste Herausforderung. Dazu geho¨ren weitere intensive Tests sowie die
Entwicklung eines Moduls fu¨r die automatische Bewertung der Extraktionsergebnisse. Eine
mo¨gliche Lo¨sung fu¨r die zweite Aufgabe ko¨nnte durch Kombination von Partiturdaten und
des im na¨chsten Kapitel beschriebenen Synchronisationsverfahrens erzielt werden.
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Kapitel 5
Synchronisation
Zur Einfu¨hrung in die Thematik dieses Kapitels gehen wir von einer digitalen Musikbibliothek
aus, in der Dokumentensammlungen von Musikstu¨cken in unterschiedlichsten Auspra¨gungen
und Formaten vorliegen. Zu den ga¨ngigsten Formaten za¨hlen partiturnahe Formate wie Ca-
pella oder Score, das MIDI-Format sowie diverse (un-)komprimierte Wellenformdarstellun-
gen wie WAV oder MP3. Es gibt zahlreiche Gru¨nde, die in verschiedenen Formaten und in
unterschiedlichen Interpretationen vorliegenden Versionen eines Musikstu¨cks miteinander zu
verlinken. Dies kann einerseits ein grobes Verlinken sein, das nur einen Hinweis darauf gibt,
dass z. B. dieses Stu¨ck auch noch in anderen Interpretationen vorliegt, andererseits – und das
ist die Thematik des vorliegenden Kapitels – kann man unter Verlinkung eine recht genaue
zeitliche Synchronisation der Varianten des Stu¨cks verstehen. Wir kommen kurz auf mo¨gliche
Anwendungen einer solchen Synchronisation zu sprechen:
• Musikwissenschaftler ko¨nnen auf der Basis solcher Synchronisationen u. a. vergleichende
Tempostudien u¨ber verschiedene Interpretationen durchfu¨hren.
• Die zeitliche Verlinkung von Partitur und Interpretation ermo¨glicht eine Partiturlesehilfe
beim Verfolgen der Interpretation, indem die aktuellen Noten hervorgehoben werden.
• Bei der partiturbasierten Suche nach Musikpassagen kann man im Erfolgsfall die Pas-
sage in einer geeigneten oder genehmen Interpretation direkt anspringen, um so eine
qualitativ hochwertige Kostprobe zu bekommen.
Bevor wir Synchronisationsalgorithmen vorstellen, haben wir vorab eine genauere Problem-
spezifikation vorzunehmen. Zu diesem Zweck gehen wir auf die Begriffe Tempo, Zeitfluss
und Synchronisation in Anlehnung an [55] nochmals genauer ein. Danach formulieren wir die
Synchronisationsaufgabe.
Wenn am Anfang eines Musikstu¨cks in der Partitur z. B. “M.M. Viertelnote = 100” steht, so
handelt es sich hier um die Spielanweisung, dass das Stu¨ck zuna¨chst mit einem gleichma¨ßigen
Tempo von 100 Viertelnoten pro Minute zu spielen ist. Statt “Viertelnote” ko¨nnte man auch
andere Grundeinheiten wie z. B. “Achtelnote” oder “Halbe Note” zugrunde legen. Allgemein
spezifizieren wir ein gleichma¨ßiges Tempo T durch die Formel:
T =
#Pulse
Minute
.
81
82 KAPITEL 5. SYNCHRONISATION
Auch ohne derartige Tempoangaben kann man jeder metrischen Position innerhalb eines
beliebigen Taktes eines Musikstu¨cks eine musikalische Einsatzzeit zuordnen: Gibt es pro Takt
p Pulse und handelt es sich bei der in Rede stehenden Position um den k-ten Puls im s-ten
Takt, so hat diese Position die musikalische Einsatzzeit
E = p · (s− 1) + k.
Sind nun E0 und E musikalische Einsatzzeiten mit E ≥ E0, so ergibt sich bei gleichma¨ßi-
gem Tempo T die zu E geho¨rige physikalische Einsatzzeit e(E) relativ zur physikalischen
Einsatzzeit von E0 durch die Formel:
e(E) = e(E0) +
E − E0
T
. (5.1)
In der Realita¨t wird selten durchweg ein gleichma¨ßiges Tempo gespielt werden. Leichte Tem-
poschwankungen sowie von der Partitur geforderte Tempoa¨nderungen sind zu beru¨cksichti-
gen. Realita¨tsna¨her ist der Fall des stu¨ckweise gleichma¨ßigen Tempos. Nehmen wir an, dass
E0 < E1 < . . . < En = E musikalische Einsatzzeiten sind, so dass das Tempo zwischen Ei−1
und Ei gleichma¨ßig gleich Ti ist:
3TT 1 T 2
0E  E  1 E  2 E  3
T
n
E  
n-1 E  = En
Dann ergibt sich die physikalische Einsatzzeit von E durch die Formel:
e(E) = e(E0) +
n∑
i=1
Ei − Ei−1
Ti
.
Bei immer feiner werdender Unterteilung kann man
∑n
i=1(Ei−Ei−1)/Ti als Riemann-Summe
auffassen. Dabei ist Ti letztlich als momentanes Tempo zu interpretieren. Unter geeigneten
Annahmen (strenge Monotonie sowie stetige Differenzierbarkeit der Funktion der physikali-
schen Einsatzzeiten) ergibt sich dann der Zeitfluss zum musikalischen Zeitpunkt E ≥ E0 auf
der Basis der Tempofunktion T zu
e(E) = e(E0) +
∫ E
E0
dx
T (x)
.
Demnach ist das Tempo in E bei gegebenem Zeitfluss e der Kehrwert
T (E) =
(
de
dE
(E)
)−1
.
Wir illustrieren die gerade eingefu¨hrten Begriffe an zwei typischen Beispielen. Falls T (x) = T
konstant ist, liegt der Fall des gleichma¨ßigen Tempos vor und wir erhalten wie oben die Formel
e(E) = e(E0) + (E − E0)/T . Ist andererseits T (x) = α · (x − E0) + T0 (fu¨r ein α 6= 0, eine
Konstante T0 > 0 und alle x ∈ [E0, E]), so ist
e(E) = e(E0) +
1
α
ln
α(E − E0) + T0
T0
.
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Das heißt, fu¨r α > 0 liegt ab der musikalischen Einsatzzeit E0 ein gleichma¨ßiges Accelerando,
also eine Tempobeschleunigung vor, wa¨hrend sich fu¨r α < 0 ein gleichma¨ßiges Ritardando
ergibt.
Sind nun die Tempofunktionen T1 und T2 zweier Interpretationen eines Musikstu¨cks bekannt,
so fu¨hrt dies auf zwei Zeitflu¨sse
e1(E) = e1(E0) +
∫ E
E0
dx
T1(x)
und e2(E) = e2(E0) +
∫ E
E0
dx
T2(x)
.
Die (ideale) Synchronisation dieser beiden Interpretationen besteht nun darin, fu¨r jede musi-
kalische Einsatzzeit E der Partitur den Zeitpunkt e1(E) der ersten mit dem Zeitpunkt e2(E)
der zweiten Interpretation zu verlinken. Dies wird in folgendem Schaubild illustriert.
Einsatzzeiten in der Interpretation 2.
Einsatzzeiten in der Interpretation 1.
Einsatzzeiten in der Partitur
Die Praxis ist leider sehr weit von dieser idealisierten Sichtweise entfernt. Dies beginnt schon
mit den oft nur vage gegebenen Tempoangaben in einer Partitur. Nicht selten ist anstelle
eines exakten Tempos z. B. nur “Allegro” angegeben, wodurch nur eine grobe Tempovorgabe
gemacht wird. Des weiteren werden (positive oder negative) Tempobeschleunigungen nur
angedeutet, indem die Stelle oder manchmal der Bereich, in dem das Tempo beschleunigt
werden soll, markiert ist. Der genauere Verlauf des Tempos wird nicht spezifiziert und ist
damit stark interpretationsabha¨ngig. Folglich gibt es i. A. keine kanonische Tempofunktion,
die man einer Partitur zuordnen ko¨nnte. Jede Tempofunktion basiert stets auf einer konkreten
Interpretation der Partitur.
Vor diesem Hintergrund ko¨nnen wir nun verschiedene Synchronisationsaufgaben spezifizieren.
Die Aufgaben sind nach steigendem Schwierigkeitsgrad aufgelistet.
1. Partitur und MIDI-Einspielung seien gegeben. Hier la¨uft die Synchronisationsaufgabe
auf die Berechnung der Tempofunktion der MIDI-Einspielung hinaus. Diese Aufgabe
ist vergleichsweise einfach, da die Extraktion der Notenereignisse aus der MIDI-Datei
keine Hu¨rde darstellt. Trotzdem werden wir auch bei dieser Aufgabe auf heikle Probleme
stoßen. Diese werden vor allem dadurch verursacht, dass eine Partitur an manchen
Stellen nur vage Spielanleitungen gibt, wie etwa im Fall von barocken Verzierungen.
Mit dem Konzept der Fuzzy-Note werden wir diese Vagheit in zufriedenstellender Weise
in den Griff bekommen.
2. Partitur und WAV-Einspielung seien gegeben. Die Synchronisationsaufgabe besteht hier
in der Berechnung der Tempofunktion der WAV-Einspielung. Diese Aufgabe ist schwie-
riger als die erste, da die Extraktion der Notenereignisse aus der WAV-Datei, wie das
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letzte Kapitel gezeigt hat, erhebliche Probleme macht und auch zu falschen Extraktions-
resultaten fu¨hrt. Diese fehlerbehaftete Grundlage macht ein kostenoptimales imperfek-
tes Matching notwendig. Durch den Einsatz geeigneter Kostenfunktionen wird versucht,
den analysebedingten Extraktionsfehlern entgegenzuwirken.
3. Partitur sowie MIDI- und WAV-Einspielung seien gegeben. MIDI- und WAV-Interpreta-
tion sind zu synchronisieren. Dies wird durch Kombination der Lo¨sungen der beiden
ersten Aufgaben erreicht.
4. Es seien nur MIDI- und WAV-Interpretation gegeben. Partiturkenntnisse liegen nicht
vor oder sollen nicht benutzt werden. Bei dieser Aufgabe fehlt die Partitur als “sichere”
Referenz. Hier nimmt MIDI provisorisch die Stelle der Partitur ein. Das weitere Vorge-
hen ist a¨hnlich wie bei der zweiten Aufgabe; wesentlicher Unterschied ist allerdings das
Fehlen der musikalischen Einsatzzeiten.
Bevor wir in den folgenden Abschnitten der Reihe nach auf die einzelnen Aufgabenstellun-
gen eingehen, geben wir im na¨chsten Abschnitt einen Kurzu¨berblick u¨ber den Stand der
Forschung.
5.1 Stand der Forschung zur Synchronisation in der Musik
Es gibt eine Reihe von Synchronisationsaufgaben in der Musik, die schon seit geraumer Zeit
bearbeitet werden, die aber mehr oder weniger stark von der in dieser Arbeit zugrundeliegen-
den Zielsetzung abweichen. Da teilweise a¨hnliche Ideen zur Lo¨sung dieser Aufgaben benutzt
wurden, stellen wir kurz einige der Arbeiten vor.
Beim Problem der automatischen Begleitung einer Interpretation geht es darum, auf Parti-
turbasis ein System zu entwickeln, das in der Lage ist, die Interpretation einer Solostimme
der Partitur in Echtzeit (d. h. mit einer vertretbaren Zeitverzo¨gerung von ho¨chstens 40 ms) zu
begleiten. Ein erster einfacher Begleiter wurde von Vercoe in [90] vorgestellt. Konkret geht es
um die Begleitung eines solistischen Querflo¨tenparts. Da allerdings die Tonho¨henextraktion
in Echtzeit Probleme bereitet, arbeitet Vercoe mit Sensoren an der Flo¨te. Dadurch wird das
Tonho¨henextraktionsproblem wesentlich vereinfacht. Die Synchronisation geschieht durch ein
Mitverfolgen der Flo¨tenstimme.
Ein weiteres Verfahren zur automatischen Begleitung wurde von Dannenberg [17] vorge-
stellt. Dannenberg geht von einer einstimmigen Solostimme und von einstimmiger Begleitung
aus. Das Synchronisationsproblem reduziert er auf ein LCS-Problem (longest common sub-
sequence), das er mittels gefensterter dynamischer Programmierung (suboptimal) lo¨st. Das
gesamte Verfahren wurde auch fu¨r Trompetensolo auf einem 8-bit Microcomputer System
implementiert, wobei die Tonho¨he in Echtzeit detektiert wird.
In einer spa¨teren Arbeit von Dannenberg und Mukaino (vgl. [19]) wurde dieses System auf
polyphone Musik erweitert. Die neue Version erlaubt auch die Behandlung von Verzierun-
gen und Glissandi. Gleichzeitig wurde das System so erweitert, dass in den kritischen, d. h.
unklaren Stellen, so lange mehrere Matching-Hypothesen verfolgt werden, bis eine sinnvolle
Entscheidung getroffen werden kann. Die auch in dieser Arbeit verwendete Idee, modulo Ok-
taven zu rechnen, wurde dort zur Effizienzsteigerung eingefu¨hrt. Das Verfahren wurde mit
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Daten aus einem MIDI-fa¨higen Keyboard getestet. Allerdings fehlen konkrete Angaben u¨ber
die Matching-Ergebnisse. Grubb und Dannenberg haben 1996 ein a¨hnliches Verfahren fu¨r au-
tomatische Begleitung im Fall mehrerer Musikinstrumente patentiert (vgl. [18]), allerdings
fehlt noch die Realisierung eines Prototypen. Dafu¨r aber ist Voraussetzung, dass fu¨r jedes
Instrument das Signal separat vorliegt.
Raphael hat einen automatischen Begleiter fu¨r Oboe, was wieder ein einstimmiges Soloin-
strument ist, entwickelt. Fu¨r die Erkennung der Noten verwendet er Hidden Markov Modelle
(HMM) (vgl. [72]) und fu¨r das Matching zur Begleitungssteuerung Bayes-Netze (vgl. [73]).
Der automatische Begleiter kann durch Training hinsichtlich Pra¨diktion verbessert werden.
Eine weitere Methode zur automatischen Begleitung von Gesang wurde in [8] vorgestellt.
Auch diese verwendet genauso wie das oben beschriebene Verfahren HMMs fu¨r die Model-
lierung der To¨ne. Die Notenmodelle bestehen aus drei Zusta¨nden (je einen fu¨r die Anstieg-,
Halte- und Abstiegphase). Neben den Notenmodellen gibt es auch Modelle fu¨r Rauschen und
Pausen. Eine Na¨chste-Nachbarsuche der gewonnenen Feature-Vektoren mit den vorberechne-
ten Vektoren aus dem Kodebuch fu¨hrt dann zur Tonho¨henbestimmung. Leider entha¨lt der
Artikel keine Angaben, wie das Matching vorgenommen werden soll.
Der von Honing entwickelte Strict-Matcher (vgl. [24, 37]) behandelt das Problem der Synchro-
nisation von Partitur- und MIDI-Daten. Der Algorithmus arbeitet mit aktuellen Zeitfenstern
in der Partitur und versucht die Noten innerhalb des Fensters mit den gerade gespielten Noten
der MIDI-Interpretation unter strikter Wahrung der zeitlichen Reihenfolge zu matchen. Der
Algorithmus ist sehr anfa¨llig gegenu¨ber leichten Spielfehlern.
Large stellt in [48] ein Verfahren vor, das es erlaubt, die Verspieler bei Interpretationen zu
lokalisieren und ggf. zu interpretieren. Large arbeitet mit einer Kostentabelle, die sowohl
von den (einstimmigen!) Partiturdaten als auch von den MIDI-Daten abha¨ngt. Anhand die-
ser Tabelle ermittelt er dann mittels dynamischer Programmierung einen besten Match und
analysiert die Art der aufgetretenen Fehler.
5.2 Synchronisation von Partitur und MIDI
Das folgende Schaubild gibt einen ersten U¨berblick u¨ber diesen Abschnitt. In Unterabschnitt
5.2.1 wird die Partitur insbesondere in Bezug auf die Behandlung von Sondernoten (Triller,
Vorschlag, Arpeggio) vorverarbeitet. Unterabschnitt 5.2.2 geht auf die zeitliche Quantisierung
von MIDI ein. Nach diesen Vorverarbeitungsschritten stellen wir in Unterabschnitt 5.2.3 ein
Kostenmaß vor, anhand dessen mittels dynamischer Programmierung ein kostenminimales
Matching berechnet wird, das zur Synchronisation zwischen Partitur und MIDI fu¨hrt.
Partitur
Partitur
modifizierte
quantisierte
MIDI-Datei
5.2.1
Matching
Tempofunktionkostenoptimales
MIDI-Datei
5.2.2
5.2.3
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5.2.1 Partiturvorverarbeitung
Wir gehen davon aus, dass die gesamten Partiturinformationen elektronisch vorliegen. Unser
erstes Ziel ist es, jedem Notenobjekt der Partitur eine musikalische Einsatzzeit zuzuordnen.
Wir unterscheiden zwei Arten von Notenobjekten: explizite und implizite. Bei den expliziten
Objekten sind alle Notenparameter vollsta¨ndig gegeben. Die musikalische Einsatzzeit von
expliziten Noten ist einfach anzugeben: Gibt es pro Takt p Pulse und ist die in Rede stehende
Note zum k-ten “Puls” im s-ten Takt zu spielen, wobei k auch rational sein darf, so hat diese
Note die musikalische Einsatzzeit
E = p · (s− 1) + k.
Beispiel 5.2.1 Das folgende Melodiefragment besteht nur aus expliziten Noten.
    
   
              

Wir geben zu dieser Notenfolge aus 19 Noten die entsprechende Folge E1, . . . , E19 von musi-
kalischen Einsatzzeiten an.
i-te Note 1 2 3 4 5 6 7 8 9 10 11
Ei 1 2 3 334 4 4
1
2 5 7 8 9
1
2 9
3
4
i-te Note 12 13 14 15 16 17 18 19
Ei 10 1018 10
1
4 10
1
2 10
5
8 10
3
4 11 13
¤
Implizite Notenobjekte bestehen aus Noten oder Notengruppen, die mit Sonderzeichen wie
Triller, Vorschlag oder Arpeggio versehen sind. Typischerweise handelt es sich hier nur um
Abku¨rzungen fu¨r komplexere Notenkonstellationen, wie die Beispiele in Abb. 5.2 illustrieren.
Diese Konstellationen sind also durch die Abku¨rzung nur implizit gegeben. Allerdings ist die
Ru¨cku¨bersetzung dieser Abku¨rzung nicht immer eindeutig, sondern ha¨ngt u. a. von der Epoche
oder vom Interpreten ab. Um diesen verschiedenen Alternativen gerecht zu werden, benutzen
wir hier das Konzept der Fuzzy-Note. Eine Fuzzy-Note besteht aus einer endlichen Menge von
alternativen Noten, die jeweils durch ihre Einsatzzeit, ihre Tonho¨he und Tondauer beschrieben
sind. Ein implizites Notenobjekt, das neben den Sonderzeichen (Triller, Vorschlag, Arpeggio)
durch eine oder mehrere Hauptnoten mit gleicher Einsatzzeit sowie gleicher Dauer beschrieben
ist, wird nun ersetzt durch eine Fuzzy-Note: Diese u¨bernimmt die Einsatzzeit und Dauer der
Hauptnoten und zieht alle potenziellen Tonho¨hen dieses Notenobjekts als Alternativen in
Betracht. Anhand einiger Verzierungsformen verdeutlichen wir das prinzipielle Vorgehen.
Mordent ist eine Verzierungsart, die einen Wechsel mit der unteren Nebennote fordert. Ab-
bildung 5.1 zeigt links das implizite Notenobjekt (Viertelnote d mit Mordent), rechts ein ent-
sprechendes explizites Notenobjekt, in dem die Tonho¨hen d und c vorkommen. Die zugeho¨rige
Fuzzy-Note besteht aus zwei Viertelnoten der Tonho¨hen d und c mit gleicher Einsatzzeit.
Triller sind Verzierungsarten, die einen schnellen Wechsel einer Hauptnote mit der kleinen
oder großen Ober- und (eventuell) Untersekunde auslo¨sen. Die Abbildung 5.2 zeigt einige
Trillerarten und mo¨gliche Explikationen.
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(a) (b) (c)
Abbildung 5.1: Mordent, (a) die Bezeichnung, (b) die Interpretationsart, (c) die entsprechende
Fuzzy-Note.
 

       
(a) (b)
 



        
(c) (d)
 

        
(e) (f)
Abbildung 5.2: Triller.
Da die Auffu¨hrungspraxis gezeigt hat, dass oft auch sowohl die leitereigene Obersekunde
wie auch die leitereigene Untersekunde beim Trillern benutzt wird, hat es sich als sinnvoll
herausgestellt, bei allen Trillerformen grundsa¨tzlich in der zugeho¨rigen Fuzzy-Note neben der
Tonho¨he der Hauptnote sowohl die Ober- als auch die Untersekunde mitzuberu¨cksichtigen.
Dies fu¨hrt daher, bezogen auf obige Trillerbeispiele, zu folgender Fuzzy-Note:
  
Abbildung 5.3: Triller – Fuzzy-Note.
Vorschlag ist die Bezeichnung fu¨r eine oder mehrere Verzierungsnoten, die einer Hauptnote
vorausgehen. Der Vorschlag fa¨llt entweder in die Zeit der Hauptnote oder in die Zeit der vor-
hergehenden Note. Des weiteren sind je nach Epoche und Auffu¨hrungspraxis lange und kurze
Vorschla¨ge zu unterscheiden. Abbildung 5.4 zeigt einige Vorschlagsbeispiele mit alternativ
mo¨glichen Explikationen.
Diese diffuse Situation mit den sehr unterschiedlichen Spielvarianten lo¨sen wir auf, indem wir
die Fuzzy-Note mit der Einsatzzeit und Dauer der Hauptnote versehen und die Tonho¨hen von
Haupt- und Vorschlagsnoten u¨bernehmen. Bei der Synchronisation hat diese Festlegung den
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(a) (b)
       
(c) (d)
    
 
(e) (f)
Abbildung 5.4: Vorschlag.
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(a)
    
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(b)
Abbildung 5.5: Beginn der Aria con Variazioni von J. S. Bach, BWV 988, (a) die ersten vier
Takte der rechten Hand, (b) eine mo¨gliche Expansion der Partitur.
Vorteil, dass sowohl in dem Fall, wo die Vorschlagsnote “auf Schlag” gespielt wird, als auch
in dem Fall, wo die Hauptnote auf Schlag gespielt wird, die Voraussetzungen zur korrekten
Synchronisation gegeben sind.
Mit Arpeggio bezeichnet man einen nach Harfenspielart gebrochenen Akkord, d. h. die Ak-
kordto¨ne kommen der Reihe nach kurz hintereinander zum Einsatz und ho¨ren zum gleichen
Zeitpunkt auf. Typischerweise spielt man die To¨ne des Akkords nach aufsteigender Tonho¨he.
Es gibt aber auch die entgegengesetzte Spielweise. Die U¨bersetzung eines Arpeggios ist trivial:
Das Arpeggiozeichen bleibt einfach unberu¨cksichtigt und der gesamte Akkord wird zu einer
Fuzzy-Note umgewandelt.
Wir illustrieren unser Vorgehen an der Originalfassung des obigen Beispiels. Es handelt sich
um den Beginn der Aria con Variazioni von J. S. Bach, BWV 988. Wir zeigen in Abbil-
dung 5.5 einerseits die ersten vier Takte der rechten Hand (inkl. der Verzierungszeichen) und
pra¨sentieren andererseits eine mo¨gliche Expansion dieser Takte.
Abschließend zeigen wir die ersten drei Zeilen der Aria con Variazioni in konventioneller
Notenschrift (Abbildung 5.6), dann in Klavierwalzendarstellung eine mo¨gliche Explikation
(Abbildung 5.7) und schließlich zum Vergleich die Klavierwalzendarstellung von der zur Syn-
chronisation benutzten modifizierten Darstellung (Abbildung 5.8).
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Abbildung 5.6: Drei ersten Zeilen der Aria con Variazioni von J. S. Bach, BWV 988.
Die wie oben beschriebene Explikation einer Partitur wollen wir im Folgenden als modifizierte
Partitur bezeichnen. Aus mathematischer Sicht kann man eine solche modifizierte Partitur
unter Vernachla¨ssigung der Notendauern ansehen als endliche Menge P von Tripeln, die ex-
plizite sowie implizite Notenobjekte beschreiben. Ein explizites (bzw. implizites) Objekt wird
dabei durch ein Tripel (e,H, 0) (bzw. (e,H, 1)) angegeben, wobei e ∈ Q die musikalische Ein-
satzzeit ist und ∅ 6= H ⊆ [0 : 127] die Menge der Tonho¨hen bezeichnet, die zum Zeitpunkt
e einsetzen (expliziter Fall) bzw. als Alternative zum Einsatz bereit stehen (impliziter Fall).
Anhand der letzten Komponente dieser Tripel kann man also implizite von expliziten Noten
unterscheiden. Indem man die rationalen Einsatzzeiten mit Hilfe des Hauptnenners darstellt,
kann man o.B. d.A. voraussetzen, dass alle musikalischen Einsatzzeiten sogar ganzzahlig sind.
Insgesamt ist also die modifizierte Partitur beschreibbar als endliche Teilmenge
P ⊂ Z× 2[0:127] × {0, 1}.
Mit MIDI-Dokumenten kann man a¨hnlich verfahren. Da es aber in MIDI nur explizite Noten-
objekte gibt, ist also ein MIDI-Dokument beschreibbar als endliche Teilmenge
M ⊂ Z× 2[0:127] × {0}.
Auf den ersten Blick ko¨nnte man aufgrund der beiden letzten Formelzeilen erwarten, dass
wir jetzt unmittelbar mit dem Synchronisieren starten ko¨nnen. Da es aber bei MIDI aus
verschiedenen Gru¨nden Schwierigkeiten mit der Gleichzeitigkeit von Notenereignissen gibt,
ist diese Gleichzeitigkeit durch geeignete Quantisierung nachtra¨glich “wiederherzustellen”.
Damit bescha¨ftigt sich der folgende Unterabschnitt.
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Abbildung 5.7: Klavierwalzendarstellung einer MIDI-Einspielung des Beginns der Aria.
5.2.2 Quantisierungen
Ein Großteil der MIDI-Dokumente basiert auf Einspielungen u¨ber ein MIDI-fa¨higes Keyboard.
Das birgt gleich mehrere Quellen fu¨r Asynchronismen insbesondere bei Akkorden: Einerseits
kann es sich um Einspielungsungenauigkeiten handeln, andererseits kann von MIDI bei einer
derartigen Einspielung nur eine Note pro Einsatzzeit protokolliert werden. Daher ist vor der
eigentlichen Synchronisation eine Zeitquantisierung erforderlich. Auf Zeitquantisierung gehen
wir auch im Hinblick auf die spa¨ter vorzunehmende Quantisierung bei PCM-Dokumenten nun
zuna¨chst in einem allgemeineren Rahmen ein.
Es sei ∆ ≥ 0 eine fest vorgegebene Quantisierungskonstante. Jeder endlichen Teilmenge P
von Z× 2[0:127] × {0, 1} ordnen wir eine Folge Q∆(P ) von Tripeln (e, P0, P1) zu, wobei e eine
quantisierte Einsatzzeit und P0 bzw. P1 eine Menge von expliziten bzw. impliziten Tonho¨hen,
die zum Zeitpunkt e beginnen, bezeichnet. Zur induktiven Definition dieser Folge benutzen wir
die erste Projektion pi1(P ) := {e | ∃H, t : (e,H, t) ∈ P}. Zuna¨chst werden die quantisierten
Einsatzzeiten eingefu¨hrt, indem wir mit der kleinsten Einsatzzeit
e1 := minpi1(P )
in P beginnen und fu¨r i ≥ 2
ei := min[pi1(P ) ∩ (ei−1 +∆,∞)]
setzen, sofern der Durchschnitt nicht leer ist. Ist der Durchschnitt fu¨r i = p + 1 zum ersten
Mal leer, so definieren wir ep+1 := ∞. Diesen quantisierten Einsatzzeiten e1 < e2 < . . . < ep
ordnen wir jetzt Tonho¨henmengen P01, . . . , P0p bzw. P11, . . . , P1p zu durch die Festsetzung:
P0i :=
⋃
P0 bzw. P1i :=
⋃
P1,
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Abbildung 5.8: Klavierwalzendarstellung der in MIDI konvertierten modifizierten Partitur des
Ariabeginns.
wobei die Vereinigung u¨ber alle P0 bzw. P1 gebildet wird, zu denen ein (e, P0, 0) ∈ P bzw.
(e, P1, 1) ∈ P existiert, so dass e ∈ [ei, ei+1). Manche der Mengen P0i oder P1j ko¨nnen
durchaus leer sein. Es ist aber stets P0i ∪ P1i nicht leer. Wir verabreden noch, dass die
Quantisierungen auf die Gesamtdauer `(P ) von P keinen Einfluss haben sollen.
5.2.3 Synchronisation als Matching-Problem
Zur Synchronisation von Partitur und MIDI werden wir im Folgenden von der zur modifizier-
ten Partitur geho¨renden endlichen Teilmenge P von Z× 2[0:127] × {0, 1} die 0-Quantisierung
Q0(P ) = [(p1, P01, P11), . . . , (pp, P0p, P1p)]
zugrundelegen, wa¨hrend wir fu¨r geeignetes ∆ ≥ 0 die ∆-Quantisierung
Q∆(M) = [(m1,M01, ∅), . . . , (mm,M0m, ∅)]
der zum MIDI-Dokument geho¨renden endlichen TeilmengeM von Z×2[0:127]×{0} betrachten.
Neben diesen Quantisierungen von Partitur- und MIDI-Dateien werden wir spa¨ter auch noch
Γ-Quantisierungen (fu¨r geeignetes Γ ≥ 0) von Wellenformdarstellungen (etwa einer PCM-
Datei) zur Synchronisation heranziehen. Schon jetzt wollen wir darauf hinweisen, dass wir
dabei folgende systematische Bezeichnungsweise zugrundelegen:
Partitur: Q0(P ) = [(pi, P0i, P1i)]
p
i=1
MIDI: Q∆(M) = [(mj ,M0j , ∅)]mj=1
Wellenform: QΓ(W ) = [(wk,W0k, ∅)]wk=1.
92 KAPITEL 5. SYNCHRONISATION
In der 0-Quantisierung der Partitur gibt es also p Einsatzzeiten p1, . . . , pp, in der ∆-Quanti-
sierung der MIDI-Datei gibt es m Einsatzzeiten m1, . . . ,mm, schließlich gibt es in der Γ-
Quantisierung der Wellenformdarstellung genau w Einsatzzeiten w1, . . . , ww. Des weiteren
bezeichnen P0i, M0i und W0i die Tonho¨henmengen zu expliziten Noten in der quantisierten
Version der Partitur-, MIDI- bzw. Wellenformdatei, die zum i-ten Zeitpunkt einsetzen. Nur
in der Partitur kann es auch noch zu diesem Zeitpunkt implizite Noten geben. Diese werden
in der Menge P1i zusammengefasst.
Auf der Basis von Q0(P ) und Q∆(M) soll nun eine Synchronisation zwischen Partitur- und
MIDI-Daten vorgenommen werden. Da wir zwei Versionen ein und desselben Musikstu¨cks
miteinander vergleichen und synchronisieren wollen, macht es Sinn, dass wir als Beginn beider
Versionen den Zeitpunkt Null wa¨hlen, d. h. wir nehmen ab jetzt immer an, dass p1 = 0 und
m1 = 0 gilt.
Unser Ziel ist es nun, eine Teilverlinkung der Zeitpunkte p1, . . . , pp mit den Zeitpunkten
m1, . . . ,mm so vorzunehmen, dass mo¨glichst große U¨bereinstimmung erzielt wird. Dies pra¨zi-
sieren wir im Folgenden durch die Suche nach kostenminimalen Matchings zwischen Partitur
und MIDI.
Definition 5.2.2 Unter einem Partitur-MIDI-Match (PM-Match) von Q0(P ) und Q∆(M)
verstehen wir eine partielle Abbildung µ: [1 : p] → [1 : m], die auf ihrem Definitionsbereich
streng monoton steigt und die fu¨r alle i ∈ Def(µ) stets
(P0i ∪ P1i) ∩M0µ(i) 6= ∅
erfu¨llt. ¤
Diese Definition bedarf einiger Erla¨uterungen. Die Tatsache, dass es manchmal in Q0(P ) bzw.
Q∆(M) Ereignisse ohne Gegenereignis gibt, wird durch die Forderung beru¨cksichtigt, dass µ
eine partielle und keine totale Funktion sein muss. Die Monotonie von µ spiegelt die Forderung
der Zeittreue wider: Erklingt ein Ton in Q0(P ) fru¨her als ein zweiter Ton, so soll dies auch
fu¨r die µ-Bilder dieser To¨ne gelten. Die Forderung (P0i ∪ P1i) ∩M0µ(i) 6= ∅ verhindert, dass
Zeitpunkte verlinkt werden, die tonho¨henma¨ßig nichts miteinander zu tun haben.
Naturgema¨ß gibt es zu Q0(P ) und Q∆(M) viele verschiedene PM-Matches. Mit Hilfe ge-
eigneter Kostenfunktionen werden wir nun unterschiedliche Matches miteinander vergleichen
ko¨nnen. Ziel ist letztlich die effiziente Berechnung eines kostenminimalen PM-Matches.
Im Folgenden arbeiten wir anstelle von µ a¨quivalenterweise mit seinem Graphen
µ ≡ Graph(µ) := {(i1, j1) < · · · < (i`, j`)},
wobei
ia ∈ I = {i1 < · · · < i`} ⊆ [1 : p] und ja ∈ J = {j1 < · · · < j`} ⊆ [1 : m].
Statt (i, j) ∈ Graph(µ) schreiben wir ab jetzt (i, j) ∈ µ. Ferner sei |µ| := |Graph(µ)| = `.
In der folgenden Definition ordnen wir jedem PM-Match µ Kosten zu. Dabei benutzen wir
einen Parametersatz pi := (α, β, γ, δ, ζ,∆) ∈ R6≥0 aus sechs zuna¨chst beliebigen reellen Para-
metern, die spa¨ter noch na¨her spezifiziert werden.
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Definition 5.2.3 Zum Parametersatz pi := (α, β, γ, δ, ζ,∆) ∈ R6≥0 seien die PM-Kosten des
PM-Matches µ zwischen der 0-Quantisierung Q0(P ) einer Partitur und der ∆-Quantisierung
Q∆(M) eines zugeho¨rigen MIDI-Dokuments wie folgt definiert:
CPMpi (µ|P,M) := α ·
∑
(i,j)∈µ
(
|P0i \M0j |+
⌈ |P1i|
|P1i ∪M0j |
⌉
−
⌈ |P1i ∩M0j |
|P1i ∪M0j |
⌉)
+
β ·
∑
(i,j)∈µ
(
|M0j \ (P0i ∪ P1i)|+ |M0j ∩ P1i| −
⌈ |P1i ∩M0j |
|P1i ∪M0j |
⌉)
+
γ ·
∑
k 6∈Def(µ)
(
|P0k|+
⌈ |P1k|
|P0k ∪ P1k|
⌉)
+ (5.2)
δ ·
∑
t6∈Bild(µ)
|M0t|+
ζ ·
∑
(i,j)∈µ
∣∣∣∣pi −mj · `(P )`(M)
∣∣∣∣ .
¤
Auch diese Definition bedarf einiger Erla¨uterungen. Die zu α geho¨rige Summe stellt die Kos-
ten fu¨r die nichtgematchten To¨ne dar, die von expliziten und impliziten Notenereignissen
der Partitur stammen. Genauer misst die Kardinalita¨t |P0i \M0j | die Kosten, die durch die
Differenz der Menge aller expliziten Noten zur i-ten Einsatzzeit in der Partitur im Vergleich
zur Menge der expliziten Noten zur j-ten quantisierten Einsatzzeit in der MIDI-Version des
Musikstu¨cks entstehen. In Bezug auf die Differenz des zweiten und dritten Terms in der ersten
Klammer bemerken wir zuna¨chst, dass wegen (i, j) ∈ µ insbesondere M0j nicht leer ist, also
im Nenner jeweils eine von Null verschiedene Kardinalita¨t steht. Des weiteren nimmt wegen
P1i∩M0j ⊆ P1i ⊆ P1i∪M0j die Differenz der beiden Aufrundungen nur die Werte 0 oder 1 an.
Die Differenz ist genau dann gleich 1, wenn zur i-ten Einsatzzeit in der Partitur eine implizite
Note vorkommt, die zur j-ten Einsatzzeit in der MIDI-Fassung kein Pendant hat. Die zu β
geho¨rige Summe misst durch den ersten Term die Kosten fu¨r die falsch extrahierten To¨ne,
die nicht in P0i∪P1i liegen. Die beiden na¨chsten Terme garantieren, dass von jeder impliziten
Note der Partitur im Fall M0j ∩ P1i 6= ∅ nur ein Match beru¨cksichtigt wird, was sich bei den
Kosten im Term |M0j ∩P1i| − 1 widerspiegelt. Die zu γ geho¨rige Summe nimmt alle Einsatz-
zeiten der Partitur, die nicht zum Match µ geho¨ren, und za¨hlt im ersten Term in der Klammer
die Anzahl der expliziten Noten zur k-ten Einsatzzeit, k 6∈ Def(µ), wa¨hrend der zweite Term
anzeigt, ob zu dieser Einsatzzeit in der Partitur eine implizite Note vorkommt (Term = 1)
oder nicht (Term = 0). Dabei wird durch den 0/1-wertigen Term d|P1k|/|P0k ∪ P1k|e beru¨ck-
sichtigt, dass die Tonho¨hen in P1k lediglich Alternativen darstellen1. Die zu δ geho¨rige Summe
stellt die Kosten fu¨r die Akkordereignisse der MIDI-Datei in Rechnung, die kein Pendant auf
der Partitur-Seite haben. Der letzte Summand
∑
(i,j)∈µ
∣∣∣pi −mj · `(P )`(M) ∣∣∣ ist eine Art justierter
`1-Abstand des Vektorpaares (pi,mj)(i,j)∈µ.
Im Folgenden halten wir den Parametersatz pi sowie die Quantisierungen Q0(P ) und Q∆(M)
1Wir gehen hier vereinfachend davon aus, dass pro Einsatzzeit in der Partitur nur eine Sondernote vor-
kommt. Bei mehreren Sondernoten mu¨sste noch die entsprechende Anzahl miteinbezogen werden.
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fest und schreiben fu¨r die zum PM-Match µ geho¨rigen Kosten kurz CPM(µ). Ist nun (i, j) ∈ µ,
so ist auch µ′ := µ \ {(i, j)} ein PM-Match, und fu¨r die Kostendifferenz CPM(µ) − CPM(µ′)
ergibt sich nach leichter Rechnung:
CPM(µ)− CPM(µ′) = α ·
(
|P0i \M0j |+
⌈ |P1i|
|P1i ∪M0j |
⌉
−
⌈ |P1i ∩M0j |
|P1i ∪M0j |
⌉)
+
β ·
(
|M0j \ (P0i ∪ P1i)|+ |M0j ∩ P1i| −
⌈ |P1i ∩M0j |
|P1i ∪M0j |
⌉)
− (5.3)
γ ·
(
|P0i|+
⌈ |P1i|
|P0i ∪ P1i|
⌉)
− δ · |M0j |+ ζ ·
∣∣∣∣pi −mj · `(P )`(M)
∣∣∣∣ .
Aufgrund der letzten Formel kann man nun einen kostenminimalen PM-Match µ mittels
dynamischer Programmierung bestimmen, indem man eine Matrix C = (cij) mit i ∈ [0 : p]
und j ∈ [0 : m] einfu¨hrt, die durch c0j = ci0 := CPM(∅) initialisiert wird und an der Position
(i, j) ∈ [1 : p]×[1 : m] die minimalen Kosten eines PM-Matches µ verzeichnet, wobei der Graph
von µ Teilmenge von [1 : i]× [1 : j] ist. Gema¨ß dieser Definition sind dann cpm die minimalen
Kosten eines globalen PM-Matches. Nach obiger Formel ist fu¨r (i, j) ∈ [1 : p]× [1 : m]:
cij = min{ci,j−1, ci−1,j , ci−1,j−1 + dPMij },
wobei
dPMij :=
{
rechte Seite von Glg. 5.3, falls (P0i ∪ P1i) ∩M0j 6= ∅
0 sonst.
(5.4)
Die Berechnung der Matrix C ist nachfolgend im Pseudocode angegeben:
SCORE-MIDI-SYNCHRONIZATION-COST(pi,Q0(P ),Q∆(M))
1 p := length[Q0(P )]
2 m := length[Q∆(M)]
3 for i := 0 to p
4 do c[i, 0] := CPMpi (∅|P,M) (according to Eq. 5.2)
5 for j := 1 to ρ
6 do c[0, j] := CPMpi (∅|P,M) (according to Eq. 5.2)
7 for i := 1 to p
8 do for j := 1 to m
9 do compute dPM[i, j] (according to Eq. 5.4)
10 if c[i− 1, j − 1] + dPM[i, j] < min{c[i− 1, j], c[i, j − 1]}
11 then c[i, j] := c[i− 1, j − 1] + dPM[i, j]
12 else if c[i− 1, j] < c[i, j − 1]
13 then c[i, j] := c[i− 1, j]
14 else c[i, j] := c[i, j − 1]
15 return C = (c[i, j])
Mit Hilfe der so berechneten Matrix C kann jetzt leicht ein kostenminimaler PM-Match mit
folgender Prozedur berechnet werden:
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SCORE-MIDI-SYNCHRONIZATION(C,p,m)
1 i := p, j := m, PM-Match := ∅
2 while (i > 0) & (j > 0)
3 do if c[i, j] = c[i, j − 1]
4 then j := j − 1
5 else if c[i, j] = c[i− 1, j]
6 then i := i− 1
7 else PM-Match := PM-Match ∪ {(i, j)}, i := i− 1, j := j − 1
8 return PM-Match
Beispiel 5.2.4 Fu¨r den ersten Takt der Aria geben wir nun die Folgen der quantisierten
Ereignisse an. Dabei wurde fu¨r die Partitur eine 0-Quantisierung durchgefu¨hrt, wa¨hrend fu¨r
die MIDI-Abspielung ∆ = 50 ms gesetzt wurde, da dieser Wert einen sinnvollen Schwell-
wert zwischen den Asynchronismen der Akkorde (30 - 50 ms, siehe Unterabschnitt 2.6.2) und
den ku¨rzesten Notenfolgen (etwas unter 100 ms) darstellt. Die musikalischen Einsatzzeiten,
gegeben wie in Beispiel 5.2.1, wurden bezu¨glich eines gleichma¨ßigen Tempos T ”Viertelnote
= 60 M.M.“ gema¨ß der Formel 5.1 in physikalischen Einsatzzeiten pi (in Sekunden) umge-
rechnet. Aus Gru¨nden der Anschaulichkeit, haben wir hier auch die Einsatzzeiten mj , die
im Fall einer MIDI-Datei in Ticks gegeben sind, in Sekunden umgerechnet. In der Tabelle
sind die quantisierten Ereignisse von beiden Dateien so positioniert, dass sie sich tatsa¨chlich
entsprechen.
Q0(P ) Q∆(M)
i pi P0i P1i j mj M0j M1j
1 0 {55, 79} ∅ 1 0 {55, 79} ∅
2 1 {59, 79} ∅ 2 1.33 {59, 79} ∅
3 2 {62} {79, 81} 3 2.66 {62, 81} ∅
4 2.83 {79} ∅
5 3 {81} ∅
4 2.75 {83} ∅ 6 3.66 {83 } ∅
Der entsprechende Teil der Matrix C zur Kostenberechnung fu¨r die ”Abschnitte“ der La¨nge
`(P ) = 3 s und `(M) = 4 s bezu¨glich des Parametervektors pi = (1, 1, 1, 1, 200ms, 50ms) sieht
wie folgt aus:
0 1 2 3 4 5 6
0 16.0000 16.0000 16.0000 16.0000 16.0000 16.0000 16.0000
1 16.0000 12.0000 12.0000 12.0000 12.0000 12.0000 12.0000
2 16.0000 12.0000 8.1035 8.1035 8.1035 8.1035 8.1035
3 16.0000 12.0000 8.1035 4.4385 4.4385 4.4385 4.4385
4 16.0000 12.0000 8.1035 4.4385 4.4385 4.4385 2.5009
Das Ablesen eines globalen Matches beginnt an dem rechten unteren Element der Tabelle,
in unserem Beispiel an der Position (4, 6). Da alle drei benachbarten Werte gro¨ßer als der
Wert c(4, 6) = 2.5009 sind, wird diese Position als zum Match geho¨rig deklariert. Zeile 7 in
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der Prozedur SCORE-MIDI-SYNCHRONISATION liefert (3, 5) als neue Position. In den na¨chsten
zwei Iterationsschritten kommen die Zeilen 3 und 4 der Prozedur zum Einsatz. Es kommt
kein neuer Matchbeitrag hinzu, sondern es wird nur die Position (3, 4) und dann die Position
(3, 3) angesteuert. Erst ab der Position (3, 3) werden neue Beitra¨ge zum Match detektiert, und
zwar an den Positionen (3, 3), (2, 2) und (1, 1). Damit ist die Synchronisation zwischen beiden
Dateien beendet. Das Matching-Ergebnis lautet also: PM-Match = [(1, 1), (2, 2), (3, 3), (4, 6)]
und ist genau die erwartete Folge. Man sieht sofort, wie der Algorithmus die Fuzzy-Note (3.
Ereignis im Q0(P )) mit der ersten der drei zu dem Triller geho¨rigen Ereignisse (3., 4. und 5.
Ereignis im Q∆(M)) verlinkt bzw. synchronisiert und alle drei Ereignisse dieser Fuzzy-Note
zuordnet. ¤
Die Kostenberechnung eines optimalen PM-Matches wird in Abbildung 5.9 anhand einer 3D-
Graphik illustriert. Dabei stellt die rechte Koordinatenachse die Indizes j fu¨r die Zeitpunkte
mj , 1 ≤ j ≤ m, m = 40, dar. Der mittleren, horizontalen Koordinatenachse entsprechen die
Inidizes i fu¨r die Zeitpunkte pi, 1 ≤ i ≤ p, p = 23. Der vertikalen Koordinate ko¨nnen dann die
Werte cij der Matrix C entnommen werden, wobei der Parametervektor pi geeignet gewa¨hlt
wurde.
0
10
20
30
40
0
5
10
15
20
25
10
20
30
40
50
60
70
80
Abbildung 5.9: Die Kostenberechnung eines optimalen PM-Matches fu¨r die ersten vier Takte
der Aria con Variazioni von J. S. Bach.
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5.3 Synchronisation von Partitur und PCM
Zur Synchronisation von Partitur und Wellenformdarstellung2 werden wir im Folgenden von
der zur modifizierten Partitur geho¨renden endlichen Teilmenge P von Z× 2[0:127] ×{0, 1} die
0-Quantisierung
Q0(P ) = [(p1, P01, P11), . . . , (pp, P0p, P1p)]
zugrundelegen, wa¨hrend wir fu¨r geeignetes Γ ≥ 0 die Γ-Quantisierung
QΓ(W ) = [(w1,W01, ∅), . . . , (ww,W0w, ∅)]
der zum PCM-Dokument geho¨renden endlichen Teilmenge W von Z× 2[0:127] × {0} betrach-
ten. Auf dieser Basis soll nun eine Synchronisation vorgenommen werden. Wieder gehen wir
o. B. d.A. davon aus, dass p1 = 0 und w1 = 0 gilt.
Im Gegensatz zur Diskussion von PM-Matches werden wir in diesem Fall zur teilweisen
Auslo¨schung von Oktavfehlern, die bei der Analyse von Wellenformen auftreten ko¨nnen (siehe
Unterabschnitt 4.3.2), mit Modulo-12-Versionen der urspru¨nglichen Tonho¨henmengen arbei-
ten:
P ′0i := P0imod12 = {xmod 12 |x ∈ P0i},
P ′1i := P1imod12 = {xmod 12 |x ∈ P1i},
W ′0j :=W0j mod12 = {xmod 12 |x ∈W0j}.
Die Teilverlinkung der Zeitpunkte p1, . . . , pp mit den Zeitpunkten w1, . . . , ww kann nun wie
im Fall der Partitur-MIDI-Synchronisation vorgenommen werden. Analog zur Definition 5.2.2
verstehen wir unter einem Partitur-PCM-Match (PW-Match) von Q0(P ) und QΓ(W ) eine
partielle Abbildung µ: [1 : p]→ [1 : w], die auf ihrem Definitionsbereich streng monoton steigt
und die fu¨r alle i ∈ Def(µ) stets (P ′0i ∪ P ′1i) ∩W ′0µ(i) 6= ∅ erfu¨llt.
Neben den Oktavfehlern treten bedingt durch die Oberto¨ne natu¨rlich auch noch andere Fehler
bei der Tonho¨henextraktion auf. Diese werden aber hier nicht weiter verfolgt. Die Erla¨ute-
rungen nach der Definition von PM-Matches gelten nach entsprechenden Modifikationen auch
fu¨r PW-Matches.
Die PW-Kosten des PW-Matches µ zwischen der 0-Quantisierung Q0(P ) einer Partitur und
der Γ-Quantisierung QΓ(W ) eines zugeho¨rigen PCM-Dokuments bezu¨glich eines Parameter-
satzes pi werden durch die Kostenfunktion CPWpi (µ|P,W ) festgelegt. Zu deren Definition erset-
zen wir einfach in Definition 5.2.3 die Symbole P0i durch P ′0i, P1i durch P
′
1i,M0j durchW
′
0jund
mj · `(P )/`(M) durch wj · `(M)/`(W ). Mit anderen Worten, die PW-Kostenfunktion unter-
scheidet sich von der PM-Kostenfunktion nur in der Benutzung von Modulo-12-Versionen der
Tonho¨henmengen. Damit lassen sich auch in vo¨lliger Analogie zur Partitur-MIDI-Synchroni-
sation die zwei Algorithmen
SCORE-PCM-SYNCHRONIZATION-COST(pi,Q0(P ),QΓ(W ))
und
2Im Folgenden sprechen wir statt von Wellenform kurz von PCM.
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SCORE-PCM-SYNCHRONIZATION(C,p,w)
angeben, u¨ber die ein kostenminimaler PW-Match berechnet werden kann.
Beispiel 5.3.1 Wir illustrieren die PW-Synchronisation wieder anhand des Beispiels der
Aria. Hierbei wurden zwei Versionen der ersten 413 Takte dieses Musikstu¨cks gewa¨hlt, eine
Version in Partiturformat von ”physikalische Dauer“ `(W ) = 13 Sekunden (die Umrechnung
der musikalischen in die physikalischen Einsatzzeiten wurde bereits im Beispiel 5.2.4 erkla¨rt)
und eine PCM-Version, bestehend aus `(W ) = 357876 Samples bzw. 16.23 Sekunden3. Aus
den im Beispiel 5.2.4 bereits erkla¨rten Gru¨nden arbeiten wir wieder mit der 0-Quantisierung
der Partitur, wa¨hrend fu¨r die PCM-Version die Quantisierungskonstante Γ auf 50 ms gesetzt
wurde. Da hier nur das prinzipielle Vorgehen illustriert werden soll, beschra¨nken wir uns in
der folgenden Diskussion auf den zweiten Takt. Hier tauchen u. a. zwei Vorschla¨ge auf, die auf
Partiturseite durch Fuzzy-Noten beschrieben werden. Die Folgen der quantisierten Ereignisse
Q0(P ) und QΓ(W ) sind in der folgenden Tabelle zeilenweise dargestellt, wobei aus Gru¨nden
der U¨bersichtlichkeit die zu verlinkenden Ereignisse in jeweils derselben Zeile stehen. (Diese
Zuordnung ist ja gerade das Ziel der Synchronisation.)
Q0(P ) QΓ(W )
i pi P0i P1i k wk W0k W1k
5 3 {54, 81} ∅ 7 3.86 {54, 81} ∅
6 3.5 ∅ {78, 79} 8 4.47 {79} ∅
9 4.75 {66, 78} ∅
7 4 {57} {74, 76} 10 5.06 {57, 66, 76} ∅
11 5.71 {57, 74} ∅
8 5 {62} ∅ 12 6.39 {57, 62} ∅
Dieses Beispiel illustriert zwei der Pha¨nomene, die typischerweise auf Seiten der PCM-Daten
auftreten. Zum einen erscheint der in Position 10 extrahierte Ton 57 ebenfalls in den sich
anschließenden Positionen 11 und 12. Dieses Pha¨nomen kann durch das Weiter- und Aus-
klingen des Tons 57 erkla¨rt werden. Hierdurch wird der Ton wa¨hrend seiner physikalischen
Gesamtdauer durch den Extraktionsalgorithmus immer wieder bei neu hinzukommenden No-
tenereignissen als ”neu“ erkannt. Zum anderen taucht in Position 9 ein Oktavfehler auf (Ton
66, der durch den gerade gespielten Ton 78 und mo¨glicherweise den abklingenden Ton 54
aus der Position 7 ”verursacht wurde“), der sich sogar noch auf die na¨chste Position 10 aus-
wirkt. Durch die Modulo-12-Versionen der Folgen, die in der folgenden Tabelle angegeben
sind, ko¨nnen zumindest die Oktavfehler behoben werden.
3In der Tabelle wurden aus Gru¨nden der Anschaulichkeit die in Samples gegebenen Einsatzzeiten wk in
Sekunden umgerechnet.
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Q0(P ) QΓ(W )
i pi P0i P1i k wk W0k W1k
5 3 {6, 9} ∅ 7 3.86 {6, 9} ∅
6 3.5 ∅ {6, 7} 8 4.47 {7} ∅
9 4.75 {6} ∅
7 4 {9} {2, 4} 10 5.06 {4, 6, 9} ∅
11 5.71 {2, 9} ∅
8 5 {2} ∅ 12 6.39 {2, 9} ∅
Der entsprechende Teil der Matrix C zur Kostenberechnung sieht wie folgt aus (hierbei wurde
pi = (1, 1, 1, 1, 90 ms, 50 ms) gewa¨hlt):
6 7 8 9 10 11 12
4 114.8476 114.8476 114.8476 114.8476 114.8476 114.8476 114.8476
5 114.8476 111.8700 111.8700 111.8700 111.8700 111.8700 111.8700
6 114.8476 111.8700 110.8132 110.8132 110.8132 110.8132 110.8132
7 114.8476 111.8700 110.8132 110.8132 107.4704 107.4704 107.4704
8 114.8476 111.8700 110.8132 110.8132 107.4704 107.4704 106.7956
Aus der Tabelle berechnet sich nun analog zu Beispiel 5.2.4 der globale Match PW-Match =
[(5, 7), (6, 8), (7, 10), (8, 12)]. Das entspricht genau der erwarteten Folge von Matching-Paaren.
Der Algorithmus hat fu¨r beide Vorschlagsnoten der Partitur (Position 6 bzw. 7 in Q0(P )) die
Anfangsposition in der entprechenden PCM-Version (Position 8 bzw. 10 in QΓ(W )) richtig
erkannt. ¤
5.4 Synchronisation von MIDI und PCM
Auch die Synchronisation von MIDI und PCM kann nun durch leichte Modifikationen der
vorherigen Verfahren bewerkstelligt werden. Im Folgenden werden wir von der zur MIDI-
Datei geho¨renden endlichen Teilmenge M von Z × 2[0:127] × {0} fu¨r geeignetes ∆ ≥ 0 die
∆-Quantisierung
Q∆(M) = [(m1,M01, ∅), . . . , (mm,M0m, ∅)]
zugrundelegen, wa¨hrend wir fu¨r geeignetes Γ ≥ 0 die Γ-Quantisierung
QΓ(W ) = [(w1,W01, ∅), . . . , (ww,W0w, ∅)]
der zum PCM-Dokument geho¨renden endlichen Teilmenge W von Z× 2[0:127] × {0} betrach-
ten. Auf dieser Basis soll nun eine Synchronisation vorgenommen werden, wobei wir wieder
o. B. d.A. davon ausgehen du¨rfen, dass m1 = 0 und w1 = 0 gilt. Daru¨ber hinaus arbeiten wir
auch hier, zur Verminderung von Analysefehlern, mit Modulo-12-Versionen der Tonho¨hen-
mengen:
M ′0i :=M0imod 12 und W
′
0j :=W0j mod 12.
Ziel ist es, eine optimale Teilverlinkung der Zeitpunkte m1, . . . ,mm mit den Zeitpunkten
w1, . . . , ww vorzunehmen. Analog zu Definition 5.2.2 verstehen wir unter einem MIDI-PCM-
Match (MW-Match) von Q∆(M) und QΓ(W ) eine partielle Abbildung µ: [1 : m] → [1 : w],
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die auf ihrem Definitionsbereich streng monoton steigt und die fu¨r alle i ∈ Def(µ) stets
M ′0i ∩W ′0µ(i) 6= ∅ erfu¨llt.
Zur Angabe einer geeigneten Kostenfunktion benutzen wir wieder einen Parametersatz pi :=
(α, β, γ, δ, ζ,∆,Γ) ∈ R7≥0, der diesmal aus sieben zuna¨chst beliebigen reellen Parametern,
die spa¨ter noch na¨her spezifiziert werden, besteht. Da bei der MIDI-PCM-Synchronisation
keine impliziten Notenobjekte zu beru¨cksichtigen sind, vereinfacht sich die Definition der
Kostenfunktion im Vergleich zur Definition 5.2.3 wie folgt:
CMWpi (µ|M,W ) :=
∑
(i,j)∈µ
{
α ·
∣∣∣M ′0i \W ′0j∣∣∣+ β · ∣∣∣W ′0j \M ′0i∣∣∣}
+γ ·∑k 6∈Def(µ) |M ′0k|+ δ ·∑t 6∈Bild(µ) |W ′0t| (5.5)
+ζ ·∑(i,j)∈µ ∣∣∣mi − wj · `(M)`(W ) ∣∣∣ .
Analog zu Formel 5.3 ergibt sich hieraus:
CMW(µ)− CMW(µ′) = α · |M ′0i \W ′0j |+ β · |W ′0j \M ′0i|
−γ · |M ′0i| − δ · |W ′0j |+ ζ ·
∣∣∣∣mi − wj · `(M)`(W )
∣∣∣∣ . (5.6)
Die Bestimmung eines kostenminimalen MW-Matches µ mittels dynamischer Programmie-
rung kann nun wieder in vo¨lliger Analogie zum Fall des PM-Matches durchgefu¨hrt werden.
Die hierfu¨r beno¨tigten Algorithmen bezeichnen wir mit
MIDI-PCM-SYNCHRONIZATION-COST(pi,Q∆(M),QΓ(W ))
und
MIDI-PCM-SYNCHRONIZATION(C,m,w).
Beispiel 5.4.1 Fu¨r die Illustration des MW-Matchings haben wir den dritten Takt der Aria
gewa¨hlt. Dieser ist vor allem deshalb interessant, weil er zwei Sondernoten entha¨lt – einen
Mordent und einen Triller (Doppelschlag). Insbesondere ist zu erwarten, dass die Realisation
des Trillers stark vom Interpreten abha¨ngig ist (vergleiche hierzu z. B. auch die Abbildungen
5.10 (a) und (b)). Das Problem der Synchronisation solcher Passagen wird noch zusa¨tzlich
durch die falsch extrahierten Noten auf Seiten der PCM-Version, bei der es sich um eine von
einem Pianisten interpretierte Einspielung handelt, erschwert4. Hierbei handelt es sich unter
anderem um zusa¨tzliche erkannte Notenereignisse, hervorgerufen durch nachklingende Noten
(wie z. B. Tonho¨he 67 in der Position 14, 18 und 20, Abb. 5.10 (b)) sowie Intervallfehler (wie
z. B. die Tonho¨hen 64 und 71 in der Position 13) oder einfach um Fehler des Extraktionsal-
gorithmus. So werden z. B. der ausklingende Ton der Tonho¨he 52 zwischen den Positionen 18
und 20 (siehe Abb. 5.10 (b)) und ebenso der Ton der Tonho¨he 55 zwischen den Positionen
26 und 27 nicht erkannt. Dabei ist es meist schwierig zu sagen, ob die Abweichungen der ex-
trahierten Daten von den erwarteten Notenereignissen durch Extraktionsfehlern oder durch
Interpretationsungenauigkeiten begru¨ndet sind.
Auf der einen Seite bleiben durch den ”Modulo-12-Mechanismus“ die Oktavfehler zwar un-
beru¨cksichtigt, was zu einem robusteren MW-Matching-Algorithmus fu¨hrt. Auf der anderen
4Passagen mit Trillern oder Folgen von sehr kurzen Noten sowie Passagen reicher Harmonie und komplexer
Polyphonie sind bei der Extraktion zweifellos die schwierigsten.
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Abbildung 5.10: Klavierwalzendarstellung des dritten Takts: (a) einer MIDI-Version der Aria,
(b) einer interpretierten PCM-Version der Aria.
102 KAPITEL 5. SYNCHRONISATION
Seite kann es aber auch passieren, dass gerade diese Modulo-12-Berechnungen die Ursache
falscher Matches ist. Dieser Sachverhalt wird auch durch das folgende Beispiel illustriert.
Wieder wurde der Parametervektor pi = (1, 1, 1, 1, 1 s, 50ms, 50ms) gewa¨hlt. In der folgenden
Tabelle sind die Folgen Q∆(M) und QΓ(W ) dargestellt, allerdings sind die Elemente der Fol-
gen entsprechend dem Ergebnis des MW-Matching-Algorithmus zugeordnet (und nicht der
”idealen“ Zuordnung entsprechend wie in den Beispielen 5.2.4 und 5.3.1). Ebenfalls wurden
in Hinblick auf die folgende Diskussion die ”richtigen“ Tonho¨hen dargestellt –, also genau
diejenigen der Abbildungen 5.10 (a) und 5.10 (b) – auch wenn fu¨r den Matching-Algorithmus
die Modulo-12-Versionen der Folgen herangezogen wurden.
Q∆(M) QΓ(W )
i mi M0i M1i j wj W0j W1j
13 8.00 {52, 67} ∅ 13 7.72 {52, 64, 67, 71} ∅
14 8.16 {66} ∅ 14 7.88 {52, 64, 66, 67} ∅
15 8.33 {67} ∅ 15 8.05 {52, 67} ∅
16 9.33 {55, 69} ∅ 16 9.06 {55, 69} ∅
17 9.50 {67} ∅ 17 9.23 {55, 67} ∅
18 9.66 {66} ∅
19 9.83 {67} ∅ 18 9.40 {55, 66, 67} ∅
20 10.00 {69} ∅
21 10.16 {67} ∅ 19 9.55 {66, 67} ∅
22 10.33 {69} ∅ 20 9.70 {52, 67, 69} ∅
23 10.50 {67} ∅
24 10.66 {61, 69} ∅ 21 9.81 {52, 69} ∅
25 10.83 {67} ∅ 22 9.93 {52, 55, 67, 69} ∅
26 11.00 {69} ∅ 23 10.06 {52, 55, 69} ∅
27 11.16 {67} ∅ 24 10.25 {55, 61} ∅
28 11.33 {66} ∅ 25 10.76 {55, 66} ∅
29 11.66 {67} ∅ 26 11.04 {67} ∅
Aufgrund eines Vergleichs der beiden Klavierwalzendarstellungen (Abbildungen 5.10(a) und
5.10(b)) sind offenbar die Matches [(13, 13), (16, 16), (24, 24), (28, 25), (29, 26)] zu erwarten.
Aus obiger Tabelle kann abgelesen werden, dass der MW-Matching-Algorithmus zwar die No-
tenereignisse [(13, 13), (16, 16), (28, 25), (29, 26)] ”richtig“ synchronisiert, allerdings bei dem
Paar (24, 24) scheitert und stattdessen die Zuordnung (24, 21) liefert. Diese fehlerhafte Zuord-
nung ist offensichtlich darin begru¨ndet, dass sich gerade in diesem Zeitabschnitt die Notener-
eignisse der MIDI-Version von den extrahierten Notenereignissen der PCM-Version wesentlich
unterscheiden. Allerdings ist diese fehlerhafte Verlinkung nur lokaler Natur und tritt vor al-
lem in Abschnitten mit schnellen, nicht klar definierten oder stark interpretationsabha¨ngigen
Notenfolgen auf. Auf lange Sicht ”renkt“ der Algorithmus sich aber wieder ein und findet
in Passagen mit wohldefinierten Notenereignissen den Weg zur ”richtigen“ Synchronisation
zuru¨ck (z. B. ab dem Matching-Paar (28, 25)). In Hinblick auf die in der Einleitung dieses
Kapitels angesprochenen Anwendungen ist aber gerade diese globale Verlinkung relevant;
kleine lokale Abweichungen und die sich daraus ergebenden Synchronisationsfehler liegen in
der Natur des Problems und sind kaum vermeidbar.
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5.5 Wahl des Parametersatzes
In diesem Abschnitt gehen wir auf die Wahl des Parametersatzes pi = (α, β, γ, δ, ζ,∆, (Γ))
ein, durch den sowohl die Gro¨ße der Quantisierungsschritte als auch die Gewichtung der
Kostenfunktionen festgelegt werden. Fu¨r die Interpretation der einzelnen Komponenten von
pi verweisen wir auf die Diskussion nach Definition 5.2.3.
Wie schon in den vorherigen Abschnitten erwa¨hnt, haben wir meist die Quantisierungspara-
meter ∆ und Γ auf 50 ms festgelegt, da dieser Wert einen sinnvollen Schwellwert zwischen
den Asynchronismen der Akkorde (30 - 50 ms, siehe Unterabschnitt 2.6.2) und den ku¨rzesten
Notenfolgen (etwas unter 100 ms) darstellt. Dieser Wert fu¨r die Quantisierungsparameter ∆
und Γ hat sich auch in unseren Experimenten als besonders sinnvoll erwiesen.
Durch die Parameter α und β werden diejenigen Kosten gewichtet, die durch die symme-
trische Differenz der Tonho¨henmengen bezu¨glich eines Matches zweier Zeitpunkte entstehen.
Hingegen gewichten die Parameter γ und δ die Kosten derjenigen Notenereignisse der bei-
den zu verlinkenden Dateien, fu¨r die kein Pendant in der jeweils anderen Datei gefunden
wird. Wir diskutieren erst einmal die Parameterwahl α = β = γ = δ = 1 und ζ = 0. An-
schaulich gesprochen, fu¨hren in diesem Fall die jeweiligen Synchronisationsalgorithmen zu
demjenigen Match der beiden zu synchronisierenden Dateien, der einfach die Gesamtanzahl
aller Elemente in den zeitlich nicht gematchten Tonho¨henmengen und in den symmetrischen
Differenzen der zeitlich gematchten Tonho¨henmengen minimiert. Will man z. B. die Synchro-
nisation gegenu¨ber Interpretations- bzw. Extraktionsfehler toleranter machen, so kann dies
durch ein entsprechend kleiner gewa¨hltes β gewa¨hrleistet werden. Wir wollen aber im folgen-
den auf solche Feinheiten nicht na¨her eingehen. Sowohl aufgrund theoretischer U¨berlegungen
als auch aufgrund experimenteller Ergebnisse hat sich die Parameterwahl α = β = γ = δ = 1
fu¨r die meisten Synchronisationsaufgaben als sinnvoll herausgestellt. Allerdings hat sich in
den Experimenten auch gezeigt, dass große zeitliche Abweichungen zwischen den gematchten
Zeitpunkten der beiden Dateien meistens auf Synchronisationsfehler zuru¨ckgefu¨hrt werden
ko¨nnen. Um bei einer Synchronisation solche Abweichungen kontrollieren zu ko¨nnen, wurde
der mit ζ gewichtete Term in die Kostenfunktion mitaufgenommen (siehe Formel 5.2). Im Fol-
genden gehen wir na¨her auf die Wahl des Parameters ζ ein, von dem – wie die Experimente
zeigen – wesentlich die Gu¨te der Synchronisationsergebnisse abha¨ngt.
Wir besprechen zuerst den Spezialfall des PM-Matchings und gehen davon aus, dass es sich auf
Seite der MIDI-Datei um eine partiturartige, uninterpretierte Version handelt, bei der weder
falsche Noten noch zeitliche Temposchwankungen auftauchen. In diesem Fall gilt dann p = m
und pi−mi · `(P )`(M) = 0, so dass der Term ζ ·
∣∣∣pi −mj · `(P )`(M) ∣∣∣, den wir im Folgenden auch als die
zeitliche Komponente der Kostenfunktion bezeichnen, fu¨r i = j immer verschwindet. Wird ein
Notenobjekt zur Einsatzzeit pi in der Partitur mit dem Notenobjekt zur Einsatzzeitmj in der
MIDI-Datei gematcht, dann nimmt die zeitliche Komponente fu¨r das Paar (i, j) mit i 6= j einen
echt positivenWert an. Damit erho¨hen sich die Kosten bei einem solchen zeitlich abweichenden
Match, selbst in dem Fall, dass die Tonho¨henmengen der beiden Notenobjekte u¨bereinstimmen
sollten. Mit anderen Worten werden durch den mit ζ gewichteten Term relative zeitliche
Schwankungen bestraft.
In der Praxis sieht die Sache aber anders aus. Bei interpretierten Versionen hat man im
Allgemeinen kein gleichma¨ssiges Tempo mehr, sondern man hat neben den notenma¨ßigen
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Abweichungen von der Partitur und eventuellen Extraktionsfehlern auch mit vielen loka-
len Temposchwankungen zu ka¨mpfen. Durch die zeitliche Komponente werden diese lokalen
Schwankungen bestraft, selbst wenn bei einem Match alle Noten und Tonho¨hen perfekt u¨ber-
einstimmen sollten. Liegen extreme Temposchwankungen, wie z. B. accelerando oder ritardan-
do vor, so kann es passieren, dass falsche Notenobjekte gematcht werden oder Notenobjekte
ungematcht bleiben, wenn der Parameter ζ zu groß gewa¨hlt wird. Liegen aber auf der ande-
ren Seite viele falsche Notenereignisse vor – z. B. aufgrund schlechter Extraktionsergebnisse
–, so wird durch die zeitliche Komponente verhindert, dass es bei der Synchronisation zweier
Dateien zu zu großen relativen zeitlichen Abweichungen kommt. Dem Parameter ζ kommt so-
mit die Rolle zu, einen Kompromiss zwischen diesen beiden sich widerstreitenden Prinzipien
herzustellen.
Nach Definition gilt fu¨r einen Match (i, j) die Bedingung (P0i ∪ P1i) ∩M0j 6= ∅. Aus Formel
5.3 und 5.4 ergibt sich durch eine kleine Rechnung
dij = −2 ·
(
|P0i ∩M0j |+
⌈ |P1i ∩M0j |
|P0i ∪ P1i|
⌉)
+ ζ ·
∣∣∣∣pi −mj · `(P )`(M)
∣∣∣∣ .
Nimmt man zuna¨chst an, dass die Tonho¨henmengen zum Match (i, j) in genau einem Element
u¨bereinstimmen, also |P0i ∩M0j |+
⌈ |P1i∩M0j |
|P0i∪P1i|
⌉
= 1 gilt, ergibt sich daraus
dij = −2 + ζ ·
∣∣∣∣pi −mj · `(P )`(M)
∣∣∣∣ .
Damit ein solcher korrekter Match zweier Notenereignisse im Fall monophoner Passagen zu
einer Abnahme der Kostenfunktion fu¨hrt (dij < 0), sollte die zeitliche Komponente einen
Wert kleiner als 2 annehmen. Gleichzeitig soll aber verhindert werden, dass zeitlich zu weit
auseinanderliegende Notenobjekte verlinkt werden. Diese Forderung kann aber allein durch
eine geeignete Wahl von ζ nicht erfu¨llt werden. Zur Lo¨sung dieses Problems – bei gleich-
zeitiger Verringerung des Rechenaufwands – schlagen wir vor, nur die Kosten fu¨r diejenigen
Einatzzeiten-Paare (pi,mj) zu berechnen, die der Bedingung∣∣∣∣pi −mj · `(P )`(M)
∣∣∣∣ ≤ 2ζ
genu¨gen. Somit werden nur die Kosten derjenigen Paare, die sich um die Hauptdiagonale der
Kostentabelle herum befinden, berechnet, was den Algorithmus wesentlich effizienter macht.
Diesselbe Strategie wird auch im Fall des PW- und des MW-Matchings angewendet. In Ab-
bildung 5.11 ist z. B. der ”Streifen“ um die Hauptdiagonale zur Berechnung eines optimalen
MW-Matches zum nachfolgenden Beispiel 5.5.1 dargestellt.
Die Komplexita¨t des Algorithmus, wenn auch deutlich durch diese Maßnahme gesenkt, bleibt
weiterhin abha¨ngig von dem jeweiligen Musikstu¨ck bzw. seinen Realisationen, die zu syn-
chronisieren sind. Ebenso ha¨ngt die Wahl des Parameters ζ von dem Musikstu¨ck und seiner
jeweiligen individuellen Interpretation ab. Bevor wir auf die automatische Bestimmung die-
ses Parameters eingehen, beno¨tigen wir einige Notationen. Wir beziehen uns im Folgenden
wieder auf den PM-Fall. Fu¨r den PW- und MW-Fall wird dann vo¨llig analog verfahren. Aus
einem Match µ berechnet sich die Tempofunktion T als stu¨ckweise konstante Funktion durch
T : [pi1 : pi` [→ R, T (t) :=
pik+1−pik
mjk+1−mjk
, falls t ∈ [pik : pik+1 [, 1 ≤ k < `. (Siehe auch Einleitung
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Abbildung 5.11: Effiziente Kostenberechnung eines optimalen MW-Matches fu¨r die ersten 413
Takte der Aria con Variazioni durch Beschra¨nkung der Berechnungen auf einen ”Streifen“
um die Hauptdiagonale.
zu diesem Kapitel. Im MW-Fall mu¨sste man hier streng genommen von einer relativen Tem-
pofunktion sprechen, da es sich in diesem Fall bei beiden Dateien um interpretierte Versionen
des Musikstu¨cks handelt.) Mit σ bezeichnen wir die Standardabweichung von T bezu¨glich des
gleichma¨ßigen Durchschnittstempos. Wir bestimmen nun ζ durch folgende Vorgehensweise.
1. Berechne fu¨r die Menge {τ1 = 0.15, τ2 = 0.3, τ3 = 0.5, τ4 = 1, τ5 = 2, τ6 = 3} von
typischen Zeitabweichungen, die sich in unseren Experimenten als sinnvoll herausgestellt
hat, die zugeho¨rigen Parameter ζi = 2/τi (i ∈ [1 : 6]).
2. Fu¨hre nun fu¨r jeden Parameter ζ = ζi (i ∈ [1 : 6]) den Synchronisationsalgorithmus
durch und bestimme dabei die Kardinalita¨t |µ| des Matches µ, die Tempofunktion T
und die zugeho¨rige Standardabweichung σ.
3. Wa¨hle denjenigen Parameter ζ, der bezu¨glich eines noch festzulegenden Kriteriums, das
von |µ| und σ abha¨ngt, den besten Match erzeugt.
Die folgenden beiden Kriterien haben sich sowohl aus theoretischer als auch aus experimentel-
ler Sicht als sinnvoll herausgestellt. Nach dem ersten Kriterium wird dasjenige ζ gewa¨hlt, das
zu einem la¨ngsten Match der La¨nge |µ| fu¨hrt, wobei bei mehreren Kandidaten die niedrigere
Standardabweichung σ maßgebend ist. Bleiben immer noch mehrere Kandidaten zur Auswahl,
so wird unter diesen das gro¨ßte ζ gewa¨hlt. Beim zweiten Kriterium wird das Verha¨ltnis |µ|/σ
maximiert, was einem Kompromiss zwischen einer großen Anzahl an Matchingbeitra¨gen und
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Abbildung 5.12: Automatische Wahl des Parameters ζ. Von oben nach unten: Gewichtspara-
meter ζ, Kardinalita¨t des Matches µ, Standardabweichung σ der zu vorgegebenem ζ geho¨rigen
Tempofunktion, Verha¨ltnis |µ|/σ.
einer niedrigen Standardabweichung der gescha¨tzten Tempofunktion entspricht. Auch hier
wird bei mehreren optimalen Kandidaten das gro¨ßte ζ gewa¨hlt.
Beispiel 5.5.1 Wir illustrieren das MW-Synchronisationsverfahren anhand der ersten 413
Takte der Aria. In Abbildung 5.12 sind von oben nach unten die sechs verschiedenen Werte
von ζ, die zugeho¨rigen Kardinalita¨ten |µ|, die Standardabweichungen |σ| und die Quotienten
|µ|/σ dargestellt. Den x-Achsen entsprechen dabei die Indizes i fu¨r die Werte ζi, i = 1, . . . , 6.
Wie zu erwarten ist, nimmt fu¨r fallende Werte von ζ die Anzahl |µ| der gematchten Zeitpunkte
zu, da bei fallendem ζ relative Zeitabweichungen weniger stark ins Gewicht fallen. Nach
beiden Kriterien fu¨hren die Parameter ζ4, ζ5 und ζ6 zu optimalen Matching-Ergebnissen, was
schliesslich zur Wahl ζ = ζ4 fu¨hrt.
Eine genauere Untersuchung des Synchronisationsergebnisses zeigt, dass von insgesamt m =
40 quantisierten Ereignissen der MIDI-Datei Q∆(M) 28 Ereignisse (70 %) richtig und 11
Ereignisse (27.5%) gar nicht verlinkt wurden. Ein weiteres verlinktes Ereignis geho¨rt zu den
Trillerereignissen, bei denen schon der Begriff einer ”korrekten“ Verlinkung aufgrund der
unterschiedlichen Interpretationen dieser impliziten Noten problematisch ist.
Abbildung 5.13 (a) zeigt die durch den optimalen Match µ, also das Synchronisationsergeb-
nis definierte (relative) Tempofunktion T . (Aus optischen Gru¨nden wurde in der Abbildung
fu¨r jedes Intervall [pi1 : pi`) der entsprechende Wert von T auf diesem Intervall nur durch
einen Punkt u¨ber dem entsprechenden Intervallmittelpunkt dargestellt. Diese Punkte wurden
dann durch eine Linienzug verbunden.) In Abb. 5.14 (a) ist der Zeitfluss der Synchronisation
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Abbildung 5.13: Tempofunktionen (x-Achse als Zeitachse, y-Achse gibt den Logarithmus des
momentanen Tempos an): (a) die fehlenden Matches sind nicht interpoliert, (b) die fehlenden
Matches sind interpoliert, (c) Ausreißerbeseitigung durch Schwellwertverfahren (Schwellwert
= α-winsorisierte Standardabweichung) mit anschließender Interpolation, (d) Ausreißerbe-
seitigung durch Schwellwertverfahren (Schwellwert vorab datenunabha¨ngig gewa¨hlt) mit an-
schließender Interpolation.
108 KAPITEL 5. SYNCHRONISATION
0 2 4 6 8 10 12 14 16
0
2
4
6
8
10
12
14
0 2 4 6 8 10 12 14 16
0
2
4
6
8
10
12
14
(a) (b)
0 2 4 6 8 10 12 14 16
0
2
4
6
8
10
12
14
0 2 4 6 8 10 12 14 16
0
2
4
6
8
10
12
14
(c) (d)
Abbildung 5.14: Zeitfluss der synchronisierten Einsatzzeiten in der MIDI-Datei (in der x-
Achse) und PCM-Datei (y-Achse): (a) – (d) entspricht (a) – (d) in Abb. 5.13.
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Abbildung 5.15: Reduzierte Klavierwalzendarstellung der MIDI-Datei: (a) nichtsynchroni-
siert, (b) synchronisiert mittels einfacher Interpolation, (c) synchronisiert mittels einfacher
Interpolation nach Entfernung der Ausreißer durch α-winsorisierte Standardabweichung, (d)
synchronisiert mittels einfacher Interpolation nach Entfernung der Ausreißer mittels eines
eingegebenen Schwellwerts.
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dargestellt. Hierbei sind auf der x-Achse die MIDI-Einsatzzeiten eingetragen und auf der y-
Achse die entsprechenden durch den Extraktionsalgorithmus berechneten Einsatzzeiten der
PCM-Datei. (Bei einem gleichma¨ßigen Tempo der beiden Versionen wu¨rde der Zeitfluss eine
Gerade darstellen.)
Die Abbildung 5.15 (*) entspricht nicht den vorherigen Abbildungen 5.13 (a) und 5.14 (a),
sondern bezieht sich nur auf die MIDI-Datei bei der vorgenommenen MW-Synchronisation.
Abgebildet ist die auf Einsatzeiten und Tonho¨hen reduzierte Klavierwalzendarstellung der
MIDI-Einspielung. Hierbei wurde die Darstellung der Notenla¨ngen unterdru¨ckt, um so die
Effekte bei der Synchronisation besser hervortreten zu lassen. Wir sprechen im Folgenden auch
einfach von einer reduzierten Klavierwalzendarstellung. Bei den Bereichen mit den sta¨rksten
zeitlichen Abweichungen bei der Synchronisation handelt es sich um die Zeitintervalle von 2.5
– 3 Sekunden (Mordent) und 9 – 12 Sekunden (Triller), sowie um den letzten Akkord in der
zeitlichen Position von 16 Sekunden.
In Abb. 5.13 (b) ist neben der Tempofunktion aus (a) (punktierte Kurve) auch die durch
Interpolation entstandene neue Tempofunktion (durchgezogene Linie) dargestellt. Der ent-
sprechende neue Zeitfluss ist in Abb. 5.14 (b) zu sehen. Weiterhin zeigt Abb. 5.15 (b) die zu-
geho¨rige reduzierte Klavierwalzendarstellung der entsprechend synchronisierten MIDI-Datei.
Abb. 5.13 (c) zeigt die modifizierte Tempofunktion (durchgezogene Linie), die mittels Elimi-
nierung von ”Ausreißern“ berechnet wurde. Hierbei wurde die α-winsorisierte Standardabwei-
chung der Tempofunktion berechnet, die in beiden Richtungen um den α-winsorisierten Mit-
telwert zwei Schwellwerte bestimmen. Alle ”Ausreißer“, die außerhalb dieser Grenzen liegen,
wurden zuerst eliminiert. Anschließend wurde dann das gewo¨hnliche Interpolationsverfahren
durchgefu¨hrt. Der resultierende Zeitfluss ist in Abb. 5.14 (c) und die reduzierte Klavierwal-
zendarstellung der so synchronisierten Datei in Abb. 5.15 (c) dargestellt.
Die Abbildungen 5.13 (d), 5.14 (d) und 5.15 (d) zeigen die entsprechenden Ergebnisse fu¨r die
Korrektur der Tempofunktion mittels eines festgelegten Schwellwerts fu¨r das Tempoverha¨ltnis,
gegeben durch den Wert 1.4. (Der Wert 1 entspricht hierbei zwei tempoma¨ßig identischen
Interpretationen. Der Wert 2 fu¨r das Tempoverha¨ltnis gibt an, dass eine der Interpretationen
doppelt so schnell wie die andere gespielt ist usw.).
Zusammenfassend la¨sst sich fu¨r dieses Beispiel sagen, dass der MW-Algorithmus ohne Korrek-
tur der Ausreißer die beiden Dateien bis auf die kritische Zeitspanne mit dem Triller erfolgreich
synchronisiert. Die Anwendung der ersten Schwellwertmethode behebt das Problem der Syn-
chronisation im Bereich des Trillers, modifiziert aber unerwu¨nschterweise die Einsatzzeiten
des Mordents. Die Korrektur der Tempofunktion durch einen vorgegebenen Schwellwert, der
deutlich u¨ber der α-winsorisierten Standardabweichung liegt, liefert schließlich ein sehr gutes
Synchronisationsergebnis. Im Hinblick auf die in der Einleitung dargestellten Anwendungen
sind aber kleine lokale Abweichungen und Fehler bei der Synchronisation, wie z. B. bei Triller-
passagen, akzeptabel, solange die globale Synchronisation gewa¨hrleistet ist. In diesem Sinne
leistet der MW-Algorithmus sogar mehr als gefordert. Erzeugt er doch in diesem Beispiel aus
der mechanischen MIDI-Abspielung der ersten Takte der Aria eine abspielbare MIDI-Version,
die nun wesentlich der realen Interpretation a¨hnelt. Nur die stark verzerrte Trillerpassage
zwischen der neunten und elften Sekunde (im Fall (b)) tru¨ben den Kunstgenuss.
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5.6 Weitere Ergebnisse und Diskussion der Experimente
Zum Test der verschiedenen Synchronisationsalgorithmen wurden zum einen Abschnitte aus
handelsu¨blichen CD-Aufnahmen und MIDI-Aufnahmen verwendet. Zum anderen wurden spe-
ziell fu¨r diese Arbeit zahlreiche Aufnahmen von Klavierstu¨cken in unterschiedlichen Versio-
nen und auf verschiedenen Instrumenten (MIDI-Klavier, Schimmel-Klavier, Steinway-Flu¨gel)
gemacht. Hierbei wurden teilweise auch Versionen mit extremen Temposchwankungen, rhyth-
mischen Verfremdungen und absichtlichen Fehlern erzeugt. Typischerweise handelt es sich bei
den Testaufnahmen um polyphone Klavierstu¨cke, bei denen neben komplexen Notenkombina-
tionen wie z. B. den Verzierungen auch lokale, interpretatorisch bedingte Temposchwankungen
auftreten. Fu¨r die Tests wurden Musikabschnitte einer La¨nge von 10 Sekunden bis 60 Sekun-
den ausgewa¨hlt.
Im Folgenden haben wir stellvertretend fu¨r dieses ganze Paket an Testdaten fu¨nf typische
Beispiele ausgewa¨hlt und diskutieren die jeweiligen Synchronisationsergebisse. Hierbei han-
delt es sich um die ersten Takte der Aria con Variazioni aus den Golbergvariationen (BWV
988) von J. S. Bach, den Anfang der 22. Variation des gleichen Werks, die ersten Takte des
Trios aus W.A.Mozarts Klaviersonate KV 331 A-Dur ”Alla Turca“ und schließlich die ersten
Abschnitte der Etu¨de Nr. 2 (Arabeske) und der Etu¨de Nr. 1 (Aufrichtigkeit) Op. 100 von F.
Burgmu¨ller. Die Art der Aufnahme sowie die genaue musikalische und physikalische Dauer
der einzelnen Abschnitte zeigt folgende Tabelle (T1 = Takt 1):
Nr. Musikstu¨ck Art der Aufnahme musikalische Dauer physikalische Dauer
1. Bach/Aria Steinway-Flu¨gel T1 – T413 16.23 s
2. Bach/Var. 22 E-Piano T1 – T8 10.75 s
3. Mozart/Trio CD-Aufnahme T1 – T713 12.46 s
4. Burgmu¨ller/Etu¨de Steinway-Flu¨gel T1 – T10, m.W. 15.65 s
5. Burgmu¨ller/Etu¨de Steinway-Flu¨gel T1 – T8, m.W. 37 s
In der folgenden Tabelle findet man einen U¨berblick u¨ber Matching-Ergebnisse fu¨r die fu¨nf
ausgewa¨hlten Musikstu¨cke. Hierbei wurden beide der in Abschnitt 5.5 beschriebenen Krite-
rien bei der Wahl fu¨r ζ beru¨cksichtigt: das erste Wahlkriterium, das zum la¨ngsten Match der
La¨nge |µ| mit minimaler Standardabweichung σ fu¨hrt, und das zweite Wahlkriterium, wel-
ches den Quotienten |µ|/σ minimiert. Die Spalten |µ|/p (beim PM- und PW-Matching) bzw.
|µ|/m (beim MW-Matching) zeigen das Verha¨ltnis der Kardinalita¨t des optimalen Matches
µ und der Anzahl der quantisierten Partitur- bzw. MIDI-Ereignisse (p bzw. m). Da die Syn-
chronisationsverfahren fu¨r sechs verschiedene Werte von ζ durchgefu¨hrt werden, fu¨hrt dies zu
einem sechsfachen Rechenaufwand (600 %) bei der Berechnung der Kostentabellen. Die Spalte
Recheneffizienz zeigt, inwieweit dieser Rechenaufwand unter Verwendung des ”Streifenverfah-
ren“ (siehe Abb. 5.11) gesenkt werden kann. So werden z. B. im ersten Fall im Schnitt weniger
als ein Sechstel aller Eintra¨ge der Kostentabellen berechnet, was zu einem Gesamtaufwand
von 97.88 % (im Vergleich zu 600 %) fu¨hrt, was eine wesentliche Effizienzsteigerung darstellt.
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Nr. 1. Wahlkriterium 2. Wahlkriterium Rechen- opt. Komb.
ζ |µ|/p oder σ ζ |µ|/p oder σ Effizienz WK SM.
|µ|/m |µ|/m
1. ζ4 29/40 0.21 ζ4 29/40 0.21 97.88% 1, 2 2
2. ζ2 33/35 0.12 ζ2 33/35 0.12 131.41% 1, 2 0, 2
3. ζ3 37/44 0.22 ζ3 37/44 0.22 93.88% 1, 2 1, 2
4. ζ4 63/68 0.39 ζ4 63/68 0.39 77.61 % 1, 2 2
5. ζ5 112/122 0.55 ζ5 112/122 0.55 42.86 % 1, 2 2
Wir gehen nun der Reihe nach auf die einzelnen Beispiele ein und diskutieren die erzielten
Synchronisationsergebnisse – insbesondere auch in Abha¨ngigkeit von der jeweiligen Para-
meterwahl. Das Beispiel der Aria wurde bereits sehr ausfu¨hrlich im vorigen Abschnitt be-
sprochen. Da sich in diesem Beispiel die lokalen zeitlichen Temposchwankungen im Rahmen
halten, stellt sich fu¨r beide Kriterien bei der Wahl von ζ der Wert ζ = ζ4 (entspricht einer
Abweichung von 1 Sekunde) als optimal heraus. In der Tabelle steht dabei in der vorletzten
Spalte WK = 1 abku¨rzend fu¨r das erste und WK = 2 fu¨r das zweite Wahlkriterium. Wie
schon erwa¨hnt, stellen bei der Synchronisation der Aria die Verzierungen die gro¨ßten Schwie-
rigkeiten dar. In Abha¨ngigkeit von der Schwellwertmethode ergibt sich in diesen Bereichen
eine unterschiedliche Interpolation der nicht-gematchten (oder impliziten) Notenereignisse.
In der Tabelle steht in der letzten Spalte SM = 0 dafu¨r, dass keine Detektion und Elimi-
nierung der Ausreißer bei der Synchronisation stattgefunden hat. SM = 1 bedeutet, dass die
α-winsorisierte Standardabweichung als Schwellwert eingesetzt wurde, und SM = 2 bedeutet,
dass ein festgelegter Tempofaktor als Schwellwert eingesetzt wurde. Im Beispiel der Aria lie-
ferten die beiden Methoden SM = 1 und SM = 2 a¨hnlich gute Ergebnisse. Die mechanisch
erzeugte MIDI-Datei klingt nach der Synchronisation der realen Interpretation sehr nah und
das Synchronisationsergebnis kann – bezu¨glich eines subjektiven Bewertungsmaßstabes – als
erfolgreich angesehen werden.
Auch im zweiten Beispiel wurde durch den automatischen MW-Matchingalgorithmus eine sehr
gute Synchronisation der zu verlinkenden Dateien erzielt. Den Erfolg kann man zum einen auf
die guten Extraktionsergenisse zum anderen auf die nur geringen Temposchwankungen der
Interpretation zuru¨ckfu¨hren. Fu¨r beide Wahlkriterien stellte sich ζ = ζ3 als optimal heraus.
In diesem Beispiel haben die Interpolationen zu SM = 0 (keine Schwellwertmethode) und SM
= 2 zu a¨hnlich guten Erbenissen bezu¨glich einer subjektiven Bewertung gefu¨hrt.
Das dritte Beispiel stellt eine Interpretation der Mozartsonate von R.Castro dar, bei der
im Trio ziemlich große lokale Temposchwankungen auftreten und insbesondere der Anfang
des Trios extrem verzo¨gert gespielt wurde. Bei der Synchronisation ohne Ausreißerkorrektur
(SM = 0) kam es insbesondere am Anfang des Trios zu fehlerhaften Matchingergebnissen.
Allerdings ”renkte“ sich der MW-Algorithmus nach einigen Noten ein und erzielte im nach-
folgenden Teil eine akzeptable Synchronisation. Durch den Einsatz von Schwellwertmethoden
(SM = 1 und SM = 2) wurden die Matchingergebnisse deutlich verbessert. Die synchronisier-
te MIDI-Datei a¨hnelte nun tempoma¨ßig bis auf die zweite Einsatzzeit sehr stark der realen
Interpretation.
Das vierte und das fu¨nfte Beispiel wurden rhythmisch stark verfremdet, um so zu testen,
wie der PW- bzw. MW-Matchingalgorithmus auf Extrembeispiele reagiert. Bei den beiden
Beispielen handelt es sich um den ersten mit Wiederholung gespielten Abschnitt der jewei-
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ligen Etu¨de. Hierbei wurde in Beispiel 4 das Tempo kontinuierlich erho¨ht, gegen Ende des
Abschnitts wieder verlangsamt und in der Wiederholung a¨hnlich verfahren. Beim Matching
traten einige Fehler auf, die zu einem Teil auf eine ”unreine“ Extraktion zuru¨ckzufu¨hren wa-
ren. Mittels eines konstanten Schwellwerts (SM = 2) konnte das Matchingergebnis verbessert
werden, so dass insbesondere die erste Ha¨lfte des Abschnitts relativ gut synchronisiert wurde.
In der zweite Ha¨lfte sind einige lokale ”Holpereien“ im Tempoverlauf der synchronisierten
MIDI-Datei zu ho¨ren. Der Grund liegt vermutlich in einer ”unglu¨cklichen“ Kombination der
Extraktionsfehler und der starken Tempoverzo¨gerung in der PCM-Version u¨ber ein la¨ngeres
Zeitintervall hinweg.
Im fu¨nften Beispiel handelt es sich bei der Klaviereinspielung (der PCM-Version) um eine
durch Punktierung rhythmisch stark verfremdete Version des Originalmusikstu¨cks. Der MW-
Algorithmus erzielte nicht nur ein – global gesehen – gutes Synchronisationsergebnis, sondern
konnte meistens auch die rhythmischen Verfremdungen einfangen, auch wenn er an man-
chen Stellen lokal scheiterte. Aufgrund der extremen lokalen Verzerrungen wurden die besten
Matchingergebnisse diesmal fu¨r die Wahl ζ = ζ5 erzielt, was der zeitlichen Abweichungen
von 2 Sekunden entspricht. Die Beseitigung von ”Ausreißern“ mit der Schwellwertmethode
SM = 1 hat sich in diesem Beispiel als vo¨llig ungeeignet erwiesen, da die durch die Rhyth-
misierung verfremdeten Notenereignisse nicht mehr von den durch ein fehlerhaftes Verfahren
verursachten Ausreißern unterschieden werden konnten. In diesem Beispiel fu¨hrte die Schwell-
wertmethode SM = 2 mit einem großen Schwellwert von 2.5 (der natu¨rlich von der speziellen
Rhythmisierung in diesem konkreten Beispiel abha¨ngt) zum besten Synchronisationsergebnis.
Zusammenfassend la¨sst sich hinsichtlich der Parameterwahl und der Effizienz folgendes Fazit
ziehen:
• Bei der Synchronisation kommt es vorweigend zu lokalen Zeitabweichungen, die sich
zwischen 0.3 und einer Sekunde bewegen. Diese Tatsache ko¨nnte man zur weiteren
Effizienzsteigerung benutzen, indem man die Werte fu¨r τ und ζ weiter einschra¨nkt.
• Bei starken Rhythmus- oder Temposchwankungen erweist sich die α-winsorisierte Stan-
dardabweichung als Schwellwert (SM = 1) als ungeeignet, da hier die zeitlich verscho-
benen Notenereignisse von den Ausreißern nicht mehr unterscheidbar sind.
• Das erste Kriterium (WK = 1) und das zweite Kriterium (WK =2) bei der Wahl von ζ
liefern in etwa gleich gute Synchronisationsergebnisse.
• Je la¨nger die zu synchronisierenden Musikabschnitte sind, desto effizienter ist das ”Strei-
fenverfahren“ gegenu¨ber der Berechnung der kompletten Kostentabellen.
5.7 Resume´ und Ausblick
Wir beschließen das Kapitel mit einem Resume´ und einem kleinen Ausblick. Ziel dieser Ar-
beit war es, Verfahren zur automatischen Synchronisation verschiedener Versionen eines Mu-
sikstu¨cks in unterschiedlichen Formaten (Partitur, MIDI, PCM) zu entwickeln und einen
Prototypen zu implementieren und zu testen. Die Komplexita¨t dieser Aufgabenstellung ist
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insbesondere auf die folgenden zwei Schwierigkeiten zuru¨ckzufu¨hren. Zum einen ist typischer-
weise eines der zu synchronisierenden Musikstu¨cke als CD-Aufnahme in Wellenformdarstel-
lung gegeben (z. B. dem PCM-Dateiformat). Um solche Daten mit partitura¨hnlichen Daten
u¨berhaupt vergleichbar und algorithmisch zuga¨nglich zu machen, mu¨ssen in einem Extrakti-
onsschritt erst einmal aus den PCM-Daten Notenereignisse extrahiert werden. Eine vollsta¨ndi-
ge Extraktion der Notenereignisse – im Sinne der Musiktranskription – stellt insbesondere fu¨r
polyphone Musik eine noch ungelo¨ste Aufgabe dar. In unserem Fall begnu¨gen wir uns auf die
Extraktion einer hinreichend großen Menge an Notenereignissen, die zumindest eine Synchro-
nisation gewa¨hrleisten soll. Allerdings hat man im Allgemeinen mit vielen Extraktionsfehlern
und Extraktionsungenauigkeiten zu ka¨mpfen. Die zweite Schwierigkeit besteht darin, dass es
in den konkreten Musikaufnahmen nicht nur durch die interpretatorischen Freiheiten zu loka-
len Temposchwankungen sondern machmal auch zu erheblichen Abweichungen vom eigentli-
chen Notentext kommt - man denke hier nur an Trillerereignisse, Arpeggien oder falsch und
ungenau gespielte Noten. Der Matching-Algorithmus muss also einerseits robust gegenu¨ber
den falsch extrahierten Notenereignissen sein, andererseits soll er aber sensibel gegenu¨ber den
lokalen Temposchwankungen sein, die es ja gerade zu erfassen gilt. Daru¨ber hinaus soll sich
aber der Matching-Algorithmus nicht durch interpretatorisch bedingte Abweichungen vom
Notentext zu sehr ”verwirren“ lassen.
Es ist nur zu offensichtlich, dass diese Anforderungen widerspru¨chlicher Natur sind. Der von
uns entwickelte MW-Matchingalgorithmus versucht nun einen Mittelweg zu gehen. Durch
Einfu¨hrung des Konzepts der Fuzzy-Note wurden interpretatorische Abweichungen, die der
Notentext bei Trillern oder Arpeggien zula¨sst, modelliert. Durch die dynamische Programmie-
rung wurde eine Robustheit des MW-Matchings gegenu¨ber den Extraktionsfehlern und den
falsch oder ungenau gespielten Noten erzielt. Hierbei ist eine wesentliche Leistung dieser Ar-
beit die Bereitstellung eines geeigneten Matching-Begriffs und die Definition einer sinnvollen
Kostenfunktion. Hierbei stellt die Kostenfunktion sicher, dass auf der einen Seite mo¨glichst
viele der Notenereignisse gematcht werden (Maximierung von |µ|). Allerdings verhindert auf
der anderen Seite die zeitliche Komponente der Kostenfunktion, dass es bei den Matches zu
zu großen und damit unwahrscheinlichen relativen zeitlichen Verschiebungen bei der Synchro-
nisation der beiden Datenstro¨me kommt. Mit anderen Worten, es wird auf einen Match ”ver-
zichtet“, wenn dieser zu extremen lokalen Zeitverzerrungen fu¨hren sollte. Die Freiheiten, die
man bei der Wahl des Parametervektors pi der Kostenfunktion hat, sowie die verschiedenen
Kriterien bei der Bestimmung der optimalen Parameteres ζ und unterschiedlichen Schwel-
lenwertverfahren lassen genu¨gend Raum zu Experimenten. Eine automatische Bestimmung
dieser Parameter wurde ansatzweise im letzten Abschnitt diskutiert.
Das von uns entwickelte Verfahren zur Synchronisation liefert im Hinblick auf die in der Einlei-
tung dieses Kapitels beschriebenen Anwendungen gute Ergebnisse. Zwar kommt es aufgrund
der oben beschriebenen Extraktionsfehler o¨fters zu falschen Matchingergebnissen, allerdings
handelt es sich hierbei meist um zeitlich ”lokalisierte“ Fehler. Selbst in Extremsituationen,
wie z. B. den diskutierten Trillerpassagen und den rhythmischen Verfremdungen, stabilisiert
sich der Synchronisationsalgorithmus wieder nach kurzer Zeit und erzielt ”global“ gesehen
immer noch eine akzeptable Synchronisation und Verlinkung, die bei Anwendungen wie der
Partiturlesehilfe oder partiturbasierten Suche in Musikpassagen ausreichend ist.
Unser Prototyp wurde in MATLAB implementiert und fu¨r zahlreiche Musikbeispiele unter-
schiedlichen Datenformats getestet. Hierbei handelte es sich bei den Testdaten typischerweise
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um Abschnitte von Klavierstu¨cken der La¨nge 10 bis 60 Sekunden. Hinsichtlich der Laufzeit
stellt der Extraktionsschritt der Notenereignisse den Flaschenhals unseres Verfahrens dar. Die
extrem langen Filter der kaskadierten Multiratenfilterba¨nke fu¨hren zu langen Laufzeiten. Die
Laufzeiten der Matching-Algorithmen sind insbesondere auch durch den Einsatz des ”Strei-
fenverfahren“ vergleichsweise gering. Fu¨r die Synchronisation la¨ngerer Musikabschnitte oder
ganzer Musikstu¨cke empfiehlt sich folgendes ”Top-Down“-Verfahren. In einem ersten Schritt
werden die beiden zu verlinkenden Dateien nach ”sicheren“ Notenereignissen durchsucht, wie
zeitlich isolierte To¨ne (z. B. Einsa¨tze nach la¨ngere Pausen), Akkorde oder in einer Tonlage
isolierte To¨ne, die sich spektral von ihrer Umgebung abheben und daher leicht und sicher ex-
trahiert werden ko¨nnen. Diese ”sicheren“ Notenereignisse ko¨nnen dann verlinkt werden und
stellen die Stu¨tzpfeiler einer Synchronisation dar. Bei den Passagen zwischen diesen Stu¨tz-
pfeiler handelt es sich dann um ku¨rzere Musikabschnitte, die auf die zuvor beschriebene Weise
synchronisiert und verlinkt werden ko¨nnen.
Wie die Diskussion der Ergebnisse in den Abschnitten 5.5 und 5.6 zeigt, geht das von uns
vorgestellte Synchronisationsverfahren u¨ber die in der Einleitung dieses Kapitels formulierten
Anforderungen hinaus. In vielen der behandelten Beispiele gewa¨hrleistete das MW-Matching
nicht nur eine gute zeitliche Synchronisation, sondern war sogar in der Lage, kleine interpre-
tatorische Temposchwankungen zu erfassen. Um das Synchronisationsergebnis auch akustisch
nachvollziehbar zu machen, wurde z. B. beim MW-Matching eine mechanisch klingende, un-
interpretierte MIDI-Version entsprechend der Synchronisation mit einer realen Interpretation
(vorliegend als CD-Aufnahme) zeitlich modifiziert. Auf diese Weise wurde eine abspielbare
MIDI-Version erzeugt, die nun im zeitlichen Verlauf dieser realen Interpretation a¨hnelte und
der auf diese Weise fo¨rmlich Leben eingeflo¨ßt wurde. In einem weiteren Schritt ko¨nnte man
nun versuchen, auch die Notenla¨ngen und den dynamischen Verlauf der realen Aufnahme zu
extrahieren, um mit diesen Daten die MIDI-Version weiter zu verfeinern und zu einer leben-
digen Interpretation zu machen. Eine weitere Vision ist, mit Hilfe der extrahierten Daten und
der durch den MW-Matchingalgorithmus hergestellten Synchronisation unter Zuhilfenahme
von statistischen Daten den jeweiligen Interpreten der Aufnahme automatisch zu scha¨tzen.
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