[1] This is the first paper in a two-part series examining the fluid dynamics of crystal settling and flotation in the lunar magma ocean. A key challenge in constraining solidification processes is determining the ability of individual crystals to decouple from vigorous thermal convection and settle out or float. The goal of this paper is to develop a computational methodology capable of capturing the complex solid-fluid interactions that determine settling and flotation. In the second paper, we use this computational approach to explore the conditions under which plagioclase feldspar would be able to buoyantly float and form the earliest crust on the Moon. The direct numerical method described in this paper relies on a fictitious domain approach and captures solid-body motion in 2D and 3D with little overhead beyond single fluid calculations. The two main innovations of our numerical implementation of a fictitious domain approach are an analytical quadrature scheme, which increases accuracy and reduces computational expense, and the derivation of a multibody collision scheme. Advantages of this approach over previous simulations of crystal-bearing magmatic suspensions include the following: (1) we fully resolve the two-way interaction between fluid and solid phases, implying that crystals are not only passively advected in an ambient flow field but are also actively driving flow, and (2) we resolve the flow around each individual crystal without assuming specific settling speeds or drag coefficients. We present several benchmark problems and convergence tests to validate our approach.
Introduction
[2] Understanding magmatic differentiation processes is important across a host of Earth science problems, ranging from modeling magma chambers underneath volcanoes to unraveling the evolution of layered igneous intrusions. Despite the importance of the solid-fluid interactions that govern dynamic differentiation, our ability to numerically model them is limited. At the two extremes, one of the two phases dominates the behavior of the ensemble, and the effect of the other can be incorporated in a simplified manner.
[3] In the limiting case of a dominant liquid phase, the suspension is typically diluted enough such that the hydrodynamical interactions between particles and their feedback on the carrier fluid can be neglected. Most theoretical approaches take advantage of this significant simplification to derive macroscopic properties of the suspension [Einstein, 1906; Batchelor, 1974; Brenner, 1974; Russel, 1980; Maxey and Riley, 1983; Davis and Acrivos, 1985] . Alternatively, the transport of the crystals in an ambient flow field is approximated through tracers moving with Stokes speed [Weinstein et al., 1988; Rudman, 1992; Höink et al., 2005 Höink et al., , 2008 Höink et al., , 2006 . An example of the other extreme in which the solid phase dominates is the deformation of partially molten rock with a limited percentage of melt, which can be treated through a poroelastic approximation commonly combined with the assumption of Darcy flow.
[4] The goal of this paper is to develop a computational methodology that resolves the complex solid-fluid interactions at the intermediate stage when the solid and fluid phases contribute significantly to the dynamics of the suspension. We refer to a multiphase system in this intermediate stage of solidification as a nondilute suspension implying that the solid fraction is below the rheologically critical crystal fraction [Arzi, 1978] at which solid behavior begins to dominate, but sufficiently high for hydrodynamical 1 interactions between particles and their feedback on the carrier fluid to become dynamically relevant.
[5] The main challenge in devising a method for nondilute as opposed to dilute suspensions is that the fluid and solid phases need to be fully coupled, meaning that we are resolving not only the transport of the crystalline phase in an ambient flow field but also the hydrodynamic interactions between suspended crystals and their feedback on the carrier fluid. To achieve this, we compute the motion of each particle by integrating the particle equation of motion using the local velocity and density of the carrier flow while accounting for all particle-particle collisions. The model for the carrier phase requires solving the Navier-Stokes equations including the boundary conditions imposed by all the particles in the system. An approach of this type is commonly referred to as "direct," because it resolves the multiphase flow dynamics of the suspension without relying on approximate drag formulas like Stokesian dynamics (see review by Brady and Bossis [1988] ) or limiting the range and nature of interactions between solids and fluid like the various semi-analytical descriptions of dilute suspensions mentioned above.
[6] In many geophysical applications, the time and length scales determining motion in the fluid can be drastically different from those in the solid. For example, while the crystallized mineral phases are typically on the order of only mm to mm, the fluid flow commonly occurs on the scale of tens to thousands of km for convection in large magma chambers, lava lakes, or magma oceans spanning planetary scales. We suggest a predominantly local-scale approach to magmatic differentiation, in which the primary emphasis of our computational methodology is the fluid dynamics of the magmatic suspension at the length scale of individual crystals.
[7] The added numerical sophistication at small scales, however, typically comes at the price of not simultaneously resolving flow at large scales. We believe that the focus on crystalline scales provides a valuable complement to existing methods for three reasons. First, our approach is capable of modeling complex flow systems for which the multiphaseflow dynamics arising from the interaction of one or several fluid and solid phases is too complex and too variable to be captured in simple scaling relationships, analytical drag laws, or approximate settling speeds. Second, direct numerical simulations can provide input parameters such as effective viscosities and rheological transitions needed in large-scale simulations. Third, direct numerical simulations can incorporate observational data at the microscopic scale, such as crystal-size distributions derived from thin section analysis, and explore ramifications for large-scale dynamics, thus contributing to bridge petrological data and geodynamic modeling. The complementary nature of simulations at the small and large scale indicates that except in rare case where scale separation is limited [Verhoeven and Schmalzl, 2009] , the best way forward might be the combination of small-and large-scale code as attempted for the Moon in the companion paper [Suckale et al., 2012] .
[8] In the context of Earth science, several previous studies have used direct numerical methodologies to study particle suspensions by approximating the solid phase as a highly viscous phase and demonstrated the potential of direct simulations to advance our understanding of crystal-bearing magmatic flow [Deubelbeiss and Kaus, 2008; Deubelbeiss et al., 2011; Yamato et al., 2011] . Although the approximation of solid bodies as highly viscous liquids allows existing twophase fluid solvers to be used [e.g., Yuen, 2003, 2007; Dabrowski et al., 2008; Suckale et al., 2010] , the imposed high-viscosity contrasts may have many undesirable side effects as discussed in more detail in section 5.3.
[9] We suggest an alternative approach that represents the crystals as solid bodies and uses Distributed-LagrangeMultipliers to enforce solid-body motion [Glowinski et al., 1999; Patankar et al., 2000; Patankar, 2001; Glowinski et al., 2001; Veeramani et al., 2007] . Within this framework, the projection onto solid-body motion reduces to an additional body force in the Navier-Stokes or Stokes equation implying that solid behavior is straightforward to incorporate into an existing fluid solver. Apart from the relative ease of implementation, three improvements over previous comparable approaches [Deubelbeiss and Kaus, 2008; Deubelbeiss et al., 2011; Yamato et al., 2011; Verhoeven and Schmalzl, 2009] are as follows: First, the ability to model crystalbearing suspensions at zero and a finite Reynolds number. Second, an implementation in 2D and 3D, which is facilitated partly by the fact that our method operates on a fixed grid and thus eliminates the need to remesh or move the mesh. Third, the particle-particle collisions over the range of nondimensional numbers that may arise in inertial suspensions are treated carefully.
[10] We validate and benchmark our method by showing that analytical and laboratory results are accurately matched for the settling speed as well as drag and lift forces in 2D and 3D. We also include a detailed discussion of how our methodology compares to and complements previous approaches to understanding magmatic suspensions (see section 5). In agreement with experimental observations [Koyaguchi et al., 1990] , we find that the hydrodynamic interactions between particles and their feedback on the flow field may have an important effect on the dynamics of the suspension even at crystal fractions as low as 3%, which emphasizes the limitations of modeling magmatic suspensions as dilute.
Governing Equations
[11] Our numerical method is motivated by the goal to shed new light on the differentiation processes in a lunar magma ocean. This focus on rapid magmatic flow implies that (1) inertial effects have to be taken into account and (2) that the fluid is compositionally well mixed and can be represented as Newtonian fluid with constant viscosity. Given the relatively small scale of our simulations, we further assume isothermal conditions. The governing equation in the fluid domain of the solid-fluid mixture is then NavierStokes
together with the incompressibility constraint
where r f is the density of the fluid, m f the viscosity, v the velocity field, p the pressure, t the time, and g the gravitational acceleration.
[12] The motion of the solid bodies is determined by Newton's laws of rigid-body motion
where M p is the mass of the particle, V p the velocity of its center of mass, X p the position of the center of mass,Î p the particle's moment of inertia tensor, and w p the angular velocity of the particle. Furthermore, F p and T p represent the hydrodynamic force and torque, respectively exerted onto the particle by the surrounding fluid. Defining r as the relative position inside the solid body relative to the center of rotation and translation, the velocity field inside the solid body w p is given by
Modeling the velocity field inside the particle through equation (6) implies that we do not currently include nucleation, growth, or dissolution of crystals.
[13] Finally, an important difference between solid-fluid coupling problems compared to fluid-fluid systems is that the solid-fluid interface boundary condition (∂P) is no-slip while fluid-fluid interfaces are free-slip.
[14] We nondimensionalize the Navier-Stokes equation (equation (1)) by defining
where v 0 denotes the characteristic speed and d the characteristic length scale. Substituting these characteristic quantities into equation (1), rearranging, and dropping the primes yields the nondimensional Navier-Stokes equation
where z denotes the unit vector in the vertical direction, Re f = r f v 0 d/m f denotes the fluid Reynolds number, i.e., the ratio of inertia to viscous forces, and Fr f = v 0 2 /gd denotes the fluid Froude number, i.e., the ratio of inertia to gravity. The boundary condition and incompressibility constraint are nondimensionalized accordingly.
[15] In complex multiphase systems, it is not always possible to specify a single characteristic speed. More commonly, the flow in the fluid and the motion of the solid bodies are determined by two different speeds. In that case, defining two sets of nondimensional numbers is necessary, the particle Reynolds number Re p and Froude number 
Numerical Method
[16] Most numerical techniques for simulating solid-fluid coupling fall into two categories: (1) Arbitrary-LagrangianEulerian techniques that rely on unstructured meshes usually fitted around the solid body [Hu et al., 1992; Hu, 1996; Johnson and Tezduyar, 1996; Hu et al., 2001] and (2) Distributed-Lagrange-Multiplier methods operating on fixed grids that typically incorporate the presence of the solid body through a fictitious-domain approach [Glowinski et al., 1999; Patankar et al., 2000; Patankar, 2001; Patankar and Joseph, 2001; Glowinski et al., 2001; Sharma and Patankar, 2005; Apte et al., 2009] . Alternative approaches include ImmersedBoundary methods [Luo et al., 2007; Mittal et al., 2008] , extended Lattice-Boltzmann methods [Ladd, 2006b [Ladd, , 2006a Ladd and Verberg, 2001] , hybrids of Lattice-Boltzmann and Lagrange multipliers [Feng and Michaelides, 2005] as well as spectral approaches limited to solid bodies with spherical shapes [Zhang and Prosperetti, 2005] .
[17] Although fixed-grid implementations tend to have a lower order of convergence compared to codes relying on body-fitted meshes, accurate implementations of the Distributed-Lagrange-Multiplier method are known to reach comparable accuracy as Arbitrary-Lagrangian-Eulerian techniques [Apte et al., 2009] and provide a compelling alternative, particularly in 3D and at finite crystal fractions. Our implementation follows the Distributed-LagrangeMultiplier approach. The basic idea behind these types of methods is to treat the entire computational domain as a fluid and add a rigidity constraint to enforce rigid-body motion in the solid domain.
Rigid-Body Correction
[18] Figure 1 shows a typical computational domain with fluid and solid phases. In the Distributed-Lagrange-Multiplier approach, we solve the Navier-Stokes equation not only in the fluid W\P but also in the entire domain W. The flow inside the solid domain is then projected onto a rigid body motion using a field of Lagrange multipliers. Several methods for defining the rigidity constraint have been proposed [Glowinski et al., 1999; Patankar et al., 2000; Patankar, 2001; Glowinski et al., 2001; Veeramani et al., 2007] . We adopt the formulation by Patankar et al. [2000] , which requires that the deformation-rate tensor be zerô
because it reduces the number of variables in the coupled system of equations.
[19] The incompressibility constraint in the fluid (equation (2)) is a scalar constraint at each point in the computational domain W, which then gives rise to a scalar field of Lagrange multipliers in W, the pressure. In contrast, the rigidity constraint (equation (9)) represents a vector constraint and thus gives rise to a vector field in P, which we will refer to as the rigid-body force f RB . It acts only in the solid domain and ensures that no deformation of the rigid body occurs. SinceD ¼ 0 implies incompressibility, the equation of motion in the entire computational domain W can now be rephrased as
where f RB is nonzero only in the solid domain and the density differs for the solid and fluid phases
We stress that the viscosity in equation (10) is constant and given by the Newtonian viscosity of the fluid. The rigidity constraint supersedes the definition of viscosity in the solid domain.
[20] The correct velocity field in the particle domain can be represented as the superposition of translational and angular velocities (equation (6)). Since the linear and angular momenta need to be conserved during the projection onto rigid-body motion, the translation and angular velocity components are determined from
where M p is the mass of the particle,Î p the moment of inertia tensor, and v* the velocity field before the projection. Throughout, we use the asterisk to denote auxiliary variables that are updated in a subsequent projection.
Implementation
[21] One of the advantages of the rigid-body correction described in section 3.1 is that enforcing rigid-body motion in the solid domain reduces to incorporating an additional body force in the Navier-Stokes equation. The exact methodology of the fluid solver underlying our implementation is thus not an essential component of the described approach to solid-fluid coupling and could be replaced by alternative techniques. In fact, most current implementations of the Distributed-Lagrange-Multiplier technique rely on SIM-PLER or Finite element discretizations [Glowinski et al., 1999; Patankar et al., 2000; Patankar, 2001; Glowinski et al., 2001; Veeramani et al., 2007] .
[22] Since the projection step onto rigid-body motion is analogous to the treatment of the incompressibility constraint in the projection method [Chorin, 1968] , we felt combining the two was natural. We use finite differences on a staggered grid to solve the Navier-Stokes equation based on an extended projection method with an implicit diffusion step, leading to the following system of semi-discretized equations:
where v*, v**, and v*** represent auxiliary values that are updated by the various projection steps. We use a RungeKutta scheme for the temporal discretization and a staggered grid combined with finite differences for the spatial discretization (see auxiliary material for details). 
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Computation of the Linear and Angular Momenta
[23] Previous implementations of Distributed-LagrangeMultiplier methods approximate the integrals for linear and angular momentum of the solids (equations (13) and (14)) by dividing the body into small cubes referred to as material volumes [e.g., Apte et al., 2009; Sharma and Patankar, 2005; Patankar, 2001] . In these approaches, the solid-interface is thus represented by a stair-stepped boundary resulting in an error in the total mass of the solid body and the fluid flow close to the interface. To limit these errors, many material volumes are required per particle, adding unnecessary computational expense. In addition, any property defined at the material volumes needs to be projected onto the background grid through interpolation.
[24] We have developed a different quadrature scheme to improve accuracy near the interface. Analogous to the quadrature based on material volumes, we discretize the integrals (equations (13) and (14)) by introducing the solid-volume fraction f, which represents the volume occupied by the solid phase in a given grid cell
Using the solid-volume fraction, the integrals for linear and angular momentum may be reformulated and approximated as
where the summation extends over all grid cells (i, j, k).
[25] By basing the discretization of the momentum integrals (equation (13)) on the solid-volume fraction, the challenge of integrating the velocity field is reduced to integrating the volume of intersection of the solid body and a given grid cell. For spheres, this volume may be determined analytically. In our computation of the void fraction, we first map the sphere to the unit sphere. The proportion of the sphere's volume in the region x < a is then given by
Similarly, the proportion of the sphere in the region x < a, y < b (where
in the case that ab > 0 and
otherwise. From expressions (24)- (26), we construct the void fraction for any given sphere cut.
[26] The volume occupied by the solid phase in a given grid cell spanned by the nodes (x, y, z) to x + Dx, y + Dy, z + Dz can then be reconstructed very accurately by evaluating the proportion of the sphere in the quadrant defined by each of the grid cell's corners and using f ¼ f xþDx;yþDy;zþDz À f xþDx;y;zþDz À f xþDx;yþDy;z þ f xþDx;y;z À f x;yþDy;zþDz þ f x;y;zþDz þ f x;yþDy;z À f x;y;z :
[27] The main advantage of the analytical quadrature scheme is to approximate the void fraction in equation (22) with machine accuracy. An accurate representation of equation (22) is crucial for the Distributed-LagrangeMultiplier technique, because numerical errors in the void fraction can be associated with a loss or gain of momentum during the rigid-body correction, which contradicts the governing equations. A particular concern with the commonly used material-volumes approach for representing the solid bodies is that the accuracy with which the volume fraction is computed depends on the orientation of the solid bodies with respect to the grid [e.g., Apte et al., 2009 ]. An analytical quadrature scheme is thus advantageous from the point of view of overall accuracy and grid independence. This scheme is also computationally efficient, i.e., we spend less than 1% of the computational time at each time step on the rigid-body correction of a single particle. The fast computation of the solid fraction also allows us to compute the solid-volume fraction for each of the three velocity grids without needing to interpolate between grids, which reduces artificial smearing of the interface (see Apte et al. [2009] for a more detailed discussion of interpolation errors). These improvements, however, come at the price of not being able to treat amorphous bodies that cannot be subdivided into simple geometry shapes. Here, we present the quadrature scheme only for spherical bodies. We are currently working on an analogous approach to rectangular shapes. We consider these two shapes the most important for magmatic suspensions.
Collision Scheme
[28] In the Stokes limit, the lubrication force arising from the pressure required to drain the fluid from the gap between approaching particles prevents particle-particle contact. There will thus always be a thin film of fluid between particles and explicit treatment of collisions is typically not necessary [Deubelbeiss et al., 2010 [Deubelbeiss et al., , 2011 . At finite Re p , the formation of low-pressure wakes behind settling particles enhances the collision rate and the relative velocity of two colliding particles. When the relative velocity of two colliding particles is large, the thickness of the gap between particles drops in proportion to exp(À8/9St) [Koch and Hill, 2001] , where St is the impact Stokes number
and v 0 the relative approach speed of the colliding particles.
[29] If the continuous phase is a gas, the noncontinuum nature of the gas combined with its compressibility can lead to solid-body contact and a subsequent bounce at St > 5 [Gopinath et al., 1997] . Magmatic liquids, however, are relatively incompressible and retain continuum-type behavior down to very small scales. We therefore neglect molecular level effects during collisions. The large pressure built up between colliding particles can nonetheless lead to sufficient particle deformation to produce bounce without solidbody contact. For St < 10, no rebound occurs [Gondret et al., 1999; Joseph et al., 2001; Gondret et al., 2002] because the kinetic energy of the collision is dissipated in the fluid. At 10 ≤ St ≤ 500, a collision entails a partial rebound with the coefficient of restitution approaching that for a dry collision at St > 500. In magmatic suspensions, St is usually well below the threshold of dry collisions (St ≪ 500) because of the high viscosity of the liquid, but partial rebounds (St > 10) are not uncommon.
[30] While St is the pertinent nondimensional parameter for determining whether collisions entail bouncing [Davis et al., 1986; Davis, 1987; Joseph et al., 2001] , the deformability of the particles plays a role as well, which is captured in a dimensionless measure of elasticity defined by
[ Davis et al., 1986] . The parameter q is given by
where n i is the Poisson's ratio for particle i, E i is the Young's modulus for particle i, and x 0 is the distance between the particles before deformation begins [Davis et al., 1986] . For crystals settling in basaltic magma, is typically in the range of 10 À2 -10 À5 (for mm-cm sized crystals with Poisson's ratio n = 0.2, Young's modulus E = 7 Â 10 10 Pa, magma viscosity m = 100 Pa s, x 0 = 0.01d, and collision velocity v 0 = 0.1 u S where u S is the Stokes settling velocity).
[31] An important additional complication of particle collisions in magmatic suspensions is the possibility of synneusis, the drifting together and systematic attachment of crystals in a melt, and mineral resorption. Both processes probably play an important role in the formation of monomineralic aggregates and glomerocryst, which are thought be important building blocks of igneous rocks [Hogan, 1993; Philpotts et al., 1999] . To allow for the possibility of particles sticking together after collision, we have implemented two collision schemes. The first collision scheme assumes that crystals attach to each other during the collision, the second collision applies to nonsticking crystals, for which the collision mode is determined by St. For the latter type of collisions, we compute St for each collision separately and determine the degree of rebound accordingly following [Ardekani and Rangel, 2008] .
[32] The essential insight behind the collision scheme by Ardekani and Rangel [2008] is that colliding particles can be rigidified together by extending equations (13) and (14) to the two particles in collision. Shortly after the collision occurring at t c , the velocity components of two colliding crystals P1 and P2 along their line of centers n is then given by
where e is the coefficient of restitution with e = 0 representing the case of no rebound (St < 10) and e = 1 a dry and fully elastic collision [Legendre et al., 2005 [Legendre et al., , 2006 . The main advantage of this approach compared to previous collision schemes [e.g., Glowinski et al., 2001 ] is that crystal velocities are never updated explicitly, which avoids numerical instability and overly restrictive Courant-Friedrichs-Lewy conditions. For more details, please refer to the auxiliary material or Ardekani and Rangel [2008] .
[33] We extend the two-particle collision scheme by Ardekani and Rangel [2008] to cluster collisions that may potentially involve many crystals. The range of motion for each crystal depends on its number of contacts. The simplest case arises for one-on-one collisions. Crystals in contact with only one other crystal (see gray spheres highlighted in Figure 2 ) are restricted only in the normal direction connecting the centers of the colliding crystals, but are free to move along the linear space spanned by the tangential vector q i . For crystals that have more than one collision, two cases arise (Figure 2 ): In case 1, the sphere may move along the tangential vector q 2 , which is perpendicular to the normal vector connecting the two centers of the crystals the sphere is colliding with, but only in one specific direction. Finally, the crystal may not be able to move individually at all if it is surrounded by crystals in all directions (case 2). In this case, the entire linear momentum of the crystal locked in contributes to the motion of the cluster.
[34] Based on these cases, our scheme for representing nonsticking collisions consists of first identifying all crystals that are in collision at any given point in time during the simulation. For each cluster, we
[35] 1. Identify the number of contacts for each crystal in the cluster.
[36] 2. Compute St for each collision to determine whether partial rebound occurs.
[37] 3. Based on the number of contacts and the linear momentum of the crystal, verify whether tangential motion is possible.
[38] 4. If tangential motion is possible, compute the component of linear momentum in that direction. This is the proportion of momentum that represents individual crystal motion.
[39] 5. The components of linear momentum perpendicular to the individual crystal motion (or the entire linear momentum when differential motion is not possible) represent mutual crystal motion and contribute to the momentum of the cluster.
[40] 6. Compute the motion of the cluster by summing over the mutual components.
Computational Efficiency
[41] One of the drawbacks of direct numerical simulations is that the added sophistication of fully resolving the fluid dynamics around all solid interfaces may come at the price of not being able to simultaneously capture macro-scale behavior. If the variability in spatial scales is limited, however, small-and large-scale dynamics can be studied within a single computational framework as has been demonstrated for Rayleigh-Taylor instabilities [Deubelbeiss et al., 2010] and thermal convection [Verhoeven and Schmalzl, 2009] . The degree to which multiscale dynamics can be resolved depends sensitively on the computational efficiency of the direct numerical simulation, which warrants a brief discussion of the various factors determining computational expense.
[42] From a numerical point of view, the fluid solver is by far the most expensive part of the simulation. For the benchmark cases in sections 4.1 and 4.2, more than 99% of the time is spent solving the Navier-Stokes equation and only <1% is spent on the solid-body correction. That being said, the expense of the solid-body correction scales linearly with the number of solid bodies that need correcting. The expense also depends on the number of iterations required to enforce solid-body motion. The need to iterate is highest at the very beginning of a simulation and during rapid motion of the particles (i.e., large Re p ). For intermediate Re p < 50, we typically iterate only every few hundred computational steps. At higher Re p more frequent iterations are required. For stationary bodies (see section 4.1), no iterations are required after the first couple of time steps.
[43] Two additional components add to the computational expense in simulations containing many particles. The first is that individual particle speeds may span an order of magnitude as some crystals get entangled in clusters while others move rapidly in fast-flowing channels surrounding the clusters. Vast differences in speed may require very small computational time steps. The second is detecting and correctly treating particle-particle collisions (see section 3.4), which scales as the number of particles squared. Finally, the required spatial resolution depends on the purpose of the simulations. For example, determining the settling speed of an immersed solid body (e.g., section 4.2) requires fewer grid cells inside the body than an accurate computation of the drag force (e.g., section 4.1).
Results
[44] We conducted several benchmark studies to evaluate the accuracy of our proposed method compared to other numerical computations and experimental measurements. . Schematic sketch of multiple crystals colliding. The particles outlined in gray collide only with one other crystal (P1 and P3 for case 1 and P1, P3, and P4 for case 2). The crystals outlined in black collide with more than one crystal (P2 in both cases). Particles in a one-on-one collision are restricted only along the normal vector (N i for particle P i ) connecting the two colliding crystals to avoid unrealistic overlap, but are free to move in the linear space spanned by the tangential vector (q i for particle P i ). Crystals that are in simultaneous collision with more than one crystal may either be free to move in the direction perpendicular to the normal vector connecting the centers of the two spheres it is colliding with (e.g., in direction q 2 perpendicular to N 1 + N 3 in case 1) or it may not be free to move at all (case 2).
Flow Over a Circular Cylinder
[45] Flow past a circular cylinder has become the gold standard for assessing the fidelity of numerical techniques for solid-fluid interaction. All our computations for flow over fixed cylinders are two-dimensional. On the inflow boundary, we define a constant velocity U inf . The boundary condition on the opposite side is convective outflow defined by
where n is the normal vector [Orlanski, 1976] . On the sidewalls, we impose a free-slip condition ∂v/∂n = 0. In evaluating the rigidity constraint, the linear and angular momenta of the cylinder are set to zero.
[46] Even at low Re (Re > 5), the flow around a circular cylinder separates from the surface of the body and forms a twin vortex in the near wake [Taneda, 1956] . We compare the computed size of the twin vortices with Taneda's [1956] experimental observations. Figure 3a shows the photograph of the wake behind a circular cylinder at Re = 26 [Taneda, 1956] , and Figure 3b shows the corresponding computation. The numerical results were computed based on a fixed grid with aspect ratio 15d Â 30d, where d is the diameter of the cylinder, and a grid resolution of 800 Â 1600. The position of the stagnation point and the nondimensional recirculation length, s/d ≈ 1.17, agree very well for the experiment and simulation.
[47] After increasing Re, the twin-vortex configuration becomes unstable to perturbations and forms a von Kármán vortex sheet at approximately Re > 49 [see Williamson, 1996 , and references therein]. We reproduce periodic vortex shedding over a wide range of Re (Figure 4) . To limit wall effects at low Re and maximize the resolution at high Re, the size of the computational domains varies from 15d Â 30d (Figures 4, top, and 4 , middle) to 12.5d Â 25d (Figure 4 , bottom) with a grid resolution of 800 Â 1600 in all three cases. We compute the drag and lift per unit length of the cylinder for various Re (Figure 5 ) by evaluating the hydrodynamic forces in thex andỹ directions
where S is the cylinder cross-section, and normalizing by the dynamic pressure
inf . The drag and lift coefficients per unit length are thus
Comparing the frequency of vortex shedding f as captured by the Strouhal number, St = fd/U ∞ (Table 1 ) and the mean drag and lift in steady state (Table 2) , we find good agreement with prior estimates. Figure 6 gives an example of the convergence tests we performed to estimate drag on a circular cylinder at Re f = 40. We evaluate convergence separately for the viscous C v and the pressure contribution C p to drag [Henderson, 1995] .
Sedimentation of a Single Sphere
[48] We consider the sedimentation of a single solid sphere in a rectangular tank of viscous fluid as a 3D benchmark. An important consideration in comparing numerical simulations and experimental measurements is the blocking ratio b of the settling sphere, which is defined as
where d is the diameter of the sphere and L the length of the tank or computational domain. Our simulations are based on a blocking ratio of b = 1/3. To account for wall effects, we employ the graphical correction method developed by Fidleris and Whitmore [1961] based on a comprehensive analysis of available experimental data.
[49] An example computation of a single settling sphere at Re = 95 is shown in Figure 7 . The sphere approaches the bottom of the tank without bouncing in agreement with the asymptotically slow approach expected in this nondimensional regime (section 3.4). We compute the drag coefficient on the sphere from the equilibrium settling speed U using the relationship
where
and compare our results with the empirical relationship by Clift et al. [2005] over a wide range of Re p in Figure 8 . We observe good agreement between the predicted and expected drag values. The domain size for the computations varies from 3d Â 3d Â 9d at lower Re p to 3d Â 3d Â 12d at higher Re p . Accordingly, the resolution is increased from 51 Â 51 Â 151 to 51 Â 51 Â 201.
Sedimentation of Two Interacting Spheres
[50] As discussed in section 3.4, a key component of our approach to solid-fluid coupling is representing the various collision modes over a wide range of nondimensional numbers. The most challenging collision mode occurs for nonsticking particles at St > 5 and entails a partial rebound. To validate our collision scheme in this regime, we reproduce the dynamic interaction between two settling spheres known as drafting, kissing, and tumbling [Fortes et al., 1987] .
[51] This nonlinear mechanism occurs only when the trailing particle is caught in the low-pressure wake behind an identical leading particle ( Figure 9 ). As a consequence, the 40, 100, 300, and 1000) . The grid resolution is 800 Â 1600 in all four cases. trailing particle experiences lower drag and hence falls faster than the leading particle. This stage of the interaction is called drafting. The increased settling speed of the trailing particle impels a kissing contact with the leading particle. During the kissing stage, the two spheres form a long body with the center line approximately aligned with the flow direction. This constellation is unstable to perturbations in a Newtonian fluid, and hence the particles tumble and drift apart.
Crystal Settling in Nondilute Suspensions
[52] As discussed in the introduction, numerical models for studying suspension dynamics are based either on oneway or two-way coupling. Most previous approaches to modeling crystal-bearing geophysical flows assume oneway coupling [Weinstein et al., 1988; Rudman, 1992; Burgisser and Bergantz, 2002; Höink et al., 2005 Höink et al., , 2008 Höink et al., , 2006 Ruprecht et al., 2008] , which means that they assume that the presence of the crystals has a negligible effect on the properties of the fluid. Using the numerical methodology developed in this paper, we can test the validity of this assumption directly.
[53] To simulate crystal settling at different crystal fraction, we require a numerical domain with appropriate boundary conditions. If the crystals are confined to the computational domain (e.g., Figure 10 ), two limitations arise: First, crystals may accumulate at the lower or upper boundary, and second, ambient flow disperses high crystal concentrations, which restricts the informative value of the simulations for comparing settling at intermediate to high crystal fractions. To construct a computational domain in which crystals can pass through the boundaries, we proceed as follows. On the sides, the boundary conditions are periodic. On the upper and lower boundaries, however, periodic boundary conditions are incompatible with the hydrostatic pressure gradient. We therefore define a matching influx and outflux boundary condition at the lower and upper boundaries such that mass is conserved in the fluid and solid domain. The influx and outflux are recomputed at each time step based on equation (33), where v is the velocity vector at the upper boundary. The resulting flux vector is used as influx and outflux in the next computational time step. The portion of the crystals that fall outside the boundary on a given side is reproduced on the other side as shown in Figure 11 .
[54] Using the described open-box boundary conditions, we evaluate the importance of taking into account the full two-way coupling between solid and fluid phases in a basaltic suspension. Since there is little doubt that the hydrodynamic interactions between suspended crystals and their effect on the carrier fluid matter at intermediate to high crystal fractions, we limit our analysis to a low crystal fraction of 3 vol.% (see Figure 12) . We set the influx speed to the free settling speed of a single suspended crystal in both computations and assume that the collisions between crystals are nonsticking. Figure 6 . Convergence test for the drag on a fixed circular cylinder at Re = 40. We investigate (a1) the relative errors in estimating the viscous C v and (a2) the pressure contribution C p to the drag coefficient, separately (see equation (34) and Henderson [1995] ). Convergence at the fluid-solid interface is first order. [55] The first sequence of computations ( Figure 12 , Simulation A) studies the dynamics of a monocrystalline suspension with Re p ≈ 100. The settling speeds of the individual crystals are summarized underneath the simulation snapshots. The mean speed (blue line) is computed by taking the average over all crystals and applying a Loess filter. We find that despite the low crystal fraction, the mean settling speed of the suspended crystals has reduced to ≈76% of the free settling speed due to other crystals in the suspension. This effect is highly dependent on Re p . For example, the mean settling speed drops as low as ≈43% of the free settling speed at Re p ≈ 10 because lower Re p implies that the interactions between settling particles have a longer spatial range.
[56] The second sequence of simulation (B) is identical in setup to sequence A except that in addition to a heavy mineral phase (black), a buoyant mineral phase (white) is suspended. The buoyant phase is lighter than the fluid by the same density difference that the sinking phase is heavier, such that the free settling speeds of two minerals are identical except for their sign. A comparison of the ambient flow field Clift et al. [2005] . We applied wall corrections [Fidleris and Whitmore, 1961] for computations at Re < 250 to account for the effect of the boundaries on settling speed.
for the two simulations A and B (in particular for the two last snapshots at t = 2) indicates that the simultaneous presence of a buoyant and a heavy mineral phase in suspension has a profound effect on the flow field in the carrier fluid by creating well-defined channels or predominately upward and downward oriented flow. The induced channeling in the ambient flow field drastically increases the mean settling and rising speeds of the two mineral phases to ≈190% of their free settling speed. Simulation B highlights that settling behavior depends not only on the ambient flow field and the crystal sizes but also rather sensitively on the co-crystallizing mineral assemblage.
[57] We argue that the observed settling behavior in simulations A and B indicate two shortcomings of assuming that the essential dynamics of magmatic suspensions can be captured through one-way coupling. First, the high viscosity of magmatic fluids combined with the typically low Re p means that particle-particle interactions in magmatic suspension are very long range and have a notable effect on settling behavior at crystal fractions as low as 3 vol.%. Second, as demonstrated by simulation B, the geochemical evolution of the suspension may have important dynamic ramifications when the coupling of the solid phase on the ambient flow field is taken into account. We explore both observations in more detail in the companion paper [Suckale et al., 2012] .
[58] The collision scheme used in simulations A and B assumes that crystals do not stick to each other after colliding. We consider this scheme appropriate in inertial suspensions with relatively low solid fraction, because crystals are only in immediate contact for a relatively short time before the crystal cluster is dispersed by the ambient flow field. At a higher crystal fraction, the longevity of the clusters increases, and a boundary-layer melt enveloping the crystals might form, which can lead to crystallization of new material from the interstitial melt and create a bond between crystals [e.g., Hogan, 1993] . In Figure 13 , we compare the spatial distribution of crystals for the two different collision schemes at a crystal fraction of 12 vol.%. The growing-together of crystals leads to chain-like crystal clusters and much more overall clustering (Figure 14) , while nonsticking collisions form drop-shaped clusters of crystals with a limited lifespan.
Discussion
[59] As a batch of magmatic liquid solidifies to competent rock, it traverses a wide range of fluid dynamical and solid mechanical regimes. Thus, hoping that a single code can fully capture this rich diversity of physical behavior is probably unrealistic. The code presented in this paper is therefore not intended as a substitute but as a complement to existing methods. To put its contribution into context, we briefly compare it to three of the most commonly used computational approaches to modeling crystal-bearing geophysical flows: (1) macroscopic methods that incorporate the solid phase through Lagrangian tracers, (2) semi-analytical analysis based on different variants of the Basset-Boussinesq-Osseen equation (as reviewed by Crowe et al. [1996] ), and (3) direct numerical simulations of fluid-fluid systems that approximate the solid as a highly viscous liquid.
Macroscopic Methods
[60] One of the main challenges in modeling differentiation and sedimentation in magmatic suspensions is that the time and length scales determining motion in the fluid can be drastically different from those in the solid. The drastic separation of scales by numerous orders of magnitude may require the modeler to decide which scale to focus on. Many previous studies of crystal sedimentation and transport have opted to concentrate on large-scale structures [Weinstein et al., 1988; Rudman, 1992; Höink et al., 2005 Höink et al., , 2006 and represent the crystalline phase through Lagrangian tracers.
[61] The motion of the Lagrangian tracers is determined by the superposition of a prescribed settling speed, usually the Stokes speed, and the transport they experience in the ambient flow field. That means that the tracers are passive in the sense that their hydrodynamic interactions with each other and with the ambient flow field are neglected. In an attempt to capture the dynamical behavior of particles more realistically in tracer-based approaches, some studies [e.g., Derksen, 2003; Ruprecht et al., 2008] use semi-empirical correlations for selected forces (e.g., drag, added mass, Saffman and Magnus force) exerted by an inhomogeneous flow field on single particles. Given that our understanding of the micro-scale physics of crystal interactions in magmatic suspensions is limited, how to assess the added value of these models is not obvious.
[62] It seems reasonable that the approximation of crystals as passive tracers should be valid at least for dilute suspensions. We test this assumption in section 4.4 for a suspension with 3 vol.% crystals and find that even at this low crystal fraction, crystal interactions may have a profound effect on the mean settling speed of the crystal phase and the flow field in the fluid. Other experimental and theoretical studies have previously shed doubt on the premise of solid-phase passivity by demonstrating that particle concentrations as low as about $0.3 wt.% have an appreciable effect on ambient convection [Koyaguchi et al., 1990] and that load- Figure 10 . Overview of six simulations testing the effect of increasing crystal fraction on settling in a monocrystalline suspension at Re p ≈ 250. From left to right, the number of crystals in the domain increases as (a1-a3) 1, (b1-b3) 12, (c1-c3) 30, (d1-d3) 42, (e1-e3) 66, and (f1-f3) 138. The three snapshots shown for each simulation represent the nondimensional times t = 0, 0.96, 1.92. The color shading represents the local flow speed normalized by the influx speed into the domain at the bottom boundary, and the black contours are the out-of-place vorticity. bearing frameworks may develop at low crystal volume fractions [Philpotts et al., 1999; Hoover et al., 2001; Saar et al., 2001] . This evidence emphasizes that numerical techniques capable of resolving the micro-scale dynamics of crystal-rich magmatic suspensions, like the method presented in this paper, are a valuable addition to existing macroscopic modeling approaches.
BBO Methods
[63] In BBO methods (see review by Crowe et al. [1996] ), the position and velocity of the particles are computed by integrating an approximation to the particle equation of motion derived by Maxey and Riley [1983] and named after Basset, Boussinesq, and Oseen. This so-called BBO equation is valid under the following three assumptions [Maxey and Riley, 1983] . First, the particle radius must be much smaller than the Kolmogorov length, which represents the smallest scale in turbulent flow. Second, while flow in the fluid may be turbulent, the particles are assumed to be light and small enough to be surrounded by Stokes flow (Re p = 0). Third, the suspension must be dilute enough for the hydrodynamical interaction between particles and their feedback on the carrier fluid to be negligible.
[64] The neglect of hydrodynamic interactions in BBO methods is reminiscent of the tracer-based macroscopic approaches discussed in the previous section. That being said, BBO methods add sophistication in that they locally solve an unsteady Stokes-flow problem around a finite-sized particle instead of treating solids as punctiform and assuming that they move with Stokes speed. Thus, BBO methods offer a more complete picture of the effect of unsteady flow fields on particle motion and have contributed important insights particularly into preferential clustering and coagulation of particles in complex flow fields [e.g., Burgisser and Bergantz, 2002; Bec et al., 2005] .
[65] BBO-type methods are used primarily to investigate particle dynamics in gas-solid systems or fluid-solid systems where the viscosity of the fluid is relatively low and hydrodynamic interactions have limited spatial range. In magmatic suspensions, which effect is more important is not clear: the preferential accumulation of crystals due to unsteadiness in the ambient flow field or the feedback of the crystalline phase on the fluid as manifested in induced channeling (see section 4.4), suppressed convection [Koyaguchi et al., 1990] , and crystal clustering (see section 4.4). Clearly, more work is needed to evaluate the relative importance of these two contributions for the dynamics of magmatic suspensions. Direct numerical simulations offer a tool for doing that, because they resolve the full two-way coupling of solid and fluid phases.
Direct Numerical Simulations of Fluid-Fluid Systems
[66] Of the various approaches previously applied to study crystal-bearing, direct numerical simulations of fluid-fluid systems [Dabrowski et al., 2008; Deubelbeiss et al., 2010 Deubelbeiss et al., , 2011 Yamato et al., 2011] are conceptually most similar to the method developed in this paper. Their main methodological difference from our study is that they approximate the solid phase as a highly viscous phase. Although this approximation allows the use of existing two-phase fluid solvers [e.g., Yuen, 2003, 2007; Dabrowski et al., 2008; Suckale et al., 2010] , modeling and numerical drawbacks are associated with working with high-viscosity contrasts. [67] From a modeling point of view, the three main sources of error introduced by the high-viscosity approximation are (1) the fact that fluid-fluid interfaces are typically free-slip, while solid-fluid interfaces are no-slip, (2) the settling speed and the drag force experienced by a viscous body is not identical to the one experienced by a solid body [Batchelor, 2000] , and (3) assessing how much viscosity contrast is needed to prevent unrealistic viscous deformation in the solid phase is not straightforward. Evidently, all three sources of error decrease as the viscosity contrast increases, but assessing the viscosity contrast needed to accurately capture a given problem is unclear. Deubelbeiss et al. [2010] argue that the test performed by Schmid and Podladchikov [2003] indicates that a viscosity contrast of three orders of magnitude is sufficient to prevent viscous deformation in the solid phase. However, Schmid and Podladchikov [2003] study only an isolated viscous inclusion, and the viscosity contrast needed to prevent unrealistic fluid-like behavior in the solid phase probably also depends on the crystal fraction and the collision mode.
[68] From a numerical point of view, the imposed highviscosity contrasts have many undesirable side effects such as spurious oscillations at the fluid-fluid interface that reflect the accumulation of numerical error [Deubelbeiss and Kaus, 2008; Yamato et al., 2011] . Although these oscillations can largely be prevented by treating the jump conditions associated with the viscosity contrast more carefully [Suckale et al., 2010] or with a body-fitted mesh [Dabrowski et al., 2008] , high-viscosity contrasts remain a source of numerical errors by increasing the condition numbers of the discrete matrices representing the viscous terms.
[69] Our direct numerical approach to solid-fluid coupling improves on existing direct methodologies that approximate the solid phase as a highly viscous phase [Dabrowski et al., 2008; Deubelbeiss et al., 2010 Deubelbeiss et al., , 2011 Yamato et al., 2011] in three aspects: First, we eliminate the unnecessary numerical and modeling errors associated with introducing a large viscosity contrast into the computation. Second, we have implemented and benchmarked our approach in both 2D and 3D while previous studies have focused on 2D and third, our method is not limited to Stokes flow, but also applicable at finite Reynolds number, which is particularly advantageous in light of our goal of modeling crystal settling in a lunar magma ocean [Suckale et al., 2012] .
Conclusion
[70] A host of Earth sciences problems involve the dynamic interaction between solid bodies and viscous flow, most commonly in melting or solidification. We present a numerical scheme for the direct numerical simulation of solid-fluid coupling in crystalline suspensions, in which neither fluid nor solid is a priori assumed to dominate. Thus, the scheme is applicable across a wide range of scales and problems. The hydrodynamic forces on the surfaces of the Figure 13 . Simulation A shows the crystal positions and local flow speeds normalized by the influx speed at nondimensional times t = (a1) 0, (a2) 1, and (a3) 2 for a suspension in which collisions are assumed to be nonsticking. (b1-b3) Simulation B shows the same snapshots for a suspension with sticking crystals. Figure 14 . The percentage of crystals in collision for each simulation given in Figure 13 is compared, with sticking collisions (black line) leading to much higher levels of clustering than nonsticking collisions (gray line).
solid bodies is fully resolved, obviating the use of approximate formulas for drag, lift, or settling speed. This more general approach complements previous approaches to modeling magmatic suspensions and is particularly advantageous for quantifying the dynamic interaction between solid bodies and their effect on the flow field in the ambient fluid, the effect of crystal geometry on settling behavior, and the onset of nonlinear rheologies at low to intermediate crystal fraction.
[71] Our numerical approach relies on a fictitious-domain approach in which the entire computational domain is treated as a fluid and the equations of solid-body motion in the crystalline domain are enforced through distributed Lagrange multipliers. Using this method, adding solid particles is only roughly 1% more expensive than doing a pure fluid solve throughout the entire domain and can be combined with any existing fluid solver by introducing an additional body force into the fluid equations of motion. Compared to previous approaches of solid-fluid coupling that follow a similar methodology, our implementation relies on an analytic quadrature scheme for spherical particles that enhances accuracy, reduces computational expense, and obviates the need to interpolate. We validate our code through several benchmarks in 2D and 3D.
