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In order to explain weak gravitation in our 4-dimensional universe, a 6-dimensional model with
a small extra 2D sphere is proposed. The traceless energy-momentum tensor is quite naturally
appeared in our 6-dimensional model. The warp factor is given by φ(θ) = ǫ+ sin θ, where ǫ plays a
role of killing the singular point φ(θ) = 0, and is assumed 0 < ǫ≪ 1. Any massive particle is rolling
down into points along this geodesic line. The light ray can be shown to stay in our 4-dimensional
universe. This suggest us that our 4-dimensional world can be located at θ = 0 and/or θ = π, its
background metric being ǫ2ηµν . As a result, we have the 4-dimensional Newton constant, which
is given by GN ≃ G6ǫ
10 and the fifth force coefficients appeared here are αi ≃ ǫ
2(i−4), i = 1, 2, 3.
Here G6 is the gravitational constant in 6-dimensional spacetime. If we take ǫ = 10
−3.8 against
G6 ∼ 1(GeV)
−2, we get GN ∼ 10
−38(Gev)−2, the present time gravitational constant.
PACS numbers: 04.30.-w, 04.50.-h, 11.25.Mj
I. INTRODUCTION
The gravitational force between two protons with mass m is characterized by GNm
2 = m2/M2P =
10−38, where MP is the Planck mass, while the electric force between them is characterized by
e2/~c = 1/137 ≃ 10−2, e being the electric charge of the proton. This extremely smallness of the
gravitational force is widely known as one of the hierarchy problem.
Why is the gravitational force so weak compared with the electromagnetic force? This problem
has been so far pursued by higher dimensional models [1–7] rather than 4-dimensions, especially by
the superstring theory [8], which requires 10-dimensional world volume. Comparing graviton with
photon, graviton is made of closed string, while photon is made of open string, both ends of which
are attached on the brane. So, closed string can freely move from D3-brane to extra dimensions,
whereas open string cannot move to other dimensions, staying only on D3-brane. As a consequence
the number of gravitons on the D3-brane is only decreasing, while the number of photons is not.
This is the reason why the gravitational force becomes so weak compared with the electromagnetic
force.
However, it may be so hard to solve exactly the hierarchy problem even by the superstring theory.
A general overview is such that we have an equation for the 4-dimensional Newton constant GN
GN =
G4+d
Rd
, (1.1)
where G4+d is the gravitational constant in the (4+d)-dimensional spacetime, and R is the size of
compactified dimensional extra-space. In this view the weak gravitation in our universe comes from
so large R.
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2Contrary to this, in the present paper we would like to propose a 6-dimensional model with the
small extra- space with a background metric
ds2 = gIJdx
IdxJ (1.2)
= φ2(θ)ηµνdx
µdxν + a2(dθ2 + sin2 θdϕ2) ,
where xµ are 4-dimensional coordinates, while 0 ≤ θ ≤ π and 0 ≤ ϕ ≤ 2π are coordinates for extra
two-dimensional spherical surface with a constant radius a, which is assumed to be very small. The
warp factor φ(θ) here is given by
φ(θ) = ǫ+ sin θ , (0 < ǫ≪ 1) (1.3)
where the small parameter ǫ plays a role of that the warp factor does not vanish at θ = 0, π. We
are amused to suppose that such a factor ǫ may come from something like quantum gravity effects
to kill the singular point φ(θ) = 0 [9].
We can easily see that the energy of any particle running along the geodesic line above is given
by
E =
(dθ
dτ
)2
+
c 26
sin2 θ
− A
2
φ2(θ)
, (1.4)
where A2 = (c20 − ~c2)/a2, dx0/dτ = c0/φ2, d~x/dτ = ~c/φ2, dϕ/dτ = c6/ sin2 θ with c0, ~c, c6 being
constants. When c6 = 0, the potential has a maximum value −A2 at θ = π/2 and the lowest
value −A2/ǫ2 at θ = 0, π, so that any particle is rolling down into points θ = 0, π. As for massless
photons we can see that they stay only in our 4-dimensional universe, but not traveling in extra-
dimensions. This suggest us that our 4-dimensional world can be located at θ = 0 and/or θ = π,
and its background metric gµν becomes ǫ
2ηµν .
For small fluctuations around this background we calculate the gravitational potential. In this
formulation we would like to point out that the traceless energy-momentum tensor is quite naturally
appeared in our 6-dimensional model. We owe this fact very much to put the traceless condition for
weak gravitational field..
The gravitational potential related with test masses M0 and M1 in our 4-dimensional universe is
calculated as
V (r) = −GNM0M1
r
(
1 +
3∑
i=1
αie
−mir
)
, (1.5)
where GN ≃ G6ǫ10 and αi ≃ ǫ2(i−4), i = 1, 2, 3. Here G6 is the gravitational constant in 6-
dimensional spacetime with dimensions 2 in our model. The second exponential terms come from
the KK modes which appear here only three as the fifth force, and rapidly drops off outside of the
extra dimensions a < r. The hierarchy problem will be discussed in concluding remarks.
In Sec.II the gravitational wave equation with the warp factor (1.3) is derived. In Sec.III we
divide θ into three regions. We seek solutions of the wave equation in each region. Connections
of these solutions at boundaries are then considered. In Sec.IV the gravitational potential in our
4-dimensional universe is calculated by means of the Green function. The final section is devoted
to concluding remarks. The Appendix is prepared for calculations for the case of µ pure imaginary,
where µ is the suffix of the associated Legendre function.
II. GRAVITATIONAL WAVE EQUATION
The Einstein equation with the 6-dimensional metric gIJ is given by
RIJ − 1
2
gIJR+ ΛgIJ = κTIJ , (2.1)
3where κ = 8πG6 and all others are in familiar notations. We rewrite this equation in the form
RIJ − 1
2
gIJΛ = κ
(
TIJ − 1
4
gIJT
)
, (2.2)
with T = gIJTIJ . The factor 1/4 is characteristic in the 6-dimensional model.
We look for background solutions of Eq. (2.2) for the warp factor φ(θ) with the ansatz for stress-
energy tensors of bulk matter fields [10–13]
Tµν = gµνf1(θ) = φ
2(θ)ηµνf1(θ) , (2.3)
T55 = g55f2(θ) = a
2f2(θ) ,
T66 = g66f3(θ) = a
2 sin2 θf3(θ) .
All other elements vanish.
Relevant quantities are inserted into the (µν) component of Eq. (2.2) to give
3
φ′2
φ2
+
φ′′
φ
+
cos θ
sin θ
φ′
φ
+
1
2
Λa2 =
1
4
κa2(f2 + f3) . (2.4)
In the same way, we get
4
φ′′
φ
− 1 + 1
2
Λa2 =
1
4
κa2(4f1 − 3f2 + f3) , (2.5)
for the 55-component, and
4
cos θ
sin θ
φ′
φ
− 1 + 1
2
Λa2 =
1
4
κa2(4f1 + f2 − 3f3) , (2.6)
for the 66-component. From Eqs. (2.4)-(2.6) we obtain
f1 =
1
κa2
[
3
φ′′
φ
+ 3
φ′2
φ2
+ 3
cos θ
sin θ
φ′
φ
− 1 + Λa2
]
, (2.7)
f2 =
1
κa2
[
6
φ′2
φ2
+ 4
cos θ
sin θ
φ′
φ
+ Λa2
]
,
f3 =
1
κa2
[
4
φ′′
φ
+ 6
φ′2
φ2
+ Λa2
]
.
We assume that f1, f2 behave at most as 1/ sin θ at θ ∼ 0, π. Under these boundary conditions we
have a solution for φ(θ)
φ(θ) = ǫ+ sin θ , (0 < ǫ≪ 1) (2.8)
The small parameter ǫ plays a role of killing singular point φ(θ) = 0. We are amused to suppose
that such a factor may come from something like quantum gravity effects to kill the singular point
at φ(θ) = 0 [9]. The stress-energy tensor TIJ is, therefore, given by substituting Eq. (2.8) into Eq.
(2.7).
Let us now consider the most general perturbation g
(1)
IJ = hIJ around the background metric g
(0)
IJ ,
that is,
ds2 = gIJdx
IdxJ = (g
(0)
IJ + g
(1)
IJ )dx
IdxJ , (2.9)
4where
gµν = g
(0)
µν + g
(1)
µν = φ
2(θ)ηµν + hµν , g
(0)
µν = φ
2(θ)ηµν , g
(1)
µν = hµν , (2.10)
gµ5 = g
(1)
µ5 = hµ5, gµ6 = g
(1)
µ6 = hµ6 ,
g55 = g
(0)
55 + g
(1)
55 = a
2 + h55, g66 = g
(0)
66 + g
(1)
66 = a
2 sin2 θ + h66, g56 = g
(1)
56 = h56 .
We put here the gauge conditions
∂Ih
I
µ = 0 , ∂Ih
I
5 = 0, h56 = 0 . (2.11)
We now expand RIJ , TIJ in order hIJ as
RIJ = R
(0)
IJ +R
(1)
IJ , TIJ = T
(0)
IJ + T
(1)
IJ . (2.12)
where
T (0)µν = g
(0)
µν f1(θ) = φ
2(θ)ηµνf1(θ) , (2.13)
T
(0)
55 = g
(0)
55 f2(θ) = a
2f2(θ) ,
T
(0)
66 = g
(0)
66 f3(θ) = a
2 sin2 θf3(θ) .
We shall restrict our attention to the most interesting case of a static particle with mass M0 located
at ~x = θ = 0. In this case the energy-momentum tensor is given by
T (1)µν = τµν(x)δ(θ) = M0δ
0
µδ
0
νδ
(3)(~x)δ(θ) , (2.14)
T
(1)
IJ = 0 , (I, J 6= 0)
τµν being in order hµν .
The first-order equation in Eq. (2.2 ) is given by
R
(1)
IJ −
1
2
g
(1)
ab Λ +
1
4
κg
(1)
IJ T
(0) +
1
4
κg
(0)
IJ T˜
(1) = κ
[
T
(1)
IJ −
1
4
g
(0)
IJ T
(1)
]
≡ κΣIJ . (2.15)
where T = gIJTIJ = T
(0) + T (1) + T˜ (1) with
T (0) = 4f1(θ) + f2(θ) + f3(θ) ,
T (1) = g(0)µνT (1)µν = τ
λ
λ (x)δ(θ) ,
T˜ (1) = g(1)µνT (0)µν = −hλλf1(θ)− h55f2(θ)− h66f3(θ) .
The source terms ΣIJ are explicitly given by
Σµν(x, θ) =
[
τµν(x) − 1
4
g(0)µν τ(x)
]
δ(θ) =
(
δ 0µ δ
0
ν +
1
4
ηµν
)
M0δ
(3)(~x)δ(θ) , (2.16)
Σ55(x, θ) = −a2τ(x)δ(θ) = 1
4
(a
ǫ
)2
M0δ
(3)(~x)δ(θ) ,
Σ66(x, θ) = −1
4
a2 sin2 θτ(x)δ(θ) = 0 ,
where τ(x) ≡ τλλ(x). We solve Eq. (2.15) under such approximation that the source term Σ55 is
negligible compared with Σµν , that is, |Σ55/e2a| ≪ |Σµν |, where a = a0ea, ea being the unit length.
5This will be realized by the assumption (a0/ǫ)≪ 1. We can then put as Σ55 ≃ 0.
The (µν) component equation of Eq. (2.15) is given by
− 1
2
[
∂I∂
Ihµν + ∂µ∂νh
I
I
]
(2.17)
− 1
2a2
[
gµν
φ′
φ
∂θh
I
I +
cos θ
sin θ
∂θhµν − 8
(φ′′
φ
+
φ′2
φ2
+
cos θ
sin θ
φ′
φ
)
hµν + (2− 2Λa2)hµν
]
+
(φ′
φ
+
1
2
cos θ
sin θ
)(
∂µh
5
ν + ∂νh
5
µ
)
+
(3φ′2 + φφ′′
φ2
+
cos θ
sin θ
φ′
φ
)
h55g(0)µν −
κ
4
g(0)µν
(
f1(θ)h
λ
λ + f2(θ)h
5
5 + f3(θ)h
6
6
)
= κ[T (1)µν −
1
4
g(0)µν T
(1)] = κΣµν(x, θ) .
Taking the 4d-trace of this equation we have
− 1
2
[
∂I∂
Ihλλ + ∂µ∂
µhII
]
(2.18)
− 1
a2
(
4
φ′
φ
+
1
2
cos θ
sin θ
)
∂θh
λ
λ −
1
a2
(
4
φ′
φ
+
cos θ
sin θ
)
∂θh
5
5 −
2
a2
φ′
φ
∂θh
6
6
+
1
a2
(6φ′2
φ2
+ 4
cos θ
sin θ
φ′
φ
− Λa2)h55 − 1a2
(4φ′′
φ
+ 6
φ′2
φ2
+ Λa2
)
h66 = 0 .
The (55) component equation of Eq. (2.15) is given by
− 1
2
(
∂I∂
Ih55 + ∂
2
θ h
I
I
)− φ′
φ
∂θh
λ
λ +
1
2
cos θ
sin θ
(
∂θh
5
5 − 2∂θh66
)
(2.19)
− 1
4
(
3
φ′′
φ
+ 3
(φ′)2
φ2
+ 3
cos θ
sin θ
φ′
φ
− 1 + Λa2)hλλ + (4φ
′′
φ
+
9
2
φ′2
φ2
+ 3
cos θ
sin θ
φ′
φ
+
3
4
Λa2 − 1)h55
− (φ′′
φ
+
3
2
(φ′)2
φ2
+
1
4
Λa2
)
h66 = κΣ55(x, θ) ≃ 0 .
As special solutions of Eqs. (2.18) and (2.19) we get approximately
hλλ = h
5
5 = h
6
6 = 0 . (2.20)
The (56) component of Eq.(2.15) is given by
1
2
(
∂θ∂Ih
I
6 − ∂ϕ∂θhII
)
+
1
2
(φ′
φ
− cos θ
sin θ
)(
2∂βh
β
6 − ∂ϕhλλ
)
+ 2
φ′
φ
∂ϕh
5
5 = 0 . (2.21)
Hence, according to Eqs. (2.11) and (2.20) we get a special solution of this equation
∂Ih
I
6 = 0 . (2.22)
As for the (66) component equations of Eq. (2.15), we get
1
2
(
2∂ϕ∂Ih
I
6 − ∂ 2ϕ hII − ∂I∂Ih66
)− 1
2
sin θ cos θ∂θh
I
I −
(
2
φ′
φ
− 3
2
cos θ
sin θ
)
∂θh66 (2.23)
− 1
4
sin2 θ
(
3
φ′′
φ
+ 3
(φ′)2
φ2
+ 3
cos θ
sin θ
φ′
φ
− 1 + Λa2)hλλ − sin2 θ(32
φ2
φ2
− 3 sin θ cos θφ
′
φ
− 1
4
Λa2 − 1)h55
+ sin2 θ
(
3
φ′′
φ
+
9
2
φ′2
φ2
+ 4
cos θ
sin θ
φ′
φ
+
3
4
Λa2 − 1− 2cos
2 θ
sin2 θ
)
h66
= κΣ66(x, θ) = 0 ,
6This equation is automatically satisfied by Eqs.(2.20) and (2.22).
For (5µ) and (6µ) components of Eq.(2.15) we get
− 1
2
(
∂I∂
Ihµ5 + ∂µ∂θh
I
I
)
(2.24)
− 1
2
(φ′
φ
− cos θ
sin θ
)(
2∂ϕh
6
µ − ∂µh66
)
+
1
2
(
3
φ′
φ
+
cos θ
sin θ
)
∂µh
5
5
− (3φ′
2
φ2
+
φ′′
φ
+
cos θ
sin θ
φ′
φ
)
h5µ +
1
2a2
(
8
φ′′
φ
+ 12
φ′2
φ2
+ 8
cos θ
sin θ
φ′
φ
)
h5µ +
1
a2
(
Λa2 − 1)h5µ = 0 .
and
1
2
(
∂µ∂Ih
I
6 − ∂I∂Ih6µ − ∂ϕ∂µhII
)
(2.25)
+
(
2
φ′
φ
− 1
2
cos θ
sin θ
)
∂ϕh
5
µ −
(φ′
φ
− 1
2
cos θ
sin θ
)
∂θh6µ −
(
cos2 θ + sin θ cos θ
φ′
φ
)
h6µ
+
1
2a2
(
8
φ′′
φ
+ 12
φ′2
φ2
+ 8
cos θ
sin θ
φ′
φ
)
h6µ +
1
a2
(
Λa2 − 1)h6µ = 0 .
respectively. As special solutions of both equations we have
h5µ = h6µ = 0 . (2.26)
according to results of Eqs. (2.11), (2.20) and (2.22).
Finally, thanks to results (2.11), (2.20), (2.22) and (2.26), Eq. (2.17) reduces to
− 1
2φ2
hµν − 1
2a2 sin2 θ
∂ 2ϕ hµν (2.27)
− 1
2a2
[
∂ 2θ hµν +
cos θ
sin θ
∂θhµν − 8
(φ′′
φ
+
φ′2
φ2
+
cos θ
sin θ
φ′
φ
)
hµν + (2− 2Λa2)hµν
]
= κ[τµν(x)− 1
4
g(0)µν τ(x)]δ(θ) ,
where  = ηµν∂µ∂ν . Note that we have imposed six gauge conditions (2.11), but the other results
(2.20), (2.22) and (2.26) are not new gauge conditions, which are obtained as special solutions of
Einstein equations in the gauges (2.11). The six gauge conditions are realized by six coordinate
gauge functions εI(x). Namely, under an infinitesimal coordinate transformation x¯I = xI + εI(x),
any general metric gIJ will transform in first order as g¯IJ = gIJ + εI,J + εJ,I . Since the number of
gauge conditions are the same as that of εI , we see that there occur no contradictions among six
gauge conditions. In the following we take a model of Λa2 = 3. Substituting φ(θ) = ǫ + sin θ into
above, we get
− 1
2φ2
hµν − 1
2a2
[
∂ 2θ +
cos θ
sin θ
∂θ + 20− 8 + 16ǫ sin θ
φ sin θ
− 8 + 16ǫ sin θ + 8ǫ
2
φ2
]
hµν (2.28)
− 1
2a2 sin2 θ
∂2ϕhµν ≡ Lhµν = κ
[
τµν(x) − 1
4
ηµντ(x)
]
δ(θ) ,
This equation can be solved by means of the Green function, which is given by eigenfunctions of
the differential operator L in the left-hand side, that is,
Lhµν = 0 . (2.29)
7Separating the four-dimensional mass term by
hµν(x, θ, ϕ) = hµν(0) exp (ikµx
µ)f(θ)k(ϕ) , kµk
µ = −m2 , (2.30)
with hλλ(0) = 0, Eq. (2.29) becomes a simply separable equation. Hence we get (∂
2
ϕ + n
2)k(ϕ) = 0,
where n should take integral values, because k(ϕ) is a 2π-periodic function. The equation for f(θ)
is, therefore, given by
[
∂ 2θ +
cos θ
sin θ
∂θ + 20− n
2
sin2 θ
− 8 + 16ǫ sin θ
sin θ(ǫ+ sin θ)
− 8 + 16ǫ sin θ + 8ǫ
2 −m2a2
(ǫ+ sin θ)2
]
f(θ) = 0 . (2.31)
III. CONNECTION CONDITIONS
A. Three regions
Let us separate θ into three regions,
I. 0 ≤ θ ≤ α , (3.1)
II. α ≤ θ ≤ π − α ,
III. π − α ≤ θ ≤ π ,
where 0 < ǫ≪ α≪ 1. We seek solutions of Eq. (2.31) in each region. Then we consider connections
of solutions at boundaries θ = α and θ = π − α.
In the region II one can neglect ǫ in Eq. (2.31), so that it reduces to
[
∂ 2θ +
cos θ
sin θ
∂θ + ν(ν + 1)− µ
2
sin2 θ
]
f(θ) = 0 , (3.2)
where ν(ν+1) = 20 and µ2 = n2+16−m2a2. This equation is nothing but the associated Legendre
equation with (ν, µ) = (4,
√
n2 + 16−m2a2). A general solution of Eq. (3.2) is, therefore, given by
f(θ) = APµ4 (z) +BQ
µ
4 (z) , z = cos θ . (3.3)
In the region I we can use an approximation sin θ ∼ θ. So, Eq. (2.31) reduces to
[
∂ 2x +
1
x
∂x + 20ǫ
2 − n
2
x2
+
8
x(1− x) −
8−m2a2
(1 − x)2
]
f(x) = 0 , (3.4)
with x = −θ/ǫ.
If we neglect 20ǫ2 and put f(x) = (−x)n(1−x)δg(x), we get a solution for g(x) in terms of Gaussfs
hypergeometric function
g(x) = F (α, β, γ;x) , (3.5)
where
α = n+ δ + µ , β = n+ δ − µ , γ = 2n+ 1 , δ = 1±
√
33− 4m2a2
2
. (3.6)
8Here it is enough to consider only the case of µ positive, because F (α, β, γ;x) is symmetric under
the exchange between α and β.
Since γ ∈ Z, the general solution of g(x) is given by [14]
g(x) = C1F (α, β, γ;x) (3.7)
+ C2
[
F (α, β, γ;x) ln x−
2n∑
k=1
(2n)k(k − 1)!
(2n− k)!(1− α)k(1− β)k (−x)
−k
+
∞∑
k=0
(α)k(β)k
(2n+ 1)kk!
xk
(
ψ(α+ k) + ψ(β + k)− ψ(1 + k)− ψ(2n+ 1 + k))] .
In the following we do not interest the n 6= 0 solutions, because they do not contribute to the
Green function GR(xµ, θ = 0;x
′
µ, θ
′ = 0). This can be seen from the equation f(θ) = (θ/ǫ)n(1 +
θ/ǫ)δg(−θ/ǫ), which is zero at θ = 0 when n 6= 0, whereas not zero when n = 0. So we put n = 0 in
Eq. (3.7) to yield
g(x) = C1F (α, β, γ;x) . (3.8)
+ C2
[
F (α, β, γ;x) ln x+
∞∑
k=0
(α)k(β)k
k!
xk
(
ψ(α+ k) + ψ(β + k)− 2ψ(1 + k))] .
Since f(x) = (1 − x)δg(x) should be finite at x = 0, we must set always C2 = 0. That is, the
regular solution of Eq. (3.8) with n = 0 at x = 0 is given by
f(x) = C1(1 − x)δF (α, β, γ;x) . (3.9)
In the region III with notations, θ′ = π − θ, x′ = −θ/ǫ, we have also the same regular solution at
x′ = 0
f(x) = D1(1− x′)δF (α, β, γ;x′) . (3.10)
B. The case of µ integer
Around θ = α one can use the formula in Ref.[15]. For µ 6= 0 we have
f(x) = C1
[Γ(δ + µ) sinπ(δ − µ)
π(2µ)!Γ(δ − µ) ln (−x)(−x)
−µ +
Γ(2µ)
Γ(δ + µ)Γ(1− δ + µ) (−x)
µ (3.11)
+ (−x)−µΓ(δ + µ) sinπ(δ − µ)
π(2µ)!Γ(δ − µ)
(
ψ(1) + ψ(2µ+ 1)− ψ(1− µ− δ)− ψ(δ + µ))] .
Let us now consider connection conditions between several functions obtained above.
1. µ =1, 2, 3, 4
This is the case of m2a2 = 16−µ2, δ = (1±
√
4µ2 − 31)/2. Around θ = α, Eq. (3.11) behaves as
f(x) ≃ C1
(θ
ǫ
)µ
dµ , (3.12)
9with
dµ =
Γ(2µ)
Γ(δ + µ)Γ(µ+ 1− δ) . (3.13)
The equation (3.12) is compared with the solution (3.3) in the same region, i.e.,
f(z) = AµP
µ
4 (cos θ) +BµQ
µ
4 (cos θ) ∼ Aµβµθµ +B
β′µ
θµ
, (3.14)
where
β1 = 10 , β2 = 45 , β3 = 105 , β4 = 10 , (3.15)
β′1 = 1 , β
′
2 = 2 , β
′
3 = 8 , β
′
4 = 48 ,
and
Aµ = C1
dµ
β′µǫµ
, Bµ = 0 . (3.16)
The same connection should be taken at θ = π − α. Around θ′ = α, the regular solution with
notations, θ′ = π − θ, x′ = −θ′/ǫ, is given by
f(x′) ≃ D1
(θ′
ǫ
)µ
dµ . (3.17)
This is compared with the solution (3.3) in the same region, i.e.,
f(cos θ) = f(cos (π − θ′)) ∼ (−1)µAµβµθ′µ + (−1)µ+1Bµ
β′µ
θ′µ
, (3.18)
to get Aµ = (−1)µD1 dµβµǫµ , Bµ = 0. Since f(θ) = AµP
µ
4 (cos θ) is (anti-)symmetric under the
exchange between θ and θ′, we have D1 = (−1)µC1.
To sum up, we have solutions with µ =1, 2, 3 and 4, i.e.,
f(θ) =


Aµ
βµ
dµ
ǫµ
(
1 + θǫ
)δ
F
(
δ + µ, δ − µ, 1;− θǫ
)
, (0 ≤ θ ≤ α)
AµP
µ
4 (cos θ) , (α ≤ θ ≤ π − α)
(−1)µAµ βµdµ ǫµ
(
1 + π−θǫ
)δ
F
(
δ + µ, δ − µ, 1;−π−θǫ
)
. (π − α ≤ θ ≤ π)
(3.19)
Normalizations for solutions with µ =1, 2, 3, 4 are given by
1 =
∫ 1
−1
dz |f(z)|2 ≃
∫ 1
−1
dz |AµPµ4 (z)|2 = |Aµ|2
2
9
(4 + µ)!
(4− µ)! , (3.20)
|Aµ|2 = 9
2
(4− µ)!
(4 + µ)!
.
Here we have neglected small contributions which come from small regions I and III.
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2. µ = 0
This is the case of m2a2 = 16, δ = 1±i
√
31
2 . Around θ = α, the formula with µ = 0 in Ref.[15]
behaves like
f(x) = C1
[ sinπδ
π
ln
θ
ǫ
+
sinπδ
π
(
2ψ(1)− ψ(1− δ)− ψ(δ))] . (3.21)
Note that the second term in the formula in Ref.[15] does not appear for the µ = 0 case. The
equation (3.21) is compared with the solution (3.3.2) in the same region, i.e.,
f(z) = AP4(cos θ) +BQ4(cos θ) ∼ A+B ln 2
θ
= B ln
ǫ
θ
+A+B ln
2
ǫ
, (3.22)
to give
B = −C1 sinπδ
π
, (3.23)
A = −B
[
ln
2
ǫ
+ 2ψ(1)− ψ(1− δ)− ψ(δ)
]
. (3.24)
The same connection should be taken at θ = π − α. Around θ = α, Eq. (3.11) is given by
f(x′) = D1
sinπµ
π
[
ln
θ′
ǫ
+ 2ψ(1)− ψ(1− δ)− ψ(δ)
]
. (3.25)
This is compared with the solution (3.3) in the same region, i.e.,
f(cos θ) = f(cos (π − θ′)) ∼ A−B ln 2
θ′
, (3.26)
to give
A = B
[
ln
2
ǫ
+ 2ψ(1)− ψ(1− δ)− ψ(δ)
]
. (3.27)
The plus sign of A contradicts with the minus sign of Eq. (3.24). So we conclude that there is no
solution with µ = 0.
C. The case of µ /∈ Z
In this section we consider the case of µ /∈ Z. We would like to show that there are no solutions
with such µ real.
It is enough to consider only a case of µ real positive, as already noted before. In this case the
equation
f(z) = AµP
µ
4 (z) +BµQ
µ
4 (z) , z = cos θ , α ≤ θ ≤ π − α , (3.28)
can be written in the following form:
f(z) = Cµ
[1 + z
1− z
]µ/2
fµ(z) +Dµ
[1 + z
1− z
]−µ/2
f−µ(z) , (3.29)
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where
fµ(z) = F (5,−4, 1− µ, 1− z
2
) (3.30)
= 1− 10(1− z)
1− µ +
45(1− z)2
(1− µ)(2 − µ) −
105(1− z)3
(1− µ)(2− µ)(3 − µ) +
105(1− z)4
(1− µ)(2 − µ)(3− µ)(4 − µ) .
Around θ = α we still take Eq. (3.9), i.e.
f(x) = C1(1 − x)δF (α, β, γ;x) . (3.31)
In this region, one can use the formula[16] to yield
f(θ) ≃ C1
[ Γ(2µ)
Γ(1 − δ + µ)Γ(δ + µ)
(θ
ǫ
)µ
+
Γ(−2µ)
Γ(1− δ − µ)Γ(δ − µ)
(θ
ǫ
)−µ]
. (3.32)
This is compared with Eq. (3.29) around θ = α, i.e.,
f(x) = Cµ
(2
θ
)µ
+Dµ
(2
θ
)−µ
, (3.33)
to give
Cµ = C1
Γ(−2µ)
Γ(1− δ − µ)Γ(δ − µ)
( ǫ
2
)µ
≃ 0 , (3.34)
Dµ = C1
Γ(2µ)
Γ(1 − δ + µ)Γ(δ + µ)
(2
ǫ
)µ
. (3.35)
These equations tell us Cµ ≃ 0 around θ = α, when µ is real positive.
Next we consider the connection at θ = π−α. Around θ′ = α, the regular solution with notations,
θ′ = π − θ, x′ = −θ′/ǫ, is given by
f(x′) = D1(1− x′)δF (α, β, γ;x′) (3.36)
≃ D1
[ Γ(2µ)
Γ(1− δ + µ)Γ(δ + µ)
(θ′
ǫ
)µ
+
Γ(−2µ)
Γ(1− δ − µ)Γ(δ − µ)
(θ′
ǫ
)−µ]
.
On the other hand, Eq. (3.29) behaves as, in the same region,
f(cos θ) = f(cos (π − θ′)) ≃ Cµ
(θ′
2
)µ
fµ(−1) +Dµ
(θ′
2
)−µ
f−µ(−1) . (3.37)
Comparing Eq.(3.37) with Eq.(3.36) we have
Cµ = D1
Γ(2µ)
Γ(1− δ + µ)Γ(δ + µ)fµ(−1)
(2
ǫ
)µ
, (3.38)
Dµ = D1
Γ(−2µ)
Γ(1− δ − µ)Γ(δ − µ)f−µ(−1)
( ǫ
2
)µ
≃ 0 . (3.39)
Both results Cµ = Dµ ≃ 0 in Eqs. (3.34) and (3.39) mean that there are no solutions with µ real
positive other than 1, 2, 3, 4.
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D. The case of µ pure imaginary
We set µ = iµ′ with µ′ real. Note that the case of µ′ = 0 is ruled out by the definition of Eq.
(3.29). From Eqs. (3.34) and (3.35) with µ = iµ′ it follows that
C
D
=
Γ(−2iµ′)Γ(1− δ + iµ′)Γ(δ + iµ′)
Γ(2iµ′)Γ(1− δ − iµ′)Γ(δ − iµ′)
( ǫ
2
)2iµ′
, (3.40)
while from Eqs. (3.38) and (3.39)
C
D
=
Γ(2iµ′)Γ(1− δ − iµ′)Γ(δ − iµ′)
Γ(−2iµ′)Γ(1 − δ + iµ′)Γ(δ + iµ′)
f−iµ′(−1)
fiµ′(−1)
( ǫ
2
)2iµ′
. (3.41)
Both equations (3.40) and (3.41) yield
( ǫ
2
)4iµ′
=
[ Γ(2iµ′)Γ(1− δ − iµ′)Γ(δ − iµ′)(1 − iµ′)(2− iµ′)(3 − iµ′)(4− iµ′)
Γ(−2iµ′)Γ(1− δ + iµ′)Γ(δ + iµ′)(1 + iµ′)(2 + iµ′)(3 + iµ′)(4 + iµ′)
]2
. (3.42)
In the Appendix , however, it is shown that there are no solutions for µ′ in this equation
IV. GREEN FUNCTION
The Einstein equation for hµν is given by Eq. (2.28) in 6-dimensions. However, we have set
n = 0 for eigenfunctions k(ϕ) in Eq.(2.30), so that the ϕ-dependence completely disappears from
the theory. So, let us write Eq.(2.28) in the 5-dimensional form:
Lhµν = κΣµν(x, θ) , (4.1)
where
L = − 1
2φ2(θ)
∂λ∂
λ − 1
2a2
[
∂2θ +
cos θ
sin θ
∂θ + 20− 8
φ2(θ)
− 8
φ(θ) sin θ
]
, (4.2)
Σµν(x, θ) =
(
τµν(x) − 1
4
ηµντ(x)
)
δ(θ) . (4.3)
Here Σµν(x, θ) is the traceless energy-momentum tensor, consistent with the traceless condition
hµµ = 0. We shall restrict our attention to the most interesting case of a static particle with mass
M0 located at ~x = θ = 0. In this case the energy-momentum tensor is given by τ00(x) = M0δ(~x)
and others = 0. Then we have Σ00(X) = (3/4)M0δ(~x)δ(θ).
The solution hµν can be derived by means of the Green function as
hµν(X) =
∫
d5X ′ GR(X,X ′)κΣµν(X ′), X = (x, θ) , (4.4)
The Green function is defined by
LGR(X,X
′) = δ5(X −X ′) , (4.5)
where
GR(X,X
′) = L−1
∑
m
hm(X)h
†
m(X
′) (4.6)
= (−2)
∑
m
∫
d4p
(2π)4
eip(x−x
′)
1
φ2(θ)(−p2 −m2)
hm(θ)h
†
m(θ
′) .
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Here hm(θ) are mass eigenfunctions of the differential operator L.
Following Tanaka et al. [4] we define the stationary Green function by
GR(~x, θ; ~x′, θ′) =
∫ ∞
−∞
dt′GR(X,X ′) (4.7)
= 2
∑
m
∫
d3p
(2π)3
ei~p(~x−~x
′)
1
φ2(θ)(~p
2 +m2)
hm(θ)h
†
m(θ
′)
= 2φ2(θ)
1
4πr
[
h0(θ)h
†
0(θ) +
∑
m 6=0
e−mrhm(θ)h†m(θ
′)
]
,
where r = |~x− ~x′|. The gravitational potential between masses M0 and M1 separated by r is given,
by putting θ = θ′ = ~x′ = 0, as follows:
V (r) = −1
2
M1h00(r) = −3
8
M0M1GR(~x, 0;~0, 0) (4.8)
= −6πG6M0M1φ2(0) 1
4πr
[
h0(0)h
†
0(0) +
∑
m 6=0
e−mrhm(0)h†m(0)
]
,
where mass eigenstates are given by Eqs. (3.19), hence
hm(0) = Aµ
βµ
dµ
ǫµ ≡ cµǫµ µ =
√
16−m2a2 (4.9)
with
m =


0 , (µ = 4)√
7
a , (µ = 3)√
12
a , (µ = 2)√
15
a . (µ = 1)
(4.10)
Finally we have
V (r) = −GNM0M1
r
(
1 +
3∑
i=1
αie
−mri
)
, (4.11)
with
GN = 6c
2
4ǫ
10G6 , (4.12)
αi =
( ci
c4
)2
ǫ2(i−4) , (i = 1, 2, 3)
The gravitational potential for another point at θ = π is also calculated in the same way as above.
However, we have the same result as above, because mass eigenfunctions at θ = π are given by Eqs.
(3.19), and their absolute values are irrelevant to the sign factor (−1)µ.
Note that the 6-dimensional gravitational constant G6 has the same dimensions 2 as that of GN
in our model, because θ, ϕ have no dimensions.
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V. CONCLUDING REMARKS
We have proposed the 6-dimensional model with the metric (1.2), in order to explain weak gravi-
tation from small extra dimensions a/ea ≪ 1, ea is the unit length. The traceless energy-momentum
tensor is quite naturally obtained in our 6-dimensional model. We owe this fact very much to put
the traceless gauge condition for weak gravitational field.
The warp factor is given by φ(θ) = ǫ + sin θ, where ǫ plays a role of killing the singular point
φ(θ) = 0, and is assumed ǫ ≪ 1. As noted in the introduction, we are enough to calculate
gravitational potentials for sources at θ = 0 and/or at θ = π, though both potentials happen to be
completely the same.
We have the gravitational potential for test masses M0 and M1 in our 4-dimensional universe,
which is given by Eq. (4.11). Here important results are GN ≃ G6ǫ10 and αi ≃ ǫ2(i−4), i = 1, 2, 3.
The second exponential terms come from the KK modes which appear here only three as the fifth
forces, and rapidly drops off outside of the extra dimensions a < r. If we take ǫ = 10−3.8 against
G6 ∼ 1(GeV)−2, we get GN ∼ 10−38(GeV)−2, the present time gravitational constant.
Inside of the extra dimensions a > r, the second exponential terms dominate. It is larger than 1
by at most αi ∼ 1023, so that the effective Newton constant becomes GN × 1023 ≃ 10−15(GeV)−2.
This value is still small but extremely larger than GN = 10
−38(GeV) by 1023. If we succeed
experimentally to check such large values of the fifth force coefficients αi, we then conclude that
there exists certainly the extra dimensional world.
The reason why the gravitational force is so weak compared with the electromagnetic force is that
the gravitational wave is going out of our 4-dimensional universe and running into the small extra
2D sphere as the KK modes, in which their effects are given by large enough value of αi. On the
other hand massless photons stay in our 4D universe, keeping the same electromagnetic strength.
We think that the so-called hierarchy problem appears here in something like a weaker form.
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Appendix A: The case of µ pure imaginary
We consider the equation (3.43), i.e.,
( ǫ
2
)4iµ′
=
[ Γ(2iµ′)Γ(1− δ − iµ′)Γ(δ − iµ′)(1 − iµ′)(2− iµ′)(3 − iµ′)(4− iµ′)
Γ(−2iµ′)Γ(1− δ + iµ′)Γ(δ + iµ′)(1 + iµ′)(2 + iµ′)(3 + iµ′)(4 + iµ′)
]2
, (A1)
In the following it is shown that this equation has no solutions for µ′. The case of µ′ = 0 is ruled
out by the definition.
We use δ = 1/2 + iσ, µ′ = m2a2 − 16 > 0, σ2 = m2a2 − 33/4 > 0. Hence (A1) can be written as
( ǫ
2
)4iµ′
=
[ Γ(2iµ′)Γ(12 − i(µ′ + σ))Γ(12 − i(µ′ − σ))(1 − iµ′)(2− iµ′)(3 − iµ′)(4− iµ′)
Γ(−2iµ′)Γ(12 + i(µ′ + σ))Γ(12 + i(µ′ − σ))(1 + iµ′)(2 + iµ′)(3 + iµ′)(4 + iµ′)
]2
, (A2)
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According to formulaes
Γ(z) =
1
z
∞∏
m=1
(
1 + 1m
)z
1 + zm
, (A3)
ln
1 + ix
1− ix = 2i tan
−1 x , (A4)
Eq. (A2) reduces to
µ′ ln
( ǫ
2
)
= tan−1 2(µ′ + σ) + tan−1 2(µ′ − σ) (A5)
+ tan−1 (−µ′) + tan−1 (−µ
′)
2
+ tan−1
(−µ′)
3
+ tan−1
(−µ′)
4
+
∞∑
m=1
(
tan−1
(−2µ′)
m
+ tan−1
µ′ + σ
m+ 12
+ tan−1
µ′ − σ
m+ 12
)
.
Thanks to the formula
tan
(
α+ β + γ
)
=
tanα+ tanβ + tan γ − tanα tanβ tan γ
1− tanα tanβ − tanβ tan γ − tanα tan γ , (A6)
we get
tan
(
tan−1
(−2µ′)
m
+ tan−1
µ′ + σ
m+ 12
+ tan−1
µ′ − σ
m+ 12
)
=
−(m+ 4)µ′
m3 +m2 + (4µ′2 + 8)m+ 2µ′2
, (A7)
tan
(
tan−1 2(µ′ + σ) + tan−1 2(µ′ − σ)) = µ′
8
,
Therefore, Eq. (A5) is finally given by
µ′
(− ln ( ǫ
2
))
= λ(µ′) +
∞∑
m=1
tan−1
(m+ 4)µ′
m3 +m2 + (4µ′2 + 2)m+ 2µ′2
, (A8)
where
λ(µ′) = − tan−1 µ
′
8
+ tan−1 µ′ + tan−1
µ′
2
+ tan−1
µ′
3
+ tan−1
µ′
4
(A9)
= tan−1
7µ′
8
+ tan−1
µ′
2
+ tan−1
µ′
3
+ tan−1
µ′
4
.
Let us now assume that there exists a solution of µ′ > 0. Then we can use an inequality tan−1 x < x
for x > 0 to yield
µ′
(− ln ( ǫ
2
))
< µ′
( 7
8 + µ′
+
1
2
+
1
3
+
1
4
)
+
∞∑
m=1
(m+ 4)µ′
m3 +m2 + (4µ′2 + 8)m+ 2µ′2
(A10)
<
47
24
µ′ +
∞∑
m=1
(m+ 4)µ′
m3
= µ′
(47
24
+ ζ(2) + 4ζ(3)
)
= µ′ × 4.80 ,
where ζ(n) is the zeta function. Since ǫ ≪ 1, the above inequality does not hold. Therefore, there
exist no solutions of µ′ > 0.
For the case µ′ < 0, one can put as µ′ = −µ′′, µ′′ > 0. The Eq. (A2) substituted µ′ = −µ′′
16
corresponds to the complex conjugate equation of the original equation with µ′ > 0. This fact shows
that there exist also no solutions of µ′ < 0.
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