Abstract Results of Monte Carlo calculated dose distributions of proton treatment of ocular melanoma are presented. An efficient spot-scanning method utilizing active energy modulation which also minimizes the number of target spots was developed. We simulated various parameter values for the particle energy spread and the pencil-beam diameter in order to determine values suitable for medical treatment. We found that a 2.5-mm-diameter proton beam with a 5% Gaussian energy spread is suitable for treatment of ocular melanoma while preserving vision for the typical case that we simulated. The energy spectra and required proton current were also calculated and are reported. The results are intended to serve as a guideline for a new class of low-cost, compact accelerators.
Introduction
Proton beams have the potential to decrease normal tissue damage and allow dose escalation in cancer therapy because the beam profile allows a more localized dose distribution at the tumor than do traditional X-rays. For covering the volume of a target lesion in particle therapy for cancer, two methods have been employed: passive scattering and spot scanning. In the passive scattering method, secondary neutrons from scatter foils, compensators, and collimators are a possible source of secondary malignancy [1] . Spot scanning was first proposed as an alternative to passive scattering methods by Kanai et al. [2] and was further investigated by Lomax et al. [3] . Spot scanning utilizes magnetic and mechanical scanning of a pencil proton beam such that individually weighted Bragg peaks are distributed under computer control [4] . For spot scanning, there is no need for patient-specific collimators, thereby reducing the whole-body neutron dose to the patient. Another advantage is that most of the particles from the accelerator can be delivered to the patient, rather than being absorbed by collimators or compensators, and therefore this method is potentially more efficient.
In this work, we present results of Monte Carlo simulations of proton dose distributions in which we used parameterized proton beams applied to ocular melanoma. We hope that the results of this study will serve as a guide for researchers developing proton facilities for medical treatment. We comment on the potential relevance of laser-accelerated protons [5] [6] [7] [8] for the treatment of ocular melanoma, which requires lower proton energies than do more deeply seated tumors, as well as relatively lower doses (fewer protons) because such tumors are typically small. However, the results should be applicable to proton therapy in general.
Materials and Methods

Monte Carlo simulation speed improvements
Geant4 [9] version 8.0p1 was used for these simulations. Geant4 has been validated previously for medical-physics applications [10] . In order to improve the execution speed, we modified the particle navigation library following Jiang and Paganetti [11] . To improve efficiency on a PC cluster, we also developed a custom parallelization of Geant4 [12] .
Simulations yield exactly the same results when running in parallel on a cluster or on a single processor as long as random-number-generator seed values are maintained and are set at the beginning of each event.
Following Jiang and Paganetti [11] , four physics processes were registered to the Geant4 physics list for proton interactions: proton elastic scattering (G4HadronElasticProcess), proton inelastic scattering (G4HadronInelasticProcess), ionization (G4hLowEnergyIonisation), and multiple scattering (G4MultipleScattering). For improved efficiency, only secondary protons and neutrons were tracked. The energy from secondary electrons was deposited locally because the range was assumed to be less than 1 mm in water.
The Geant4 maximum step size was limited to 1 mm.
Radiation treatment simulation software
We developed an application which investigates the effects of the proton beam diameter and energy spread on the dose distribution. The software allows the user to open a series of DICOM CT images, specify the target volume, one or more gantry positions, and specify various beam characteristics. The user can also enter the particle (i.e., event) count. We chose a particle count of 1 million for this study, which we determined to be sufficient for good energy deposit distribution statistics with a reasonable processing time.
We used a series of 11 CT images of a disease-free human head with a slice thickness of 2.5 mm and a pixel spacing of 0.3125 mm. The CT pixel value (in Hounsfield units) of each voxel was used for determining the voxel material. Each material is assigned a density and a chemical composition according to the data provided by Schneider et al. [13] . The software generates files which specify the different voxel materials and an event list containing the initial source position, direction, and energy of each particle in the simulation. The dose accumulation grid had the same size and dimensions as the CT data: 512 x 512 x 11; i.e. we did not subsample or smooth the CT values.
A database of depth and lateral dose profile curves was pre-computed by use of the Monte
Carlo package Particle and Heavy Ion Transport Code System (PHITS) [14, 15] . This database was used by our planning software for determining the initial energy peak, energy spread, and spot spacing. Depth-dose curves were computed for proton beams incident on An initial weighting factor was assigned to each target spot, which was used for determining the particle count. The deepest spot (associated with the highest energy) along a beam is assigned weight 1.0. Shallower spots are then assigned weights less than 1.0 based on the precomputed database of dose distribution curves in order to achieve a spread-out Bragg peak (SOBP). The target weight is then used with the total particle count for assignment of individual particle counts for each target spot. At this step, the energy spread and beam diameter are factored in by addition of small random values to the initial energy and position of each particle. In the case of the energy spread, random numbers are chosen so that the resulting particle energies have a Gaussian distribution with the specified full width at half maximum (FWHM). Another pair of random numbers is chosen to place the particle within the specified beam diameter. Particles are distributed evenly along the beam axis. The particle list is then written to a file which is read by the simulation program.
Target spot spacing
We incorporated a spot scanning method where the beam position and direction are fixed while target spots along the beam direction are scanned by means of depth variation; i.e., active energy variation for depth modulation. All beams are assumed to be parallel to each other in this simulation ( Fig. 1 ). This method requires a rapid alteration of the proton energy.
Our software also has the ability automatically to place target spots at locations with variable spacing based on the pre-computed database of dose profile curves in water. In the case of lateral spacing, lateral fall-off curves at the beam's pre-computed Bragg peak depth are used for determining the width (FWHM) of the beam, specifying a "spot width". The spot width is mostly affected by the beam diameter and by lateral scatter. For depth spacing, the beam's pre-computed depth-dose profile curve was used similarly for specifying a "spot depth". The spot depth is affected mostly by the energy spread.
Utilizing spot width and depth alone for spot spacing results in an uneven dose distribution within the target region due to under-dosed regions between spots. For achieving a smooth dose distribution, the spot width and the spot depth are multiplied by a "spacing factor". The spacing factor is usually less than 1.0 and has the effect of placing the spots closer together, i.e., increasing the number of spots. A spacing factor of 0.5, which we found yields a relatively smooth dose distribution while minimizing the number of target spots, was used throughout this simulation. A more detailed examination of the effect of the spacing factor on the dose distribution and the number of spots is a topic for future investigation.
Dose distribution optimization
It is difficult to predict the exact dose distribution in inhomogeneous patient volumes based on CT data alone. Therefore, after the initial Monte Carlo simulation, we fine-tuned the particle counts assigned to each target spot in the following way. The dose distribution for each target spot is calculated with the Monte Carlo simulation program and stored in separate files, one dose distribution file per target spot. The individual files are read and summed to form a complete dose distribution. The dose deposited at each target spot is compared with the dose average in the planning target volume (PTV). Spots that received less than the average dose (cold spots) are assigned more particles, and spots with a higher dose (hot spots) are assigned fewer particles. The process is repeated iteratively until it is determined that the result cannot be optimized further. Note that we do not attempt to reduce the dose deposited in critical structures; we only attempt to achieve a uniform dose distribution within the target volume in this optimization process.
Target polygon
The gross target volume (GTV) was modeled as a semi-ellipsoid with a semi-sphere base of height 4.8 mm and basal diameter 13 mm. The minimum tumor-optic disk distance was 5 mm.
The tumor-macula distance was 4 mm. The values were chosen to represent a typical tumor based on data reported by Dendale et al. [16] . The GTV was generated in the planning software by specification of the tumor height, base diameter, eye center, and tumor base position. A 2 mm margin was automatically added to the perimeter of the GTV to form the PTV. The volume of the PTV was .734 cm 3 . The target polygon (PTV) and organs at risk (OARs) are shown in Fig. 2 .
The prescribed dose was set to 54.5 Gy, which is equal to 60 cobalt Gray equivalent (CGE), assuming a relative radiobiological effectiveness (RBE) of 1.1. The tumor was assumed to be free of infiltration of the optic disk or macula. The dose distribution was normalized so that ninety-five percent of the PTV received at least 100% of the prescribed dose; i.e., "D95" for the PTV was set to 60 CGE. Four fractions in one week were assumed to be used, which is the common practice in conventional proton therapy. The effects of the energy spread and beam diameter were investigated with 60 CGE kept for D95 in each calculation.
Results
In the first series of simulations, the effect of the energy spread of the beam on the dose distribution was investigated. Energy spread values of 5, 10, and 15 percent were simulated.
The beam diameter was 2.5 mm in each case. Dose distributions are shown in Fig. 3 . Dosevolume histograms (DVHs) are shown in Fig. 4 , and simulation results are summarized in Table 1a . The table indicates that, at 5% energy spread, the dose to the macula and optic disc was below the tolerance values for the case that we simulated. At 10% and 15%, it is difficult to preserve critical structures located behind the distal edge of the target volume due to the elongated fall-off of the depth profile curve.
Target spot and beam characteristics are summarized in Table 1b. The table shows the effect of energy spread (5%, 10%, and 15%) on the depth spacing and the number of target spots with a constant beam diameter (2.5 mm). The depth spacing (the distance between target spots along a beam) is increased with increasing energy spread, whereas the number of target spots is decreased with increasing energy spread.
In the second series, the effect of the beam diameter on the dose distribution was investigated. Beam diameter values of 1.25, 2.5, and 5 mm were simulated. The energyspread value for each case was 5%. Dose distributions are shown in Fig. 5 , and DVHs are shown in Fig. 6 . Figure 5 illustrates that the volume of hot spots in the PTV increased when the beam diameter was increased from 1.25 mm to 2.5 mm. The simulation results are summarized in Table 2a . The table indicates that a beam diameter of less than or equal to 2.5 mm would not exceed the tolerance doses for the case that we studied. At 5 mm beam diameter, the dose to the lens becomes significant. A histogram of particle energy for a typical treatment plan is displayed in Fig. 7 . In general, more particles at the higher-energy end of the spectrum are necessary because more particles are targeted at deeper locations in forming the SOBP. The energy distribution is also affected by the target shape and the incident beam direction. The energy distribution is not smooth, partly due to the discrete proton energy values used for our calculations.
Discussion
Many parameters and parameter combinations (such as beam diameter, energy spread, lateral spacing, depth spacing, number of beams, and number of target spots) must be considered in assessing proton treatment of small superficial tumors. Realistically, some of the parameters may need to be predetermined in the clinical equipment because of mechanical or other limitations. In this study, we have simulated the effect of energy spread by using a fixed beam diameter (2.5 mm), and the effect of the beam diameter by using a fixed energy spread (5%). These values were chosen because they seemed to be the most likely parameters delivered by an actual accelerator. A more thorough parameter survey is necessary for determination of the effects of every possible combination of beam parameters.
For reducing treatment times, it is desirable to reduce the number of target spots in a plan.
However, there is a trade-off between the dose distribution and the number of target spots.
Our results suggest that, if the beam energy and lateral spacing are predetermined, the energy spread and beam diameters must be chosen carefully with this in mind. The clinical significance of dose-volume statistics of the PTV and organs at risk must be determined for each patient.
The dose distributions shown here contain many hot spots (overdose areas). These are caused partially by the histogram normalization method, where 95% of the target volume is forced to receive at least 100% of the prescribed dose. Without normalization, cold spots were prevalent around the lateral and distal edges, especially when a large beam diameter or energy spread was used. The cold spots became prevalent when the distance from the tumor polygon edge and nearest target spot was relatively large. This resulted in DVH curves for the target volume are not as steep (selective) as they should have been. Several methods could be employed for improving the dose distributions, including increasing the number of Monte Carlo events, decreasing the space between target spots, and improving the optimization algorithm. Furthermore, we have used a fixed spacing factor of 0.5 in this study. Introduction of a variable spacing factor for each beam may further improve the homogeneity of dose distributions. The spacing factor should be smaller near the polygon edges to prevent cold spots while maintaining a reasonable total number of spots. These are topics for future study.
In this work, doses to the macula and to the optic disc were high and above the clinical limits in some cases. This is mainly because these structures are located directly behind the distal edge of the target volume. Proton spectra that are closer to being monoenergetic may 
Conclusion
Our simulations show that a 2.5-millimeter beam diameter and a 5% percent energy spread can be considered as a starting point for ocular cases. The dose distributions suggest that there is merit to continuing such parameter studies and to considering further the potential for spot scanning proton sources. OARs include the lens, optic nerve macula, and optic disk. Figure 7 . A typical histogram of particle energy levels. 
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