Abstract. It is well-known that the "pre-2-category" Cat coh dg (k) of small dg categories over a field k, with 1-morphisms defined as dg functors, and with 2-morphisms defined as the complexes of coherent natural transformations, fails to be a strict 2-category. In [T2], D.Tamarkin constructed a contractible 2-operad in the sense of M.Batanin [Ba3], acting on Cat coh dg (k). According to Batanin loc.cit., it is a possible way to define a "weak 2-category". In this paper, we provide a construction of another contractible 2-operad O, acting on Cat coh dg (k). Our main tool is the twisted tensor product of small dg categories, introduced in [Sh3]. We establish a one-side associativity for the twisted tensor product, making (Cat 
Introduction

1.1
In this paper, we further investigate the twisted tensor product of small differential graded (dg) categories over a field k, which was recently introduced in [Sh3] . Recall that the twisted tensor product C ∼ ⊗ D fulfils the adjunction
where Fun dg (−, −) is the set of dg functors, and Coh dg (D, E) is the dg category whose objects are the dg functors f : D → E, and whose morphisms f ⇒ g are given by the reduced Hochschild cochains on D with coefficients in D op ⊗ D-module E(f (−), g(−)). The closed elements in Coh dg (D, E)(f, g) are thought of as derived natural transformations from f to g. Such derived complexes were introduced, for simplicial enrichment, by Cordier and Porter (see [CP] and the references for earlier papers therein), and were studied for a general enrichment in [Ba1, 2] , [St] . Unlike for the simplicial enrichment, for the dg enrichment there is an associative (vertical) composition, making Coh dg (−, −) a dg category. It follows from [Fa, Th.1.7] that, for D cofibrant for the Tabuada closed model structure [Tab] , the dg category Coh dg (D, E) is isomorphic in the homotopy category to the dg category RHom(D, E) introduced by Toën in [To] . In particular, for D, D ′ cofibrant, and w 1 : D → D ′ , w 2 : E → E ′ quasi-equivalences, the dg functors w * 1 : Coh dg (D ′ , E) → Coh dg (D, E) and w 2 * : Coh dg (D, E) → Coh dg (D, E ′ ) are quasi-equivalences.
It is worthy to compare adjunction (1.1) with the adjunction proven in [To, Sect. 6 ] 1 :
Hot(C ⊗ D, E) ≃ Hot(C, RHom(D, E)) (1.2)
where Hot stands for (the set valued external Hom in) the homotopy category of the category Cat dg (k) of small dg categories over k, with formally inverted quasi-equivalences. We stress that, unlike (1.2), adjunction (1.1) holds in the category Cat dg (k) itself, not in its homotopy category. It makes our C 
1.2
In this paper, we construct, by means of the twisted tensor product, a homotopically trivial 2-operad, in the sense of Batanin , which acts on the "pre-2-category" Cat coh dg (k) of small dg categories over k, whose objects are small dg categories over k, whose morphisms are dg functors, and whose complex of 2-morphisms f ⇒ g : C → D is defined as Coh dg (C, D)(f, g). That is, our 2-operad solves the same problem as the 2-operad constructed by Tamarkin in [T2] . However, the 2-operads are distinct; we are going to discuss some of advantages of our construction in our next paper(s).
The pre-2-category Coh coh dg (k) fails to be a strict 2-category. In particular, we can not define the horisontal composition Coh dg (D, E)(g 1 , g 2 )⊗Coh dg (C, D)(f 1 , f 2 ) → Coh dg (C, E)(g 1 f 1 , g 2 f 2 ). There are 2 candidates for such horizontal composition, and there is a homotopy between them. Therefore, the "minimal" space of "all possible horizontal compositions" as above is the complex
where x 1 , x 2 , x 12 are generators in the corresponding vector spaces. Note that the cohomology of this complex is k[0]; therefore, "homotopically the operation is unique". The reader is referred to Section 4.2 for more detail on the two horizontal compositions and the homotopy between them, as well as for graphical illustrations for the corresponding cochains.
1.3
One of our main new observations is existence of a canonical dg functor
called the twisted composition, with nice properties. It is associative in the sense specified in Theorem 1.4 below. Let Ψ ∈ Coh dg (C, D)(f 1 , f 2 ), Θ ∈ Coh dg (D, E)(g 1 , g 2 ). Then the two horizontal compositions arem((Θ ⊗ id f 2 ) * (id g 1 ⊗Ψ)) andm((id g 2 ⊗Ψ) * (Θ ⊗ id f 1 )), correspondingly, and the homotopy between them ism(ε(Θ; Ψ)) (see Section 2.4 for the notations for ∼ ⊗ used here). The morphism ε(Θ; Ψ 1 , . . . , Ψ n ) is sent bỹ m to the brace operation Θ{Ψ 1 , . . . , Ψ n }.
It gives rise to the following interpretation. Let n 1 , . . . , n k ≥ 1, k ≥ 1. It defines a 2-disk D = (n 1 , . . . , n k ). A 2-operad in Vect dg (k) 2 is given by a complex of k-vector spaces O(D), for any 2-disk D = (n 1 , . . . , n k ). These complexes are subject to the 2-operadic associativity, see Appendix A.3 below.
Let i n be the ordinary category, having objects 0, 1, . . . , n, and a unique morphism i n (i, j) for any i ≤ j. Denote by I n the k-linear category I n = k[i n ]. Define
(1.5) O(n 1 , . . . , n k ) = I n 1 ,...,n k (min, max) (1.6) where min = (0, 0, . . . , 0), max = (n k , n k−1 , . . . , n 1 )
Note that O(n) = k[0], and O(1, 1) is exactly the complex (1.3). We can state our main result: Theorem 1.2. The complexes of k-vector spaces O(D), D = (n 1 , . . . , n k ) are the components of a 2-operad acting on Cat (The statement that this map is a quasi-isomorphism seems to be quite non-trivial, we do not know any way to prove it directly). In fact, this application was our main motivation for developing of a more general theory in [Sh3] .
1.4
Let us outline the constructions and results which lead to a proof of Theorem 1.2. First of all, there is an associativity map
which is not an isomorphism, except for very special cases. Together with the unit dg category k (which is the same as the unit for the ordinary tensor product) and unit maps, it gives rise to a structure called a skew monoidal category and studied in [BL] , [LS] . There is an analog of the Mac Lane coherence theorem for skew monoidal categories, proven in loc.cit. The situation is more complicated than the classical case. However, our example belongs to a special class of a skew monoidal categories, called perfect skew monoidal categories (see Definition 3.4). For this case, the coherence theorem is essentially simplified, and is exactly as simple as its classical pattern.
One has:
Theorem 1.3. The triple (Cat dg (k), ∼ ⊗, α) (augmented by the unit k and the unit maps) forms a perfect skew monoidal category.
The skew monoidal structure on (Cat dg (k), ∼ ⊗) is essentially used for the 2-operad structure on the complexes O(D), defined in (1.5), (1.6). More precisely, the corresponding coherence theorem is translated into the 2-operadic associativity.
After that, we establish a compatibility between the skew monoidal structure given by α with the twisted composition dg functor
(1.8) Theorem 1.4. There exists a twisted composition (1.4) which is associative in the sense that diagram (1.8) commutes.
This theorem is translated to an action of the 2-operad O on Cat coh dg (k).
1.5
Here we provide an informal argument for fulfilment of Theorem 1.4. We refer the reader to Section 2.4 for definition of the dg category C ∼ ⊗ D, as a dg category generated by {id c ⊗D} c∈C , {C ⊗ id d } d∈D , and ε(f ; g 1 , . . . , g n ). The differential d(ε(f ; g 1 , . . . , g n )) is given by (2.14), and the relation for ε(f 2 f 1 ; g 1 , . . . , g n ) is given in (2.12).
What makes the existence of the twisted composition dg functorm possible is a complete similarity between these formulas for ∼ ⊗ and the well-known identities for the brace operations f {g 1 , . . . , g n } on the cochain complex C q (A, A)[1], see [GJ] , [NT] , [Ts] . Recall them for reader's reference:
(where |f | = |f | 0 + n is the degree of f : A ⊗n → A in C q (A, A); |f | 0 denotes the degree of f : A ⊗n → A as a linear map).
To model more general categorical complexes
, as a pattern. The signs in the corresponding formulas (2.14) and (2.12) for Recall the following nice result which is due to B.Tsygan. Consider the map
where
Then it is a map of Br-algebras, see [Ts, Prop.3 and Prop.4] . Note thatm :
In this way, Theorem 1.4 is a generalisation of the fact that the map (1.11) is a map of Bralgebras.
Organisation of the paper
Below we outline the contents of the individual Sections.
In Section 2, we recall the definition and the basic properties of coherent natural transformations Coh(F, G) for F, G : C → D dg functors, define the dg category Coh dg (C, D), and recall the construction of the twisted tensor product C ∼ ⊗ D from [Sh3] , as well as its basic properties. We also define complexes O(n 1 , . . . , n k ) and prove their contractibility. Later in Section 5 we show that O(n 1 , . . . , n k ) are the components of a 2-operad O.
In Section 3, we construct a one-side associativity map for (Cat dg (k), ∼ ⊗). We show that the structure we get fulfils the axioms of a skew monoidal category, [LS] , [BL] . Moreover, this skew monoidal category is perfect, see Definition 3.4, which simplifies the coherence theorem proven in loc.cit.
Section 4 contains a construction of the twisted compositionm, and its link with the brace operations. Here we prove Theorem 1.4, see Section 4.3.
In Section 5, we apply the toolkit developed in Sections 3 and 4 to a proof of Theorem 1.2. We equip the collection of complexes O(n 1 , . . . , n k ) with a structure of a 2-operad O, show that this 2-operad is contractible, and that it acts on the pre-2-category Cat coh dg (k). We recall some basic definitions related to higher (for n = 2) operads in Appendix A. We follow quite closely to [T2] , with an exception for Section A.6, and for some difference in terminology. Needless to say that this approach is oversimplified; the reader is referred to for a thorough treatment.
In this paper, we made an attempt to carefully write down all signs in the formulas for Hochschild-type cochains we deal with. We supply the paper with Appendix B, where the signs for the classical Hochschild complex and for the brace operad action on it are treated in a cogent way.
The work was partially supported by the FWO Research Project Nr. G060118N and by the Russian Academic Excellence Project '5-100'.
2 The twisted tensor product and a 2-operad O Here we recall the basic facts on the twisted tensor product C ∼ ⊗ D of small dg categories, introduced in [Sh3] . After that, we define complexes O(n 1 , . . . , n k ), by means of the twisted tensor product:
where I n is (the k-linear span of) the length n interval category, and min (resp., max) is the minimal (resp., the maximal) object. Later in Section 5 we prove that these complexes are the components of a 2-operad O. Here we show that each of these complexes is canonically quasi-isomorphic to k[0].
Coherent natural transformations
We recall the definition of a coherent natural transformation F ⇒ G : C → D, where C, D are small dg categories over k, and F, G are dg (resp.,
Let C, D ∈ Cat dg (k), and let F, G : C → D be dg functors. Associate with (F, G) a cosimplicial set coh q(F, G), as follows.
where Hom k is the internal Hom in the category of complexes over k.
and the codegeneracy maps
are defined in the standard way, see e.g. [T2, Sect. 3] . For example, recall the coface maps
one has:
One defines Coh(F, H) as the totalization of this cosimplicial dg vector space:
see e.g. [R, Ch.4] . Here C q(−) denotes the reduced Moore complex of a simplicial abelian group, and C (−) denotes the end of a functor C × C op → E. This is a topologist's definition. It is the best possible one, in particular, all signs are encoded in it, and it makes sense for an arbitrary symmetric monoidal enrichment.
For our goals in this paper, we need to unwrap it, making it more explicit. The definition given above is equivalent defining Coh(F, G) the total complex of the bicomplex, one of whose differentials is the differential δ dg (coming from the differentials on the underlying dg vector spaces), and another differential is the cochain differential with the corrected signs:
Here ε i = ±1 are sign corrections, depending on degrees of the cochains and of the arguments, see (2.7) below. We denote the cochain complex with the corrected signs byC q (−). Then
where Tot Π (−) stands for the total product complex of a bicomplex, with the differential
We have the following formulas for the differentials (the reader is referred to Appendix B for a discussion of the signs): 3
where in the r.h.s. d dg stand for the differentials in the complexes of morphisms. The differential (2.4), for a chain of morphisms
The reader is referred to Appendix B for a detailed discussion of signs.
2.2
For fixed small dg categories C, D, one endows Coh dg (C, D) with a dg category structure. That is, we define the vertical composition of coherent natural transformations. The dg category Coh dg (C, D) has the dg functors F : C → D as its objects, and
as its Hom-complexes. The composition is defined with a sign correction, as follows. For chains
Figure 1: The vertical composition
2.3
The A ∞ category Coh A∞ (C, D) has the A ∞ functors C → D as its objects and
as its Hom-complexes, and the composition is defined similarly. The construction of Coh * (C, D) is functorial with respect to dg (corresp. A ∞ ) functors f : C 1 → C and g : D → D 1 , and gives rise to dg (corresp., A ∞ ) functors
The following result has a fundamental value:
Corollary 2.2. Let C and C 1 be cofibrant, and f, g as above. Then the dg functors
2.4 The twisted tensor product
The construction
Let C and D be two small dg categories over k. We define the twisted dg tensor product C ∼ ⊗ D, as follows.
The set of objects of
. Consider the graded k-linear category F (C, D) with objects Ob(C) × Ob(D) freely generated by {C ⊗ id d } d∈D , {id c ⊗D} c∈C , and by the new morphisms ε(f ; g 1 , . . . , g n ), specified below.
are chains of composable maps in C and in D, correspondingly. For any such chains, with n ≥ 1, one introduce a morphism
The new morphisms ε(f ; g 1 , . . . , g n ) are subject to the following identities:
. . , g n ) = 0 if g i = id y for some y ∈ Ob(D) and for some 1 ≤ i ≤ n, ε(id x ; g 1 , . . . , g n ) = 0 for x ∈ Ob(C) and n ≥ 1,
To make of F (C, D) a dg category, one should define the differential dε(f ; g 1 , . . . , g n ).
For n = 1 we set:
For n ≥ 2:
. . , g n ) (2.14) We have: 
The adjunction
Our interest in the twisted tensor product C ∼ ⊗ D is motivated by the following fact:
Proposition 2.4. Let C, D, E be three small dg categories over k. Then there is a 3-functorial isomorphism of sets:
In fact, the definition of C ∼ ⊗ D has been designed especially to fulfil this adjunction. The map Φ sends id c ⊗D to a dg functor
Finally, (2.12) implies that the assignment f → Φ(ε(f, − − −)) sends the composition in C to the vertical composition in
Corollary 2.5. There is a dg functor
equal to the identity on objects, and sending all ε(f ; g 1 , . . . , g s ) with s ≥ 1 to 0.
Proof. It can be either seen directly, or can be deduced from Proposition 2.4 and the natural dg embedding Fun dg (D, E) → Coh dg (D, E), along with the classic adjunction
Here Fun dg (C, D) is the dg category whose objects are dg functors C → D, and
is the complex of naive natural transformations. Theorem 2.6. Let C, D be small dg categories over k. Assume both C, D are cofibrant for the Tabuada closed model structure. Then C ∼ ⊗ D is also cofibrant and is isomorphic to C ⊗ D as an object of Hot(Cat dg (k)). Moreover, the map of Corollary 2.5 is a quasi-equivalence.
A proof was given in [Sh3, Th. 2.4 ].
The 2-operad O
Here we define dg vector spaces O(n 1 , . . . , n k ), k ≥ 1, n 1 , . . . , n k ≥ 1. Later in Section 5 we prove that these dg vector spaces are the components of a 2-operad O (the reader is referred to Appendix A for definition of Batanin 2-operads).
Denote by I n the k-linear span of the simplex category (defined over Sets), which has objects 0, 1, . . . , n, and a unique morphism in I n (i, j) for any i ≤ j.
Let min = (0, 0, . . . , 0) and max = (n k , n k−1 , . . . , n 1 ) be the two "extreme" objects of
It is a Z ≤0 -graded complex of vector spaces over k.
There is a map of complexes of vector spaces
which is a quasi-isomorphism.
Proof. The categories I n are cofibrant, and C ∼ ⊗ D is cofibrant if C, D are, by [Sh3, Lemma 4.5] . Therefore, Theorem 2.6 is applied to the dg category I n 1 ,...,n k and says that
are isomorphic as objects of the homotopy category. One has a dg functor C ∼ ⊗ D → C ⊗ D, which in this case gives a weak equivalence
Its restriction to Hom(min, max) gives the quasi-isomorphism p n 1 ,...,n k .
3 One-side associativity and skew monoidal categories
Here we construct, for small dg categories C, D, E, an associativity dg functor
functorial in each argument. The dg functor α C,D,E is not an isomorphism in general. It does not give rise to a monoidal structure, therefore. The structure we get is described as a skew monoidal category, see [LS] , [BL] . We essentially use a coherence theorem proven in loc.cit., which substitutes the Mac Lane coherence theorem for the case of skew monoidal categories. In our example, the skew monoidal structure on (Cat dg (k), ∼ ⊗) is perfect, see Definition 3.4. For perfect skew monoidal categories, the coherence theorem is as simple as its classical pattern, see Proposition 3.5.
The associativity map
Theorem 3.1. For any three dg categories C, D, E, there is a unique dg functor
functorial in each argument, which is the identity map on objects, and which is defined on morphisms as follows:
(ii) for f ∈ C, g 1 , . . . , g k ∈ D, k ≥ 1, and Z an object in E, one has:
. . , h n ∈ E, X an object of C, Y an object of D, one has:
where the sum is taken over all ordered sets
Remark 3.2. Formula (3.4) may remind the reader the well-known formula for the composition of two brace operations on the Hochschild complex C q (A, A) of an associative algebra A, see (B.31). We make use of this similarity when discuss the twisted tensor product, see Section 4.3 below.
Proof. It is clear that if α C,D,E gives rise to a dg functor, this dg functor is unique. Indeed, we fixed its value on morphisms which generate (C
. . , h n ∈ E, one has:
To check that α C,D,E gives rise to a dg functor, one needs to check the following things:
(s1) the compatibility of α C,D,E with the differentials, which include:
among which the first one is given by (ii), and the second one is given through (R 4 ) applied to ε(f 1 f 2 ; g 1 , . . . , g k ) followed by (ii), give rise to equal expressions, (s3) the two expressions for
and for
among which the first one is given by (iii), and the second one is given through (R 4 ) followed by (iii), give rise to equal expressions, (s4) the two expressions for
among which the first one is given by (iv), and the second one is given through (R 4 ) applied to ε(f 1 f 2 ; g 1 , . . . , g k ) followed by (iv), give rise to equal expressions.
One checks (s1)-(s4) by a cumbersome but straightforward computation, and we omit the detail.
Skew monoidal categories
As we have mentioned, the associativity dg functors α C,D,E are not, in general, isomorphisms. Therefore, the best possible structure one can get out of them is not the structure of a monoidal category (where the associativity maps are isomorphisms). What we'll arrive to is a structure of a skew monoidal category, see [LS] , [BS] . There is a coherence theorem for skew monoidal categories, which is, however, a more complicated statetement.
In this Subsection, we recall the definition of a skew monoidal category [LS] , and show that the category of small dg categories over k, with the twisted tensor product ∼ ⊗, the associativity dg functors α C,D,E , and the unit object k (the dg category with a single object whose space of endomorphisms is k), gives rise to a structure of a skew monoidal category. Definition 3.3. Let C be a category with an object I called the skew unit, and with a functor ∼ ⊗ : C × C → C (called skew tensor product), and natural families of lax constraints having the directions (3.12) subject to the following conditions:
x x r r r r r r r r r r
f f ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ 
Note that α X,Y,Z , λ X , ρ X are not assumed to be isomorphisms. The following maps
are idempotents but are not equal to identity, in general. It makes the coherence theorem for skew monoidal categories a non-trivial issue. It is proven in [LS] and refined in [BL] .
We suggest the following definition:
Definition 3.4. A skew monoidal category is called perfect if α X,I,Y , λ X , ρ X are isomorphisms, for any objects X, Y .
One sees immediately that in a perfect skew monoidal categories the morphisms (3.18) are equal to identity morphisms. Indeed, they are idempotents and isomorphisms.
The following coherence theorem is directly derived from the results proven in loc.cit.:
Proposition 3.5. Let C be a perfect skew monoidal category. Then the classical Mac Lane coherence theorem holds in C. More precisely, any two morphisms between the same pair of objects, formed by successive application of α, λ, ρ, are equal.
3.3 The category Cat dg (k) is perfect skew monoidal Theorem 3.6. The category C = Cat dg (k) of small dg categories, equipped with the twisted product − ∼ ⊗ −, the unit k, the associativity constrains α, and with the natural isomorphisms
, is a perfect skew monoidal category.
Proof. It is a direct check.
4 The twisted composition 4.1 4.1.1
As we noted in Section 1.5, there is a similarity between our identity (R 4 ), see (2.12), with the well-known identity (1.10) for the compatibility of the brace operations x{y 1 , . . . , y n } on the Hochschild cohomological complex with the cup-product. Also, formula (2.14) for d(ε(f ; g 1 , . . . , g n )) looks similarly with the corresponding formula for d(f {g 1 , . . . , g n }), see (1.9).
In this Section, we exploit this similarity, a quite fruitful way. We construct, for three small dg categories A, B, C over k, a dg functor
we call the twisted composition.
After that, we show that the mapm is compatible with the monoidal constraint α, in the following sense: for any four small dg categories over k, the diagram
2) The brace operations are straightforwardly generalised to the framework of dg categories, such that (1.9), (1.10) hold. The imagem(ε(f ; g 1 , . . . , g n )) is given by the corresponding brace operation f {g 1 , . . . , g n }, see (4.16).
4.1.2
Note that the dg functorm is corresponded, by adjunction (2.15), to a dg functor
This dg functor is a dg categorical counterpart of the following well-known fact [Ts, Prop.4] : Let A be an associative dg algebra. Then one has a map of complexes
The map T is a map of the shifted dg associative algebras. Moreover, it follows from [Ts, Prop.3] that the map T is a map of dg algebras over the brace operad Br. We can shift the map (4.4) by [-1], and get a map
The reader is referred to Appendix B.4 for the identities for the shifted map, see also Remark B.2. In the shifted form, the map (4.6) is directly generalised to a more general setting of (4.3), and, by the adjunction, we get (4.1). A morphism Θ * id F , for Θ :
and a morphism id G * Ψ, for Ψ :
We definem as dg functor, therefore, composition of two morphisms in Coh dg (B, C)
The corresponding coherent natural transformations are shown in Figures 2 and 3 . These Figures should be understood as follows. At the very bottom line, there is a chain of composable morphisms in A. There are "boxes" of two types: of type Ψ, Θ, . . . , and of type F i , G i , . . . . A box of the type Ψ, Θ, . . . is drawn for the application of the corresponding coherent natural transformation; the output is a single arrow. A box of type F i , G i , . . . is drawn for the application of the corresponding dg functor; we apply this dg functor to each of arrows in the chain of composable arrows in the input, the output is a chain of composable arrows having as many arrows as in the input. The very top box of the diagrams in Figures 2 and 3 is drawn for the composition of two arrows in the input, which is, up to a sign, the corresponding horizontal composition.
The matter is that two different horizontal compositions are possible. Explicitly, they are given as 
(4.10) Note that the signs are defined by (2.8).
Next, we associate with the same pair (Ψ, Θ) a coherent natural transformation h i (Θ, Ψ) (defined on a string of m + n − 1 composable morphisms), 0 ≤ i ≤ n, see Figure 4 .
(4.13)
Lemma 4.1. One has:
h Ψ (4.14)
4.2.2
Finally, we definem(ε(Θ; Ψ 1 , . . . , Ψ k )).
:::
We use notation Θ{Ψ k , . . . ,
..,i k for the cochain shown in Figure 5 . One sets:
Proposition 4.2. Equations (4.7),(4.8),(4.16) define a dg functor
That is, the following identities hold:
Proof. By adjunction (2.15), any dg functorφ 1 :
gives a unique dg functor φ :
. The (shifted) Tsygan map (4.6) is directly generalised to a more general dg functor
The fact that this mapm 1 is a dg functor is immediately translated from the proof that (4.6) is a map of complexes and preserves the cup-products, see [Ts, Prop. 3 and 4] and Appendix B.4.
By adjunction (2.15), it gives a dg functorm. One checks directly that it is given by (4.16).
The compatibility ofm with α
Here we prove Proposition 4.3. The twisted compositionm and the one-side associativity map α are compatible so that the diagram (4.2) commutes.
Proof. The commutativity of (4.2) essentially amounts to the identity
For the case of C q (A, A) this identity is known, see (B.31). We refer it to as the Tsygan identity. The general case is obtained straightforwardly, the computation is basically the same.
The 2-operad O
We refer the reader to Appendix A for a brief and elementary account on 2-operads. For more thorough treatment, see , [BM1, 2] .
5.1
Recall our notation
Below we use a shorter form of it: 
Let D 1 , . . . , D t be a sequence of 2-disks. We construct a dg functor
Let us start with the case t = 2. The dg functor Υ(D 1 , D 2 ) :
It is the composition of maps, each of which is an appropriate associativity constraint α, see Theorem 3.1. Now we define Υ(D 1 , . . . , D t ) for any t as the composition
of arrows each of this is given by Υ(D ′ , D ′′ ).
The main technical point is that the maps Υ(D 1 , . . . , D t ) are subject to some associativity, which we are going to formulate.
Let
sequence of (sequences of) 2-disks. We use notation
As well, denote
There are two maps
They are defined as follows:
In (5.7), the first arrow in not literally equal to Υ(−, . . . , −), but is defined similarly; we leave the details to the reader.
Proposition 5.1. In the notations as above, the two maps
Proof. It follows from Theorem 3.6 and Proposition 3.5.
5.2
Recall the 2-sequence O. For a 2-disk D = (n 1 , . . . , n k ), set
and
where min = (0, 0, . . . , 0), max = (n k , . . . , n 1 ). Recall that all n i ≥ 1. Equip the 2-sequence O with the operadic composition (A.7), for a map P : U → V of 2-disks. Let 
Let V = (m 1 , . . . , m ℓ ), U = (n 1 , . . . , n k ), and let
For each ν ∈ F(V ), we are given an elenemt φ ν ∈ O(P −1 (ν)) = I P −1 (ν) (min, max). Also, we are given an elenent φ ∈ O(V ) = I V (min, max). The element φ is an expression in elementary morphisms t i,j ∈ I m j (i, i + 1), 1 ≤ i ≤ ℓ, 0 ≤ j ≤ m i − 1. The element φ is a sum of monomials, and in any of these monimials each elementary morphism t i,j appears (as a symbol) exactly one time, if we express all morphisms in I m i as compositions of the elementary morphisms.
Example. Let V = (1, 1), I V = I 1 ∼ ⊗ I 1 , there are two elementary morphisms t 1,0 ∈ I 1 (0, 1) and t 2,0 ∈ I 1 (0, 1). The possible monomials for t are:
In either of these three monomials each t i,j as a symbol appears exactly once.
On the other hand, the minimal balls ν in V are in 1-to-1 correspondence with the set of elementary morphisms {t i,j ∈ I m i (j, j + 1)} 1≤i≤ℓ,0≤j≤m i −1 . Let us denote ν i,j the minimal ball in V corresponded to t i,j .
Define Op
) as the result of the operation which plugs φ ν i,j into t i,j for each occurence of it in φ.
It is not true that Op
Recall the map Υ :
We are ready to define the operadic composition Op :
Theorem 5.2. The operation Op, defined in (5.9), fulfils the identities (i) and (ii) in Definition A.3. That is, the 2-sequence O is a 2-operad.
Proof. The two identities in (i) are clear. The identity (ii) follows from the associativity of the plug-in operation Op, and from the associativity of the map Υ, which is proven in Proposition 5.1.
The 2-operad O is homotopically trivial
Recall that we have a map of complexes
which is a quasi-isomorphism, see Proposition 2.7. This map comes from the corresponding quasi-equivalence of dg categories
which is the projection along the ideal generated by all ε(f ; g 1 , . . . , g n ), n ≥ 1. The map p n 1 ,...,n k is then P n 1 ,...,n k (Hom(min, max)). It follows immediately that p is compatible with the operadic composition, and one gets a quasi-isomorphism of 2-operads:
where triv is the trivial 2-operad, triv(n 1 , . . . , n k ) = k, and all operadic compositions are identity maps of k. Recall that we call such operads homotopically trivial.
Proposition 5.3. The 2-operad O is homotopically trivial.
The 2-operad O acts on Cat coh dg (k)
Assume we are given dg categories C 0 , C 1 , . . . , C k ∈ Cat dg (k), and dg functors
(see Figure 6 ). Assume we are given corent natural transformations
The (strictly associative) vertical composition gives, for each column of the 2-disk, a dg functor Ψ i,tot :
Take the iterated twisted tensor product of these dg functors:
(5.12) Applying succesively the twisted compositionm (see Section 4) to the r.h.s. of (5.12), we get a dg functor
It restricts to a map of complexes
where D = (n 1 , . . . , n k ), and
Theorem 5.4. The maps {Θ(D)}, for D a 2-disk, give rise to an action of the 2-operad O on the pre-2-category Cat coh dg (k), see Appendix A.5. Proof. The action is defined via the twisted composition dg functorm, see (5.12), (5.13). The statement of Theorem follows directly from the following two properties ofm: (1)m is a dg functor (which can be thought of as the Eckmann-Hilton property), and (2)m is compatible by (4.2) with the associativity map (which is used in the operadic composition).
A Batanin 2-operads
Here we briefly recall the definition of a Batanin 2-operad and an algebra over it , [T2] , [BM1] .
A.1 Ordinary operads
We assume the reader has some familiarity with ordinary operads.
Recall the basic definitions of the theory of non-symmetric operads. Let M be a symmetric monoidal category. Assume M has coproducts which are preserved by the monoidal product. Denote by 0 the initial object in M, and by e the unit object. Consider the category M coll of collections in M. Its objects are sequence of objects X 0 , X 1 , X 2 , · · · ∈ M, its morphisms are "level-wise" morphisms.
The category M coll appears to be monoidal, with the monoidal product
Its unit is the collection (0, e, 0, 0, . . . ). An non-symmetric operad in M is a monoid in M coll . The operads are designed for considering the algebras over them. Let O be an operad in M. Assume M is closed, denote by Hom the inner Hom in M right adjoint to the monoidal product. "Very classically", an algebra over O is an object X of M such that the collection End(X), defined as End(X) n = Hom(X ⊗n , X)
is an algebra over the monoid O in M coll . That is, there are maps in M O n → Hom(X ⊗n , X), n ≥ 0 compatible with the operadic compositions. "Less classically", an algebra over O may me an object of an M-enriched category K. Let K be a M-enriched category, X ∈ K an object. Define the collection End(X) ∈ M coll by End(X) n = Hom(X ⊗n , X)
where we denote by Hom(−, −) the M-valued Hom in K. An algebra over the operad O is an object X ∈ K such that the collection End(X) is an algebra over the monoid O.
This extension of the classical concept of an algebra over an operad as an object in an M-eriched category K becomes very fruitful in Batanin's definition of higher operads [Ba3] .
A.2 2-disks
A 2-disk (see Figure 6 ) is a finite connected graph U whose vertices are totally ordered and labelled 0, 1, . . . , k, such that the set of arrows U (i, j) is empty unless j = i, i + 1, U (i, i) = {id}, and the set of arrows arrows U (i, i + 1), 0 ≤ i ≤ k − 1 is totally ordered. Denote n i+1 + 1 := ...
We require: k ≥ 1, and n i ≥ 1 for any 1
A 2-disk U is uniquely defined by the ordered set {n 1 , . . . , n k }. A 2-disk U generates a strict 2-category [U ], as follows. Its objects are 0, 1, . . . , k, a 1-arrow [U ](i, j), j ≥ i, is a sequence {f ℓ ∈ U (ℓ, ℓ + 1)} i≤ℓ≤j−1 (we denote this 1-morphism as (f j−1 . . . f i )), and for two 1-morphisms f = (f j−1 . . . f i ) and h = (h j−1 . . . h i ) there is a unique 2-morphism f ⇒ h iff f ℓ ≤ h ℓ for any ℓ = i . . . j − 1.
A morphism of 2-disks P : U → V is defined 4 as a 2-functor (ii) for any i < j, the induced map of 1-categories
(P (i), P (j)) preserves the minima and the maxima , and is injective on objects.
The 2-disks form a category denoted by Disk inj 2 . There is a special 2-disk called the globe, it is the 2-disk with k = 1, n 1 = 2, see Figure 7 . We denote it by globe. It is a final object in the category Disk inj 2 (as well as in the bigger category Disk 2 , defined in the similar way but with inclusion of the degenerate disks and non-injective morphisms). The category Disk inj 2 does not have an initial object (but the category Disk 2 does: it is the 2-disk dgnt, it is corresponded to the case k = 1, n 1 = 1, see Figure 7 ). By a (not necessarily minimal) ball in U we mean the 2-subcategory of [U ] which is formed by all 1-and 2-morphisms which are "inside" of the image of any 2-functor globe → [U ].
We use the notation F(U ) for the set of all minimal balls of a 2-disk U .
Remark A.1. The category of 2-disks is isomorphic to the dual of the category of 2-ordinals used by Batanin in [Ba3] . The 2-ordinals are visualized as levelled trees. This duality is the 2-dimensional case of the Joyal duality ∆ 0 ≃ (∆ + ) op , where ∆ + is the extension of the simplicial category ∆ by the empty ordinal (which is defined as the initial object in ∆ + ), and ∆ 0 is 5 the subcategory of ∆ having the same objects as ∆ (that is, all finite non-empty ordinals), and the morphisms of ∆ 0 are those morphisms of ∆ which preserve the minima and the maxima of the ordinals.
The reader is refered to [J] for this duality and for its higher dimensional versions. The 1-dimensional case can be visualized as follows. Let [n] = {0 < 1 < · · · < n} be an object of where a + 1 is the maximal element in [m] such that φ(a + 1) = j + 1.
A.3 2-operads
In what follows, we recall some of definitions given in [Ba3] in a very specific situation. We consider the case n = 2 only, our 2-operads are 1-terminal, and their top level is enriched over the Vect dg (k). A 2-sequence in Vect dg (k) is a sequence X(n 1 , . . . , n k ) of elements in Vect dg (k), labelled by 2-disks. We always assume that X(dgnt) = 0. The 2-sequences in Vect dg (k) form a category, where a map φ : X → Y is a sequence of maps of complexes φ(U ) :
The 2-sequences in Vect dg (k) form a monoidal category whose monoidal structure we are going to define.
Introduce some notation. Let U, V be 2-disks, and let P : U → V a map of 2-disks, given as a map [P ] : [V ] → [U ] of 2-categories. Let ν be a minimal ball in V . Its image [P ](ν) is a ball in U . It is denoted by P −1 (ν). Clearly it is a 2-disk.
Let X, Y be two 2-sequences. Define new 2-sequence X • Y as
Define a 2-sequence E as
Lemma A.2. The product X • Y endows all 2-sequences in Vect dg (k) with a monoidal structure. Its unit is the 2-sequence E.
is a monoid in the category of 2-sequences in Vect dg (k). Unwinding the definition, it is an assignment U Θ(U ) ∈ Vect dg (k), where U is a 2-disk, such that Θ(dgnt) = 0, and for each morphism P : U → V of 2-disks there is a map of dg vector spaces
which is subject to the following conditions:
(i) there is a dg map i : k → Θ(globe) such that, for the map of 2-disks id : U → U the composition
(where N = ♯F(U )) is the identity map, and for the (unique) map p : U → globe, the composition
is the identity map;
(ii) there is an associativity for two maps U P − → V Q − → W of 2-operads, which reads as follows:
The two maps
defined below, are equal.
The map T 1 is equal to the composition
(A.9) For the map T 2 , fix η ∈ F(W ). One has a map
Taking the tensor product over all η ∈ F(W ), we get m P,Q :
Finally, we define the map T 2 as
A map of 2-operads Ψ : Θ 1 → Θ 2 is defined as a map of the 2-sequences compatible with the monoid structures. That is, it is a map of complexes Ψ(U ) : Θ 1 (U ) → Θ 2 (U ), for all 2-disks U , compatible with the units and with the composition maps • P , for all maps of 2-disks P : U → V .
There is the trivial operad triv, for which triv(U ) = k for any U , and the maps • P are identity maps.
A 2-operad Θ is called homotopically trivial if there is a map of 2-operads Ψ : Θ → triv such that Ψ(U ) : Θ(U ) → k is a quasi-isomorphism of complexes, for any 2-disk U .
A.4 Span 2-operads
A dg 2-graph C is a dg 1-category C such that, for each pair of objects a, b ∈ C and each pair
Alternatively, a dg 2-graph is given by an ordinary category C, and by a function, assigning a dg vector space C to each globe g : [globe] 1 → C in C. In notations of Figure 7 , one has:
We use the notation:
The ordinary category C is said to be the base of the 2-graph C. We make all dg 2-graphs with fixed base C a category, with external Hom defined as
for a globe g in C. This category is denoted by 2Grph(C). A dg 2-graph can be informally thought of as a dg "pre-2-category" (whose top level is enriched over dg vector spaces), which is an ordinary 1-category, with given dg vector spaces of "pre-2-morphisms", but their vertical and horizontal compositions are not defined yet.
. It is our main example of a dg 2-graph.
For a (dg) 2-category C, we denote by C 1 the underlying ordinary 1-category. As well, for a (dg) 2-graph C we denote by C 1 the underlying base 1-category.
Let U be a 2-disk, C an ordinary category. By a U -diagram in C we mean a functor
A globe in an ordinary category C is a U -diagram in C for U = globe. For an ordinary 1-category C, one can alternatively define a (dg) 2-graph C with the base C as a function assigning a dg vector space to each globe in C (that is, to a functor [globe] 1 → C).
Let D be a U -diagram in C, and let p : U → globe be the unique map. It gives the globe in C
[globe] 1
which is denoted by p * D. Informally, the two arrows of the globe p * D are obtained as the compositions of the images via D of all minima and all maxima 1-morphisms in U , correspondingly. We are ready to define span 2-operads (whose particular case is formed by the ordinary 2-operads, defined above). The span 2-operads were introduced in [BM1, Sect. 7 ], though we adapt here a more direct approach.
Definition A.5. A span 2-operad (for an ordinary category C) is a collection {Θ(U ) ∈ 2Grph(C)} of 2-graphs with base C, labelled by the 2-disks U , with the following "operadic composition":
the corresponding map of 2-categories. Assume we are given a V -diagram D in C such that p * D = g. For each minimal ball ν ∈ F(V ), denote by g ν the globe D(ν) in C. Then there is a map .13) which is subject to the properties generalizing those for the case of ordinary 2-operads, see [BM1, Section 7] . A span 2-operad is called reduced if Θ(dgnt) = 0.
Note that ordinary 2-operads are corresponded to the case of span 2-operads Θ such that Θ(U )(g) do not depend on the globe g ∈ C, for all 2-disks U . Thus, we can define the ordinary 2-operads without any reference to the base ordinary category C.
A.5 Algebras over 2-operads
We construct, for a given dg 2-graph C with base C, and a 2-disk U , a new dg 2-graph C U with the same base C.
Let C be a (dg) 2-graph with C 1 = C, U a 2-disk. We need to define C U (g) for each globe
It is, in general, an infinite sum. Define
That is, End(C) is a 2-graph whose value at a globe g in C is equal to
Proposition A.6. The assignment U End(C)(U ) gives rise to a span dg 2-operad End(C).
See [T2, Section 5 .1] for a proof.
Definition A.7. Let Θ be a (span or ordinary) dg 2-operad with base C. An algebra over Θ is a dg 2-graph C with base C, such that there is a map of dg 2-operads
Remark A.8. In our discussion of dg 2-operads and algebras over them in Sections A.2-A.5, we have simplified the things as much as possible, having aimed to define these concepts in the shortest way. However, this way has a conceptual drawback. For instance, the reader may ask in which sense 2-operads and their algebras agree with the scheme for ordinary non-symmetric operads, outlined in Section A.1. The reader is referred to [Ba3] for a conceptual and thorough approach.
A.6 Homotopy trivial 2-operads, Batanin's result, and Deligne conjecture
Batanin links algebras over homotopy trivial n-operads with homotopy n-algebras in the classical sense (here by a homotopy n-algebra we mean an algebra over the chain operad C q(E n , k) of the topological operad E n ).
To state the result, recall some definitions. We use the language of globular monoidal categories here, see [Ba3] .
Let C * be an n-globular monoidal category, see [Ba3, Sect. 2] . It is given, in particular, by categories C 0 , . . . , C n , and functors s k,i , t k,i : C k → C i , 0 ≤ i < k ≤ n, called the source and the target functors, and functors z i : C i−1 → C i , i ≤ n, called the cylinder functor, and having the meaning of the identity i-morphism of the corresponding (i − 1)-morphism.
Recall that a globular object X in it is defined as a globular functor I → C * where I is the terminal n-globular category (that is, the categories I 0 , . . . , I n contain a unique objects and the only identity morphism).
Given an n-globular monoidal category C * , one can define the truncated n-globular monoidal category C (k) * , for any k ≤ n. By definition, the categories C 
Finally, a globular object
Let us see what all these definitions mean in our favourite situation discussed in Example A.4.
We have n = 2. The 2-globular monoidal category C * is the category Span dg of spans of sets, whose top level is enriched in dg vector spaces over k, [Ba3, Sect. 3, Ex. 5] . That is, the category C i = Sets ⊔ Sets, i = 0, 1, and C 2 = Vect dg (k). The objects of are shown in Figure 9 . Here C 0, * , C 1, * , C 2 are sets (where * ∈ {ℓ, r}). Note that in this diagram the sets C 0,ℓ and C 0,r , as well as the sets C 1,ℓ and C 1,r , are distinct.
For a globular object in Span dg , we have a single set X 0 = C 0,ℓ = C 0,r , a single set X 1 = C 1,ℓ = C 1,r , and a dg vector space X 2 , with maps s, t : X 1 → X 0 , s, t : X 2 → X 1 .
Describe the globular object X, corresponded to our problem. Define X 0 as "the set" of all small dg categories over k, and X 1 as "the set" of all dg functors. For each dg functor f : c 0 → c 1 , we have its source and its target dg categories, which are s(f ) = c 0 and t(f ) = c 1 . Denote by X 1 (c 0 , c 1 ) the fiber of the map X 1 s×t − − → X 0 × X 0 over (c 0 , c 1 ). The dg vector space X 2 is defined as
It is clear that X 2 is embodied as the top level of the diagram on Figure 9 . (More precisely, there are maps s, t : ♯X 2 → X 1 , there ♯(−) stands for the underlying set). This is "the biggest" among the globular objects in C we consider. Let us define some other "smaller" globular objects Y in C.
Let c be a dg category. Define the globular object Y (c), depending on c, as follows: Y (c) 0 = {c}, the 1-element set we interpret as the dg category c, that is, Y (c) 0 ⊂ X 0 . Next, define Y (c) 1 to be the set of all dg functors f : c → c, and
The globular objects Y (c) in C are 0-terminal. One can define a family of even smaller globular objects Z(c) in C, depending on a dg category c.
For a dg category c, define Z(c) 0 = {c}, Z(c) 1 = {id c }, and Z(c) 2 = Coh(id c , id c ). The globular objects Z(c) are 1-truncated.
In [Ba4] , Batanin raises up the following question. Assume X is a globular object in an n-globular monoidal category C, such that there is an n-operad O acting on X. Assume for simplicity that C = Span, and that the top level of X is enriched in dg vector spaces (this assumption is not necessary, see [Ba4, Sect.2] for discussion of the general case). If X is ktruncated, there should be some "partial symmetrization" of O acting on X. In the very extreme case, when X is (n − 1)-truncated, X is given by a single dg vector space X top . One can suppose that there is a symmetrization functor Sym, from n-operads to symmetric operads, such that, if an n-operad O acts on an (n−1)-terminal object X, the symmetric operad Sym(O) acts on the top component X top .
The symmetric operad Sym(O), for an n-operad O, is constructed in [Ba4, Sect. 13] . The case when O is homotopically trivial was considered in [Ba5] . The following result was proven in [Ba5, Theorem 8.7 
]:
Theorem A.9. Assume that a homotopically trivial n-operad O in Vect dg (k) is (n−1)-terminal (that is, the corresponding globular object in Span is (n − 1)-terminal). Then its symmetrisation Sym(O) is weakly equivalent to the chain operad C q(E n , k).
In our favourite example, let c be a dg category, and let Z(c) be the corresponding 1-terminal globular object in Span dg . It is given by a dg vector space X top , equal to Coh(id c , id c ), which is isomorphic to the Hochschild cohomological complex Hoch q (c). Let O be either the dg 2-operad constructed here or the one of [T2] . It is homotopically trivial and acts on Z(c). Therefore, Sym(O) ∼ C q(E 2 , k) acts on X top ≃ Hoch q (c). It is (a more general version of) the classical Deligne conjecture, cf. [T2, Sect. 7] .
B The signs
Here we provide an account on the signs in the formulas with Hochschild cochains. This Appendix makes no claim to originality, our main intention here is to understand the signs in a systematic way. Although we only consider here the case of the Hochschild cochain complex C q (A, A) of a dg associative A, the generalization for Coh(C, D)(F, G) we deal with in this paper, is straightforward.
B.1 The brace operad acts on
Let V be a complex over k, we denote its differential by d dg . Each graded space Hom(V ⊗n , V ) inherits the differential; it is
. . , a n ) (B.1) (for homogeneous Ψ and a 1 , . . . , a n ; we denote by |Ψ| 0 the degree of Ψ as a map of graded vector spaces, and |a i | denotes the grading of a i ∈ V ). Denote X(V ) = n≥0 Hom(V ⊗n , V ). Recall the brace operad Br ( [GJ] , see also [MS1, Sect.1] ). It is a dg operad generated by a binary operation ∪ of degree +1, and an n-ry operation {} n of degree 0, n ≥ 1, such that ∪ is associative, {} 1 = id,
where τ is the permutation that shuffles the second argument to the (k + 2) position,
where τ is the transposition switching the first and the second arguments,
5) where τ is the the corresponding shuffle permutation, and
We consider the (n + 1)-ary brace operations f {g 1 , . . . , g n } of degree 0 on X(V ) (where the degree is defined as the degree of the corresponding map of graded vector spaces) defined as
We get an action of the dg operad Br on X(V ), when ∪(f ⊗ g) = f · g = 0:
As well, these operations should agree with the differential d (equal to d dg in our case) as
(B.10) and
(recall that m has degree 1).
B.2 The case of
Consider the isomorphism of complexes of vector spaces Φ :
. . , a n )) − (−1)
It has degree |Ψ [1] | = |Ψ| 0 + n − 1. The l.h.s. of (B.12) gets the differential which is a particular case of the one considered in Section B.1. We have
. . , a n ) (B.14) This two differentials are different, and we need to implement a sign correction to Φ to make it a map of complexes. The reason for that is that the operad Br acts on the l.h.s. of (B.12), the conventional differential is the one on the r.h.s.
Lemma B.1. Within the differentials as above, the map Φ is not a map of complexes. The map Φ ′ defined as Φ ′ (Ψ)(a 1 , . . . , a n ) = (−1) (n−1)|a 1 |+(n−2)|a 2 |+···+|a n−1 | Ψ (a 1 [1] , . . . , a n [1]) (B.15)
is a map of complexes.
For example, let A be a dg associative algebra, m(a 1 , a 2 ) = a 1 a 2 . If we want it to remain d dg -closed in the l.h.s. of (B.12), it should be replaced by m ′ (a 1 , a 2 ) = (−1) |a 1 | a 1 a 2
On the other hand, at the r.h.s. of (B.12) it is closed without this correction. The left-hand side of (B.12) is a particular case of what we considered in Section B.1, therefore there is an action of Br on the righ-hand side.
For a 1 , . . . , a n ∈ V , and f, g 1 , . . . , g n ∈ n Hom(V ⊗n , V )[−n + 1], we set (f {g 1 , . . . , g n })(a 1 , . . . , a N ) = i 1 ,...,in (−1) ε f (a 1 , . . . , a i 1 , g 1 (a i 1 +1 , . . . , a j 1 ), a j 1 +1 , . . . , . . . , g n (a in+1 , . . . , a jn ), a jn+1 , . . . a N ) (B.16) with ε = n ℓ=1 (|g ℓ | − 1)( s≤i ℓ (|a s | + 1)). Here we use notation |f | = |f | 0 + ℓ for f ∈ Hom(V ⊗ℓ , V ). It agrees with (B.6) and (B.12). Note that (B.7)-(B.11) hold, after changes |a i | by |a i | + 1, and |f i | 0 by |f i | − 1.
B.3 The localization
One can localize a Br-algebra by a Maurer-Cartan element, as follows.
There is a map of operads Lie → Br; the Lie bracket [f, g] is , replacing f · g by f · g + m{f, g} and maintaining the brace operations f {g 1 , . . . , g n }, n ≥ 0, without changes.
One checks that in this way we get a new brace algebra. Now we switch to the "real" example of C q (A, A)[1] where A is an associative dg algebra. Consider the underlying complex A f , and take X(A f [1]) as in Section B.1. It is a Br-algebra. Take the Maurer-Cartan element m(a 1 , a 2 ) = (−1) |a 1 | 0 a 1 a 2 , see Lemma B.1 for the sign correction.
Finally 
B.4 From C(A, A)[1] to C(A, A)
In this paper, we work with the unshifted Hochschild cochain complex C q (A, A), as well as with the "categorified" versions of it Coh dg (C, D)(F, G). We would like to write down some formulas for C q (A, A) with correct signs we use in the main body of the paper.
Remark B.2. We draw reader's attention that we do not deal with the shifted brace operad Br{−1}. We produce from Br a colored operad Br col with 2 colors, such that it acts on (C q (A, A), C q (A, A)[1]). Indeed, in the brace operation Θ{Ψ 1 , . . . , Ψ k } only Θ is being shifted by [−1], but Ψ 1 , . . . , Ψ k remain the same. The correct notation should be Θ[−1]{Ψ 1 , . . . , Ψ k }. However, to avoid any confusion, we use the notation Θ{Ψ 1 , . . . , Ψ k } [−1] .
In these notations, the Tsygan map is
It has degree 0 and preserves the operations, see [Ts, Prop.3 and 4] . The original map in loc.cit. was seemingly a map
so the changes we made are minor.
We write down all "shifted" formulas explicitely.
(d Hoch Ψ)(a 1 , . . . , a n+1 ) = (−1) |a 1 ||Ψ|+|Ψ| a 1 Ψ(a 2 , . . . , a n+1 )+ Θ a 1 , . . . , Ψ 1 (a i 1 +1 , . . . , a j 1 ), a j 1 +1 , . . . , Ψ 2 (a i 2 +1 , . . . , a j 2 ), a j 2 +1 , . . . , Ψ m (a im+1 , . . . , a jm ), . . . , a N (B.26) (see Remark B.2).
This operations fulfil the following identities. 
