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For an arbitrary irreducible set of nonnegative d × d-matrices, we
consider the following problem: does there exist a strictly positive
product (with repetitions permitted) of thosematrices?Under some
general assumptions,we prove that if it does not exist, then there is a
partition of the set of basis vectors ofRd , onwhich all givenmatrices
act aspermutations.Moreover, there always exists auniquemaximal
partition (with the maximal number of parts) possessing this prop-
erty, and thenumberofparts is expressedbyeigenvaluesofmatrices.
This generalizes well-known results of Perron–Frobenius theory on
primitivity of one matrix to families of matrices. We present a poly-
nomial algorithm to decide the existence of a positive product for a
given finite set of matrices and to build themaximal partition. Simi-
lar results are obtained for scrambling products. Applications to the
study of Lyapunov exponents, inhomogeneous Markov chains, etc.
are discussed.
© 2012 Published by Elsevier Inc.
1. Introduction
We analyze two combinatorial problems on products of nonnegative matrices. Let A = {A1, . . . ,
Am} be a finite family of nonnegative d × d-matrices (matrices with nonnegative entries). The first
problem: is there a product of thesematrices (with no ordering andwith repetitions permitted)which
is strictly positive? The second problem: is there a product of those matrices, which is scrambling?
An affirmative answer for the first problem implies that for the second one, but not vice versa. Let us
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start with the first problem. For m = 1 the existence of a positive product means that the matrix A1
(denote it simply by A) is primitive, i.e., there is a natural number N such that AN > 0.
Primitivity conditions for one matrix are well-known. A reducible matrix is, of course, never prim-
itive. Denote, as usual, by ej the jth vector of the canonical basis in R
d, the jth entry of ej is one, all
others are zeros. Reducibility of a matrix Ameans that there is a coordinate subspace, i.e., a subspace L
spanned by basis vectors ei1 , . . . , eip , where 1 ≤ p ≤ d − 1, such that AL ⊂ L. After a suitable
permutation of the basis the matrix A gets a block upper-triangular form with two blocks p × p and
(d − p) × (d − p) on the diagonal. Each power of the matrix A has the same block upper-triangular
form and, therefore, cannot be totally positive. Whence, a reducible matrix is not primitive.
If A is irreducible, then it is either primitive, or there are r ≥ 2 eigenvalues of A, counting with
multiplicities, equal by modulo to its spectral radius ρ = ρ(A). They are all different and are complex
roots of the equationλr = ρ r .Moreover, there is a partition of the set = {1, . . . , d} into r nonempty
sets 1, . . . , r on which A acts as the cyclic permutation. To give a rigorous definition we need one
more notation. By support of a nonnegative vector we mean the set of indices of its strictly positive
entries. We say that a matrix A acts as a cyclic permutation on a given partition  = ⊔rk=1 k of the
set  = {1, . . . , d}, if for every i ∈ k , the support of the ith column of A is contained in k+1 (in
case k = r we set k+1 = 1). In other words, the image Aei is spanned by vectors es , s ∈ k+1.
After a suitable permutation of the basis the matrix A has the following block form:
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 . . . 0 Br
B1 0 0 . . . 0 0
0 B2 0 . . . 0 0
...
...
...
0 0 0 . . . Br−1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The sizes of blocks are |i| × |j| , i, j = 1, . . . , r, where, as usual, by |M|we denote the cardinality
of the set M, all the diagonal blocks are square. The number r is called the imprimitivity index of the
matrix A (see, for instance, [13, Chapter 8]). Thus, the imprimitivity index is defined for an irreducible
nonnegative matrix, and is equal to the total number of largest by modulo eigenvalues, counting
with multiplicities. These facts are usually referred as the Perron–Frobenius theorem. It was proved
in this form by Frobenius in [8]. Later Romanovsky [25] added a combinatorial interpretation of the
imprimitivity index, which is important in graph theory. He proved that r is the g.c.d. of the lengths of
all cycles in the graph of the matrix A. See [27] for a detailed overview. We shall call these statements
connectingprimitivity of amatrixwith its eigenvalues andwith its combinatorial structure thePerron–
Frobenius–Romanovsky (PFR) theory. It is known that if A is primitive, then AN > 0 for N ≥ (d −
1)2 + 1 [28].
There are several approaches to generalize the notion of primitivity to families of matrices. One of
them is the concept of primitive families, also called eventually positive families. A familyA is primitive
if all sufficiently long products of matrices from A are positive. There are no analogs of PFR theory for
this case, and no reasonable classification of primitive families is known. The minimal length N such
that all products of N matrices from A are positive, is already not polynomial: as it was shown in [4],
there are families for which N = 2 d − 2. The algorithmic complexity of the problem to recognize
primitive families is also unclear.
We consider another generalization of primitivity: there exists at least one positive product of
matrices from A.
Definition 1. A familyA of nonnegative d×d-matrices is called almost primitive if there is at least one
strictly positive product (without ordering and with repetitions permitted) of matrices of this family.
This property is weaker than primitivity. Nevertheless, if matrices from A have neither zero rows
nor zero columns, then the existence of one positive product implies that almost all long products
of matrices from A are strictly positive, in the sense that the fraction of positive products among all
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products of length k tends to 1 as k→∞ (Remark 4 and Corollary 1). The problem of characterizing
almost primitive families arises in the study of Lyapunov exponents [12,24,34], of inhomogeneous
Markov chains [10,11,26,35], of models in mathematical ecology [17], etc. We discuss applications
in Section 6.
Definition 2. A family A of nonnegative matrices is called reducible if there is a proper nonempty
subset of basis vectors that spans a common invariant subspace of all matrices fromA. Otherwise the
family A is called irreducible.
Thus, a family A is reducible if its matrices share a common invariant coordinate subspace. In this
case there is a permutation of the canonical basis after which all matrices from A get a block upper-
triangular formwith two blocks p×p and (d−p)× (d−p) on the diagonal, where p is the dimension
of the common invariant coordinate subspace. A familyA is irreducible if and only if every i and j, there
is a product A of matrices from A such that (A)j i > 0. In other words, for every i the supports of the
vectors Aei for all possible products A cover the whole set. A finite family of nonnegative matricesA
is irreducible if and only if the matrix
∑m
i=1 Ai is.
Clearly, if the familyA is reducible, then it is not almost primitive. Indeed, in this case after a suitable
permutation of the basis all matrices from A get a block upper-triangular form. Hence, every product
of those matrices have that block upper-triangular form. In particular, none of them is totally positive.
Irreducible families may not have positive products either. The simplest example is given by any
family of permutationmatrices.More generally, if there is a disjoint partition = ⊔rk=1 k , and every
matrix A ∈ A acts as a permutation (not necessarily cyclic) on this partition, then there is no positive
productofmatrices fromA. Thismeans that for anyA ∈ A, there is apermutationσ of the set {1, . . . , r}
such that for any element i ∈ k , the support of the ith column of A is contained in σ(k), i.e., the
operatorA sendseachbasis vector eiwith i ∈ k to thecoordinate subspace spannedbyvectors es , s ∈
σ(k). A question arises if the converse is true: every family that has no positive product is a family
of permutations of a suitable partition? Theorem 1 (Section 2) establishes the affirmative answer,
provided all matrices fromA has neither zero rows nor zero columns. This result classifies all families
of nonnegative matrices that have no positive products (provided, these matrices do not possess zero
rows and zero columns) and approves the corresponding conjecture stated in [22]. Moreover, we show
that for every family there always exists a unique complete partition (canonical partition). The number
r of its elements depends on the total multiplicity of largest by modulo eigenvalues of matrices, as in
the casem = 1. Thus, Theorem 1 extends the PFR theory to families of matrices. There are, of course,
some differences: a new assumption of the absence of zero rows and columns (in case of one matrix
this followed from the irreducibility); the eigenvalues ofmatricesmay differ from the roots of equation
λr = ρr; eachmatrix Aj defines its own permutation, not necessarily cyclic, etc. This result also allows
us to construct a polynomial-time algorithm for deciding the existence of a positive product for a given
family of matrices. Its complexity is 2d 3m arithmetic operations, while the size of the instance is d 2m.
If there is no positive product, then that algorithm finds the canonical partition  = ⊔ rk=1 k . Let
us recall in this context that a similar problem to recognize the existence of a zero product of given
nonnegative matrices is known to be NP-hard [32].
Theorem 1 has an obvious combinatorial interpretation, in terms of multivalued mappings on the
set . We formulate the corresponding theorem in Section 2.
In Section 5 we apply Theorem 1 to the following problem: when does a given family of column-
stochasticmatricesApossessaproductwhich is scrambling?Such familiesarecalledalmost contractive
because almost all products of their matrices are contractions on the unit simplex. Applications of
almost contractive matrix families are discussed in Section 6. We obtain a classification of almost
contractive families and present a polynomial algorithm to recognize them.
The paper is organized as follows. In Section 2 we formulate the main results on the structure and
classification of almost primitive families (Theorem 1 and Proposition 1). Their proofs are rather tech-
nical, andweplace them to separate Section 3. Then, in Section 4wepresent an algorithm to decide the
existence of a positive product and to find a canonical partition for a given set ofmatrices. Its complex-
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ity is estimated in Proposition 2. In Section 5we study almost contractive families of column-stochastic
matrices.
In Section 6 we discuss some related problems on nonhomogeneous matrix products studied in
the literature. In particular, we analyze possible relation of our results with the concept ofm-primitive
families,which is also a generalization of the PFR theory to sets ofmatrices [6,19]. Possible applications
ofour results to the studyof joint spectral characteristicsofmatrices, to inhomogeneousMarkovchains,
to functional equations, etc., are also discussed in Section 6.
2. Fundamental theorems
Let us have a multiplicative matrix semigroup S , i.e., a set of d × d-matrices, d ≥ 2, such that for
every A ∈ S and B ∈ S , we have AB ∈ S . In the sequel we consider only nonnegative semigroups,
i.e., all matrices of S have nonnegative entries. For a given family of nonnegative d × d-matrices
A = {A1, . . . , Am}, we denote by SA the semigroup generated by A. It consists of all products of
matrices from A, without ordering and with repetitions permitted. Thus, SA = {Adn · · · Ad1 | Adj ∈
A, j = 1, . . . , n , n ≥ 1}. For an arbitrary matrix A, we have SA = {An | n ∈ N}.
Basis vectors ei1 , . . . , eir are said to be independent with respect to a nonnegative matrix semi-
group S if for every A ∈ S , the supports of the vectors Aei1 , . . . , Aeir are disjoint (have empty pairwise
intersections).
Definition 3. For a nonnegativematrix semigroup S , its imprimitivity index r(S) is the largest integer
for which there are r basis vectors independent with respect to S .
Thus, r(S) is an integer between 1 and d. The imprimitivity index is defined for matrix semigroups,
but to shorten the notation we sometimes write r(SA) = r(A) for the semigroup generated by a
family of matrices A, and r(SA) = r(A) for the semigroup generated by one matrix A. For example,
r(A) ≥ 2 means that there are two basis vectors ei, ej such that the two vectors Anei and Anej have
disjoint supports for each natural n (not only for n = 1).
Remark 1. We define the imprimitivity index r(S) by using independency of columns. In the same
way one may define it by rows. In general, those two numbers are different. We shall always use
the imprimitivity by columns. Theorem 1 below implies, in particular, that under some favorable
assumptions on matrices the column and row imprimitivity indices coincide.
For a given matrix A, let μ(A) be the total number of its eigenvalues equal to ρ(A) by modulo,
counting with multiplicities. Let us recall that ρ(A) is the spectral radius of the matrix A, i.e., the
largest modulus of its eigenvalues. For an arbitrary matrix semigroup S , we setμ(S) = minA∈S μ(A).
Letusnote thatμ(A) = μ(An) for everyn, andhenceμ(SA) = μ(A). Similarlyweextend thedefinition
of μ for any set of nonnegative matrices A: μ(A) = μ(SA). Thus, μ(A) is the minimal value of μ(A)
for all matrices A from the semigroup SA, not from the family A.
It is known that for any irreducible matrix A, we have μ(A) = r(A). Indeed, if 1, . . . , r is the
partition of the set = {1, . . . , d} from the Perron–Frobenius theorem, then for any choice of indices
ik ∈ k , k = 1, . . . , r, the basis vectors {eik}rk=1 are independent with respect to SA. On the other
hand, for an arbitrary pair of indices i, i′ from one set k the vectors ei and ei′ are not independent,
because all r nonzero blocks of the matrix AN are totally positive, whenever N is large enough, and
hence the supports of the vectors ANei and A
Nei′ intersect. Consequently, the largest possible number
of independent vectors is equal to r, which is, in turn, equal to μ(A). Thus, Definition 3 extends the
notion of imprimitivity index from one matrix to an arbitrary matrix semigroup S and to an arbitrary
family of matrices A (in the latter case r(A) = r(SA) by definition). As the first step to generalize the
PFR theory we establish that the equality r(S) = μ(S) takes place for all semigroups S of column-
stochastic matrices.
Proposition 1. For an arbitrary semigroup S of column-stochastic matrices, we have μ(S) = r(S).
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The proof is in the next section. This proposition shows that the notion of imprimitivity index,
which is purely combinatorial (it depends only on the skeletons of matrices, i.e., on positions of their
positive entries) is related to eigenvalues not only for a single matrix, but also for a matrix semigroup.
To formulate now themain result we have to impose two extra assumptions on a given nonnegative
matrix family A:
(a) The family A is irreducible.
(b)Matrices of the family A have neither zero rows nor zero columns.
For one matrix condition (a) implies (b). Indeed, if a matrix A has, say, a zero row, then the d − 1
basis vectors corresponding to the remaining rows span an invariant subspace of A. That is why in the
PFR theory for one matrix it always suffices to assume irreducibility. However, for a family of matrices
this is not true, and conditions (a) and (b) are, in general, independent.
For a given partition  = ⊔ nk=1 k of the set  = {1, . . . , d}, we say that a nonnegative matrix A
acts as permutation if there is a permutation σ of the set {1, . . . , n} such that A takes any basis vector
ei with i ∈ k to a linear combination of vectors es , s ∈ σ(k). Suppose that all matrices of some
familyA act as permutations on a given partition = ⊔ nk=1 k; then this partition is called complete
if it does not have a subpartition possessing the same property. This means that one cannot split each
set k = ⊔ pki=1 ik, nk ≥ 1 , k = 1, . . . , n so that nk ≥ 2 at least for one k, and all matrices from A
act as permutations on the partition  = ⊔ nk=1⊔ pki=1 ik .
Clearly, a family A satisfies (a) and (b) if and only if the corresponding semigroup SA does (in this
case we replace A by SA in these conditions). Moreover, if all matrices from A act as permutations
on some partition of , then the same is true for the whole semigroup SA. Hence, without loss of
generality the main theorem can be formulated for semigroups of matrices.
Theorem 1. The following properties of a nonnegative matrix semigroup S satisfying (a) and (b) are
equivalent:
(i) S does not contain a positive matrix.
(ii) r(S) > 1.
(iii) There is n ≥ 2 and a partition = ⊔ nk=1 k, on which everymatrix from S acts as a permutation.
If one of conditions (i)–(iii) is satisfied, then there is a unique partition of the set  to r = r(S) sets,
on which all matrices from S act as permutation. Moreover, this partition is complete, and there exists a
block-diagonal matrix D ∈ S (it has r blocks corresponding to the sets 1, . . . , r ) with strictly positive
blocks.
Themost nontrivial part of Theorem1 is the implication (ii) ⇒ (iii). Property (ii) yields that there
are finitely many partitions of the set  to r sets such that each matrix from S takes every partition
to another partition. Property (iii) is much stronger, it asserts the existence of one universal partition
respectedby allmatrices fromS . There is a permutation of basis vectors afterwhich everymatrixA ∈ S
gets a block form
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 B1 0 . . . 0
0 0 0 0 . . . B2
...
...
...
...
...
Br−2 0 0 0 . . . 0
0 0 0 Br−1 . . . 0
0 Br 0 0 . . . 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with r2 rectangular blocks corresponding to the setsi. All but r of these blocks are zero. Thematrices
Bk and their positions depend on A. The sizes of blocks are |i| × |j| , i, j = 1, . . . , r. Each of the
r columns consisting of r blocks has only one nonzero block. The same holds for rows of block: each
754 V.Yu. Protasov, A.S. Voynov / Linear Algebra and its Applications 437 (2012) 749–765
row has only one nonzero block. The partition to blocks is unique for all matrices from S , but different
matrices may have different arrangements of nonzero blocks.
The proof of Theorem 1 is geometrical, it is based on analyzing affine transformations of convex
polytopes. We give it in Section 3, now let us make some comments.
Remark 2. Theorem 1 generalizes the PFR theory from one matrix to an arbitrary set of matrices. Let
us observe some distinctions. First of all, one irreducible matrix defines a cyclic permutation of the
partition; now the permutations may be arbitrary. The imprimitivity index r for a column-stochastic
matrix equals toμ, and the eigenvalues form the set of roots of the equation λr = 1; now the equality
r = μ remains true (Proposition 1), but without that clear structure of eigenvalues. Finally, condition
(b) does not follow from (a), as in the case of one matrix.
Remark 3. Implications (iii) ⇒ (ii) ⇒ (i) obviously hold for any nonnegativematrix semigroup S ,
even without conditions (a) and (b). The essential part of Theorem 1 is the inverse implications. For
them conditions (a) and (b) are both needed, as shown below in Examples 1–3.
Example 1. Condition (a) is necessary for each implication (i) ⇒ (ii) and (ii) ⇒ (iii) . The simplest
counterexample for the implication (i) ⇒ (ii) is given by a familyA of one 2× 2-matrix A such that
(A)2,1 = 0, and the other three entries are ones. This matrix satisfies (b) but not (a). It generates a
semigroup SA that consists of upper triangular matrices. Hence, SA does not contain a positivematrix,
and property (i) holds. On the other hand, r(SA) = 1, therefore (i) 
⇒ (ii). The situation, when
(ii) 
⇒ (iii), without condition (a), is shown in Example 3 below.
Example 2. Condition (b) is also necessary for each implication (i) ⇒ (ii) and (ii) ⇒ (iii) . The
example for the first implication is given by a familyA of dmatrices: for i = 1, . . . , d thematrix Ai has
ith row of ones, and all other entries are zeros. This family does not have a positive product, although
r = 1. Hence, (i) is satisfied, but (ii) is not. The following example shows that (ii)may not imply (iii),
when (b) fails. Consider the following family A of 4 matrices:
A1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 1
0 1 1 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
; A2 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 1 0
0 1 0 1
0 0 0 0
0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
; A3 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 0
0 0 0 0
0 1 1 0
1 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
; A4 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 0
0 0 0 0
1 0 1 0
0 1 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Each of them is column-stochastic and has two zero rows. The imprimitivity index r(A) equals to 2.
Indeed, the vectors e1 and e2 are independent w.r.t. the semigroup SA, and so the vectors e3 and e4.
On the other hand, there is no partition of the set  = {1, . . . , 4} on which all matrices Ai act as
permutations. To see this we observe that A1e1 = A1e4, hence e1 and e4 must belong to one set of
partition. Similarly, from equalities A2e1 = A2e3 and A3e2 = A3e3 it follows that both e3 and e2 also
belong to that set, and so that set coincides with . Thus, the semigroup SA possesses property (ii)
with r = 2, but this does not imply property (iii).
Example 3. For every i = 1, . . . , 4, let A′i , be the 5 × 5-matrix that has the upper left 4 × 4-block
equal to the corresponding matrix Ai from Example 2, the fifth column consists of ones, and the first
four entries of the fifth row are zeros. The family A′ = {A′1, . . . , A′4} is reducible (so, condition (a)
fails), and satisfies condition (b). This family has no nontrivial partition, the proof is literally the same
as in Example 2. On the other hand, r(SA′) = 2. Thus, for this family (ii) does not imply (iii).
Theorem 1 yields that for any family of nonnegative matrices A satisfying (a) and (b) there exists
a unique complete partition of the set  = {1, . . . , d} to disjoint nonempty sets 1, . . . , r such
that all matrices from A act as permutations of these sets. This partition will be referred as canonical.
The number of elements of the canonical partition equals to the imprimitivity index r(A) which, in
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turn, for column-stochasticmatrices equals toμ(A). In particular, the canonical partition is trivial, i.e.,
r = 1 and 1 = , precisely when there is a positive product of matrices from A.
Remark 4. Consider a random product k = Adk · · · Ad1 , where all the indices di are independent
random variables taking values 1, . . . ,m with equal probabilities 1/m. If the family A possesses a
positive product, then the probability that k > 0 tends to 1 as k → ∞. In other words, almost all
long products are positive. Indeed, suppose a product  of length N is positive; then every product of
length k contains  with probability at least 1 − q[k/N], where q < 1 is fixed. Condition (b) implies
that k > 0, whenever k contains  as a subproduct.
Corollary 1. Almost all products of matrices of a nonnegative family A are strictly positive, unless either
condition (a) or (b) is not satisfied, or r(A) > 1, i.e., the canonical partition is nontrivial.
Corollary 1 justifies our terminology given in Definition 1. We see that under the assumptions (a)
and (b) the almost primitivity of a familyA indeed means that almost all products of matrices fromA
are strictly positive. Theorem 1 thus gives a criterion of almost primitivity. As we shall see in Section 4,
this property can be checked for an arbitrary nonnegative matrix family satisfying (a) and (b) by a
polynomial algorithm.
Theorem 1 can be formulated as a purely combinatorial result. LetM be the set of all nonempty
subsets of the set = {1, . . . , d}. A map Â : M → M is called additive if Â(X ∪ Y) = ÂX ∪ ÂY . For
each nonnegative d × d-matrix A that has no zero columns, we naturally associate the corresponding
map Â : M → M as follows: for an arbitrary subset X ∈  the set Â X is defined as the union of
supports of jth columns of the matrix A over all j ∈ X . Conversely, to each map Â one can associate a
nonnegativematrix A such that Aij > 0 if i belongs to the set Â ({j}), and Aij = 0 otherwise. Thematrix
A is not uniquely defined, but all matrices associated to Â have the same skeleton (positions of strictly
positive entries). Now we immediately obtain the combinatorial analogue of Theorem 1:
Theorem 2. Assume that Â is an arbitrary set of additive mappings such that the following two conditions
are fulfilled: Â =  for each Â ∈ Â, and there is no X ∈ M, X 
=  such that ÂX ⊂ X for all Â ∈ Â.
Then the following alternative takes place:
Either there is a composition  of maps from Â such that ({i}) =  for each i ∈ , or there is a
partition of  into r ≥ 2 sets on which every map from Â acts as permutation.
After this theorem a natural question arises, if it has a “purely combinatorial” proof? We do not
know the answer. The proof of Theorem1 (or, equivalently, of Theorem2) presented in the next section
is rather geometrical, it uses properties of convexpolyhedra, their faces andplanes of support, and their
affinemaps. It canbe consideredas a challengingproblemtoproveTheorem1usingonly combinatorial
tools (combinatorics of finite sets, graph theory, etc.) Let us note that solutions of several well-known
problems on nonnegativematrix products such as road coloring,m-primitivity,mortalmatrix families,
etc., are purely combinatorial (see Section 6).
3. Proofs of the main results
In this section we prove Proposition 1 and Theorem 1. We start with Proposition 1. The following
simple auxiliary fact is certainly known, but we could not find an appropriate reference.
Lemma 1. Let B be a nonnegative irreducible matrix. Suppose the sum of entries in every column of B does
not exceed 1, and in some column it is strictly less than 1; then ρ(B) < 1.
Proof. Since B is irreducible, it follows that for any nonzero nonnegativematrix C one has ρ(B+C) >
ρ(B) (see, for instance, [13, Section 8.5, Exercise 15]). This holds, in particular, for a diagonal matrix C
such that (C)kk = 1 − ∑dj=1(B)jk , k = 1, . . . , d. The matrix B + C is column-stochastic, hence
ρ(B + C) = 1, and therefore ρ(B) < 1. 
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Proof of Proposition 1. Let us first show that r ≥ μ. For every family b = {eik}r+1k=1 of r + 1 basis
vectors, there is a matrix Ab ∈ S such that the supports of the vectors {Ab e | e ∈ b} are not all
disjoint (i.e., at least two vectors have intersecting supports). For each C ∈ S , thematrix CAb possesses
this property as well. Now take another family c of r + 1 basis vectors. If the supports of the vectors
{Abe , e ∈ c} are all disjoint, then one can choose exactly one element from each support and obtain
a family g of r + 1 basis vectors. There is a matrix Ag ∈ S such that the supports of the vectors{Ag e | e ∈ g} are not all disjoint. If, otherwise, the supports of the vectors {Ab e , e ∈ c} are not all
disjoint, then take an arbitrary matrix Ag ∈ S . In both cases the matrix AgAb serves both families b
and c, i.e., the supports of the vectors {AgAb e | e ∈ b} are not all disjoint, and the same is true for the
vectors {AgAb e | e ∈ c}. Taking the next family of r+1 vectors, etc., we after finitelymany steps obtain
a matrix A ∈ S that serves all families of r + 1 vectors. For this matrix r(A) = r(S). On the other
hand, μ(A) ≥ μ(S). If r(A) ≥ μ(A), then we have r(S) = r(A) ≥ μ(A) ≥ μ(S), and the inequality
r(S) ≥ μ(S) will follow. Thus, it suffices to prove that r(A) ≥ μ(A).
Let us show that the inequality r(A) ≥ μ(A) actually holds for every column-stochastic matrix A.
If A is irreducible, then this follows directly from the Perron–Frobenius theorem.
If A is reducible, then, after a suitable permutation of the canonical basis, it gets a block upper-
triangular form with irreducible diagonal blocks B1, . . . , Bn. Let Bi1 , . . . , Bis be those diagonal blocks
with the spectral radius 1. We have μ(A) = ∑sk=1 μ(Bik). Let rk be the imprimitivity index of the
block Bk. Since Bk is irreducible, we have rk = μ(Bik). Since the matrix A is block upper-triangular, all
its entries under the diagonal blocks are zeros. Moreover, it appears that all entries above the blocks
Bi1 , . . . , Bis are zeros as well. Otherwise, the sum of entries of some block Bik in some of its columns
is less than 1, and by Lemma 1 we have ρ(Bik) < 1, which contradicts the assumption. Hence, for
every indices jt and ju corresponding to different blocks, the vectors ejt and eju are independent w.r.t.
the semigroup SA. Taking now r1 independent vectors corresponding to the block Bi1 , r2 independent
vectors corresponding to Bi2 , etc., we obtain
∑s
k=1 rk vectors independent w.r.t. the semigroup SA.
Therefore, r(A) ≥ ∑sk=1 rk = ∑sk=1 μ(Bik) = μ(A). Thus, r(A) ≥ μ(A), which completes the proof
of the inequality r(S) ≥ μ(S).
To establish the opposite inequality r(S) ≤ μ(S), observe that all operators from S respect the L1-
norm of every vector from the subspace U = span {ei1 , . . . , eir }, where ei1 , . . . , eir are basis vectors
independentwith respect toS . In particular, for everyA ∈ S ,wehaveAnu 
→ 0 as n → ∞,whenever
u ∈ U \ {0}. Since ρ(A) = 1, it follows that the sum of dimensions of root subspaces corresponding to
eigenvalues of A equal to 1 by modulo is at least dimU. Therefore, μ(A) ≥ r(S) for every A ∈ S , and
hence μ(S) ≥ r(S). 
Now we begin the proof of Theorem 1, for which several auxiliary facts are needed. We use
the notion of polytope as a convex hull of finitely many points. A face of a polytope G is its non-
empty intersection with a hyperplane of support. If dim G = n, then the dimension of faces are
from 0 (vertices) to n − 1 (hyperfaces). We begin with the following simple fact, whose proof is
omitted.
Lemma 2. Suppose that G1 ⊂ Rn is a polytope, and A : G1→Rk is an affinemap; then the image G2=AG1
is a polytope, and the complete preimage of every face of G2 is either a face of G1 or the whole G1.
For a nonempty subset M of a polytope G, we denote by ϕ(M) the smallest by inclusion face of G
containingM; ifM is not contained in any face, then we set ϕ(M) = G.
Lemma 3. Suppose G1 ⊂ Rn , G2 ⊂ Rk are polytopes, A : G1 → G2 is an affine operator, M is a subset
of G1 and γ is a face of G2; then if AM ⊂ γ , then A(ϕ(M)) ⊂ γ .
Proof. We assume that the set M is convex, otherwise replace it with its convex hull. If ϕ(M) is a
vertex of G, then there is nothing to prove. So, we assume the dimension of ϕ(M) is at least one. Now
suppose the converse: there is a point x ∈ ϕ(M) such that Ax /∈ γ . Since ϕ(M) is the minimal face,
it follows that there exists a point y ∈ M that belongs to the relative interior of ϕ(M). Hence, there is
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a point z ∈ G1, z 
= y such that y ∈ [z, x]. Since Ay ∈ AM, we see that Ay ∈ γ . On the other hand,
Ax ∈ (G2 \ γ ). Therefore, Az /∈ G2, which contradicts the assumption AG1 ⊂ G2. 
The following fact is well known, we include its proof for convenience of the reader.
Lemma 4. If a nonnegative matrix semigroup S satisfying (a) and (b) contains a matrix with a strictly
positive row, then it contains a strictly positive matrix.
Proof. Let a matrix A ∈ S have the largest possible (among all matrices from S) number k ≥ 1 of
positive rows. Without loss of generality it can be assumed that the first k rows of A are positive.
Suppose k < d. The (k + 1)st row of A contains a positive element ak+1,i. Due to condition (a) there
exists a matrix C ∈ S for which ci1 > 0. Then the ith row of the matrix CA is positive. By condition (b)
for every B ∈ S the matrix AB has the first k rows positive. Consequently, the first k + 1 rows of the
matrix ACA are positive. Thus, k = d, and A is positive. 
The next lemma is also well-known, its proof is omitted.
Lemma 5. If A is a column-stochastic matrix andμ(A) = 1, then for sufficiently large k the matrix Ak has
a positive row.
The proof of Theorem 1 is rather long, we split it into several steps with explanations in the begin-
ning of each step.
ProofofTheorem1.Due to condition (b) it canbeassumed that allmatricesofS are column-stochastic.
(i) ⇒ (ii). If r(S) = 1, then Proposition 1 yields μ(S) = 1, hence there exists a matrix A ∈ S
such thatμ(A) = 1. Combining now Lemmas 4 and 5, we see that S contains a positive matrix. Hence
(i) implies (ii).
The implication (iii) ⇒ (i) is trivial, and we start proving the most difficult part, the implication
(ii) ⇒ (iii). Let 	 be the (d − 1)-dimensional simplex with vertices e1, . . . , ed. Every matrix A ∈ S
acts on the simplex	 as an affine operator taking	 into itself. Those operators will be denoted by the
same symbols as matrices.
Step 1.We construct a polytope G as an image of the simplex 	 and single out a semigroup S0 ⊂ S of
matrices acting on G as nondegenerate affine operators.
Since r = r(S) > 1, it follows that there are two basis vectors, say e1 and e2, independent w.r.t.
the semigroup S . It follows that for every A ∈ S , the image Ae1 is on the boundary of the simplex 	.
Indeed, Ae1 has zero entries on the positions of the support of the vector Ae2. Let B ∈ S be the matrix
of the smallest rank among all matrices from S . Let S0 = {BA | A ∈ S} ∪ {B}. Observe that S0 is a
semigroup. Each matrix from S0 respects the set G = B	 which is a polytope of dimension at least 1.
Otherwise G is a point that belongs to the boundary of	, because Be1 is on the boundary. However, if
the image B	 is on the boundary of 	, then the matrix B has a zero row, which is impossible.
Step 2.We select a set of faces Ps of the polytope G on which every matrix from the semigroup S0 acts
as a permutation. Each face from Ps lies on the boundary of the simplex 	.
For every C ∈ S0, we have CG ⊂ G, and the point Ce1 belongs to the boundary of 	. Hence, it
belongs to the boundary of G as well. Otherwise, if Ce1 ∈ int G, then the whole G lies in some face of
	. Consequently, the operator B takes 	 to that face, which means that the matrix B has a zero row.
Thus, for every C ∈ S0, the point Ce1 is on the boundary of G. Let P = {ϕG(Ce1) | C ∈ S0} be the set
of minimal faces of G for the points Ce1 , C ∈ S0, and let s be the maximal dimension of those faces.
Since all the points Ce1 are on the boundary of G, we see that s ≤ d− 2. Let Ps ⊂ P be the set of faces
from P of dimension s. By the assumption, Ps is nonempty. Now we make several observations.
1. The sets P and Ps are on the boundary of the simplex 	.
2. The set of faces P is invariant with respect to every operator from S0. This means that for every
γ ∈ P , its image Cγ lies in some face γ1 ∈ P , whenever C ∈ S0. Indeed, since γ is the minimal face
for someDe1, D ∈ S0, we haveDe1 ∈ int γ . On the other hand, CDe1 belongs to some γ1 ∈ P , because
CD ∈ S0. Invoking now Lemma 3, we obtain Cγ = C(ϕG(De1)) ⊂ γ1.
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3. Since the affine operator B has the minimal rank which equals to dim G ≥ 1, it follows that all
operators from S0 are nondegenerate on G. Whence, for each operator C ∈ S0 and for every γ ∈ Ps,
the dimension of Cγ equals to s, and consequently there is a unique face γ ′ ∈ P containing Cγ (γ ′ is
also of dimension s). On the other hand, the operator C cannot map two faces from Ps into one face.
Otherwise the latter face has dimension higher than s. Since the set Ps is finite, we see that the map
γ → γ ′ is a well-defined one-to-one map on Ps.
Step 3.We choose a subset {γ1, . . . , γn} ⊂ Ps that consists of disjoint faces on which matrices from S0
act as permutations.
Thus, each operator C ∈ S0 constitutes a permutation of the set Ps. In general, faces from Ps may
intersect each other. To get a set of disjoint faces we take the largest number l for which there is a
nonempty intersection ∩ lk=1 γik 
= ∅, where all γik ∈ Ps are different. Note that this intersection is
a face of G. Among all such nonempty intersections of l different faces from Ps we take those of the
maximal dimension q ≥ 0. Denote their set by Pq. Thus, Pq is a nonempty set of disjoint faces of G.
All of them are of dimension q. Since every operator C ∈ S0 defines a permutation σ of the set Ps,
it defines a permutation of the set Pq as ∩ lk=1γik → ∩ lk=1γσ(ik). Since C is nondegenerate on G,
and the dimension q is maximal, it follows that dim
(∩ lk=1γσ(ik)) = dim (∩ lk=1γik ) = q. Thus, every
operator C ∈ S0 does constitute a permutation of the setPq. This permutationwill be referred as C˜. For
every γ ∈ Pq, we have C˜γ = ϕG(Cγ ), because dim (Cγ ) = dim (C˜γ ) = q. Let us remember that
the operator B belongs to S0, and hence it also constitutes a permutation B˜. Without loss of generality
it can be assumed that B˜ is the identity map, otherwise we take N such that B˜N is the identity on Pq,
and replace everywhere the matrix B ∈ S by BN . Thus, we have a family Pq = {γ1, . . . , γn} , n ≥ 1,
of disjoint faces of the polytope G, all of dimension q. Every operator C ∈ S0 defines a permutation C˜ of
the set {γi}ni=1, and B˜ is an identical permutation. Since each face from the set Ps lies on the boundary
of the simplex 	, the same is true for intersections of those faces. Therefore, each face γi ∈ Pq lies on
the boundary of 	.
Step 4. To each face γi we associate ϕ	(γi)which is the minimal face of the simplex	 that contains γi.
Then we prove that the sets of vertices of those minimal faces form the desired partition of the set .
Let δi = ϕ	(γi) , i = 1, . . . , n. Since B˜γi = γi, and so Bγi ⊂ γi, it follows that γi ⊂ B−1γi.
The operator B takes the simplex	 to the polytope G, hence, by Lemma 2, the set B−1γi is a face of	.
This face contains γi, and hence (Lemma 3) contains δi. Note that the faces B
−1γi , i = 1, . . . , n are
all disjoint, because so are the faces γi , i = 1, . . . , n. For every A ∈ S , we have BA ∈ S0. Therefore,
for each face γi ∈ Pq, the image BAγi is in some γj . Whence, Aγi ⊂ B−1γj . Thus, every matrix A ∈ S
defines a permutation γi → γj of the set Pq. This permutation will be denoted as A˜ (in case A ∈ S0 we
arrive at the previous definition). By Lemma 3 we have Aϕ	(γi) ⊂ B−1γj , so Aδi ⊂ B−1γj . Hence, A
defines the same permutation A˜ on the set {δi}ni=1. Now we come to the key point of the proof. We
are going to show that δi = B−1γi for every i = 1, . . . , n, and that the faces {δi}ni=1 actually form the
desired partition of the set .
Let L be the convex hull of the faces B−1γj of the simplex 	 , j = 1, . . . , n. This is either a face
of 	 or the whole 	. Due to condition (a), for each k = 1, . . . , d, the set {Aek ∣∣ A ∈ S} cannot be
contained in a face of	. Since for every ek ∈ δi, we have Aek ∈ L , A ∈ S , it follows that L is not a face
of 	. Thus, L = 	. If we assume that n = 1, then B−1γ1 = 	, and so B	 = γ1. This is impossible,
because amatrix satisfying condition (b) cannotmap thewhole simplex	 to its face. Therefore, n ≥ 2.
Furthermore, writing L′ for the convex hull of the faces δi, i = 1, . . . , n, we obtain BL ⊂ L′, that is
B	 ⊂ L′, which means that L′ also coincides with 	. However, for each i, the dimension of the face
δi does not exceed the dimension of the face B
−1γi. Whence, equality L = L′ implies that these two
dimensions are equal for every i, and we have δi = B−1γi , i = 1, . . . , n. In particular, for each A ∈ S ,
we have Aδi ⊂ δj , whenever A˜δi = δj . Thus, the set of vertices of the faces {δi}ni=1 form a desired
partition of the set of basis vectors. Every matrix A ∈ S acts on this partition as the permutation A˜.
This proves the existence of the partition.
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Step 5. We show the uniqueness of a complete partition, prove that it consists of n = r(S) elements
and find the matrix D.
Because of finiteness itmay be assumed that the partition {δi}ni=1 is complete. Let us now show that
n = r(S), and that this is a unique partition into r(S) parts. For each face δ of the simplex	, we write
|δ| for the number of its vertices and sp (δ) for its linear span. To simplify the notation we denote by
the same symbol δ the set of vertices of the face δ. For every face δi of the complete partition {δi}ni=1,
let Si denote the set ofmatrices from S leaving δi invariant. This set is a semigroup, which is nonempty,
because B ∈ Si. Moreover, the semigroup Si|δi =
{
A|sp (δi)
∣∣ A ∈ Si }, which consists of |δi| × |δi|-
matrices (restrictions ofmatrices fromSi to the subspace sp (δi)) satisfies both assumptions (a) and (b).
Let us first show that for each i, the semigroup Si|δi contains a positive matrix. If, for instance, S1|δ1
does not, then, as we have shown, there is a partition of basis vectors from δ1 to disjoint sets {δj1}pj=1
onwhich everymatrix from S1 acts as a permutation. By condition (a), for each i 
= 1, there is amatrix
Ei ∈ S such that Eiδi ⊂ δ1. For j = 1, . . . , p , let δji be the set of vertices v ∈ 	 such that Eiv ∈ δj1.
The convex hull of this set, i.e., the corresponding face of	, will be denoted by the same symbol δ
j
i . By
condition (b) each set δ
j
i is nonempty. Otherwise all vertices of the face δ
j
1 are out of the range of the
matrix Ei, and hence Ei contains at least |δj1| zero rows. By the same condition the set∪j δji contains all
vertices of δi. Finally, all δ
j
i are disjoint, as preimages of disjoint sets δ
j
1. Thus, {δji}j=1,...,pi=1,...,n is a disjoint
subpartition of the partition {δi}i=1,...,n. Let us show that every matrix from S acts as a permutation
of this subpartition. First of all, for each i 
= 1, there is a matrix Ci ∈ S such that Ciδ1 ⊂ δi. To this
matrix we associate the map Ĉi : M → M (see Section 2, the paragraph before Theorem 2). It maps
one-to-one the sets {δj1} to the sets {δji}. Indeed, if Ĉiδa1∩ Ĉiδb1 
= ∅ for some a 
= b, then applying Ei we
see that the operator ÊiĈi takes δ
a
1 and δ
b
1 to intersecting sets, which is impossible, because EiCi ∈ S1,
and hence ÊiĈi is a permutation of the sets {δj1}. By the same argument we prove that the image Ĉiδa1
cannot intersect two different sets from {δji}, and that the images Ĉiδa1 and Ĉiδb1 cannot be in one set δji .
Thus, Ĉi maps one-to-one the sets {δj1} to the sets {δji}. Consider now arbitrary A ∈ S and two sets δa
and δb such that Aδa ⊂ δb. Assume for themoment that a 
= b and a, b 
= 1. Then arguing as abovewe
show that Âmaps the subpartition {δja}j=1,...,p one-to-one to the subpartition {δjb}j=1,...,p. Otherwise,
the map B̂bÂĈa is not one-to-one on S1 either, which is impossible, since BbACa ∈ S1. Thus, we have
constructed a subpartition on which all matrices from S act as permutations. This contradicts the
completeness assumption. Therefore, each semigroup Si|δi contains at least one positivematrix. Let us
recall that Si|δi consists of restrictions of matrices leaving the subspace sp (δi) invariant, to that space.
Take a matrix from Si, whose restriction to sp (δi) is positive. Since this matrix defines a permutation
of the sets {δi}, we see that some power of thismatrix leaves all δi invariant. In otherwords, thismatrix
is block-diagonal, with blocks corresponding to the sets {δi}. Thus, for every i there is a block-diagonal
matrix Di ∈ S that has the ith block positive. Then the product D = D1 · · ·Dn has all blocks positive.
If basis vectors ei1 , . . . , eik are from different sets δi, then they are independent with respect to
S . The converse is also true: if the vectors are independent, they are from different sets. Otherwise,
if two vectors, say ei1 and ei2 are from one set, then the supports of Dei1 and of Dei2 intersect. This
immediately implies that n = r(S). If there is another partition to r sets on which every matrix from
S acts as a permutation, then there are basis vectors ei1 and ei2 from different sets of that partition
which belong to one set δi of the first partition. Hence the supports of Dei1 and of Dei2 intersect, and
those vectors cannot be from different sets of some partition. Thus, there exists a unique partition to
r = r(S) sets. 
4. Computing of the imprimitivity index r(A) and finding the canonical partition {1, . . . , r}
Theorem 1makes it possible to construct an efficient algorithm for deciding, whether a given fam-
ily of matrices A = {A1, . . . , Am} possesses a positive product. This algorithm, moreover, finds the
imprimitivity index r(A) (and hence, in view of Proposition 1, the numberμ(A), wheneverA consists
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of column-stochastic matrices), and all the sets1, . . . , r of the canonical partition. The complexity
of the algorithm (the number of arithmetic operations required) does not exceed 2md 3. For sparse
matrices, when each column of Ai contains at most p positive entries, the complexity is (2mp+ 1) d 2.
Algorithm. Zero step. We have the set  = {1, . . . , d} and its partition to d elementary sets i ={i}, i = 1, . . . , d. To this partition we associate a set of d pairs {(i, i) | i = 1, . . . , d}.
Main loop. The kth step, 1 ≤ k ≤ d − 1. We have a partition of the set  to d − k disjoint sets
j1 , . . . , jd−k . We also have the corresponding set of d pairs {(i, j) | i ∈ j , i = 1, . . . , d}.
We take all columns of thematrix A1, whose numbers belong toj1 and take the set of all numbers{is} of positive entries of these columns (a number belongs to this set if at least one of these columns
has a positive element in the isth row). We take the second element j of the pair (i1, j) and compare
it with second elements of all other pairs (is, ·). If all of them equal to j, then we take the next matrix
A2 and do the same, etc. If we meet a pair (is, q)with j 
= q, then we conclude that the setsj andq
must be contained in one set of the canonical partition. Therefore, we make concatenation of the sets
j and q: in all pairs {(i, q) | i ∈ q} we replace the second index q by j. We thus obtain a partition
to d − k − 1 sets; the set q disappears being absorbed by j . Then the kth step is over and we go to
the (k + 1)st step.
If the second elements of the pairs (is, ·) coincide for all matrices A1, . . . , Am, we take the next set
j 2 , do the same for it, etc. If we meet the situation, when the second elements of two pairs do not
coincide, then we make concatenation of the two corresponding sets of partition, which ends the kth
step. If we do not meet this situation, and exhaust all the sets j1 , . . . , jd−k , then this partition is
canonical, and r = d − k. The algorithm terminates.
If we have performed d − 1 steps, then the algorithm terminates. In this case r = 1, the canonical
partition is trivial, and the family A possesses the positive product. This is the end of the algorithm.
Thus,matrices of the family A have a positive product if the algorithm performs d − 1 steps.
Proposition 2. For any nonnegativematrix familyA = {A1, . . . , Am} satisfying (a) and (b), the algorithm
finds the canonical partition spending less than 2md3 operations. If all the matrices contain at most p
nonzero elements in each column, p < d, then it spends less than (2mp + 1) d 2 operations.
Proof. Assume every column of our matrices contains at most p ≤ d nonzero entries. Composing the
set of indices of positive entries for columns of matrix A1 with indices from the set j1 takes at most
p |j1 |operations, and the same for comparing the second elements of pairs for this set. For allmatrices
we have in total 2mp |j1 | operations, and for all setsj we have at most 2mp || = 2mpd. Thus, the
complexity of each step is estimated as 2mp d operations, plus less than d operations for concatenation
of two sets. Since the algorithm performs at most d − 1 steps, we finally get (2mp + 1) d (d − 1)
operations. For p = d, this does not exceed 2md 3. 
Remark 5. The size of the instance of the algorithm is N = md 2, so its complexity is less than 2N3/2.
Observe that the fastest known algorithm of multiplication of two matrices takes already O(d 2.376)
operations [5]. The same is for the determinant computation and for approximate computation of the
spectral radius. In practice, because of a large constant, for reasonably small dimensions that algo-
rithmworks slower than classical Strassen’s algorithm that takesO(d 2.807) operations [29]. Therefore,
the problem of deciding the existence of positive product can hardly be solved in a less number of
operations. This concerns even the simplest case m = 1, when one needs to check the primitiv-
ity of one matrix. So, the complexity estimate O(d3) in Proposition 2, most likely, cannot be signifi-
cantly reduced. Nevertheless, it would be interesting to come up with any improvement of the upper
bound.
5. Almost contractive families
In this sectionweconsider another combinatorial problemonnonnegativematriceswhich is closely
related to theexistenceof apositiveproduct.A familyof column-stochasticmatricesA = {A1, . . . , Am}
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is called contractive if for any infinite sequence of indices d1, d2, . . . from the set {1, . . . ,m}, we have∥∥∥ ( Adk · · · Ad1 ) ∣∣	
∥∥∥ → 0 as k → ∞ . (1)
Thus, we consider affine operators on the unit simplex
	 =
⎧⎨
⎩ (x1, . . . , xd) ∈ Rd
∣∣ d∑
i=1
xi = 1 , xi ≥ 0 , i = 1, . . . , d
⎫⎬
⎭ .
By the norm of affine operator A we, as usual, mean sup
v,u∈	,v 
=u
‖Au − Av‖/‖u − v‖. Thus, a family is
contractive, if every infinite product of its operators reduces the diameter of the simplex 	 to zero. In
this case we say that it compresses the unit simplex 	 to a point. An equivalent property: the family
is contractive if it is right convergent to one-rank limits, i.e., for every sequence of indices {di}i∈N,
the product Ad1 · · · Adk converges as k → ∞, and the limit is a one-rank matrix which depends on
the sequence. Contractive families found many applications in probability (inhomogeneous Markov
chains), dynamical systems, functional equations, subdivision algorithms, coding theory, etc. [1–7,9,
11,18,20,36].
For a family of one column-stochastic matrix A = {A}, the contractibility property have been
studied in great detail (see [11,26] for many references). The simplest condition is that a matrix A is
contractive if and only ifμ(A) = 1. An equivalent combinatorial condition: A is contractive if and only
if some of its powers is scrambling. Let us recall that a nonnegative matrix B is called scrambling if the
supports of every two of its columns are intersecting. For a column-stochastic matrix, this property
is equivalent to the inequality ‖B|	‖1 < 1, where ‖ · ‖1 is the L1 operator norm associated to the
L1-norm on the simplex: ‖v − u‖1 = ∑i |vi − ui|, v, u ∈ 	. The inequality ‖B|	‖1 ≤ 1 holds
for all column-stochastic matrices, and it is strict precisely for scrambling matrices [20]. Hence, the
L1-norm of powers of the matrix A converges to zero on 	 if and only if ‖Ak|	‖1 < 1 for some k,
i.e., if Ak is scrambling. In particular, if a column-stochastic matrix is primitive, then it is contractive.
The same combinatorial criterion is extended to all families of column-stochastic matrices: a family
A = {A1, . . . , Am} is contractive if and only if there is k ∈ N, for which all products of matrices form
A of length k are scrambling [1,10,35]. Hence, to verify the contractibility it suffices merely to exhaust
all mk products Adk · · · Ad1 of length k and to check, whether all of them are scrambling. However,
the minimal number k for ensuring contractibility may be very large. There are examples, when k =
1
2
(
3d − 2d+1 + 1) (see [20]). So, checking the contractibility of a family of matrices by this criterion
may require enormous computations. Actually, it is still unknown, whether the contractibility can be
checked within polynomial time. Most likely, the answer is negative (see [18] for general discussions
of this aspect, and for some sufficient conditions of contractibility).
We consider a weaker property of almost contractibility and show that this property can be effec-
tively verified by polynomial algorithms. A family of column-stochastic matrices A = {A1, . . . , Am}
is almost contractive if there is at least one infinite sequence d1, d2, . . . satisfying (1). An equivalent def-
inition: there is an infinite product ofmatrices compressing the unit simplex	 to a point. Suppose that
all the indices di are independent random variables taking values 1, . . . ,m with equal probabilities
1/m; then for almost contractive families assertion (1) holds with probability 1. In other words, almost
all infinite products take the unit simplex to a point. This justifies the terminology. Indeed, (1) implies
that there is a finite product B = Adk · · · Ad1 with L1-norm on 	 smaller than 1 (i.e., B is scrambling).
Every infinite product with probability 1 contains infinitely many subproducts B, hence its norm on
	 tends to zero. Similarly one shows that a family is almost contractive if it is right-convergent to
one-rank limits with probability 1.
Another interpretation of almost contractibility, in terms of the joint spectral characteristics of
matrices, is discussed in Remark 7.
In many applications it suffices to have almost contractibility. It appears that, in contrast to con-
tractive families, almost contractive ones can be easily recognized within polynomial time. This will
follow from criteria of almost contractibility which are derived by applying Proposition 1 and
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Theorem 1. Before formulating the criteria let us note that a family is almost contractive if and
only if it has at least one scrambling product. In this section we use the standard notation O(1) and
o(1) to denote bounded values and values converging to zero respectively, every time we assume
d → ∞.
Proposition 3. A family of column-stochastic matrices A is almost contractive if and only if r(A) = 1.
Proof. If r = 1, then by Proposition 1 we have μ = 1. Hence there is a product B ∈ S such that
μ(B) = 1. Therefore, B is scrambling, and so A is almost contractive. If r > 1, then there are two
independent w.r.t. the semigroup SA basis vectors ei, ej . Hence ‖Bei − Bej‖1 = 2 for all B ∈ SA,
consequently A is not almost contractive. 
Applying now Theorem 1, we obtain
Corollary 2. If a family A satisfy (a) and (b), then it is almost contractive if and only if its canonical
partition is trivial.
Actually, for irreducible families, the almost contractibility property is equivalent to the existence
of a positive product. Let us emphasize that Proposition 3 holds for all families of column-stochastic
matrices, possibly not satisfying (a) and (b).
Algorithm for checking almost contractibility. We are given a family of column-stochastic matrices
A = {A1, . . . , Am}. Due to Proposition 3 we need to check the existence of an independent pair of
basis vectors. Consider a directed graph, whose nodes are ordered pairs (i1, i2), 1 ≤ i1, i2 ≤ d. There
is an arc from the node (j1, j2) to the node (i1, i2) if and only if there exists k ∈ {1, . . . ,m} such that
the entries ai1,j1 and ai2,j2 of the matrix Ak are both positive. A pair (ei1 , ei2) is not independent w.r.t.
the semigroup SA precisely when there is a path from the node (i1, i2) to the diagonal, i.e., to one of
the nodes (i, i). Finding successively the nodes of the first level (fromwhich one can reach the diagonal
in one step, i.e., going along one edge), of the second level (from which one can reach the first level
in one step), etc., we check, whether the diagonal is reachable from each node. The algorithm spends
md4(1 + o(1)) operations, while the size of the instance ismd2.
Theorem 1makes it possible to reduce slightly the complexity of the algorithm, although it will re-
quireoneadditional assumption.Aswementionedabove, for irreducible families almost contractibility
is equivalent to the existence of a positive product. Therefore, the corresponding algorithm presented
in Section 4 can be used to check the almost contractibility as well, provided all matrices fromA have
no zero rows (to fulfill condition (b)). Thus, for irreducible families, the almost contractibility can be
verified by the algorithm from Section 4 which spends less than 2md3 operations.
Consider now the general case, when A is reducible. Let us call a common invariant coordinate
subspace of the familyAminimal, if it does not contain other common invariant coordinate subspace.
Since the intersection of two common invariant coordinate subspaces is also such a subspace, we see
that either the minimal subspace is unique, or there are two common invariant coordinate subspaces
intersecting by {0}. In the latter case r ≥ 2, since two basis vectors from different subspaces are
independent w.r.t. SA, which is incompatible with almost contractibility (Proposition 3). Thus, if the
family is almost contractive, it has a uniqueminimal common invariant coordinate subspace (probably,
coinciding with Rd, in which case A is irreducible). After a suitable permutation of basis vectors, all
matrices of the familyA get a block upper-triangular form. Without loss of generality we assume that
the minimal invariant subspace corresponds to the first diagonal block. Let it have size q ≤ d. The
family of the corresponding q × q-matrices will be referred as A′ = {A′1, . . . , A′d}. Thus, A′ is the
restriction of A to the minimal invariant subspace. Clearly, A′ is irreducible.
Proposition 4. If a family of column-stochastic matrices A is almost contractive, then it has a unique
minimal common invariant coordinate subspace. Conversely, assume such a subspace is unique for a family
A and the corresponding q × q-matrices A′i have no zero rows. Then A is almost contractive if and only if
the canonical partition for the family A′ is trivial.
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Proof. The first part is already proved. IfA′ has a nontrivial canonical partition, then r(A′) > 1. Since
r(A) ≥ r(A′), we see that r(A) > 1, and hence A is not almost contractive. The converse follows
directly from Theorem 1. 
There are efficient algorithms to find the smallest common invariant subspaces for a family of
matrices, their complexity is O(md2) as d → ∞ (see [15] and references therein). Applying next our
algorithm from Section 4 to the familyA′, we decide the almost contractibility ofAwithin 2mq 3 (1+
o(1)
)
operations.
Remark 6. Example 2 shows that there are irreducible matrix families, not satisfying (b), that are
not almost contractive (since r = 2), but do not have nontrivial partitions. Example 3 shows that the
condition of absence of zero rows for q× q-matricesA′ is also essential in Proposition 4. The familyA′
from that example is reducible and satisfies condition (b), it is not almost contractive (r = 2), but the
family A′ does not have a nontrivial partition.
Remark 7. The properties of contractibility and almost contractibility have a clear interpretation in
terms of the joint spectral characteristics of matrices. If we are given a family of m linear operators
B1, . . . , Bm, then their p-radius is the following limit:
ρp = lim
k→∞
⎛
⎝m−k ∑
d1,...,dk
‖Bdk · · · Bd1‖p
⎞
⎠
1/pk
,
where p ∈ [1,+∞] (with natural modifications, replacing the Lp-mean by themaximum, for the case
p = ∞). For each family of operators, this limit exists and does not depend on the norm. The p-radius
is the exponent of the asymptotic growth of the Lp-mean of norms of matrix products. This notion
have found countless applications (see bibliography in [21]). Let A = {A1, . . . , Am} be a family of
column-stochastic matrices. Denote by Bj the restriction of the operator Aj to the subspace V = {x ∈
R
d | ∑ xi = 0}. ThenA is contractive if and only if ρ∞(B1, . . . , Bm) < 1, andA is almost contractive
if and only if ρp(B1, . . . , Bm) < 1 for all p < ∞. Let us remember that for general matrices, the
problem to determine whether ρp < 1 is not even NP-hard, but algorithmically undecidable. The
results of this section show that for operators that are restrictions of column-stochastic matrices to
the subspace V (or, which is the same, for affine operators leaving a simplex invariant) this problem is
effectively solvable.
6. Related problems and applications
In this section we first mention several well-known problems on nonnegative matrix products and
discuss possible relations with our results. Then we consider applications.
Looking for a positive productwe, in some sense, try tomaximize the image of all possible products
of matrices from a given set. A “dual” problem would be to minimize the image. More precisely,
for a given family A of nonnegative matrices one needs to check whether there is a zero product.
A nonnegative matrix family possessing a zero product is called mortal. The mortality problem is
important in the study of joint spectral characteristics of nonnegative matrices, especially the lower
spectral radius and the Lyapunov exponent. Although the mortality problem looks very similar to our
problemof existence of a positive product, it has quite different complexity results. There is no effective
classification of mortal families. Moreover, it was shown by Tsitsiklis and Blondel in 1997 [32] that the
problem of recognizing the mortal families is NP-hard.
A well-known road coloring problem in graph theory can also be considered as a problem of min-
imizing the image of nonnegative matrix products. Let us briefly recall the statement. We are given
a directed graph with d nodes. The graph is supposed to be strongly connected, the g.c.d. of all its
cycles is 1, and each node has exactly m outgoing edges, m ≤ d. The question is whether it is always
possible to label all edges withm different colors so that (1) all edges starting from every node are of
different colors; (2) there is a finite sequence of colors such that if we start going from an arbitrary
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node following to that sequence, we come to a fixed node (independently of the starting point)? This
problemwas thoroughly studied in the literature due to its applications in the automata theory and in
the symbolic dynamics. In matrix notation the problem is formulated as follows. There is a primitive
binary (all entries are zeros and ones) matrix A that has exactly m ones at each column. Is it possible
to present it as a sum A = ∑mi=1 Ai such that each matrix Ai is binary and column-stochastic, and
there is a product of matrices {Ai}mi=1 that has one nonzero row? The problem was completely solved
in 2007 by Trahtman [30], after being open for 37 years. The proof is combinatorial. The answer is
affirmative, and, moreover, there is a polynomial algorithm to find the coloring (or, equivalently, the
matrices Ai) [31]. That algorithm has a similar complexity estimate as our algorithm of constructing
the canonical partition (Section 4). All arguments and approaches used for the road coloring problem
seem to be totally different from our approach, and can hardly be applicable to the almost primitive
families (and vice versa).
Let us now discuss possible generalizations of the PFR theory studied in the literature. In the Intro-
ductionwementiononeof them.This is thenotionofprimitive, or eventuallypositive, families.Another
generalization is the so-called m-primitive families. Consider an arbitrary vector α = (α1, . . . , αm)
with nonnegative integer entries calledm-tuple. For a given familyA ofm nonnegative d×d-matrices
we write Aα for the set all possible products of ∑mi=1 αi matrices from A that have αi multipliers
Ai, i = 1, . . . ,m. A family A is called m-primitive if there is a tuple α such that∑∈Aα  > 0. In
casem = 1 this is equivalent to a primitivity of one matrix. Themprimitivity have been studied in the
literature due to its applications in graph theory and in inhomogeneous Markov chains. See [19] for
general discussion and bibliography. A reducible family cannot bem-primitive. So, we always assume
thatA is irreducible. Certainly, if a familyA is almost primitive, then it ism-primitive. Indeed, if there
is a positive product , then it corresponds to an m-tuple α = (α1, . . . , αm), where αi is the total
number ofmultipliers Ai in. Hence, the sumof all products corresponding to thism-tuple is positive.
In general, the converse is not true, and there arem-primitive families that have no positive products.
Thus, the almost primitivity is stronger than m-primitivity. An interesting criterion characterizing
m-primitive families was elaborated in [6]. In some sense, that criterion generalizes Romanovsky’s
theorem on g.c.d. of lengths of cycles in the graph of the matrix. The algorithmic complexity of that
criterion has not been estimated in the literature, but it seems to be exponential in d. Also the no-
tions of m-primitivity and of almost primitivity are not equivalent, our Theorem 1 provides a simple
characterization ofm-primitive families in two special cases:
Proposition 5. Suppose that a family A satisfies (a) and (b). If r(A) = 1, then A is m-primitive. If
r(A) = 2, then A is not m-primitive.
Proof. If r = 1, then by Theorem 1 there is a positive product  ∈ SA. Whence, A is m-primitive.
If r = 2, then by Theorem 1 there is a partition of the set  to two nonempty subsets 1 and 2
such that every matrix from A acts as a permutation of these subsets. Thus, to each matrix Ai ∈ Awe
associate a permutation σi of the set {1, 2}. There are only two permutations of this set: the identity
and the transposition. They commute, therefore, all the permutations σ1, . . . , σm commute. Conse-
quently, for everym-tuple (α1, . . . , αm) all the correspondingmatrix products correspond to the same
permutation σ
α1
1 · · · σ αmm . Hence, all these matrix products have the same block form corresponding
to the partition = 1 unionsq 2, with the same arrangement of zero blocks. Therefore, the sum of these
products have the same block form, and cannot be totally positive. 
It would be interesting to reveal other relations ofm-primitivity and of almost primitivity. Finally,
let us briefly mention possible applications of our results on almost primitive and on almost contrac-
tive families.
Theorem 1 can be useful in the study of the Lyapunov exponents of random matrix products. In
most of works on Lyapunov exponents of nonnegative matrices it was assumed that there is at least
one positive product of those matrices [12,14,16,23,34]. We have a complete classification of such
families and an algorithm to recognize them. Moreover, Theorem 1 describes the structure of families
without positive products. This makes it possible to generalize many results on Lyapunov exponents
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to all nonnegative families. In particular, estimates for the Lyapunov exponent and the algorithms of
its computation derived in [16,24] can be extended to the general case.
The results of Section 5 on almost contractive families can be applied to analyze the convergence of
inhomogeneousMarkov processes [1,9,26,35] and of successionmodels inmathematical ecology [17].
Anotherdirect application is the theoryof subdivisionalgorithmsandrefinementequations. It is known
that the convergence of a subdivision algorithm with nonnegative mask in the Lp-space (see [36] and
references therein) is equivalent to almost contractibility of some special family of column-stochastic
matrices [33]. Propositions 3 and 4 give easily checkable conditions for that. The same can be said
about refinement equations with nonnegative masks. For more general functional equations with the
contraction of the argument [18,21,33] our results give criteria of solvability in Lp spaces.
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