Vibration sensing is critical for a variety of applications from structural fatigue monitoring to understanding the modes of airplane wings. In particular, remote sensing techniques are needed for measuring the vibrations of multiple points simultaneously, assessing vibrations inside opaque metal vessels, and sensing through smoke clouds and other optically challenging environments. In this paper, we propose a method which measures high-frequency displacements remotely using changes in the magnetic field generated by permanent magnets. We leverage the unique nature of vibration tracking and use a calibrated local model technique developed specifically to improve the frequency-domain estimation accuracy. The results show that two-dimensional local models surpass the dipole model in tracking high-frequency motions. A theoretical basis for understanding the effects of electronic noise and error due to correlated variables is generated in order to predict the performance of experiments prior to implementation. Simultaneous measurements of up to three independent vibrating components are shown. The relative accuracy of the magnet-based displacement tracking with respect to the video tracking ranges from 40 to 190 µm when the maximum displacements approach ±5 mm and when sensor-to-magnet distances vary from 25 to 36 mm. Last, vibration sensing inside an opaque metal vessel and mode shape changes due to damage on an aluminum beam are also studied using the wireless permanent-magnet vibration sensing scheme.
I. INTRODUCTION

V
IBRATION sensing is valuable for characterizing the stiffness, performance, and aging characteristics of mechanical components including bridges [1] - [3] , airplane wings [4] , [5] , micro-structures [6] , and composite materials [7] . Understanding the modal characteristics has been shown to provide important information on the location and extent of structural damage [2] , [8] , [9] . Vibrations can be sensed using acceleration [1] , [10] , [11] , velocity [5] , or displacement methods [1] . Displacement methods, in particular remote displacement sensing methods, are interesting because they can provide absolute position and frequency-domain information with minimal cable-based constraint on the vibrating structure.
Wireless networking methods have been utilized in the literature for larger systems [1] , [11] , but the size of existing wireless sensor systems can be prohibitive for smaller structures. Other existing non-contact displacement sensing methods include acoustic [12] , radar [3] , optical [5] , capacitive [13] , and inductive [14] techniques. Acoustic methods [12] are difficult to use for localizing displacements to specific areas, while optical image-based and laser-based techniques require visible access to the vibrating component [5] , [15] . The presence of smoke and liquids or changes in the optical properties of air, such as those caused by shock waves, can distort optical measurements. Capacitive, inductive, and radar techniques [3] , [13] , [14] , [16] , [17] cannot track multiple closely spaced components or track motions through conductive or reflective metal cases, such as pressure vessels, bearings, gear boxes, vibrational switches, and engine blocks [18] - [20] . This paper proposes a unique magnetic-field-based technique, as shown in Fig. 1 , for measuring the vibration of multiple components through opaque vessels and in the presence of conductive materials. These methods could potentially be used to reconstruct high-frequency motions while requiring minimal modifications to existing structures. Magnetic particle tracking is a growing research area but is complicated by the nonlinear behavior of the magnetic field. Several groups have worked on tracking multiple permanentmagnet positions [21] , [22] , using permanent magnets for 0018-9464 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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translation or rotation sensing [18] , [19] , [23] , [24] , or imaging of magnetic fields [25] . Tracking errors on the order of the characteristic length of the permanent magnet or more have been observed when using the dipole model [21] . This is, in part, due to the mismatch between the standard dipole model and the true magnetic field distribution. Errors of this magnitude are unacceptable for tracking fine motions and vibrations. Tracking small vibration leads to unique problems which have not been detailed in the literature. For instance, small errors in the estimated position of the component, stemming from unmodeled nonlinearities in the magnetic field, can also manifest as "false" higher order vibrational harmonics in the frequency domain. Therefore, alternative techniques and experimental methods are required to obtain accurate displacement values for vibration sensing applications. Building on our previous work focusing on sensitive processing methods for wireless permanent-magnet temperature tracking [26] , [27] , this paper makes new contributions by developing magnetic field modeling techniques specifically for tracking vibrations. The calibrated local model technique is developed in order to mitigate the effect of un-modeled nonlinearities on vibrational harmonics in the frequency domain. Next, mechanical and magnetic coupling effects are discussed and methods for predicting the noise and error due to correlated variables are presented. The instrumentation used to measure vibrations and calibrate the sensor system is then described. The results from up to three magnets on simple vibrating beams are presented, and the system performance during measurements through an opaque metal case is exhibited. Lastly, the sensing method is used to characterize the changes in vibrational modes of an aluminum beam due to damage.
II. MAGNETIC FIELD MODELING
Two models are explored for small permanent magnets: the dipole model and the calibrated local model. The dipole model is simple and can be used effectively for experimental design. The calibrated local model, on the other hand, has the potential to be more accurate and is therefore used to obtain higher fidelity solutions for magnet displacements and vibrations.
A. Dipole Model
The magnetic field of permanent magnets is nonlinear and can be anisotropic. Although simplistic, the dipole model is a good starting point for understanding the magnetic field generated by a permanent magnet. Fig. 2(a) shows coordinate system conventions for a system containing small cylindrical permanent magnets and a three-axis magnetic field sensor. The permanent magnetic particles j = 1, . . . , J are located at positions Here, we also define an axis counting variable k, where we have a total of K = 3I measurements if all the sensor axes are used or K < 3I if some axes measurements are dropped. The magnetic field from the residual induction of the magnet at sensor i due to magnet j can be approximated with a simple dipole model [28] ,
where is the sensorto-magnet distance, and · is the L 2 (Euclidean) norm. The magnet orientations are normalized such that m j = 1. The magnetic field strength near room temperature is,
where M 0 is the uniform magnetization with units A/m, μ r is the relative permeability, μ 0 = 4π × 10 −7 T · m/A is the magnetic vacuum permeability, and V j is the volume of the magnet with units m 3 . The dipole moment magnitude is M 0 V j with units A · m 2 . The value of B j can be calculated from theoretical values or can be calibrated. The multi-axis sensors measure the magnetic field with respect to the global coordinate system such that the field at each sensor can be constructed as B i = (B ix , B iy , B iz ) , where the magnetic field components are B ix , B iy , and B iz . Next, we assume that the magnetic fields can be summed linearly, which is reasonable as long as the components in the system have relative permeabilities near unity (μ air r ≈ 1 and μ Nd-Fe-B r ≈ 1.05). The field contributions of a distribution of J magnets on I sensors then can be written as,
where 
with reasonable initial guesses for X and assuming equal magnetic field measurement variance in each measurement channel σ 2 B (dominated by electronic sensor noise). Since vibrations are generally small, the same initial guesses can be used for the positions and orientations of the magnets as they vibrate over time. A necessary condition for this particular nonlinear least-squares problem to be well posed is that the number of variables N is less than or equal to the number of measurements K . More measurements may be desirable in order to increase independent observations and decrease noise.
The measured magnetic field near a cylindrical magnet is compared with the dipole model in Fig. 2(b) . The measured magnetic field is qualitatively similar to the dipole model but key differences can be observed closer to the magnet, especially near x = 0 mm and y = 20 mm. These differences between the model and the measurement can cause dramatic errors in the solutions for X. Therefore, alternative modeling techniques are needed.
B. Calibrated Local Model
Creating full magnetic field maps or complex models using analytical [29] , [30] , distributed monopole or multipole [31] , [32] , and neural network [33] techniques are some possible approaches to achieving higher model fidelity. Vibrations, which typically consist of small repetitive motions, present a unique opportunity for creating more accurate locally valid models. Over a small range of motion, the magnetic field model in (1) can be approximated by a multi-variable Taylor series expansion,
where
is the second derivative tensor, both evaluated at X = X 0 . This simplified model can then be combined with calibration measurements, which are taken by scanning either the sensors or the vibrating component through different positions and orientations X near X 0 sequentially for each magnet. The calibration data can then be fit to the model to determine the constants within
, and other higher-order terms for each magnet in sequence, producing a total of Q constants for each sensor axis and magnet combination.
In many systems, the vibrational motion is constrained, which can greatly simplify X. In the example shown in Fig. 1 , the vibration of the single magnet on the beam is constrained to linear motion in the z-direction, some secondary motion in the y-direction, and small rotations that can be ignored. Assuming small vibrations can also limit the number of terms required for the Taylor series expansion, further simplifying the local model. The motions of the beam in Fig. 1 are approximately ±5 mm, and the sensor-to-magnet distances are relatively large. These factors limit the magnetic nonlinearity to a function of z and y, allowing this system to be successfully modeled using parameters up to and including the third-order terms. For clarity, we change from sensor counting variable i to axis counting variable k, reducing (5) 
, and so on. This formulation up to the third order contains Q = 10 constants for each magnet and sensor axis combination. The total number of fitting constants for a system is K Q J . It is possible to reduce the number of constants by dropping sensor axes with low signal variation. This was successfully implemented, but was shown to increase noise levels. For these experiments, the authors found that the fitting for all the constants with up to three magnets and five three-axis sensors KQJ = 450 was sufficiently fast, taking a few seconds in MATLAB on a 2.3 GHz Intel Xenon processor desktop computer.
This local model approach has several advantages and disadvantages. First, the model generated from the calibration has the potential to be much more accurate than the dipole model. Second, knowledge of the absolute positions of the components is not needed as long as the sensors can be reliably scanned for calibration and repeatably placed. However, the calibration for 1-D and especially 2-D local models can be time consuming depending on the number of degrees of motion and range desired. In our experiments, each magnet in the system is calibrated one after the other in order to build the full field model shown in (3) . Therefore, an automated calibration system with moving stages is required for implementing the calibrated local model, as detailed in Section III-A.
C. Impact of Modeling Errors in the Frequency Domain
Vibrational properties are often evaluated in the frequency domain. Often, small nonlinear modeling errors are more easily identified in the frequency domain than in the temporal domain. For simplicity, assume that a beam is vibrating in a simple sinusoidal motion with no damping such that z(t) = sin(ωt). By substituting this into the Taylor series expansion in (5) and assuming only one degree of freedom in the z-direction with z 0 = 0, the result is,
Although the motion is a simple sinusoidal motion at a single angular frequency ω, the resulting nonlinear magnetic field would produce frequencies of ω, 2ω, 3ω, · · · , Pω from the sin p (ωt) terms and via conversion through multi-angle trigonometric relationships. After converting the magnetic field measurements back to the spatial domain via a model and a solution scheme following (4), any remaining errors between the model and the true magnetic field variation will continue to produce erroneous higher order harmonics. In reality, vibrating beams can also produce real higher order harmonics from geometric constraints, higher order vibrational modes, and other factors. If not properly compensated, true and erroneous higher order harmonics may be difficult to distinguish. From this analysis, it is clear that it is desirable to choose the more accurate local model over the dipole model when analyzing vibration data in the frequency domain. Theoretically, in the ideal case, choosing up to a Pth order local model can reduce the magnitude of the undesirable frequencies at 2ω up to Pω. This analysis shows that frequency-domain tools can be effectively used to assess the fidelity of different nonlinear models by checking for the existence of erroneous higher order harmonics.
III. EXPERIMENTAL SETUP
A. Hardware and Instrumentation
The sensing system hardware for conducting validation experiments consists of custom magnetic sensor boards, data acquisition hardware, precision motorized stages, permanent magnets, simple aluminum beams, a personal computer, and custom software. A typical setup is shown in Fig. 3 . In order to validate the displacements measured by this system, video tracking is conducted with a Phantom v9.1 camera (1000 frames/s, 1632×1200 pixels, and effective pixel resolution of 70-80 μm) using custom MATLAB tracking codes.
Each custom magnetic sensor board, shown in Fig. 3 (a), utilizes a three-axis Honeywell HMC1053 sensor for measuring the magnetic field. Each of the axes has a Wheatstone bridge for measuring the change in magnetoresistance of a Permalloy film. The board also contains circuitry for a reset strap which orients the magnetic field inside the film. These magnetic field sensors have a bandwidth greater than 5 MHz and can measure field magnitudes of up to ±6 G at a resolution of 120 μG. After assembly, the boards are covered with a conformal coating to protect from humidity. Each magnetic sensor board was individually calibrated using a Helmholtz coil, which was in turn calibrated with a NIST traceable, F. W. Bell 5180 Hall effect gaussmeter. Each sensor axis has a sensitivity of approximately 1 mV/V/G. The sensors are connected via twisted-pair cable to a custom board that interfaces with the 16-bit PXI-6255 data acquisition card and the NI-PXIe-1073 chassis with differential analog measurement channels (3 μV resolution). The magnetic field measurement resolution is limited by the data acquisition system at 600 μG when supplied at 5 V. The electronic measurement noise (from long cables) generates noise in the magnetic field measurement. The noise is approximated as zero-mean white noise with a standard deviation of σ B = ±4.3 mG without any averaging or filtering at a 1 kHz sampling rate.
Aluminum and plastic screws and optical bench components were used near sensors and magnets in order to minimize field steering effects from ferromagnetic and paramagnetic materials. Linear motion stages (Newport LTA-HS for the y-and z-axes and PR50PP for the x-axis) were used for creating the measured magnetic field calibration in conjunction with a motion controller (Newport ESP301-3G). LabVIEW was used for conducting Helmholtz coil calibrations, performing displacement calibrations, and acquiring experimental data.
The magnets used for the experiments were small, cylindrical N52 grade Nd-Fe-B magnets (K&J Magnetics D22-N52) with a diameter and length of 3.175 mm (characteristic length L c = 1.59 mm) and a mass of m m = 0.19 g. The calibrated value for the magnetic field strength was B j ≈ 2 × 10 −9 Tm 3 .
B. Beam Properties and Characteristics
The beams used for these experiments were constructed from 6061 grade aluminum (E = 7 × 10 10 N/m 2 and ρ = 2700 kg/m 3 ) with thicknesses of ∼0.8 mm and widths of ∼10 mm. The lengths varied from approximately 50 to 100 mm.
The theoretically predicted modal frequencies of a uniform beam can be calculated as
, where E is Young's modulus, I = bh 3 /12 is the area moment of inertia, m b = ρbh L is the mass, ρ is the density, L is the length, h is the height, and b is the width. The roots to the transcendental beam equation 1+cos(ζ )cosh(ζ ) = 0 with fixed-free boundary conditions are ζ α . The first root associated with the first vibrational mode is ζ 1 = 1.875. The mass of the magnet can be incorporated in the modal frequency estimation by calculating an effective total mass m T α = 3EI/(L 3 ω 2 α ) + m mag , where m mag is the mass of the magnet. The first mode vibrational frequency with the added mass of one magnet near the free end of the beam is then,
The values obtained from this approximation [34] are within 1% of the solution to the full transcendental beam equation with an added mass [35] . The stiffness of the beams can be calculated from the equation k b = 3EI/L 3 . Thus, the stiffnesses of the beams used in these experiments varied from 85 to 700 N/m and the predicted first mode vibrational frequencies of the beams with one magnet varied from 50 to 200 Hz.
IV. EXPERIMENTAL DESIGN
When designing an experiment for vibration sensing, several important factors have to be considered to achieve measurements with low electronic noise or low noise from correlated variables. In addition, the force coupling between multiple magnets needs to be considered.
A. Force Coupling of Multiple Magnets
The magnetic field generated by one magnet can impose forces on other nearby magnets. For vibrational sensing, this force coupling effect is not desirable and its possible effects should be understood before conducting an experiment. The force on a magnet j generated by a local magnetic field B is,
The force imposed by magnet j scales as 1/R 4 and dies off quickly as a function of distance between the magnets. If the stiffness of the vibrating object is known, it is possible to calculate the magnitude and direction of the displacement imposed by the nearby magnets.
There are several methods for mitigating this force coupling effect. The first method is to carefully orient the direction of the forces generated by the magnetic coupling to be in directions where the beams are the stiffest, thereby limiting any displacement effects. Alternatively, numerical modeling can be used to account for effects generated by force coupling.
Last, if the magnets are placed sufficiently far apart such that the maximum displacement caused by coupling is below the displacement estimation noise level, it is possible to ignore all force coupling effects. For example, if two of our cylindrical magnets are placed 25 mm apart, the maximum force generated by their interaction is approximately 0.6 mN. This level of force would cause the beams tested in these experiments, with a minimum stiffness of 85 N/m, to deflect by 7 μm at most, which is near the noise floor levels of these sensing configurations. Even if the force coupling is low, this does not mean that the magnetic fields, which scale roughly as 1/R 3 , do not couple significantly at nearby sensors.
B. Noise and Correlation Metrics
When conducting tests with multiple magnets, it is desirable to know how to configure the magnets or sensors to minimize noise. By using the dipole model in (1), it is possible to estimate the noise associated with the motion of each magnet. Near the solution of (4) for X given Y , the nonlinear leastsquares formulation has an asymptotic error metric for the standard deviation of the estimated parameters X [36] ,
where J Xkn = ∂ B k /∂ X n is the Jacobian matrix of the magnet positions and orientations evaluated at X = X 0 . The measured magnetic field noise σ B stems mostly from ambient electronic noise. Equation (10) provides a good a priori estimation of noise provided that det(J X J X ) = 0, which is a necessary condition for applying the inverse function theorem in a neighborhood around X. Numerical correlation can also occur between the variables, especially when multiple calibrations are conducted to estimate the vibration of multiple magnets. Using the variance matrix ε = (J X J X ) −1 , the correlation matrix np = ε np /(ε nn ε pp ) 1/2 can be calculated. The influence of the correlation of variable p = 1 . . . N on variable n can then be defined as np X max p , where X max p is the maximum variation expected on each of the variables. With this definition, an estimated metric for the signal to noise caused by all correlated variables on a single variable n can then be defined as,
This metric represents the estimated worst case scenario signal-to-correlation noise amplitude ratio if all correlated signals happen to add constructively to degrade the signal.
It is important to note here that the noise metricsσ andς min are simplified representations that do not include noise factors associated with model fitting processes. Next, these estimatedσ andς min can be used as metrics to compare different experimental configurations. An algorithm FIG. 1 was constructed in MATLAB to test different possible discrete experimental configurations in order to find the best configurations with the lowest total noise on all the estimated variables and the highest total signal to noise caused by correlated variables. Force coupling effects are simultaneously evaluated. By utilizing the dipole model, it is possible to make design decisions a priori, before constructing the experiment. Then, the calibrated local model can be used to confirm the noise metrics after the system is calibrated but before the experiment is conducted.
V. RESULTS
A. Single Magnet Validation and Model Comparison
A single vibrating beam can be used to validate the proposed models by comparing inversion results of different models with video tracking and theoretical predictions. A fixed-free boundary condition vibrating beam is shown in the inset of Fig. 4 (b) along with coordinate system conventions. To start the test, the beam is deflected slightly and released to measure the natural vibrational frequencies. It is expected that the z-axis vibration will dominate and there will be some correlated y-axis vibration. Although the z-axis vibration is expected to be mostly sinusoidal, the y-axis vibration is expected to have an off-sinusoidal shape (see the schematic in Fig. 1 ) due to the geometric constraints on its motion and the fact that the magnet is glued to the top of the beam.
For an aluminum beam with dimensions L = 76 mm, b = 9.8 mm, and h = 0.79 mm, the predicted first mode vibrational frequency is 579 radians or 92.0 Hz using (8) . Erroneous higher order harmonics associated with the first mode are therefore predicted at 184, 276, and 368 Hz. Fig. 4 shows the z-axis and y-axis motions from video tracking, dipole model inversion, 1-D local model inversion, and 2-D local model inversion all sampled at 1000 Hz. For the 1-D local model, the calibration utilized a single scan along the z-axis for a range of ±5 mm sampling in 0.2 mm increments. For the 2-D local model, the calibration from z = ±5 mm and y = ±2 mm were used, sampling in 0.2 mm increments. For the dipole model calculation, the magnet and sensor positions and orientations are listed in Table I . For both the 2-D local model and the dipole models, only the y-axis and z-axis motions are left as unknowns. Fig. 4(a) and (c) shows the relative change in position or displacement of the magnet over time. The local models produce displacements relative to the original calibration position. The dipole model, on the other hand, produces positions relative to the global coordinate frame. Despite setting the magnet initial guess position to zero, the positions produced by the dipole model had a shift of 1.4 mm in the z-direction and −1.1 mm in the y-direction, which are near the characteristic length of the magnet. These shifts or tracking errors are comparable to those seen in [21] and are due to both the uncertainty from measurements of sensor positions and the mismatch between the dipole model and measured magnetic fields. In order to compare the dipole model with the other models, these shifts were removed when plotting the relative displacements. After shifting, the relative displacement results show a good match for all three models in Fig. 4(a) along the z-axis. The y-axis results in Fig. 4(c) show a slightly better match between the 2-D local model and the video-tracked data while the dipole model appears to under-predict the amplitude of the motion.
The frequency plots (calculated via a fast Fourier transform) for both the z-axis and y-axis motions show better comparisons for different models. For the z-axis motion in Fig. 4(b) , the video tracking results predict a single strong vibrational frequency of 91.4 Hz. However, due to modeling and solution inaccuracies, the dipole model and 1-D local model predict tall peaks at the higher order harmonics of 183 and 274 Hz that do not match video tracking. The 2-D local model matches the video data and does not reproduce tall peaks at those particular erroneous higher order harmonics. The 2-D local model also matches better at lower frequencies.
As predicted, the y-axis frequency plots in Fig. 4(d) show a multi-frequency motion (the first-and second-order vibrations) due to the geometric nonlinearity in the y-axis motion. This is successfully captured by the 2-D local model while the dipole model is unable to capture the second-order peak at 183 Hz. Again, the 2-D local model captures the true low-frequency variation better than the dipole model.
From the frequency plots, the noise floor was found to be on the order of 2 to 5 μm. The standard deviation of the noise can be estimated prior to the test by using (10), the dipole model, and known locations and orientations. This a priori noise-level estimation was found to be 25 to 34 μm, which is similar to the measured values of 23 to 32 μm. These results validate the dipole and local model methods and illustrate some of the possible biases and sources of error depending on model choice. From here on, we use the 2-D local model for estimating the displacement of the magnets due to its higher frequency-domain tracking fidelity.
B. Multiple Magnets and Vibrating Beams
These magnet tracking methods can also be applied to measure the motion of multiple objects oscillating with different vibrational frequencies simultaneously. Fig. 3(b) illustrates a system with three vibrating beams (lengths L of 101.6, 76.2, and 50.8 mm, respectively), each with a different tracking magnet attached. The position and orientations of the three magnets ( J = 3) and five sensors (I = 5, K = 15) are listed in Table II . This particular configuration was chosen to illustrate the importance of the noise and correlation metrics when attempting to measure vibrations using multiple magnets.
With this configuration, it is expected that the average electronic noise and noise due to correlated variables will be higher than for the configuration in Section V-A. The number of sensor axes per magnet has decreased, providing fewer independent measurements for each motion. In addition, it will be more difficult to remove spurious higher order frequencies due to the process of fitting the field contributions of multiple magnets. However, it is preferable to use the 2-D local model over a 1-D local model due to the ability of the 2-D local model to separate the contribution to the y-axis motion, thereby improving the z-axis accuracy. Since magnets 2 and 3 are placed the furthest from the sensors, it is expected that the signal-to-noise ratio for these magnets will be the lowest. The a priori estimated standard deviationσ due to electronic noise and numerical inversion is illustrated in Table III . The estimated signal-to-correlation noise amplitude ratiosς min are shown in Table IV . The estimated signal-to-correlation noise ratios show that the z-axis measurements are expected to be the highest while the y-axis measurements for magnets 2 and 3 are expected to be the lowest.
Before the experiment, the 2-D local model calibrations were conducted by scanning the y and z stages after each magnet is inserted on each beam. Then, data were acquired as all three beams were displaced and released simultaneously. Video tracking data of the magnets are compared to the 2-D local model-based inversions of magnetic field measurements for the relative displacement of three magnets on three vibrating beams, as illustrated in Fig. 3(b) . The (a) z-axis displacement plot, (b) z-axis frequency domain plot (inset: view of the vibrating beams used for video tracking), (c) y-axis displacement plot, and (d) y-axis frequency-domain plot are shown.
The 2-D local model solution was computed using the thirdorder fits (Q = 10) to all 15 sensor axes. Fig. 5 shows the video tracking results compared to the 2-D local model solutions for all three magnets and three separate beams. From  Fig. 5(a) and (b) , we see that the z-axis motion of all the beams shows a good match with the video tracking results. Each beam is vibrating at its own natural frequency. The average absolute differences between the video tracking and 2-D local model solutions for the z-axis were 58.4, 127, and 39.7 μm for the three magnets, respectively. As expected, magnet 2 has the most deviation between the 2-D local model inversion and the video tracking because it is the furthest from the sensors.
The predicted and measured vibrational frequencies are listed in Table V showing a good match between the beam vibrational frequency model and the measurements. When examining the frequency-domain plot, some coupling is observed between the 2-D local model inversion results of different magnets. For example, at a frequency of 53.3 Hz (natural frequency of the first beam), magnet 1 shows the expected strong vibrational peak. However, magnets 2 and 3 also show displacement in the magnetic field inversions. Since the same behavior is not observed in the video tracking, the behavior is likely due to coupling in the nonlinear solution from the low number of sensors near these two magnets. Fig. 5 (c) and (d) shows the time-and frequency-domain plots of the y-axis motions. The algorithm was able to successfully track the y-axis motion of magnet 1 due to the placement of nearby sensors. The y-axis motions of magnets 2 and 3 were more difficult to track and the signals appear to be dominated by noise from correlated variables. Since the y-axis motions are small, the correlated variables play a larger role.
Next, the measured noise σ in Table III is calculated when the system is stationary before a test. Table III shows that the two models give reasonable estimates of the measured noise levels. Then, the measured correlation amplitude ratios ς are calculated by taking the ratio between the root-mean-square (RMS) values of the video tracking with respect to the RMS values of the difference between the 2-D local model solution and the video tracking solution. As expected, the measured ς in Table IV are all larger than their respective estimatedς min , showing that the a priori projections are a reasonable representation of the minimum estimated signal-to-correlation noise ratios. Overall, lower relative correlation noise is measured for the z-axis measurements and higher relative correlation noise is measured for the y-axis measurements for magnets 2 and 3. This experiment illustrates that the noise magnitude and correlation noise can be predicted effectively a priori, which can aid greatly in experimental design. As the ratio of sensor axes to magnets is increased and the distance between the sensors and magnets is decreased, the signal to noise tends to improve. We also show that the desired z-axis motions can be tracked successfully for all three magnets while noise and correlated variables overwhelm the smaller y-axis motions.
C. Single Beam Vibration Mode Shapes
The ability to measure multiple points simultaneously enables the investigation of modes in vibrating structures. Table VI and Fig. 6(a) describe the positions and orientations of three magnets placed on a single 101.6 mm long vibrating beam. In order to enable repeatable experimental results, a stop was placed 5 mm below the natural vertical position and near the end of the beam. Then, a string was tied to the beam between magnets 1 and 2 (76.2 mm from the base) and 100 g load mass was attached. To actuate the beam, the string was cut and the beam was allowed oscillating at its natural frequency. This arrangement is similar to an initial value problem where the tip of the beam starts at z = −5 mm. The experimental configuration has similar magnet positions compared to the one presented in Section V-B. It has three magnets ( J = 3), uses five sensors (I = 5, K = 15), and is expected to have similar electronic noise and noise due to correlated variables as the results of Section V-B.
The experimental results for the z-axis motions are shown in Fig. 6 . These data show a good match between the video tracking results and the 2-D local model in the time domain. The average absolute difference between the video tracking and 2-D local model solutions for the z-axis were 24.7, 191, and 88.5 μm for the three magnets, respectively. In the frequency domain, the video and 2-D local model match well for magnet 1 at low frequencies and appear to show a little error in the form of spurious higher order harmonics. For magnets 2 and 3, however, frequencies below 10 Hz do not match well and spurious higher order harmonics are observed in the 2-D local model that are not present in the video tracking. The poorer tracking quality of magnets 2 and 3 can be predicted in the a priori estimates, as shown in Tables VII and VIII. The noise is estimated to be the highest for magnet 2, and the signal-to-correlation noise values in the z-axis are estimated to be the lowest for magnet 3. These predictions match with measurements of σ and ς .
D. Opaque Metal Vessel
Measurements and calibrations can also be conducted inside opaque metal vessels. First, a setup with a single vibrating beam instrumented with three magnets was calibrated. The results from this setup are shown in Fig. 6 . Next, an aluminum box (with a small hole in the bottom to allow the string for the load mass to pass through) was placed over the calibrated setup. The maximum thickness of aluminum walls between the sensor and magnets was 3 mm. With the aluminum box in place, it was not possible to simultaneously obtain video tracking. However, since the tests were repeatable, the experimental results obtained from measurements of the magnets with the box can be compared to the experimental results obtained from video tracking without the box, as shown in Fig. 7 . The temporal data matches well and the natural frequencies are similar to the case without the aluminum box (Fig. 6) . These results show that measurements were readily obtained with the proposed magnetic vibrational tracking system through an opaque metal vessel without any need for recalibration. This concept works with vessels that are not too thick [28] and have a magnetic permeability near unity. Materials which have permeabilities near unity include conductive metals such as copper, aluminum, and some grades of stainless steel [26] .
E. Detecting Damage and Mode Shape Change
Small changes in vibrational frequency and mode shape are important indicators of structural fatigue or damage. Additional experiments were conducted on a beam with simulated damage to show how remote magnetic sensing methods can be utilized for these applications. After the experiments with the un-damaged beam were completed, the aluminum cover was removed and notches of material were cut from the beam to simulate damage.
The first notch was placed at 11.8 mm (approximately 1 mm wide by 0.36 mm deep) from the base of the beam. Fig. 8 shows the experimental results from the performance of the notched beam. The first clear difference between the un-damaged and the notched beam is a shift in the natural frequency. For the un-damaged beam, the natural frequency is near 50.3 Hz while the beam with one notch has a natural frequency of 48.3 Hz. As expected, the first notch had a small but observable effect on the natural frequency of the beam due to its location near the base.
Next, a second notch was placed at 55.6 mm (approximately 1.4 mm wide by 0.62 mm deep) from the base of the beam (between magnets 2 and 3). The second notch produced a slightly larger shift in the natural frequency of the beam to 45.7 Hz, as shown in Fig. 9 .
In the un-damaged beam, the natural frequency peak is more symmetric while the peaks in the beam with two notches are slightly distorted. Part of this small effect may be due to the initial distortion of the beam. Since the load point and the vertical stop are not in the same location, a damaged or notched beam will distort slightly before the load mass is released. This initial change can cause some small distortion to the sinusoidal motion of the beam at times less than approximately 0.04 s, as observed in Fig. 9 .
Additional differences can also be observed by comparing the shape of the first mode. The measured peak heights were calculated by implementing a peak and trough finding algorithm in the time domain which averages the height of the same 20 peaks and troughs for each magnet in each experiment. Three experiments were conducted with the undamaged beam, and three experiments were conducted with the beam that had two notches. The relative height of the peaks calculated from the 2-D local model is shown in Fig. 10 . The plot contains error bars to capture variation, but the experiments proved to be repeatable and the error bars are small. For the case with no damage, the relative heights of the peaks match the theoretical first mode shape of the beam well. After two notches are added to the beam, the mode shape changes slightly such that the relative peak heights of magnet 2 and 3 are lower. When comparing the results of the un-damaged beam and the beam with two notches, the measured drop in the ratio between the peak heights of magnet 2 to magnet 1 was 6.15% ± 0.26% via video tracking and 2.29 ± 2.64% via the 2-D local model. Similarly, the measured decrease in the ratio between the peak heights of magnet 3 to magnet 1 was 7.97% ± 0.61% via video tracking and 10.95 ± 0.98% via the 2-D local model. The standard deviations are calculated from variations between the three tests conducted for each of the two conditions. Electronic noise and correlation biases in the magnetic inversion results may be the cause of some of the differences between the two measurement methods. In addition, video tracking contains its own error sources and biases, such as pixel locking, which could also account for some of the difference. Overall, these two measurement methods both show that a small, repeatable change occurs in the mode shape after the beam is damaged. These small changes are also consistent with literature estimates [8] , [9] .
VI. CONCLUSION
Vibration sensing through the measurement of relative displacement is a useful technique for understanding natural frequencies as well as mode shapes. This paper describes a method for measuring small displacements in multiple directions remotely using permanent magnets. Although these sensors add some mass to the vibrating components, they are small, wireless, and do not inhibit vibrational motions. In this paper, the nonlinear theory, modeling techniques, noise properties, correlation behavior, and sources of artifacts in the frequency domain are discussed and predicted from theory.
The magnetic field signals are fundamentally nonlinear and behave differently from the theoretical dipole model, which necessitates the generation of accurate calibrated 1-D or 2-D local models for improved accuracy, especially for the mitigation of spurious higher order harmonics. For the single magnet case, this has enabled a better match between the magnetic field inversion solution and the true motion of the vibrating components. However, for the multi-magnet cases in areas with a low ratio of sensing axes to magnets (magnets 2 and 3 but not magnet 1), we show that the spurious higher order harmonics reappear and y-axis solutions degrade. Nevertheless, we demonstrate that the tracking accuracy in the z-direction can still be as low as 40 μm with respect to camera tracking methods. Overall, this shows that the methods in this paper enable greater accuracy than simply relying on the dipole model. In this paper, several different experimental designs using custom three-axis magnetic field sensors are also illustrated. The maximum range of motion examined were up to ±5 mm with sensor-to-magnet distances that ranged from 25 to 36 mm. Due to the relatively low-frequency vibrations of the beams used in this paper, the sampling rates did not need to be greater than 1 kHz. However, since the magnetic sensors have low capacitance, the sampling rates could potentially be raised up to 5 MHz for other applications. By tracking multiple magnets simultaneously, these techniques allowed for reproductions of not only vibrational displacements and frequencies but also mode shape. This could give users the ability to sense damage by examining shifts in the natural frequency and small changes in the mode shapes of the vibrating object. Additional measurements inside a metal vessel show how the techniques can be applied in situations where optical techniques fail, such as inside opaque cases, through smoke clouds, and in the presence of optical distortions.
The measurement resolution, noise levels, and minimum sensor-to-magnet distances measured in this paper do not represent the fundamental limitations of this technique. For example, cables with better electronic noise rejection or sensors with higher dynamic range can greatly improve the positioning resolution and decrease noise levels. The maximum sensor-to-magnet distances can also be improved using instruments with higher sensitivity such as superconducting quantum interference devices (SQUIDs) that have sensitives of up to 1 × 10 −11 G [37] . In comparison, the noise levels measured in the experiments presented herein are on the order of 4.3 × 10 −3 G. Since the magnetic field strength scales approximately as 1/R 3 , the use of SQUIDs can potentially increase the sensor-to-magnet distance by 755 times (19 to 27 m) with similar noise characteristics in a magnetically shielded room. Conversely, at the same sensor-to-magnet distances, motions that are 755 times smaller can be sensed in a shielded environment. With enough dynamic range, sensing limitations (due to noise) of 12 to 100 μm can potentially be reduced to approximately 16 to 132 nm by using SQUIDs. This paper impacts several different applications from examining small displacements in challenging optical environments to measuring mechanical modes in structures. Future work in this area includes tracking up to six degrees of freedom for permanent magnets and improving nonlinear optimization techniques for magnetic field solutions. In addition, using the frequency and mode shape data to solve for the location of damage is another important area than can build on existing numerical tools. Miniaturizing the sensor boards and other instrumentation would also increase the density of magnets that can be placed to track vibrational motions and would make the overall system more portable. A larger number of distributed sensors would increase information content, thereby enhancing the vibrational reconstruction quality. Additional modifications that would allow these techniques to be applied in the presence of ferromagnetic materials or eddy currents would also be important. These future improvements can potentially allow for tracking of more complex vibrational motions as well as free motions for fluid flow applications.
