Introduction
This article is devoted to a review of methods for the deceleration of pulsed supersonic beams, that can be used to produce dense, cold atomic and molecular samples in slow beams or in electric or magnetic traps. The development of these methods is part of a larger effort, by chemists and physicists, directed toward studying the properties of molecules at temperatures below 1 K. This effort is motivated by the prospects of (i) investigating chemical processes close to the absolute zeropoint temperature 1 where reaction rates and product states are expected to be strongly influenced by resonance and tunneling phenomena 2 , long-range interactions between the reactants, hyperfine effects, nuclear-spin symmetry 3, 4 and external fields 5 , (ii) carrying out precision measurements of energy intervals which may permit observation of properties revealing very weak symmetry-violating interactions such as a possible electric dipole moment of the electron 6 , energy differences between two enantiomers of a chiral molecule 7, 8 , or even reveal a possible time dependence of fundamental constants 9 , (iii) studying dipole-dipole interactions in molecular gases close to quantum degeneracy 3 or dipole-dipole and many-body interactions in frozen Rydberg gases 10 , with applications in the realization of quantum gates 11, 12 , and (iv) studying the properties of ultracold atoms and molecules in the vicinity of cryogenic chip-based devices [13] [14] [15] . Several review articles which describe this effort in the context of recent or proposed experiments involving cold molecules have been published lately 2, [16] [17] [18] [19] [20] [21] .
The deceleration methods that are at the focus of the present article rely on supersonic expansions as a means to generate cold, dense samples of atoms and molecules. They exploit spatially inhomogeneous and time-varying electric and magnetic fields to slow down a subset of the particles in the su-ETH Zürich, Laboratorium für Physikalische Chemie, Wolfgang-PauliStrasse 10, CH-8093 Zurich, Switzerland.
personic beam having specific phase-space characteristics and being in a selected quantum state. After deceleration one attains cold (translational temperature of less than 1 K) samples of state-selected atoms or molecules. Such samples can either be used directly, for instance in a high-resolution spectroscopic measurement or a reaction dynamics experiment, or as a starting sample for further cooling. While the present article is restricted to the description and use of methods for the deceleration of pulsed supersonic beams, it is important to realize that such methods only form a subclass of techniques that are currently being developed to generate and study cold molecules. Other methods include cold molecule formation by photoassociation 22 and magnetoassociation 23, 24 of ultracold atoms, buffergas cooling 25 or sympathetic cooling using laser-cooled ions as a low-temperature thermal bath [26] [27] [28] , deceleration using optical fields 29 , expansion from a rotating nozzle 30 , filtering the low velocity tail of an effusive beam 31 , and in favorable cases laser cooling [32] [33] [34] . Information on these methods can be found in the review articles cited above and in many articles of this special issue. The method of deceleration using optical fields, though also applicable to supersonic beams, is not discussed in detail and we refer the reader to the original literature 29, 35, 36 .
The use of inhomogeneous magnetic and electric fields to exert forces on gas-phase particles has a long and rich history in atomic and molecular physics, and can be broadly divided into three successive phases. During the first phase, the forces were used to act on atomic samples in well-collimated thermal (effusive) beams. This phase started with the experiments of Gerlach and Stern which led to the experimental demonstration of space quantization [37] [38] [39] [40] [41] . In these pioneering atom-optics experiments, inhomogeneous magnetic fields were used to separate a beam of silver atoms into its magnetic components (m s = ±1/2) and to demonstrate the possibility of measuring magnetic moments. The extension of this beam method to measure nuclear magnetic moments by Rabi and his coworkers 42, 43 can be regarded as a key step towards the establishment of nuclear magnetic resonance spectroscopy (see reviews by Bloch and Rabi 44 , or Emsley and Feeney 45 ).
The second phase was initiated by the realization that very dense, cold samples can be produced in supersonic beams 46, 47 . These properties, and the collision-free environment that they provide, make supersonic beams ideally suited to spectroscopic and reaction dynamics experiments with the result that supersonic beams rapidly became one of the main experimental tools of gas-phase physical chemistry and molecular physics (see [48] [49] [50] and references therein). Motivated by spectroscopic and reaction-dynamics experiments, the need arose to exploit the forces generated by inhomogeneous fields to prepare, guide and focus molecules in selected internal quantum states. During this second phase, inhomogeneous field distributions were primarily used to control the transverse motion of the supersonic beams, exploiting state-specific focussing and defocussing forces [51] [52] [53] [54] [55] to achieve high-densities of quantum-state-selected molecules.
This article presents a review of the third phase in the use of inhomogeneous electric and magnetic fields in which efforts are invested to also control the longitudinal motion of the gas-phase particles in supersonic beams, i.e., the motion along the direction of propagation of the beams. The first experiments to achieve this goal were carried out by Bethlem, Meijer and co-workers who demonstrated the phase-stable deceleration of state-selected CO and ND 3 molecules using inhomogeneous electric fields to form dense samples of these molecules in slow beams or at rest in the laboratory-fixed frame of reference 16, 56, 57 , with obvious potential applications in high-resolution spectroscopy and reaction dynamics. By so doing, they established a powerful method, now called "multistage Stark deceleration", to produce cold dense samples of polar molecules. They could rightly claim to have "tamed" molecular beams 58 . Their method was extended to (i) decelerate paramagnetic species by multistage Zeeman deceleration using inhomogeneous magnetic fields 59, 60 and (ii) decelerate atoms and molecules in Rydberg states by Rydberg-Stark deceleration [61] [62] [63] . While deceleration experiments are the most relevant in the context of studies of cold atomic and molecular samples, experiments have also been carried out 64, 65 or proposed 66 in which the inhomogeneous fields serve the purpose of accelerating the particles.
The three types of neutral-particle-beam decelerators mentioned above are depicted schematically in Figure 1 . Common to all three is the use of a pulsed valve to generate a supersonic expansion and a skimmer to select the coldest, densest central part of the supersonic expansion. The particles to be decelerated are usually added in small quantities to a rare gas which acts as a carrier gas in the supersonic expansion. Typical beam velocities of the particles depend on the carrier gas and range from about 300 m/s (xenon) to about 2000 m/s (helium) when the expansion occurs from a reservoir held at room temperature. Typically, nozzle stagnation pressures of 1 bar or more are used. The decelerators, which will be described in more detail in Sections 2.2 and 2.3 , are placed downstream from the skimmer and their design characteristics depend upon the initial velocity of the beam, on the mass of the particles to be decelerated and on their electric and magnetic properties, i.e., their Stark and Zeeman effects. Because of the strong cooling that takes place in the supersonic expansion, only the lowest rotational levels of the ground vibrational level of the ground electronic state are populated -at least for small molecules.
The general physical principles of these acceleration/deceleration experiments are the same as those exploited by Gerlach and Stern. In the presence of electric and magnetic fields, the energy levels of an atom or a molecule are shifted according to the Stark and Zeeman effects, with the shifts 
Wavenumber (cm known as Stark shifts and Zeeman shifts, respectively. The Stark shifts display a linear or a quadratic dependence on the electric field strength | F| at low fields, depending on whether the quantum states coupled by the field are degenerate or not. The Zeeman shifts tend to be linear at low magnetic field strength | B|, the magnetic field having the effect of lifting the degeneracy of the magnetic sublevels in free space. Quantum systems undergoing a linear Stark or Zeeman effect can be thought of as having an electric ( µ el ) or magnetic ( µ mag ) dipole moment which directly couples to the applied external electric ( F) or magnetic ( B) field. The linear energy shifts can be expressed as
A quantum state the energy of which is lowered (raised) in the presence of a field is often referred to as a "red-shifted" ("blueshifted") state, or a "high-field-seeking" ("low-field-seeking") state. The latter designation can be understood from the fact that particles undergoing a Stark or a Zeeman effect are subject to a force f in an inhomogeneous field
which is proportional to the field gradient. In inhomogeneous fields, particles in low-(high-)field-seeking states are accelerated in the direction of decreasing (increasing) field strength. If the force is directed perpendicular to the beam propagation axis, it can be exploited to deflect a beam or split it into different components, as in the experiments of Gerlach and Stern.
If the acceleration vector points in the direction parallel or antiparallel to the beam propagation axis, the particles in the beam are accelerated or decelerated longitudinally. The magnetic moments associated with nuclear spins are much smaller than those arising from electron spins so that the forces originating from the nuclear Zeeman effect are to a good approximation negligible compared to those arising from the electron Zeeman effect. Because it is not possible to generate an electric or magnetic field distribution with a local maximum in free space, low-field-seeking states are the most suitable for deceleration experiments. Deceleration of molecules in highfield-seeking states requires more advanced schemes such as alternating gradient (ag) deceleration 67 , which have been discussed in detail by Bethlem and Meijer 16 and Tarbutt et al. 6 and are not discussed here.
As illustrations of concrete atomic and molecular systems that can be produced at low temperature using these deceleration methods, Figure 2 depicts the Stark effect in the ground state of a polar molecule (OH, panel (a)), the Zeeman effect in the ground state of atomic hydrogen (panel (b)) and in the ground rotational level (N = 1) of molecular oxygen, which splits into three components with J = 0, 1 and 2 at zero field because of the magnetic interaction between the rotational and electron-spin motions. The fourth panel (d) depicts the Stark effect in Rydberg states with the example of the hydrogen atom. The low-field-seeking states, which are particularly suited to deceleration experiments, are indicated as dashed curves in each case. The ranges of electric and magnetic fields considered in the figure correspond roughly to those that are used in experiments, i.e., up to about 100 kV/cm and 2 T in multistage Stark and Zeeman deceleration, respectively (see Fig. 2(a)-(c) ). The corresponding Stark and Zeeman shifts are similar and lie in the range of 1 to 2 cm −1 . Because of the very large dipole moments exhibited by Rydberg states, their Stark shifts are much larger and amount to about 4 cm −1 at field strengths of ∼ 65 V/cm. Given that the kinetic energy of a particle of mass number N M moving at a velocity of 400 m/s amounts to
one can immediately conclude that, while a single deceleration stage may be sufficient to completely decelerate a beam of Rydberg atoms or molecules, the complete deceleration of a beam of polar molecules with electric fields and of paramagnetic atoms and molecules with magnetic fields necessitates many successive deceleration stages (of the order of 10 to 100). The Stark deceleration of polar molecules and the Zeeman deceleration of paramagnetic species thus possess many common features and will thus be described jointly in Section 2.2. The deceleration of Rydberg atoms and molecules typically involves a single deceleration stage and requires the photoexcitation of the atoms or molecules in the beam to Rydberg states prior to deceleration. Rydberg-Stark deceleration thus requires a different experimental approach, presented in Section 2.3. Table I provides an overview of the cold atomic and molecular samples that have been produced by these deceleration methods. While the variety of the samples is still rather restricted, it is rapidly increasing. Deceleration of supersonic beams is not a goal per se, but opens up an increasing number of scientific applications, primarily in the fields of highresolution spectroscopy and chemical reaction dynamics. After an initial phase in which the attention was largely focused on technical developments, these methods have reached the stage where interesting scientific applications are becoming possible. It thus appears timely to summarize the knowledge acquired so far and outline current and future applications of the cold atomic and molecular samples that can be produced.
Deceleration techniques

Supersonic beams
Supersonic beams 48, [95] [96] [97] [98] [99] , the starting point for the techniques discussed herein, are formed by the adiabatic expansion of a gas from a high-pressure reservoir into vacuum through an opening which is large compared to the mean free path of the sample in the high-pressure region. In the expansion, thermal energy in all degrees of freedom -translational, rotational and vibrational -is converted into kinetic energy along the propagation direction of the beam. The result of the expansion is a dense, translationally and internally cold sample moving at high velocity in the laboratory-fixed reference frame. Since it is not possible to increase the phase-space density of a gas using only conservative forces, it is necessary to start with a sample of high initial phase-space density when the aim is to produce high density samples of slow and cold molecules by deceleration. In the following, the equations describing supersonic free jets are briefly summarized. These equations describe continuous expansions accurately and are often also used to estimate typical properties of pulsed supersonic beams despite the clear differences between the two (see for example Miller 95 for more detail in this regard).
Assuming ideal adiabatic expansion from a gas reservoir at a temperature T 0 into vacuum, the terminal stream velocity v t of a gas of particles of mass, m, and ratio of heat capacity at constant pressure to that at constant volume of γ = C p /C V , is given by
The longitudinal velocity distribution of a beam of this kind is
where
kT t m is related to the terminal temperature T t of the beam, and
is a normalization constant. A low temperature T t corresponds to a narrow longitudinal velocity distribution. For σ v v t , the approximation that
. To characterize the expansion process and obtain the thermodynamic properties of the supersonic beam, the Mach number M = v s /a is introduced, which relates the instantaneous stream velocity v s to the local speed of sound in the beam, a = γkT m . The dependence of the Mach number on the distance z from the nozzle can be expressed as
where d is the diameter of the nozzle orifice 100 . For an atomic gas γ = 5/3, A = 3.26 and B = 0.075, whereas for a diatomic gas γ = 7/5, A = 3.65 and B = 0.40. For atomic gases at large distances from the nozzle (i.e. z/d >> 1), the Mach number can be approximated by
From a thermodynamical treatment of the continuous, adiabatic expansion process, the local temperature T (z) of the expanding gas can be expressed as
the stream velocity v s (z) as
and the on-axis density n (z) as
with n 0 the density corresponding to the reservoir stagnation pressure p 0 . At the nozzle orifice, where the gas flow diameter is most restricted by transverse confinement, the Mach number is one. For an atomic gas at large distances from the nozzle, where M(z) 1, Equation 10 can be approximated by
which scales as the on-axis density of a beam emanating from a point source. When the density of the expanding gas has decreased, the cooling stops and a terminal Mach number M t is reached. For rare gases other than helium, the terminal Mach number is given by 101
For typical experimental parameters (d = 0.25 mm, p 0 = 5 bar), according to Equation 6 , the terminal Mach number M t = 58 is reached at a distance of 19 mm from the nozzle. When the terminal Mach number is much larger then one, Equation 8 can be approximated to obtain the terminal temperature,
In most deceleration experiments, a heavy rare gas is used as a carrier gas, and the atoms or molecules of interest are added in a smaller concentration (typically < 10 %) as a seed gas. The expansion is then dominated by the properties of the rare gas, leading to more efficient internal cooling and denser samples of the molecules of interest.
In the expansion region at the exit of the valve, it is possible to produce species which cannot be directly prepared and mixed in a reservoir with the carrier gas. These include reactive species, which must be produced from a precursor molecule by laser photolysis, pyrolysis, laser ablation or electrical discharge. Examples of such species used in deceleration experiments are H (D) atoms produced by photolysis of NH 3 (ND 3 ) 59, 64, 91, 102 , OH radicals produced by laser photolysis of HNO 3 74,103 or in an electrical discharge 104 , and NH radicals produced by photolysis of HN 3 79 . It is also possible to prepare atoms and molecules in excited metastable states which have more favorable properties for deceleration. This can be achieved by laser excitation, as in the case of CO (single photon excitation at 206 nm to the a 3 Π state, which is well suited to Stark deceleration because of its large, mainly linear Stark effect) 56 , or in an electrical discharge, which has been used to produce Ne atoms in the 3 P 2 state for Zeeman deceleration 60,105 .
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At distances on the order of 10 mm downstream from the nozzle orifice, the density and thereby the collision rate in a supersonic beam have dropped such that no further cooling occurs and the temperature of the beam becomes constant. A skimmer is placed in this region to geometrically select only the central part of the beam with the lowest transverse velocities. The skimmer also allows differential pumping of the source chamber (typical pressure ≈ 10 −4 − 10 −5 mbar) and the deceleration chamber (typical pressure ≤ 10 −6 mbar). The lower pressure in the deceleration chamber is necessary to prevent losses of the decelerated atoms or molecules by collisions with the background gas, as discussed in more detail in Section 3. Having passed the skimmer, the supersonic beam enters the decelerator. The distance between the nozzle, the skimmer, and the decelerator entrance as well as the size of the skimmer should ideally be matched to the transverse velocity acceptance of the decelerator. A focusing element, such as a hexapole lens, is often inserted between the skimmer and the entrance of the decelerator 56 . As the beam propagates from the nozzle to the entrance of the decelerator, the on-axis density is reduced by the transverse spreading of the beam as described by Equation 11 . In a pulsed expansion, velocity dispersion also causes longitudinal spreading of the gas pulse. The magnitude of this effect can be estimated by considering a packet of particles of mass m = 20 amu propagating with a velocity v = 300 m/s and temperature T = 100 mK and thus a velocity spread σ v = kT /m = 6.4 m/s. If the opening function of the valve is approximated by a rectangular pulse with a width of τ = 20 µs, the initial longitudinal extent of the gas pulse is 6 mm. After a propagation distance of 20 cm, the longitudinal spatial profile can be accurately reproduced by a Gaussian profile with a full width at half maximum of 11 mm. When compared to a pulse propagating without velocity dispersion, the peak intensity is thus reduced by a factor of about two (see also Section 3).
Multistage Stark and Zeeman deceleration
In general, the complete deceleration of ground-state polar molecules or paramagnetic atoms and molecules necessitates many successive deceleration steps and the use of long arrays of deceleration stages. In a Stark decelerator these stages consist of pairs of parallel, metallic electrodes in a dipolar configuration while in Zeeman deceleration they are individual solenoids (see Figure 1 ). High densities of decelerated particles can only be reached by operating the decelerators in a phase-stable manner, both in the longitudinal and transverse dimensions as first demonstrated by Bethlem et al. 56 in the case of multistage Stark deceleration.
Although multistage Stark and Zeeman decelerators have common underlying operating principles, differences in their mode of operation exist beyond the simple replacement of high-voltage electrodes by solenoids. The deceleration stages of multistage decelerators must fulfill several requirements: They must reduce the kinetic energy of the particles; they must keep the packets of particles together in the longitudinal dimension and counteract the effect of velocity dispersion. Finally, they must prevent the spreading of the beam in the transverse dimension. How these requirements are met is outlined below, following the general formalism introduced by Bethlem and Meijer 57, 106 , but with a focus on multistage Zeeman deceleration. We first consider a single particle moving on the axis of the decelerator, and then extend the treatment to a packet of particles, which requires the introduction of the concept of phase stability. Finally, the motion in the transverse dimension is discussed. In Figure 3 , schematic views of multistage Stark and Zeeman decelerators are presented. To reduce the kinetic en-ergy of a selected low-field-seeking particle (called the synchronous particle hereafter) propagating along the axis of the decelerator, time-dependent high-field barriers are created as illustrated in Figure 3b . In the case of a Stark decelerator, this is achieved by applying high electric potentials of opposite polarity to two adjacent electrodes placed in a plane perpendicular to the propagation direction, while in a Zeeman decelerator the potential barrier is created by pulsing a current through a solenoid. As it moves toward the top of this barrier, the low-field-seeking particle gains internal energy, thus losing kinetic energy. By rapidly switching off the fields, this loss of kinetic energy is made irreversible. The amount of kinetic energy ∆E kin that is removed in one deceleration stage depends on the position of the particle when the decelerating field is switched off, as indicated in Figure 3c .
In this simplified description, the fields are assumed to instantaneously return to zero at the switch-off time. As in the description of the dynamics in charged-particle accelerators 107, 108 , a reduced position θ is used to describe the longitudinal position of a particle in the decelerator 71, 109 . In a Stark decelerator, the successive deceleration stages are separated by a distance L. Because all electrode pairs pointing in the same direction (x or y in Figure 3a ) are electrically connected to each other, the Stark potential E S (z) generated along the propagation direction of the beam has a periodicity of 2L, E S (z) = E S (z + 2L). The reduced position θ is defined so as to reproduce this periodicity (∆z = 2L ⇔ ∆θ = 2π), as illustrated in the figure. In our current generation of Zeeman decelerators, current is pulsed through one coil at a time 86, 87, 110 . Therefore, the potential generated is single-peaked. A reduced position can nevertheless be defined (see Figure 3 ) in analogy with the Stark decelerator. A reduced position θ = 0 corresponds to the position halfway between deceleration stages n − 1 and n, and θ = π/2 to the center of the active deceleration stage n, with two adjacent deceleration stages separated by a distance L corresponding to the spatial periodicity of the Zeeman decelerator and a reduced distance π.
In its simplest mode of operation, a multistage decelerator is operated such that the kinetic energy is reduced by the same amount in each deceleration stage. This amount depends on the position of the particle when the decelerating field is switched off, as indicated in Figure 3c . The reduced position which the synchronous particle has reached at the time of switch off is known as the phase angle φ 0 . Operating the decelerator at a high phase angles increases the amount of kinetic energy removed per deceleration stage, with a maximum reached for φ 0 = π/2. After switching off the field of deceleration stage n, the field of deceleration stage n + 1 is switched on, and the deceleration process is repeated. In practice, a small quantization field must be maintained so that the particle does not lose its quantization axis and change state before the deceleration process is repeated in the next stage 86 .
The deceleration sequence of pulses applied to the successive deceleration stages is first calculated and optimized for the synchronous particle. However, dense decelerated samples can only be obtained if an ensemble of particles with phase-space characteristics distributed around that of the synchronous particle are also decelerated to the same final velocity. This is achieved by operating the decelerator in a phasestable mode 57, 109 , which ensures that the decelerated packet has the same phase-space density at the entrance and exit of the decelerator.
In a one-dimensional model, the phase-stable operation results in an oscillatory motion of the particles within a certain phase-stable region about the synchronous particle. In the Zeeman decelerator, the kinetic energy loss ∆E kin (φ 0 ) per deceleration stage is given by
where E Z (φ 0 ) is the Zeeman energy of the particle in the decelerating field, and the field outside the solenoid for θ = φ 0 − π < 0 is assumed to be zero. The average force acting on the particle over a deceleration stage of length L is
A particle with a small displacement ∆φ (t) = φ (t) − φ 0 and velocity difference ∆v(t) = v(t) − v 0 with respect to the synchronous particle experiences an average forcef
such that its motion relative to the synchronous particle can be described by
The phase angle at which the decelerator is operated therefore determines both the amount of kinetic energy that is removed per deceleration stage and the size of the stable phasespace volume. A compromise must therefore be found between maximal energy removal per deceleration stage, which is achieved at large phase angles, and maximal phase-space acceptance at small phase angles. If effects of the finite rise-and fall-times of the fields and of the transverse motion are also taken into account, it is found from particle trajectory simulations that a multistage Zeeman decelerator is operated most efficiently at phase angles between 30 • and 50 • , in agreement with experimental observations 109 . Switching times of 10-100 ns are effectively instantaneous for the particle velocities relevant to a deceleration experiment, as the particles do not move significantly within this time interval. These switching times are routinely achievable for the high electrical potentials used in multistage Stark deceleration. However, fast switching of high currents to produce large magnetic fields is more challenging. In the experiments in our laboratory, currents of up to 300 A are pulsed 1-22 | 7 through decelerator solenoids with a minimum-to-maximum rise-and fall-time of the 2.2 T magnetic field of ∼8 µs. The solenoids used are composed of 64 windings of 400 µm diameter copper wire, wound in 4 layers. The inner layer is wound around a quartz tube of 7 mm diameter and each solenoid is 7.3 mm long. Materials with high magnetic permeability can be used to surround each solenoid and constrain the magnetic field lines to increase the maximal field strengths that can be achieved (see, for example, Narevicius et al. 89 ). While allowing for larger decelerating forces and a smaller number of deceleration stages, the temporal behavior of the magnetic fields is more complex, making the calculation of pulse sequences and particle-trajectory simulations more complicated than for solenoids surrounded by non-magnetic materials.
The finite rise and fall times of the magnetic deceleration fields of a Zeeman decelerator cause some ambiguity in the definition of the phase angle and necessitate that a distinction be made between the nominal phase angle and the effective phase angle (see Wiederkehr et al. 109 for more details). The nominal phase angle φ 0 is defined as the reduced position reached by the synchronous particle when the switch-off of the field is initiated. The finite switch-off times in a multistage Zeeman decelerator increase the effective phase angle with respect to this nominal phase angle. The consequence of this increase in effective phase angle is that the decelerating particles continue to experience longitudinal and transverse magnetic field gradients as the coil is being switched off, with the result that the phase-space acceptance is modified with respect to the acceptance under conditions with instantaneous switching 109 .
Further differences between Stark and Zeeman decelerators become apparent when considering the transverse dynamics. The different symmetries of the two types of decelerator are of particular importance when considering how the deceleration stages prevent the beam from spreading out in the transverse dimensions. In a Stark decelerator, the deceleration stages are sequentially oriented along the x and y dimensions, perpendicular to the direction of propagation of the molecular beam (see Figure 3a) . The electric fields of electrode pairs n, n + 2, . . . focus the beam in the vertical (y) direction, whereas the field of electrode pairs n − 1, n + 1, . . . focuses the beam in the horizontal (x) direction (see van de Meerakker et al. 111 ). The cylindrical symmetry of the solenoids in a Zeeman decelerator implies that the beam is focussed simultaneously in the x and y dimensions. Moreover, the radial dependence of the decelerating magnetic fields exhibits some important characteristics. In the center of the active coil (at θ = π/2), the magnetic field has a saddle point and exerts a transverse focusing force. As one moves back (towards smaller θ ), the transverse focusing becomes weaker, and the radial field profile changes from concave to convex. In this region, the field is transversely defocusing.
In their work on Stark deceleration a range of approaches to the design of multistage decelerators have been investigated by Meijer and co-workers. By applying suitable waveforms to microstructured electrodes deposited on a glass substrate, a supersonic beam of CO molecules was decelerated and trapped on a chip 15, 112 . In this chip decelerator the molecules remain trapped in an electric field minimum during the whole deceleration process, enabling higher efficiencies and smaller losses. However, the small dimensions of the traps limit the number of particles accepted in a single trap minimum. The trapping field confines the particles only in the propagation direction and the direction perpendicular to the substrate, but the particles are not confined in the third dimension. A similar method has been adopted and scaled up to the dimensions of a conventional multistage decelerator by using macroscopic ring electrodes, which allows for three-dimensional confinement of the decelerated molecules in the moving traps 69 . Compared to a conventional Stark decelerator, such a moving-trap ring decelerator offers the advantage of an increased phase-space acceptance. Recently, guiding 88 and deceleration 113 of metastable atoms in moving magnetic traps has also been demonstrated. These deceleration experiments rely on the same principle of a moving trap minimum as previously exploited in RydbergStark deceleration 90 (see also Section 2.3).
Rydberg-Stark deceleration
In contrast to the multistage deceleration techniques described above, Rydberg-Stark deceleration of atoms and molecules in pulsed supersonic beams does not rely on the existence of a ground-state electric or magnetic dipole moment. Instead, the samples to be decelerated are photoexcited to Rydberg states of high principal quantum number n, which exhibit large electric dipole moments. The electric dipole moments of high Rydberg states scale with n 2 , and, at n = 30, take values up to 3/2 n 2 e a 0 Cm ≡ 3400 Debye 114 . As all atoms and molecules possess Rydberg states, this approach is quite general and therefore applicable to species that cannot be decelerated by multistage Stark or Zeeman deceleration, including for example H 2 .
In an external electric field each Rydberg state of the hydrogen atom splits into a manifold of Stark states as depicted in Figure 2d in the energy range around n = 30. These states arise from the field-induced mixing of states of different orbital angular momentum, , and can be labelled by a quantum number k, which represents the difference between the two parabolic quantum numbers n 1 and n 2 used in the solution of the Schrödinger equation of the H atom in parabolic coordinates 114 , k takes values from −(n − |m | − 1) to +(n − |m | − 1) in steps of two. The dipole moment of each state is given by | µ nk | = 3/2 nkea 0 . To first order, the Stark shift of each of these states can be expressed in atomic units
where the atomic unit of electric field strength is equal to 5.14 × 10 9 V/cm and the atomic unit of energy is the Hartree (E H ). The outermost states of the manifold labelled n = 30 have the largest values of |k| and hence the largest electric dipole moments (∼ 2700 Debye). The states that are shifted toward lower (higher) energies with increasing electric field strength are those with their dipole moments oriented parallel (antiparallel) to the external electric field vector and have negative (positive) values of k.
A schematic diagram of an electrode configuration used for Rydberg-Stark deceleration and electrostatic trapping is presented in Figure 1c 93 . Because of the large electric dipole moments of the states employed in these experiments, supersonic beams of light species such as H and H 2 can be decelerated from speeds of ∼ 500 m/s to zero velocity in the laboratory frame within distances of only a few millimeters and on time scales on the order of 10 µs. To achieve maximum efficiency in the deceleration of atoms or molecules in Rydberg states, the states involved should ideally (i) be hydrogenic, in that they have quantum defects near zero and therefore a predominantly linear Stark shift, and (ii) have sufficiently long lifetimes that they can be decelerated before they decay. These criteria are both met in atomic hydrogen for Rydberg states prepared by resonant two-photon excitation from the ground state. The fluorescence lifetime of a Rydberg state of atomic hydrogen with n = 30 in the presence of an electric field is ∼ 220 µs. However, meeting these requirements in other species necessitates more careful consideration.
The non-hydrogenic character of a manifold of RydbergStark states arises from the presence of core penetrating, lowRydberg states with non-zero quantum defects. At zero electric field, these states are not degenerate with the high-states and exhibit a quadratic Stark effect when the field strength is increased. At the field where the manifold of Stark states associated with one n crosses that of the next n, the presence of the low-states in the Stark manifold gives rise to avoided crossings. The electric field at which the first crossing occurs is known as the Inglis-Teller field, F I.T. = 1/3n 5 in atomic units. At an avoided crossing of this kind, a state with a dipole moment oriented in one direction can be converted into one of the opposite orientation, making it difficult to control the force exerted on an atom or molecule and limiting the useable electric fields for deceleration to those below F I.T. .
The lifetimes of atomic Rydberg states that lie below the first ionization limit are governed by the rate of spontaneous emission toward the ground state. This rate depends primarily on the overlap between the Rydberg state wavefunction and the wavefunction of the ground state, and, in the absence of an external field, scales as n −3 . An external electric field mixes states of different orbital angular momentum, leading to an increase in the lifetime of the low-angular-momentum states, which are generally accessible by laser excitation from the ground state. In molecular Rydberg states an additional decay mechanism, known as predissociation, can occur below the first ionization limit. This process involves the transfer of energy from the Rydberg electron to the nuclear degrees of freedom of the molecule. Predissociation is generally a much more rapid process than spontaneous emission, and occurs predominantly for core-penetrating, low-Rydberg states.
Because non-hydrogenic behavior in an electric field and short lifetimes arising from predissociation both result from the presence of low-Rydberg states in a Stark manifold, these problems can be circumvented simultaneously through the preparation of states which do not exhibit any low-character. This is achieved by photoexcitation of states with a well defined azimuthal quantum number, |m |, such that states with values of < |m | are not contained in the Stark manifold. In the case of Rydberg-Stark deceleration of H 2 , a resonant threephoton excitation scheme, using circularly polarized light, was employed to prepare non-penetrating |M J | = 3 states in the range n =20 -40 of the Rydberg series converging to the lowest ionization limit for which N + = 0 94, 115 .
Following early proposals by Breeden and Metcalf 116 and Wing 117 , first experiments exploiting the interaction of samples in Rydberg states with inhomogeneous electric fields involved the deflection of a pulsed supersonic beam of krypton atoms by the time-independent dipolar electric field distribution surrounding a pair of cylindrical electrodes 118 . These experiments were carried out by Softley and co-workers at the University of Oxford and led to a proof-of-principle demonstration of the deceleration of a fast beam of hydrogen molecules 61, 119 . Experiments where then carried out at ETH Zurich with pulsed supersonic beams of argon atoms. These experiments were first performed in the static field of a pair of electrodes in a wedge configuration, generating an electric field gradient along the axis of the atomic beam, and highlighted the effects of non-hydrogenic states on the deceleration process close to the Inglis-Teller limit 62 .
By introducing time-dependent electric fields the efficiency of the deceleration process could be improved, particularly in non-hydrogenic species 90 . In this way large electric field gradients could be generated at the position of the accelerating or decelerating bunch of Rydberg atoms while ensuring that the field strength at this position was maintained below that of the Inglis-Teller field where the influence of nonhydrogenic states is most significant. By applying potentials with an exponentially decaying time dependence to a set of four electrodes in quadrupole configuration, the initial kinetic energy of a beam of argon atoms could be changed by up 1-22 | 9 to E kin /hc ∼ ±60 cm −1 . This change in kinetic energy is 2.7 times the Stark energy in the maximal field experienced by the atoms during deceleration/acceleration. Using timedependent fields, one can ensure that non-hydrogenic samples do not experience fields larger than the Inglis-Teller field during deceleration or that samples of hydrogen atoms or high-|M J | hydrogenic states of other species do not experience a field of sufficient strength to result in ionization. This work also opened up the possibility to efficiently decelerate 90 and transversely focus beams of argon atoms 120 , reflect beams of Rydberg hydrogen atoms using a Rydberg atom mirror 64 , and later to efficiently load Rydberg atoms and molecules into electrostatic traps [92] [93] [94] 115 .
The Rydberg-Stark deceleration and trapping experiments that have so far been performed to trap atomic and molecular hydrogen have only required the use of single-stage decelerators. The design used, and presented in Figure 1c , acts simultaneously as a single-stage decelerator and three-dimensional electrostatic trap. The four electrodes located above and below the molecular beam in this figure are operated in a quadrupole configuration, typically at potentials of ±20 V. This provides a sufficiently strong and homogeneous field at the position of photoexcitation, where the laser beams cross the molecular beam, to permit the preparation of selected Stark states for deceleration. It also forms a quadrupole field distribution with a minimum located at the center of the four electrodes which is suitable for trapping samples in low-field-seeking Stark states. Two endcap electrodes close off the trap in the third dimension and can be operated at potentials of opposite sign to create a non-zero field at the minimum of the trap 93 . This design is therefore an electrostatic trap with a non-zero electric field minimum and is the electric analogue of the Ioffe-Pritchard magnetic trap 121, 122 .
After photoexcitation to selected low-field-seeking Rydberg-Stark states, high potentials of between 1 kV and 4 kV are applied to the pair of electrodes furthest from the skimmer to generate a positive electric field gradient in the direction of propagation of the atomic or molecular beam at the position of the excited atoms or molecules. To efficiently load the electrostatic trap, these high potentials then decay exponentially with an adjustable time constant of ∼ 2 µs back to the initial quadrupole configuration. This approach has the advantages that (i) using time-dependent electric fields maximal deceleration can be achieved within a given distance while limiting the field experienced by the decelerating particles, and (ii) because the particles are always confined in a continuously moving electric field minimum as they are decelerated, particle loss, particularly at low longitudinal velocities, is almost negligible. Detection of the trapped ensemble is achieved by pulsed electric field ionization and extraction of the resulting ions toward a micro-channel plate detector upon application of high positive potentials to the pair of electrodes located closest to the skimmer in Figure 1c . This electrode configuration has been employed to decelerate and trap hydrogen atoms and molecules in Rydberg states around n = 30 93, 94 . The deceleration concept utilizes the same principle of a continuously moving trap minimum as that has been exploited in recent Stark and Zeeman deceleration experiments mentioned at the end of Section 2.2.
Presented in Figure 4 are three spectra in which the wavenumber of a laser employed in the photoexcitation of Rydberg states of H 2 was scanned in the vicinity of the transition to the n = 22 level of the Rydberg series converging to a H + 2 ion core with no rotational angular momentum, i.e. N + = 0. The first measurement, Figure 4a shows the transition to the field-free 22f, |M J | = 3 level recorded in zero electric field by pulsed electric field ionization immediately after photoexcitation in a set of electrodes used for Rydberg-Stark deceleration and electrostatic trapping. Potentials were then applied to the trap electrodes in a quadrupole configuration used for trapping to lift the degeneracy of the Stark states which are partially resolved in Figure 4b . By then switching on the deceleration potentials, loading the trap and measuring after a trapping time of 50 µs, only the outer low-field-seeking Stark states between k = +10 and k = +18 are observed. These states have sufficiently large electric dipole moments to be ef-ficiently decelerated and loaded into the trap. With one set of trapping and deceleration potentials a range of states of different principal quantum number above a certain minimum value can be trapped 94, 115 .
The process of deceleration and trap loading using a continuously moving minimum employed in these experiments is extremely efficient. In general the traps that have been developed have been designed so that the phase-space distribution of the initially excited ensemble of Rydberg atoms or molecules matches the shape and depth of the moving field minimum and trap. For the outer Stark states at a principal quantum number of n = 30, trap depths of up to 3 K can be easily achieved with potentials on the trap electrodes on the order of 10 -20 V with the spatial extent of the trapping volume covering a range of a few cubic millimeters. The bunches of excited Rydberg atoms prepared by photoexcitation typically have relative translational temperatures on the order of 100 mK and approximately cylindrical spatial distributions with diameters on the order of 500 -800 µm, limited by the size of the coherent beams of vacuum ultraviolet and ultraviolet radiation used for excitation, and lengths of a few millimeters 93 . Loss of particles during deceleration or trapping is dominated by the effects of blackbody radiation and collisions with the undecelerated part of the gas pulse 63 .
Losses during deceleration
In neutral-particle decelerators, possible loss mechanisms include collisions with the background gas, collisions of the particles which are decelerated with the undecelerated carrier gas beam, and transitions from the state for which the deceleration sequence is optimized to other internal states. These loss mechanisms are discussed in this section.
Nonadiabatic transitions near zero field and adiabatic transitions at high field
The effect of nonadiabatic transitions in a Stark decelerator has been treated in detail by T. E. Wall et al. 81 . In a Zeeman decelerator, a small quantization field must be maintained at all times by switching on the next deceleration solenoid before the field of the previous solenoid has reached zero 86 . Because of the cylindrical symmetry of the solenoid fields, the problem of interchanging directions of the field in the transverse direction as discussed by T. E. Wall et al. does not occur here.
To investigate the effect of the switching of the fields on the deceleration efficiency in a Zeeman decelerator, measurements have been performed in which the overlap time between the switch-off and switch-on of the current in successive decelerator solenoids was varied 86, 123 . The effects of zero-field periods between successive magnetic pulses applied to adjacent solenoids are illustrated in Figure 5 in the case of the deceleration of metastable neon atoms. This figure shows the time-of-flight distributions recorded in multistage Zeeman deceleration experiments carried out on a supersonic beam of metastable neon initially moving at a velocity of 525 m/s using a decelerator consisting of 36 solenoids. The top trace was obtained using a pulse sequence in which the active solenoid, n, was switched off 10 µs after the next solenoid n + 1 was switched on so that the decelerated atoms never experienced a period of time in the absence of a field. The peak in the timeof-flight distribution corresponding to the decelerated atoms (final velocity of 400 m/s) is observed at ∼ 2.7 ms. Reducing the duration of the overlap between successive pulses to zero does not cause any significant change in the time-offlight profile. Changes in the decelerated-atom peak become observable when the active solenoid is turned off more than 4 µs before the next solenoid is turned on, i.e. for ∆t > 4 µs (see inset of Figure. 5 for the definition of ∆t). Under these conditions, the fields at the position of the decelerating atoms become small enough that non-adiabatic transitions start to affect the deceleration efficiency. The decelerated-atom signal completely disappears when ∆t > 8 µs which corresponds to the time needed for the current driven through the active coil to have decayed to zero.
Particle loss in Zeeman and Stark deceleration can also oc-
cur when the decelerated molecules move through regions of space in which the field induces an avoided crossing between different Zeeman or Stark sub-levels. The adiabatic traversals of these crossings that take place as the molecules travel through these regions change their dipole moments which in most decelerators result in the ejection of the molecules from the decelerated bunch. These effects have been studied experimentally in Rydberg-Stark deceleration 62 and quantified in the recent work on the Rydberg-Stark deceleration and electrostatic trapping of H 2 94,115
Collisional losses
Both elastic and inelastic collisions can contribute to the total collisional loss. Elastic collisions with the background gas or the carrier gas eject the decelerated particles from the accepted phase-space volume of the decelerator. Inelastic collisions, in addition, induce transitions from the state for which the deceleration sequence is optimized to states less suited for deceleration, which leads to particle loss in the experiment. In general, a cold sample in a single internal state is desired for many applications. Therefore, even if these molecules in other internal states could be decelerated, it is advantageous to minimize their contribution. While reducing the background pressure in the deceleration vacuum chamber minimizes losses by collisions with the background gas, collisions between the particles to be decelerated and those in the carrier gas pulse are unavoidable. The resulting losses can be estimated using typical values for the collision cross sections, the properties of the carrier gas pulse, and the motion of the particles in the decelerator.
When a packet of particles propagates a distance dl through a homogeneous gas of density n, the relative change in intensity is given by (18) with λ = (σ n) −1 the mean free path, and σ the collision cross section. By integrating this differential equation, the transmission T is obtained
with I 0 the initial intensity and I(l) the intensity after a propagation distance l. These expressions are analogous to the Lambert-Beer law in optics. Expressing the distance dl = v(t) dt in terms of a time interval dt and the packet's velocity v(t), Equation 18 can be rewritten in the form
where we explicitly include a velocity dependence of the collision cross section, and a time dependence of the gas density and the velocity of the particle packet. We now consider a single particle in the decelerated packet. The average time between collisions for a single particle of velocity v is given by t coll = λ /v = (σ n v) −1 . This motivates the definition of the collision rate R(t) at which a single particle in the packet undergoes collisions with the other particles as
By inserting Equation 21 into Equation 20
and integrating, we obtain ln
which can be expressed in terms of the transmission
A calculation of R(t) suffices to predict the transmission of the whole packet of particles. If the packet of particles cannot be considered monoenergetic, an average over its velocity distribution must be performed.
Collisions with the background gas
We begin by estimating losses by collisions with the background gas. For a single particle in the decelerated packet propagating through a homogeneous background gas of density n BG , the collision rate R(t) is given by
according to Equation 21 . Here, v rel (t) is the relative velocity between the colliding particles and σ (v rel ) is the collision cross section. At the beginning of the deceleration process, the velocity of the particles fulfilling the conditions for phase-stable deceleration is equal to the stream velocity. At later times, when the particle packet has been decelerated significantly, the relative velocity is entirely dominated by the thermal velocity distribution of the background gas. To simplify the description, we make the assumption that during the whole deceleration process the relative velocity is given by the mean thermal velocity of the background gas v rel = 8kT BG πm BG = 470 m/s (N 2 at room temperature). In addition, we assume that the cross section σ is velocity independent in this thermal collision energy range. With these approximations, the transmission T of the decelerated packet is where ∆t is the duration of the deceleration process. Values of T obtained for a range of cross sections σ and background pressures p BG for a typical duration of the deceleration process of ∆t = 5 ms are listed in Table 2 . Our calculations show that for a background pressure of 10 −6 -10 −7 mbar and values of the collision cross section below 10 −14 cm 2 the packet traverses the vacuum chamber without significant loss. These simple considerations highlight the importance of separating the gas source chamber and the decelerator by a skimmer and maintaining efficient differential pumping.
Collisions with the undecelerated carrier gas pulse
To investigate the role of collisions with the undecelerated carrier gas pulse, we consider the multistage Zeeman deceleration of oxygen O 2 seeded in Kr. Typical parameters of the source are a temperature of T 0 = 200 K and a stagnation pressure of p 0 = 5 bar, resulting in a density in the stagnation reservoir of n 0 = 1.8 × 10 20 cm −3 . The diameter of the nozzle orifice is d = 0.25 mm, and we approximate the nozzle opening function by a square pulse with a width of τ = 20 µs, corresponding to that achievable with valves of Even-Lavie type 124 . With these parameters, the following properties of the supersonic beam of Kr can be calculated using the expressions given in Section 2.1: Terminal Mach number M t = 58, terminal stream velocity v t = 313 m/s, terminal temperature T t = 0.18 K.
To obtain the local collision rate R(t) of a single particle in the decelerated packet with the undecelerated carrier gas pulse as defined by Equation 21 , we restrict our treatment to the symmetry axis z of the Zeeman decelerator. The decelerator entrance is located at a position 0.2 m from the nozzle. In the Zeeman decelerator, the distance between adjacent deceleration solenoids is ∆z = 11 mm 87, 109 . At a phase angle of φ 0 = 45 • , the energy loss of the synchronous O 2 molecule in the 3 Σ − g (N = 1, J = 2, M J = 2) state (see Figure 2) is ∆E z /(hc) = 1.5 cm −1 per deceleration stage. This can be described by a constant force F = − ∆E z ∆z or a constant de-
∆z acting on the synchronous molecule. The local collision rate of a particle in the decelerated packet with the carrier gas pulse is
where z = z decel (t) is the position of the decelerated packet, σ ∆v(t) is the collision cross section, n(t) is the density of the carrier gas pulse at the position of the decelerated particle, and ∆v(t) is the relative velocity between the carrier gas and the decelerated particle. We neglect collisions with other particles in the decelerated packet; this is justified by the lower density of the decelerated packet, typically < 10 10 cm −3 , compared to the density of ∼ 10 13 cm −3 of the carrier gas at the decelerator entrance.
To describe the spatial distribution of the carrier gas pulse at time t > 0 (t = 0 corresponds to the middle of the nozzle opening function), we approximate its longitudinal velocity distribution by
and the normalized spatial distribution at time t > 0 bỹ
The initial longitudinal spatial distribution function resulting from the finite nozzle opening time τ is described by
The normalized spatial distribution of the undecelerated carrier gas pulse at a time t > 0 is then obtained from a convolution of these distributions
Note thatS(z,t) andS 1 (z,t) are normalized such that
When the packet has reached the decelerator entrance, the spatial spread caused by the velocity dispersion dominates over the spatial spread resulting from the finite opening time of the valve, andS 1 (z,t) is well approximated byS(z,t).
In a continuous expansion, the on-axis density n ,cw (z,t) is given by Equation 11 . In a pulsed expansion with non-zero velocity dispersion, this expression cannot be used to predict the peak density, because the peak density decreases with increasing propagation time. This decrease can be accounted for by introducing a new spatial distribution function S 1 (z,t), ) Fig. 6 The on-axis density profile n Kr (z,t) of the carrier gas pulse propagating through the decelerator. The center of the gas pulse reaches the decelerator entrance, located at 0.2 m, at t 0 = 0.64 ms. Thereafter, the density profile is plotted every 0.3 ms.
which is normalized such that its peak value is one for t → 0 (for t = 0 the function is not defined):
The density profile n Kr (z,t) of the carrier gas pulse, shown in Figure 6 , is then given by
In the decelerator,S 1 (z,t) is well approximated byS(z,t), so that the distribution function
can be used. The difference in position between the carrier gas pulse and the synchronous particle propagating through the decelerator is shown in Figure 7a . The density profile of the carrier gas pulse n Kr (z,t) on the axis of the decelerator at time t is given by Equation 32 and displayed in Figure 6b . The local density of the carrier gas pulse overlapping with the decelerated packet is determined using
where n Kr (z,t) is defined in Equation 32 with h(z,t) = (
) with σ z = 1 mm describing the spatial spread of the decelerated packet. We see from Figure 7b that the local density n(t) decreases as the packet of decelerated particles propagates through the decelerator.
At the beginning of the deceleration process, the particles in the decelerated packet are embedded in the carrier gas pulse, which propagates with the same velocity. Therefore, the relative velocity in a collision is given by the mean thermal velocity of the carrier gas v = Fig. 7 (a) The displacement, z carrier (t) − z decel (t), of the synchronous particle from the centre of the carrier gas pulse propagating through the decelerator. The shaded region indicates the range within which 95 % of the carrier gas pulse density is found. The horizontal line indicates the position of the synchronous particle. (b) The local density n(t), of the carrier gas pulse at the position of the synchronous particle. (c) The average relative velocity between the synchronous particle and a Kr atom in the carrier gas pulse. (d) The collision rate of the synchronous particle with the carrier gas pulse.
spread of the phase-stable particles is much smaller than the velocity spread of the carrier gas, the latter gives the dominant contribution to the collision energy at early times. At later times, when the particle packet has been decelerated substantially, the relative velocity is dominated by the velocity difference v decel (t) − v t between the terminal velocity of the supersonic beam and the velocity of the decelerated packet. To link these two limiting situations, we use the function
displayed in Figure 7c . Since no experimental data is available for the relevant range of collision velocities, we assume the total scattering cross section σ to be velocity independent. The value σ = 10 −13 cm 2 is estimated from measurements in the range v = 500−1000 m/s by Aquilanti et al. 125, 126 , which are scaled to a collision velocity in the range 10 − 100 m/s by noting that σ (v) v 2/5 = Q(C 6 ) is on average constant for particles interacting through a long-range C 6 /R 6 potential 127, 128 . At the beginning of the deceleration process, the collision energy is determined by the energy spread of the supersonic beam and corresponds to a temperature of ≈100 mK. The true cross section may show variations because of resonances and thresholds for internal excitation.
Based on the assumption of a velocity-independent collision cross section, the collision rate is given by R(t) = σ n(t) ∆v(t). R(t), shown in Figure 7d , is proportional to the product of the density and collision-velocity curves depicted in Figure 7b and Figure 7c , and shows a complex behavior: As the carrier gas pulse propagates along the decelerator its density decreases. The local density at the position of the decelerated packet also decreases as the decelerated packet moves out of the carrier-gas pulse. The increase in collision velocity, however, partially compensates the decrease in local density of the carrier gas pulse and gives rise to the shoulder appearing in R(t) at ∼ 0.8 ms (see Figure 7d) . The value of the initial collision rate of around 1.7 ms −1 during the first ∼ 0.8 ms indicates that collisional loss with the carrier gas are significant. However, after 1 ms of deceleration, the decelerated packet has moved out of the gas pulse and losses become negligible.
The packet of decelerated molecules enters the decelerator at t 1 = 0.64 ms and reaches the end of the decelerator (v decel = 0 m/s) at t 2 = 6.8 ms. The transmission estimated with our model is
These considerations indicate that collisions with the carrier gas can be significant in multistage deceleration, but the numbers in our model are sensitive to the source parameters. For example, reducing the stagnation pressure from 5 bar to 2 bar increases the transmission to 0.75. In many experiments the density in pulsed supersonic beams was found to be lower by up to an order of magnitude with respect to predictions assuming an ideal expansion, see for instance 99, 129 . In experiments the source parameters are optimized for the total number of decelerated particles. Therefore, even if the relative transmission is lower, it may still be advantageous to operate the source at higher stagnation pressure to obtain the highest density of decelerated particles.
Applications
Cold gas-phase samples prepared by deceleration of pulsed supersonic beams are relevant to a range of applications including (i) precision spectroscopic measurements, (ii) the determination of lifetimes and decay processes of excited states, (iii) investigations of interactions with blackbody radiation, and (iv) studies of inelastic and reactive scattering. Experiments that have been carried out in each of these areas are described in the following, along with an outline of potential future developments.
Precision spectroscopic studies
With the narrow bandwidths and high frequency stability that are currently achievable with laser and microwave/millimeter-wave sources, the experimental resolution attained in precision spectroscopic measurements is in many cases limited by the interaction time between the atomic or molecular sample under investigation and the radiation field. It is therefore desirable to prepare samples of the relevant species in traps or in low-velocity beams. This is evident in vacuum-ultraviolet-millimeter-wave double resonance experiments directed toward studying the role of nuclear spins in photoionization and precision measurements of importance in the accurate determination of ionization and dissociation energies 130 . Such measurements are currently limited to a resolution of 60 kHz 131 by the transit time of the atoms or molecules through the measurement region. The need for slow beams also arises in the high precision measurements of the 1S -2S transition in atomic hydrogen by Hänsch and coworkers where currently the maximum achievable resolution is interaction-time limited 132, 133 . From the perspective of maximizing the effective measurement time and therefore the experimental resolution, precision microwave spectroscopic measurements on slow, quantumstate-selected beams of ND 3 molecules, prepared by multistage Stark deceleration have been demonstrated by van Veldhoven et al. 134 . These measurements were performed on decelerated beams with velocities as low as 50 m/s which, upon traversal of a 65 mm long microwave radiation zone, led to 1-22 | 15 the possibility of measuring the hyperfine-resolved inversion spectrum of ND 3 with line-widths on the order of 1 kHz. Similar measurements of the Zeeman effect on the hyperfine structure of the 2 Π 3/2 ground state of the OH radical in weak magnetic fields have been performed by Lev et al. 135 . These measurements relied on multistage Stark deceleration of the OH radicals to velocities of 200 m/s in the laboratory frame resulting in line widths of a few kHz under the experimental conditions. In addition to the benefits of enhanced interaction times, the measurements also gain from the state-selectivity of the multistage Stark decelerator, and the possibilities to focus the decelerated packets of molecules, in the longitudinal and transverse dimensions.
Precision measurements are not only of importance to the determination of molecular structure and dynamics, but are also of value in placing constraints on the timevariation of fundamental constants including the fine-structure constant 136, 137 and the proton-to-electron mass ratio 9, 138 . The time-variation of these constants, which determine the strength of the electromagnetic interaction, and the relative strength of the strong and electroweak interactions, could point toward physics beyond the standard model of particle physics. Such possibilities to exploit precision spectroscopic measurements of small molecules in the search for physics beyond the standard model, are also key to experiments directed toward the search for an electric dipole moment (EDM) of the electron and the measurement of parity-violating energy differences between enantiomeric forms of chiral molecules 7, 8 . Early experiments to place an upper limit on the size of the electron EDM were performed on atomic thallium 139 , however more recently the focus has been placed on polar diatomic molecules in which the sensitivity to an electron EDM is enhanced. Relevant molecules include YbF 140 and PbO 141 , with the most recent measurement to place a new upper limit on the size of the electron EDM performed using YbF 142 . The possibility to prepare high-density, velocity controlled, state-selected samples of these species to further improve the measurement precision have been envisaged. Multistage Stark deceleration of chiral molecules is also planned to measure parity violating energy differences using microwave spectroscopy 8 .
Because the low-lying states of heavy polar molecules are only very weakly low-field seeking, these experiments have provided particular motivation for the development of multistage Stark deceleration methods for molecules in high-fieldseeking states 57, 83 . Alternatively, the use of chip based decelerators 15 or long ring-decelerators 69 with their continuously moving minima represent approaches to decelerate molecules of this kind using sufficiently weak fields that the low-fieldseeking states could be exploited. Although some of these molecules have strong electron Zeeman effects and are therefore amenable to multistage Zeeman deceleration, their large masses and the desire to minimize stray magnetic fields in the experiments makes this approach challenging. Rydberg-Stark deceleration following the photoexcitation of long-lived highRydberg states of these heavy, polar, diatomic molecules using the techniques described in Section 2.3 for the deceleration of H 2 also represent a potential approach to the production of velocity controlled samples. However, it will necessitate efficient optical transfer from the Rydberg states to the relevant ro-vibronic states after deceleration.
Determination of excited state lifetimes
The possibility to electrically or magnetically trap samples after multistage deceleration or Rydberg-Stark deceleration has given rise to opportunities for the precise determination of lifetimes of excited states of atoms or molecules. The deceleration and electrostatic trapping of OH radicals following multistage Stark deceleration, first demonstrated by van de Meerakker et al. 143 , led to the possibility of studying the vibrational relaxation of the upper, low-field-seeking Λ-doublet component of the X 2 Π 3/2 , v = 1, J = 3/2 level over timescales of several hundred milliseconds 144 . The radiative lifetime measured was 59.0 ± 2.0 ms, in very good agreement with theoretical predictions of 58.0 ± 1.0 ms which accounted for the effect of the electric field of the trap. In these experiments, the molecules were prepared in the v = 1 state by optical pumping from the v = 0 state prior to deceleration, with reference measurements of the trap lifetime made with molecules in the v = 0 state. Later, a combined experimental and theoretical study of the lifetime of CO in the metastable a 3 Π, v = 0 state was also performed, by Gilijamse et al. 68 , using an electric quadrupole trap loaded following multistage Stark deceleration. In this case, the upper Λ-doublet component of the Ω = 1, v = 0, J = 1 and the Ω = 2, v = 0, J = 2 levels were each prepared by laser excitation from the ground state before deceleration. A comparison could then be made between the measured lifetimes of each of these states, 2.63 ± 0.03 ms and 140 ± 4 ms, respectively, with very good agreement found with theoretical predictions.
Both of these measurements demonstrate the way in which trapped samples can be exploited to perform lifetime measurements on timescales which, without trapping, would be very difficult to achieve. A similar situation arises in the case of long-lived Rydberg states of high principal quantum number, where processes such as predissociation and autoionization can compete with spontaneous emission to affect the lifetimes. The demonstration of three-dimensional electrostatic trapping of hydrogen Rydberg atoms was the first step toward studies of this kind 93 . In these Rydberg atom trapping experiments several processes contribute to the decay of atoms from the trap. These include collisions between the trapped atoms and the undecelerated, trailing edge of the gas pulse, collisions between the trapped atoms themselves, ionization by blackbody radiation and spontaneous emission toward the ground state. With the aim of disentangling these processes, the initial electrode configuration designed for deceleration and electrostatic trapping on the axis of the atomic beam was further developed to allow the adiabatic transfer of atoms away from the beam axis to an off-axis three-dimensional electrostatic trap. The possibility to eliminate collisional losses with the trailing edge of the atomic beam, along with the reduction of the blackbody temperature to ∼ 125 K by cooling the electrodes, has provided direct insight into each of these trap loss mechanisms. This has indicated that after avoiding collisional losses at early times, ionization by blackbody radiation is the next most significant trap loss process at room temperature. The demonstration of magnetic trapping after multistage Zeeman deceleration 85, 87 , demonstrated with the example of magnetic trapping deuterium atoms in Figure 8 , also raises the possibility of performing similar lifetime measurements on radicals with no permanent electric dipole moment in the ground state. Species of fundamental importance for which measurements of this kind would be of value include metastable states of H 2 , He 2 and N 2 .
Presented in Figure 9 are a set of measurements of trap decay times for Rydberg states of atomic hydrogen with princi- pal quantum numbers n = 32 and n = 36. These experiments were performed in an off-axis electrostatic trap with a nonzero electric field minimum, at a blackbody temperature of ∼ 125 K 63 . Under these conditions, losses by collisions with the undecelerated, trailing edge of the atomic beam are minimized along with losses by ionization of the Rydberg atoms by blackbody radiation. However, even at ∼ 125 K, the rate of blackbody transitions between Rydberg states is significant with the result that after long trapping times the atoms that remain in the trap are distributed over Rydberg states with a range of principal quantum numbers with states of lower n decaying toward the ground state more rapidly and those of higher n remaining trapped for longer times. The solid curves associated with each set of data in Figure 9 are the result of a Monte-Carlo calculation of the trap decay rate including the effects of blackbody radiation and spontaneous emission and capture well the main features of the decay. An understanding of the effect of 300 K blackbody radiation on the lifetimes of Rydberg states of atomic hydrogen is of value in the interpretation of H atom photofragmentation translational spectra recorded by Rydberg tagging 145 .
These measurements on atomic hydrogen indicate that lower blackbody temperatures are required to disentangle the more complex decay processes that occur in molecular Rydberg states. For this reason a three-dimensional off-axis electrostatic Rydberg atom trap which can be cooled to 4 K is now being developed at ETH Zurich. It is planned to employ this trap to study slow predissociation in non-penetrating Rydberg states of molecular hydrogen.
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Because of the very large dipole moments associated with transitions between Rydberg states, which scale as n 2 , they are very well suited to measuring blackbody temperatures 146, 147 . The possibility to trap polar molecules on long timescales in electrostatic traps has also permitted the observation of optical pumping of trapped ground state OH radicals by blackbody radiation. These blackbody transitions between rotational states have rates on the order of 0.1 s −1 and therefore require trapping times on the order of several seconds for efficient observation as shown by Hoekstra et al. 148 for ground state OH and OD.
Collision studies
Inelastic scattering: The control over the velocity distributions of samples prepared by deceleration of pulsed supersonic beams is also of value to the study of collisions at low temperature or with a high degree of control over the kinetic energies of the colliding partners. The state-selective aspect of these techniques is of particular importance in the study of stateto-state inelastic scattering. From this perspective, velocity controlled beams of OH radicals prepared by multistage Stark deceleration were first used by Gilijamse et al. to study collisions with supersonic beams of ground-state xenon atoms 65 . These experiments were carried out in a crossed beam geometry in which the centre-of-mass collision energy could be tuned from ∼ 50 cm −1 to ∼ 400 cm −1 , with an energy resolution of ∼ 13 cm −1 and a minimum collision energy limited by the contribution of the undecelerated xenon beam. Over this energy range, thresholds for the onset of collisional excitation of low-lying rotational states could be resolved with state-selective detection performed by laser-induced fluorescence.
These crossed-beam collision studies using decelerated samples carried out in the absence of external fields were then followed by collisions between magnetically trapped OH radicals and supersonic beams of helium and D 2 by Sawyer et al. 149 . In this work, the OH radicals were loaded into a magneto-electrostatic trap after multistage Stark deceleration with the electric fields of the trap then switched off before collisions between the magnetically trapped molecules and the beams of helium and D 2 took place. Rather than tuning the collision energy by scanning the output velocity of the Stark decelerator, as was done in the earlier work of Gilijamse et al., in these experiments the kinetic energies of the helium and D 2 beams were tuned by adjusting the temperature at which the pulsed valve was operated. Collision rates and corresponding collision cross-sections were then determined by measuring trap loss rates. The energy level structure of the OH radicals in these experiments was significantly affected by the presence of the trapping magnetic fields which required a detailed theoretical treatment including these fields for accurate interpretation of the experimental data 150 .
More recently a study of the OH-He and OH-D 2 collision systems was carried out by Kirste et al. in a crossed beam geometry in the absence of external fields 151 . These experiments permitted the determination of relative parity-resolved stateto-state inelastic scattering cross sections, which in the case of OH-He, allowed comparison with computed cross sections. In the case of OH-D 2 , no effects were observed on the cross sections that could be attributed to the rotational degrees of freedom of the molecule. These two examples of studies of low energy collisions, with trapped samples and in crossed-beam geometries under field-free conditions, highlights the complications in the interpretation of the data recorded in the presence of the trapping fields. However, for processes with very small cross sections the benefits of the long interaction times that can be achieved with trapped sample are particularly valuable. High-order multipole electric or magnetic traps, with their flat-bottom field distributions, would therefore be well suited for experiments of this kind.
Collision experiments with multistage Stark decelerated OH radicals and Ar atoms have recently been studied in great detail by Scharfenberg et al. 152 . In this work, which provides a benchmark in the scattering of open-shell molecules with atoms, the threshold behavior and collision energy dependence of 13 inelastic scattering channels could be precisely determined. The level of sensitivity that was achieved in these experiments, to processes with cross sections ≤ 0.01Å 2 , highlights the potential for further precision collision measurements which could be carried out with Stark-and Zeemandecelerated molecular beams. The possibility to confine decelerated samples to orbit in a ring [153] [154] [155] , providing the opportunity to extend interaction times, may also be valuable in further improving sensitivity.
Reactive scattering: The high densities and low temperatures in supersonic beams have been used for some time in studies of reactive scattering. The technique known as CRESU (Cinétique de Réaction en Ecoulement Supersonique Uniforme, or Reaction Kinetics in Uniform Supersonic Flow) employs the supersonic expansion from a Laval nozzle to produce a flow of gas that is uniform in temperature and density 156, 157 . Such expansions have permitted experimental studies of reactions such as OH + HBr → H 2 O + Br at temperatures on the order of ∼ 10 K with recent studies of the S + H 2 → SH + H reactions carried out at temperatures down to 5.8 K 158, 159 .
As temperatures, or collision energies, are reduced to below those achievable using CRESU, scattering events begin to be dominated by individual angular momentum partial waves, and quantum effects such as tunneling start to play an important role. For reactions involving light species such as H 2 , these effects can occur at at temperatures of about 0.5 K, for example in the reaction of F + H 2 → HF + H 160 27 . Velocity selection from an effusive source 31 was used to produce the translationally cold CH 3 F for these studies. In a second generation of these experiments, it is foreseen to exploit the quantum-state-selection and tunable collision energies achievable by multistage Stark or Zeeman deceleration of pulsed supersonic beams to enter a still lower temperature regime.
Collisions with surfaces: The interaction of a Rydberg atom or molecule with a metal surface represents a model system for studies of electron transfer, as tunnel ionization of the Rydberg electron into the conduction band of the metal is the dominant process that occurs at short range. Several studies of collisional ionization at grazing incidence to atomically flat gold surfaces have been performed by Dunning and coworkers 161, 162 and Softley and co-workers 163 . These experiments have involved beams of xenon and molecular hydrogen excited to Rydberg states, with more recent theoretical work placing value on studies using atomic hydrogen 164 . Experiments of this kind with atomic hydrogen benefit from the possibility to precisely calculate ionization fields and rates, but difficulties arises when using beams of atomic hydrogen produced by photolysis of a precursor molecule such as NH 3 . In such cases the precursor can be adsorbed on the surface, modifying the atom-surface interaction potential of interest. For this reason the techniques developed to adiabatically guide a beam of Rydberg atoms away from the molecular beam axis for off-axis trapping may also be of importance for Rydbergsurface collision studies.
Conclusion
The deceleration of supersonic beams using time-dependent inhomogeneous electric and magnetic fields represents a very attractive method of producing slow beams of cold atoms and molecules and, if desired, loading the cold samples into electric or magnetic traps. This article has presented an overview of research related to the production and use of such samples in experiments in atomic and molecular physics. Multistage Stark deceleration was developed first 56 and is particularly well suited for molecules having a large permanent dipole moment. Multistage Zeeman deceleration, its magnetic analogue, can be used to decelerate paramagnetic atoms and molecules. Rydberg Stark deceleration is, in principle, applicable to any gas-phase species and benefits from the advantages of extremely large dipole moments but necessitates the use of lasers to prepare the Rydberg states and, if required, pump them down to the ground state following deceleration. These three related methods offer considerable flexibility in the manipulation of the translational motion of a wide range of molecules, and first real applications in high-resolution spectroscopy and reaction dynamics are becoming possible. At present, the phase-space densities that can be reached are not sufficient for considering further cooling steps, but in future the implementation of continuous trap loading and optical cooling schemes [32] [33] [34] [165] [166] [167] [168] [169] [170] in combination with deceleration techniques appears promising.
