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Abstract— We consider the problem of steering, via out-
put feedback, the state distribution of a discrete-time, linear
stochastic system from an initial Gaussian distribution to a
terminal Gaussian distribution with prescribed mean and max-
imum covariance, subject to probabilistic path constraints on
the state. The filtered state is obtained via a Kalman filter, and
the problem is formulated as a deterministic convex program in
terms of the distribution of the filtered state. We observe that,
in the presence of constraints on the state covariance, and in
contrast to classical Linear Quadratic Gaussian (LQG) control,
the optimal feedback control depends on both the process noise
and the observation model. The effectiveness of the proposed
approach is verified using a numerical example.
I. INTRODUCTION
The problem of covariance steering is a stochastic optimal
control problem aiming to design a controller that steers the
state covariance of a stochastic system to a target terminal
value, while minimizing the expectation of a quadratic func-
tion of the state and the input. In this work, we focus on
a discrete-time linear time-varying stochastic system with
partially observable state, a given Gaussian initial state
distribution, and an independent and identically distributed
(i.i.d.) standard Gaussian additive diffusion to the dynamics
and the measurement.
The infinite horizon covariance control problem for linear
time invariant systems has been researched since the late
80’s. In [1], [2] the authors investigated the state-feedback
gains that assign a state covariance value to the system,
i.e., the system state covariance converges asymptotically
to the assigned value. The finite horizon case has only
recently gained attention [3], [4], [5], [6], [7], [8]. Chance
constraints, which are probabilistic constraints that impose
a maximum probability of constraint violation, were first
introduced to the covariance control problem in [9]. The
latter work draws connections between covariance control
and a large class of stochastic control problems for which
chance constraints are utilized in order to guarantee per-
formance under uncertainty [10], [11], such as stochastic
model predictive control (SMPC) [12], [13] and vehicle path
planning in belief space [14], [15].
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The majority of covariance control research only considers
controlling the state covariance. However, as discussed in [9],
when state chance constraints exist, the mean and the state
covariance are coupled. The authors in [9] introduced the first
covariance steering controller that simultaneously deals with
the mean and the covariance dynamics such that the resulting
trajectories satisfy the state chance constraints. The approach
was further modified to be computationally more efficient
in [15], which was eventually extended to deal with input
hard constraints [16] and nonlinear dynamics [17]. Further-
more, covariance control theory was applied to autonomous
vehicle control in [18] and spacecraft control in [19], [20],
[21]. Finally, in [22], the authors applied covariance control
theory to SMPC for linear time-invariant systems under
unbounded additive disturbance.
The above-mentioned research on covariance control as-
sumes full state feedback. This paper, in contrast, is con-
cerned with covariance steering for the case when the state
is only indirectly accessible via noisy measurements.
The problem of output-feedback covariance steering has
been visited in [23], [24], where the problem had no con-
straints other than a terminal boundary constraint. Thus, these
works only dealt with the control of the state covariance and
did not consider mean dynamics. The proposed approach
deals with state chance constraints and simultaneously steers
the mean and the covariance of the system state, and thus,
can be applied to more realistic scenarios.
A similar problem setup as the one addressed in this
paper has also been visited from the SMPC community [25],
where an output feedback controller was designed to deal
with chance constraints. Although the approach in [25]
successfully computes control commands that satisfy all the
constraints, the control policy suffers from conservativeness
due to the convex relaxation of the covariance dynamics.
The approach in our work extends the covariance steering
controller in [15], which allows a direct assessment of the
covariance at each time step and eliminates the need to
conduct conservative convex relaxations of the covariance
dynamics.
The main contribution of this work is the development of
a novel covariance steering control policy for linear systems
with Gaussian process and measurement noise. The proposed
approach is a nontrivial extension of the full-state feedback
covariance control policy proposed in [15], which allows
one to directly assess the value of the covariance at each
time step, while converting the original stochastic control
problem to a deterministic convex programming problem.
We observe that, as a direct consequence of the constraints
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on the state covariance, and in contrast to the classical LQG
solution [26], the optimal feedback control depends on both
the process noise and the observation model.
Notation
For a sequence x = (x1, . . . , xN ) = (xk)Nk=1, we use
the shorthand (xk) to refer to the sequence and write xk
to refer to an element of that sequence. We write σ(z) to
denote the σ-algebra generated by the random variable z.
For a symmetric matrix A, we write A > 0 (≥ 0) if A is
positive (semi-)definite.
II. PROBLEM STATEMENT
Consider the stochastic discrete-time linear system given
by
xk+1 = Akxk +Bkuk +Gkwk, (1)
for k = 0, 1, . . . , N − 1, where xk ∈ Rnx and uk ∈ Rnu
are the state and control, and Ak ∈ Rnx×nx , Bk ∈ Rnx×nu ,
and Gk ∈ Rnx×nx are system matrices. Increments of the
disturbance process wk ∈ Rnx are i.i.d. standard Gaussian
random vectors. The state is measured through the observa-
tion process
yk = Ckxk +Dkvk, (2)
where yk ∈ Rny is the measurement and vk ∈ Rny is
measurement noise, and Ck ∈ Rny×nx and Dk ∈ Rny×ny
are given. Increments of the measurement noise vk are i.i.d.
standard Gaussian random vectors. Also, and in order to
simplify the filtering equations, we assume that the matrix
Dk is invertible. The case when Dk is rank-deficient can be
treated using well-known approaches [27]. Before the first
measurement is taken, we assume that we will be provided
with a state estimate xˆ0- with estimation error x˜0- = x0−xˆ0- .
We assume that xˆ0- and x˜0- are independent random vectors
with known distributions given as
xˆ0- ∼ N (x¯0, Pˆ0-), x˜0- ∼ N (0, P˜0-), (3)
where the positive semi-definite matrices P˜0- , Pˆ0- and the
vector x¯0 are all fixed and known. That is, we do not assume
to know the initial state estimate when designing the control
law, but we know its distribution. This allows for the control
law to be designed before all measurements are collected.
For example, in the case when we will be provided with the
exact value of the state, then x˜0- = 0, xˆ0- = x0, and P˜0- = 0.
On the other hand, if we will not be provided with any new
information about the state before step k = 0, then xˆ0- = x¯0
and Pˆ0- = 0. Finally, we assume that xˆ0- , x˜0- , (wk), and
(vk) are independent.
Define the filtration (Fk)Nk=−1 by F−1 = σ(xˆ0-) and
Fk = σ(xˆ0- , yi : 0 ≤ i ≤ k) for 0 ≤ k ≤ N . This filtration
represents the information that can be used to estimate the
state and determine the control action, in the sense that
the estimated state and the control at step k are both Fk-
measurable random vectors. The initial σ-algebra F−1 is
defined for logical consistency, since the initial state estimate
is known before any measurements are taken.
Let x¯k = E(xk) be the mean state, and define the esti-
mated (filtered) state as xˆk = E(xk|Fk) and the estimation
error as x˜k = xk − xˆk. The estimated state has mean
E(xˆk) = E(E(xk|Fk)) = E(xk) = x¯k, (4)
and hence the estimation error has zero mean, that is,
E(x˜k) = 0 for all 0 ≤ k ≤ N . Define the state, estimated
state, and estimation error covariances as
Pk = E[(xk − x¯k)(xk − x¯k)T], (5)
Pˆk = E[(xˆk − x¯k)(xˆk − x¯k)T], (6)
P˜k = E(x˜kx˜Tk) = E[(xˆk − xk)(xˆk − xk)T]. (7)
The estimated state is uncorrelated with the estimation error,
since
E(xˆkx˜Tk) = E[xˆk(xk − xˆk)T]
= E[E[xˆk(xk − xˆk)T|Fk]]
= E[xˆkE[xTk − xˆTk|Fk]]
= E[xˆk(E[xTk|Fk]− xˆTk)] = 0, (8)
and from this expression it can be shown that the state
covariance satisfies Pk = Pˆk+P˜k. Define the prior estimated
state and prior estimation error as xˆk- = E(xk|Fk−1) and
x˜k- = xk− xˆk- , respectively, with corresponding covariances
Pˆk- and P˜k- as above. It follows that the initial state is
distributed as
x0 ∼ N (x¯0, P0), (9)
where P0 = Pˆ0- + P˜0- . We require that
P(xk /∈ χ) ≤ pfail, k = 0, 1, . . . , N, (10)
where 0 < pfail < 0.5 is fixed, and where
χ =
Nχ⋂
j=1
{x : αTjx ≤ βj} ⊂ Rnx , (11)
where αj ∈ Rnx and βj ∈ R. Here the compliment of χ
denotes a forbidden region in the state space, and thus we
we constrain the probability that the state is not in χ to be
no more than pfail [10], [14]. Constraints of the form (10)
are often referred to as chance constraints, and, likewise,
optimization subject these constraints is referred to as chance
constrained optimization [13].
Finally, we assume for the remainder of this paper that
the control input uk at each step is an affine function of
the measurement data. We say that a control sequence (uk)
is admissible if it satisfies this property at every step. This
assumption is made to ensure that if xk is Gaussian, then
the state xk+1 will also be Gaussian. It follows that, since
the state is initially Gaussian distributed, the state will be
Gaussian distributed over the entire problem horizon, even
in the presence of the chance constraints.
This paper is concerned with the following stochastic
optimal control problem.
Problem 1: Find the admissible control sequence u =
(uk)
N−1
k=0 such that the chance constraints (10) are satisfied;
the state at step N is distributed according to N (x¯f , PN )
for PN = PˆN + P˜N ≤ Pf , where x¯f and Pf are given; and
minimizes the cost functional
J(u) = E
(
N−1∑
k=0
xTkQkxk + u
T
kRkuk
)
, (12)
for a given sequences of matrices (Qk ≥ 0) and (Rk > 0).
Remark 1: For simplicity, we do not consider chance
constraints on the control. However, the method developed
in this work may be easily extended to include chance
constraints on the control. See, for instance, [20], [22].
A. Separation of the Observation and Control Problems
Since the system is linear and the state is Gaussian dis-
tributed, the estimated state may be obtained by the Kalman
filter. That is, the filtered state satisfies [28]
xˆk = xˆk- + Lk(yk − Ckxˆk-), (13)
xˆk- = Ak−1xˆk−1 +Bk−1uk−1, (14)
where
Lk = P˜k-C
T
k(CkP˜k-C
T
k +DkD
T
k)
−1 (15)
is the Kalman gain, and the error covariances are given by
P˜k = (I − LkCk)P˜k-(I − LkCk)T + LkDkDTkLTk, (16)
P˜k- = Ak−1P˜k−1ATk−1 +Gk−1G
T
k−1. (17)
We see that the estimation error covariance P˜k does not
depend on the control. Using properties of conditional ex-
pectation, it is easy to show that
E(xTkQkxk) = tr P˜kQk + E(xˆTkQkxˆk), (18)
and therefore the objective may be rewritten as
J(u) =
N−1∑
k=0
tr P˜kQk + Jˆ(u), (19)
where
Jˆ(u) = E
(
N−1∑
k=0
xˆTkQkxˆk + u
T
kRkuk
)
. (20)
Since the estimation error covariance P˜k is determined by
the Kalman filter and not by the control, optimizing over
the objective Jˆ(u) is equivalent to optimizing over J(u).
Furthermore, we can determine the distribution of the state
as a function of the mean and covariance of the estimated
state process, that is,
xk ∼ N (x¯k, Pk) ⇐⇒ xˆk ∼ N (x¯k, Pk − P˜k). (21)
It follows that, in order for the final state covariance to satisfy
0 < PN ≤ Pf , the maximum final covariance Pf must
satisfy Pf > P˜N . Define now the innovation process (y˜k-)
by
y˜k- = yk − E(yk|Fk−1), (22)
for k = 0, 1, . . . , N . Since
E(yk|Fk−1) = E(Ckxk +Dkvk|Fk−1) = Ckxˆk- , (23)
we obtain, by substituting the observation model (2) in (22),
that
y˜k- = yk − Ckxˆk- = Ckx˜k- +Dkvk. (24)
The state error x˜k- depends linearly on x˜0- , (wi)k−1i=1 , and
(vi)
k−1
i=1 , which are each independent of vk. It follows that
x˜k- and vk are independent, and therefore we can compute
the covariance of the innovation process as
Py˜k- = E(y˜k- y˜Tk-) = CkP˜k-CTk +DkDTk. (25)
Thus, the distribution of the innovation process is determined
by the estimation error covariance P˜k- , and therefore may be
computed prior to solving for the control inputs. We rewrite
the estimated state process as
xˆk+1 = Akxˆk +Bkuk + Lk+1y˜(k+1)- , (26)
where xˆ0 = xˆ0- + L0y˜0- . We have thus replaced the state
process (1) with noise term Gkwk with a corresponding
filtered state process with noise Lk+1y˜(k+1)- . The stochastic
optimal control problem may now be posed entirely in terms
of the filtered state process (26).
B. Block-Matrix Formulation
The filtered state process (26) may be written in matrix
notation as
xˆ0
xˆ1
xˆ2
...
 =

I
A0
A1A0
...
 xˆ0- +

0 0
B0 0
A1B0 B1
. . .

u0u1
...

+

L0 0 0
A0L0 L1 0
A1A0L0 A1L1 L2
. . .


y˜0-
y˜1-
y˜2-
...
 . (27)
Let Xˆ and Y˜ be column vectors constructed by stacking
xˆk and y˜k- for k = 0, 1, . . . , N , and, similarly, let U be
the column vector constructed by stacking uk for k =
0, 1, . . . , N − 1. Formally, we have that the column vector
Xˆ is isomorphic to the sequence (xˆk), which we denote
by (xˆk) ∼= Xˆ (similarly, (uk) ∼= U , (y˜k-) ∼= Y˜ ). For
appropriately constructed block matrices A, B, and L as in
(27), the filtered state process can be written as the linear
matrix equation
Xˆ = Axˆ0- +BU + LY˜ . (28)
See [15], [9] for details on this construction. We may then
rewrite the cost function (20) in matrix form as
Jˆ(U) = E(XˆTQXˆ + U TRU), (29)
where Q = blkdiag(Q0, . . . , QN−1, 0) ≥ 0 and R =
blkdiag(R0, . . . , RN−1) > 0. Let Ek be a matrix defined so
that EkXˆ = xˆk, and denote the mean state by X¯ = E(Xˆ) ∼=
(x¯k). We can then write the terminal state distribution
constraints as
EN X¯ = x¯f , (30a)
ENE[(Xˆ − X¯)(Xˆ − X¯)T]ETN ≤ Pf − P˜N . (30b)
Finally, in terms of the column vector X˜ ∼= (x˜k), the chance
constraints (10) may be written as
P(Ek(Xˆ + X˜) /∈ χ) ≤ pfail, k = 0, 1, . . . , N. (31)
The distribution of Xˆ + X˜ is determined, per (21), by the
filtered process (28) and the sequence (P˜k), and therefore
the probability in (31) depends solely, for fixed problem
parameters, on the control sequence U . In summary, we have
reformulated the original stochastic optimal control problem
(1) in terms of the inaccessible state into the following
problem in terms of the accessible filtered state.
Problem 2: Find the admissible control sequence U∗ ∼=
(u∗k) that minimizes the objective (29) subject to the terminal
constraints (30), for Pf > P˜N , and chance constraints (31).
III. CONTROL OF THE FILTERED STATE
We consider filtered state history feedback of the form
uk =
k∑
i=0
Kk,i(xˆi − x¯i) +mk, (32)
for k = 0, 1, . . . , N −1, where Kk,i ∈ Rnu×nx are feedback
gains and mk ∈ Rnu are feedforward controls. Problem 2
may thus be solved by identifying the sequences (Kk,i) and
(mk). However, before attempting to solve Problem 2, we
consider the following conservative relaxation of the chance
constraints (10) given by the condition
Nχ∑
j=1
pj ≤ pfail, P(αTjxk > βj) ≤ pj , j = 1, . . . , Nχ.
(33)
This constraint represents a decomposition of (10) into
independent half-plane constraints, which we expect to be
a conservative approximation due to the subadditivity of
probabilities. Indeed, it has been shown in [10] that if (33)
holds, then the chance constraint (10) is satisfied.
Theorem 3.1: Given pj as in the chance constraint relax-
ation (33), Problem 2 is convex.
Proof: Let M ∼= (mk) be column a vector defined as
U , and let
K =

K0,0 0 0 · · · 0
K1,0 K1,1
. . . · · · 0
...
...
. . . 0 0
KN−1,0 KN−1,1 · · · KN−1,N−1 0
 . (34)
We may then write the control process as the matrix equation
U = K(Xˆ − X¯) +M. (35)
The filtered state process (28) is thus given by
Xˆ = Axˆ0- +BK(Xˆ − X¯) +BM + LY˜ . (36)
Since Y˜ has zero mean, it follows that
X¯ = E(Xˆ) = Ax¯0 +BM, (37)
and thus the terminal constraint E(xN ) = x¯f is written as
EN X¯ = EN (Ax¯0 +BM) = x¯f , (38)
which is affine in M , and hence convex. Since U −E(U) =
K(Xˆ − X¯), we have
Xˆ − X¯ = A(xˆ0- − x¯0) +BK(Xˆ − X¯) + LY˜ , (39)
which, after solving for Xˆ − X¯ , we rewrite as
Xˆ − X¯ = (I −BK)−1[A(xˆ0- − x¯0) + LY˜ ]. (40)
Since K is block lower-triangular and B is strictly block
lower-triangular, the matrix I − BK is invertible. Follow-
ing [29], we define the new decision variable F as
F = K(I −BK)−1 ∈ RNnu×(N+1)nx . (41)
It follows that F is block lower-triangular and satisfies
I +BF = (I −BK)−1. (42)
Furthermore, K is a function of F given by
K = F (I +BF )−1, (43)
and therefore we may optimize over F in place of K [29].
Substituting (42) into (40), we obtain
Xˆ − X¯ = (I +BF )[A(xˆ0- − x¯0) + LY˜ ]. (44)
By assumption, xˆ0- is independent from both x˜0- and v0,
and therefore by (24) we have that xˆ0- is independent from
Y˜ . It follows that the bracketed term in the right-hand side
of (44) has covariance
S = Cov[A(xˆ0- − x¯0) + LY˜ ] = APˆ0-AT + LPY˜ LT, (45)
where, since steps of (y˜k-) are independent [30], the covari-
ance of Y˜ is the block-diagonal matrix
PY˜ = E(Y˜ Y˜
T) = blkdiag(Py˜0- , . . . , Py˜N- ), (46)
where Py˜k- as in (25). The covariance of the filtered process
is thus
Pˆ = E[(Xˆ − X¯)(Xˆ − X¯)T] = (I +BF )S(I +BF )T, (47)
and the covariance of the control is given by
PU = E[(U − E(U))(U − E(U))T] = FSF T. (48)
We can then rewrite the objective (29) as
Jˆ(F,M) = (Ax¯0 +BM)
TQ(Ax¯0 +BM) +M
TRM
+ tr{[(I +BF )TQ(I +BF ) + F TRF ]S}, (49)
which is convex in F and M , because Q ≥ 0 and R > 0.
The terminal covariance constraint (30b) may be written as
EN (I +BF )S(I +BF )
TETN ≤ Pf − P˜N , (50)
or, equivalently [9],
‖S1/2(I +BF )TETN (Pf − P˜N )−1/2‖ − 1 ≤ 0, (51)
where S1/2 denotes a matrix satisfying S = (S1/2)TS1/2.
The matrix (Pf − P˜N )−1/2 exists since Pf > P˜N . Next,
we consider the conservative chance constraints (33). The
probabilistic half-plane constraint in (33) has been shown in
[15] to be equivalent to the constraint
cdfn−1(1− pj)‖P 1/2k αj‖+ αTj x¯k − βj ≤ 0, (52)
where cdfn−1 is the inverse of the cumulative normal distri-
bution function and Pk is the state covariance at time step
k, which we can write as
Pk = EkPˆE
T
k + P˜k. (53)
In addition, P 1/2k satisfies (P
1/2
k )
TP
1/2
k = Pk and is obtained
by
P
1/2
k =
[
S1/2(I +BF )TETk
P˜
1/2
k
]
. (54)
Notice that, because each pj < 0.5, it follows that
cdfn−1(1 − pj) > 0. Finally, substituting into the chance
constraint, we obtain the second order cone constraint
cdfn−1(1− pj)
∥∥∥∥[S1/2(I +BF )TETkP˜ 1/2k
]
αj
∥∥∥∥
+ αTjEk(Ax¯0 +BM)− βj ≤ 0, j = 1, . . . , Nχ. (55)
Given some constants pj , it follows that the problem of min-
imizing the objective (49) with respect to the optimization
parameters F and M , subject to the constraints (38), (51),
(55) is convex.
We remark that the convex constraints (51) and (55)
depend on the estimation error covariance P˜k, which, in
turn, depend on the measurement model (2) and the filter
design. Therefore, in contrast to separation-based control
[26], the optimal control that solves Problem 2 cannot be
found independently of the optimal filter, provided that the
constraints (51) and (55) are active. This result is intuitive: If
the state estimate is highly uncertain, then additional control
effort may be required to steer further away from an obstacle.
Furthermore, the certainty equivalence property [28] does not
hold when the constraints (51) and (55) are active, since the
intensity of the process noise is represented in the matrix S.
The controller (32) uses feedback of both the current and
the past values of the filtered state process at each step.
It follows that the computational complexity of the convex
formulation of Problem 2 as given in Theorem 3.1 scales with
O(N2nxnu). For problems with a large time horizon, one
may restrict the matrix F to be block diagonal; the resulting
computational complexity scales by O(Nnxnu) [9]. More
generally, the matrix F can be set to be block banded,
which allows the designer to trade controller performance
with computational complexity [29].
IV. NUMERICAL EXAMPLE
Consider for ∆t = 0.2 the following double integrator
system with the horizon N = 20 given by, for all k,
Ak =

1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1
 , Bk =

∆t2/2 0
0 ∆t2/2
∆t 0
0 ∆t
 , (56)
Fig. 1. (Top:) 3σ covariance ellipses drawn at each step; (Bottom:) detail
of 3σ covariance ellipses for steps k = 11 and k = N = 20 are shown.
The arrows indicate the direction of motion and the compliment of χ is
marked by diagonal lines. The variables x(1)k and x
(2)
k denote the first two
coordinates of the state.
and Gk = 0.01 × I3, Ck =
[
03×1 I3
]
, Dk =
diag(0.1, 0.003, 0.003). and Gk = 0.01×I3. The initial state
distribution is described by P˜0- = diag(2, 1, 1.4, 1.4)×10−2,
Pˆ0- = diag(8, 9, 0.6, 0.6) × 10−2, x¯0 = [1.5, 3.5, 3, 2]T,
and the target state distribution is constrained to have mean
x¯f = [6.5, 1.5, 0, 0]
T and maximum covariance Pf =
diag(6, 6, 0.6, 0.6) × 10−2. Finally, the region χ is defined
for Nχ = 2 half plane constraints as in (11) given by
α1 = [1, 5, 0, 0]
T, α2 = [1, 1, 0, 0]T, with β1 = 27.5, β2 = 9,
p1 = p2 = 5 × 10−4, and pfail = p1 + p2. We solved
the convex optimization problem using YALMIP [31] with
MOSEK [32]. The resulting trajectory of the distribution
of the position coordinates are shown in Figure 1. In this
example it is clear that the resulting control depends on
the observation model. Since the first position coordinate is
not directly measured, there is a larger uncertainty in the
estimated value of the first position coordinate compared to
the second position coordinate. The controller compensates
accordingly by using sufficient control effort along the first
position coordinate so that the chance constraints are sat-
isfied. We can see this by observing the shape of the 3σ
ellipse of the filtered state covariance Pˆk in the bottom plot
of Figure 1.
V. CONCLUSIONS
In this paper, we have developed a covariance steering
control policy for discrete-time linear stochastic systems with
Gaussian process and measurement noise. The filtered state
was obtained by a Kalman filter, and then, in terms of the
filtered state, the covariance steering problem was posed as a
deterministic convex optimization problem. It was observed
that, due to the covariance-based constraints on the state
distribution, the resulting optimal control depends on both the
process noise and measurement model. Finally, the developed
theory was demonstrated using a numerical example.
In future work, the proposed approach can be extended to
vehicle path planning problems under Gaussian disturbance
and measurement uncertainty [33], [34]. In particular, the
proposed approach can be extended to handle non-convex
feasible regions as in [15], where the authors converted
the original stochastic vehicle path planning problem to a
deterministic mixed integer convex programming problem.
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