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Complete Monotonicity of classical theta
functions and applications
A. Raouf Chouikha ∗
Abstract
We produce trigonometric expansions for Jacobi theta functions
θj(u, τ ), j = 1, 2, 3, 4 where τ = ipit, t > 0. This permits us to prove that
log
θj (u,t)
θj (0,t)
, j = 2, 3, 4 and log θ1(u,t)
piθ′
1
(0,t)
as well as
δθj
δu
θj
as functions of t are
completely monotonic. We also interested in the quotients Sj(u, v, t) =
θj (u/2,ipit)
θj (u/2,ipit)
. For fixed u, v such that 0 ≤ u < v < 1 we prove that the
functions
( δ
δt
Sj)
Sj
for j = 1, 4 as well as the functions −
( δ
δt
Sj)
Sj
for j = 2, 3
are completely monotonic for t ∈]0,∞[.
Key words and phrases : theta functions, elliptic functions, complete
monotonicity 1
1 The theta functions
Consider the following boundary conditions of the heat equation
δ2f
δu2
=
δf
δt
, f(0, t) = f(1, t), f(u, 0) = piδ(u − 1
2
), 0 < u < 1
where δ(u) is the Dirac delta function. Then the general solution of the bound-
ary problem is
θ(u, t) = 2
∑
n≥0
(−1)ne− (2n+1)
2
2pi2t sin((2n+ 1)piu)
When we write q = epiiτ with Imτ > 0, this solution takes the form
θ1(u, τ) =
∑
−∞≤n≤+∞
(−1)n−12 q(n+12 )2eipi(2n+1)u = 2
∑
n≥0
(−1)nq(n+12 )2 sin((2n+1)piu)
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which is the first of the four Jacobi theta functions. It suffices to change the
boundary conditions to obtain other theta functions. The corresponding solu-
tion of the boundary problem
δf(0, t)
δu
=
δf(0, t)
δu
= 0, f(u, 0) = piδ(u − 1
2
), 0 < u < 1
is given by
θ4(u, τ) =
∑
−∞≤n≤+∞
(−1)nqn2eipi2nu = 1 + 2
∑
n≥1
(−1)nqn2 cos(2npiu)
The function θ1(u, τ)) is periodic of period 2. We obtain the second theta if we
increment u by 1/2
θ2(u, τ) =
∑
−∞≤n≤+∞
q(
n+1
2 )
2
eipi(2n+1)u = 2
∑
n≥0
q(
n+1
2 )
2
cos((2n+ 1)piu)
The increment u by 1/2 yields the third theta function
θ3(u, τ) = 1 + 2
∑
−∞≤n≤+∞
qn
2
cos(2npiu)
It is known that these four theta functions can be extended to complex values
for u and q such that | q |< 1.
All four theta functions are entire functions of u. All are periodic, the period of
θ1 and θ2 is 2, and that of θ3 and θ4 is 1. See [1] and [10] for more details
It is common knowledge that these functions are fundamental and important
and that they have much extensive applications in different area of mathematical
and physical sciences. Thus, any new property or characterization of theta
functions may have consistent implications in fields that use these functions.
2 Selected facts about completely monotonic func-
tions
A real function f is said to be completely monotonic (CM) on [0,∞[ if f C∞
and all the derivatives verify (−1)kf (k)(t) ≥ 0, k = 0, 1; 2... for all t > 0. This
definition was introduced in 1921 by F. Hausdorf who called ’total monoton’.
The following yields a characterization of such functions, S.N. Bernstein and D.
Widder [3, p.95]
A function f : [0,∞[→ [0,∞[ is CM if and only if there exists a non-
decreasing bounded function h such that f(t) =
∫∞
0 e
−utdh(u) and this integral
converges for 0 < t <∞.
h may be considered as a nonegative measure on [0,∞[ such that the integral
converges for all x > 0.
Hence, a CM function cannot vanish for any t > 0. Notice obviously that the
2
sum and product of CM functions are CM. Observe that if f(t) is CM then
f2m(t) and −f2m+1(t) are also CM. It is known that that if f(t) is CM and h(t)
be nonnegative with a CM derivative then f(h(t)) also is CM.
CM functions have a lot of applications in various fields. These functions
have remarkable applications in different branches. In particular, they play a
role in potential theory, probability theory, physics, numerical and asymptotic
analysis, and combinatorics, [2].
In the recent past, various authors showed that numerous functions, which
are defined in terms of gamma, polygamma, and other special functions, are
completely monotonic and used this fact to derive many interesting new in-
equalities. Hankel determinant inequality for completely monotonic functions is
proved and it is shown that in connection with an interpolation problem there
exists a close relation between completely monotonic functions and completely
monotonic sequences. Several related classes of such functions are studied in
[2], [12].
There is another class of functions very closed to such functions : the class
of logarithmically completely monotonic (LCM). A function f : [0,∞[→ [0,∞[
is logarithmically completely monotonic if it is C∞ and (−1)k(log f(t))(k) ≥
0, k = 1, 2, .... Remark for k = 0 we may only require that f(t) > 0. Notice
that every LCM function is CM. If this inequality is strict for all t > 0 and
k = 1, 2, ... then f is said to be strictly logarithmically completely monotonic.
A function f on ]0,∞[ is called a Stieltjes transform if it can be written in the
form
f(t) = a+
∫ ∞
0
dµ(s)
s+ t
where a is a nonnegative number and µ a nonnegative measure on ]0,∞[ such
that
∫∞
0
dµ(s)
1+t <∞.
It is proved that every Stieltjes transform is a LCM function. It is also proved
that if f is LCM then fα is CM for any α > 0.
This demonstrates that the investigation of LCM properties of functions are
significant and meaningful.
Various examples of (logarithmically) completely monotonic function have
been presented in the litterature; functions associated to Gamma and psi func-
tion, a quotients of K−Bessel functions and many others, [2].
3 Statements of results
This paper is organized as follows. At first we descrive expansions of the
logarithmic derivatives with respect to t for the four Jacobi theta functions
θj(u, τ), j = 1, 2, 3, 4 where τ = ipit, t > 0. These expressions are derived and
inspired from other old ones [4], [5]. We then deduce that these functions are
LCM (logarithmically completely monotonic) for any fixed u such that 0 < u < 1
3
and t > 0. We also obtain similar expressions of the logarithmic derivatives with
respect to u for the four Jacobi theta functions θj(u, ipit), j = 1, 2, 3, 4 where
t > 0. Moreover, we prove that
dθj
du
θj
, j = 1, 4 as functions of t > 0 are completely
monotonic. While −
dθj
du
θj
, j = 2, 3 are completely monotonic.
On the other hand for u, v ∈ C and τ = ipit with Re t > 0, define the
quotient of theta functions:
Sj := Sj(u, v, t) =
θj(u/2, ipit)
θj(v/2, ipit)
.
Many papers recently interested in monotonicity and convexity of these quo-
tients [6],[7],[10]. This is naturally related to the problem of completely mono-
tonic functions.
A. Solynin and A. Dixit, [7],[10] stated for fixed u, v such that 0 ≤ u < v < 1,
the functions S1(u, v; t) and S4(u, v; t) are positive and strictly increasing for
t ∈]0,∞[ while S2(u, v; t) and S3(u, v; t) are positive decreasing for t ∈]0,∞[.
A. Dixit, A. Roy and A. Zaharescu [7, Th 1.2] proved for u, v such that 0 ≤
u < v < 1 the functions S2(u, v; t) and S3(u, v; t) are stricly convex for t ∈]0,∞[.
However, one conjectured [7, Conj 1.1] for u, v such that 0 ≤ u < v < 1
the functions δδtS1(u, v; t), S2(u, v; t), S3(u, v; t) and
δ
δtS4(u, v; t) are CM for 0 <
t <∞. In the case where this conjecture is true, as we have seen before by the
result of S.N. Bernstein and D. Widder there exist a non-decreasing function
ωj such that Sj(u, v; t) =
∫∞
0
e−νtdωj(u)dν for j = 2, 3 and
δ
δtSj(u, v; t) =∫∞
0
e−νtdωj(u)dν for j = 3, 4.
Many numerical calculus suggest us that the odd and even derivatives in
t of log(Sj(u, v, t)) (and not only Sj(u, v, t)) have alternating signs. Thus, one
naturally may ask if quotients of theta functions are LCM (logarithmically com-
pletely monotonic).
In this paper we will prove that the quotients Sj , j = 1, 2, 3, 4 are LCM.
More exactly, we prove for j = 2, 3 inequalities (−1)k δkδtk (
δSj
δt
Sj
) < 0 hold for k =
0, 1, 2, ... and for j = 1, 4 inequalities (−1)k δkδtk (
δSj
δt
Sj
) > 0 hold for k = 0, 1, 2, ...
This means that for fixed u, v such that 0 ≤ u < v < 1 the functions ( δδtSj)Sj for
j = 1, 4 as well as the functions − ( δδtSj)Sj for j = 2, 3 are completely monotonic
for t ∈]0,∞[.
Morerover, using properties of theta functions and thank to Maple or Math-
ematica we find again results of [7] and [10]. We prove in addition that for fixed
u, v such that 0 ≤ u < v < 1 the functions δδtS4(u, v, t) is decreasing and convex
and δ
3
δt3Sj(u, v, t), j = 2, 3 is non positive for t ∈]0,∞[.
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4 A trigonometric expansions of log(θj(u, ipit)
When Imτ > 0 or equivalently when t > 0 we proved [3] that the Jacobi theta
function θ4 may be expressed in this trigonometric form which is like a special
Fourier expansion
θ4(u, τ) = θ4(0, τ) exp[−
∑
p≥1
∑
k≥0
1
p
(
sinpiu
(sin(k + 12 )piτ)
)2p
].
By the same way we also obtain similar expansions
θ3(u, τ) = θ4(0, τ) exp[−
∑
p≥1
∑
k≥0
1
p
(
cospiu
(sin(k + 12 )piτ)
)2p
],
θ2(u, τ) = θ4(0, τ) exp[ipi(u+
1
4
τ)−
∑
p≥1
∑
k≥0
1
p
(
cospi(u + 12τ)
(sin(k + 12 )piτ)
)2p
],
θ1(u, τ) = θ4(0, τ) exp[ipi(u− 1
2
+
1
4
τ) −
∑
p≥1
∑
k≥0
1
p
(
sinpi(u + 12τ)
(sin(k + 12 )piτ)
)2p
].
The above expressions of θ3 and θ4 are valid in the "strip" | Imu |< 12Imτ,
those relating to θ1 and θ2 are valid in the "strip" | Imu |< Imτ.
By the change τ = ipit these expressions may be rewritten as functions of
t > 0. We then state the following
Proposition 1 When t > 0 the Jacobi theta functions θj , j = 1, 2, 3, 4 may
be expressed in this trigonometric form
θ4(u, t) = θ4(0, t) exp[−
∑
p≥1
∑
k≥0
(−1)p
p
(
sinpiu
(sinh(k + 12 )pi
2t)
)2p
],
θ3(u, t) = θ4(0, t) exp[−
∑
p≥1
∑
k≥0
(−1)p
p
(
cospiu
(sinh(k + 12 )pi
2t)
)2p
],
θ2(u, t) = θ4(0, t) exp[ipi(u − pit
4
)−
∑
p≥1
∑
k≥0
(−1)p
p
(
coshpi(iu − pi2 t)
(sinh(k + 12 )pi
2)
)2p
],
θ1(u, t) = θ4(0, t) exp[ipi(u − 1
2
− ipit
4
)−
∑
p≥1
∑
k≥0
1
p
(
sinhpi(iu − pit2 )
(sinh(k + 12 )pi
2t)
)2p
].
The above expressions of θ3 and θ4 are valid in the "strip" | Imu |< 12Imτ,
those relating to θ1 and θ2 are valid in the "strip" | Imu |< Imτ.
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Using the same technics as [3],[4] many others similar expansions may be
found. In particular, we may prove the following
Proposition 2 When t > 0 the Jacobi theta functions θj , j = 1, 2, 3, 4 may
be expressed in this trigonometric form
θ2(u, t) = θ2(0, t) exp[log cospiu −
∑
p≥1
∑
k≥1
(−1)p
p
(
sinpiu
(sinh(kpi2t)
)2p
],
θ1(u, t) = pi
δθ1
δu
(0, t) exp[log sinpiu−
∑
p≥1
∑
k≥1
(−1)p
p
(
cospiu
(sinh(kpi2t)
)2p
],
θ3(u, t) = θ2(0, t) exp[(ipiu+ipi
2 t
4
+log cos(piu + ipi2
t
2
)−
∑
p≥1
∑
k≥1
(−1)p
p
(
sin(piu+ ipi2 t2 )
(sinh(kpi2t)
)2p
],
θ4(u, t) = θ2(0, t) exp[(ipiu+ipi
2 t
4
+log sin(piu + ipi2
t
2
)−
∑
p≥1
∑
k≥1
(−1)p
p
(
cos(piu+ ipi2 t2 )
(sinh(kpi2t)
)2p
],
above expressions of θ3 and θ4 are valid in the "strip" | Imu |< 12Imτ,
those relating to θ1 and θ2 are valid in the "strip" | Imu |< Imτ.
Using the above expansions turn out now to express logarithmic derivatives
with respect to t > 0 of the theta functions. In the sequel we will denote
θj(u, τ) = θj(u, ipit) = θj(u, t). At first, we prove the following
Theorem 1 The logarithmic derivatives with respect to t > 0 of the Ja-
cobi theta functions
θ′j(u,t)
θj(u,t)
where θ′j(u, t) =
δθj(u,t)
δt may be expressed under the
following form
−θ
′
3
θ3
(u, t)+
θ′4
θ4
(0, t) =
∑
k≥0
pi2(2k + 1)[coth(k + 12 )pi
2 t][cospiu]2
[(sinh
((
k + 12
)
pi2 t
)
]2 + [cos piu]2
= 2
∑
k≥0
pi2(2k + 1)[coth(k + 12 )pi
2 t][cospiu]2
(cosh ((2k + 1)pi2 t) + [cos 2piu])
,
−θ
′
4
θ4
(u, t)+
θ′4
θ4
(0, t) =
∑
k≥0
pi2(2k + 1)[coth(k + 12 )pi
2 t][sinpiu]2
[sinh
((
k + 12
)
pi2 t
)
]2 + [sinpiu]2
= 2
∑
k≥0
pi2(2k + 1)[coth(k + 12 )pi
2 t][sinpiu]2
(cosh ((2k + 1)pi2 t)− [cos 2piu])
where | Imu |< 12pit,
−θ
′
1
θ1
(u, t)+pi
θ′1
δθ1
δu
(0, t) =
∑
k≥1
pi2(2k)[coth(kpi2 t)][sin piu]2
[(sinh (kpi2 t)]2 + [sinpiu]2
= 2
∑
k≥1
pi2(2k)[coth(kpi2 t)][sinpiu]2
(cosh ((2k)pi2 t)− [cos 2piu])
−θ
′
2
θ2
(u, t)+
θ′2
θ2
(0, t) =
∑
k≥1
pi2(2k)[coth(kpi2 t)][cos piu]2
[(sinh (kpi2 t)]2 + [cospiu]2
= 2
∑
k≥1
pi2(2k)[coth(kpi2 t)][cos piu]2
(cosh ((2k)pi2 t) + [cos 2piu])
where | Imu |< pit.
6
Proof
It suffices to prove expansions for θ4 and θ2 for example. The others will easily
be deduced from the one choosen. Consider by Proposition 1
θ4(u, t)
θ4(0, t)
= exp− [
∑
k≥0
∑
p≥1
(−1)p
p
[sinpiu]2p
[sinh(k + 12 )pi
2t]2p
]
where we replaced τ by ipit. We then have
δθ4(u,t)
δt
θ4(u, t)
− θ
′
4
θ4
(0, t) =
∑
k≥0
∑
p≥1
(−1)p cosh ((k + 12)pi2 t) (2 k + 1)pi2(
sinh
((
k + 12
)
pi2 t
))2 p+1 (−[sinpiu]2p)
=
∑
k≥0
∑
p≥1
pi2 (−1)p (2k + 1)
(
sinh
((
k +
1
2
)
pi2 t
))−2 p−1
[cosh
(
k +
1
2
)
pi2 t](−[sinpiu]2p)
= pi2 (2k + 1) [cosh
(
k +
1
2
)
pi2 t]
∑
p≥1
(−1)p (−[sinpiu]2p)
(
sinh
((
k +
1
2
)
pi2 t
))−2 p−1
Compute now the sum
Ak,4 =
∑
p≥1
(−1)p (−[sinpiu]2p)
(
sinh
((
k +
1
2
)
pi2 t
))−2 p−1
=
−
(
sinh
((
k +
1
2
)
pi2 t
)−1)∑
p≥1
(−1)p
(
sinh
((
k +
1
2
)
pi2 t
))2 p
[sinpiu]2p)(
sinh
((
k + 12
)
pi2 t
))2 p ] =
[sinpiu]2(
sinh
((
k + 12
)
pi2 t
))3 ∑
p≥0
(−1)p[sinpiu]2p(
sinh
((
k + 12
)
pi2 t
))2 p
Since the variables u belong to the "strip" | Imu |< 12pit, it implies that
[sinpiu]
(sinh((k+ 12 )pi2 t))
< 1. Then, the sum equals
Ak,4 = − [sinpiu]
2(
sinh
((
k + 12
)
pi2 t
))3 1
1 + [sinpiu]
2
(sinh((k+ 12 )pi2 t))
2
After simplifying we get
Ak,4 = −
(
sinh
((
k + 12
)
pi2 t
))−1
[sinpiu]2
[sinh
((
k + 12
)
pi2 t
)
]2 + [sinpiu]2
So we obtain the expression for the derivative
θ′4
θ4
(u, t)− θ
′
4
θ4
(0, t) = −
∑
k≥0
pi2(2k + 1)[coth(k +
1
2
)pi2 t]Ak,4
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θ′4
θ4
(u, t)− θ
′
4
θ4
(0, t) = −
∑
k≥0
pi2(2k + 1)[coth(k + 12 )pi
2 t][sinpiu]2
[sinh
((
k + 12
)
pi2 t
)
]2 + [sinpiu]2
We then easily deduce the expansion for
θ′3
θ3
(u, t)− θ
′
4
θ4
(0, t) = −
∑
k≥0
pi2(2k + 1)[coth(k + 12 )pi
2 t][cospiu]2
[(sinh
((
k + 12
)
pi2 t
)
]2 + [cospiu]2
since
θ′4
θ4
(u+ 12 , t) =
θ′3
θ3
(u, t).
Consider now by Proposition 2
θ2(u, t) = θ2(0, t) exp[log cospiu −
∑
p≥1
∑
k≥1
(−1)p
p
(
sinpiu
(sinh(kpi2t)
)2p
].
We then have
δθ2(u,t)
δt
θ2(u, t)
− θ
′
2
θ2
(0, t) =
∑
k≥0
∑
p≥1
(−1)p cosh ((k)pi2 t) (2 k)pi2
(sinh ((k)pi2 t))
2 p+1 (−[sinpiu]2p)
=
∑
k≥0
∑
p≥1
pi2 (−1)p (2k) (sinh ((k)pi2 t))−2 p−1 [cosh (k)pi2 t](−[sinpiu]2p)
= pi2 (2k) [cosh (k)pi2 t]
∑
p≥1
(−1)p (−[sinpiu]2p) (sinh ((k)pi2 t))−2 p−1
Compute now the sum
Bk,4 =
∑
p≥1
(−1)p (−[sinpiu]2p) (sinh ((k)pi2 t))−2 p−1 =
−
(
sinh
(
(k)pi2 t
)−1)∑
p≥1
(−1)p (sinh ((k)pi2 t))2 p [sinpiu]2p)
(sinh ((k)pi2 t))
2 p ] =
[sinpiu]2
(sinh ((k)pi2 t))3
∑
p≥0
(−1)p[sinpiu]2p(
sinh
((
k + 12
)
pi2 t
))2 p
Since the variables u belong to the "strip" | Imu |< pit, it implies that
[sinpiu]
(sinh((k)pi2 t)) < 1. Then, the sum equals
Bk,4 = − [sinpiu]
2
(sinh ((k)pi2 t))
3
1
1 + [sinpiu]
2
(sinh((k)pi2 t))2
After simplifying we get
Bk,4 = −
(
sinh
(
(k)pi2 t
))−1
[sinpiu]2
[sinh ((k)pi2 t)]2 + [sinpiu]2
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So we obtain the expression for the derivative
θ′2
θ2
(u, t)− θ
′
4
θ4
(0, t) = −
∑
k≥0
pi2(2k)[coth(k)pi2 t]Bk,4
θ′2
θ2
(u, t)− θ
′
2
θ2
(0, t) = −
∑
k≥0
pi2(2k)[coth(k)pi2 t][sinpiu]2
[sinh ((k)pi2 t)]2 + [sinpiu]2
We then easily deduce the expansion for
θ′1
θ1
(u, t)− θ
′
2
θ2
(0, t) = −
∑
k≥0
pi2(2k)[coth(k)pi2 t][cospiu]2
[(sinh ((k)pi2 t)]2 + [cospiu]2
since
θ′2
θ2
(u+ 12 , t) =
θ′1
θ1
(u, t).
Theorem 2 The logarithmic derivatives with respect to u of the Jacobi theta
functions
δθj (u,t)
δu
θj(u,t)
may be also expressed
δθ4
δu
θ4
(u, t) = 2
∑
k≥0
pi sin (2pi u)
cosh (2 pi2 tk + pi2 t)− cos (pi u)
δθ3
δu
θ3
(u, t) = −2
∑
k≥0
pi sin (2pi u)
cosh (2 pi2 tk + pi2 t) + cos (pi u)
.
δθ1
δu
θ1
(u, t) = cotpiu+ 2pi
∑
k≥1
sin(2piu)
cosh(2kpi2t)− cos(2piu)
δθ2
δu
θ2
(u, t) = − tanpiu− 2pi
∑
k≥1
sin(2piu)
cosh(2kpi2t) + cos(2piu)
where t > 0 and 0 < u < 1.
Proof
It suffices to prove expansions for θ4 and θ2 for example. The others will be
easily deduced. Consider by Proposition 1
θ4(u, t)
θ4(0, t)
= exp− [
∑
k≥0
∑
p≥1
(−1)p
p
[sinpiu]2p
[sinh(k + 12 )pi
2t]2p
]
. We then have
δθ4(u,t)
δu
θ4(u, t)
= −
∑
k≥0
∑
p>0
(−1)p (sin (pi2 u))2 p cos (pi2 u)pi2
sin
(
pi
2 u
) (
sinh
(
pi2
(
k + 12
)
t
))2 p .
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Since the variables u belong to the "strip" | Imu |< 12pit, it implies that
[sinpiu]
(sinh((k+ 12 )pi2 t))
< 1. Then, the sum equals
∑
k≥0
(−1)p
(
sin
(
pi
2 u
)
sinh
(
pi2
(
k + 12
)
t
)
)2 p
cos
(pi
2
u
)
pi2
(
sin
(pi
2
u
))−1
=
∑
k≥0
pi2 sin
(pi
2
u
)
cos
(pi
2
u
)(
sinh
(
pi2
(
k +
1
2
)
t
))−2(
1 +
(
sin
(
pi
2 u
))2(
sinh
(
pi2
(
k + 12
)
t
))2
)−1
.
After simplifying we get
δθ4
δu
θ4
(u, t) =
∑
k≥0
2pi2 sin
(
pi
2 u
)
cos
(
pi
2 u
)
(
cosh
(
pi2 tk + 12 pi
2 t
))2 − (cos (pi2 u))2 = 2
∑
k≥0
pi2 sin (pi u)
cosh (2 pi2 tk + pi t)− cos (pi u) .
We then deduce the expansion for θ3
δθ3
δu
θ3
(u, t) = −2
∑
k≥0
pi sin (2pi u)
cosh (2 pi2 tk + pi2 t) + cos (pi u)
.
Consider now by Proposition 2
θ2(u, t)
θ2(0, t)
= exp− [
∑
k≥0
∑
p≥1
(−1)p
p
[sinpiu]2p
[sinh(k)pi2t]2p
]
. We then have
δθ2(u,t)
δu
θ2(u, t)
= −
∑
k≥0
∑
p>0
(−1)p (sin (pi2 u))2 p cos (pi2 u)pi2
sin
(
pi
2 u
)
(sinh (pi2 (k) t))
2 p .
Since the variables u belong to the "strip" | Imu |< pit, it implies that
[sinpiu]
(sinh((k)pi2 t)) < 1. Then, the sum equals
∑
k≥0
(−1)p
(
sin (u)
sinh (pi2 (k) t)
)2 p
cos
(pi
2
u
)
pi2
(
sin
(pi
2
u
))−1
=
∑
k≥0
pi2 sin
(pi
2
u
)
cos
(pi
2
u
) (
sinh
(
pi2 (k) t
))−2(
1 +
(
sin
(
pi
2 u
))2
(sinh (pi2 (k) t))
2
)−1
.
After simplifying we get
δθ2
δu
θ2
(u, t) =
∑
k≥0
2pi2 sin
(
pi
2 u
)
cos
(
pi
2 u
)
(cosh (pi2 tk pi2 t))
2 − (cos (pi2 u))2 = 2
∑
k≥0
pi2 sin (pi u)
cosh (2 pi2 tk + pi t)− cos (pi u) .
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We then deduce the expansion for
θ′1
θ1
.
δθ1
δu
θ1
(u, t) = cotpiu+ 2pi
∑
k≥1
sin(2piu)
cosh(2kpi2t)− cos(2piu)
Remark The logarithmic derivative of theta functions is related to the
Zeta functions of Jacobi. Indeed, it is defined by
Zn(z, k) =
1
2k
δ
δz
log θ4(u, τ)
where u = z2K and K = 2
∫ pi
2
0
dx√
1−k2 sin2 x
is the complete elliptic integral of the
first kind and the modulus is such that 0 < k < 1.
It is wellknown that the Zeta function has a Fourier expansion
Zn(z, k) =
2pi
K
∑
n≥1
qn
1− q2n sin(
npiz
K
)
which may be rewritten by Theorem 2
Zn(z, k) =
2pi
K
∑
k≥0
pi2 sin
(
pi z2K
)
cosh (2 pi2 tk + pi2 t)− cos (pi z2K ) .
Our first main result is the following
Theorem 3 For any fixed u such that 0 < u < 1 the Jacobi theta functions
θj(u,t)
θj(0,t)
, j = 2, 3, 4 and θ1(u,t)piθ′1(0,t)
(where θ′1(0, t) =
δθ1
δu (O, t)) are logarithmically
completely monotonic with respect to t > 0
This theorem may be deduced from the following
Lemma 1 The following functions are LCM (logarithmically completely
monotonic) for t > 0:
coth(t),
1
sinh(t)
,
a
cosh(t)− b , a > 0, 0 ≤ b ≤ 1
Proof of Lemma 1 We may verify that these functions are CM. To insure
that they are LCM we follow Chun-Fu Wei1, Bai-Ni Guo [9] who considered the
ith derivative of the functions 1e∓t−1 :
Fi(t) = (−1)i d
i
dti
(
1
et − 1) and Gi(t) = (−1)
i d
i
dti
(
1
1 − e−t )
11
where i = 0, 1, 2, .... They proved that Fi, Gi are CM for all t > 0. But
F0(t) =
1
et − 1 and G0(t) =
1
1− e−t
are LCM for all t > 0. Consequently,
1 + 2F0(t) =
et + 1
et − 1 = coth
t
2
is also LCM for all t > 0 as well as
1
sinh t2
= 2etF0(t) = 2e
−tG0(t) and
a
cosh(t)− b
are also LCM.
This Lemma as well as Theorem 1 implies Theorem 3.
By the same way and using again this Lemma we prove the following
Theorem 4 For any fixed u such that 0 < u < 1 the derivatives of Jacobi
theta functions
δθj (u,t)
δu
θj(u,t)
are completely monotonic with respect to t > 0 for j =
1, 4. While −
δθj (u,t)
δu
θj(u,t)
are completely monotonic with respect to t > 0 for j = 2, 3
Proof By Theorem 2 we have
δθ4
δu
θ4
(u, t) = 2
∑
k≥0
pi sin(2pi u)
cosh(2 pi2 tk+pi2 t)−cos(pi u) .
It implies by the preceding Lemma 1 that
δθ4
δu
θ4
(u, t) is CM with respect to t > 0.
It is the same for
δθ1
δu
θ1
(u, t),−
δθ2
δu
θ2
(u, t) and −
δθ3
δu
θ3
(u, t).
5 Some applications for the quotients of theta
functions
For u, v ∈ C and τ = ipit with Ret > 0, we define the quotient of theta functions
as follows
Sj := Sj(u, v, t) =
θj(u/2, ipit)
θj(v/2, ipit)
.
Many papers recently interested in monotonicity and convexity of these quo-
tients [6],[7],[10]. This is related to the problem of completely monotonic func-
tions.
A. Solynin and A. Dixit, [7],[10] proved the monotonicity of Sj(u, v, t) =
θj(u/2,ipit)
θj(v/2,ipit)
.
More precisely they stated for fixed u, v such that 0 ≤ u < v < 1, the functions
S1(u, v; t) and S4(u, v; t) are positive and strictly increasing for t ∈]0,∞[ while
S2(u, v; t) and S3(u, v; t) are positive decreasing for t ∈]0,∞[.
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A. Dixit, A. Roy and A. Zaharescu [7, Th 1.2] proved for u, v such that 0 ≤ u <
v < 1 the functions S2(u, v; t) and S3(u, v; t) are stricly convex for t ∈]0,∞[.
However, one conjectured [7, Conj 1.1] for u, v such that 0 ≤ u < v < 1 the func-
tions δδtS1(u, v; t), S2(u, v; t), S3(u, v; t) and
δ
δtS4(u, v; t) are CM for 0 < t <∞.
Many numerical calculus suggest us that the odd and even derivatives in t
of log(Sj(u, v, t)) have alternating signs. Thus, one naturally ask if quotients of
theta functions are LCM (logarithmically completely monotonic).
Using the above expansions of theta functions we shall solve this problem. More-
over, as we have seen before by the result of S.N. Bernstein and D. Widder there
exists a non-decreasing function ωj such that Sj(u, v; t) =
∫∞
0
e−νtdωj(u)dν for
j = 2, 3 and δδtSj(u, v; t) =
∫∞
0
e−νtdωj(u)dν for j = 3, 4.
Theorem 5 For fixed u, v such that 0 ≤ u < v < 1, the quotients of theta
functions Sj := Sj(u, v, t) =
θj(u/2,t)
θj(u/2,t)
, j = 1, 2, 3, 4 are strictly LCM (logarithmi-
cally completely monotonic) for t > 0. That means :
- for j = 2, 3 inequalities (−1)k δkδtk (
δSj
δt
Sj
) < 0 hold for k = 0, 1, 2, ...
- for j = 1, 4 inequalities (−1)k δkδtk (
δSj
δt
Sj
) > 0 hold for k = 0, 1, 2, ...
To prove Theorem 5 we need this lemma
Lemma 2 Let θj(u, ipit), j = 1, 2, 3, 4 the four theta fonctions. then the
following identities
δ
δu
(
δk
δtk
(
δθj
δt
θj
)) =
δk+1
δtk+1
(
δθj
δu
θj
)
hold for k = 0, 1, 2, ....
Indeed, we prove this lemma by recurrence after remarking that for k = 0
we get δδt (
δθj
δu
θj
) =
δ2θj
δuδt
θj
− δθjδu
δθj
δt
θ2
j
= δδu (
δθj
δt
θj
).
By this lemma δδu (
δk
δtk (
δθj
δt
θj
)) < (>)0 means that δ
k
δtk (
δθj
δt
θj
) is decreasing (in-
creasing) as a function of u.
Proof of Theorem 5 By Theorem 4,
δθj (u,t)
δu
θj(u,t)
are completely monotonic
with respect to t > 0 for j = 1, 4.Thus, (−1)k( δk
δtk
δθj (u,t)
δu
θj(u,t)
) = (−1)k δδu ( δ
k−1
δtk−1
(
δθj
δt
θj
)) >
0. That means (−1)k δkδtk (
δSj
δt
Sj
) > 0 hold for k = 0, 1, 2, .... While − θ
′
j(u,ipit)
θj(u,ipit)
are
completely monotonic with respect to t > 0 for j = 2, 3 means (−1)k δkδtk (
δSj
δt
Sj
) <
0 for k = 0, 1, 2, .... So, Theorem 5 is proved
13
6 Further results
In this part, we will deduce consequences of Theorems 4 and 5 and find again
some known results.
At first, we prove the following which has been proved in [7], [10]
Corollary 5 For fixed u, v such that 0 ≤ u < v < 1, the functions
S1(u, v; t) and S4(u, v; t) are positive and strictly increasing for t > 0 while
S2(u, v; t) and S3(u, v; t) are positive decreasing for t > 0.
Indeed, since
δ
δt
δθj
δu
θj
=
δ
δu
δθj
δt
θj
and
δθj
δu
θj
is CM then δδu
δθj
δt
θj
< 0 for j = 1, 4. This implies that
δθj
δt
θj
is decreasing
as a function of u. Then for j = 1, 4 the quotient Sj(u, v, t) is positive and
strictly increasing for t > 0. While −
δθj
δu
θj
is CM then δδu
δθj
δt
θj
> 0 for j = 2, 3.
This implies that
δθj
δt
θj
is increasing as a function of u. Then for j = 2, 3 the
quotient Sj(u, v, t) is positive and strictly decreasing for t > 0. Corollary 5 is
then proved.
We may also deduce the following which extends Theorem 1.2 of [10]
Corollary 6 For any fixed u, v such that 0 < u < v < 1 the functions Sj
are such that
- For any t > 0 the second derivatives δ
2
δt2Sj(u, v, t) < 0 for j = 1, 4.
- For any t > 0 the second derivatives δ
2
δt2Sj(u, v, t) > 0 for j = 2, 3.
Remark We may prove Corollary 6 thank to Maple or Mathematica. It
allows us to compute the derivative with respect to u of ddt (
θ′j
θj
) for j = 1, 2, 3, 4.
d
du
[
d
dt
(
θ′3
θ3
)] =
∑
k≥0
cos
(
pi
2 u
) (
1− (coth (pi2 (2 k + 1) t))2) pi3 (2 k + 1)2 sin (pi2 u)
cosh (pi (2 k + 1) t) + cos (pi u)
−
(
cos
(
pi
2 u
))2 (
1− (coth (pi2 (2 k + 1) t))2) pi3 (2 k + 1)2 sin (pi u)
(cosh (pi (2 k + 1) t) + cos (pi u))
2 −
2
cos
(
pi
2 u
)
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1)
2
sinh (pi (2 k + 1) t) sin
(
pi
2 u
)
(cosh (pi (2 k + 1) t) + cos (pi u))2
+
14
4(
cos
(
pi
2 u
))2
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1)
2
sinh (pi (2 k + 1) t) sin (pi u)
(cosh (pi (2 k + 1) t) + cos (pi u))
3
d
du
[
d
dt
(
θ′4
θ4
)] =
∑
k≥0
−
cos
(
pi
2 u
)(
1− (coth (pi2 (2 k + 1) t))2)pi3 (2 k + 1)2 sin (pi2 u)
cosh (pi (2 k + 1) t)− cos (pi u) +
(
sin
(
pi
2 u
))2 (
1− (coth (pi2 (2 k + 1) t))2)pi3 (2 k + 1)2 sin (pi u)
(cosh (pi (2 k + 1) t)− cos (pi u))2 +
2
cos
(
pi
2 u
)
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1)2 sinh (pi (2 k + 1) t) sin
(
pi
2 u
)
(cosh (pi (2 k + 1) t)− cos (pi u))2 −
4
(
sin
(
pi
2 u
))2
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1)
2
sinh (pi (2 k + 1) t) sin (pi u)
(cosh (pi (2 k + 1) t)− cos (pi u))3
d
du
[
d
dt
(
θ′1
θ1
)] =
∑
k≥0
−
i
2
(
cos
(
pi
2
(
u+ i2 t
)))2
pi3 coth
(
pi
2 (2 k + 1) t
)
(2 k + 1)
cosh (pi (2 k + 1) t)− cos (pi (u+ i2 t)) +
i sin
(
pi
2
(
u+ i2 t
))
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1) cos
(
1/2 pi
(
u+ i2 t
))
sin
(
pi
(
u+ i2 t
))
(
cosh (pi (2 k + 1) t)− cos (pi (u+ i2 t)))2 +
i
2
(
sin
(
pi
2
(
u+ i2 t
)))2
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1)
cosh (pi (2 k + 1) t)− cos (pi (u+ i2 t)) −
sin
(
pi
2
(
u+ i2 t
)) (
1− (coth (pi2 (2 k + 1) t))2) pi3 (2 k + 1)2 cos (pi2 (u+ i2 t))
cosh (pi (2 k + 1) t)− cos (pi (u+ i2 t)) +(
sin
(
pi
2
(
u+ i2 t
)))2 (
1− (coth (pi2 (2 k + 1) t))2) pi3 (2 k + 1)2 sin (pi (u+ i2 t))(
cosh (pi (2 k + 1) t)− cos (pi (u+ i2 t)))2 +
2
sin
(
pi
2
(
u+ i2 t
))
coth
(
pi
2 (2 k + 1) t
)
pi2 (2 k + 1)
(
sinh (pi (2 k + 1) t)pi (2 k + 1) + i2 sin
(
pi
(
u+ i2 t
))
pi
)
cos
(
pi
2
(
u+ i2 t
))
(
cosh (pi (2 k + 1) t)− cos (pi (u+ i2 t)))2 −
4
(
sin
(
pi
2
(
u+ i2 t
)))2
coth
(
pi
2 (2 k + 1) t
)
pi2 (2 k + 1)
(
sinh (pi (2 k + 1) t)pi (2 k + 1) + i2 sin
(
pi
(
u+ i2 t
))
pi
)
sin
(
pi
(
u+ i2 t
))
(
cosh (pi (2 k + 1) t)− cos (pi (u+ i2 t)))3 +
i
(
sin
(
pi
2
(
u+ i2 t
)))2
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1) cos
(
pi
(
u+ i2 t
))
(
cosh (pi (2 k + 1) t)− cos (pi (u+ i2 t)))2
d
du
[
d
dt
(
θ′2
θ2
)] =
∑
k≥0
−
i
2
(
sin
(
pi
2
(
u+ i2 t
)))2
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1)
cosh (pi (2 k + 1) t) + cos (pi (u+ 1/2 it))
+
15
i sin
(
pi
2 (u+ 1/2 it)
)
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1) cos
(
pi
2
(
u+ i2 t
))
sin
(
pi
(
u+ i2 t
))
(
cosh (pi (2 k + 1) t) + cos
(
pi
(
u+ i2 t
)))2 +
i
2
(
cos
(
pi
2
(
u+ i2 t
)))2
pi3 coth (1/2 pi (2 k + 1) t) (2 k + 1)
cosh (pi (2 k + 1) t) + cos
(
pi
(
u+ i2 t
)) +
sin
(
pi
2
(
u+ i2 t
)) (
1− (coth (pi2 (2 k + 1) t))2) pi3 (2 k + 1)2 cos (pi2 (u+ i2 t))
cosh (pi (2 k + 1) t) + cos
(
pi
(
u+ i2 t
)) −
(
cos
(
pi
2
(
u+ i2 t
)))2 (
1− (coth (pi2 (2 k + 1) t))2) pi3 (2 k + 1)2 sin (pi (u+ i2 t))(
cosh (pi (2 k + 1) t) + cos
(
pi
(
u+ i2 t
)))2 −
2
cos
(
pi
2
(
u+ i2 t
))
coth
(
pi
2 (2 k + 1) t
)
pi2 (2 k + 1)
(
sinh (pi (2 k + 1) t)pi (2 k + 1)− i2 sin
(
pi
(
u+ i2 t
))
pi
)
sin
(
pi
2
(
u+ i2 t
))
(
cosh (pi (2 k + 1) t) + cos
(
pi
(
u+ i2 t
)))2 +
4
(
cos
(
pi
2
(
u+ i2 t
)))2
coth
(
pi
2 (2 k + 1) t
)
pi2 (2 k + 1)
(
sinh (pi (2 k + 1) t)pi (2 k + 1)− i2 sin
(
pi
(
u+ i2 t
))
pi
)
sin
(
pi
(
u+ i2 t
))
(
cosh (pi (2 k + 1) t) + cos
(
pi
(
u+ i2 t
)))3 −
i
(
cos
(
pi
2
(
u+ i2 t
)))2
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1) cos
(
pi
(
u+ i2 t
))
(
cosh (pi (2 k + 1) t) + cos
(
pi
(
u+ i2 t
)))2
Again thank to Maple or Mathematica we are able to verify that
d
du
[
d
dt
(
θ′j
θj
)], j = 1, 4 is positive while
d
du
[
d
dt
(
θ′2
θ2
)], j = 2, 3 is negative.
This means that
S′j
Sj
(u, v, t), j = 1, 4 is positive while
S′j
Sj
(u, v, t), j = 2, 3 is negative.
Corollary 7 For any fixed u, v such that 0 < u < v < 1 the function Sj
for j = 2, 3 is such that δ
3
δt3Sj(u, v; t) is non positive for t ∈]0,∞[
Indeed,
δ
δt
δ
δtSj
Sj
(u, v, t) =
δ
δt
(
θ′j
θj
)(u, t)− d
dt
(
θ′j
θj
)(v, t)
implies
δ2
δt2
δ
δtSj
Sj
(u, v, t) =
δ2
δt2
(
θ′j
θj
)(u, t)− δ
2
δt2
(
θ′j
θj
)(v, t).
Since by Lemma 2
δ3
δt3
δθ′j
δu
θj
=
δ
δu
δ2
δt2
(
θ′j
θj
)
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and −
δθj
δu
θj
is CM then δδu
δ2
δt2 (
θ′j
θj
) < 0 for j = 2, 3. This implies that δ
2
δt2 (
θ′j
θj
) is
decreasing as function of u. Thus,
δ2
δt2
δ
δtSj
Sj
=
δ3
δt3S
S
− 3
δ
δtS
′ δ2
δt2S
S2
+ 2
( δδtS)
2
S3
< 0.
By Corollaries 5 and 6, we have δδtS < 0 and
δ2
δt2S > 0 for j = 2, 3. Then we get
δ3
δt3S < 0.
The following only concerns the quotient S4(u, v, t)
Corollary 8 For any fixed u, v such that 0 < u < v < 1 the function
S4(u, v, t) is such that
d2
dt2 (
δ
δt
S4
S4
) is non negative for t ∈]0,∞[
Notice that since
δ
δtS4
S4
(u, v, t) =
θ′4
θ4
(u, t)− θ
′
4
θ4
(v, ipit)
then
δ2
δt2
δ
δtSj
S4
(u, v, t) =
δ2
δt2
(
θ′4
θ4
)(u, t)− δ
2
δt2
(
θ′4
θ4
)(v, t).
This Corollary is a direct consequence of Theorem 5. But we will use Maple or
Mathematica. Compute for that next derivatives
[
d2
dt2
(
θ′4
θ4
)] =
∑
k≥0
(sin (1/2 pi u))2 coth
(
pi
2 (2 k + 1) t
) (
1− (coth (pi2 (2 k + 1) t))2)pi3 (2 k + 1)3
cosh (pi (2 k + 1) t)− cos (pi u) +
2
(sin (1/2 pi u))
2
(
1− (coth (pi2 (2 k + 1) t))2) pi3 (2 k + 1)3 sinh (pi (2 k + 1) t)
(cosh (pi (2 k + 1) t)− cos (pi u))2
−
4
(
sin
(
pi
2 u
))2
coth (1/2 pi (2 k + 1) t)pi3 (2 k + 1)
3
(sinh (pi (2 k + 1) t))
2
(cosh (pi (2 k + 1) t)− cos (pi u))3 +
2
(
sin
(
pi
2 u
))2
coth
(
pi
2 (2 k + 1) t
)
pi3 (2 k + 1)
3
cosh (pi (2 k + 1) t)
(cosh (pi (2 k + 1) t)− cos (pi u))2
as well as the derivative with respect to u gives
d
du
[
d2
dt2
(
θ′4
θ4
)] =
∑
k≥0
sin
(
pi
2 u
)
coth
(
pi
2 (2 k + 1) t
) (
1− (coth (pi2 (2 k + 1) t))2)pi4 (2 k + 1)3 cos (pi2 u)
cosh (pi (2 k + 1) t)− cos (pi u) −
(
sin
(
pi
2 u
))2
coth
(
pi
2 (2 k + 1) t
) (
1− (coth (pi2 (2 k + 1) t))2) pi4 (2 k + 1)3 sin (pi u)
(cosh (pi (2 k + 1) t)− cos (pi u))2 +
17
2
sin
(
pi
2 u
)(
1− (coth (pi2 (2 k + 1) t))2)pi4 (2 k + 1)3 sinh (pi (2 k + 1) t) cos (pi2 u)
(cosh (pi (2 k + 1) t)− cos (pi u))2 −
4
(
sin
(
pi
2 u
))2 (
1− (coth (pi2 (2 k + 1) t))2)pi4 (2 k + 1)3 sinh (pi (2 k + 1) t) sin (pi u)
(cosh (pi (2 k + 1) t)− cos (pi u))3 −
4
sin
(
pi
2 u
)
coth
(
pi
2 (2 k + 1) t
)
pi4 (2 k + 1)
3
(sinh (pi (2 k + 1) t))
2
cos
(
pi
2 u
)
(cosh (pi (2 k + 1) t)− cos (pi u))3 +
12
(
sin
(
pi
2 u
))2
coth
(
pi
2 (2 k + 1) t
)
pi4 (2 k + 1)
3
(sinh (pi (2 k + 1) t))
2
sin (pi u)
(cosh (pi (2 k + 1) t)− cos (pi u))4 +
2
sin
(
pi
2 u
)
coth
(
pi
2 (2 k + 1) t
)
pi4 (2 k + 1)
3
cosh (pi (2 k + 1) t) cos
(
pi
2 u
)
(cosh (pi (2 k + 1) t)− cos (pi u))2 −
4
(
sin
(
pi
2 u
))2
coth
(
pi
2 (2 k + 1) t
)
pi4 (2 k + 1)
3
cosh (pi (2 k + 1) t) sin (pi u)
(cosh (pi (2 k + 1) t)− cos (pi u))3
Thanks to Maple or Mathematica we verify that for any fixed u and t > 0 that
d
du [
d2
dt2 (
θ′4
θ4
)] is negative. This means that d
2
dt2 (
θ′4
θ4
) decreases as a function of u.
Then
d2
dt2
(
S′4
S4
) =
d2
dt2
(
θ′4
θ4
)− d
2
dt2
(
θ′4
θ4
)
is non negative.
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