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Abstract
In this paper, we tackle the long-standing challenges of ensemble control analysis and design using
a convex-geometric approach in a Hilbert space setting. Specifically, we formulate the control of linear
ensemble systems as a convex feasibility problem in a Hilbert space, which can be solved by iterative
weighted projections. Such a non-trivial geometric interpretation not only enables a systematic design
principle for constructing feasible, optimal, and constrained ensemble control signals, but also makes
it possible for numerical examination of ensemble reachability and controllability. Furthermore, we
incorporate this geometric approach into an iterative framework and illustrate its capability to derive
feasible controls for steering bilinear ensemble systems. We conduct various numerical experiments on
the control of linear and bilinear ensembles to validate the theoretical developments and demonstrate
the applicability of the proposed convex-geometric approach.
Index Terms
Ensemble control, Convex feasibility problem, Iterative weighted projection, Iterative method.
I. INTRODUCTION
Controlling the collective behavior of a population of structurally identical systems, called
ensemble control, has received increasing attention in the past decade in the fields of mathe-
matical and applied control. The research streams are driven by the need of investigating deep
and unexplored fundamental properties and new control design principles of ensemble control
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2systems, as well as by the relevance of such systems to broad and emerging applications in
diverse scientific domains.
The unique characteristic of the ensemble control problem is in its underactuated nature.
Namely, the control and observation of such systems can only be made at the population
level, through broadcasting a single input signal to the entire ensemble [1], [2] or receiving
aggregated (snapshot-type of) measurements [3]. This nonstandard scenario arises mainly because
the number of systems in the ensemble can be exceedingly large so that control via state feedback
of each system is infeasible. Notable examples include exciting an ensemble of nuclear spins on
the order of Avogadro’s number in nuclear magnetic resonance (NMR) spectroscopy and imaging
[1], [4], manipulating a group of robots under model perturbation [5], creating synchronization
patterns in a network of coupled oscillators [6], [7], and spiking population of neurons to alleviate
brain disorders such as Parkinson’s disease [8], [9], [10].
Extensive studies have been conducted on analyzing fundamental properties of ensemble
control systems, such as ensemble controllability and ensemble observability [11], [12], [13],
[14], [15], [16], [17]. The developed theoretical methods made good use of algebraic structures
of the studied ensemble systems to quantify their reachable sets or observable space defined
by parameter-dependent vector fields so as to understand controllability or observability. These
methods, however, are in general not suitable for direct implementation as control design prin-
ciples, so that, independent of control-theoretic analysis, customized computational algorithms
are often the ultimate solutions to tackling the challenging ensemble control design problems.
In particular, a wide range of numerical methods based on the principle of ensemble control
and optimal control theory, such as pseudospectral methods [4], [18], [19], operator-theoretic
methods [20], [21], sample average approximation [22], and polynomial approximations [23],
have been devised. Instead of giving an explicit form of a feasible or an optimal ensemble control
signal, most of these methods discretize the parameter and the control space, and then solve
the resulting non-convex optimization problem defined in a high-dimensional Euclidean space,
which may suffer from the curse of dimension and the issue of trapping into local optimality.
Besides, specialized techniques dedicated to particular classes of ensemble control problems,
such as singular value decomposition (SVD) based algorithm for minimum-energy control of
linear ensembles [24] and iterative methods for quadratic optimal control of bilinear ensembles
[25], [26], do not require solving large-scale optimization problems but have a limited scope,
e.g., not able to incorporate constraints on the state and control functions.
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3In this paper, we develop a unified convex-geometric approach to analyze fundamental prop-
erties and synthesize feasible and optimal ensemble controls for linear ensemble systems. Our
main idea is to cast the problem of ensemble control design as a “convex feasibility problem” in
a Hilbert space by leveraging the linearity and convexity inherited in such systems. This is equiv-
alent to finding a feasible point in the intersection of a collection of convex sets defined by the
admissible control sets of the individual systems in the ensemble. This nontrivial interpretation of
the ensemble control design enables the use of iterative projections in Hilbert spaces to construct
feasible and optimal ensemble controls and their convergence properties for numerical evaluation
of ensemble reachability. We further extend this design strategy to incorporate constraints on
the control inputs, e.g., power or energy limitations, and to find feasible controls for bilinear
ensemble systems.
The paper is organized as follows. In Section II, we introduce the convex-geometric interpre-
tation of ensemble control and illustrate the use of this interpretation to develop a systematic
approach to controllability analysis and feasible control design for linear ensemble systems
based on the ideas of iterative weighted projections in Hilbert spaces. In Section III, we include
an optimization formulation into this framework for the design of minimum-energy ensemble
controls. In Section IV, we tailor the proposed convex-geometric approach to accommodating
constraints on control inputs and design feasible and optimal ensemble controls with bounds
on the total available power or energy. In Section V, we extend the convex-geometric approach
to design feasible controls of bilinear ensemble systems. In Section VI, we address important
aspects of numerical computations for iterative weighted projections in Hilbert spaces, which are
important to the synthesis of accurate ensemble controls. Finally, in Section VII, we illustrate
the applicability of the proposed convex-geometric approach by a sequence of numerical ex-
periments, including the design of ensemble controls for pattern formation in a linear ensemble
and broadband quantum pulses. We also use the pattern formation example to demonstrate the
numerical verification of ensemble reachability.
x . . .
II. A CONVEX-GEOMETRIC INTERPRETATION OF ENSEMBLE CONTROL
In this section, we present the idea of casting the ensemble control design and controllability
analysis to a ‘convex feasibility problem’. Leveraging on this novel interpretation, we develop
methods based on the techniques of iterative weighted projections to systematically construct
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4feasible and, further, optimal controls for linear ensemble systems. In addition, the developed
methods offer a rigorous numerical evaluation for reachability between ensemble states of
interest, which has not been explored in the literature.
A. The Feasibility Problem and Ensemble Control Design
Consider the time-varying linear ensemble system defined in a Hilbert space,
d
dt
X(t, β) = A(t, β)X(t, β) +B(t, β)u(t), (1)
indexed by the parameter β taking values on a compact set K ⊂ R, where X(t, ·) ∈ L2(K,Rn)
is the state, an n-tuple of L2-functions over K for each t ∈ [0, T ] with T ∈ (0,∞); u ∈
L2([0, T ],Rm) is the control, an L2-function; A ∈ L∞(D,Rn×n) and B ∈ L2(D,Rn×m) are
matrices whose elements are real-valued L∞- and L2-functions, respectively, defined on the
compact set D = [0, T ] ×K. A typical goal for the control of such an ensemble system is to
design a ‘broadcast’ control signal u that steers the entire ensemble from an initial state X0(β)
to, or to be within a desired neighborhood of, a target state XF (β) at a finite time T . This is
related to the properties of ensemble reachability and ensemble controllability formally defined
as follows.
Definition 1 (Ensemble Reachability and Controllability). Consider an ensemble of systems
defined on a manifold M parameterized by a parameter β taking values on a space K, given by
d
dt
X(t, β) = F (t, β,X(t, β), u(t)), (2)
where X(t, ·) ∈ F(K) is the state and F(K) is a space of M-valued functions defined on K.
A target state XF (β) ∈ F(K) is said to be ensemble reachable from an initial state X(0, β) ∈
F(K) if for any ε > 0, there exists a piecewise constant control signal u : [0, T ]→ Rm that steers
the system into an ε-neighborhood of a desired target state xF ∈ F(K) at a finite time T > 0,
i.e., ρ(x(T, ·), XF (·)) < ε, where ρ : F(K)×F(K)→ R is a metric on F(K). Furthermore, if
any XF (β) ∈ F(K) is ensemble reachable from arbitrary X(0, β) ∈ F(K), then the system is
said to be ensemble controllable on F(K).
Due to the nonstandard, under-actuated nature of ensemble systems, it is opaque to realize
how to assemble the right toolkit from classical systems theory for ensemble control-theoretic
analysis and control design. It is to our surprise that such a challenging task becomes transparent
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5from a delicate convex-geometric perspective. To fix ideas, let’s now consider a finite sample
of sub-systems, X(t, βi), i = 1, . . . , N , from the ensemble in (1) with the parameter βi taking
values in K. In this way, each sampled sub-system is a finite-dimensional time-varying linear
system in Rn, following the dynamics
d
dt
X(t, βi) = A(t, βi)X(t, βi) +B(t, βi)u(t), (3)
where X(t, βi) ∈ R
n for each βi and for all t ∈ [0, T ]. From linear systems theory [27], the
control input u(t) driving the system in (3), with a given βi, from an initial state X(0, βi) =
X0(βi) ∈ R
n to a target state XF (βi) ∈ R
n at time T satisfies the integral equation
Liu = ξi,
where Li : L
2([0, T ],Rm)→ Rn is defined by
Li(u) =
∫ T
0
Φ(T, σ, βi)B(σ, βi)u(σ)dσ, (4)
ξi ∈ R
n is formed by the initial and target states,
ξi = XF (βi)− Φ(T, 0, βi)X0(βi), (5)
and Φ is the transition matrix associated with the system in (3).
We first observe that the linearity of the operator Li in (4), with respect to the control u, gives
convexity of the admissible control set.
Lemma 1. The admissible control set of the system in (3) associated with a given pair of initial
and target states (X0(βi), XF (βi)), defined by
Ci =
{
u ∈ L2([0, T ],Rm) | Liu = ξi
}
, (6)
is a convex and closed affine subspace, where Li and ξi are defined as in (4) and in (5),
respectively.
Proof. For any two controls u1, u2 ∈ Ci and any constant λ ∈ [0, 1], it holds that
Li(λu1 + (1− λ)u2) = λLiu1 + (1− λ)Liu2
= λξi + (1− λ)ξi = ξi,
and hence Ci is convex. Because Li is continuous, Ci is closed since it is the inverse image of
{ξi}, which is a closed set in R
n. In addition, since Li(u1 − u2) = 0 holds for any u1, u2 ∈ Ci,
Ci is an affine subspace by linearity of Li.
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6This result, though straightforward to show, is very inspiring for a new interpretation of
ensemble control design. That is, if we consider two systems in (3) characterized by βi and βj
for i 6= j, then a common control law that simultaneously steers the two systems to achieve the
respective desired transfers must lie in the intersection of the convex admissible control sets Ci
and Cj , which is also a convex set. In this case, we have u ∈ Ci ∩ Cj such that Liu = ξi and
Lju = ξj . The same logic applies to an arbitrary number of systems, as illustrated in Figure 1a.
Therefore, the design of a broadcast ensemble control input is equivalent to a ‘convex feasibility
problem’ over a Hilbert space, namely, a problem of finding a point in the intersection of convex
sets. This can be formulated as an optimization problem of the form,
min 0,
s.t. u ∈
N⋂
i=1
Ci,
(7)
where Ci are defined in (6) for i = 1, . . . , N .
(a) (b)
Fig. 1. Illustration on formulating ensemble control problem as a feasibility problem. Ci, i = 1, 2, 3 denotes the set of control
law that steers the sub-system βi to the target state. (a) If the intersection of 3 admissible control sets is non-empty, then ∩
3
i=1Ci
is the collection of feasible ensemble control laws. (b) If the intersection of 3 admissible control sets is empty, then the system
is not ensemble controllable since there exists no control law that steers all sub-systems to target state simultaneously.
B. Finding Feasible Points by Iterative Weighted Projections
Because all of the admissible control sets, Ci, i = 1, . . . , N , are closed and convex, and so is
their intersection, a systematic and powerful approach to solve the feasibility problem in (7) is
to utilize the techniques of iterative weighted projections, as presented in Theorem 2.
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7Theorem 2 (Iterative weighted projections). Let C1, . . . , CN be a collection of closed and convex
subsets in a Hilbert space U and let PCi be the projection operator onto Ci for i = 1, . . . , N .
Consider the sequence {u(k)} generated by the convex combination of projections,
u(k+1) =
N∑
i=1
λiPCiu
(k), k = 0, 1, 2, . . . , (8)
with an initial point u(0) ∈ U , where λ1, . . . , λN ∈ (0, 1) and
∑N
i=1 λi = 1. If
⋂N
i=1Ci 6= ∅, then
{u(k)} converges to a point u∗ ∈
⋂N
i=1Ci weakly. Specifically, if Ci’s are closed affine subspaces
of U , then {u(k)} converges in norm.
Proof. The proof can be facilitated by considering the product space Ω = U×· · ·×U constituted
by a Cartesian product of N copies of U equipped with the inner product 〈·, ·〉Ω : Ω × Ω → R
defined by 〈U, V 〉Ω =
∑N
i=1 λi〈ui, vi〉U , where U = (u1, . . . , uN), V = (v1, . . . , vN) and 〈·, ·〉U is
the inner product in U . Now, let’s construct two closed and convex sets C and D in Ω , defined
by
C = C1 × · · · × CN , (9)
D = {U ∈ Ω | u1 = · · · = uN}. (10)
Let us associate each u(k) ∈ U with a unique element U (k) ∈ D defined by U (k) = (u(k), . . . , u(k)),
such that if {U (k)} converges to U∗ := (u∗, . . . , u∗) ∈ D, then {u(k)} converges to u∗ ∈ U .
For the sequence {u(k)} generated by in (8), we can prove that the associated sequence {U (k)}
satisfies U (k+1) = PDPCU
(k) (see Appendix A). So the sequence
{U (k) = PDPC · · ·PDPC︸ ︷︷ ︸
k times
U (0)}
is an alternating projection onto C and D. By the von Neuman alternating projection algorithm
in Hilbert space [28], if C∩D 6= ∅, then U (k) converges to U∗ ∈ C∩D weakly [29]. Equivalently
if
⋂N
i=1Ci 6= ∅, then u
(k) converges to u∗ ∈
⋂N
i=1Ci weakly. Furthermore, if C and D are closed
affine subspaces, then U (k) → U∗ in norm when C ∩D 6= ∅, which is a direct application of the
results in [28]. This implies that u(k) → u∗ in norm when
⋂N
i=1Ci 6= ∅, if Ci’s are closed affine
subspaces.
Figures 2a and 2b provide a schematic illustration of using iterative weighted projections
in (8) to find a feasible point in the intersection of convex sets, or, equivalently, to solve the
convex feasibility problem formulated in (7). Figure 2a depicts the case in which an equally
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8weighted iterative scheme is applied, from an arbitrary initial point u(0), to find a point in the
intersection of two intersected convex sets. The process is to project u(0) alternatively onto C1
and C2, denoted PC1u
(0) and PC2u
(0), respectively, and then obtain u(1) = 1
2
(PC1u
(0) +PC2u
(0)).
Continuing this process generates a sequence of points {u(k)}, and the iterations finally converge
to a point, say u(k) → u∗ ∈ C1∩C2 as k →∞. On the other hand, if C1∩C2 = ∅, the procedure
may still be convergent, but not to a point of interest, i.e., u∗ /∈ C1 and u
∗ /∈ C2, as displayed
in Figure 2b.
(a) (b)
Fig. 2. Illustration of iterative weighted projections. Ci, i = 1, 2 denotes the set of control law that steers the sub-system βi to
the target state. u(k+1) = 1
2
(PC1u
(k)+PC2u
(k)) for k = 0, 1, 2, . . . (a) If C1∩C2 6= ∅, then the weighted projection converges
to a point in C1 ∩ C2. (b) If C1 ∩ C2 = ∅, then the weighted projection may still converge, however to a point outside of C1
and C2.
C. Computing Ensemble Control Laws and Examining Ensemble Controllability
Theorem 2 provides a systematic approach and a powerful means to compute a feasible point
in the intersection of finitely many closed and convex sets in a Hilbert space by iterative weighted
projections. This feasible point corresponds to a feasible ensemble control law for steering the
ensemble system in (3) from X(0, βi) to XF (βi), i = 1, . . . , N . Most importantly, a distinct
feature of the iterative weighted projection algorithm is its capability to verify the existence of
a nonempty intersection among the given convex sets through computing {u(k)} using (8).
This validation is of particular importance in the context of ensemble control since it informs
whether the ensemble states are reachable and, further, the ensemble is controllable. In particular,
for a linear ensemble, because the admissible control set defined in (6) is an affine subspace of
U , by the contraposition of Theorem 2, if {u(k)} does not converge to a point in U in norm
(either ‖u(k)‖U → ∞ or u
(k) oscillates because of weak convergence), then it must hold that
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9⋂N
i=1Ci = ∅, and hence the system in (3) is not ensemble controllable because there exists no
common control u that will simultaneously steer the entire ensemble to XF (βi).
On the other hand, if {u(k)} converges in norm with u(k) → u∗, then there are two possible
cases as shown in Figures 2a and 2b. To distinguish them, one can simply apply the convergent
control law u∗ to the linear ensemble in (3). If u∗ steers the ensemble to the desired target state
XF (β), then we have the case
⋂N
i=1Ci 6= ∅ (Figure 2a). If u
∗ fails to steer the system to XF (β),
then it must hold that
⋂N
i=1Ci = ∅ (Figure 2b) by the contraposition of Theorem 2. As a result,
this convergence property renders a rigorous and tractable numerical approach to examine the
reachability of an ensemble system and to systematically design an ensemble control law, as
described in the following theorem.
Theorem 3. Consider the linear ensemble system in (3). Let {u(k)} be a control sequence
generated according to the iterative weighted projections in (8), given by the explicit form
u(k+1) =
(
Id −
N∑
i=1
λiL
∗
i (LiL
∗
i )
−1Li
)
u(k) +
N∑
i=1
λiL
∗
i (LiL
∗
i )
−1ξi, (11)
with an arbitrary initialization u(0) ∈ L2([0, T ],Rm), where Id is the identity operator in
L2([0, T ];Rm), Li and ξi are defined in (4) and (5), respectively; L
∗
i denotes the adjoint operator
of Li; and λi ∈ (0, 1) satisfies
∑N
i=1 λi = 1. Then, XF (βi) is ensemble reachable from X0(βi)
if and only if {u(k)} converges in norm to u∗ ∈ L2([0, T ],Rm) and u∗ satisfies Liu
∗ = ξi for
i = 1, . . . , N .
Proof. The proof directly follows Lemma 1, Theorem 2, and the analysis above this theorem.
What remains to show here is to derive the explicit expression of the projection operator PCi
in (8).
We observe that finding the projection of a vector u ∈ L2([0, T ],Rm) onto a closed subspace
Ci, denoted PCiu, is equivalent to solving the least-squares problem,
min
v∈L2([0,T ],Rm)
‖u− v‖2,
s.t. Liv = ξi.
(12)
For the ensemble control problem, we are interested in the case when the system indexed by
each βi is controllable. Hence we have R(Li) = R
n. Then from the knowledge of functional
analysis, we have R(LiL
∗
i ) = R(Li) = R
n, and the solution of (12) can be written as
PCiu = (Id − L
∗
i (LiL
∗
i )
−1Li)u+ L
∗
i (LiL
∗
i )
−1ξi. (13)
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Substituting in (13) into in (8) yields the update rule in (11).
III. THE MINIMUM-ENERGY CONTROL FOR LINEAR ENSEMBLE SYSTEMS
In Section II, we have formulated the ensemble control design as a convex feasibility problem,
through which we were able to calculate a feasible ensemble control law. In this section, we
take a step further and extend the developed method to find optimal ensemble controls for linear
ensemble systems. In particular, we study the minimum-energy control for the ensemble system
in (3).
A. The Optimization Formulation of Minimum-Energy Ensemble Control
Adopting the same idea of formulating the ensemble control design as a feasibility problem, the
minimum-energy control of the ensemble system in (3) can be cast as an optimization problem,
given by
min ‖u‖22,
s.t. u ∈
N⋂
i=1
Ci,
(14)
where ‖u‖22 =
∫ T
0
u′u dt and Ci are defined as in (6).
An intriguing fact in this optimization is that the objective function represents the distance
between u and the origin, i.e., the zero function in L2([0, T ],Rm). Therefore, minimizing the en-
ergy of u is nothing but finding the point in
⋂N
i=1Ci that is closest to the origin in L
2([0, T ],Rm),
which is the ‘orthogonal projection’ of the origin onto the set
⋂N
i=1Ci.
B. Orthogonal Projections onto Intersections of Convex Sets
Let U be a Hilbert space and Ci are closed and convex sets in U . It is in general difficult to
directly compute the projection of a vector u ∈ U onto
⋂N
i=1Ci. Fortunately, when the projection
onto each Ci, i.e., PCiu, is easy to compute, then the projection onto the intersection
⋂N
i=1Ci
can be easily obtained by cyclic projections onto individual sets. Dykstra’s algorithm [30] is a
notable method performing such computations, described in Algorithm 1.
Lemma 4. Let C1, . . . , CN be closed and convex in a Hilbert space U and let u
∗ be the
orthogonal projection of u(0) onto
⋂N
i=1Ci, then the sequence {u
(k)
i } obtained by Algorithm
1 converges to u∗ in norm for any 1 ≤ i ≤ N . Furthermore, if Ci is affine for all i = 1, . . . , N ,
March 24, 2020 DRAFT
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Algorithm 1 Dykstra’s algorithm
function DYKSTRA(C1 , . . . , CN , u
(0))
Initialize:
(0) Assign u
(1)
0 = u
(0).
(1) Project u
(1)
0 onto C1 to obtain u
(1)
1 .
Compute I
(1)
1 = u
(1)
1 − u
(1)
0 .
...
(N) Project u
(1)
N−1 onto CN to obtain u
(1)
N .
Compute I
(1)
N = u
(1)
N − u
(1)
N−1.
for k ← 2, 3, . . . do:
(0) Assign u
(k)
0 = u
(k−1)
N .
(1) Project u
(k)
0 − I
(k−1)
1 onto C1 to obtain u
(k)
1 .
Compute I
(k)
1 = u
(k)
1 − (u
(k)
0 − I
(k−1)
1 ).
...
(N) Project u
(k)
N−1 − I
(k−1)
N onto CN to obtain u
(k)
N .
Compute I
(k)
N = u
(k)
N − (u
(k)
N−1 − I
(k−1)
N ).
end for
return {u
(k)
1 }
∞
k=1, . . . , {u
(k)
N−1}
∞
k=1
end function
then the offset I
(k−1)
i in Algorithm 1 can be set as 0 for all k = 2, 3, . . ., with the same guarantee
that {u
(k)
i } converges to u
∗ in norm for all i = 1, . . . , N .
Proof. See the proof of Theorem 2 in [30].
Remark 1. (Dykstra’s algorithm v.s. iterative weighted projection algorithm) It is worth
pointing out that the Dykstra’s algorithm involves an offset I
(k)
i when projecting u
(k+1)
i onto Ci
in the next iteration, which eventually results in the point in
⋂N
i=1Ci that is the closest to u
(0);
while the weighted projection algorithm, with no offset terms, only returns one feasible point in⋂N
i=1Ci, not necessarily the one closest to u
(0).
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C. Computing Minimum-Energy Control for Linear Ensembles by Iterative Weighted Projections
From the discussion in Section III-A, we have interpreted the minimum-energy ensemble con-
trol problem as the projection of the zero function, i.e., 0 ∈ L2([0, T ],Rm), onto the intersection
of the admissible control sets, formulated as in (14), which can be computed using Dykstra’s
algorithm.
As illustrated in the proof of Theorem 2, the procedure of projecting 0 onto
⋂N
i=1Ci is
equivalent to projecting 0 onto C ∩ D using Dykstra’s algorithm, where C and D are defined in
(9) and in (10), respectively. Because both C and D are affine subspaces, by Lemma 4, setting
the offsets I
(k−1)
i = 0 for i = 1, 2 and k = 2, 3, . . . yields a sequence {u
(k)} converging to the
projection of 0 on C ∩ D, which gives rise to the following theorem.
Theorem 5. (Minimum-energy control for linear ensemble systems) Consider the linear ensem-
ble system in (3) with Li, ξi, and Ci defined as in (4), (5) and (6), respectively. If
⋂N
i=1Ci 6= ∅,
then the control sequence {u(k)}, with u(0) = 0 ∈ L2([0, T ],Rm), generated by the iterations,
u(k+1) = (Id −
N∑
i=1
λiL
∗
i (LiL
∗
i )
−1Li)u
(k) +
N∑
i=1
λiL
∗
i (LiL
∗
i )
−1ξi,
for k = 0, 1, 2, . . . , converges to the minimum-energy ensemble control that steers the ensemble
from X0(βi) to XF (βi) in norm, where Id is the identity operator in L
2([0, T ],Rm); L∗i denotes
the adjoint operator of Li; and λi ∈ (0, 1) satisfying
∑N
i=1 λi = 1.
Proof. We first define the product space Ω and the augmented sets C and D in the same way
as in the proof of Theorem 2. Then, we associate each u ∈
⋂N
i=1Ci a unique element U ∈ D
defined by U = (u, . . . , u), so that we have U ∈ C∩D, and ‖U‖2
Ω
=
∑N
i=1 λi‖u‖
2
U = ‖u‖
2
U . This
reformulates the optimization problem in (14) into a new optimization problem over the product
space Ω to minimize ‖U‖2Ω subject to U ∈ C ∩D, which solution is provided by the orthogonal
projection of 0 ∈ Ω that can be computed by the Dykstra’s algorithm. Since C and D are both
closed affine subspaces of Ω , the Dykstra’s algorithm on C∩D with U (0) = 0 ∈ Ω boils down to
the iterative weighted projections on C and D, which leads to the projection of u(0) = 0 ∈ U onto⋂N
i=1Ci. The convergence of iterative projections on C and D has already been fully analyzed in
Theorem 2. Hence simply changing the initial condition in (11) to u(0) = 0 provides a sequence
{u(k)} converging to the minimum-energy control law of the ensemble.
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IV. ENSEMBLE CONTROL UNDER CONSTRAINTS ON CONTROL INPUTS
Despite the success of previous developments in ensemble control design [24], [13], [12], [20],
algorithms accommodating practical limitations on the control input, such as energy and power
constraints, remain underdeveloped. In this section, we fill this gap and illustrate the flexibility
of the convex-geometric framework established in Sections II and III for incorporating control
constraints, which makes it a unified ensemble control design approach.
Specifically, we denote the set of constraints on the control signal as G ⊂ L2([0, T ],Rm). If
G is a convex set, then similar to the formulation in (7), a constrained ensemble control design
problem can be cast as a feasibility problem of the form,
min 0,
s.t. u ∈
(⋂N
i=1Ci
)
∩G,
(15)
which can be solved by the weighted projection algorithm presented in Theorem 2.
Corollary 6. Consider the linear ensemble system in (3) and denote G as the set of constraints
on the control input u, i.e., u ∈ G. If (
⋂N
i=1Ci)∩G 6= ∅, then the sequence generated according
to the weighted projection, given by
u(k+1) = λ0PGu
(k) +
N∑
i=1
λi[(Id − L
∗
i (LiL
∗
i )
−1Li)u
(k) + Li(LiL
∗
i )
−1ξi], (16)
converges weakly to a feasible constrained ensemble control, where Li, ξi, and Ci are defined
as in (4), in (5), and in (6), respectively, and λ0, . . . , λN ∈ (0, 1) and
∑N
i=0 λi = 1.
Proof. The proof directly follows the proof of Theorem 2 by applying iterative weighted pro-
jections on the convex sets, G,C1, . . . , CN .
Remark 2 (Norm convergence for final state of linear ensembles). Since G is not necessarily
a closed affine subspace, Corollary 6 only guarantees the weak convergence of the control
sequence, i.e., {u(k)} → u∗ as k →∞. Nevertheless, the final ensemble state X(k)(T, βi), under
the control law u(k), is guaranteed to converge to the target ensemble state XF (βi) in norm.
This results from the definition of weak convergence, namely, if u(k) converges to u∗ weakly,
then Lu(k) converges to Lu∗ in norm for any bounded linear operator L : H → R. Recall that
the final ensemble state of the linear ensemble system in (3) is X(k)(T, βi) = Φ(T, 0, βi)X(0)+
Liu
(k), which is determined by the bounded linear operator Li : L
2([0, T ],Rm)→ Rn. Therefore
X(k)(T, βi)→ XF (βi) in norm as k →∞
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With the guarantee that iterative weighted projections converge, next, we show how to explic-
itly compute projections onto the constraint set G. In particular, we will present two cases in
which the control energy or amplitude is limited.
Lemma 7. Let G2 := {u ∈ L
2([0, T ],Rm) | ‖u‖2 ≤M}, where M > 0 is a constant. Then, for
any u ∈ L2([0, T ],Rm) and u 6∈ G2, the orthogonal projection of u onto G2 is given by
PG2u =
u
‖u‖2
M. (17)
Proof. For any v ∈ G2, by triangle inequality, the norm of u− v is bounded below by
‖u− v‖2 ≥ ‖u− 0‖2 − ‖v − 0‖2 = ‖u‖2 − ‖v‖2. (18)
Since v ∈ G2, it holds that ‖v‖ ≤M . Hence (18) can be further bounded by
‖u− v‖ ≥ ‖u‖2 −M. (19)
On the other hand, if we directly compute the norm of u− u
‖u‖2
M , it can be discovered that
‖u−
u
‖u‖2
M‖2 = ‖u‖2(1−
M
‖u‖2
) = ‖u‖2 −M. (20)
Combining (19) and (20) yields
‖u− v‖2 ≥ ‖u−
u
‖u‖2
M‖2, ∀ v ∈ G2.
Hence the projection is given by PG2 =
u
‖u‖2
M.
Lemma 8. Let G∞ := {u ∈ L
2([0, T ],Rm) | max
t∈[0,T ]
|u(t)| ≤ M}, where M > 0 is a constant.
Then, for any u ∈ L2([0, T ],Rm) and u 6∈ G∞, the orthogonal projection of u onto G∞ is given
by
(PG∞u)i (t) =


M, if ui(t) > M
ui(t), if −M ≤ ui(t) ≤M
−M, if ui(t) < −M
, (21)
for i = 1, . . . , m, where (PG∞u)i and ui denote the i
th component of PG∞u and u, respectively.
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Proof. For any v ∈ G∞, we observed that
‖u− v‖22 =
∫ T
0
‖u(t)− v(t)‖22dt
=
∫ T
0
m∑
i=1
|ui(t)− vi(t)|
2dt =
m∑
i=1
∫ T
0
|ui(t)− vi(t)|
2dt
≥
m∑
i=1
(∫
I1
|ui(t)− vi(t)|
2
2dt+
∫
I2
|ui(t)−M |
2
2dt+
∫
I3
|ui(t) +M |
2
2dt
)
,
where I1 := {t ∈ [0, T ]
∣∣ ‖u(t)‖ ≤ M}, I2 := {t ∈ [0, T ] ∣∣ u(t) > M} and I3 := {t ∈
[0, T ]
∣∣ u(t) < −M}. Hence, we conclude PG∞u as claimed.
V. FEASIBLE CONTROLS FOR BILINEAR ENSEMBLES
In Sections II-IV, we have developed a convex-geometric approach to ensemble control
analysis and design. In this section, we show that this approach is not restricted to linear ensemble
systems and can be adopted within an iterative framework to find feasible controls for bilinear
ensemble systems. More specifically, here we present an iterative method that decodes a bilinear
ensemble control problem into a sequence of linear ensemble problems, so that each of which
can be solved by the proposed convex-geometric projection approach. To fix ideas, we consider
the bilinear ensemble system,
d
dt
X(t, β) = A(β)X(t, β) +
( m∑
i=1
ui(t)Bi(β)
)
X(t, β), (22)
where X(t, ·) ∈ L2(K,Rn), A ∈ L∞(K,Rn×n), Bi ∈ L
2(K,Rn×n), and ui ∈ L
2([0, T ],R) for
i = 1, . . . , m, and consider a canonical problem of steering this ensemble from an initial state
X0(β) to a target state XF (β). Obtaining explicit forms of the steering controls ui(t) and the
resulting trajectory X(t, β) is in general arduous even numerically, with the exception of only
some special cases. To resolve this, our approach is based on expressing the bilinear ensemble
system as an iteration equation and then solve it in an iterative manner. Specifically, we first
observe that (22) can be expressed in the form of a time-varying state-dependent linear ensemble
system,
d
dt
X(t, β) = A(β)X(t, β) + B˜(X(t, β))u(t),
where B˜ ∈ L2(K,Rn×m) and u = (u1, . . . , um)
′ (see Example 6 in Section VII). Now, putting
this into an iteration equation,
d
dt
X(k+1)(t, β) = A(β)X(k+1)(t, β) + B˜(X(k)(t, β))u(k+1), (23)
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where k = 0, 1, 2, . . . denotes the iteration, if the state at the kth-iteration, X(k)(t, β), is known,
then the system dynamics of the next iteration X(k+1)(t, β) obeys (23) with determined A
and B˜ matrices, which is in the same form as (1). As a result, the steering control u(k+1)
(feasible, optimal, or constrained) and the resulting trajectory X(k+1) associated with the specified
initial state X0(β) and desired target state XF (β), can be computed using the convex-geometric
approach developed in Sections II-IV for the linear ensemble in (23). Following this iterative
procedure to compute the control and update the trajectory in an alternating fashion by initializing
with a feasible steering control, u(0)(t), and the corresponding ensemble trajectory, X(0)(t, β), a
control-trajectory sequence,
(u(0), X(0))→ (u(1), X(1))→ · · · → (u(k), X(k))→ · · · , (24)
can be generated.
The analysis of convergence of this iterative procedure, i.e., of the control-trajectory sequence
in (24), can be facilitated by a quadratic optimal control setting, that is, through considering the
minimum-energy ensemble control problem,
min J =
1
2
∫ T
0
(u(k))T (t)Ru(k)(t) dt,
s.t.
d
dt
X(k)(t, β) = A(β)X(k)(t, β) + B˜(X(k−1)(t, β))u(k),
X(k)(0, β) = X0(β), X
(k)(T, β) = XF (β),
which the regulator R ∈ Rm×m is positive definite. This optimal linear ensemble control problem
has been treated in our previous work [25] using the proposed iterative method, where we
showed that the sequence in (24) is convergent if the iterated linear ensemble system in (23)
is controllable at each iteration k and the control regulator R is sufficiently large [25]. We
will provide several numerical examples in Section VII to illustrate this ‘hybrid’ computational
framework, integrating the convex-geometric approach into the described iterative method, to
solve feasible control problems involving a bilinear ensemble system.
VI. THE COMPUTATION OF ITERATIVE PROJECTIONS
In the previous sections, we have demonstrated that the ensemble control analysis and design
in the presence or absence of constraints can be addressed by the optimization formulation and
iterative weighted projections. Although theoretical guarantees on the convergence of weighted
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projections are well-established, numerical issues for computing iterative projections are often
the bottleneck toward finding the convergent solution as for the case of computing the feasible
ensemble law in (11), which require a thorough investigation and analysis.
The most common way to apply the update rule in (11) is to discretize the continuous operators
Li and L
∗
i by finite time-steps, and then evaluate the function u
(k)(t) by finitely many sampled
values. However, when LiL
∗
i is ill-conditioned, the iterations suffer from slow convergence over
k. To overcome this, we derive the closed-form solution of u(k) and use it to directly characterize
the asymptotic properties of {u(k)}∞k=1.
For ease of exposition, we denote
Q =
N∑
i=1
λiL
∗
i (LiL
∗
i )
−1Li and δ =
N∑
i=1
λiL
∗
i (LiL
∗
i )
−1ξi,
and rewrite the update rule in (11) as
u(k+1) = (Id −Q)u
(k) + δ. (25)
Then, some analysis can be conducted for the projection term onto u(k), i.e., (Id −Q)u
(k).
Lemma 9. There exists a bounded linear operator Q∞ such that Q∞ = limk→∞(Id −Q)
k.
Proof. It suffices to show that the operator Id−Q is non-expansive. Let Pi := Id−L
∗
i (LiL
∗
i )
−1Li.
We observe that P 2i = Pi and P
∗
i = Pi. It follows that for any u ∈ L
2([0, T ],Rm), we have
‖Piu‖
2 = 〈Piu, Piu〉 = 〈u, P
∗
i Piu〉 = 〈u, Piu〉 ≤ ‖Piu‖‖u‖,
which implies that ‖Piu‖ ≤ ‖u‖ for all i = 1, . . . , N . As a result, Id−Q is non-expansive since
‖(Id −Q)u‖ = ‖
N∑
i=1
λiPiu‖ ≤
N∑
i=1
λi‖Piu‖ ≤
N∑
i=1
λi‖u‖ = ‖u‖.
Consequently, ‖ limk→∞(Id−Q)u‖ is bounded for any u ∈ L
2([0, T ],Rm), which concludes the
proof.
Now, we may employ the well-defined Q∞ to compute the closed-form solution of limk→∞ u
(k).
Specifically, by multiplying Q and taking limits on both sides of (25), it yields the closed-form
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representation of limk→∞Qu
(k), that is,
lim
k→∞
Qu(k) = lim
k→∞
Q((Id −Q)u
(k) + δ)
= lim
k→∞
(Id −Q)(Qu
(k−1) − δ) + δ
= lim
k→∞
(Id −Q)[(Id −Q)(Qu
(k−2) − δ) + δ − δ] + δ
= lim
k→∞
(Id −Q)
2(Qu(k−2) − δ) + δ
...
= lim
k→∞
(Id −Q)
k(Qu(0) − δ) + δ
= Q∞(Qu(0) − δ) + δ. (26)
When computing limk→∞ u
(k) .= u∗ numerically,Q can be approximated by a finite-dimensional
matrix W = [Q(v1), . . . Q(vr)], where V = {v1, . . . , vr} is a truncated basis of L
2([0, T ],Rm).
Since W is finite-dimensional, it always admits a Moore-Pseudo inverse, denoted W †. Then, the
coordinate of u∗ under the basis V , denoted as µ∗ ∈ Rr, can be computed by
µ∗ = W †(W∞(Wµ(0) − δ) + δ) = W∞(µ(0) −W †δ) +W †δ, (27)
where µ(0) ∈ Rr is the coordinate of the initial control law u(0) and W∞ := limk→∞(Id −W )
k.
In addition, from the eigen-decomposition of Id −W = P
−1ΛP , it is clear to observe that
limk→∞ Λ
k can be computed by simply eliminating the eigenvalues of Λ that are not equal to
1. In this way, W∞ = P−1
(
limk→∞ Λ
k
)
P can be directly evaluated, so is µ∗ in (27) without
any iterative computations.
VII. NUMERICAL EXPERIMENTS
In this section, we provide various numerical experiments to illustrate the application of
the developed convex-geometric approach to compute ensemble controls. We demonstrate the
design of the fixed-endpoint and the pattern formation controls of unconstrained linear ensemble
systems. We further display examples on the fixed-endpoint control of linear ensemble systems
with energy or amplitude constraints on control inputs. Finally we present results for the fixed-
endpoint control of bilinear systems. All the numerical experiments are implemented in Matlab
R2017b on a single workstation with Xeon Gold 6144 3.5GHz processor and 192GB memory.
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A. Linear Ensemble Systems
In this section, we consider several examples of the control of linear ensembles with or without
constraints on the control inputs and use them to illustrate the applicability of the proposed
convex-geometric approach.
1) Unconstrained linear ensemble control: Consider an ensemble of forced harmonic oscil-
lators, with their frequencies ωi’s ranging in the interval [ωa, ωb], modeled by
d
dt

x1(t, ωi)
x2(t, ωi)

 =

 0 −ωi
ωi 0



x1(t, ωi)
x2(t, ωi)

+

u1(t)
u2(t)

 . (28)
The transition matrix of this system is Φ(t, σ, ωi) = e
Ai(t−σ), where Ai =

 0 −ωi
ωi 0

. Then, Li
and ξi in (4) and in (5), respectively, can be computed for a given control parameter and a pair
of initial and target states.
Example 1 (Fixed-endpoint control). We consider steering an ensemble of 21 systems in (28)
from the same initial state (1, 0)′ to the same target state (0, 1)′ at time T = 1, where ωi’s are
uniformly sampled in [−1, 1].
Figure 3a shows a feasible ensemble control signal (u∗1(t), u
∗
2(t)) designed by the method of
iterative weighted projections, which achieves the desired transfer. In this case, the initial control
functions are u
(0)
1 (t) ≡ u
(0)
2 (t) ≡ 1 and (u
∗
1(t), u
∗
2(t)) are obtained based on the update rule in
(11) after 1 × 105 iterations. Figure 3b presents the terminal errors with respect to different
numbers of iterations, in which we show that more iterations result in smaller terminal errors.
Figure 4a reports the minimum-energy control law (u∗1(t), u
∗
2(t)) of Example 1 designed by the
closed-form solution in (27). In this example, functions in L2([0, T ],R2) are approximated using
Legendre polynomials of order r = 50. The initial condition in (27) is µ(0) = 0. Figure 4b shows
the terminal errors of each harmonic oscillator in the ensemble following the minimum-energy
control law.
Example 2 (Pattern formation). In this example, we consider a more challenging task to drive
an ensemble of 50 harmonic oscillators in (28) between two configurations, where the initial
state X0(ωi) = (x10(ωi), x20(ωi))
′ and target state XF (ωi) = (x1F (ωi), x2F (ωi))
′ at T = 40, are
arrangements of 50 oscillators in star- and maple-shaped images in the plane as shown in Figure
5a and Figure 5b, respectively, and ωi’s are uniformly sampled in [−10, 10].
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Fig. 3. Feasible control of the ensemble of 21 harmonic oscillators in (28). (a) The feasible control law (u∗1(t), u
∗
2(t)) generated
based on the update rule in (11) after 1×105 iterations. (b) The terminal errors (e1(T ), e2(T ))
′ of each harmonic oscillator under
the feasible control laws obtained by applying the update rule in (11) for different numbers of iterations, where (e1(T ), e2(T ))
′ =
(x1(T ), x2(T )− 1)
′.
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0 0.5 1
-500
0
500
u1
* (t)
u2
* (t)
(b)
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10-6
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-0.5
0
0.5
1 10
-6
Fig. 4. Minimum-energy control of the ensemble of 21 harmonic oscillators in (28). (a) The minimum-energy control law
(u∗1(t), u
∗
2(t)) designed by the closed-form solution in (27). (b) The terminal errors (e1(T ), e2(T ))
′ of each harmonic oscillator
in the ensemble following the minimum-energy control, where (e1(T ), e2(T ))
′ = (x1(T ), x2(T )− 1)
′.
Figure 5c displays the minimum-energy control law (u∗1(t), u
∗
2(t)) designed by the closed-
form solution in (27), which achieves the desired pattern formation. In this example, functions
in L2([0, T ],R2) are approximated using Legendre polynomials of order r = 200, and the initial
condition in (27) is µ(0) = 0.
Example 3 (Pattern formation in an uncontrollable ensemble). Here, we consider the same
pattern formation problem as presented in Example 2, while using only one control input u(t),
i.e.,
d
dt

x1(t, ωi)
x2(t, ωi)

 =

 0 −ωi
ωi 0



x1(t, ωi)
x2(t, ωi)

+

1
0

 u(t). (29)
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Fig. 5. Minimum-energy pattern formation of the ensemble of 50 harmonic oscillators in (28). (a) Initial state X0(ωi) of
the ensemble. (b) Final state (x1(T, ωi), x2(T, ωi))
′ of the ensemble, which coincide with the target state XF (ωi). (c) The
minimum-energy control that accomplishes the transfer between shapes.
It was shown in [31] that the ensemble system of the form

d
dt
X(t, β) = βAX(t, β) +Bu(t),
β ∈ [−β1, β2], β1, β2 > 0,
with A ∈ Rn×n and B ∈ Rn×m is ensemble controllable if and only if rank (A) = rank (B) = n.
As a result, the system in (29) is ensemble uncontrollable, i.e., the ensemble cannot be steered
between an arbitrary pair of ensemble states, since the B matrix is not full rank.
This theoretical result indicates that the desired pattern formation from a star to a maple-
shaped state may be unachievable. We will verify this by using the developed convex-geometric
projection method. Given the desired pair of formation shown in Figures 5a and 5b, we computed
a feasible ensemble control law displayed in Figure 6a, using the closed-form solution in (27),
for which the choices of the Legendre polynomials and the initial condition are the same as in
Example 2.
The resulting final state following this ensemble control signal is shown in Figure 6b. Since
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it appears not to be of the desired shape of a maple leaf, by Theorem 3, this final state is not
ensemble reachable from the star-shaped state as shown in Figure 5a. This further implies that
the system in (29) is ensemble uncontrollable.
(a)
0 20 40
-1.5
-1
-0.5
0
0.5
1
(b)
-1 0 1
-1
0
1
-10 0 10
Fig. 6. Results of the pattern formation for an uncontrollable ensemble. (a) The control law designed by the closed-form
solution in (27). (b) Final state (x1(T, ωi), x2(T, ωi))
′ of the ensemble. Since the final state is not identical to the target state,
the desired maple-shaped configuration is not ensemble reachable.
2) Constrained linear ensemble control: In the following two examples, we consider steering
an ensemble of 21 harmonic oscillators in (28) from the same initial state (1, 0)′ to the same
target state (0, 1)′ at T = 1 with limited control energy or power, where ωi’s are uniformly
sampled in [−10, 10].
Example 4 (Fixed-endpoint control with energy constraints). In this example, we consider energy
constraints on the control inputs, given by
G = {(u1, u2)
′ ∈ L2([0, T ],R2)
∣∣ ‖u1‖2 ≤M, ‖u2‖2 ≤ M}.
Example 5 (Fixed-endpoint control with amplitude constraints). In this example, we consider
power constraints on the control input, given by
G = {(u1, u2)
′ ∈ L2([0, T ],R2)
∣∣ max
t∈[0,T ]
{|u1(t)|, |u2(t)|} ≤M}.
Figures 7 and 8 display the results of Examples 4 and 5, respectively, when M = 5, 10, 25, 50.
In each case, the constrained control law is computed by applying the update rule in (16) after
1× 104 iterations, where the initial control functions are u
(0)
1 (t) ≡ u
(0)
2 (t) ≡ 0. As we shall see
from these figures, more relaxed constraints on the control inputs lead to smaller terminal errors.
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Fig. 7. Fixed-endpoint control with the constraints ‖u1(t)‖2 ≤M and ‖u2(t)‖2 ≤M for M = 5, 10, 25, 50. The control law
for each case is computed by running the update rule in (16) for 1× 104 iterations, and (e1(T ), e2(T ))
′ represents the terminal
error computed by (e1(T ), e2(T ))
′ = (x1(T ), x2(T )− 1)
′.
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Fig. 8. Fixed-endpoint control with the constraints ‖u1(t)‖∞ ≤ M and ‖u2(t)‖∞ ≤ M for M = 5, 10, 25, 50. The control
law for each case is computed by running the update rule in (16) for 1 × 104 iterations, and (e1(T ), e2(T ))
′ represents the
terminal error computed by (e1(T ), e2(T ))
′ = (x1(T ), x2(T )− 1)
′.
B. Bilinear Ensemble Systems
In this section, we illustrate the application of the developed convex-geometric method to
find feasible controls for bilinear ensemble systems as presented in Section V. Our showcase is
the control of a sample of nuclear spins modeled by the Bloch equations that form a bilinear
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ensemble system [11].
Example 6 (Broadband Pulse Design). The evolution of an ensemble of nuclear spins obeys the
Bloch equations, given by
d
dt


x(t, ωi)
y(t, ωi)
z(t, ωi)

 =


0 −ωi u(t)
ωi 0 −v(t)
−u(t) v(t) 0




x(t, ωi)
y(t, ωi)
z(t, ωi).

 , (30)
where ωi ∈ [−1, 1] denotes the Larmor frequency of the i
th spin, i = 1, . . . , 41, and u(t) and
v(t) are radio-frequency fields (controls) applied to the y- and the x-axis, respectively. Here, we
consider the design of a broadband inversion pulse [4] that uniformly inverts the ensemble in
(30) from the identical initial state (0, 0,−1)′ to the identical target state (0, 0, 1)′ at time T = 1,
where ωi’s are uniformly sampled in [−1, 1].
To apply the integrated method involving the convex-geometric projection and the iterative
procedure presented in Section V to design a feasible control for the Bloch ensemble in (30),
we first rewrite its dynamics into a time-varying state-dependent linear ensemble form, that is,
d
dt


x(t, ωi)
y(t, ωi)
z(t, ωi)

 =


0 −ωi 0
ωi 0 0
0 0 0




x(t, ωi)
y(t, ωi)
z(t, ωi)

+


z(t, ωi) 0
0 −z(t, ωi)
−x(t, ωi) y(t, ωi)



u(t)
v(t)

 ,
.
= A(ωi)X(t, ωi) + B˜(X(t, ωi))U(t).
Then, we consider the iteration equation, as introduced in (23),
d
dt
X(k+1)(t, ωi) =A(ωi)X
(k+1)(t, ωi) + B˜(X
(k)(t, ωi))U
(k+1)(t), (31)
where k = 0, 1, 2, . . . denotes the iteration. Following the iterative method described in Section V
with the initial trajectory X(0)(t, β) generated by the initial control law U (0)(t) ≡ 0, a convergent
control-trajectory sequence, with the stopping criterion, maxωi‖X(T, ωi)−XF (ωi)‖2 < 5×10
−2,
is generated after 300 iterations, i.e., k = 0, 1, . . . , 300 in (31) and
{(U (k)(t), X(k)(t, ωi))} → (U
∗(t), X∗(t, ωi)),
where U∗(t) = (u∗(t), v∗(t))′ is the convergent feasible ensemble control law displayed in Figure
9a. In each control-trajectory iteration, the minimum-energy ensemble control law for the time-
varying linear ensemble in (31) is computed by applying the update rule in (11) for 1, 000 times,
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with the initial control functions u(0)(t) ≡ v(0)(t) ≡ 0. The resulting terminal errors and the
trajectories for each Bloch equation following (u∗(t), v∗(t))′ are shown in Figure 9b and 9c,
respectively.
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Fig. 9. Feasible control of an ensemble of Bloch systems. (a) A feasible ensemble control law obtained after 300 control-
trajectory iterations as presented in (24). (b) and (c) illustrate the terminal error and the trajectory of each Bloch system by the
application of the feasible ensemble control law in (a), respectively.
VIII. CONCLUSION
In this paper, we cast the problem of ensemble control design as a convex feasibility problem
in a Hilbert space and proposed a convex-geometric approach for a systematic design of feasible
and optimal controls for linear ensemble systems with or without constraints using the idea of
iterative weighted projections. This approach also enabled a rigorous procedure for numerical
evaluation of ensemble reachability and controllability for linear ensemble systems. This new
addition expanded the numerical scope for understanding the fundamentals of ensemble control,
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which was mainly considered solely for control design. In addition to tackling linear ensemble
systems, we proposed an iterated computational method combing the convex-geometric approach
into an iterative framework for finding feasible control of bilinear ensemble systems. Numerical
experiments were conducted to illustrate the applicability of the proposed convex-geometric
approach to the design of ensemble control signals for linear and bilinear ensemble systems as
well as to numerical verification of ensemble reachability and controllability.
APPENDIX A
PROOF OF THE WEIGHTED PROJECTION ALGORITHM
Now we consider the following two sets in product space Ω :
C = C1 × · · · × CN , (32)
D = {U ∈ Ω | u1 = · · · = uN}. (33)
Then
⋂N
i=1Ci 6= ∅ is equivalent to C ∩ D 6= ∅.
Since C1, . . . , CN is closed and convex, C is also closed and convex. D is a subspace of Ω ,
which is automatically closed and convex. Therefore the projections onto C and D, denoted as
PC and PD, are well-defined. We associate each u
(k) ∈ U with U˜ (k) := (u(k), . . . , u(k)) ∈ Ω .
Then we prove following the update rule in (8) to compute {u(k)}, the associated sequence of
{U (k)} satisfies
U˜ (k+1) = PDPCU˜
(k).
We first show that PCU˜
(k) = (PC1u
(k), . . . , PCNu
(k)). By the definition of projection, we have
PCU˜
(k) = argmin
V˜ ∈C
‖U˜ (k) − V˜ ‖Ω = argmin
V˜ ∈C
‖U˜ (k) − V˜ ‖2
Ω
.
By the definition of inner product on Ω , it holds that
‖U˜ (k) − V˜ ‖2
Ω
= 〈U˜ (k) − V˜ , U˜ (k) − V˜ 〉Ω
=
N∑
i=1
λi〈u
(k) − vi, u
(k) − vi〉U =
N∑
i=1
λi‖u
(k) − vi‖
2
U . (34)
Since each vi ∈ Ci ⊂ X , by the definition of projection on U , ‖u
(k)− vi‖
2
U ≥ ‖u
(k)−PCiu
(k)‖2U .
Hence in (34) can be bounded below by
‖U˜ (k) − V˜ ‖Ω ≥
N∑
i=1
λi‖u
(k) − PCiu
(k)‖2U . (35)
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We observe that PCiu
(k) ∈ Ci for all i, the equality in (35) can be achieved when V˜ =
(PC1u
(k), . . . , PCNu
(k)). Hence we conclude that PCU˜
(k) = (PC1u
(k), . . . , PCNu
(k)).
Next, we show that (uk+1, . . . , u(k+1)) = PDPCU˜
(k).
Denote W˜ = (w, . . . , w) = PDPCU˜
(k). We observe that D is a subspace in Ω . Hence it holds
that ∀s ∈ Ω , ∀t ∈ D, s−PDs ⊥ t. Now taking s = PCU˜
(k) and t = rW˜ , where r is an arbitrary
real number yields that
〈PCU˜
(k) − W˜ , rW˜ 〉Ω = 0. (36)
Substituting definition of inner product on Ω into in (36) yields that
N∑
i=1
λi〈PCiu
(k) − w, rw〉U = 〈
N∑
i=1
λiPCiu
(k) − w, rw〉U . (37)
Since in (37) holds for all r ∈ R,
∑N
i=1 λiPCiu
(k) − w must be 0, which implies that w =∑N
i=1 λiPCiu
(k). By the update rule in (8), it holds that u(k+1) =
∑N
i=1 λiPCiu
(k). Hence we have
w = u(k+1), which concludes that U˜ (k+1) = W = PDPCU˜
(k).
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