Abstract-The formulation of a wide variety of image recovery problems leads to the minimization of a convex objective over a convex set representing the constraints derived from a priori knowledge and consistency with the observed signals. In recent years, nondifferentiable objectives have become popular due in part to their ability to capture certain features such as sharp edges. They also arise naturally in minimax inconsistent set theoretic recovery problems. At the same time, the issue of developing reliable numerical algorithms to solve such convex programs in the context of image recovery applications has received little attention. In this paper, we address this issue and propose an adaptive level set method for nondifferentiable constrained image recovery. The asymptotic properties of the method are analyzed and its implementation is discussed. Numerical experiments illustrate applications to total variation and minimax set theoretic image restoration and denoising problems.
I. INTRODUCTION
A broad range of digital image restoration, reconstruction, and denoising problems can be formulated as constrained convex optimization problems of the form Find Ü £ ¾ Ë such that Â´Ü £ µ Ò Â´Ëµ (1) where Ë is a closed convex set in the standard AE-dimensional Euclidean space Ê AE describing image constraints derived from a priori knowledge and consistency with the observed signals, and Â Ê AE Ê is a convex function. Typically, the feasibility set Ë represents information known a priori about the image to be recovered and the physical system that generated the measured data [11] , [14] , [37] , [39] , [43] , while Â allows for the selection of an image in the feasibility set [5] , [12] , [14] , [27] , [29] , [31] , [35] .
The relative ease of implementation of smooth minimization methods has traditionally favored the use of differentiable objectives in (1), e.g., [5] , [9] , [12] , [27] , [38] . In recent years, however, it has emerged from various theoretical and experimental studies that nondifferentiable objectives were more appropriate in certain signal and image recovery problems, due in part to their ability to restitute sharp features [3] , [4] , [10] , [23] , [29] , [35] , [41] . As will be seen in Section V, nondifferentiable objectives also arise naturally in minimax formulations for inconsistent set theoretic image recovery problems. At the same time, there has been limited activity towards the design of J. Luo is with the Department of Electrical Engineering, City College and Graduate Center, City University of New York, New York, NY 10031, USA (e-mail ljian@ee-mail.engr.ccny.cuny.edu).
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reliable numerical algorithms for solving the nondifferentiable convex program (1) in the context of image recovery applications.
In nonsmooth optimization problems, gradients may not be defined and the usual recourse is to use subgradients. Unfortunately the latter contain much less information than the former and, for that reason, nonsmooth minimization problems must be tackled with specific algorithms. While it may be tempting to just employ a smooth optimization algorithm to solve (1) with a nondifferentiable objective, such a practice should be strongly discouraged as it may lead to dramatic failures [24] , [28] , [36] .
An alternative is to approximate Â in (1) by a smooth function and to employ a smooth minimization scheme to solve the approximate problem (this approach was adopted in the total variation problems of [10] , [41] ). Although conceptually simple, this smooth approximation approach has three serious shortcomings:
There is no systematic procedure to construct smooth approximations to nondifferentiable functions.
By smoothing the original objective, one forfeits the theoretical justification that precisely led to the selection of a nondifferentiable cost function since it is in general unclear how well a solution to the perturbed problem approximates, in a physically meaningful sense, those of the exact problem.
A good smooth approximation to a nondifferentiable function is "stiff", i.e., its gradient varies continuously but rapidly. As demonstrated in [24, Section VIII.3.3, Vol. I], stiff functions are hard to minimize via smooth optimization techniques and should actually be handled as nondifferentiable functions. For instance, the range of the step-size of the projected gradient method for solving (1) with a -Lipschitz objective is bounded by ¾ [7, Prop. 3.3.4] . As is large for stiff functions, the method is unviable numerically. 1 More technical pitfalls of smooth approximation techniques are discussed in [30] in the context of phase recovery problems. Other alternatives have been explored in specific signal recovery problems. For instance, in the quadratically constrained total variation image denoising problem of [35] , the scheme which is used is akin to a projected gradient method in which iterates are perturbed to avoid points of nondifferentiability. This heuristic approach is straightforward to implement but lacks a sound mathematical basis. In the quadratically constrained image restoration problem of [29] , a variant of the total variation objective led to an ½ problem that was solved by an affine scaling Newton method whose computational load is a handicap for large images. It should also be noted that several standard nonsmooth minimization methods are practical only in small-scale problems [24] , [36] and are therefore ruled out in image recovery applications.
The goal of this paper is to propose an implementable, practical, and reliable algorithm for solving the constrained image recovery problem (1) with nondifferentiable objectives. The principle of the proposed adaptive level set algorithm is common to several state-of-the-art schemes in nonsmooth optimization, e.g., [25] , [26] , that have evolved from Polyak's projected subgradient method [32] . Unlike the methods currently in use in image recovery, only mild assumptions on the objective Â (convexity) and the constraint set Ë (convexity and compactness) are required, and (1) is solved without being altered. As a result, the algorithm is applicable to a wide range of recovery problems. In addition, several aspects of the practical implementation of the algorithm are discussed, with special emphasis on stopping rules.
In Section II, the necessary mathematical background is briefly reviewed. We then describe Polyak's method itself as well as two variants that will be essential ingredients in the design of our algorithm. In Section III, we present the algorithm, establish its convergence, and discuss its implementation. We report on numerical applications to total variation image restoration and denoising in Section IV and to minimax set theoretic image restoration in Section V. Appendix A contains the proofs of technical results.
II. MATHEMATICAL FOUNDATION

A. Basic facts
We recall here some basic facts; details can be found in [24] , [33] , [34] . 
and the distance function ´¡ µ is convex and differentiable at
B. Subgradient projection
A tutorial account of subgradient projections can be found in [15] .
Let Â Ê AE Ê be a convex function, « a real number, and
As seen above, the situation ´Üµ ¼ may occur only when Ü is a global minimizer of Â. If Ð Ú « Â Ø, then «´Ü µ is the projection of Ü onto the closed halfspace À «´Ü µ. Since the computation of «´Ü µ requires only a subgradient ´Üµ (the gradient ÖÂ´Üµ, in the differentiable case) of Â at Ü, subgradient projections are significantly easier to implement than exact projections and have been used for solving a wide range of feasibility problems [6] , [14] , [15] . For subsequent use, we record the fact that subgradient projections satisfy a property akin to (2), namelý
C. Standing assumptions
Throughout the paper our assumptions regarding problem (1) are as follows. Â Ê AE Ê is a convex function and Ë is a nonempty compact convex subset of Ê AE . Consequently, « £ Ò Â´Ëµ ½ and the solution set Ë £ Ë Ð Ú « £ Â is compact, convex, and nonempty [33] . In addition, designates an arbitrary selection of Â.
D. Polyak's subgradient projection method
The subgradient projection method is governed by the iterative process
For this algorithm, a typical convergence condition on the step-
, [33] . This condition implies that the step-sizes must converge rapidly to zero, which translates into slow convergence. To circumvent this problem, Polyak proposed a different type of stepsizes under the assumption that the optimal value « £ Ò Â´Ëµ is known [32] , [36] . He showed that a sequence´Ü Ò µ Ò ¼ converging to some Ü ¾ Ë £ can be generated by (6) where´ Ò ¾ AEµ Ò ´Â´Ü Ò µ « £ µ ´Ü Ò µ . With these step-sizes, (6) be-
Polyak's algorithm consists in alternating a subgradient projection onto Ð Ú « £ Â and an exact projection onto Ë and is therefore a special case of the general subgradient projection schemes of [6] , [15] . Unfortunately, it is implementable only in those rare instances when « £ is known. When « £ is unknown, a general strategy is to replace (7) by the adaptive level set method
where´« Ò µ Ò ¼ is a sequence of level estimates [2] , [25] , [26] (cf. Fig. 1 ). If an upper bound « on « £ is available, an approximate solution to (1) can be constructed as follows. While these two theorems can usually not be used directly in practice for lack of a good approximation to « £ , they describe general principles that constitute the foundation of the algorithms presented in [20] , [25] , [26] and of the algorithm proposed in this paper.
III. ALGORITHM
A. Description
Adaptive level set methods are based on the following principle. Let « be a guess of the optimal level value « £ . Then (cf. 
As we shall see, with such a construction, « Ò approaches « £ from above whereas Ò approaches ¼ from above. Whence, « Ò approaches « £ . In view of (10)- (11) and the fact that the update Ò·½ Ò takes place only if infeasibility Ë Ð Ú «Ò Â Ø (« Ò « £ ) is detected, the occurrence of the inequality Ò can be used as a termination criterion, where ¼ is a preset tolerance on « £ (cf. proof of Theorem 4). As seen in Section II-A, if ´Ü Ò µ ¼, then Ü Ò is a global minimizer of Â and a fortiori a solution to (1), which justifies using ´Ü Ò µ ¼ as a second stopping rule. On the other hand, if ´Ü Ò µ ¼, since Â´Ü Ò µ « Ò by (9) and (11), (4) Step 1. If Ò , terminate.
Step 2. Obtain Ò ¾ Â´Ü Ò µ. If Ò ¼, terminate.
Step 3. Set « Ò « Ò Ò .
Step
Step 5. If Ë Ð Ú «Ò Â Ø is detected, go to Step 6; Otherwise, go to Step 7. 
Thus, if we define the infeasibility gap at iteration Ò by AE Ò « £ « Ò , any undetected infeasibility leads to another infeasibility with a gap AE Ò·½ at least as wide. Our basic premise is that every infeasibility can be eventually detected in the sense that
It will be justified by concrete detection rules in Section III-C.1.
B. Main result
Our main result states that Algorithm 3 produces a signal in Ë that satisfies any preset tolerance on the constrained objective, i.e., an approximate solution to (1) that is feasible and can be made arbitrarily close to optimal.
Theorem 4 Fix
¼. Then, under assumption (14) , Algorithm 3 generates a point Ü Ò in Ë such that Â´Ü Ò µ « £ · .
C. Implementation
The implementation of Algorithm 3 is straightforward except for the infeasibility detection condition (14) and the computation of the projection onto Ë. We now address these issues.
C.1 Infeasibility detection
Given « Ò « £ , the problem is to devise a numerical scheme to detect Ë Ð Ú « Ò· Â Ø for some ¾ AE. We shall denote by Ð Ñ the smallest integer in AE Ñ , i.e., the index of the iteration of the Ñth infeasibility detection. We also need to define (cf. Fig. 1 Step 2. Obtain Ò ¾ Â´Ü Ò µ. If Ò ¼, terminate.
Step 4. Set Û Ü Ò ·´« Ò Â´Ü Ò µµ Ò Ò ¾ , Ü Ò·½ È Ë´Û µ, and · Û Ü Ò ¾ · Ü Ò·½ Û ¾ .
Step 5. Set ¬ Ý Ü Ò·½ . If ¬´¾ ¬µ go to Step 6;
Otherwise, go to Step 7. Step 6. Set Ò·½ Ò , « Ò·½ « Ò , Ü Ò·½ Ü Ò , Ò Ò · ½, and go to Step 1.
Step 7. Set Ò·½ Ò , « Ò·½ Ñ Ò Â´Ü Ò·½ µ « Ò , Ò Ò · ½, and go to Step 2.
C.2 Projection onto Ë
As with any variant of the projected subgradient algorithm, the performance of our algorithm is sensitive to the cost of computing the projection onto the feasibility set Ë at Step 4. If Ë is derived from a single constraint, the projection onto it is often known in closed form (see [14] , [37] , [43] for standard examples). On the other hand, if Ë is specified as an intersection of closed convex sets´ µ ½ Ö , the projection problem must be decomposed into elementary problems relative to each . Several iterative methods of this type were reviewed in [12] , which require only the ability to project onto each set individually and have essentially the same numerical complexity as the cyclic projection (POCS) method of [8] (see also [43] ).
When the projectors onto the individual sets´ µ ½ Ö cannot be implemented in a straightforward fashion, these methods may be demanding numerically and one should turn to the method recently proposed in [16, Section 6.5] , which requires only subgradient projections and can therefore construct the projection onto Ë quite efficiently.
D. Comparisons with existing level set methods
Although the general structure of Algorithm 3 is akin to that of those presented in [20] , [25] , [26] , it differs from these algorithms in several respects. In the algorithm proposed in [20] , the level « Ò is of the form (11) and « £ ½ is allowed. However, since the update of Ò is not based on infeasibility detection as in Algorithm 3, it is not clear how to devise a tractable termination rule. On the other hand, the algorithm proposed in [25] features a different scheme to implement infeasibility detection at Step 5. Finally, in [26] , instead of using the subgradient projection «Ò´Ü Ò µ at Step 4, the projections onto successive approximations to Ð Ú «Ò Â derived from several accumulated subgradient of Â or their aggregates are used. We emphasize that, sincé
our detection rule (16) is tighter than that of [25] , namely, È Ò ÐÑ « ´Ü µ Ü ¾ ¾ Ñ . It is also tighter than that of [26] , namely, È Ò ÐÑ , where
IV. APPLICATION TO TOTAL VARIATION IMAGE RECOVERY
A. Total variation
Under suitable assumptions (cf. [19] for theoretical details), the total variation of a real-valued function Ü defined on a smooth open subset ª Ê ¾ is Â ØÚ´Ü µ ª ÖÜ´ µ ¾ (19) where ¡ ¾ denotes the Euclidean norm in Ê ¾ . This function has been proposed in [35] as an optimality criterion for image denoising and then used as an optimality criterion for image restoration, e.g., [1] , [10] , [29] , [41] . The motivation for minimizing Â ØÚ in such problems lies in that it does not penalize discontinuities and tends to preserve the location of the edges of the original image. It is therefore appropriate for piecewise smooth images and, in particular, for images that have block features [10] , [35] , [41] . Now consider a compactly supported two-dimensional image Ü which has been discretized on an Å ¢ Å grid. The total variation of the discretized image matrix Ü ¾ Ê Å¢Å can be obtained through the approximations
where Ü denotes the´ µth pixel of Ü. Taking into account boundary effects, the total variation of Ü is defined as
To study the properties of Â ØÚ it is more convenient to employ the usual column stacking isometry Ü °Ü ·Å [5] and deal with Ü as a vector in Ê AE , where AE Å ¾ . In turn, upon intro- 
Step 2 of Algorithm 6 requires the computation of a subgradi- 
A term of the form Ä Å ½ Ü Ò (resp. Ä Å ½ Ü Ò ) can be treated similarly: if condition (b) (resp. (c)) holds, ¼ is an acceptable subgradient and the contribution of Ä Å ½ Ü Ò (resp. Ä Å ½ Ü Ò ) may therefore be ignored; otherwise, the contribution is simply Ö Ä Å ½ Ü Ò (resp. Ö Ä Å ½ Ü Ò ).
B. Experiments
In this section we consider image restoration and denoising problems in which the degradation model is given by Ý ÄÜ · Ù. In this model Ü, Ý, and Ù are, respectively, the original image, the recorded image, and the additive noise, while Ä is a known linear operator which reduces to the identity operator in denoising problems. The images have size ½¾ ¢ ½¾ and are column-stacked to be represented in Ê AE (AE ½¾ ¾ ). In each experiment, the statistical hypotheses on the components of Ù are used to construct the closed and convex constraint set [18] , [39] Ë ¨Þ ¾ Ê AE ÄÞ Ý ¾ AE ©
If Ä is not invertible, Ë is not bounded, which, strictly speaking, violates the compactness assumption of Section II-C. However, to comply with this assumption, it will suffice to replace Ë by Ë, where is a large closed ball. Knowing that the original image has block features, the total variation objective is chosen as the optimality criterion. The image restoration/denoising problem then takes the form of the constrained total variation minimization program
We solve this program with Algorithm 6. Let us emphasize that in the literature the standard approach to solve (24) is to modify it in order to apply a conventional algorithm e.g., [10] , [29] , [35] , [41] . Here, there is no need to simplify, approximate, or otherwise alter (24) since Algorithm 6 can handle it as is.
Algorithm 6 is initialized with Ú ¼, ¾¼¼, and ¼ .
In the restoration experiment, the degraded image of Fig. 4 is obtained by convolving the original image shown in Fig. 3 with a ¢ uniform blurring kernel and adding zero mean Gaussian white noise. The blurred image-to-noise ratio is 23.25 dB and the projector È Ë is implemented by the method described in [39] . The restored image is shown in Fig. 5 . In the denoising experiment, the noisy image shown in Fig. 6 is obtained by adding a zero mean Gaussian white noise to the original image shown in Fig. 3 . The image-to-noise ratio is 5.65 dB and È Ë is simply the projector onto a closed ball, e.g., [14] . The denoised image is shown in Fig. 7 .
V. APPLICATION TO MINIMAX SET THEORETIC IMAGE RECOVERY
A. General principle
The convex feasibility approach in image recovery consists of finding an image that satisfies all the convex constraints the image to be estimated is known to possess [11] , [14] , [37] , [39] , [43] . If´Ë µ ¼ Ñ are the closed convex subsets of Ê AE representing these constraints, the problem is to
Since the constraint sets may be constructed from inaccurate a priori information and uncertain measurements, the convex feasibility problem (25) may turn out to be inconsistent, i.e., Ì Ñ ¼ Ë Ø [13] , [17] , [21] , [42] . It was shown in [17] that the two distinct approaches to inconsistent signal set theoretic problems of [21] , [42] on the one hand, and [13] on the other hand, could be unified and extended through the single formulation (26) is therefore an image that satisfies exactly the hard constraint and that best satisfies, in a least square distance sense, the soft constraints.
In some problems, a more conservative handling of constraint inconsistency may be more appropriate. Thus, instead of minimizing the average square distance to the soft constraint sets, one may seek to minimize the worst soft constraint violation. This is tantamount to replacing (26) by Find Ü £ ¾ Ë ¼ such that Â Ñ Ü´Ü £ µ Ò Â Ñ Ü´Ë¼ µ (27) where Â Ñ Ü Ü Ñ Ü ½ Ñ ´Ü Ë µ. Henceforth, we denote by´È µ ¼ Ñ the projectors associated with´Ë µ ¼ Ñ . On the basis of the above result, the computation of «Ò´Ü Ò µ, as needed at Step 4 of Algorithm 6, is quite straightforward and requires only the projection of Ü Ò onto any of the most remote sets. Indeed, take an arbitrary Ò ¾ Á´Ü Ò µ. Then Â Ñ Ü´ÜÒ µ ´Ü Ò Ë Ò µ and it follows from Proposition 7 that we can for
Step 2. Consequently, Step 4 can be executed as
B. Connections with other image recovery algorithms
We describe two instances in which we can set « Ò ¼ in Algorithm 6. In view of (28) , it therefore reduces to the alternating projection scheme
B.1 Two-set inconsistent problems
Suppose that Ñ ½ in (27) , i.e., there is only one soft constraint. This type of two-set inconsistent signal feasibility problem was first investigated in [21] . Here, Â Ñ Ü Ü ´Ü Ë ½ µ, which is differentiable outside Ë ½ (cf. (3)). It can then be shown that (27) is equivalent to a fixed point problem, which allows us to set « Ò ¼ [17] . Thus, we recover (29) with Ò ½, i.e.,
This is precisely the algorithm described in [21] and further discussed in [42] to construct an image in Ë ¼ which lies at minimum distance from the images in Ë ½ (see also [22, Thm. 2] ).
B.2 Consistent problems
Suppose that we are dealing with a consistent set theoretic recovery problem of type (25) where Ò Ò´modulo Ñ µ · ½ (33) which was popularized by [43] and became known as POCS in the signal processing community.
C. Experiment
As in Section IV, all images have size ½¾ ¢ ½¾ and are column-stacked to be represented in Ê AE (AE ½¾ ¾ ). The original image Ü of Fig. 8 is degraded by convolutional blur with a uniform ¢ point spread function and addition of noise. The noise samples are distributed in the interval ¼ Ê℄ (Ê ) and the resulting blurred image-to-noise ratio is 33 dB. The degraded image Ý is shown in Fig. 9 . It can be written as Ý ÄÜ · Ù, where Ä is the AE ¢ AE block-Toeplitz matrix associated with [5] and Ù is a noise vector.
Let us now construct the constraint sets for this problem. 
