We propose a method for the implementation and analysis of real-time systems, based on the compilation of specications into extended automata. Such a method has been already adopted for the so called \synchronous" real-time programming languages.
Introduction
The development of real-time systems as it is practiced today, is characterized by the lack of rigorous design methods and supporting tools. Real-time systems designers often pass directly from an informal specication to an implementation in a low level language.
Assuming that design errors are an important source of failure, it happens that validation and debugging become dicult to perform, system reliability becomes hard to estimate and, consequently, development costs grow.
It is generally admitted that existing real-time asynchronous programming languages have aws that make their use in a rigorous design approach inconvenient. For instance, in a language like ADA, the language constructs for expressing timing constraints have ambiguous semantics. No precise assumption is made about how time progresses with respect to program execution. In particular, it is not specied how event occurrences correspond to time instants or how the durations of statements are determined. Indeed, the behavior of a program is highly dependent on the compiler and the hardware.
To meet the requirements for a rigorous development method, a new family of synchronous programming languages have been proposed, namely Lustre [CHPP87] , Esterel [BC85] , Signal [GBBG85] and Statecharts [Har87] . These languages adopt precise timing assumptions. All components are driven by a common global clock. The duration between two successive clock ticks is chosen as the time unit, and a program run is a sequence of one time unit steps. In each step the program reads its inputs and then modies its state faster than any environment. Such an assumption naturally induces a notion of discrete abstract time and allows the denition of simple unambiguous semantics.
For synchronous languages, fair development facilities are commercially available, such as compilers generating ecient code and tools for verifying that the implementation meets some safety requirements.
The compilers produce object code in the form of extended automata, i.e., nite-state automata whose transitions are labeled with guarded actions (data transformations). A transition is executed if the associated guard is true. The resulting state is obtained by performing the corresponding move and transforming data accordingly. Ecient deterministic executable code can be generated from this kind of automata, and some validation and analysis techniques can be applied. An advantage of this approach is that the description analyzed is very close to the implementation.
Although synchronous languages have been proven useful for programming real-time systems, their use as specication formalisms is limited to clocked systems, where the delay between two events is given by the number of ticks between them.
Modeling asynchronous systems requires dense-time domains allowing events to happen arbitrarily close to each other. The need of a dense-time model has been well discussed in [Alu91] . It comes out that when analyzing asynchronous systems the results obtained in the dense-time model dier from those in discrete-time [Alu91, NSY91] .
Our aim is to show that the approach adopted for synchronous languages, i.e., compiling specications into automata, for then generating executable code and applying verication techniques, can be extended to an arbitrary time domain, either discrete or dense.
First, we propose a language for specifying real-time systems. The interesting features of the language are the timeout and watchdog constructs introduced to describe timing constraints. Besides, standard language constructs such as prexing by actions and parallel composition are supplied. Second, a formal operational semantics for a generic time model is dened in terms of labeled transition systems.
The main result of this work is that this language can be compiled into extended automata with timers, also called timed graphs [ACD90, NSY91] or timed automata [Alu91] , where the dierence with standard extended automata is that timers are variables that at a given state increase at the same rate. A timer can be set to zero simultaneously with any transition. At any instant, the value of a timer is equal to the time elapsed since the last time it was reset. Transition guards are timing constraints.
In contrast to the semantics used for synchronous languages, the time between two consecutive transitions can be arbitrarily small. It is possible to generate executable code from those automata. Furthermore, properties expressed in a real-time temporal logic like TCTL [Alu91] can be veried by standard model-checking [ACD90, Alu91] or by applying symbolic model-checking techniques [HNSY92] . This paper is organized as follows. In Section 2, we describe a model for abstract time. In Section 3, we propose the specication language and the underlying operational semantics. An example of a CSMA/CD protocol is used to illustrate the expressive power of the language. In section 4, we dene extended automata with timers and, as example, we show the automata for the CSMA/CD protocol entities. The central issue of this section is the principle of the translation method into extended automata. We briey discuss the architecture of the compiler that has been implemented and show the performance results achieved for several specications. Section 5 is devoted to verication of real-time properties. We show some experimental results concerning the verication of several real-time properties of the CSMA/CD protocol. These results have been obtained using a model-checker implementing the algorithm given in [HNSY92] .
A model for abstract time
We assume that a real-time system is the composition of communicating processes. A system may evolve either by performing an action, that is a discrete state change, or by letting time pass.
In general, an action is the result of a communication. An important assumption guaranteeing consistency is that time progresses synchronously for all processes, i.e., time increases by some value d 2 D if all the processes agree to do so.
A run of the system is a sequence of two-phase steps: in the rst phase ' 1 , components may execute, either independently or in cooperation, a nite though arbitrarily long sequence of instantaneous actions. In the second phase ' 2 , components coordinate to let time progress by some nite or innite amount. A new step begins when the second phase terminates. Figure 1 illustrates this principle for two interacting processes.
Figure 1: Two-phase functioning.
The functioning described combines both synchronous and asynchronous cooperation in two alternating phases: one where all the components agree for the time to progress, and an eventually terminating asynchronous computation phase during which time does not progress.
Most modes of cooperation of concurrent systems can be obtained by simplifying this functioning scheme. In the so called asynchronous cooperation, only the phase ' 1 exists. In synchronous languages, a step corresponds implicitly to one time unit and only the nal state reached at the end of an asynchronous computation phase can be observed. This state is obtained by composing the eects of the actions performed in ' 1 .
Such a mode of two-phase functioning is quite appropriate and natural for modeling real-time systems. For instance, the functioning of hardware and of systems for real-time control ideally follows this principle: a phase of asynchronous evolution is followed by a phase in which conceptually time progresses.
This allows to correlate the speeds of the components, since the ow of the asynchronous computations can be cut by phases where time progresses. Furthermore, it introduces a concept of duration for an execution step and allows to assign durations to sequences of actions.
One might object that this two-phase functioning assumption cannot faithfully model real systems where actions always take some non-zero time. But in fact, interesting consequences of this assumption are the following: 3 A real-time specication language
In this section we dene the syntax and semantics of our specication language which is a version of the process algebra ATP [NRSV90, NS90, NSY91, Nic92] . ATP is extensively studied in [NS90] and more recently in [Nic92] , where a complete and sound axiomatization is provided. ATP is compared with other real-time process algebras in [NS91] .
3.1
Syntax and semantics Let P roc be a set of names for processes. The syntax of the language is dened by the following grammar:
S ::= spec Y 1 eqns Y 1 = P 1 ; 1 1 1; Y n = P n comm a 1 ja 2 = a 3 ; 1 1 1 ceps where for all 1 i n, Y i 2 P roc and P i is a term of the form: P ::= idle j Y j aP jãP j P timeout(d) P j P watchdog(d) P j P + P j P jjP j restrict H in P with Y 2 P roc, a 2 Act, d 2 D 0 f0g and H Act. The keyword comm is followed by a list of equalities of the from a 1 ja 2 = a 3 which denes the communication function.
We call T erms the set of terms produced by the grammar starting at the non-terminal S such that every process name Y appearing in the right-hand side of an equation belongs to fY 1 ; 1 1 1 ; Y n g. In addition, every recursive instantiation of a process is guarded by an action or by a timeout() or a watchdog() construct (called time operators) and recursion is not allowed through jj, restrict in and watchdog () constructs.
We give now the semantics of our language. The meaning of the specication spec Y 1 eqns Y 1 = P 1 ; 1 1 1 ; Y n = P n comm a 1 ja 2 = a 3 ; 1 1 1 ceps is a transition system hTerms; !; P 1 i, where ! T erms 2 (Act [ D 0 f0g) 2 T erms is dened by the inference rules below.
1. idle denotes the process that does nothing but letting time pass.
[ 3. The timeout is a very common real-time construct. Timeouts are widely used in real-time systems to safeguard one part of the system against malfunctioning of another part. A timeout is generated at the end of a period of time in which a certain event has not occurred. The timeout is a built-in construct of our language. The process P timeout(d) Q behaves as P if P performs an action before a time d. Otherwise, it behaves as Q. Figure 2 shows the transition systems representing the process P timeout(1) Q for dierent time domains.
[to1]
P a ! P 0
4. In many cases, the execution of a process is monitored by a watchdog timer. The process sets the timer and it should reset it before the timer expires. When the process does not succeed in resetting the timer in time, the process is halted by a signal from the watchdog timer. The watchdog is also a built-in construct. The process P watchdog(d) Q behaves as P during a time equal to d. At time d, P is stopped and Q is started. Notice that P is stopped whether it performed an action or not. However, P may cancel the watchdog to avoid being halted, by performing the special internal action cancel. Since watchdogs may be nested, the eect of a cancel action is restricted only to the innermost watchdog construct embedding it. This is specied by rule [wd2] where to limit the eect of canceling the internal action 6 = cancel is used.
[wd1]
P a ! P 0^a 6 = cancel
Rules [to4] and [wd4] are necessary to ensure time additivity [NSY91, NS91, Nic92]. 5. The non-deterministic choice P + Q behaves either like P or like Q, but only with respect to actions.
In the case of time, we require that P + Q can wait a time d if and only if both P and Q can do so. The rule [+3] guarantees that the systems described are deterministic with respect to time.
[+1]
P a [rest] We illustrate the application of our specication language with an example.
3.2
Example: the CSMA/CD protocol
The Carrier Sense, Multiple Access with Collision Detection protocol, or CSMA/CD for short [IEE85, Tan89] , is widely used on LANs in the MAC sublayer. The informal specication of the CSMA/CD protocol is the following. When a station has data to send, it rst listens to the channel. If it is idle (i.e., no other station is transmitting), the station begins sending its message. However, if it detects a busy channel, it waits a random amount of time and then repeats the operation. When a collision occurs, because several stations transmit simultaneously, then all of them detect it, abort their transmissions immediately and wait a random time to start all over again. If two messages collide then they are both lost.
The propagation delay of the channel plays an important role in the performance of the CSMA/CD protocol. Let be the time for a signal to propagate between the two farthest stations. Suppose that at time t a station begins sending a message. Thus, within the time interval [ t ; t + ), it is still possible that some other station transmits if it has data, causing a collision. However, after time t + , the channel will be sensed busy by all the stations until the current message is delivered. Hence, the maximum time the channel could be sensed idle by any station, after the beginning of a transmission, is .
In case of collision, each station waits randomly a time between 0 and 2 before trying again. Assume that only messages of equal length are sent and let be the time to send a message. Then, if no collision occurs, a message will be completely delivered in a time equal to + . For instance, for a 10Mbps Ethernet with a typical worst case round trip propagation delay of 51:2s, we set 2 to be 51:2s and for standard frames of 1024 bytes, is approximately 782s.
A specication of a CSMA/CD protocol using CCS is given in [Par86] , where only the untimed behavior is modeled. Timing constraints are modeled in [Han91] , where a simplied discrete-time version is provided.
Here we specify a CSMA/CD protocol by focusing on timing constraints. For simplicity, we suppose that only two stations are connected and that a single error-free bidirectional channel is available for all communications. Only sending of messages is modeled and no buering is allowed.
The protocol is the parallel composition of two senders and a medium. The actions ready and busy are used to indicate that the channel is idle or transmitting, respectively. The beginning of a transmission is indicated by beg and the end by end. A collision is denoted by cd. Indexes are used to distinguish between the two senders. The specication of the ith sender is: The behavior of the medium is as follows. Initially, it is ready and it can accept a message from any sender. Suppose that one sender begins transmitting. There is a time interval of length within which the medium can accept data from the other sender, causing a collision. This is modeled with a watchdog which is canceled when a collision occurs. In the case of a collision, it takes time to the medium to propagate it. This is naturally modeled with a timeout. If no collision occurs, the medium waits for the terminating signal. When it arrives, it waits and then returns to the initial state, ensuring that the frame is completely transmitted in time + . 
The set 8 of timing constraints is generated by the following grammar:
::= x + n m j n x + m j x + n y + m j : j 1^2 where x; y 2 X and n; m 2 N.
Notice that other timing constraints like x = 2 or x > 1 can be obtained as abbreviations. The values of all the timers increase uniformly with time and, at any instant, the value of a timer is equal to the time elapsed since the last time it was reset. The automaton can perform a move only if the timing constraint associated to the edge is satised by the current values of the timers. The automaton may stay at a given state s but it cannot let time pass beyond the bound imposed by the associated safety timing constraint act(s). At any instant, the state of the system can be fully described by specifying the current state of the automaton and the value of all its timers. The operational semantics of a timed automaton is a labeled transition system whose states belong to S 2 V and whose transitions are labeled either by actions or by positive time values. A transition corresponds either to the move of the automaton through an edge at a particular instant of time or simply to the fact that time progresses, while the automaton remains at a state. Notice that these transition systems are the same as the ones used in the operational semantics of the specication language.
Thus, the transition system of a timed automaton is hStates; !; q 0 i, where States Notice that the rst rule asserts that a transition can be executed only if the current valuation of the timers satises the constraint associated to the corresponding edge. The second one permits the system to stay in the same state simply by letting time pass, provided that the timing constraint associated to the state remains true.
An example
We illustrate the application of timed automata with an example. We present here the timed automata for the senders and the medium of the CSMA/CD protocol. By convention, we do not give the constraint associated to an edge (or to a state) when it is true for any timer valuation. A list of assignments of the form x := 0 is used to represent the set of timers to be reset by a transition. The timed automaton of the ith sender is shown in gure 3. The behavior of the sender is modeled by a timed automaton with a single timer x i . The initial state is s 0 i . The sender stays in state s 0 i until it receives a message to deliver. Then, it tests the bus to see if it is ready or busy. In the rst case, it begins sending. Otherwise, it waits a random time less than or equal to 2 for a new attempt. Notice that in both cases, the timing constraints labeling the corresponding edges force the test to be done without delay since they require the timer x i to be equal to zero. Once the transmission is started, it will take the sender a time to complete it. Meanwhile, a collision may occur forcing the sender to wait for a while until a new attempt.
The medium is modeled by the timed automaton shown in gure 4. Again, it has only one timer. At the initial state m 0 , it is ready to be engaged in the transmission of a message. If one of the senders starts sending, the medium sets to zero the timer x m . While x m is less than , the bus is sensed idle for the other sender. When the value of x m equals , the automaton performs an internal move labeled i to a state where it waits for a termination signal from the transmitting sender and it responds busy to the other one. When the end of the message arrives, the medium sets to zero its timer just to wait until . When the value of x m is equal to the transmission is completed and it returns to the initial state.
Notice that there is an immediate correspondence between the specication of the sender and the timed automata of Figure 3 . However, this correspondence is not obvious in the case of the medium, due to the presence of watchdogs in the specication.
4.3
The principle of the translation method A formal method for translating the specication language into timed automata has been presented in [NSY91, Nic92] . We give hereafter the principle of this method which consists in dening the constructs of the specication language on timed automata. For this we consider the following grammar: The set of rules above allow to compose timed automata with the constructs of our specication language. In a sense, they dene an algebra of timed automata. A complete translation scheme is given in [NSY91, Nic92] . However, rules 1 to 6 clearly illustrate the central idea of the method. In [Nic92] it is shown that the restrictions imposed to recursive instantiation of processes in the specication language in Section 3, ensure that the timed automaton of a term is dened and nite. The proof of correctness of the translation relies on the denition of an equivalence relation between transition systems, that appropriately handles the transitions labeled by the silent action i, introduced by the translation method. The proof of correctness is given in [Nic92] .
4.4
The compiler
The semantics given to the composition operators captures exactly the desired behavior of the composed automaton. Indeed, it is possible to build an interpreter to carry out the composition of timed automata following those rules. This approach is straightforward and ensures correctness of the translation, but this direct implementation is likely to be inecient since, for instance, the constructed automaton has too many states and timers. In fact, it is very important to reduce the number of states and timers since the complexity of the analysis techniques strongly depend on this parameter [ACD90, Alu91, HNSY92] . For this reason, we have developed a compilation scheme, based on an ecient algorithm for constructing timed automata [Yov91] . Designing and writing an ecient compiler requires a decomposition and analysis of the translation which are not described by the rules. The main idea of the method is to discover the relations that exist between timers. These relations are computed statically, i.e., analyzing the syntactic structure of the specication.
Specications are not directly translated into timed automata. A stepwise transformation scheme is applied instead. This approach has been successfully implemented before for generating transition systems from LOTOS specications [Gar89] .
The compilation method uses an intermediate model, called graph of timers, which is described by a nite set of timers (the nodes), a nite set of edges coding relations between timers and a set of initial timers. Front-end The front-end performs standard syntactic and semantic analysis, expands recursive denitions and constructs an attributed abstract-syntax tree, where timers are associated to actions, timeouts and watchdogs.
Graph construction The construction of the graph of timers is done in two steps. First, the graph is constructed following a syntax-driven translation scheme. The second step computes the graph closure taking into account the semantics of the time constructs.
Optimization The set of timers of the automaton can be reduced to be the set of timers associated to timed constructs and one extra timer for immediate actions. Furthermore, it is possible to detect which pairs of timers will never be active simultaneously, in which case only one timer could be used instead of two. The optimization phase reduces the number of timers by applying standard techniques for the allocation and assignment of registers during code generation [ASU86] .
Generation of the timed automaton The generation phase constructs the corresponding timed automaton by performing some kind of reachability analysis. A state of the automaton is a set of timers. The initial state is the initial set of the graph of timers. The generation phase mainly consists of three components. The rst one computes, for a given state of the automaton, the outgoing transitions and successor states. This computation takes into account the subgraph of the graph of timers induced by the current state. The second component is the management of a fast-access extensible hash-table for storing and searching states. The third one consists in the breadth-rst construction of the automaton, starting at the initial state.
The current version of the tool is made up of approximately 11,000 lines of C code. It has not been yet used to compile large specications. However, the performances achieved for the examples considered appear to be satisfactory. The results obtained for CSMA/CD protocol, the login procedure [NS90] , the alternating bit protocol [Tan89, NS90] , and an aircraft engine controller [Jac89] that there is a computation where the proposition p eventually holds, but it does not allow to put a bound on the time at which p will become true. Let P be a nite set of atomic propositions. The formulas of TCTL are dened by the following grammar:
::= p j : j 1 _ 2 j 1 9U #n 2 j 1 8U #n 2 where p 2 P , n 2 N and # stands for one of the binary relations <, , >, or =.
Intuitively, 1 9U #n 2 means that there exists a computation with a nite prex such that 2 Example 5.1 We illustrate the application of TCTL by specifying some properties of the CSMA/CD protocol. Let init be an atomic proposition which is true in the initial state of the timed automaton and false otherwise.
1. Clearly, every well-dened timed specication must satisfy the property that time may always progress. This property is expressed by the formula [HNSY92]:
[timeprog] init ) 8293 =1 true:
2. The second property is a progress property stating that whenever a sender has a message to transmit, there exists a successful transmission:
[transmit] init ) 82(send i ) 93end i );
where send i and end i are atomic propositions meaning that the i-th sender has data to send and that the message has been successfully delivered, respectively. 3. The last property states that whenever both senders begin transmitting, a collision is inevitably detected within time units:
[collision] init ) 82((transmit 1^t ransmit 2 ) ) 83 coll):
TCTL formulas are formally interpreted over the sequences of states generated by the transition system of the timed automaton. The formal denition of the satisability of TCTL formulas is given in [HNSY92] .
Model-checking is a method for verifying whether a system satises a property expressed as a formula of a logic, by evaluating the meaning of the formula on a model of the system. Usually, model-checking algorithms determine the states that satisfy the formula by a graph-theoretic analysis of the state space. This technique has been successfully used for the automatic verication of concurrent systems, in particular for CTL [QS81, EC81, CES86, BCD*90].
Model-checking can also be applied for verifying whether a real-time system, modeled as a timed automaton, satises a real-time property expressed in TCTL [ACD90, Alu91, HNSY92] .
The meaning of a formula is the set of states satisfying it. The density of time causes the state space to be innite. However, it is shown in [HNSY92] that the meaning of a TCTL formula can be characterized by predicates over atomic propositions and timers. Furthermore, the meaning of a formula can be computed as the xpoint of a functional, dened in terms of a kind of next-time predicate transformer extracted directly from the timed automaton. This xpoint is computed iteratively and the iteration always terminates.
We have implemented a verication tool which checks the validity of a TCTL formula with respect to a given timed automaton. This tool is based on the symbolic model-checking algorithm presented in [HNSY92] . The main dierence with the graph-theoretic model-checking algorithm given in [ACD90] is that our method does not require the construction of the \region graph" of equivalent classes of states, which grows exponentially not only with the number of components of the system, but also with the number of timers and the magnitude of time constants. The main interest of this verication method is that it can be fully automated. Table 2 
Conclusion
This paper shows how existing techniques and formalisms can be integrated in an unied approach for the specication, analysis and implementation of real-time systems. We propose a simple language without data which can be considered to be the extension of a standard language for the specication of communicating systems, by adding timeout and watchdog constructs. Experimenting this language on various case studies has shown that it allows a natural expression of timing constraints, especially due to the watchdog construct.
The key issue is that real-time specications can be compiled into extended automata. These automata are powerful but simple enough to allow both ecient generation of executable code and the application of several analysis techniques. This approach has been already applied to synchronous languages. We show that it can be extended for arbitrary time domains, in particular for dense time.
Our main result is that the control of a specication in our language is nite-state and, furthermore, the complexity of its corresponding extended automaton is independent of the values of the time parameters of timeouts and watchdogs. This makes the verication of real-time systems with arbitrarily large time parameters feasible. In fact, the compilers of languages like Esterel either generate explicitly the tick transitions, or consider the timers to be arbitrary program variables. In the former case, the complexity of the automaton generated depends on time parameters, in the latter, there is no specic treatment of these control variables.
Another important dierence with the synchronous approach is that in extended automata generated by the compilers, a transition corresponds to one time tick. In our model, the time elapsed between two successive transitions can be arbitrary. That is, the underlying execution mode is \step-by-step" in the synchronous case, while an \event-driven" execution should be envisaged in the case of timed automata, since no assumption is made about the time domain. From a given state, the times of occurrences of enabling events can be computed for the outgoing transitions; arbitrary choices can be made in case of non determinism. Adopting event-driven execution leads in principle to more ecient simulation or implementation methods which are currently under study.
Finally, compiling into timed automata allows the application of various analysis techniques. These techniques are not yet thoroughly studied. However, the experimental results about the symbolic modelchecking method are very promising. We believe that they are applicable to non-trivial real-time systems.
