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ABSTRACT
Context. The bulk density of an asteroid informs us about its interior structure and composition. To constrain the bulk density, one
needs an estimated mass of the asteroid. The mass is estimated by analyzing an asteroid’s gravitational interaction with another
object, such as another asteroid during a close encounter. An estimate for the mass has typically been obtained with linearized least-
squares methods, despite the fact that this family of methods is not able to properly describe non-Gaussian parameter distributions. In
addition, the uncertainties reported for asteroid masses in the literature are sometimes inconsistent with each other and are suspected
to be unrealistically low.
Aims. We aim to present a Markov-chain Monte Carlo (MCMC) algorithm for the asteroid mass estimation problem based on asteroid-
asteroid close encounters. We verify that our algorithm works correctly by applying it to synthetic data sets. We use astrometry
available through the Minor Planet Center to estimate masses for a select few example cases and compare our results with results
reported in the literature.
Methods. Our mass-estimation method is based on the robust adaptive Metropolis algorithm that has been implemented into the
OpenOrb asteroid orbit computation software. Our method has the built-in capability to analyze multiple perturbing asteroids and test
asteroids simultaneously.
Results. We find that our mass estimates for the synthetic data sets are fully consistent with the ground truth. The nominal masses for
real example cases typically agree with the literature but tend to have greater uncertainties than what is reported in recent literature.
Possible reasons for this include different astrometric data sets and weights, different test asteroids, different force models or different
algorithms. For (16) Psyche, the target of NASA’s Psyche mission, our maximum likelihood mass is approximately 55% of what is
reported in the literature. Such a low mass would imply that the bulk density is significantly lower than previously expected and thus
disagrees with the theory of (16) Psyche being the metallic core of a protoplanet. We do, however, note that masses reported in recent
literature remain within our 3-sigma limits.
Results. The new MCMC mass-estimation algorithm performs as expected, but a rigorous comparison with results from a least-
squares algorithm with the exact same data set remains to be done. The matters of uncertainties in comparison with other algorithms
and correlations of observations also warrant further investigation.
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1. Introduction
We describe, validate, and apply a novel Markov-chain Monte
Carlo (MCMC) method for the estimation of asteroid masses
based on close encounters between two or more asteroids.
These new advances build on our previous work on the subject
(Siltala & Granvik 2017), which showed that MCMC methods
do not share the potential weaknesses of the other methods used
for estimating asteroid masses such as misleading estimates for
the random component of the total uncertainty budget.
An estimate for an asteroid’s mass is typically obtained by
analyzing how it perturbs the orbits of other so-called test bod-
ies that it has close encounters with. In practice, the test body is
either another asteroid or a spacecraft. Asteroid mass estimation
based on planetary ephemerides is another possibility. Finally,
in the case of binary asteroids, mass estimation may also be car-
ried out by examining the orbit of the secondary asteroid around
the primary. A comprehensive review of these approaches is pro-
vided by Carry (2012).
Asteroid mass estimation based on close encounters between
asteroids has traditionally been done with least-squares schemes.
Applying the least-squares method implies that one has to make
certain assumptions regarding the shape of the probability dis-
tributions of the model parameters to describe the model param-
eters’ uncertainties. This is problematic, as these assumptions,
for example that the uncertainties can be described by Gaussian
distributions, have not been validated. In addition, uncertain-
ties of the mass are often underestimated in the literature
(Carry 2012).
Recent work by other authors using the asteroid-asteroid
close encounter approach has focused on including multiple
asteroids (both massive perturbers and massless test asteroids)
simultaneously in the computations (e.g., Baer & Chesley 2017
and Goffin 2014, the latter having simultaneously used an
impressive total number of 349 737 asteroids) as opposed to the
more traditional approach of computing separate masses for dif-
ferent test asteroids where possible, and taking the average of
these as the final perturber mass.
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Recent developments in the area also include work on cor-
recting astrometric biases from star catalogues (Farnocchia et al.
2015a), thus improving the quality of astrometric observations.
The recent second Gaia data release (Gaia Collaboration et al.
2018a) includes astrometry of unprecedented accuracy for a
large number of Solar System objects (Gaia Collaboration et al.
2018b). In addition, the DR2 star catalogue allows the
re-reduction of Earth-based data, again to minimize biases
resulting from star catalogs, thus leading to potential improve-
ments in older data. In particular, the use of Gaia data promises
significant improvements in asteroid masses in the near future.
Finally, there are ongoing efforts to improve asteroid-shape
models and thus volumes (Viikinkoski et al. 2018; Vernazza et al.
2018). When both the mass and the volume are known, the bulk
density can be trivially calculated.
Our new mass estimation method, which is imple-
mented using the OpenOrb asteroid-orbit-computation software
(Granvik et al. 2009), features improvements in many areas in
comparison to our previous work (Siltala & Granvik 2017). For
data treatment we now use a proper observational weighting
scheme (Baer & Chesley 2017) coupled with star catalog debias-
ing corrections (Farnocchia et al. 2015a) while on the algorithm
level we have switched to a new MCMC algorithm based on the
robust adaptive Metropolis (Vihola 2012) and the global adaptive
scaling with adaptive Metropolis (Andrieu & Thoms 2008) algo-
rithms in addition to an improved outlier detection algorithm and
the option to use multiple test asteroids and perturbing asteroids
simultaneously. Finally, we now have the option to account for
gravitational perturbations by other asteroids (Baer & Chesley
2017), resulting in a more accurate force model.
In the following section, we first describe our method. We
then validate our method with synthetic astrometry, and, finally,
we compare our results for a few real cases with the results found
in the literature, including our own previous results.
2. Theory and methods
2.1. Problem statement
The case of asteroid-asteroid perturbations leads to a multi-
dimensional inverse problem where the aim is to solve the
masses of the perturbing asteroids as well as six orbital ele-
ments at a specific epoch for both the perturbing asteroids
and the test asteroids by fitting the model predictions to astro-
metric observations taken over a relatively long timespan. We
parameterize the orbits with heliocentric Cartesian state vec-
tors at a specific epoch, that is, S = (x, y, z, ẋ, ẏ, ż) where
(x, y, z) is the asteroid’s position, and (ẋ, ẏ, ż) its velocity at
epoch t0. In general, the total set of model parameters is thus
P = (S1,S2, . . . ,SNobj ,M1,M2, . . . ,MNper ), where Mi is the mass
of the ith perturber, Nobj is the number of asteroids included, and
Nper is the number of perturbers considered. Hence, Nobj ≥ Nper.
We use the χ2 test statistic in matrix notation to represent the
goodness of fit resulting from a set of model parameters P:
χ2 =
Nobj∑
i=1
Nobs,i∑
j=1
[
εTi, jΣ
−1
i, j ε i, j
]
, (1)
where εi, j is a column vector consisting of O − C residuals:
ε i, j(α, δ) =
(
(α0i, j − αi, j(P)) cos δ
0
i, j, δ
0
i, j − δi, j(P)
)
, (2)
Nobs,i is the number of observations used for asteroid i, α0i, j, and
δ0i, j are the observed right ascension (RA) and declination (Dec),
respectively, of asteroid i at time t j, αi, j(P), and δi, j(P) are the
predicted RA and Dec of asteroid i at time t j, and Σ−1i, j is the
information matrix, that is, the inverse of the covariance matrix,
of a given observation. To compute αi, j(P) and δi, j(P), we inte-
grated the orbits of the asteroids through the observational times-
pan while taking the gravitational perturbations of both the per-
turbing asteroids and the planets into account. The closer the
predicted positions are to the observations, the smaller the χ2
statistic. Smaller χ2 statistics thus correspond to a better agree-
ment between observations and model prediction.
2.2. Markov-chain Monte Carlo
The general idea of an MCMC algorithm is to create a Markov
chain to estimate the unknown posterior probability distributions
of the parameters p(P) of a given model. A Markov chain is
a construct consisting of a series of elements, in which each
element is derived from the one preceding it. In a properly-
constructed Markov chain, the posterior distributions of individ-
ual elements in the chain match the probability distributions of
these elements. Thus, as the end result of MCMC, one gets the
probability distributions of each parameter in the model. From
these distributions, one can directly determine the maximum-
likelihood values from the peaks of the distributions alongside
the credible intervals. The main advantage of MCMC methods
is the rigorous mapping from the observational uncertainty to
the uncertainty in orbital elements and mass. As mentioned in
the Introduction, it is common to assume a symmetric, Gaussian
shape for the probability distributions, but as we showed in our
previous paper (Siltala & Granvik 2017), the probability dis-
tribution of the mass is, in some cases, non-symmetric, and
such a distribution cannot be correctly described if assuming a
Gaussian shape.
The MCMC method used here consists of two sepa-
rate phases. For the first 5000 accepted solutions, we use
global adaptive scaling with adaptive Metropolis (GASWAM;
Andrieu & Thoms 2008, Algorithm 4), which combines the ear-
lier adaptive Metropolis (AM; Haario et al. 2001) with the idea
of also adapting the scaling parameter that multiplies the covari-
ance matrix of the proposal distribution, in an attempt to coerce
the acceptance rate to a desired percentage. In the second phase,
we switch to the robust adaptive Metropolis (RAM) algorithm
(Vihola 2012), which constantly adapts the shapes of the pro-
posal distributions, rather than just the scaling factors, to achieve
a desired proposal acceptance rate. The reason for the algo-
rithm change during the run is that, in our experience, the RAM
algorithm occasionally has problems with suboptimal initial val-
ues that result in an extended burn-in phase and poor mixing.
GASWAM, on the other hand, is able to better deal with the
suboptimal initial values and is used to produce improved initial
values and proposal distributions for RAM.
The proposed parameters P′ are generated by adding devi-
ates ∆P to the previously accepted, or ith, set of parameters Pi:
P′ = Pi + ∆P. (3)
The deviates are computed as
∆P = SiR, (4)
where Si is the Cholesky decomposition of the proposal distri-
bution and R is a (6Nobj + Nper)-vector consisting of Gaussian-
distributed random numbers. At this point, proposals with
negative masses are automatically rejected, as they are not phys-
ically plausible, while all masses greater than or equal to zero
are permitted.
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Once a physically-plausible proposal has been generated,
we integrate the corresponding orbits through the observational
timespan and calculate the χ2 statistics (Eq. (1)) correspond-
ing to the proposal. The posterior probability density p is then
obtained as
p(P′) ∝ exp
(
−
1
2
χ2(P′)
)
. (5)
Next, the posterior probability density is compared to the previ-
ously accepted solution:
ai =
p(P′)
p(Pi)
= exp
(
−
1
2
(
χ2(P′) − χ2(P)
))
. (6)
We use a non-informative constant prior distribution for both
the orbital elements (in Cartesian elements) and the masses (in
solar masses) in Eq. (5). For a matter of simplicity, we use a
value of unity, but one can choose an arbitrary value, because
the values will cancel each other out in Eq. (6). The choice
of the prior distribution will not have a significant impact on
the results when the target asteroids have extensive astrometry
available, and the posterior distributions are therefore relatively
well-constrained. The choice of the prior distribution becomes
more important when there is not enough astrometry available
to properly constrain the posterior distributions with the like-
lihood function alone (cf. Farnocchia et al. 2015b, and Solin,
Granvik, & Farnocchia, in prep.). In practice, the choice of the
prior distribution mostly affects the posterior distribution for the
perturber mass rather than the orbital elements of the perturber(s)
or the test asteroid(s), because an accurate modeling of the close
encounter requires the orbits to be known to a high accuracy for
the mass-estimation approach to make sense. In the rest of the
paper, we primarily focus on example cases for which the prior
distribution can safely be assumed to have a negligible effect,
and we give a detailed discussion on the choice of the prior dis-
tribution for future work.
If ai > 1, the proposed solution is better than the previously
accepted solution, and hence it is automatically accepted as the
next transition. Otherwise, it is accepted with a probability of ai.
The first proposal in the chain is always accepted, because there
is no previous solution to compare with.
The proposal distribution Si is constantly updated after each
proposal, whether it is accepted or not, based on the computed
chain so far. For the first phase with fewer than 5000 accepted
transitions, we use the GASWAM formula (Andrieu & Thoms
2008). For the proposal distribution, we derive an empirical
covariance matrix from the Markov chain and then scale it by
a factor λ (cf. Siltala & Granvik 2017):
SiSTi = λn
1
i − 1
i∑
j=1
(P j − P)(P j − P)T + εId. (7)
Here, P j represents all of the accepted solutions in the chain so
far, P represents their mean, Id is the identity matrix, and ε is an
arbitrary small parameter. We empirically found that ε = 10−26
produces good results and that the results are not particularly
sensitive to its value. Even ε = 0 can work in practice, but
the ergodicity has only been mathematically proven for ε > 0
(Haario et al. 2001). For the initial value of SnSTn , we use the
covariance matrices for each asteroid orbit and mass considered
combined into a single block matrix.
In GASWAM, the scaling parameter λn is no longer constant
as it is in AM, but it is adapted constantly. We calculate λn as
follows (Andrieu & Thoms 2008):
λn = λn−1 + n−0.5 ∗ (an − a∗). (8)
Here, n represents all proposals so far, including those not
accepted. Secondly, an represents the acceptance probability of
the last proposal as described earlier, while a∗ represents the
desired mean acceptance rate, for which we use the standard
value of 0.234 (Roberts et al. 1997). We also note that due to
the nature of these equations, the covariance matrix itself is
only updated when a new proposal is accepted, while its scal-
ing parameter is updated after every proposal.
During the first phase of the chain, we also apply our outlier
rejection algorithm. At points i = 50, 500, 5000, we reject obser-
vations with Mahalanobis distances greater than 4. Mahalanobis
distance is defined as:
DM(α, δ) =
√
ε i, j(α, δ)S−1i, j ε i, j(α, δ), (9)
where ε i, j(α, δ) represents the mean accepted residuals for a spe-
cific observation, while S−1i, j represents the inverse of the covari-
ance matrix of this observation. We force acceptance of the
immediately following proposal to prevent the chain from get-
ting stuck, which may otherwise happen due to the outlier rejec-
tion having a significant impact on χ2. Mathematically, this is
equivalent to starting a new chain, and it should have little sig-
nificance in the actual results, as we remove the burn-in phase
from the results.
For the second phase of the chain, where i > 5000, we switch
to the RAM update formula (Vihola 2012) instead, using the final
Si from the first phase as our initial proposal distribution:
SnSTn = Sn−1
(
I + ηn(an − a∗)
∆Pn∆PTn
‖∆Pn‖2
)
STn−1. (10)
where n represents the total amount of proposals so far, I repre-
sents the identity matrix, ηn is a step size sequence (that can be
arbitrarily chosen) for which we selected n−0.5 as suggested in
the original paper of Vihola (2012), an is the acceptance prob-
ability of the last proposal as described above, a∗ is the desired
mean acceptance probability, for which we again use the stan-
dard value of 0.234, and finally, ∆Pn represents the proposal
deviates as described above.
We repeat the process until the desired number of transitions,
typically 25 000, is reached. A new chain is then started with the
initial masses of 2Minit and the same orbital elements as used
to initiate the first chain. This is done both to ensure that a suf-
ficiently large range of masses is tested, and to ensure that the
parameters converge to the same posterior distribution with dif-
ferent starting values.
We determine our credible intervals by calculating a kernel-
density estimate (KDE) based on the statistics of repetitions. The
limits encompassing 68.26% of the probability mass around the
peak of the KDE correspond to 1σ, while the limits encompass-
ing 99.73% of the probability mass correspond to 3σ.
2.3. Initial values
We obtain the initial orbits and covariance matrices using the
least-squares method separately for each asteroid. Our initial val-
ues for the masses of the perturbing asteroids are computed from
their H magnitudes, assuming a spherical shape (Chesley et al.
2002):
Minit =
π
6
ρD◦3, (11)
where we assume that the bulk density ρ = 2.5 g cm−3,
and ◦3 represents the Hadamard power. The diameter D is
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(Chesley et al. 2002):
D = 1329 × 10−H/5 p−1/2V km, (12)
where we assume that the geometric albedo pV = 0.15.
As a consequence of the initial masses not having been com-
puted with the least-squares method, we do not have covariance
information for the masses. For the initial covariance matrix, we
assume that the correlations between the mass and the orbital
elements are zero, while the variance of the mass is assumed to
be 10−12 × Minit, which we have empirically tested to be suffi-
cient for our cases. The use of suboptimal initial values for the
variances and covariances including the masses is not a signif-
icant issue, because the adaptive algorithms will rapidly update
the matrix with improved values.
3. Data
We test our mass estimation algorithm with both synthetic and
real astrometry. Synthetic astrometry is useful for verifying the
mathematical consistency and functionality of the algorithm,
because we know the exact masses of the perturbers as well as
the noise that was applied to the astrometry. On the other hand,
real astrometry will provide physically meaningful results that
can be compared to the literature. The real data also allow us to
gauge the performance of our algorithm in practice. We describe
the data weighting scheme used in this work as well as both data
sets in the following subsections.
3.1. Weighting of the astrometry
In our previous work, we used root-mean-square (RMS) val-
ues of the residuals for each individual asteroid as the weights
of each observation for the given asteroid in our model, which
is hardly a realistic approach given that data points from dif-
ferent observatories have different uncertainties. The issue has
largely been corrected as we now use the observational error
(that is, standard deviations for the right ascension and decli-
nation) developed by Baer & Chesley (2017), itself an updated
version of the earlier Baer et al. (2011a) model, for the astrome-
try from all observatories considered in the model.
For data from observatories not included in the Baer model,
we assume the following uncertainties depending on the obser-
vation date t j:
σα,i, j = σδ,i, j =

3.0 t j < 1890
2.0 1890 < t j < 1950
1.5 1950 < t j < 1990
1.0 1990 < t j < 2010
0.6 t j > 2010.
(13)
Here, the pre-1990 weights equal the suggested weights for pho-
tographic observations of Farnocchia et al. (2015a), while the
post-1990 weights are chosen by us based on experience. A sig-
nificant benefit of using an observational error model is that
while in our previous paper we only used astrometry obtained
after 1990-01-01.0, because older photographic observations
likely have significantly larger errors than modern CCD observa-
tions, we can now study cases with greater observational times-
pans than before, and this is expected to lead to reduced uncer-
tainties in the resulting asteroid masses.
We multiply our weights from the error model for N observa-
tions of a single asteroid by a single observatory on a given night
by
√
N, so as to take observational correlations into account (see
e.g. Farnocchia et al. 2015a), and to debias the observations with
the model of Farnocchia et al. (2015a) for each observation for
which the debiasing corrections are available. We note that the
Baer model also includes correlations for some observatories,
but in their place we have opted for the
√
N factor, as it can be
used universally for all observatories, unlike the Baer model.
3.2. Synthetic astrometry
We generated synthetic astrometry based on seven separate test
cases detailed in Table 1. We first obtained astrometry from the
Minor Planet Center, then applied the above-mentioned obser-
vational weighting model to the data, and finally calculated
orbits for each asteroid using the least-squares method in the
same manner as with the real data. Using these initial orbits, we
then computed ephemerides for each object corresponding to the
epoch of each real observation for said object. The total number
of observations and the observation sequence of the synthetic
observations are thus identical to the real observations for these
objects. To generate the ephemerides, we account for the per-
turbing asteroid(s) involved in each case, and use the nominal
masses reported by Carry (2012) for each perturbing asteroid.
We chose not to include perturbations by the planets or other
perturbing asteroids so as to not slow down the mass estima-
tion. Finally, we add random Gaussian noise to each computed
position using standard deviations corresponding to our observa-
tional weights for each individual observation.
3.3. Real astrometry
We chose several different encounters between asteroids for this
work. First, we chose several test cases based on those in our
previous paper (Siltala & Granvik 2017) by selecting most of
the asteroids we previously studied, and added a second mass-
less test asteroid for each studied perturber. For these targets,
we obtained all of the astrometry available through the Minor
Planet Center during the observational time span as described in
Table 2. We refer to this data set as the real data set.
4. Results and discussion
4.1. Synthetic data
The masses that synthetic data was generated with typically
fall within the 1σ boundaries of our results, and the proba-
bility distributions are more or less symmetric (Table 1). Our
maximum-likelihood (ML) masses are not exactly the same as
the true masses, but are in most cases extremely close, and some
differences are expected as a result of the noise added to the syn-
thetic data. Asteroids (52) Europa and (704) Interamnia have rel-
atively wide uncertainties in comparison to the other test cases,
and the explanation is that the chosen encounters for these aster-
oids provide relatively weak constraints on the masses. This also
explains the relatively large difference between the ML mass and
the true mass for (704) Interamnia, although, even in this case,
the true mass is within the 3σ boundaries. The non-Gaussian
mass distribution for (52) Europa may simply be a result of the
algorithm only permitting positive masses–the lower 3σ limit of
(52) Europa can, in practice, be considered to be zero, as the
design of our algorithm makes it impossible to reach values of
exactly zero.
The probability distribution for the mass of (7) Iris serves
as an example of an excellent, practically Gaussian result
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Table 1. Compilation of the MCMC algorithm’s results for all synthetic encounters.
Encounter Correct mass CDF ML mass 1σ boundaries 3σ boundaries
[10−11 M] [10−11 M] [10−11 M] [10−11 M]
[7,88;17186,46529,52443,7629,11701,142429] 0.649 0.54 0.647 [0.608, 0.685] [0.531, 0.759]
[10;3946,6006,11215,24433] 4.34 0.94 4.23 [4.12, 4.33] [3.93, 4.53]
[15;765,3591,14401,24066] 1.58 0.85 1.44 [1.29, 1.59] [0.995, 1.88]
[16;6442,13206,19462,20837] 1.37 0.40 1.46 [1.10, 1.80] [0.411, 2.50]
[19;3486,27799,113990,114525] 0.433 0.23 0.491 [0.405, 0.580] [0.233, 0.755]
[52;124,8269,19790,22336] 1.20 0.41 1.29 [0.488, 2.11] [0.00104, 4.58]
[7,88;17186,46529,52443,7629,11701,142429] 0.769 0.89 0.678 [0.594, 0.758] [0.424, 0.918]
[704;1467,7461,10034,48500] 1.65 0.02 3.47 [2.52, 4.43] [0.593, 6.30]
Notes. The correct masses are those the synthetic data sets were generated with, thus we know them to be exact. In the case with two perturbers
(7 and 88) the perturber masses are on separate rows with each row corresponding to the perturber emphasized with bold text. The third column is
the value of the cumulative distribution function of the mass corresponding to the correct mass.
Table 2. Mutual encounters between asteroids used in this work.
Encounter Ref. mass. 1 Reference t0 tn
[10−11 M] (MJD) (MJD)
[7,88;17799,52443,7629,11701] 0.649 ± 1.06 (1) 47911 58154
[10;1259,57493] 4.34 ± 0.26 (1) 48023 58083
[15;765,14401] 1.58 ± 0.09 (2) 48138 58317
[16;17799,20837] 1.37 ± 0.38 (2) 47894 58337
[16;91495,151878] 1.37 ± 0.38 (1) 47894 58337
[19;3486,27799] 0.433 ± 0.073 (1) 48087 58172
[29;987,7060] 0.649 ± 0.101 (1) 47985 57450
[41;8212,10332] 0.317 ± 0.06 (3) 48072 58374
[52;124,306] 1.20 ± 0.29 (1) 47204 57982
[7,88;17799,52443,7629,11701] 0.769 ± 0.156 (1) 47911 58154
[89;38057,54846] 0.337 ± 0.092 (3) 47907 58158.
[216;23747,170964] 0.233 ± 0.10 (3) 47894 58130
[704;43993,48500] 1.65 ± 0.23 (1) 48020 58493
Notes. Our notation is such that the asteroid(s) on the left side of
the semicolon are considered perturbers, while those on the right side
are massless test asteroids. The reference values are weighted aver-
ages of previous literature values taken from the work of Carry (2012).
The third column contains references that describe the encounters. We
note that Galád & Gray (2002) opted not to publish some of these
encounters in the referred paper, and such encounters were obtained
from the authors’ website directly (http://staryweb.fmph.uniba.
sk/index.php?id=2171). The fourth and fifth columns respectively
denote the start and end date of the observational time span for the
perturbing asteroid. For the test asteroids, we use all of the available
astrometry within this timespan.
References. (1) Baer & Chesley (2017); (2) Galád & Gray (2002);
(3) Zielenbach, priv. comm.
in terms of the similarity between the true mass and the
estimated mass (Fig. 1). The case of [7,88;17186,46529,
52443,7629,11701,142429] is special in that it has two separate
perturbing asteroids, due to the perturbers themselves having
comparable masses and several close encounters with each other
during the observational timespan. The mixing of the Markov
chain is fairly good, and also, the power of adaptive methods is
particularly clear in Fig. 2: in the very beginning of the run, the
proposal distribution for mass is quite narrow, with only very
small jumps between accepted proposals, and as the chain pro-
gresses, the distribution grows wider, and the jumps larger as a
result of our adaptation scheme, before quickly converging to an
optimal distribution.
To further investigate the impact that additional perturbing
and test asteroids have on the results, we investigated the mass
of (7) Iris based on synthetic data with different combinations of
asteroids. In the synthetic case, a single test asteroid is already
sufficient to obtain very good mass estimates for (7) Iris, while
the inclusion of additional test asteroids reduces the uncertainty
of the results (Table 3). In addition, it is apparent that in this
case the mass estimates for both (7) Iris and (88) Thisbe can be
obtained based on their mutual perturbations alone, and no mass-
less test asteroids are strictly necessary. The uncertainties result-
ing are, however, relatively wide, suggesting that their mutual
perturbations are weak in comparison to those with their test
asteroids. Finally, we see that it is not actually necessary to con-
sider the perturbations of (88) Thisbe on (7) Iris to get good mass
estimates of the latter. Nonetheless, including (88) Thisbe does
further reduce the uncertainties of the mass of (7) Iris.
4.2. Real data
For our real data set, we did two separate MCMC runs for each
case, one including the perturbations of Ceres, Pallas, and Vesta
via the BC430 ephemerides (Baer & Chesley 2017) (Table 4),
and one without (Table 5). These three asteroids were selected
as they are by far the three most massive asteroids. In theory,
the BC430 ephemeris permits us to include a significantly larger
number of perturbers with pre-determined masses at the cost of
increased computation time, but we expect that doing so will
yield diminishing returns, due to the remaining asteroids having
significantly lower masses. This is something we intend to inves-
tigate in greater detail in future work. For this study, we have
checked the literature to ensure that our target asteroids have
no published close encounters with other perturbers during the
observation epoch. The run without BC430 perturbations was
done to estimate the impact that asteroid perturbers can have on
the results. The results including the BC430 perturbations should
be considered our final results, because those results are based
on a more accurate dynamical model. As with the previous syn-
thetic test cases, a very small lower 3σ boundary can in practice
be considered to be zero.
Our ML masses are typically close to the average litera-
ture values summarized by Carry (2012). In most test cases,
these average values are well within our 1σ boundaries, whereas
in Siltala & Granvik (2017), the literature values were typically
only within the 3σ boundaries (Tables 4 and 5). One interesting
exception to these results is (10) Hygiea, for which the signif-
icant differences between the results with and without BC430
are likely caused by at least one of the asteroids having close
encounters with Ceres, Pallas or Vesta which, when not consid-
ered, lead to inaccurate orbits and masses.
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Fig. 1. Results of the MCMC algorithm applied to the synthetic
[7,88;17186,46529,52443,7629,11701,142429] encounter for asteroid
(7) Iris. Upper x-axis: normalized so that 1.0 equals the exact mass
the data was generated with. The black dashed and dotted vertical lines
represent the 1σ and 3σ limits, respectively, while the red graph cor-
responds to a Gaussian distribution based on the median and standard
deviation of the results.
The mass estimates for asteroids (41) Daphne, (89) Julia, and
(52) Europa have particularly wide uncertainties. The reason for
this is that the perturbations on the test asteroid orbits from the
close encounters used are quite weak. Zielenbach (2011) previ-
ously studied the first two of these targets using a much larger
number of test asteroids and obtained significantly lower uncer-
tainties in comparison to ours. We believe that including many
more test asteroids would similarly reduce the formal uncertain-
ties of our results for all three asteroids. However, the important
aspect for this study is that the latest literature values are within
the 1σ limits of our results, showing that the uncertainty esti-
mates that we obtain are reliable.
Asteroid (16) Psyche is the target of NASA’s Psyche mis-
sion (Elkins-Tanton et al. 2014) and is commonly believed to be
the iron core of a protoplanet. A recent bulk density estimate of
approximately 4 g cm−3 given a mass estimate of (1.21 ± 0.16) ×
10−11 M (Viikinkoski et al. 2018) supports the theory that (16)
Psyche is an iron core. However, our ML mass is significantly
lower than the above estimate, and consequently points to a sig-
nificantly lower bulk density than that reported in the literature
(Fig. 3). This literature value nevertheless remains within our 3σ
limits, and therefore our result does not rule out a significantly
higher bulk density. Due to these interesting results, we chose to
do a separate run for (16) Psyche in order to see whether this result
can be reproduced with different test asteroids. Our ML masses
from the two independent runs are similar, which shows that the
small mass can indeed be reproduced with a different set of test
asteroids (Table 4 and Fig. 3). We have also included a compari-
son between our results and previous studies (Viikinkoski et al.
2018) for Psyche (Fig. 4), which confirms that our nominal
masses are indeed lower than all previous literature values,
whereas our uncertainties are not unusually wide for this object.
The mean residuals for each asteroid in the [16;17799,
20837] case show that there are no obvious systematic effects
visible in the residuals that could explain the small ML mass
(Figs. 5–7). We note that a few residuals are beyond the scale of
the plots.
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Fig. 2. Trace of the MCMC chain of the synthetic
[7,88;17186,46529,52443,7629,11701,142429] encounter in terms of
mass of asteroid (7) Iris.
To investigate the case of (16) Psyche further, we com-
puted topocentric ephemerides for test asteroid (151878) 2003
PZ4 in the case of [16;91495,151878] several years into the
future, and include the perturbations caused by (16) Psyche. This
lets us quantify the impact of (16) Psyche’s perturbations on
the test asteroid’s orbit, and to assess when astrometry should
be obtained to efficiently constrain our mass estimate for (16)
Psyche (Figs. 8 and 9). The behavior of RA around MJD 58650,
corresponding to June 2019, where different perturber masses
lead to ephemerides with differences up to two arcseconds result-
ing from the asteroid’s small distance from Earth, is particu-
larly interesting. The uncertainty in the ephemeris prediction is
driven by the uncertainty in perturber mass: a larger mass corre-
sponds to a larger right ascension, while for declination there is
little correlation (Figs. 10 and 11). In practice, this means that
high-accuracy astrometry of asteroid (151878) 2003 PZ4
obtained during the summer of 2019 will significantly reduce the
uncertainty of the mass estimate. The asteroid is easily observ-
able during that time, and we thus expect that suitable astrometry
will be obtained by asteroid surveys.
Although our ML masses have improved, partly due to
additional data, our uncertainties tend to be wider than in
Siltala & Granvik (2017) (Table 4). We believe this is largely
caused by the different observational weights used; in particu-
lar, the
√
N term, which was not used in our previous work,
directly leads to much looser weights for some observations,
which translates to greater uncertainties in the results. To demon-
strate this effect, we also chose to test MCMC without the
√
N
factor applied in the error model (Table 6). Upon comparison
with results including the factor (Table 4), it is clear that the fac-
tor does indeed increase the uncertainties of our test cases as
expected.
To assess the impact of multiple simultaneous test asteroids
on our results, we also chose to run our algorithm for each test
asteroid separately for some of these cases (Tables 7 and 8). In
general, these results also show clear improvement in compar-
ison to our previous study, as the ML masses now tend to be
significantly closer to the average literature value. We do, how-
ever, note the case of [10;1259], where our ML mass is clearly
unrealistic in Table 8, being an order of magnitude above even
the mass of Ceres. Furthermore, [29;7060] and [52;306] exhibit
similar behavior, but these two cases also have extremely wide
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Table 3. MCMC results for (7) Iris and (88) Thisbe based on synthetic data with different combinations of asteroids.
Encounter Correct mass ML mass 1σ boundaries 3σ boundaries
[10−11 M] [10−11 M] [10−11 M] [10−11 M]
[7,88;17186,46529,52443,7629,11701,142429] 0.649 0.647 [0.608, 0.685] [0.531, 0.759]
[7,88;17186,46529,52443,7629,11701,142429] 0.749 0.678 [0.594, 0.758] [0.424, 0.918]
[7,88] 0.649 0.444 [0.103, 0.936] [0.000606, 2.43]
[7,88] 0.749 0.615 [0.387, 0.848] [0.000809, 1.36]
[7;17186] 0.649 0.640 [0.567, 0.714] [0.427, 0.862]
[7;17186,46529] 0.649 0.633 [0.575, 0.689] [0.456, 0.802]
[7;17186,46529,52443] 0.649 0.649 [0.597, 0.704] [0.489, 0.805]
Table 4. Compilation of the MCMC algorithm’s results including the perturbations of Ceres, Pallas, and Vesta for our real data set.
Encounter ML mass 1σ boundaries 3σ boundaries Ref. mass 1 1σ boundaries 3σ boundaries Ref. mass 2 Diameter Density
[10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M] [km] [g cm−3]
[7,88;17186,52443,7629,11701] 0.316 [0.194, 0.437] [0.00259, 0.801] 0.210 [0.0499, 0.354] [0.000660, 1.20] 0.649 ± 1.06 216 ± 7 (1) 1.19+0.44
−0.47
[7;17186,52443] 0.623 [0.463, 0.778] [0.129, 1.09] 0.210 [0.0499, 0.354] [0.000660, 1.20] 0.649 ± 1.06 216 ± 7 (1) 2.35+0.63
−0.64
[10;1259,57493] 5.43 [3.69, 7.08] [0.281, 10.04] 2.48 [2.21, 2.77] [1.63, 3.32] 4.34 ± 0.26 411 ± 20 (2) 2.97+1.00
−1.05
[15;765,14401] 1.40 [1.20, 1.62] [0.792, 2.03] 1.11 [0.914, 1.25] [0.574, 1.61] 1.58 ± 0.09 275 ± 5 (1) 2.56+0.43
−0.39
[16;17799,20837] 0.783 [0.434, 1.13] [0.00580, 2.25] n/a n/a n/a 1.37 ± 0.38 223 ± 7 (3) 2.68+1.21
−1.22
[16;91495;151878] 0.743 [0.466, 1.02] [0.00910, 1.62] n/a n/a n/a 1.37 ± 0.38 223 ± 7 (3) 2.54+0.98
−0.98
[19;3486,27799] 0.391 [0.195, 0.602] [0.000345, 1.20] 0.141 [0.0567, 0.285] [0.000467, 0.828] 0.433 ± 0.073 211 ± 4 (2) 1.58+0.86
−0.80
[29;987,7060] 0.541 [0.00694, 1.42] [0.00151, 5.79] 0.258 [0.0163, 0.898] [0.00238, 4.43] 0.649 ± 0.101 204 ± 3 (2) 2.42+3.93
−2.39
[41;8212,10332] 0.527 [0.0633, 1.32] [0.00168, 3.69] n/a n/a n/a 0.317 ± 0.06 188 ± 5 (2) 3.01+4.54
−2.66
[52;124,306] 1.24 [0.00385, 3.29] [0.00384, 10.6] 0.893 [0.232, 1.91] [0.00319, 6.05] 1.20 ± 0.29 314 ± 5 (2) 1.52+2.51
−1.52
[7,88;17186,52443,7629,11701] 0.606 [0.285, 0.97] [0.000492, 1.76] n/a n/a n/a 0.769 ± 0.156 212 ± 10 (2) 2.42+1.49
−1.32
[88;7629,11701] 0.745 [0.151, 1.74] [0.00149, 5.9] n/a n/a n/a 0.769 ± 0.156 212 ± 10 (2) 2.97+3.98
−2.40
[89;38057,54846] 0.921 [0.261, 1.85] [0.00139, 5.01] n/a n/a n/a 0.337 ± 0.092 142 ± 4 (2) 12.2212.36
−8.81
[216;23747,170964] 0.0283 [0.00121, 0.0927] [0.00121, 0.471] n/a n/a n/a 0.233 ± 0.10 121 ± 5 (2) 0.61+1.38
−0.59
[704;43993,48500] 1.46 [0.65, 2.33] [0.00240, 4.97] 0.155 [0.00910, 0.664] [0.00182, 3.50] 1.65 ± 0.23 317 ± 5 (4) 4.49+1.58
−1.59
Notes. The first reference masses and their uncertainties are from Siltala & Granvik (2017) whereas the second are weighted averages of previous
literature values (Carry 2012). In the case of (7) Iris and (88) Thisbe, the result refers to the designation in bold text.
References. (1) (Viikinkoski et al. 2017); (2) (Hanuš et al. 2017); (3) (Drummond et al. 2018); (4) (Carry 2012).
Table 5. Compilation of MCMC algorithm’s results without the perturbations of Ceres, Pallas, and Vesta for our real data set.
Encounter ML mass 1σ boundaries 3σ boundaries Ref. mass 1 1σ boundaries 3σ boundaries Ref. mass 2
[10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M]
[7,88;17186,52443,7629,11701] 0.478 [0.343, 0.605] [0.0689, 0.851] 0.210 [0.0499, 0.354] [0.000660, 1.20] 0.649 ± 1.06
[7;17186,52443] 0.510 [0.352, 0.669] [0.0481, 1.01] 0.210 [0.0499, 0.354] [0.000660, 1.20] 0.649 ± 1.06
[10;1259,57493] 7.01 [5.27, 8.80] [1.54, 12.1] 2.48 [2.21, 2.77] [1.63, 3.32] 4.34 ± 0.26
[15;765,14401] 1.55 [1.33, 1.77] [0.91, 2.21] 1.11 [0.914, 1.25] [0.574, 1.61] 1.58 ± 0.09
[16;17799,20837] 0.851 [0.492, 1.21] [0.000775, 2.06] n/a n/a n/a 1.37 ± 0.38
[19;3486,27799] 0.262 [0.0993, 0.454] [0.000311, 1.04] 0.141 [0.0567, 0.285] [0.000467, 0.828] 0.433 ± 0.073
[29;987,7060] 0.533 [0.00128, 1.41] [0.00128, 5.11] 0.258 [0.0163, 0.898] [0.00238, 4.43] 0.649 ± 0.101
[41;8212,10332] 1.05 [0.302, 2.07] [0.00136, 5.25] n/a n/a n/a 0.317 ± 0.06
[52;124,306] 1.29 [0.0295, 3.42] [0.00342, 13.4] 0.893 [0.232, 1.91] [0.00319, 6.05] 1.20 ± 0.29
[7,88;17186,52443,7629,11701] 2.40 [2.06, 2.71] [1.39, 3.32] n/a n/a n/a 0.769 ± 0.156
[88;7629,11701] 0.822 [0.143, 1.87] [0.00148, 5.92] n/a n/a n/a 0.769 ± 0.156
[89;38057,54846] 1.03 [0.333, 1.97] [0.00172, 4.52] n/a n/a n/a 0.337 ± 0.092
[216;23747,170964] 0.0283 [0.000112, 0.0927] [0.000112, 0.417] n/a n/a n/a 0.233 ± 0.10
[704;43993,48500] 1.40 [0.651, 2.23] [0.00149, 4.95] 0.155 [0.00910, 0.664] [0.00182, 3.50] 1.65 ± 0.23
Notes. The first reference masses and their uncertainties are from Siltala & Granvik (2017) whereas the second are weighted averages of previous
literature values (Carry 2012).
uncertainties, and the previous literature values easily fall within
these. We suspect that in the latter two cases, the perturbations
are simply very weak, directly resulting in very high noise, mak-
ing these particular encounters quite poor for mass estimation.
Indeed, comparing these values to those in Table 5, we see that
the “better” encounters dominate in the cases with both test aster-
oids combined, which is to be expected.
The inclusion of perturbations of Ceres, Pallas and Vesta has
a significant impact on [10;1259] (Table 7); where previously
the ML mass was an order of magnitude above that of Ceres, it
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Fig. 3. Probability densities for the mass of (16) Psyche with
BC430 perturbations for the cases of [16;17799,20837] (blue) and
[16;91495,151878] (red). The upper x-axis shows the bulk density cor-
responding to the equivalent mass on the lower x-axis assuming a
volume-equivalent diameter of 223 km (Table 4) corresponding to a vol-
ume of 5.806 × 106 km3. We note that the volume uncertainty is not
considered in this figure.
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Fig. 4. Comparison of previous mass estimates for (16) Psyche
based on asteroid-asteroid perturbations. References from left to
right: Vasiliev & Yagudina (1999), Viateau (2000), Krasinsky et al.
(2001), Kuzmanoski & Kovačević (2002), Kochetova (2004), Ivantsov
(2008), Baer et al. (2008, 2011b), Zielenbach (2011), Goffin (2014),
Kochetova & Chernetenko (2014), Baer & Chesley (2017); this work
(Table 4). The green error bars represent 1σ limits, while the red error
bars represent 3σ limits.
is now much closer to the literature values, though the noise level
remains high. This appears to confirm that (1259) Ogyalla has a
close encounter with at least one of these three perturbers during
the observational timespan, though we are not aware of any pre-
viously published information on such an encounter. The cases
of [29;7060] and [52;306], however, remain extremely noisy.
To show how two simultaneous test asteroids improve the
mass estimate compared to two separate runs with a single test
asteroid each, for the example case of (16) Psyche, we have
included a figure showcasing our results with two simultaneous
test asteroids compared with results for each test asteroid con-
sidered separately (Fig. 12). The peak of the distribution for both
test asteroids combined, corresponds to the peak of the overlap-
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Fig. 5. Mean residuals of all accepted MCMC proposals for asteroid
(16) Psyche in the case of [16;17799,20837]. The red crosses represent
data that has been rejected as outliers and some outliers are entirely
outside of the plot boundaries.
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Fig. 6. Mean residuals of all accepted MCMC proposals for asteroid
(17799) Petewilliams in the case of [16;17799,20837].
ping part of the separate single-test-asteroid distributions, which
was our expectation. This essentially means that the maximum
likelihood value for the mass in the former case corresponds to
the mass that best fits both separate test asteroids simultaneously.
In order to study how increasing the number of data points
affects the resulting mass distributions, we opted to perform
MCMC runs with approximately half the observational timespan
to limit the number of astrometry used for the cases of [15;765]
and [15;765,14401] (Table 9) where, for reference, the encounter
with the former test asteroid took place in 2010, and the lat-
ter in 2005 (Galád & Gray 2002). Here, one can see that for
the case of [15;765,14401], cutting the observational timespan
to half slightly increases the uncertainty of the mass, while for
[15;765] alone the change is slightly greater. Using a timespan of
2003-2007, the result for [15;765] becomes essentially useless,
which is expected given that no close encounters between these
two asteroids exist in this time period. While we did not perform
the computation for [15;14401] in this case, it is clear that this
test asteroid dominates the results of [15;765,14401] and would
be expected to provide essentially the same result. Overall, these
results do indeed show that additional data significantly reduces
the uncertainties of the mass, as is expected.
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Fig. 7. Mean residuals of all accepted MCMC proposals for asteroid
(20837) Ramanlal in the case of [16;17799,20837]. Red crosses repre-
sent data that has been rejected as outliers, and some outliers are entirely
outside of the plot boundaries.
Fig. 8. Ephemeris prediction for asteroid (151878) 2003 PZ4 up to MJD
60000 in terms of RA relative to the best-fit value. The 1σ and 3σ cred-
ible intervals are shown in darker and lighter gray, respectively. The red
line shows the asteroid’s topocentric distance as a function of time. The
green color represents times when the asteroid is observable assuming
a topocentric observer, by requiring that the solar elongation is greater
than 60 degrees, and the apparent V magnitude is less than 21.
Fig. 9. As Fig. 8, but for Dec.
Fig. 10. Mass of (16) Psyche versus the RA prediction for asteroid
(151878) 2003 PZ4 relative to best-fit value at MJD 58650.
Fig. 11. As Fig. 10, but for Dec instead of RA.
Table 6. Results of the MCMC algorithm for data without the
√
N
factor.
Encounter ML mass 1σ boundaries 3σ boundaries
[10−11 M] [10−11 M] [10−11 M]
[15;765,14401] 0.733 [0.619, 0.854] [0.387, 1.07]
[16;17799,20837] 0.726 [0.520, 0.925] [0.124, 1.34]
[16;91495,151878] 0.711 [0.552, 0.874] [0.235, 1.19]
Notes. The perturbations of Ceres, Pallas, and Vesta are included.
5. Conclusions
We have successfully developed, implemented, and validated
a robust adaptive Metropolis algorithm for asteroid mass esti-
mation. Our results show significant improvement compared to
our previous work (Siltala & Granvik 2017) with the new RAM
algorithm, the ability to include multiple perturbers and test
asteroids simultaneously, the improved force model, and the new
observational weighting scheme. The uncertainties remain wider
than recent previous literature values, while in almost all cases,
the literature values are within our 1σ limits.
The interesting exception is (16) Psyche, for which we obtain
a significantly smaller mass than previously reported in the liter-
ature. Given that we find consistent results with two independent
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Table 7. Compilation of the MCMC algorithm’s results including perturbations of Ceres, Pallas and Vesta for several cases from our real data set
separately for each test asteroid.
Encounter ML mass 1σ boundaries 3σ boundaries Ref. mass 1 1σ boundaries 3σ boundaries Ref. mass 2
[10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M]
[10;1259] 10.3 [3.57, 25.1] [0.0200, 66.1] 2.48 [2.21, 2.77] [1.63, 3.32] 4.34 ± 0.26
[10;57493] 5.94 [4.20, 7.70] [0.795, 11.1] 2.48 [2.21, 2.77] [1.63, 3.32] 4.34 ± 0.26
[15;14401] 1.55 [1.29, 1.81] [0.777, 2.33] 1.11 [0.914, 1.25] [0.574, 1.61] 1.58 ± 0.09
[15;765] 1.57 [1.14, 2.01] [0.261, 2.87] 1.11 [0.914, 1.25] [0.574, 1.61] 1.58 ± 0.09
[16;17799] 0.463 [0.0758, 1.01] [0.000872, 3.33] n/a n/a n/a 1.37 ± 0.38
[16;20837] 1.01 [0.602, 1.42] [0.00647, 2.64] n/a n/a n/a 1.37 ± 0.38
[19;3486] 0.429 [0.206, 0.667] [0.000359, 1.41] 0.141 [0.0567, 0.285] [0.000467, 0.828] 0.433 ± 0.073
[19;27799] 0.362 [0.0841, 0.719] [0.0005334, 2.16] 0.141 [0.0567, 0.285] [0.000467, 0.828] 0.433 ± 0.073
[29;987] 0.547 [0.0151, 1.47] [0.00129, 5.11] 0.258 [0.0163, 0.898] [0.00238, 4.43] 0.649 ± 0.101
[29;7060] 23.2 [1.51, 59.2] [0.0560, 233] 0.258 [0.0163, 0.898] [0.00238, 4.43] 0.649 ± 0.101
[52;124] 1.30 [0.0381, 3.36] [0.00298, 10.22] 0.893 [0.232, 1.91] [0.00319, 6.05] 1.20 ± 0.29
[52;306] 25.2 [5.53, 54.6] [0.0403, 159] 0.893 [0.232, 1.91] [0.00319, 6.05] 1.20 ± 0.29
Notes. The first reference masses and their uncertainties are taken from our previous work (Siltala & Granvik 2017), whereas the second are
weighted averages of previous literature values (Carry 2012)
Table 8. Compilation of the MCMC algorithm’s results without the perturbations of Ceres, Pallas, and Vesta for several cases from our real data
set separately for each test asteroid.
Encounter ML mass 1σ boundaries 3σ boundaries Ref. mass 1 1σ boundaries 3σ boundaries Ref. mass 2
[10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M] [10−11 M]
[10;1259] 108 [92.8, 123] [63.3, 153] 2.48 [2.21, 2.77] [1.63, 3.32] 4.34 ± 0.26
[10;57493] 5.53 [3.83, 7.26] [0.567, 10.6] 2.48 [2.21, 2.77] [1.63, 3.32] 4.34 ± 0.26
[16;17799] 0.467 [0.0791, 1.08] [0.000922, 3.60] n/a n/a n/a 1.37 ± 0.38
[16;20837] 1.09 [0.675, 1.48] [0.00241, 2.30] n/a n/a n/a 1.37 ± 0.38
[19;3486] 0.284 [0.0973, 0.492] [0.000319, 1.26] 0.141 [0.0567, 0.285] [0.000467, 0.828] 0.433 ± 0.073
[19;27799] 0.337 [0.0779, 0.694] [0.000551, 2.08] 0.141 [0.0567, 0.285] [0.000467, 0.828] 0.433 ± 0.073
[29;987] 0.540 [0.0218, 1.40] [0.00136, 5.33] 0.258 [0.0163, 0.898] [0.00238, 4.43] 0.649 ± 0.101
[29;7060] 30.3 [4.37, 71.0] [0.0602, 254] 0.258 [0.0163, 0.898] [0.00238, 4.43] 0.649 ± 0.101
[52;124] 1.36 [0.0739, 3.44] [0.00316, 10.3] 0.893 [0.232, 1.91] [0.00319, 6.05] 1.20 ± 0.29
[52;306] 29.6 [7.47, 60.8] [0.0429, 163] 0.893 [0.232, 1.91] [0.00319, 6.05] 1.20 ± 0.29
Notes. The first reference masses and their uncertainties are from Siltala & Granvik (2017), whereas the second are weighted averages of literature
values (Carry 2012).
Fig. 12. Probability densities for the mass of (16) Psyche with BC430
perturbations for two simultaneous test asteroids (17799 and 20837,
red), and two cases with each test asteroid considered separately (blue).
Upper x-axis: bulk density corresponding to the equivalent mass on
the lower x-axis, assuming a volume-equivalent diameter of 223 km
(Drummond et al. 2018).
Table 9. Comparison of MCMC results of [15;765,14401] and [15;765]
with differing observational timespans.
Encounter Timespan ML mass 1σ boundaries 3σ boundaries
[10−11 M] [10−11 M] [10−11 M]
[15;765,14401] 1990–2019 1.40 [1.20, 1.62] [0.792, 2.04]
[15;765,14401] 2000–2015 1.20 [0.879, 1.53] [0.262, 2.19]
[15;765,14401] 2003–2007 3.11 [0.891, 6.05] [0.00839, 16.1]
[15;765] 1990–2019 1.57 [1.15, 2.01] [0.260, 2.86]
[15;765] 2000–2015 1.59 [1.01, 2.16] [0.00656, 3.335]
[15;765] 2003–2007 764 [114, 1759] [1.69, 6397]
Notes. The perturbations of Ceres, Palla and Vesta are included.
data sets–less the data set for (16) Psyche itself–this result mer-
its further analysis when additional data on (151878) 2003 PZ4
is obtained later this year.
In the future, we intend to extend OpenOrb so that we can use
Gaia astrometry in combination with ground-based astrometry
for asteroid mass estimation.
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