Sur la résolution numérique de l'équation ∂u∂t+u∂u∂x−∈∂∂x(∥∂u∂x∥∂u∂x)=0  by Raviart, P.A
JOURNAL OF DIFFERENTIAL EQUATIONS 8, %-94 (1970) 




ax I 1 au 0 z= 
P. A. RAVIART 
Inst. H. P&cart?, I1 rue P. Curie, Paris,(S) 
Received April 23, 1969 
On considkre dans cet article l’equation d’evolution non k&ire 
On resoud numeriquement par trois methodes de differences finies explicites 
le probltme de Cauchy pour cette equation avec les conditions aux limites 
de Dirichlet. Ces trois methodes different par la discretion du terme u(&/&). 
On traite en particulier un schema du type Lax-Wendroff. 
Si E > 0 est “petit”, on peut considerer -ea/ax(j &/ax 1 au/ax) comme 
un terme de pseudo-viscosite pour l’equation hyperbolique non lineaire 
au 
t+ug=o. 
Cette etude permet de commencer 2 C&cider de facon rigoureuse le r61e 
que joue la methode de pseudo-viscosite lors de la resolution numerique de 
certaines equations hyperboliques non lintaires. 
1. THI?ORJ?MES D’EXISTENCE ET D’UNICIT~ 
On designe par ,Q I’intervalle ouvert IO, l[ de R de point generique X, par 
FV@l(Q), 1 <p < co, I’espace des (classes de) fonctions a valeurs reelles 
v  EL,(Q) telles que dv/dx EL,(Q), par msl(Q) le sous-espace de W,l(Q) des 
fonctions cu E T4~~1(Q) telles que v(0) = v(1) = 0. On munit ?$‘V1(52) de la 
norme 
L’espace IV;!(Q) est le dual fort de Fv91(Q), l/p + l/p’ = 1. 
56 
L’fiQUATION D’bVOLUTION NON LINkIRE 57 
Si X est un espace de Banach, L,(O, T, X), 1 < q < cc, 0 < T < 00, 
designe l’espace des (classes de) fonctions t + v(t) definies sur (0, T) a 
vaIeurs dans X, fortement mesurables et telles que 
II v lIL&o,T:x) = (.I ^:I1 v(t)il”,dt)l’* < 02 U-2) 
avec la modification habituelle si q = co. 
D’aprb [4], si ZI EL,(O, T; J&r(Q)) avec v’ = dv/dt E.&, (0, T; W;!(Q)), 
la fonction v  est (pp. Cgale a) une fonction continue de [0, T] dansL,(Q) et on 
a la formule de Green 
2 s 1 (~‘(4, 44) do = II v(t>ll:,cn, - I/ Wll~2cra 
oti ( , ) designe la dualite entre ka1(s2) et W;?(Q). 
(l-3) 
THBOR&ME 1.1. On se dome un nombre de1 E > Oiet les fonctims 
uo E G(Q), 
(1.4) 
IL existe al033 me fonction u vbijiant 
Cl.61 
u(0) = 7.40 . (1.7) 
Ce theoreme d’existence peut se demontrer comme dans [5]. Une autre 
demonstration sera d’ailleurs obtenue plus loin. L’unicitC de Ia solution n’est 
connue que si on fait des hypotheses de regularite SLIT les fonctions u. et f- 
De facon precise, on a le theoreme d’unicite et de regularite suivant du a 
J. L. Lions (Communication personnelle). 
THBORI?ME 1.2. Sous les hypothkses 
uo E W31(c2), 
f  E MO, T; JW’N, 
la sokion u de (1.5), (1.6) et (1.7) est unique et v&iJie de plus 
u EL,(O, T; ?Q(Q)), u’ E &do, T; h(Q)) 
58 RAVIART 
On designera par A I’operateur non IinCaire de La(0, T; &al(Q)) dans 
La,a(O, T;L,,,(O)) defini par A(v) = v(&I/&) et par B l’operateur non 
lineaire deL,(O, T; ka’(sZ)) dansL&O, T; &t(Q)) defini par 
Notons que I’operateur B est monotone, i.e. 
s 
‘(B(U) - B(v), u - v) dt > 0, u, v eL,(O, T; @(Q)], (1.11) 
et continuae des droites deL,(O, T; I@a1(L2)) dansL,,a(O, T; W&Q2)) faible. 
Dans la suite, nous allons chercher 2 approcher la solution de (1.5), (1.6) et 
(1.7), que nous supposerons unique, a l’aide de plusieurs schemas aux 
difkences finies explicites. On pourrait de la m&me facon considerer des 
schemas implicites dont l’etude est sensiblement plus facile. Enfin, pour un 
peu simplifier l’expose, nous supposerons que f = 0, mais ceci n’a rien 
d’essentiel. 
2. LES SCHfiMAS AUX DIFtiRENCES FINIES MPLICITES 
2.1. Notations 
Soit I un parametre entier >0 destine a tendre vers +a3. On pose 
h = l/(1 + 1). On designe par VA I’espace des suites 
Vh = {Vi E R; i = 0, l,..., I + 1) 
telles que V, = wI+r = 0. On munit V, du produit scalaire ( , )h defini par 
(2.1) 
et on note ] Ih la norme correspondante. On considere deux autres normes sur 
V, designees respectivement par [ lh et [I [lh : 
(2.2) 
(2.3) 
On introduit enfin la norme duale [I /I *h de II Ilh par rapport au produit 
scalaire ( , )h , i.e., 
ic”h, %)h / 
- 11 zuh Ilh 
(2.4) 
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On d&e aidment la rbultat suivant. 
LEMME 2.1. II existe uz.e constante X ind$wndante de k telle que 
k+L]h~ < h 11 wh !lS 9 Vh E Vh . P-5) 
Soit N un parametre entier destine B tendre verse +co. On pose k = T/N 
et on designe par Vfi,,k l’espace des suites v~,~ = (vhn E Irk ; z = 0, l,..., N), 
2.2. Les schtfmas aux dz@ences jnies 
On se donne u$ E l/h . On considere trois schemas aux differences finies 
explicites permettant de determiner des “approximations” u~,~ E V,,, de la 
solution u de (1.5), (1.6) et (1.7) 2 partir de “l’approximation” aho de la 
condition initiale zco . 
(i) Scht%na I (dbcentre’) 
Pour n = 0, l,..., N - 1, connaissant uhn E Vh , on determine $+l E Frrb de 
la man&e suivante. Si 2Q est 20, on calcule uy+l par 
; (u;+l - zli”) + ; us’(up - UT-,) 
- + [I z& - ui” [(uxl - ii”) - j ui” - em1 I(ui” - u;-~)] = 0. (2,6) 
Si ~4.~ est GO, on calcule $+I par z 
; (u;+’ - ui”) + ; u;(zLf+l - up> 
- + [I $fl - ui” I($+“,, - uz”) - 1 ui” - qel l&i” - z&)] = 0. (2.7) 
L’erreur de troncature associee a ce schema est formellement en O(h + k). 
Pour augmenter cet ordre de troncature, on est amen& 2 considerer un autre 
schema. 
(ii) Sc&za II (centre’) 
On pose pour i = l,.,., I et n = 0, l,..., N - 1 
; (zqfl - u?) + -$ [(U~J - (U~~,)2] 
- $ [I uy+l - “i” @l;+“,, - ui”) - 1 21; - qel i(u; - z&)] = 0. (2.8) 
L’erreur de troncature est maintenant en O(h” + k). 
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On verra plus loin que la stabilite de ce schema laisse a desirer lorsque 
E est “petit”. Dans ce cas, il convient de discretiser au mieux la partie hyper- 
bolique au/at + u(%/&) de l’equation (1.6). On applique alors la methode de 
Lax-Wendroff [3] pour traiter ce terme. 
(iii) l&h&ma III (Lax- Wendroff) 
Pour i = l,..., I et n = 0, l,..., N - 1, on pose 
; (UT+1 - ui”) + i [(zq+,,)” - (Use,)“] 
- $ [(uy+l + ui”)’ (u;+l - u?) - (q + u;g (ui” --u~-l)] 
- $ [I u;+l - ui” I(u;+“,, - ui”) - 1 UT - uyel l(u,” - UT-,)I = 0. (2.9) 
L’erreur de troncature est encore en O(h2 + k) et on montrera que la stabilite 
de ce schema est parfaitement satisfaisante. 
I1 s’agit maintenant d’etudier la stabilite de ces schemas et de voir sous 
quelles conditions on peut affirmer que u~,~ converge dans un sens convenable 
vers la solution u du probleme exact. 
3. I?TUDE DU SCHEMA I. MAJORATIONS A PRIORI 
3.1. Lemmes 
On d&nit deux operateurs non lintaires Ah et Bn de V, dans V, par 
; V&i - Vi-l), vi > 0 
k%w1i = 1 (3.1) 
h V&i+1 - 4 vi d 0 
[Bh(vh)]i = - $ [I vi+1 - vi /(vi+1 - vi) - I vi - vipl [(vi - v+~)], (3.2) 
i = l,..., 1. 
On va examiner quelques propriMs de ces operateurs. 
LEMME 3.1. L’optkateur A,& satisfait aux inigalit&s 
11 Ah(vh)ll: < 21’3A2 11 vh llh, (3.4) 
I 4dVh)l~ 9 $ $$cI I vi I [.;, V&i - Vi-d” - p(~i+~ - o], (3.5) 
I s 
pour tout Vh E v, . 
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Dthonstmtion. 
(1) Siuh,l,ETh, on vCritie immkdiatement que 
11 en rthlte que 
11 est alors facile de voir que 
et 
v$o (~J)I: - d3 + ,u)lo htl - d3 9 2 1 bl - -zii)’ < 212” /I vh il”, . 
L vi+pvui>o 
On en d6duit l’i&galid (3.3). 
(2) Si v, , Wh E V,‘ , on peut Ccrire 
(L4h(.Uh), z”7&)h = C vf(Vi - Ui-1) wi + 1 zii(Vi+l - Vi) Wi 
Vi>0 Vi<0 
d’oh en utilisant I’inCgalitC de Hiilder 
lVh(~hL ~~h)h I 
G (g I % 13i’i” (z. / zli - vuipl I3 + C / qfl - vi 13jli3 (i i wi 13)1’3 
I ,U(<O i=l 
c’est-g-dire 
i(-4h(vh)> wh)h 1 < 21’3[vh1, 11 zlh \th b& * 
En utilisant le lemme 2.1, on trouve 
lb%(vfiU, Wh>h I < P3h2 II Vh ii; II % Ilk, 
ce qui montre 1’inCgalitC (3.4) d’aprh la d&nition de la norme I/ 11: . 
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(3) Prouvons enfin 1’inCgalitC (3.5). On a 
LEMME 3.2. L’op&ateur B, vt+ie 
quel pe soit nh E V, . 
Dthonst~ation 
(1) si v& ) wh E v, , on d&e que 
(6&h>, %)h = ; i I %+I - Vi @%+I - Vr)(%+l - Wi). 
2=0 
L’CgalitC (3.6) s’obtient done en choisissant wA = vh . 
(2) On trouve en appliquant I’inkgalid de Hijlder, 
I(Bh(%), Wh)h 1 < & (d 1 vt+l - Vi 13)2’3 (i 1 %+I - Wt /3r’3 
Z.=O i=O 
c’est-g-dire 
l(Bh(%), Wh)h 1 d 11 *h ii; /I wh iih 
ce qui entrafne (3.7). 
(3) On a 
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On obtient done 
c’est-&dire 
LEMME 3.3. On a pour tout z+~,~~ E V,l,, 
3.2. Th&o&mes de majoration 
Le schCma I peut dCsormais se mettre sous la forme plus simple d’un 
sysdme d’bquations vectorielles dans Tfh 
( 1 ,‘k)(u;+’ - ul:) + &(uhn) + EBh(uhn) = O, n = 0, l,..., A: - 1. (3.10) 
Nous allons maintenant chercher k majorer diverses normes de la solution 
Uhx: = {u)h”; n = 0, l,..., N) indkpendamment de h et k. Dans la suite, cI 
dCsignera une constante 30 indkpendante de h et k. 
TH~OI&ME 3.1. Si h est assex petit, i.e. 
(3.11) 
et s’il e&e wze constante 7 > 0 arbitTaire i?zdt?pendante de 12, k, n et une 
constante p, 0 < p < 1, arbitraiyement petite ind&pendante de h, k, ?a teIles que 
(3.12) 
la solution u~,~ du sck&na I &rife les inigalitt% 
n = 0, l,..., IV, (3.13) 
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N-l 
?;* I G+l- uhn 1; G G@o , P, 4 I %O Ii * (3.17) 
Dhnonstration. On utilise la methode don&e dans [7], On defmit a:+’ B 
I’aide de l’equation (3.10) prise pour n = N. 
(1) On multiplie scalairement (3.10) par 2ku,fl. On obtient en vertu de (3.3), 
(3.6) et (3.9) 
+ 2(c - @) ,‘+ 11 uh* Ii; < O, 12 = 0, l,..., iv. (3.18) 
On Cvalue maintenant 1 u:+’ - uhn 1,“. En utilisant B nouveau l’equation (3.10). 
on trouve 
1 ZlZfl - I*hn 1; < k2 [(I + q> 1 -4h(ula”)i; + ( 1 + ;) 2 1 Bh(“:)$,, 
T,J Ctant une constante >0 arbitraire. En tenant compte des inegalids (3.5) et 
(3.Q il vient 
En reportant la majoration (3.19) dans (3.18), on a 
(3.20) 
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Sous Ies conditions (de stabilitk) (3.11), (3.12) et (3.13), l’in6galid (3.20) 
entraine pour n = 0, l,..., N. 
En sommant par rapport 5 n, (3.21) donne 
avec 
Cl@, , p, 4 = [r?P(E - %hf)l-‘. 
(2) On cherche ;i estimer ensuite k Cril(j uE*’ - ~,~n/h /i3”. De l’kquation 
(3.10), on dCduit 
d’oti en vertu de (3.4) et (3.7) 
Ainsi 
N-l 
< (21’3 + x2 -+ E)~” k n;. Ii uh” II: . (3.24) 
Cette in&galiti: jointe 2 (3.23) prouve que 
avec 
C2 = (2l/3 + hz + 4313 c, . 
(3) II reste B &valuer 22 1 u;+’ - 2~~” 1:. D’aprh (3.19) et en tenant 
compte de Ia condition de stabilit6 (3.12), on obtient 
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En appliquant I’inCgalitC de Holder, le lemme 2.1, et en sommant par rapport 
a n, il resulte de (3.25) 
c’est-a-dire 
N-l 
< 2 [(P3hh) + (1 + X, 2~~ k mf.x / “+l I, Uin I] C,(h, , p, c) j aho 1; . 
(3.26) 
En utilisant (3.11) et (3.13), cette inegalite (3.26) entraine 
c, = 2 [(23/3hh,) + (E - qg (1 - p)] cr. 
Le thkoreme est ainsi completement dkmontrc. 
COROLLAIRE. S’ous Zes conditions (de stabilite’) (3.11), (3.12), (3.13) et sous 
Z’hypothBse 
I %I0 Ih < c.4, (3.27) 
la solution u,&,~ du scht%na I v&ije 
N-l 
x 1 1 u;+l - Uhn 1; 1 < c, . (3.28) n=0 
Remarque 3.1. La condition de stabilite (3.12) est de type hyperbolique 
classique tandis que (3.13) est a comparer 5 
n = 0, l,..., iv (3.29) 
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qui est Ia condition de stabilite du schema explicite 




Remarque 3.2. Si on remplace la condition de stabilite (3.13) par la 
condition un peu plus forte 
et si l’hypothbe (3.27) est verifiee, on a en vertu de (3.26) 
(3.17)’ 
On utilisera cette remarque dans la demonstration de la convergence. 
Bien entendu, il faut montrer que, pour h, q, p fixes [F, verifiant (3.1 l)], on 
peut choisir A,, assez petit pour que les conditions de stabilid (3.12) et (3.13) 
soient satisfaites si k < k, . De fagon precise, on a le 
T&ORhIE 2.2. Si les kypotkises (3.11) et (3.27) so& v&i@es; il existe am 
nombre k,(k, 7, p) tel que, pour k < k, , les conditions (3.12) et (3.13) soierzt 
sutisfaites. 
La demonstration de ce resultat est analogue a celle du theoreme 2.2 de [8j. 
4. &TUDE DU sc&u I. CONVERGEWE 
4.1. Notations 
On introduit des fonctions Blbi, xfi, i = I,..., I, definies sur (0, 1) et des 
fonctions ekRt xkn, II = 0, l,..., Iv, definies sur (0, T): 
; [x - (i - 1)1z], (i- 1)h & < ih 
e,.“(x) = ; [-x + (i + l)h], ik < x < (i + l)lz; (4.1) 
0 ailleurs 
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xhi = fonction caracttrisque de I(; - &) k, (; + &) k[; 
; [t - (n - l)k], (n - 1) k < t < nk 
4”(t) = ; [-t + (a + l>k], nk < t < (n + l)k; 
0 ailleurs 
xkn = fonction caracthrisque de [nk, (n + 1) k[. 
Si vh E V, , on pose 
PhVh = 2 @hi, 
I 
qhvh = c vixh’- 
i=l 
11 est clair que phvh E kpsl(a) et que 
Si vh,k E vh&, on pose 
P h,k%,k = foPh%Tz ’ ekn, 
N-l 
qh,kvh,k = c qhvhn * xlc”, 
n=O 
N-l 












On consid&e enfin les fonctions T &~&qt&,h.Z)h,k cMinies sUrQT = i--i' X 10, T[ 
par 
7*h/2qh,kvh,k(x, ‘> = qib,kvh,k (% F ;, + 
Notons un lemme de vkrification immediate. 
(4.12) 
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LEMME 4.1. On a pour tout vhSk: E Vh,k 
(4.13) 
iI ~~phvh.k I1h(o,T;w,l(Q)) = (k~llvx)“3. (4.16) 
Soit yh l’opkrateur de Corn(Q) (espace des fonctions indCliniment 
difkentiables 2 support compact dans 0) dans Vh d&i par 
(Thv)i = v(ih), 0<;<1+1. (4.17) 
On voit aisCment que, pour tout v E C,m(Qj, on a 
;iphrhv = v dans I@:(Q) fort, (4.~8) 
;i qhrhv = v dans I&2) fort. (4.19) 
4.2. Th6orBmne de convergence 
T&O&ME 4.1. Faisons les hypothises 
(3.13)’ 
?i.z q,&uno = u. duns LE(Q) fort. (4.20) 
Alors la solution uhSx: du s&ma I vbifie 
tk50ph,kuh,k = u dam LJO, T; T@:(Q)) f&de et duns L3(QT) fort. (4.21) 
(4.22) 
oZZ u est la sohtion, suppos&e unique, de (lS), (1.6) ozi f = 0 et (1.7). 
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Dkmomtration 
(1) Choisissons h et k assez petits pour que les conditions (3.11), (3.12) et 
(3.13) soient remplies. Grace ?I l’hypothbe (4.20), nous pouvons appliquer le 
corollaire du theoreme 3.1. Le lemme 4.1 montre alors que, lorsque h et k 
tendent vers 0, on peut extraire de la suite (u& une sous-suite, notee encore 
(uh,k>, Me we 
ph.kUh,k -+ u* dans L&O, T; F!‘sl(Q)) faible, (4.23) 
$ph.k”h,k + 2 dans I&O, T; Fi$&2)) faible, (4.24) 
qkph%,k + zu dans La(O, T; l%‘al(Q)) faible, (4.25) 
Bh%‘h,,) + g dans I.&O, T; TV&Q)) faible, 
WhN + t dans L,(Q) faible. 
Montrons que w = u.+ . Pour cela, il suffit de verifier que 




pour toute fonction g, indtiiniient differentiable a support compact dans 
IO, T[ et B valeurs dans W;,(Q). Mais pour k assez petit 
I’ 
T  
(ph,kZCh,dt) - qkPh%.k@), 9@)) dt o 
= y /,yk (qkphu7b,k(t), dt ’ 2 - p(t) ) (t - nh) dt 
n=o 
1 /;(Ph,k”h.L(‘) - qkPhUh.k(t), ‘?+>> dt 1 < cA /I qkPhUh,k ~~~co,T;w,lcQ~, 
ce qui entraine (4.28) par passage B la limite lorsque R et k tendent vers 0. On a 
done w = u+ . 
D’autre part, d’aprb [l], l’ensemble 
est fortement relativement compact dans Ls(&); on peut done supposer que 
Ph,k”h,k -+ % dans w2T) fort* (4.29) 
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IVhntrons que cela entraine 
Ph,l&,k - K+ 
En effet 




= k y j- 
n=O Q 






d’oti en vertu de (4.7) 
L,I ?zo i n=o i=l 
D’aprts la condition (3.12) et le corollaire du thCor&me 3.1, on obtient: 
= 0. (4.33) 
On dCduit alors de (4.31), (4.32) et (4.33) 
,$~&k”h,k - qh,k%,k = 0 dans L3(QT) fort 
ce qui prouve notre assertion (4.30). 
(2) Nous allons montrer que ug vkifie 
+ + 4,) + cg = 0, 
u*(O) = uo , u*(T) = 8. 
(4.34) 
Soit v E Corn(G) et soit YE C(0, T). L’&quation (3.10) donne 
N-l N-l 
,c, (4" - uh , %v)h y[(fz + l>k] + k c @h(ah”), rhv)h y[(a + l)k] 
n=O 
N-l 
+ CA c (&an(uh"), r&h y[(n + l)k] = 0. 
?I.=0 
(4.35) 
En remarquant que 
N-l N-l 
- uh*, rhv)h y[(n + l)k] = - c (Ic, ‘: rh$h [y[(n + l)h] - y(nk)] 
9Z=O 
+ @hN, %s)h y((T) - @ho, Thu)h y(o) 
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et en posant 
Yk(t) = Y(tk), 
I’Cquation (4.35) s’ikrit 
nk < t < (n + 1) k, n = 0, 1 I...) Iv, 
- 
s 
1 (qh,nuh,k(t), qhrhv) yk(t + 2 - yk(t) dt 
+S;/,cc- 4 T  h/2 h,k%,&))+ + (‘h/2%,k”h,dt))-3 
- ; Q&Ph,dt) qhrhv . yk(t + k) dx dt 
+ f 
s 
1 @@kPh~h,k(t))7 PR9h4 y?& + 4 dt 
= -(qhUhN, qhrhv) y (T) + (qi?h”, !?hrhv) y (0) (4.36) 
ou (f), designe la fonction x, t -+ [f(x, t) sif(x, t) >, 0,O sif(x, t) < 01. 
Definition analogue pour (f)- . On deduit de (4.30) 
(T-h/2~h,lcuh.k)+ -+ (%)+ 
(Th12!?h.kuh,k)- -+ (%)- 
dans L&Jr) fort, 
dans La(&) fort. 
(4.37) 
Soit YE C,a(]O, T[); on obtient en passant B la limite dans (4.36) grlce a 
(4.18), (4.19), (4.25), (4.26), (4.30) et (4.37) 
- j’ (u*(t), v) W) dt + j’b%dt>>, 4 y(t) dt + E 1’ k(t), 4 3F/(t) dt = 0 
0 0 0 
pour tout ‘u E Corn(Q) done pour tout v e @‘al(Q) puisque Cow(G) est dense 
dans %‘ar(Q). On a ainsi au sens des distributions sur IO, T[ B valeurs dans 
JG%-Jl 
2 + A(l.4,) + Eg = 0. (4.38) 
Prenons maintenant YE Cl(O, T). En passant a la limite dans (4.36) comme 
preddemment mais en utilisant de plus (4.27) et l’hypothese (4.20), on obtient 
pour tout 21 E FVl(Q) 
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En i&grant par parties, ce qui est loisible d’apres [4], et en tenant compte 
de (4.38), on trouve 
@*(O), 4 qo) - (u*(T), 4 v? = ho 7 4 w9 - (u*G? v> w-) 
pour tout 21 E &a1(s2) et tout YE P(0, T). On en deduit 
u*(O) = 210 ? u*(T) = f. 
(3) VCrifions maintenant que g = B(u,). Pour cela, on utilise une technique 
de [6] convenablement adaptCe. L’equation (3.10) donne 
N-l 
+ 243 c (~h(~~hn), %l")h = I flhO 1; 
7t=O 
c’est-a-dire 
. ; qhPhUh.k ’ !?h.k”h,7c ’ dx dt 
+ 2 p%? 72 P (4.39) 
0 
s%,a(% qk$h%&)) dt = /I 47A” I/;ecQl - 
Nous prenons la limite inferieure de chacun des deux membres de 
l’kquation (4.39). Gdce ?I I’hypothese (3.13)’ et a la remarque 3.2, on obtient 
< II u. II: (n) puisque ~T(44t))3 u*(O) dt = 0. (4.40) 
2 0 
D’autre part, (4.34) donne par integration par parties et application de la 
formule (1.3) 
II dT)II” + 2~ @‘(t), u*(t)) dt = II z% II&) . (4.41) 
On deduit ainsi de (4.40) et (4.41). 
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Mais si v  EL&), T; 78’ar(Q)), on a 
s T o (g, F) dt = /Ji,rro ST (B(q,p,u,,,), 'p) dt. 1- 0 
L’inCgalitC (4.42) entrahe done pour toute fonction 9 E La(0, T; @al(@) 
j: cg - B(p?), If* - y) dt 3 lip@ j: (%7kPh%TJ - J%P)> QkPh%,k - 9) dt 
c’est-a-dire B cause de la monotonie de l’operateur B 
s 
T 
(g - %P,), I‘* - v> dt 2 Q, o (4.42) 
Prenons 9 = u* - 01~~ , 01 > 0, 4~~ EL,(O, T; I@ar(Q)); on tire de (4.42) 
et en faisant tendre a vers 0 
s ;LY - %4, d dt a 0, ~1 EUO, T; @(Q)) 
d’oti 
g = I+*). (4.49) 
On a ainsi prouve que zcyc est la solution u de (l-5), (1.6) oti f  = 0 et (1.7). 
L’unicitC de cette solution permet d’affirmer que c’est toute la suite ( pn,k~h,lc) 
qui convergence vers u dans les topologies indiquees. 
Ceci acheve de prouver le theoreme. 
Rewznrque 4.1. La condition (3.13)’ est essentielle au point (3) de la 
demonstration preddente. Les points (1) et (2) restent valables si on 
remplace (3.13)’ par (3.13). Notons que la condition (3.13) et (3.17)’ suffiraient 
pour montrer que g = B(u,). Le probleme de trouver une majoration a priori 
de u*,~ entramant (3.17)’ est ouvert. 
5. BTUDE DU SCHAM.~ II 
5.1. Majorations a priori 
On definit un operateur non lineaire AtL,, de V, dans I/;, par 
PLhJli = & lI~i+d2 - b~i-d~l, i = L Ia 
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Nom allons Ctudier cet opkrateur Ah,O. Auparavant, Fisons quelques 
notations. Si vh E V, , on pose 
%+llz(vh) = %1/2 = wri-1 + 749 i = 0, l)..., I, (5.2) 
ai = ai = g&%+1,2 + 4-l/2), i = l,..., I. (5.3) 




pour tout vh E v, . 
Dtfmonstration 
(1) Si vh E vh , on vhifie que 
ig Vd(Vi+d2 - h.-I)“1 = - f i$ (Vi+1 - Vi13. 
Ainsi 
= - g $ ( Vi+lh- vi )” > - g I/ Vh 11;. 
2=0 
(2) Si vh , wh E vh , on a 
(Ah,O(vh), wh)h = i i k%+1/2(~h)(~i+l - %) + ai--1/2(vh)(% - vi-l)] wt. 
¶.=l 
En utilisant 1’inCgalitC de Hiilder, on trouve 
b%,O(vh),wh)h I <; I[$ I ai+112(vh)13]1'3 (i i vi+l - % 13)1'3 
Z-l i=l 
+ [i 1 ai-112(vh)~3]1'3(~ I Vi - Oi-1 13,"'/(i 1 wi 13)1'3s 
i-l i=l Z==l 
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On en dkluit 
I(Ah.Ohi)~ wh>h 1 < Evhlh I/ vh kc [wklh < he ! I  % i/i I j  wh I!?‘ 
ce qui prouve la majoration (5.5). 
(3) DCmontrons enfin (5.6). On a 
I ~~h.O(Vh% = & jl I ai+1,2(vi+1 - Vi> -I- %1,2(Vi - vi-,)I” 
1 I 
G h %FO I %+1&i+1 - Vi)i” 
d i max I aitlp2 
i I (i I vi 13y3($ 1% - vi 12y3 i=l i=a 
Le schCma II s’bcrit maintenant sous la forme vectorielle 
- hn) + Ah.O(Uhn) + &&hn) = O, n = 0, I)..., N - 1. (5.7) 
TJ&ORBME 5.1. Si h est assex petit, i.e. 
h < h, < (1241’2, (5.8) 
et s’il existe une co&ante p, 0 < p < 1, arbitrairenzent petite indipendante de h, 
k, n telle que pour n = 0, l,..., N 




k g 1 4f+l; Zdhn I:,‘, < Cll(hO )p, E) 1 UhO 1; ) (5.12) 
N-l 
Lo I .4+l - UfF 1: G Cl,@, 2 P, e> I %F 1: . (5.13) 
Dthonst~ation. Elle est analogue a celle du theoreme 3.1. 
(1) On multiplie scalairement (5.7) par 2ku,“. On obtient d’aprb (3.6), 
(3.9) et (5.4) 
zl;+lI; - 1 UhA 1; - j .;+1 --Uhnl~+2(~-~)kIjllnnll~~0, 
n = 0, I)..., N. (5.14) 
D’autre part 
1 .u;+l 
- %la jh < k / Ah,O@h?z)lh + Ek I &d%% 
ce qui donne en vertu des inegalites (3.8) et (5.6) 
n+1 
1 ldh - uhn lh < k A”” max I ay+rlz 1 i 
11/z + g "" 1 4+1 ; ui" 1; (1 u;\j;/2 
(5.15) 
oti aXI, = ai+1,2(z4hn). Les inegalites (5.14) et (5.15) entrainent alors pour 
n = 0, 1 ,..., N. 
/ llz+l 1: - 1 Uhn 1: + j2 (1 - 2) - [(A”; max I aF+l,3 I j”’ 
+ (4~ $ m;x 1 &’ k “’ ])r’,I,I Ek jl uhn 11; < 0 
et en tenant compte des conditions (5.8) et (5.9) 
Iu ;+l 1; - 1 uh” 1; + 2~ (C - +&) k I] Uhn I[; < 0. (5.16) 
On en deduit les i&gal& (5.10) et (5.11). 
(2) D’apres (3.7), (5.5) et (5.7) on a 
L’inCgalitC (5.12) resulte alors de (5.11). 
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(3) La majoration (5.15) montre que 
(5.13) s’en deduit en vertu de la condition de stabilite (5.9). 
RcFnarque 5.1. Supposons que E est “petit” et que ie pas d’espace h est de 
l’ordre de P. Alors, dans (5.9), c’est le terme X(k/e) maxi 1 u&s j, provenant 
de la discretisation de IL(&/&), qui a le role preponderant. Si on compare 
dans ce cas la condition de stabilite (5.9) aux conditions de stabihte (3.12) et 
(3.13) relatives au schema I, on constate que (5.9) est de loin la condition la 
plus stricte. Amsi le schema II n’a &inter&t numiriquement que si h2 est 
petit devant E, ce qu’il n’est pas toujours souhaitable de realiser pour des 
raisons pratiques. 
Remarque 5.2. Sous la condition 
on a d’apres (5.17) 
(5.13j’ 
5.2. Convergence 
?kh&n~E 5.2. Faisons Ees hypothises 
(5.9jS 
O 25 gh% --f = uo dam L,(G) f&-t. (4.20) 
La solution u~,~ du schtka II a&iJ(ie 
1jy Ph,lullh,k. = u dms L,(O, T, l&‘31(G)) faible et dam L3(QT) fort, (5.18) 
f,Jpo $ Ph,k%,k = $ dam LziB(O, T, TV$(J2)) foible. (5.19) 
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Dc!monstration. 11 suffit de remplacer dans la dkmonstration du 
th&dme 4.1 le m-me {(7-h,2qh.lcUdt>)+ + (~~~3qh,~~~,&N-l par qh.~~h,dt)- 
6. ETUDE DU SCHEMA III 
6.1. Rthultats prtfliminaires 
On d&nit un opkrateur non linkaire A,,, de V,& dans V, par 
l&d~tJli = - & [ki+l + 4’ ki+l - 4 - (vi + vi-J2 (vi - wJ1, 
i= l,..., I. (6.1) 
ConsidCrons quelques propriCtCs de l’opkrateur A,,, . 
LEMME 6.1. On a quels que soient vh E V, et 01 E IO, 1 [ 
M&d, 41~ 
b I &&JI; + 
+ & (I ~1 I4 + 1 VI I”) - 4 (A - 1) h2 oy& / ‘“+ll; zli 1 11 vh II; . (6.2) 
Dimonstration 
(1) Prouvons d’abord que 
(An,l(vh), vh>h = 1 -%,d%)~~ f ait k%+1/2(~i+l - vi) - 6&i - %1)1” 
1 
En effet 
+ g& (I Vl I4 + I WI I">- (6.3) 
i i {[ai+l,2(ui+l - 4 + ai-ll2h - sdl” 
+ bi+l,2(~i+l - 4 - ai--1/2(oi - d12> 
= ‘2 gl {[ai+l,2(f4+l - 41” + [ai-ll2(vi - f4-d12> 
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On en dCduit (6.3) puisque 
(2) Nous allons ensuite minorer l’expression 
On vkrifie immediatement que 
ui+l/&iil - Vi) - a,-&$ - vi-1) = a,(q+1 - 2vi + q-1) + *(vi+1 -vi-1)2. 
En appliquant la majoration Cvidente 
ofi ~1 E IO, 1[ est une constante quelconque, on trouve 
En sommant (6.4) d e i = 1 $ i = I et en remarquant que 
iI (%l - Vi-J4 = i k+1 - 4 + (Vi - %l)l” 
(=I 
< 16 i (w~+~ - vijB < 16h3 rn? / 0i+1lL vi I(\ v  ‘j3 h llh > 
i=O 
on obtient 
2 (1 - CX) i [ae(vi+, - 2vi + vi-,j12 
i=l 
(6.5) 
Les inCgalit& (6.3) et (6.5) entrainent alors (6.2). 
505/8/1-6 
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LEMME 6.2. L’ophateur Ah,l v&riJie 
11 Ah.lh)l/h* < xop& 1 ai+1/2 111 vh ii:, % E Vh * 
D&nonstration. Si vh , wh E V, , il est facile de voir que 
(6.6) 
d’oh en appliquant I’inCgalitC de Htilder 
I(ah,l(vh>g Wh)h 1 6 “F 1 ai+1/2(vh)l [/) 5 1 a~+li?,bh)~3]1’3~~ vh I/h 11 wh /IA . (6.7) 
i=O 
Mais d’aprks (2.5) 
La majoration (6.6) rhlte alors de (617) et (6.8). 
LEMME 6.3. On a pour tout vh E Vh 
(6.9) 
+ 4 (1 + ;) . omits ax I ai+lb I2 oFyz _ _ j vi+1h- wi 1 II z’la II: (6-W 
oh j3 est me constante >0 arbitraire. 
Dhonstration 
(1) On peut Ccrire 
I Ah,h)l~ = k i k+d h+l - 4 - (ai-1d2 (vi - ~4”~ (6.11) 2=1 
Ainsi 
I Ah,dlJla% d j$ my I ai+1h I3 (i I Q.~+,~ 13)1’3 (2 I vi+l - vi la),,’ 
i=O 
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(2) On remarque que 
(%+1/2Y (Vi+1 - 4 - (%-l,2)2 (Vi - Vi-l) 
= (Q (vf+l - 2q + Vi+) + [(af+1,2>2 - (ui>“](vi+l - Vi) 
+ [(Q - (Ui-1,2>“](Vi - Vi-l). 
On vCrifie aisCment les relations 
(Qi+l/# - (%)2 = ~(~~~+lp2 + Ui-lk)(Vi+l - VP), 
(aJ2 - (ai-l/2)3 = $+zi+1,2 + 3a&l,,)(vi - zLl), 
d’Oli 
I(%/2 (Vi+1 - Vi) - (%-1,2)2 (Vi - %,>I 
d (q)B I vi+1 - 2vi + vi-1 1 
+ Qo~& %+1/z I(1 vi+1 - viii I + I vi -vi-1 0". 
On en dCduit que pour tout /3 > 0 
C(%+1,2Y t%l - Vi) - (%l,2)2 (Vi - vli--1~12 
< (1 + p)[(%)2 (Vi+1 - 27% + vi-1)12 
- vi 1 + 1 vi -I- vi-ml l)4. (6.12) 
Puisque 
2 (I ve-I - vi I + I vi - vi--l I)” < 16 i (vi+1 - vJ4 
i=O 
< 16h3 my 1 vii1h Vi 1 jj vh \I;, 
on trouve en sommant (6.12) de i = 1 5 i = I 
i [(ai+1,2)2 (Vi+1 - 4 - CLl/J2 (74 - %Jl” 
< (1 +B) c [W2 (Vi+1 - 274 + %l>l” 
i=l 
+4(1+# E 13 max(at+l,2)2 m;x 
I 
%t4 Iv’ !IvhI~. (6.13) h 
Compte tenu de (6.1 l), les inCgalitCs (6.10) et (6.13) sont Cquivalentes. 
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Dimontrons enfin quelques i&gal&s concernant les opkrateurs A,,, , 
A I~,~ et & - 
LEMME 6.4. On a 
(Als,O(vh),Ah,l(v,)>h = & i ~~i+1/2h+1 - Vi) + %1,2(fJi - %,>I 
a=1 
* N~i+mY (vi+1 - 4 - (uwd2 (vi - vi-& (6.15) 
En dkveloppant, on trouve 
h+1/2(%+1 - Vi) + kl/B(Vui - ~i-Jlk+~,2Y @ifI - 4 - (%-I2 (Vi - %-I 
= (%+1/2)3 (Vi+1 - 0 - (%,2)3 (Vi - Vi-l>" + bi+d Q-1/2 
- (%1,3' %+1/d% - V&i - w-1) 
= (4+1/213 h+1 - %I2 - (%l,2)3 (Vi - vi-AZ) 
+ S~i+1/2%1/2(%+1 - %l)(Vifl - avi - Vi-l). 
Mais 
1 g1 KUi+1/2J3 (roi+1 - vJ2 - (%1/2)3 b-J1 - %I>7 1 
= l(%+1/J3 (VI+1 - VI)& - (%2)3 (% - vlJ2 I G &(I Vl I5 + I VI 15> 
et 
( z1 ~i+1,2~i--l,2(~li+1 - %&i+1 - ViX~i - %l) j 
On trouve done 
d &(I v1 I5 + I vI I”) + h2 m~~(~i+1~2)2 II vi6 Iii . 
.>I 
(6.16) 
Le lemme r&&e de (6.15) et (6.16). 
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LEMME 6.5, Quels que soient vh E V, et y  > 0, on a 
D&nonstmtion. 11 est clair que 
Or 
= - & g [ai+l~2(vd+l - vi) + ai-l:2(vi - vi-111 
- [I vi+1 - vi I(v~+~ - vi) - I vi - vi--l !(vi - v+JJ. (6.18) 
[a.i+l14(vi+l - vi) + ai-lie(vi - xdl[l vi+1 - vi I (vi+~ - vi> 
- \ vi - V$-1 1 (Vi - Vi-l)] 
= ai+1,2 [ vi+l - vi I3 - ai-lls / vi - vi-l I3 
+ (ai-1/2 I vifl - vi I - ai+llB I vi - c-1 I)&+I - 4bi - vi-d. 
(6.19) 
On remarque alors que 
j g (aiil,2 I vi+1 - vi I3 - hh I vi - vi-1 I”> / 
= I f4+1/2 I vI+l - VI I3 - ali2 I VI - v. I3 I 
< &[(%+1 - 
h3 
vJ4 + (vl - vo)*l < y max vi+1 
E 
/; vi / jj zig 11; . (6.20) 
D’autre part 
ai-1/2 I vi+1 - vi I - ai+lh I vi - q-.-l I = 4 vi+1 - vi I - I vi - vi-1 I> 
- $(I vi+1 - vi I + I vi - %I)(%+1 - Vi-,> 
d’oh 
I aiel12 I qfl - vi I - aif112 I vi - w-1 I I < I ai(vi+l - 2% + sdl 
+ $0 %fl - vi I + I vi - vi-1 I>” 
ce qui conduit % la majoration 
I(aipli2 I vifl - 74 I - ai+ I vi - wl I)h+I - fd(v, - vi-J 
< y[ai(vi+, - 274 + vi-l)]” + 6 (v;+1 - vi)e (vi - Vi-l)2 
+ $[(v~+~ - z+)~ + (vi - ~i-~)*] / vi+1 - vi I 1 vi - vi-1 I (6.21) 
86 RAVIART 
oh y  est une constante >0 quelconque. On dCduit done de (6.19), (6.20) et 
(6.21) 
(6.22) 
Le rCsultat dkcoule de (6.18) et (6.22). 
6.2. Majorations li priori 
Le schtma III peut se mettre sous la forme vectorielle 
(6.23) 
Les lemmes prkddents vont nous permettre de dkmontrer le rhultat de 
stabilitC suivant. 
TH~OR~ME 6.1. 0~ suppose qu’il existe une con&ante v  E IO, 1[ indt!pendante 




u;+1 + UilE 
h o<ia 
~- 6 1/(1 - T)(l -PI, 
2 
n = 0,l ,***, N, (6.24) 
k n Uifl - ui* - max 
ia2 O<iGl h 
d 
n = 0, l)..., N. (6.25) 
Alors, pour h < h,(T, p, E) assez petit, la solution u~,~ du scht!ma III v&$ie les 
in&alit&s 
(6.26) 





L’?iQUATION D’lh’OLUTION NON LXN6AIRE 87 
DLmonstratio?z. On utilise la technique don&e dans 191 pour 1’Ctude du 
schCma de Las-Wendroff. On pose 
11 ai+1p2 = $+q+, + ZLin), i = 0, l)...) I, 
Qs.30) 
ai” = $(aY+l,, + a?-,,3, i = l,..., I. 
(1) On multiplie scalairement (6.23) par 2kuhn. On obtient en vertu des 
lemmes 3.2, 3.3, 5.1 et 6.1 
pour tout 01~10, l[. On kvalue maintenant 1 z$+’ - ~1~” lh2. L’kquation (6.23) 
donne 
et des lemmes 3.2, 6.3, 6.4 et 6.5 ( avec y  remplacC par yIz2/e), on trouve 
+ (1 -t- $) (1 + S) k2 m;x(4+l,2 )“I rn? 1 “+’ h *’ 1 I( UC 11:) (6.32) 
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oh /3, y, S sont des constantes >O arbitraires. On pose afors 
H” = imax ) uY+~,, I, 
i 
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oli on a choisi y  < $. On peut alors prendre N et p assez petits pour que l’on 
ait hn >, 0. 11 resulte de (6.37) que pn est 20. Enfin, en choisissant 
h < h,(cu, /3,6, p, 6) assez petit, la condition (6.38) donne P > Y > 0 06 v  est 
une constante independante de h, k et n. Ainsi, lorsque les conditions (6.37) et 
(6.38) sont verifiees et que h est assez petit, l’inegalite (6.35) donne pour 
n = 0, l,..., N 
En posant 
I-44y I- -= 
1+s ‘IT 
O<q<l, 
et en cherchant le maximum de 2/4(1 + l/S) + 1/4y lorsque y  et 6 varier& 
rl &ant fix& on verifie aistment que, si les conditions (6.24) et (6.25) sont 
satisfaites, il est possible de trouver y  ~10, $[ et S > 0 tels que les irkgalites 
(6.37) et (6.38) aient lieu. En resume, les conditions de stabilite (6.24) et (6.25) 
entrainent 1’inCgalitC (6.39). 
En sommant (6.39) par rapport B n, on obtient 
(2) On majore maintenant k CrLi 11 ui” - u,,/k 11$3/2. L’Cquation (6.23) 
donne // z$+’ - uhn II: < II -4,o(~i’Yl; + k/2 II ~e,&3ll~ + E II M~~n)ll~ - 
d’oti en appliquant les lemmes 3.2, 5.1 et 6.2 
On utilise la condition de stabilite (6.24) et on Gve 1 la puissance 3/2 
I’inCgalitl precedente. On en deduit en sommant par rapport 2 n 
Jointe a (6.40), (6.41) prouve la majoration (6.28) avec 
Cl, = (A2 + ;  ho + q2 Cl3 m  
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(3) On Cvalue enfin z.,Nro’ 1 u;+’ - u,lz 1:. On a d’apres (6.23) 
c’est-a-dire en vertu des lemmes 3.2, 5.1 et 6.3 
d’oti en tenant compte de la condition de stabilite (6.24) 
En sommant par rapport a 1z et en utilisant la majoration (6.40), on trouve 
N-l 12 
- uhn 1: < 6 (Ah + 2~~ k rn:x 1 “+r h U,.n 1) Cl, 1 u: 1; . (6.42) 
En appliquant cette fois la condition de stabilite (6.25), I’inCgalitC (6.42) 
entraine la majoration (6.29) avec 
Cl, = 6(% + 4 C13 - 
Ceci acheve la demonstration du theoreme. 
Remarque 6.1. On voit que les conditions de stabilite du schema III sont 
t&s analogues B celles du schema I. Par ailleurs, on remarque que la condition 
12 < h,(q, p, c) assez petit intervenant dans le theoreme 6.1 n’est pas trop 
restrictive. Le schema III possede done des proprietes de stabilite satisfaisantes 
lorsque E est petit. 
Remarqut 6.2. Si on remplace la condition de stabilite (6.25) par 
et si I U&O lh < Cl,, on obtient en vertu de (6.42) 
N-l 
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4.3. Convergence 
THI%OR&SE 6.2. sous les hypothkses 
k n 
lim - max 
I 
.%+1 = 




la solution uh,% du schbna III v&$ie les pyoprie’tb suivnntes 
~$~oph,rz~r,,k = u dans L&Q, T; @31(l2)) faible et dans L&I&-)fort, (6.43) 
$ dans L,,,(O, T; Tt’$(Sl)) faible. (6.44) 
D&no?xtration. Elle se fait comme pour lea schCmas I et II. La seule 
modification B apporter concerne Ie comportement du terme supplCmentaire 
P/2 ~~~~[LI~,~(u~*~), rlrwljlh F[(n + 1) k] qui s’introduit dans (4.35) oia 
~1 E Corn(Q) et YE C(0, T). On constate que 




on dtduit de (6.24), (6.27), et (4.20) 
(6.45) 
Compte tenu de (6.45), le theoreme se demontre alors de la man&e 
habituelle. 
7. RE~I~.~RQUES suR LA PSEUDO-VISC&ITI~ 
On considere dans l’ouvert QT = Q x IO, T[ l’equation hyperbolique 
non lineaire 
avec la condition initiale 
4% 0) = uo(x), XEL? (7.2) 
et les conditions aux limites 
qo, t> = u(l, t), t E-JO, T[. (7.3) 
Bien entendu, le probleme (7.1) (7.2), (7.3) est en general ma1 pose. Pour 
l’indgrer numeriquement a l’aide d’une methode eukienne, on peut utiliser 
par exemple des schemas aux difkences finies explicites des types I, II ou III 
oh .+(u~~) est un terme de pseudo-viscosite. En general, on choisit 
E d&pendant de h: 
E = #a (7.4) 
oh p est une constante >0 convenable independante de h et k. Remarquons 
qu’alors le schema III est exactement un schema de Lax-Wendroff avec terme 
de pseudo-viscosite pour l’equation de loi de conservation 
cf. [3], [lo]. On dit (abusivement) qu’un de ces schemas est “stable” si 
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A la lumiere des resultats precedents, on peut analyser le role que joue le 
terme de pseudo-viscosite. Pour le schema I, il “tue” l’action perturbatrice 
du terme en h2 11 vh 11; que l’on trouve dans la formula (3.3). D’aprb le 
theoreme 3.1, le schema I est “stable” si 
On trouve des conditions de stabilite de type hyperbolique. 
Dans le cas du schema II, le terme de pseudo-viscosite a un double r6le: 
il “tue” l’action perturbatrice du terme en 19 11 V~ 11; qui existe dans la 
formule (5.4) et de plus, il stabilise la mauvaise discretisation du terme en 
u(au/&). D’apres le theortme 5.1, le schema II est “stable” si 
On trouve une condition de stabilite de type parabolique. Pour le probleme 
hyperbolique envisage, ce schema est done B rejeter comme on pouvait s’y 
attendre 2 priori. La remarque 5.1 s’applique ici dans toute sa rigueur. 
Pour le schema III de Lax-We&off, le role du terme de pseudo-viscosid 
est semblable a celui qu’il joue dans le cas du schema I: il “tue” un certain 
nombre de termes en h2 /I v,~ 11: qui interviennet dans les lemmes de majoration. 
Ce schema III est stable si 
k 
I 
ti;+l + ui” ___ 
- max 
h i,n 2 d1-7, 
+ +i +:(I f-d1 -“) 
rl 
p > ,+,(T) assez grand. 
On note ainsi l’importance fondamentale de la methode de pseudo- 
viscosite qui permet de stabiliser nombre de schemas instables. On espere 
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