Abstract -The aim of this paper is to study the continuity of the solutions to degenerate time-dependent variational inequalities. In order to obtain the continuity of the solution, a previous continuity result (see [1] ) for strongly monotone variational inequalities and an appropriate use of the convergence set in Mosco's sense play an important role. The continuity result allows us to provide a discretization procedure for the calculation of the solution to the variational inequality which expresses the time-dependent traffic network equilibrium problem.
Introduction
The theory of variational inequalities, born in Italy in the sixties, was influenced by physical problems. Actually both pioneer works of G. Fichera (see [7] ) and G. Stampacchia (see [16] ) were motivated by concrete problems, the first in mechanics (a problem in elasticity with a unilateral boundary condition) and the second in potential theory (in connection with capacity, a basic concept from electrostatics). The proliferous growth of the theory brought out many important contributions in pure mathematics, in fields like nonlinear partial differential equations, operator theory and calculus of variations, as well as in applied mathematics, where variational inequalities have proved to be essential in a wide range of problems in mechanics, engineering, mathematical programming, control and optimization, etc.
In the beginning of the eighties of the 20 th century, it was proved by M. J. Smith (see [17] ) and S. Dafermos (see [4] ) that the traffic network equilibrium problem can be formulated in terms of a finite-dimensional variational inequality and, hence, it is possible to study in this way, existence, uniqueness, stability of traffic equilibria and to compute the solutions.
Many other problems arising from the economic world, as the spatial price equilibrium problem, the oligopolistic market equilibrium problem, the migration problem and many others (see [15] ), were subsequently formulated in terms of finite-dimensional variational inequalities and, by means of this theory, solved.
In the end of the nineties of the 20 th century, the traffic network equilibrium problem with feasible path flows which have to satisfy time-dependent capacity constraints and demands has been formulated by P. Daniele, A. Maugeri, and W. Oettli (see [5, 6] ) and also by T. L. Friesz, D. Bernstein, T. E. Smith, R. L. Tobin, and B. W. Wie (see [8] ), as an evolutionary variational inequality, for which existence theorems and computational procedures are given.
This paper aims to obtain a continuity result for the solutions to degenerate evolutionary variational inequalities associated to a degenerate operator. Hence this result generalizes the previous one obtained in [1] in the core of strongly monotone operators. Our result is related to the convex sets K(t), t ∈ [0, T ], which fulfil Mosco's convergence property. The set of constraints related to the time-dependent traffic equilibrium problem and many other equilibrium problems fulfils this condition, then the solution is continuous. The paper is organized as follows. In Section 2, we introduce the time-dependent variational inequality which models the time-dependent traffic equilibrium problem. In Section 3, we prove that the solution to time-dependent variational inequality associated to linear degenerate operator is a continuous mapping from the time interval [0, T ] to the Euclidean space R m + (see Theorem 3.2) . In Section 4, we apply our result to a rather general two-dimensional traffic network. Finally, in Section 5, we apply the result shown to the traffic equilibrium problem and the associated variational inequality. In order to calculate the solution of a traffic equilibrium problem we use a discretization procedure and then we compute, by means of the extragradient method and the combined relaxation method, the solutions of the finitedimensional variational inequalities. At last, we construct an approximate solution with linear interpolation.
The dynamic model
In order to introduce our problem, a traffic network is defined. We deal directly with the time-dependent case; for the static case, see [5, 6] .
A traffic network is represented by a graph G = [N, L] , where N is the set of nodes (i.e., cross-roads, airports, railway stations) and L is the set of directed links between the nodes. Let r be a path consisting of a sequence of links which connect an Origin-Destination (O/D) pair of nodes. Let m be the number of the paths in the network. Let W denote the set of the O/D pairs with typical O/D pair w j , |W| = l and m > l. The set of paths connecting the O/D pair w j is represented by R j and the entire set of paths in the network by R. The topology of the network is described by the pair-link incidence matrix Φ = (ϕ j,r ), where ϕ j,r is 1 if path r connects the pair w and 0 otherwise. Since the feasible flows have to satisfy time-dependent capacity constraints and demand requirements, also the flow vector is a time-dependent flow vector F (t) ∈ R 
(t) F (t) µ(t)
and the traffic conservation law
where the bounds λ µ and the demand ρ = (ρ j ) w j ∈W are given. We assume that λ and µ belong to
we obtain that the set of feasible flows
is nonempty, as it is shown in [9] . We remark that this kind of feasible set includes the constraints set related to dynamic market, evolutionary financial equilibrium problems, electric power supply chain networks with known demands and human migration problems (see [3] ). Hence, even if the regularity result, that we will show, is related in particular to a convex K as above, however, it is quite general because K is the constraint set of a lot of general equilibrium problems. Clearly K is a convex, closed, bounded subset of
. Furthermore, we give the cost trajectory C which becomes a function of the time
The equilibrium condition is given by a generalized version of Wardrop's condition (see [5, 6] ), namely,
The overall flow pattern obtained according to condition (2.1) fits very well into the framework of the theory of variational inequalities. In fact, in [5] and [6] the following result has been proved:
Theorem 2.1. A flow H ∈ K is an equilibrium pattern if and only if it satisfies the following evolutionary variational inequality:
In order to give some results of existence of equilibria, we shall recall some definitions.
upper hemicontinuous if for all F ∈ K the function H → T 0
C(t, H(t)), F (t) − H(t) dt is upper semicontinuous on K;
upper hemicontinuous along line segments if for all H, F ∈ K the function G → T 0
C(t, G(t)), F (t) − H(t) dt is upper semicontinuous on the line segment [F, G].
The following general result holds: 
It is well known that if C is in addition strictly monotone, then the solution to the evolutionary variational inequality is unique.
We observe that problem (2.2) (see [13] ) is also equivalent to the following one:
where 
, then there exists some solution to the variational inequality (2.3). Moreover, we remark that the set X of solutions is a closed convex subset of K, for Theorem 3.1 in [11] . Moreover, if A is a positive definite matrix-function, namely,
we have the solution to the evolutionary variational inequality which is unique. The same result is obtained if A is a matrix-function satisfying (2.4) and the following condition:
where
with µ Lebesque's measure, namely, A is a degenerate operator. The existence of the solution to the following evolutionary variational inequality
is obvious. Now, let us show that the assumption (2.7) guarantees the uniqueness of the solution to the variational inequality. In fact, ab absurdum, let us suppose that there exist two solutions
From (2.9) and (2.10), we obtain
10). Summing the last inequalities, it results
Since A satisfies condition (2.7), we get
Continuity of the variational solution
In this section, we will extend the theorem of continuity for solutions to strongly monotone evolutionary variational inequalities proved in [1] assuming, now, that the linear operator is degenerate, studying the continuity of solutions to the following evolutionary variational inequality.
Find H ∈ K such that
A(t)H(t) + B(t), F (t) − H(t)
under the assumptions (2.4) and (2.7) in relation to operator A and with K(t) satisfying the following assumption:
, is a family of nonempty convex, closed, uniformly bounded sets of
We recall the important concept of Mosco's convergence (see [14] ).
Definition 3.1. Let (V, · ) be an Hilbert space and K ⊂ V a closed, nonempty, convex set. A sequence of nonempty, closed, convex sets K n converges to K, as n → +∞, in Mosco's sense, if (M1) for any H ∈ K, there exists a sequence {H n } n∈N strongly converging to H in V such that H n lies in K n for all n ∈ N, (M2) for any subsequence {H kn } n∈N weakly converging to H in V , such that H kn lies in K kn for all n ∈ N, then the weak limit H belongs to K.
According to some assumptions, the set as in (2.3) fulfils these conditions, in particular the following lemma holds (see proof of Theorem 3.2 in [1]):
Now, we recall the continuity result for strongly monotone variational inequalities (see Theorem 3.2 in [1] ), namely, when the matrix-function A satisfies condition (2.6).
Moreover, the estimate
holds, where ν is the constant of positive definition of matrix-function A.
Remark 3.1. Theorem 3.1 still holds true if K(t), t ∈ [0, T ], is a family of sets satisfying condition (M).
At first, we prove a preliminary lemma related to nonnegative matrix A satisfying condition (2.5). Hence, let us observe that, under this assumption, the set X of solutions to time-dependent variational inequality (3.1) is closed, convex, and nonempty. Let
be the identity operator and let us consider the following evolutionary variational inequality:
2) which admits a unique solution H(t) ∈ X(t). Further, for every ε > 0, let us consider the following perturbed evolutionary variational inequality:
which also admits a unique continuous solution H ε by virtue of Theorem 3.1. Then, we can prove the following preliminary result for nonnegative matrix-function: where H is a solution to the evolutionary variational inequality (3.1) .
Proof. Let H be the unique solution to (3.2), therefore H ∈ X and
Let H ε be the unique solution to (3.3), namely, H ε ∈ K and
Setting F (t) = H ε (t), for t ∈ [0, T ], in (3.1) and F (t) = H(t), for t ∈ [0, T ], in (3.5) and adding we get
then, by (3.6), we obtain
and dividing by ε > 0, it results
Taking into account (3.7), one has
with C a constant independent on t ∈ [0, T ], then
Hence there exists a subsequence {H η (t)} η converging in R m to an element H(t) of R m , in [0,T], and thus lim
Taking into account that K(t) is a closed set of R m and {H η (t)} η ⊆ K(t), then
It remains to prove that
Hence, considering (3.5) with ε = η, we get 
Then (3.9) implies that H is a solution to (3.1), in [0, T ], namely H ∈ X. If the solution to (3.1) is unique, then the proof is concluded. Now, we suppose that the solution to (3.1) is not unique. Setting ε = η in (3.7), we get
and passing to the limit as η → 0, we obtain
Rewriting (3.4) with F = H ∈ X, it results 11) and adding (3.10) and (3.11), we have
H(t), H(t) − H(t)
In this way, we have shown that every subsequence converges to the same limit H(t) and hence lim
Moreover, we remark that
then, by virtue of Lebesque's Theorem we have
. Now, we present the main result for degenerate variational inequalities (2.8), namely, when the matrix-function A verifies the conditions (2.4) and (2.7).
Theorem 3.2. Let A ∈ C([0, T ], R m×m + ) be a matrix-function satisfying condition (2.7) and let B ∈ C([0, T ], R m + ) be a vector-function. Let K(t), t ∈ [0, T ], be a family of sets satisfying condition (M). Then, the evolutionary variational inequality

A(t)H(t) + B(t), F (t) − H(t)
0, 
Let H ε (t) be the unique solution to the strongly monotone perturbed variational inequality (3.3), namely, H ε (t) ∈ K(t) and
Since H ε (t) is continuous in [0, T ], we have that solutions H(t n ), ∀n ∈ N, to the following evolutionary variational inequalities: 15) ∀n ∈ N, converge to H ε (t), as n → +∞. Setting F (t n ) = H(t n ), ∀n ∈ N, in (3.15) and F (t n ) = H ε (t n ), ∀n ∈ N, in (3.13) and adding we get, ∀n ∈ N,
We remark that for condition (2.7) on the matrix-function A we have
Then, from (3.16) it follows ε H ε (t n ), H(t n ) − H ε (t n ) 0, ∀n ∈ N, and processing as in the proof of Lemma 3.2, we get
where C is a constant independent on ε and on n ∈ N. For Lemma 3.2, it follows lim ε→0 H ε (t n ) = H(t n ), ∀n ∈ N, with H(t n ) ∈ K(t n ), ∀n ∈ N, and such that
Since the solution to (3.13) is unique, one has H(t n ) = H(t n ), ∀n ∈ N, and, passing to the limit as ε → 0 in (3.17), it results H(t n ) m C, ∀n ∈ N. Hence the sequence {H(t n )} n∈N is bounded, then there exists a subsequence {H(t kn )} n∈N , with
namely lim n→+∞ H(t kn ) = H(t). Moreover, by (3.13) it obtains
A(t)H(t) + B(t), F (t) − H(t) 0, ∀F (t) ∈ K(t),
and, for the uniqueness of the solution to (3.12), it follows H(t) = H(t). The same result holds for each subsequence and therefore lim n→+∞ H(t n ) = H(t), namely, our assert. The proof is now complete.
Remark 3.2. Theorem 3.2, by virtue of Lemma 3.1, holds if
so the solutions to evolutionary equilibrium problems turn out to be continuous.
A general two-dimensional example
We consider a two-dimensional traffic equilibrium problem with linear and degenerate cost function. Hence, let us consider four continuous functions
Let us define the following cost vector-function:
C(t, H(t)) = A(t)H(t) + B(t)
We remark that A(t) is a degenerate matrix for t = 0, and, for t > 0 the matrix is positive definite, moreover, it satisfies the following condition:
. Now, we study the solutions to the next evolutionary variational inequality
A(t)H(t) + B(t), F (t) − H(t)
0,
with ρ ∈ C([0, T ], R + ). In our case, (4.1) becomes
Then applying our main result, Theorem 3.2, we get that the solution to (4.2) is continuous in [0, T ]. Now we determine the solution to (4.2) by using the direct method (see [12] ). At first, we derive
and we consider the following variational inequality:
In the first step, we see if there exist solutions to the system
(4.6)
For t = 0, (4.6) becomes
then, we obtain
Then the unique solution to (4.2) is given by (4.8) in t = 0 and by (4.9) in ]0, T ], and, of course, it is continuous in ]0, T ]. We can easily verify that the solution is continuous also in t = 0, in fact we have 10) and for t ∈]0, T ], we get
(4.11)
The same calculations made before prove, also in this case, that the solution to the evolutionary variational inequality (4.2) is continuous in [0, T ].
On the contrary, if
, and ∀ρ ∈ C([0, T ], R + ), the unique solution to (4.2) is given by
and also in this case the continuity of the solution can be verified.
In each case, we have found that the solution to the evolutionary variational inequality (4.2) is continuous in [0, T ].
Traffic network numerical example
Now, we introduce a method to solve the evolutionary variational inequalities related to a linear degenerate operator.
We consider the following evolutionary variational inequality: find H ∈ K such that
1) where C(H(t)) = A(t)H(t) + B(t), a.e. in [0, T ], with A satisfying the following condition:
We suppose that the assumptions of Theorem 3.2 are satisfied and hence the solution H belongs to C([0, T ], R m + ). As a consequence, (5.1) holds for each t ∈ [0, T ], namely,
A method to solve variational inequalities is the extragradient method, but it can be applied to evolutionary variational inequalities after a discretization procedure has been made.
In the following, applying a discretization procedure, we will use the extragradient method, and we will compute the solution of a variational inequality associated to a transportation network.
Consider now a partition of [0, T ], such that: 0 = t 0 < t 1 < . . . < t i < . . . < t N = T. Then, for each value t i , for i = 0, 1, . . . , N, we consider the static variational inequality
C(H(t i )) = A(t i )H(t i ) + B(t i ) and
We compute now the solution to the finite-dimensional variational inequality (5.3) using the extragradient method. The algorithm, as it is well known, starting from any
where P K(t i ) (·) denotes the orthogonal projection map onto K(t i ) and α is constant for all iterations.
In [2] and [18] the convergence of the extragradient method is proved under the following hypothesis: C is a monotone and Lipschitz continuous mapping and α ∈ (0, 1/L), where L is the Lipschitz constant. A drawback is the choice of α when L is unknown. Indeed, if α is too small, the convergence is slow; when α is too large, there might be no convergence at all. After an iterative procedure, we can construct a function by linear interpolation.
We remark that this problem can be solved by the usual descent methods, without calculation of the Lipschitz constant for the analysis of the convergence. In the following, we extend a combined relaxation method to the calculus of solution to time-dependent variational inequalities.
This method (see [10] ) runs as follows. After a partition of real interval [0, T ], the algorithm, to solve finite-dimensional variational inequality (5.3), starts from any H 0 (t i ) ∈ K(t i ) fixed, from a sequence {γ k } satisfying the following conditions:
and from numbers α ∈ (0, 1), β ∈ (0, 1), θ > 0 chosen. It finds m as the smallest number in Z + such that
where G k,m (t i ) is a solution to the auxiliary problem of finding G(t i ) ∈ K(t i ) such that
the iteration repeats itself. After a linear interpolation, the approximate equilibrium solution is constructed. In [10] , it is shown that this method is convergent to a solution of the finite-dimensional variational inequality problem under the only assumption that C is locally Lipschitz continuous and monotone. Now, we consider a transportation network pattern for the network shown in Fig. 1 . The network consists of six nodes and eight links. We assume that the O/D pairs are represented by w 1 = (P 1 , P 5 ) and w 2 = (P 2 , P 6 ), which are respectively connected by the following paths:
? --?
We consider the cost vector-function on path C defined by
The set of feasible flows is given by
(20t + 15, 30t + 10, 20t + 15, 40t + 19, 30t + 21), F 1 (t) + F 2 (t) = 2t + 3,
It is easy to verify that the cost vector-function satisfies condition (5.2). Moreover, it results that
for any H(t), F (t) ∈ K(t) and for t ∈ [0, 2]. As a consequence, the extragradient method is convergent for α ∈ (0, 0.031), for the property of C. We can compute an approximate curve of equilibria, by selecting t i ∈ k/15 : k ∈ {0, 1, . . . , 30} . Using a simple MatLab computation and choosing the initial point H 0 (t i ) = (t i + 1, t i + 2, 2t i + 2, 2t i + 2, 2t i + 1) to start the iterative method, we obtain the equilibria consisting of the points, which are written in Table 1 we obtain the same results with a different speed of the convergence, as Table 2 shows. In detail, we report the number of iterations (iter), the number of function evaluations (nf), the number of projections (np), and the time of computation (ctime), expressed by seconds, for different methods. The stopping criterion is r(H k (t i )) 5 = H k (t i ) − H k−1 (t i ) 5 10 −6 , for i = 1, 2, . . . , 30.
The interpolation of equilibria points yields the curves of equilibria, how we can see in Fig. 2 . 
