ABSTRACT Hashing algorithm has attracted great attention in recent years. In order to improve the query speed and retrieval accuracy, this paper proposes an adaptive and asymmetric residual hash (AASH) algorithm based on residual hash, integrated learning, and asymmetric pairwise loss. The specific description of the AASH algorithm is as follows: 1) the integrated learning model is proposed based on transfer learning and multi-feature fusion strategy to learn the database hash code; 2) the residual hash model is proposed based on ResNet-50 to learn the query image hash code; 3) the asymmetric pairwise loss is proposed and the parameters of the residual hash model is optimized based on the database hash code; 4) the algorithm learns the database hash code and the query image hash code in an asymmetric manner, and integrates the feature learning part and the hash-coded part in one frame. The experimental results on three different datasets fully demonstrate that the proposed AASH method has better performance than most symmetric and asymmetric deep hash algorithms. Specifically, the optimal result of the AASH algorithm is 0.971 on Cifar10 when the hyperparameter is 100 and the hash code length is 32. The optimal result of the AASH algorithm is 0.945 on ceil images when the hyperparameter is 10 and the hash code length is 24. The optimal result of the AASH algorithm is 0.945 on FD-XJ when the hyperparameter is 15 and the hash code length is 32. In addition, the algorithm verifies convergence, time loss, and effectiveness.
I. INTRODUCTION
Content-based image retrieval (CBIR) is a research branch focusing on large-scale digital image content retrieval in the field of computer vision. As one of the main technologies of intelligent monitoring, image retrieval has a profound impact on the intelligent social management system. Since the early 1990s, researchers have used the global, local and convolutional features of images to study and explore CBIR tasks [1] . With the rapid growth of multimedia data, the storage and processing of fast and effective video image data has become a hot topic in current research. In the machine learning algorithm, the hash algorithm can map high-dimensional spatial similar information to low-dimensional space and still have good similarity. The main idea of the hash algorithm is to map information of any dimension into a low-dimensional
The associate editor coordinating the review of this manuscript and approving it for publication was Madhu S. Nair. space with semantic similarity and fixed dimensions. Due to its low computational cost and high storage efficiency, it is one of the most commonly used techniques in CBIR. In general, hash algorithms encode high-dimensional data into a set of binary codes while maintaining image or video similarity. Large-scale CBIR often produce high storage and computational complexity. Considering the computational loss and storage capacity of the algorithm, the deep hash algorithm becomes the mainstream algorithm for large-scale information search.
The deep hash algorithm is a research hotspot in recent years, and it includes the hash of the single mode and the hash of the multimodal from the category of the modal. The single-modal hash algorithm only learns the modal internal hash code, while the multi-modal hash learns both the modal internal hash code and the modal hash code. The essence of the deep hash algorithm is to learn deep semantic features and hash codes simultaneously. In the study of deep hash algorithms, effective semantic information acquisition is very important. In this work, image classification tasks provide us with good ideas and models. There are some classic network models to learn deep semantic features. Since 2012, convolutional neural networks have achieved outstanding performance in image classification. For example, the AlexNet [2] network won the ILSVRC-2012 competition and has a 10% performance advantage over the second. VGGNet [3] has achieved good results in the positioning tasks and classification tasks on ILSVRC-2014. ResNet [4] has outstanding performance in ILSVRC-2015, and its structure quickly accelerate the training of neural network. These network models provide opportunities for fine-grained image retrieval tasks, but they also raise some issues. Deep learning provides an opportunity for feature extraction in image retrieval. The high-level features of deep network model learning will inevitably increase the storage capacity of computers. In order to further solve this problem, Conjeti et al. [5] , [6] studied the residual hash architecture to reduce the storage capacity of the computer and improve the retrieval efficiency. Large-scale CBIR often produce high storage and computational complexity. Therefore, how to obtain high-dimensional semantic information and reduce the storage capacity of computers has become a hot spot for researchers.
The construction of the loss function is another key technique of the deep hash algorithm. Currently, pairwise losses and triple loss are the main hash algorithm losses. In the study of pairwise losses, Guo et al. [7] proposed an online regularization learning method based on pairwise loss functions. Choi et al. [8] proposed a face identification method based on multi-class pairwise loss. Dorfer et al. [9] proposed a multimodal retrieval method based on pairwise losses. Shi et al. [10] proposed a deep ranking hash for histopathological retrieval and classification tasks. Although these algorithms have achieved good results, learning in a symmetrical manner requires a longer training time.
In short, the solution process of the hash algorithm is also an NP-hard problem. Currently, the hash algorithm still has the following problems: (1) Many hash algorithm studies are based on traditional features or manual features. This affects the accuracy of the search to some extent. (2) Although many deep hash algorithms can obtain better image descriptions, the computational and storage complexity of the algorithm increases dramatically. (3) At present, most deep hash algorithms use a symmetric way to train the network model, which extends the training time of the algorithm. (4) The adaptability of the network needs to be further improved. Encouraged by CNN's learning ability, convolutional neural network hashing (CNNH) [11] pushed the deep hash algorithm based on CNN to the forefront. This is not endto-end training. Network in network hashing (NINH) [12] learns feature modules and hash coding modules simultaneously based on deep neural networks. However, the accuracy of feature learning is not high enough. In order to obtain deep semantic features, the compact root bilinear CNN (CRB-CNN) [13] uses the integrated network model to obtain high dimensional semantic information. In loss function module, pairwise losses [7] - [10] are proposed to learn algorithm parameters. Cheng et al. [14] proposed that the asymmetric multi-valued hashing (AMVH) algorithm is based on asymmetric methods to improve retrieval efficiency.
Based on the above considerations, in order to improve the search efficiency of image retrieval and learn more efficient hash functions and hash codes, this paper mainly improves the feature learning module, loss function module and learning method. We propose an adaptive and asymmetric residual hash method (AASH) based on Residual hash, the integrated network and fast supervised discrete hashing (FSDH). First, the integrated network is used to learn image representation. Next, the FSDH algorithm is introduced in the paper to obtain the database hash code. Finally, an asymmetric residual hash model is used to extract the hash code of the query image. The advantages of our algorithm are divided into the following three aspects. (1) The proposed residual hash algorithm is also an advanced model in the field of image retrieval, because most image retrieval algorithms use VGGNet. (2) This paper improves the loss function part to learn more efficient network parameters. (3) This paper uses the asymmetric method to learn only the query image hash code, which requires less training time than most symmetric methods, so the algorithm is more efficient in practical tasks. The experimental test is in the public database, and the experimental results demonstrate the effectiveness of the algorithm.
II. RELATED WORKS
Whether it's medical data or multimedia data, it's important to find similar examples quickly and accurately. Therefore, deep hashing and cross-model hashing have become the main trends of current research. In traditional hash algorithm research, locality sensitive hashing [15] and supervised hashing with kernels [16] are the main hash methods before 2014. Between 2015 and 2018, supervised discrete hashing (SDH) [17] , supervised discrete hashing with relaxation (SDHR) [18] and FSDH [19] algorithms achieved better results.
The image retrieval method based on hash algorithm maps the high-dimensional content features of the image into the Hamming space, and generates a low-dimensional hash sequence to represent a picture, which can reduce the computational complexity of the algorithm and improve the retrieval efficiency. The requirements have improved the retrieval speed and better adapted to the requirements of massive image retrieval. The disadvantage of this method is that most of the current hash algorithms are based on low-level features of the image.
Encouraged by CNN's learning ability, CNNH [11] pushed the deep hash algorithm based on CNN to the forefront. In the 2015 CVPR, four articles based on deep hashing were presented. Deep neural network hashing [12] is based on triples for training. Deep semantic ranking hashing (DSRH) [20] uses a network structure similar to DeepID2. Deep learning of binary hash codes (DLBHC) [21] insert a new hash layer VOLUME 7, 2019 for learning sensory information. Deep regularized similarity comparison hashing (DRSCH) [22] also uses triple-based loss while using the similarity between image pairs as a regular term. Since then, deep hash algorithms have received wide attention. The literature [23] - [25] proposed supervised hash for efficient face retrieval and fast image retrieval. During 2018, many deep hashing and cross-model hashing methods have been proposed by researchers, and have achieved good retrieval results in image retrieval [10] , [26] , [27] . In addition, asymmetric learning can improve search efficiency to some extent [28] - [35] . Therefore, asymmetric hashing has been extensively studied in cross-model retrieval and large-scale image retrieval.
The deep hash algorithm can be used to obtain efficient sensory information. However, dimensionality disasters are inevitable. Therefore, removing irrelevant features can reduce the difficulty and speed of learning tasks and enhance the understanding. Dimensionality reduction is often used for feature selection and feature extraction. (1) Feature selection: select important feature subsets and delete the remaining features; (2) Feature extraction: fewer new features formed by correlation processing. When using Euclidean distance processing to retrieve problems, the weight vector correlation of the FC layer affects performance.
In fact, when using the Euclidean distance as the judgment of the search, each individual in the feature vector should be as independent as possible. However, when the weight vectors are correlated, the FC layer descriptionthe projection of the previous CNN layer output on these weight vectors will have a correlation. EventuallyThe hash layer is introduced into the network to improve sensory quality and search efficiency. This paper first presents the key elements and difficulties in the current research of image retrieval algorithms. Secondly, this paper illustrates the current opportunities for image retrieval. Subsequently, the paper combines the opportunities currently facing to meet the challenge. In short, an adaptive and asymmetric deep hash algorithm was proposed based on residual network, integrated network and hash method. Therefore, the research in this paper is reflected in the broad and refined knowledge, which is contribute to the body of knowledge. Deep hashing, residual learning and integrated learning are hot topics in recent years, so the research in this paper is technical.
III. THE PROPOSED SCHEME A. ALGORITHM MOTIVATION AND SYSTEMATIC DESCRIPTION
In this paper, we mainly consider the real-time and reliability of the algorithm in the application process. Hash algorithms based on traditional features have received much attention before 2014. Since the emergence of CNNH, the deep hash algorithm has become the mainstream algorithm in the current big data processing field. The previous hash algorithms are basically based on symmetric model design. The symmetry deep hash algorithm has two shortcomings to be improved. On one hand, symmetric deep hash algorithms require higher time loss during training. On the other hand, the accuracy of the current symmetric hash algorithm needs to be improved in the retrieval process.
Based on the above considerations, the main contributions of this paper are as follows: (1) The paper proposes an adaptive asymmetric residual hash algorithm, named AADH. (2) In order to learn database hash codes more accurately, an integrated hash algorithm is rendered. (3) In order to learn the query hash code more accurately, an improved residual hash algorithm is presented. (4) Asymmetric deep hash algorithms are less studied, and most deep hash algorithms are implemented based on VGGNet. In addition, image retrieval method research is less based on residual learning. All in all, the ideas in this paper are original.
In Fig. 1 , we present a systematic description of the paper. The paper proposes an adaptive asymmetric residual hash algorithm, named AADH. The AADH algorithm consists of three main steps. First, an integrated hash algorithm was proposed to learn the database hash code. Second, an improved residual hash algorithm is proposed to learn the hash code of the query image. Finally, asymmetric loss function and learning algorithm are constructed. In the actual application process, the database hash code is learned in advance. The AASH algorithm only needs to learn the query hash code, so the training time required by the AASH algorithm is less in practical applications. In summary, the AASH algorithm treats query images and database images in an adaptive asymmetric manner during the retrieval process.
B. DATASET HASH CODE LEARNING
In Fig. 2 , an integrated model is proposed to learn the database hash code. In practical applications, the database hash code needs to be learned first. The goal is to optimize algorithm parameters. In this process, how to effectively learn the database hash code has become a research hotspot of researchers.
When it comes to image retrieval algorithms, we will find some rules in previous research work. In the CRB-CNN algorithm, VGG-F and VGG-M are used to extract features of the image. Where VGG-F and VGG-M are two pre-trained models in MatConvNet. Inspired by CRB-CNN, we validated the validity of the VGG16 and VGG19 models. In addition, we found that the integrated model consisting of VGG16 and VGG19 has better results than CRB-CNN. Therefore, we propose an integrated network model to learn the features of database images.
Although the integrated model can achieve better image representation. In VGGNet, we extract the high-dimensional features, and these features are floating-point data. In order to improve the adaptability of the network and enhance the image representation, we introduce a feature fusion strategy. These elements will trigger another key issue, that is, the storage capacity and computational capacity of the algorithm need to be considered. In order to reduce the storage capacity of the algorithm, we introduce the FSDH algorithm into our model. We unified the integration model and FSDH in one architecture to learn database hash codes.
Specifically, in the process of learning the database hash code, we are divided into four steps: (1) Two different feature extractors (VGG16 and VGG19) are used to extract the characteristics of the database image; (2) We obtained the 512-D feature space based on PCA dimensionality reduction; (3) We use a weighted fusion approach to fuse features; (4) We introduce FSDH to learn the hash function and get the database hash code. In Fig 2. , ImageNet is a large visual image dataset, and the target domain is the target dataset.
The FSDH algorithm [19] has better performance in the field of image retrieval in 2018, and its target loss is shown in Eq. (1).
where M is the input sample, F is the approximate hash code matrix, Z is the label matrix, W is the parameter matrix, and B is the hash code matrix. The angle F indicates the F norm. the β and γ are two hyperparameters.
In the optimization process, FSDH is divided into three steps. Until convergence, specifically as in Equations (2)- (4). 
where P is a mapping matrix and δ is a hyperparameter. ∅ a is composed of the RBF kernel function and is a vector. During the execution of the algorithm, Equations (2)- (4) are optimized sequentially using the control variable method until FSDH converges.
C. QUERY HASH CODE LEARNING
In Fig. 3 , a residual hash algorithm is proposed to learn query hash code. The entire module contains three basic units: residual hash, asymmetric pairwise loss, and database hash code. In the residual hash unit, ResNet-50 is adopted in our algorithm. In addition, we insert a new hash layer to learn perceived semantic information. Database hash code can be learned directly. Query hash code and database hash code learning method are different, so we call this method an asymmetric hash. For this reason, the loss function is named asymmetric pairwise loss.
D. LOSS FUNCTION DESCRIPTION
In this paper, the proposed loss function consists of two parts: information loss and quantization loss. Information loss response query image similarity. The L 2 norm was adopted to measure information loss. The loss that occurs during the hash code quantization process is called the quantization loss. The information loss is shown in Eq. (5).
where U represents the query hash code matrix, V is the database hash code matrix, S is the similarity matrix, and l is the hash code length. In Eq. (5), it is very difficult to learn the hash function with discrete output results. Next, we need to consider a new VOLUME 7, 2019 solution. Eq. (5) is converted to the result shown in Eq. (6) .
where h (x i ) = sign (F (x i ;W )), h represents the residual learning output result. W is a parameter of the residual network.
In Eq. (6), the symbol function is a non-conductible function. Therefore, it is very meaningful to find an approximate continuous function instead of a symbol function. In the KSH algorithm, the author proposes to use the sigmod function instead of the symbol function. In the RNN, the tanh function is the most widely used. In this paper, we use the tanh function instead of the sign function. At this time, Eq. (6) is corrected as shown in Eq. (7).
Approximate substitution will inevitably lead to quantization errors, so we add a regular term to Eq. (7). In addition, we consider the actual application of the algorithm. In practice, we can only get database images. Therefore, we need to rectify the Eq. (7). The new target loss function is shown in Eq. (8) .
where λ is a hyperparameter, is a subset of . is the index of the dataset image. = {1, 2, . . . , n}. The first is information loss, and the second is quantitative loss.
Therefore, in practical applications, we need to choose different loss function formulas according to different situations. X is the sampled data set of Y, and Y is the database image, so X is a subset of Y. In practice, if we have both X and Y, Eq. (6) is chosen to train AASH. If we only have Y, Eq. (8) is chosen to train AASH. In this way, we can learn different hash functions and hash codes for any query image. From Eq. (6) and Eq. (8), we can find that the proposed algorithm uses an asymmetric way to learn the hash function. Specifically, our database hash code is directly learned, and the residual hash is only used to learn to retrieve the image hash code. In addition, the parameters of our algorithm are directly learned, so the whole algorithm is adaptive. In short, we mainly introduce the loss function of the proposed algorithm in this section.
E. ALGORITHM LEARNING AND OPTIMIZATION
We use the idea of step-by-step learning to update the parameters of the algorithm. Specifically, when the algorithm updates a parameter, it needs to fix another parameter. The algorithm needs to iterate many times, and the algorithm stops updating when it converges.
Step 1: LearnWwith a fixed V.
When V is fixed, we use the back-propagation algorithm to learn W in the residual hash model. More specifically, we solve the gradient of the algorithm. We can update the parameters in the residual hash model by the chain rule.
where u i = tanh(F(y i ; W )) T , we easily update the parameters using the chain rule.
Step 2: LearnVwith a fixedW.
When W is fixed, we continue to adjust V . We will get a closed form solution. After optimizing Eq. (8), we will get a closed form solution. Its closed form solution is shown in Eq. (10) .
where Q= −2(lS T U−λU ), V j denotes a matrix containing V * j , U j denotes a matrix containing U * j , Q * j represents the jth column of the Q matrix. V * j is updated by Eq. (10). We can update W through the already learned V . In addition, we can feed back to the database hash code when we get a better residual hash parameter. The algorithm continues to update until it converges.
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. INTEGRATED MODEL PERFORMANCE TEST
In this section, we mainly consider the learning of initial database hash codes. we can learn the parameters of the residual hash algorithm by initializing the hash code. Therefore, integrated model performance testing is one of the core contents of this algorithm. Fig. 4 shows the comparison of the algorithm. The CRB-CNN algorithm uses two parallel feature extractors, and the two feature extractors are VGG-F and VGG-M, respectively.
In our model, our feature extractors are VGG16 and VGG19.
Experimental tests prove that our proposed algorithm has better performance. Through experiments, we found that the 512-dimensional features have better robustness and MAP. 
The integration model was proposed to obtain a database image hash code. This is a key technology in this paper. Integrated model algorithm was tested on Cifar10. Five algorithms were chosen to compare algorithm performance. Among these five algorithms, CNNH is a deep hash, and FSDH is a better hash algorithm. The length of the hash code is 12, 24, 32, and 48.
Cifar10 is a public database, and many images retrieval related work is carried out on this dataset. Cifar10 contains 60,000 images. This dataset is divided into 10 categories, and there are 6000 images in each category. The pixels of the image are 32*32. In the experiment, 50,000 training images and 10,000 test images were selected. Fig. 6 illustrates the algorithm performance analysis on Cifar10. In Fig. 6 , we can see that the algorithm can achieve the optimal result when the length of the hash code is 32.
Mnist is a handwritten digital recognition data set and is widely used in image retrieval algorithm performance testing. Mnist contains a total of 70,000 images in 10 categories. In the experiment, 60,000 images were used for training and 10,000 images were used for testing. Fig. 7 illustrates the algorithm performance analysis on Mnist. In Fig. 7 , we can see that the algorithm can achieve the optimal result when the length of the hash code is 32.
FD-XJ is a face database collected by the Xinjiang Autonomous Region Innovation Team. As a key member of the innovation team, I have made a lot of contributions in the process of collecting data. Our goal is to achieve intelligent campus management. There are 253 minority members involved in this work. We collect 13 images of each member. The database we collected contains a total of 3289 images. Fig. 8 illustrates the algorithm performance analysis on FD-XJ. In Fig. 8 , we can see that the algorithm can achieve the optimal result when the length of the hash code is 32.
In the performance test of the integrated model, we chose five algorithms for performance analysis. As can be seen from Figures 6-8, our model achieves better performance. Among the selected algorithms, we take into account the deep hash algorithm and the conventional hash algorithm. The main objectives of this section include two aspects: (1) obtaining a better database hash code; (2) learning the parameters in the residual hash network.
B. RESIDUAL HASH ALGORITHM PERFORMANCE TEST
We can learn the parameters of the residual hash model by integrating the model. However, the knowledge of the residual hash model can be fed back to adjust the database hash code. In the third section, we give specific theoretical knowledge. We performed our experiments in three datasets (Cifar10, cell images, and FD-XJ). The Cifar10 and cell images datasets are public datasets. FD-XJ is a face database collected by our team, and its goal is to further realize intelligent campus management. The FD-XJ database is the first face database built in Xinjiang, so this database has the unique characteristics of local people. Next, we will verify the convergence, parameter impact and accuracy of the algorithm.
In Eq. 4, the hyperparameter of the algorithm needs to be obtained through the idea of cross-validation. We tested the performance on Cifar10. As can be seen from Fig. 9 , the asymmetric pairwise loss performance varies with the hash code length. The proposed algorithm has better convergence. Fig.10 shows the time complexity for different iterations. When the value of the hyperparameter is 200 and the hash code length is 12, the time loss is approximately 28.9 seconds. The time loss is about 29.1 seconds when the hash code length is 24. The time loss is about 29.8 seconds when the hash code length is 32. The time loss is about 30.5 seconds when the hash code length is 48.
In Fig. 11 , the Asymmetric pairwise loss performance varies with the hash code length. The proposed algorithm has better convergence. Fig. 12 shows the time complexity for different iterations. When the value of the hyperparameter is 100 and the hash code length is 12, the time loss is approximately 28.5 seconds. The time loss is about 29 seconds when the hash code length is 24. The time loss is about 29.5 seconds when the hash code length is 32. The time loss is about 30.2 seconds when the hash code length is 48.
In Fig. 13 , the proposed algorithm has better convergence. Fig. 15 shows AASH performance analysis under different hyperparameter values on Cifar10. We can see that AASH can achieve the optimal result when the hyperparameter value is 100 and the length of the hash code is 32. Our algorithm is tested on Cifar10. As can be seen from Fig. 16 , the hyperparameter affects algorithm performance. In addition, we can find that AASH can obtain the optimal solution when the length of the hash code is 32. The optimal result of our algorithm on Cifar10 is 0.9710.
The cell images dataset contains a total of 27,558 cell tissue images in two categories (parasitized images and uninfected images). This is a public cell image dataset. During the algorithm verification process, we chose 11779 training images and 2000 test images. Next, we will verify the convergence, parameter impact and accuracy of the algorithm. Fig. 17 shows the hyperparameter effect and analysis in the cell images dataset. In Fig. 17 , AASH has the best performance in the cell images dataset when the hyperparameter is equal to 10. Fig. 18 shows the effects of hyperparameters and hash code lengths on cell images. From Fig. 18 , we can find that AASH can get the optimal solution when the hyperparameter is equal to 10 and the hash code length is equal to 24 or 48. Fig. 19 shows the algorithm for convergence analysis in a cell images dataset. There is a good convergence that can be observed there. Fig. 20 shows the time complexity analysis in the cell images dataset. From Fig. 18 , AASH can obtain the optimal result when the hash code length is 24 or 48. However, the time complexity of the algorithm is lower when the hash code length is 24 in Figure 20 . Based on the above considerations, our algorithm can obtain the optimal result on cell VOLUME 7, 2019 FIGURE 18. Hyperparameter and hash code length effects on cell images dataset. images dataset when the super-parameter is equal to 10 and the hash code length is 24. Fig. 21 shows the hyperparameter effect on FD-XJ dataset. We use the idea of cross-validation to select reasonable hyperparameters. AASH has the best performance in the cell images dataset when the hyperparameter is equal to 15. Fig. 22 shows the effects of hyperparameters and hash code lengths on FD-XJ. AASH can get the optimal solution when the hyperparameter is equal to 15 and the hash code length is equal to 32. Fig. 24 shows the time complexity analysis in the cell images dataset. Algorithm time complexity is lower when the hash code length is 32 in Fig. 24 . Based on the above considerations, our algorithm can obtain the optimal result on FD-XJ when the super-parameter is equal to 15 and the hash code length is 32.
C. ALGORITHM COMPARISON AND ANALYSIS
In this section, we first verify that the integrated hash algorithm can get a better database hash code. This provides the basis for parameter updating of the AASH. Next, we verify the AASH performance. Our algorithm test in three datasets, and the the results fully affirm the effectiveness, convergence and low time complexity of the AASH.
To further verify the AASH validity, we chose two datasets for performance analysis of the algorithm. Cifar10 is a public database, and FD-XJ is a face database with local unique features. We selected five comparison algorithms (KSH, SDHR, FSDH, CRB-CNN, and DSHSD) for algorithm performance analysis.
Cifar10 is a public database. Fig. 25 shows the six algorithms performance on Cifar10. In Fig. 25 , AASH has a significant performance improvement in Cifar10. AASH has an optimal result when the hyperparameter is 100 and the hash code length is 32.
The FSDH algorithm and the DSHSD algorithm are relatively good performance algorithms in 2018 and 2019, respectively. The optimal result of our proposed algorithm is 0.971. Our algorithm performance exceeds the performance of current mainstream algorithms. Therefore, the experiment demonstrates the AASH effectiveness in Cifar10. The FD-XJ dataset is a minority face database with unique local characteristics. This dataset was collected by the Xinjiang Autonomous Region Innovation Team. As one of the main participants, I participated in various collection tasks. The goal of this dataset is to achieve intelligent campus management. Fig. 26 shows the six algorithms performance on Cifar10. In Fig. 26 , AASH has a significant performance improvement in FD-XJ. The proposed algorithm has an optimal result when the hyperparameter is 15 and the hash code length is 32. The FSDH algorithm and the DSHSD algorithm are relatively good performance algorithms in 2018 and 2019, respectively.
When the super-parameter is 15 and the hash code length is 32, the performance of our algorithm exceeds the current mainstream algorithm. The AASH's optimal result is 0.878. Therefore, the experiment demonstrates the AASH effectiveness in FD-XJ.
In the experimental section, we have verified the objective indicators of the algorithm, and then the visualization results of the AASH algorithm are presented. We randomly selected two query images, which were derived from the FD-XJ and Cifar10 datasets, respectively. We present the six images returned by each algorithm, and these images are most similar to the query image. The error query result has a red border mark during the query.
In Fig. 27 , AASH algorithm has the same visual result as the DSHSD algorithm on FD-XJ. However, the visual effect of our algorithm is better than the DSHSD algorithm on Cifar10. Therefore, from the visual effect analysis, the AASH algorithm has a better retrieval effect.
V. CONCLUSION
In order to improve the query speed and retrieval accuracy of the hash algorithm. In this paper, an adaptive and asymmetric residual hashing method is proposed for fast image retrieval. This algorithm is called AASH. Our main contributions include the following five aspects: (1) We first proposed an adaptive and asymmetric residual hash algorithm to learn hash codes for fast retrieval, In addition, we learn hash codes quickly and efficiently in an asymmetric way; (2) We only learn the query image hash code based on the proposed residual hash algorithm; (3) We propose an integrated learning model based on VGG16, VGG19 and FSDH algorithm to learn the database hash code; (4) We propose asymmetric pairwise loss and optimize the parameters of the residual hash algorithm based on the database hash code. (5) We integrate feature learning and hash coding into one architecture. In addition, we apply the proposed algorithm to the database collected by our team. In the experimental demonstration process, we first tested the effectiveness of the integrated model learning database hash code. Next, we optimize the parameters of the residual hash based on the learned database hash code. Finally, we compare AASH algorithm with the current mainstream hash algorithm.
The experimental results show that the AASH algorithm has an optimal result on Cifar10 when the hyperparameter is 100 and the hash code length is 32. The optimal result of our proposed algorithm is 0.971. The AASH algorithm has an optimal result on cell images dataset when the hyperparameter is 10 and the hash code length is 24. The optimal result of our proposed algorithm is 0.945. The AASH algorithm has an optimal result on FD-XJ when the hyperparameter is 15 and the hash code length is 32. The optimal result of our proposed algorithm is 0.878. In the process of experimental demonstration, we give the algorithm convergence analysis, validity analysis and time complexity analysis. The proposed algorithm is somewhat better than the current mainstream hash algorithms. In future work, on one hand, we will study multimodal hashing and deep hash. On the other hand, Person Re-ID is the sub-direction of image retrieval, so we will be engaged in related research on Person Re-ID.
