A simple but efficient algorithm is presented for linear programming. The algorithm computes the projection matrix exactly once throughout the computation unlike that of Karmarkar's algorithm where in the projection matrix is computed at each and every iteration. The algorithm is best suitable to be implemented on a parallel architecture. Complexity of the algorithm is being studied.
I. Introduction
In 1979 Khachiyan gave an algorithm called ellipsoid algorithm for linear programming [1] . It has polynomial-time complexity. But it is found to be not superior to the simplex algorithm in practice. A new polynomial-time algorithm based on projective transformation technique was published by Karmarkar 1984 [2-1. It is being said that this algorithm is superior to the simplex algorithm even in practice.
In this paper an algorithm is presented [3] . We feel that this algorithm is efficient than the existing algorithms because 1. it computes the projection matrix P = I -A § A, which requires O(mn 2) operations, exactly once throughout the computation and needs only O(n 2) operations per iteration. 2. it makes use of the information that is available from the recently computed point.
Note that Karmarkar's algorithm computes the projection matrix at each iteration and hence requires O(n 2"5) operations per iteration.
Main idea of the algorithm
Consider the following problem minimize C'X subject to X ~>0.
This problem is trivial because the solution is obtained by setting those components V Ch Venkaiah of X to zero that correspond to positive components of C and other components of X to 'infinity'. We defer from the usual practice to solve the above problem by an iterative method with an initial feasible solution X ~ > 0. The method is described in the following algorithm.
Al#orithm AI
Step 1. Compute an initial feasible solution X ~ > 0.
Step 2. SetY=CandK=0.
Step 3. Compute 2=rain ': Y~>O
Step 4. Compute
where 0 < e < 1.
Step 5. If the optimum is achieved then stop.
Step
Step 7. Y = Dg C, go to step 3.
DkC can be thought of angular projection of C onto the coordinate axis. 
Let A + = A'(AA')-, --denotes the generalized inverse. A + is called the Moore-P enrose inverse of A. Also, let P = I -A + A. It can be proved that the columns of P span the null space of A and are normals to the hyperplanes X i = 0 in the null space of A. P is the projection operator that projects every vector in R" orthogonally onto the null space of A.
To use Algorithm A1 to solve P2, we need to have the initial feasible solution X ~ such that AX ~ = b and the direction vector Y not in R" but in the null space of A. This can be achieved by operating P on this vector. With this explanation we now give an algorithm to solve P2.
