Abstract. In this article, we prove that the equation
Introduction
In this article we consider the semi-linear wave equation and we are interested in the ill-posedness issues in the classical Hardamard sense for the super-critical case 0 < s < 3 2 − 2 p−1 . We obtained that the set of data, initiated at which Equation (1.1) is ill-posed, is dense in H s (T 3 ). To explain this clearly, we first review some development for the Cauchy problem for the equation (1.1).
There is an extensive literature, in the past thirty years, dedicated to the well-posedness of the equation (1.1) in the (sub-)critical case s ≥ [7] by using Strichartz estimates. After this, there arose a lot of works on the scattering theory and the growth of Sobolev norms of solutions to Equation (1.1). However, the Cauchy problem is still quite open in the super-critical case. To this end, Lebeau [6] first proved, based on the local-in-time asymptotic analysis of geometric optics, that the solutions to Equation (1.1) with p any odd integer not smaller than 7 are unstable. And then, Christ-Colliander-Tao via a small dispersion analysis in [3] and Burq-Tzvetkov via a direct ODE approximation proved in [1] that the equation (1.1) is not well-posed by contradicting the continuous dependence on the initial data around the origin (u 0 , u 1 ) = (0, 0) ∈ H s (T 3 ). For more information on other approaches to obtain ill-posedness results for other dispersive equations, see [5] and [4] . Now that the super-critical equation is ill-posed, in what sense can we have the well-posedness result similar to that of the (sub-)critical equation? In order to answer this question, by introducing the concept "probabilistic Hardamard well-posedness", Burq-Tzvetkov proved the local well-posedness result in [1] and the global well-posedness result in [2] for the cubic case, which is generalized in [12] to the general power 3 ≤ p < 5 with the restricted regularity 2(p−3) p−1 < s < ([2] , [12] 
Furthermore, we can specially choose µ such that the flow Φ(t) generated by the equation (1.2) is continuous in the following sense: for any ǫ > 0,T > 0, there exists η > 0 such that
where 
Consequently we have that v n (t) converges almost surely to v(t) in C(R, H s ) as n → ∞.
Indeed, to prove this statement, we only need to apply the Burq-Tzvetkov strategy (see [2] or [12] ) to the equation satisfied by
and we can establish that µ (v 0 , v 1 ) ∈ Σ : w n C(R,H s ) → n→∞ 0 = 1. Now a natural question coming up is the stability of this regularizing process. At a first sight, it might be difficult to define this stability, so we ask this question in a slightly different manner: what's happening when we are using a different regularizing procedure? The purpose of this work is to address this question, and indeed, via the ODE approach used in [1] , we obtain 
The proof of Theorem 1.4 is just a combination of diagonal argument with the following proposition 1.5, so we omit it here.
arbitrarily given and u(t) be its corresponding smooth solution, then for any ǫ > 0, there exist δ > 0 and a sequence u n (t)
In particular, we have that 
Remark 1.7. This theorem states that the set of datum initiated at which the equation
Indeed what we expect is that it (at least) has a G δ -structure, but due to technical difficulties, we cannot prove this now.
Remark 1.8. By combining the Theorem 1.1, we obtain the following 'almost-sure non-continuous dependence on the initial data': Let
be given. For any given ε > 0, there exist a probability measure µ depending on (u 0 , u 1 ), which is supported on H s (T 3 ) and is of positive probability on any non-empty open subset of H s (T 3 ), and a subset Σ ⊂ H s (T 3 ) of full µ-measure such that for any (v 0 , v 1 ) ∈ Σ with its corresponding solution v(t), there exists a sequence v n (t)
We should note that this result does not contradict the probabilistic continuity on the initial datum stated in Theorem 1.1, which says that the set of the datum, initiated at which the equation (1.2) does continuously depend on the data, is of µ-probability 1, and which does not exclude the possibility that there may exist discontinuity on the data. This remark convinces us that there actually not only exists discontinuity on the initial data, but also the event, consisting of the data initiated at which such discontinuity occurs, is of µ-probability 1.
We also have a deterministic analogue to results as in Remark 1.8.
Remark 1.9. Let
The article proceeds as follows: in Section 2 we present the similar results as above for the nonevolutionary case, and then in Section 3 generalize these results to the linear wave equation. For the nonlinear case, in Section 4, we summarize the routine in which Burq-Tzvetkov proved the illposedness result for cubic wave equation, and then by a similar argument, we prove the ill-posedness result for fixed time interval for equation (1.1) with generic data in Section 5, and then in section 6, we prove the set of datum initiated at which the equation becomes ill-posed instantaneously is dense in H s . Acknowledgement I should thank Nicolas Burq for his encouraging and carefully advising when I was working on this problem.
The series case
We begin our discussion with recalling some results on the randomization of the initial data used in [1] and references therein. These typical results, especially Proposition 2.3, serves as the prototype in our consideration in the PDE case.
Suppose the function u on the torus T 3 is given by its Fourier series
We can randomize it via
where α n (ω) n is a series of i.i.d real-valued standard Gaussian random variable on the probability space (Ω, A, P). Now we have the following statement.
For readers' convenience, and also for the self-containing of this article, we present the proof of this theorem. One also can refer to [1] [10] .
Proof. We first consider the case q = 2k for some positive integer. Now we can calculate the expectation
Next for the case 2k < q < 2k + 2, by the interpolation of L p -spaces and Hölder inequality with θ 1 + θ 2 = 1 and
which completes the proof by using Markov-Chebychev's inequality.
As a corollary of the the proof of Theorem 2.1, we have
It is well known in the subject of real analysis that the Cantor set is an open set with no interior points, but it still has measure 1. A little bit contrary to this, even though the set (u ω ) is contained in L q with a large probability, there is still a large part of elements which do not belong to L q , as is shown Proposition 2.3.
1 For any p > 2, there exists a dense G δ type subset G ⊂ L 2 such that for any v = n v n e in·x ∈ G, the series v = n v n e in·x is NOT lying in the space L p .
Proof.
• Step 1. Now given u = n u n e in·x ∈ L 2 , for any ǫ > 0, we can choose N large enough
Denote χ ∈ C ∞ c (R 3 ) such that χ is radial and equal to 1 when |x| ≤ 1/2 and is 0 when |x| > 1. We also denote χ(x) = χ(|x|). 10 does not intersect that of any other one of different p. Now for ǫ p = 2
Then thanks to the disjointness of the supports of functions w k p for different k p , we have
• Step 2. Now we define the set
By the arbitrary choice of u in Step 1, we can see that G is dense in L 2 . Now we only need to see the openness of G M in L 2 , which is obvious by the continuity of the L q norm together with the continuity property of the projection onto the low frequencies.
The case of linear wave equation
In this section, by using the ideas used in the last section, we are going to present some results similar to Proposition 2.3 for the wave equation
It is known that the equation is well-posed in L 2 , but it is ill-posed in the L p space, as can be shown by contradicting the continuous dependence on the initial data.
Theorem 3.1. For any p > 2, there exists a G δ type set G dense in L 2 , such that the equation (3.2) is not well-posed in C([0, T ]; L p ) for any T > 0, no matter how small it is.

Remark 3.2. For the proof, we only list the essential part. And we omit the construction of such a set, which is similar to the series case.
Proof. Let ǫ p , w k p be the same as in the proof of Proposition 2.3, and set v 0 ≡ Π ≤N u 0 + M p=1 w k p (x− x p ) and hence u 0 − v 0 L 2 ≤ cǫ. The essential idea underlying this proof is that the time is so short that it does not destroy the property that the supports of w k p do not intersect with each other for different k p . Let us consider the Cauchy problem
Now set t M = 2 −(M+10) , then by the finite speed of propagation of waves, we have
and for any q > 2
Therefore, as M tends to ∞, we have
which finishes the proof.
The case of cubic wave equation
In the following, we are going to show the equation ( 
We here outline the proof of this proposition. The basic idea is to compare the solutions to the equation
and these to the ODEs
Under a special choice of the initial data f 1,n = κ n n 3/2−s φ(nx) with φ a nontrivial bump function on R 3 , the solutions to the ODEs (4.2) have an explicit representation v n (t, x) = κ n n 3/2−s V(tk n n 3/2−s φ(nx)), where V solves the ODE
(Although the solution to the ODE (4.3) can be represented explicitly with the help of Jacobian elliptic functions, we do not need to, since what we need is just the periodicity property of the solution.) Then the following two basic facts finish the proof.
• u n and v n are very close to each other with respect to the semi-classical energy E n (u) defined by
and consequently u n − v n H s ≤ Cn −ǫ ; ( It is this fact that requires the regularity s should be smaller that 1/2.) • Due to the periodicity of the solution to the ODE (4.3), by the explicit representation, we can do some calculations, which lead to v n H s → ∞ as n → ∞. (It is this fact that requires s > 0.) Generally, we should consider the cubic wave equation of general datum (u 0 , u 1 
Our goal is to show that the solution to generally ill-posed in H s for s ∈]0, 1/2[. In order to easily get the H s norm blow-up, we just try to add the solutions of ODEs
to these of the PDEs
And this leads to the difference equation for
In this case, thanks to the smallness of the semi-classical energy E n (w n (0)) ∼ n −(1−s) , one can follow the strategy listed above to obtain that w n (t) is small in the sense of E n (w n (t)) and thus small in H s for small time t n , and the blow-up of v n (t n ) in H s forces u n (t n , ·) to blow up in H s . Here we are not going to write down all the details, but turn to the more general equations: the wave equation of power 3 ≤ p < 5. 
Proof. We present the proof analogous to that in [1] . We work in a local coordinate near a fixed point of M, and will not distinguish this with the Euclidean space. By choosing the initial data u 0n , u 1n = u 0 + ψ n , u 1 ( ψ n to be chosen later), we compare the solution u n (t) of the equation
is periodic. And by choosing ψ n (x) = κ n n q 1 φ(nx) (φ and κ n to be chosen later) with q 1 = 3 2 − s, the solution v n (t) to the ODE (5.2) has an explicit expression
Proof. Multiplying the ODE (5.3) by V, we see
Then by a qualitative analysis, we have V is periodic. The left of the lemma is just a computation.
In order to exploit a deeper property of v n , we need to select the bump function φ carefully.
Lemma 5.3.
There exists a nontrivial bump function φ supported in the unit ball B(0, 1) ∈ R 3 such that
for any possible combination i, j, k ∈ {1, 2, 3}.
By choosing such a bump function φ obtained in the lemma 5.3 and set t n = [log(n)] δ 2 (κ n n q 1 ) − p−1 2 and κ n = log(n) −δ 1 ( δ 1 to be determined later), we have for t ∈ [0, t n ],
By working on the semi-classical energy E n (u) defined by
,
, we can show that for every small times, u n and v n are close to each other with respect to E n but these small times are not long enough to drive these both away from each other in H s . Here is the statement Lemma 5.4. There exist ǫ > 0, δ 2 > 0 and C > 0 such that for n ≫ 1 and every t ∈ [0, t n ], we have
and hence
Proof. Set w n = u n − v n , then w n solves the equation
By the energy inequality for the wave equation, we get
By using the bounds for
where
we obtain
In particular
where e n (w n (t)) ≡ sup 0≤τ≤t E n (w n (τ)). And hence we have
Thanks to the Gagliardo-Nirenberg interpolation, we have
Using (5.5), (5.6), the L ∞ -bound for v n together with Hölder inequality and the inequality |a+b| p−1 (a+ b) − |a| p−1 a ≤ C(|a| p−1 + |b| p−1 )|a| for some positive constant C, we obtain
We first suppose that e n (w n (t)) ≤ 1 which hold for small values of t due to the smallness of e n (w n (0)) = C(u 0 , u 1 )n −q 2 ≪ n −ǫ for any ǫ sufficiently close to zero and the continuity of e n (w n (t)). We then get
Thanks to the special choices of q 1 , q 2 and the super-criticality of s, we have the bound f (n) ≤ (κ n n q 1 ) p−1 2 . Now going through a Gronwall argument for t ∈ [0, t n ], we obtain
Thus for δ 2 sufficiently small, there exists some ǫ > 0 such that
In particular, one has for t ∈ [0, t n ]
Next we have for t ∈ [0, t n ],
Interpolating between this last inequality with the inequality (5.7) yields
This finishes the proof of lemma 5.4. Now using lemma 5.4, we have
On the other hand, by the representation of v n , we have for n large enough
Rigorously, this is just a consequence of the following lemma. Proof. Let ψ n (x) be a sequence of nontrivial bump function such that ψ n is supported around the point x n = (x n,1 , x ′ n = 0) with |x n,1 | → 0 to be specified. As a consequence, ψ n is supported in the set {x ∈ R 3 : |x 1 − x n,1 | + |x ′ | ≤ C n }.
Now let v n be the solution of the ODE (5.2) with the initial data ψ n . Notice that for any fixed n, we have that ψ n H s ∼ log(n) −δ 1 . This allow us to consider a sub-sequence {n k } such that n k ≤ 2 −k and ψ n H s ≤ 2 −k . Select x n k ,1 = where k 0 is sufficiently large. And thus by the disjointness of K n , the finite speed of propagation and the Sobolev-Slobodeckij characterization of fractal Sobolev space on bounded domain (see [8] ), we have for arbitrary t n k > 0 with n k sufficiently large
and hence lim sup k→∞ u ∞ (t n k , ·) H s = +∞.
To finish the proof of Proposition 6.1, it remains to show that (u 0 + k≥k 0 ψ n k , u 1 ) ∈ H s − C ∞ c , which is just a consequence of the selection of ψ k 's and the fact that u 0 + k≥k 0 ψ k C 0 = ∞. 
