Community detection in social graphs has been attracting researchers' attention for a long time.
I. INTRODUCTION
Social group analysis is a long-standing field of research, particularly in the social sciences. [30] reveals that some studies data back as early as the 19th century; moreover, this review identified 21 results relative to the unique case of the Southern Women Dataset. Thanks to the Internet and growth in online social networks, community detection has become a major field of research in computer sciences. Many algorithms have been proposed (see several surveys on this topic: [12, 33, 34, 41] . These algorithms may be classified into four dimensions:
• The first dimension is dedicated to input data types, which may be:
-unipartite graphs (nodes belonging to a single class),
-bipartite graphs (nodes belonging to two classes, with no edges between nodes of the same class),
-multipartite graphs (more than two classes, with no edges between nodes of the same class),
-directed graphs (whereby the edges are oriented) -moreover, the edges may be weighted or unweighted.
• The second dimension is important since it pertains to the capacity of algorithms to comply with the experimenter's objectives, which may consist of a predefined number of communities (vs. a preference to determine this number after performing the math), a final partitioning (with every element belonging to a unique community), or overlapping communities (with some elements potentially belonging to several communities).
• In the third dimension, the algorithms are classified by performance, e.g. execution speed, data volume, stability, determinism vs. heuristics.
• The fourth and final dimension is scarcely mentioned in the various contributions.
Since group detection is called upon by other scientists or for purposes of industrial data analysis, it is of utmost importance that the results be validated by the 'customer' and eventually analyzed and interpreted. This last objective requires both the algorithm and the entire methodology, from inputs to results presentation, to be easy to understand and implement from a variety of perspectives.
For this paper, the last requirement cited above will serve as a guide for proposing a unifying method applicable to community detection, visualization and analysis. Our first contribution will unify the three types of graphs listed above. This step will entail reducing bipartite graphs and directed graphs into unipartite graphs. The notion of building bridges from one context to another (e.g. from directed graphs to bipartite graphs) has already been explored by other authors. To the best of our best knowledge however, these attempts have only been piecemeal and, moreover, have not yielded any visualization or analysis tools. With this specific goal in mind, we will introduce a simple model of unified modularity for bipartite and directed graphs that differs from other authors' models. Ours will be formally derived from the typical GN modularity model for unipartite graphs [14] , whereas other authors have used GN modularity for the a priori building of a specific model for bipartite graphs. These differences will be discussed below. We will then be able to extract partitioned communities from unipartite, bipartite or directed graphs with any algorithm that accepts unipartite graphs as inputs. In this paper, we will apply the Louvain algorithm [4] , which is known for its efficiency in producing partitioned communities from extensive datasets. This algorithm is also applicable to weighted and unweighted graphs.
Our second contribution relates to the merging of partitioned and overlapping communities. Most authors propose models that extract either partitioned or overlapping communities, with the former being more frequent. According to our approach, when inputs are bipartite graphs, both node classes share the same resulting communities. Though the fact of having the same number of communities for both classes has been criticized by some authors [39] , we will show herein that such a condition is relevant and especially useful for validating and analyzing the resulting communities. It is indeed possible to define overlapping communities in both classes using different belonging functions. From this result, we will present a model that merges partitioned and quantified overlapping communities, in a way that offers a unique view, as supported by a matrix visualization method that is both easy to produce and capable of facilitating analysis and interpretation.
In a third contribution, we will demonstrate how this composite view is of special interest For validation and comparison with other authors, our entire method has been experimented on small traditional unipartite and bipartite benchmarks. We have generated some interesting insight, which extends beyond previously reported results. For instance, when applying the Louvain algorithm [4] to detect communities in either bipartite or unipartite graphs, it is possible to observe local modularity optima and propose hypotheses that explain their origins. We can then apply our method to real medium-sized bipartite graphs, in a step that reveals significant properties such as community compactness and the role of intercommunity objects. These results are valuable when observed in data like the people-photo datasets targeted by our experiments.
Beyond community detection, our method has been applied to brain data extracted through 'tractography' by a team of neurologists and psychoneurologists seeking to extract macro connections between different brain areas. Our results were compared with other results they obtained when applying traditional data analysis methods, and our community detection analysis tools led them to question their datasets and consider new hypotheses on brain connections. These two experiments are described in the paper in noting the following consideration. When working with people who are not specialists in the field (e.g. neurologists), it is of utmost importance that we justify our results and, above all else, explain any unexpected observations. It may also be necessary to improve results when 'greedy algorithms', such as Louvain's, might classify some people too quickly or more generally place objects into communities. We will show in this paper that our method is especially well suited to address such issues and may contribute to a better detection and understanding of communities or clusters in complex networks.
The next section will present a state-of-the-art on community detection techniques using different types of graphs. Section III will follow by focusing on a new method to unify all types of graphs. Section IV will then display how our unifying method is particularly valuable in computing and analyzing overlapping communities. In section V will discuss the visualization issue as applied to overlapping communities, while section VI will provide several practical results on various types of graph datasets.
II. BIPARTITE GRAPHS AND SOCIAL NETWORK DETECTION, STATE OF THE ART
A. Unipartite graph partitioning.
As stated above, several state-of-the-art assessments have already addressed the community detection problem [12, 33, 34, 41] . These have mainly focused on unipartite graph partitioning, i.e. each individual belonging to just one community. The calculation performed is based on maximizing a mathematical criterion, in most cases modularity [29] , representing the maximum number of connections within each community and the minimum number of links with external communities. Various methods have been developed to identify the optimum, e.g. greedy algorithms [27, 31] , spectral analysis [28] , or a search for the most centric edges [29] .One of the most efficient greedy algorithms for extracting partitioned communities from large (and possibly weighted) graphs is Louvain [4] . In a very comprehensive state-of-the-art report [12] other newer partitioned community detection methods are described.
B. Extracting overlapping communities from unipartite graphs.
The partitioning of communities, despite being mathematically attractive, is not satisfactory to describe reality. Each individual has 'several lives' and usually belongs to several communities based on family, professional and other activities. For example, researchers may be affiliated with several partially overlapping communities when considering their scientific discipline, priority interests and scientific monitoring activities. As such, a greater number of methods take into account the possibility for overlapping communities. The so-called "k-clique percolation method " [32] detects overlapping communities by allowing nodes to belong to multiple k-cliques. A more recent method adapted to bipartite networks, based on an extension of the k-clique community detection algorithm, is presented in [38] .
Several methods find overlapping communities through local fitness optimization [20] [19] .
The "Label Propagation Algorithms" (LPA) are efficient methods for detecting overlapping communities, e.g. [15] . [20] uses a greedy clique expansion method to determine overlapping communities, via a two-step process: identify separated cliques and expand them for overlapping by means of optimizing a local fitness criterion. Some research has provided results in the form of hypergraph communities, such as in [7, 8] . Other methods are found in scientific papers, yet most of these are prone to major problems due to high computational complexity.
More recently, Wu [40] proposed a fast overlapping community detection method for large, real-world unipartite networks. [9] derives n order clique graphs from unipartite graphs to produce partitionned and overlapping communities using Louvain algorithm. Interestingly with this method the number of communities is parameterized by the order n.
C. From unipartite to bipartite graphs.
The vast majority of community detection techniques are not really inspired by the meaning (semantics) of the relationship between nodes. When considering "semantics", it becomes necessary to focus on bipartite or "multi-partite" graphs, i.e. graphs whose nodes are divided into several separate subsets and whose edges only link nodes from different subsets.
One example of this type of graph is the set of photos from a Facebook account along with their 'tags' [23] or else the tripartite network of epistemic graphs [36] linking researchers, their publications and keywords in these publications. Mining communities are often formed by converting a multipartite graph into a monopartite graph, through assigning a link between two nodes should they share a common property. Guimera [17] offered a modularity measurement for bipartite graphs, even those using a weighting parameter based on the number of shared properties, and then reduced the problem to a classical graph partitioning. In doing so however, semantics are lost; hence, many researchers retain the multiparty graph properties by extending the notion of modularity to these types of graphs [29] or else adapting the algorithms originally designed for unipartite graphs [2, 10, 24, 26, 39] . In examples. This analysis proved limited however because it was exclusively quantitative and did not take semantics into account. Moreover, the analyses in [22] were limited to modularity optimization, wherein detected communities from several authors were compared on the basis of their inner stability on standard benchmarks. Wu [40] also focused on a quantitative evaluation in terms of both modularity measurement and computation time.
In all these contributions, the quality analysis has been limited to a modularity assessment, while a semantic analysis has hardly ever been considered. In contrast, we will show in the following section that our method provides for a deep interpretation of community membership, even though quantitative considerations (namely computational performance and modularity optimization) are still being included.
III. UNIFYING BIPARTITE, DIRECTED AND UNIPARTITE GRAPHS
A. From unipartite graph modularity to bipartite graph bimodularity Most authors introduce modularity into bipartite graphs using a probabilistic analogy with the modularity for unipartite graphs. Conversely, we have formally derived bipartite graph modularity from unipartite graph modularity and refer to it as "bimodularity" since it involves both types of nodes in the communities.
In formal terms, a bipartite graph G = (U, V, E) is a graph G = (N, E) where node set N is the union of two independent sets U and V and moreover the edges only connect pairs of vertices (u, v) where u belongs to U and v belongs to V .
The unweighted biadjacency matrix of a bipartite graph G = (U, V, E) is a r × s matrix Community detection in graphs consists of identifying subsets of densely connected nodes with sparse connections between subsets. Each subset becomes a candidate community.
Two main strategies are possible: 1) in the partitions, all communities are distinct; and 2) conversely, overlapping communities may share nodes. As a first step, we will look to identify non-overlapping communities, i.e. graph partitions; then, the second step will involve a generalization to overlapping communities.
Modularity is an indicator often used to measure the quality of graph partitions [29] . First defined for a unipartite graph, several modularity variants have been proposed for bipartite graph partitioning and overlapping communities. These variants will be summarized in a subsequent section. In Equation (2) we propose a new formal definition of modularity for bipartite graphs (which we call herein bimodularity) using the biadjacency matrix. This new definition differs from all modularity definitions previously known for bipartite graphs, which are usually defined a priori through probabilistic reasoning. In our specific case, bimodularity is a posteriori defined since it has been formally derived from an expression of modularity for unipartite graphs. The corresponding demonstration is detailed in Appendix 1 (Section IX). In the following subsection, we will introduce the notion of bimodularity for bipartite graphs and justify its application for both directed graphs and unipartite graphs, with the aim of unifying the approach for all three types of graphs.
Bimodularity for bipartite graphs
Let G = (U, V, E) be a bipartite graph with its biadjancecy matrix B and adjacency off-diagonal block matrix A . Since A is symmetric, a unipartite graph G = (N, E) defined by this matrix actually exists. Let's consider Newman's modularity [29] for this graph G .
It is a function Q of both matrix A and the communities detected in G :
where A ij represents the weight of the edge between i and j, k i = j A ij is the sum of the weights of the edges attached to vertex i, c i denotes the community to which vertex i is assigned, the Kronecker's function δ(u, v) equals 1 if u = v and 0 otherwise and m = 1/2 ij A ij . Hereafter we only consider binary graphs and weights are equal to 0 or 1.
After several transformations we show (see Appendix 1, Section IX) that this modularity can also be written using the biadjacency matrix B of the bipartite graph G = (U, V, E):
where k i is the margin of row i in B, k j the margin of column j in B and m = ij B ij = 1 2
Another interesting formulation to be used is the following (Appendix 1, Section IX):
where |e c | is the number of edges in community c, and d w|c is the degree of node w belonging to c.
Since in the general case B is not symmetric, this definition thus characterizes modularity for bipartite graphs after their extension into new unipartite graphs. It then becomes possible to apply any partitioning algorithm for unipartite graphs to matrix A and obtain a result where both types of nodes are bound in the same communities, except in the case of singletons (i.e. nodes without edges). To distinguish this definition from unipartite graph modularity and given that it is able to bind both types of nodes, we have called it bimodularity and in Section III C will compare it with other authors' modularity models for bipartite graphs.
Bimodularity for directed graphs
A directed graphs is a of the form
where N is a set of nodes and E d is a set of ordered pairs of nodes belonging to N :
use probabilistic reasoning 'insights' to derive the following modularity for directed network:
where k To compare these authors' method to ours, we transformed directed graphs into bipartite graphs (this transformation was also suggested in Guimera's work [17] when applying their method for bipartite networks to directed graphs, as will be seen below). At this point, let's differentiate the nodes' roles into N ×N . Along these lines, we duplicate N and consider two identical sets N out and
in which nodes appear twice depending on their 'out' or 'in' role and moreover the asymmetric adjacency matrix A plays the role of biadjacency matrix B in bipartite graphs. We can now define bimodularity for directed graphs as follows:
After applying any algorithm for a unipartite graph on the corresponding adjacency matrix A we obtain a partition where some nodes may belong to the same community twice or instead may appear in two different communities. Each model has its pros and cons.
Leicht's model [21] is preferable when seeking a single partition with no role distinction. Our model is attractive when seeking to distinguish between 'in' and 'out' roles, e.g. between producers and customers where anyone can play either role. The brain data example that follows will demonstrate that our model is particularly well suited for analyzing real data.
Bimodularity for unipartite graphs
In the above presentation, we introduced bimodularity for bipartite graphs as a formal derivative of unipartite graph modularity. It is dually possible to consider unipartite graphs as bipartite graphs, in defining unipartite graph bimodularity and in extracting communities as if unipartite graphs were bipartite graphs. To proceed, we must consider the original symmetric adjacency matrix A as an asymmetric biadjacency matrix B B (with the same nodes on both dimensions) and build a new adjacency matrix A using the original adjacency matrix A twice on the off-diagonal, as if the nodes had been cloned. When applying a unipartite graph partitioning algorithm, we then obtain communities in which all nodes appear twice. This method only works if we add to A the unity matrix I (with the same dimensions as A) before building A . The first diagonal in A in fact only contains 0s since no loops are generally present in a unipartite graph adjacency matrix. Semantically adding I
to A means that all objects will be linked to their respective clones in A .This is a necessary step in that when extracting communities, the objects must drag their clones into the same communities in order to maintain connectivity. In practice therefore, for unipartite graphs, we build A' with A + I.
It may seem futile to perform such a transformation from a unipartite graph to a bipartite one in order to find communities in unipartite graphs given that for computing bipartite graph partitioning, we have already made the extension into unipartite graphs using their (symmetric) adjacency matrix. This transformation is nonetheless worthwhile for several reasons. First, when appearing twice, nodes should be associated with their clones. If the resulting communities do not display this property, i.e. a node's clone lies in another community, then the original matrix is not symmetric and can be considered as the adjacency matrix of a directed graph. This conclusion has been applied to the human brain tractography data clustering, which will be described in the experimental section below.
Conversely, if we are sure that the original adjacency matrix is symmetric, then a result where all nodes are associated with their clones in the same communities would be a good
indicator of the quality of the clustering algorithm and moreover provides the opportunity to compare our bipartite graph approach with other unipartite graph strategies. This is also a method we introduced into our experiment (see the karate application below) for the purpose of verifying the validity of results.
Lastly, the most important benefit consists of building overlapping communities and ownership functions for unipartite graphs using the method explained in Section IV below.
Although transforming unipartite graphs into bipartite graphs requires more computation, it also provides considerable information, which justifies its application in a variety of contexts.
B. Unifying bipartite and unipartite graph partitioning
The modularity in Equation (1) merely considers unipartite graphs. The bimodularity in Equation (2) considers two types of nodes, with both types in the same community set. We can now show that it is feasible to easily compute partitioned communities in bipartite graphs by using their adjacency off-diagonal matrices and applying unipartite graph partitioning algorithms.
G is a unipartite graph; consequently, it is possible to apply its adjacency matrix A to any algorithm for extracting communities from unipartite graphs. A is also the offdiagonal adjacency matrix of bipartite graph G. Since bimodularity in Equation (2) has been formally derived from modularity in Equation (1), then computing communities in the unipartite graph G using symmetric matrix A and the modularity of Equation (1) is equivalent to computing communities in G using matrix B and bimodularity in Equation   2 . As a result, we obtain communities for the corresponding bipartite graph G where both types of nodes are bound.
C. Comparing bimodularity with other modularity models and partitioning algorithms Several modularity models have been proposed in the literature for unipartite, bipartite, directed weighted and unweighted graphs. This section will compare our bimodularity model with the main proposals from other researchers.
Standard probabilistic modularity models for bipartite graphs
Most modularity models for bipartite graphs are derived from Newman's modularity for unipartite graphs. Authors typically use "A " to label their biadjacency matrix, i.e. the matrix whose rows represent one set and columns the other set. We have chosen herein to call this matrix B in order to avoid confusion with the symmetric matrix A for unipartite graphs; hence, we used A to refer to the corresponding adjacency matrix, which is the off-diagonal block square matrix.
Using such definitions, some authors have probabilistically defined modularity as follows
where m = ij A ij , k i is the margin of rowi in A and k j the margin of column j in A Differences may exist in the nomenclature from one author to the next, but their definitions remain equivalent. Let's call this model the standard probabilistic modularity model for bipartite graphs since it is the most common reference, though we will see below that some authors have slightly adapted this reference.
To compare our bimodularity definition for bipartite graphs with Equation (6) 
which is to be compared with our bimodularity formula:
The effects of using either this formula or the other can be observed in the number of communities in each set, as well as in the node distribution by type through modularity optimization. According to our definition, both types of nodes are explicitly bound. If we were to consider the unipartite graph represented by the off-diagonal matrix A , we can apply any unipartite graph algorithm for detecting communities, and both types of nodes are then regrouped into the same communities (except for singletons). This side effect is not explicit in Equation (5) . However since δ(c i , c j ) in Equation (5) specifies that the summation is applied to both types of objects belonging to the same community, the side effect is the same: optimizing the standard bipartite graph modularity should yield a partitioning of both types of nodes in the same communities (this analysis is also found in [25] : i.e.: "This definition implicitly indicates that the numbers of communities of both types are equal").
Both modularities should then produce the same results in terms of node type distribution.
As far as the number of communities and node ownership are concerned, it is more difficult to compare the results of both these models, in particular if various algorithms are applied depending on the selected model. For instance, in the Southern Women experiment described below, we found 3 communities when applying Louvain, while [22] found four communities using their original LPAb+ algorithm. These authors however only provided a quantitative evaluation via comparison with other algorithms on computation performance and modularity optimization; in contrast, we have provided qualitative analysis as well, which allows for semantics justification on the partitioning.
Bimodularity versus other bipartite graph modularity models
All bipartite graph modularity models analyzed in this section have been derived from the original Newman-Girvan model given in Equation (1).
Guimera [17] introduced an original probabilistic model after considering node cooccurrences of one set ('actors') in the other set ('teams'). Partitioning using simulated
annealing is only applied to one set at a time, introducing an important difference with respect to our model, which binds both types of nodes in the same communities. Another valuable contribution by the authors consists of modeling directed graphs as bipartite graphs, in the same way we did in the previous section.
Barber's model [2] is particularly instructive since it starts from the off-diagonal adjacency matrix A to define modularity for bipartite graphs, just like our efforts. This approach however yields a different result when defining modularity. Barber considered the above standard probabilistic model for bipartite graphs and, consequently, did not apply any algorithm to the unipartite graph; instead he applied a complex spectral model, whereby optimization is recursively applied to one set then the other set, thus leading to partitioning where the same number of communities exists for both sets. In our symmetric method, both partitions are computed at the same time using a simple unipartite graph algorithm. In Barber's result, communities of one node type are not directly linked to communities of the other node type; in our case, both node types are bound in communities, with the benefit being that a given node type introduces semantics into regrouping the other node type and vice versa.
Murata [25] introduced a new bipartite graph modularity model after critiquing Barber's and Guimera's models for producing equal numbers of communities in both sets. The authors in [25] also compared various modularities and algorithms regarding the issue of modularity optimization applied to a bipartite graph benchmark. In their comparison, three bipartite modularities were found to be the best candidates when at least four communities are present. These three models compared were Barber's, Murata's and Suzuki's, all of which will be analyzed below. It is worthwhile to observe that Barber's symmetric model yields as good results as its two asymmetric competitors. In With the aim of avoiding equal numbers of communities (symmetric clustering according to the authors), [39] introduced another 'shared clustering' modularity measurement for bipartite graphs and compared it to Newman's and Murata's model. Experiments were limited to the Southern Women's benchmark, and it will be shown in our experimental section that even with such a benchmark, the superiority of this model has not been proven.
Moreover, as explained above, Murata [25] compared this model with other models and could not confirm the fact that asymmetric models are better than symmetric models.
Conclusion on bimodularity versus other bipartite graph modularity models
After several proposals, it appears that the most widely accepted model for bipartite
graph modularity is what we refer to as the 'standard probabilistic model', which while not proven has been intuitively proposed by Barber, as inspired by Newman's model for unipartite graphs. This model implicitly aggregates both sets of nodes in the communities.
In our model, we have transformed bipartite graphs into unipartite graphs, and bimodularity has been formally derived from unipartite graph modularity. As a result, we can apply any unipartite graph algorithm and expect partitioning wherever both types of nodes are associated. Far from being a drawback, we will now show that this association is especially attractive in the field of overlapping detection and community analysis.
IV. DETECTION AND ANALYSIS OF COMMUNITY OVERLAPPING
A. Adding semantics to communities
The fact that both types of nodes are bound in their communities yields several important results. First, in considering one type of nodes, a community can be defined by associating a subset of nodes from the other type. In other words, nodes from one set provides semantics for the grouping of nodes from the other set and moreover may qualitatively explain regroupings, as will be seen below. This semantic perspective has not been considered by any of the other authors, a situation due to the fact that in other contributions, either the number of communities differs for both types of nodes (e.g. [24] , oor else when both types of nodes contain the same number of communities they are not bound in each community [2, 17] .
Binding both types of nodes into the same communities yields other pertinent results.
For one thing, it is possible to define belonging functions and consequently obtain quanti-fied overlapping communities. In the following discussion, we will consider three possible belonging functions, which may expose community overlapping in a different light.
B. Probabilistic function
Let's adopt the Southern Women's benchmark, which will be more thoroughly described in Section V below. Applying the Louvain community detection algorithm for unipartite graphs yields a partition where Women and Events are regrouped into three exclusive com-
We can then define a probability function as follows:
where c is a community,
In P (u i ∈ c) the numerator includes all edges linking u i to properties v j ∈ c and the denominator contains all edges linking u i to all other nodes. With this function in the present example the probability of w 1 being classified in community e 1 equals 2 4 , and her probabilities of being classified in c 2 and in c 3 are 1 4 each. The probability a node belongs to a given community is the percentage of its links to this community as a proportion of the total number of links to all communities. In other words, the greater the proportion of links to a given community, the higher the expectation of belonging to this community.
C. Legitimacy function
It is possible to add more semantics in order to decide which community a given node should join. The legitimacy function serves to measure the node involvement in a community from the community's perspective. The more strongly a node is linked to other nodes in a community, the greater its legitimacy to belong to the particular community. In the Southern Women's example, let's assume that after partitioning, c 1 contains 7 events, c 2 5 events and c 3 2 events (which is actually the case in the experiment presented below). Then, w 1 would have a 2 7 legitimacy for c 1 ,
for c 2 and
for c 3 . The legitimacy function can thus be formalized as follows:
where c is a community,δ(c
The numerator in this expression is the same as the probabilistic function numerator.
Only the denominator is different.
D. Reassignment Modularity function
Reassigning node w from C 1 to C 2 eitherincreases or decreases the modularity defined in Equation (1) . Such a change is referred to as Reassignment Modularity (RM w:C 1 →C 2 ).
Let w be a node u or v. If w is withdrawn from C 1 and reassigned toC 2 , then we can
where Q is the modularity value in
Let l w|i = l w,w |w ∈C i be the number of edges between w and w where w ∈ C i , Let d w be the degree of w, |e i | the number of edges in C i and
This equation can be partly validated if after withdrawing w from C 1 we put it back into
in equation (20) by its value yields RM w:
A second validation can be performed with Equation (IX B) in [40] .Although the authors' demonstration is limited, it can still be noticed that their final formula resembles ours with a slight difference (i.e. division by 2 in their case) due to their definition of modularity for overlapping communities. Moreover, in arguing that the right part of their equation is not meaningful for large graphs, the authors only considered dEQ =
which is the equivalent of 1 m (l w|2 − l w|1 ) in our Reassignment Modularity definition. In our case, we did not limit reassignment to large graphs and moreover kept the whole value in Equation (20) .
E. Other functions
Other assignment criteria may be explored, such as cardinality of communities: when hesitating in a tie, an individual may prefer joining a small community or, conversely, a large one. These criteria may be considered in practical applications but will not be taken into account within the scope of the present paper. Among the measures presented in this section, two will be used to display our results, namely the Legitimacy function and the Reassignment Modularity function. These two functions are of tremendous value in inferring semantic analyses on overlapping results.
V. VISUALIZATION
Visualization is of utmost importance since it provides a means for analyzing and interpreting the communities extracted from graphs. In most cases, unipartite graphs are displayed using vertices and edges. Though these graphs in a large and non-planar form quickly become entangled, it is still possible to observe a certain structure by the use of graph drawing techniques [3] . Visualizing partitioning is simple on unipartite graphs through vertex coloring, provided the number of communities remains limited, such as in [4] . With regard to community overlapping, the visualization step is much more complicated (even for unipartite graphs) since vertices may belong to several communities and, consequently, cannot be easily assigned several colors. One possible solution would be to consider the community assignment as a bipartite graph with one set of nodes being the graph vertices and the other set being the communities and edges linking vertices to their communities.
Bipartite graphs can be represented like any other graphs or as two-layer graphs, with both sets being organized in lines either horizontally or vertically. When community assignment is represented with edges however, the original edges between vertices cannot be shown on the same graph without creating confusion. It is therefore more appropriate to separately visualize the overlap through a biadjacency matrix, whose rows represent communities and columns the original vertices. From this perspective, each community is depicted with its core members and each vertex with the various communities where it belongs. Other visualization techniques have been studied, particularly when considering hypergraphs on which communities are the hyperedges and vertices the nodes. For example, Euler diagrams have been explored in [35] and [37] , Galois lattices in [5, 18] , and linesets in [1] becomes important to retain all original information; it is also possible to show the original unipartite adjacency matrices and then add community overlapping. This possibility will not be discussed within the scope of the present paper, which is solely dedicated to studying the community overlapping visualization and does not consider the details of vertex relations.
Conversely, when the graph is too large, it is no longer possible to even show community details, in which case it is better to consider a square stochastic block matrix that only displays communities with their relationship degrees (see [11] and [16] ).
The visualization of community overlapping is even more complicated for bipartite graphs since two of these graphs need to be represented: the original graph, and the computed community overlap structure. As explained above, two main strategies are available to visualize bipartite graphs: a bilayer graph, and the biadjacency matrix. In limiting our objective to representing partitioning, any symbolic representation, such as node shape or coloring in the bilayer graph or even in the original graph, proves sufficient (see for instance 
VI. EXPERIMENTATION
This section will consider several benchmarks from various sources. We begin by applying our method to two simple graphs: the so-called "karate club" unipartite graph from [42] shows friendship relations between members of a karate sport club; and the "Southern Women" bipartite graph depicts relations between southern American women participating in several events. Our method is then applied to a medium-sized dataset extracted from a real-world situation. For this purpose, we consider a bipartite graph (people tagged on photos) drawn from a student's "Facebook" account containing an average number of photos and people. Lastly, this same method will be applied to human brain data in order to derive dependencies between several areas in the brain.
A. Karate club
The karate club graph [42] is a well-known benchmark showing friendship relations between members of a karate club; it is a unipartite graph on which many partitioning algorithms have been experimented. Consequently, this set-up makes it possible not only to verify that our method for bipartite graphs when applied to unipartite graphs meets expected results, but also to assess the additional knowledge extracted from overlapping.
We began by directly applying the Louvain algorithm to the original unipartite graph, represented by its adjacency matrix A. which yielded four separate communities (as shown in 2). These are the same communities extracted by other authors, e.g. [29] . During a second experiment, we considered that the adjacency matrix A is in fact a biadjacency matrix B which is representative of a bipartite graph whose corresponding objects are the club members and whose properties are also club members. An edge exists in the bipartite graph between a club member-object and a club member-property provided an edge is present Results. As expected, these same four communities identified in the unipartite graph have been extracted from the bipartite graph, with the same individuals appearing twice in each community (see Figure 2 ). This initial result confirms the absence of bias when 10 in the second community. In our case, this node has been placed in the first community, though the legitimacy value suggests that it should have been placed in the second one, in which case the situation would be reversed in the second community and node 10 would have a legitimacy value that alters its placement in the first community. Node 10 is thus in a hesitation mode between the two communities.
To the best of our knowledge, this experiment represents the first time Karate communities are shown as separate and overlapping. Partitioning provides a practical way to observe communities; however, overlapping reveals the extent to which partitioning reduces the amount of initial information. With our method for example, it can be seen that some nodes actually straddle several communities, e.g. node 10 in our experiment.
B. Southern Women
This benchmark has been studied by most authors interested in checking their partitioning algorithm for bipartite graphs. The goal here is to partition, into various groups, 18 women who attended 14 social events according to their level of participation in these events. In his well-known cross-sectional study, [13] compared results from 21 authors, most of whom identified two groups.
Results. In Figure 3 , the bipartite graph is depicted as a bilayer graph in the middle with women at the top and events below; moreover, the edges between women and events represent woman-event participations. Three clusters with associated women and events have been found and eventually shown with black, dark grey and light grey colorings. This result is more accurate than the majority of results presented in [13] ]; only one author found three female communities. Beyond mere partitioning, Figure 3 presents overlapping communities using two overlapping functions, namely legitimacy and reassignment modularity (RM). Legitimacy overlapping and RM for women are placed just above female partitioning;
for events, both are symmetrically shown below event partitioning. As expected, reassignment in the same community produces a zero RM value. The best values for legitimacy and RM have been underscored. Only the values of woman 8 and event 8 indicate that they could have been in another community. This is the outcome of early assignment during the first Louvain phase for entities with equal or nearly equal probabilities across several communities. It can be observed in [13] that woman 8's community is also debated by several authors; our results appear to be particularly pertinent in terms of both partitioning and overlapping.
One possible criticism of our result may stem from the fact that women and events are correlated, which may cause bias, such as in the number of communities. When comparing our results to those of other authors however, the merging of our blue and yellow communities produces their corresponding second community. In their trial designed to obtain a varying number of communities in both sets, Suzuki [39] found a large number of singletons. Their results were far from those presented in [13] , while ours were compatible and more highly detailed.
In conclusion, results on the Southern Women's benchmark are particularly relevant.
Moreover, our visualization enables observing community partitioning, overlapping and possible assignment contradictions. The application of reassignment for better modularity optimization will be tested in a subsequent work.
C. Facebook account
Three Facebook photo files were downloaded from various Facebook (FB) accounts. All these files were extracted with the consent of their owners, none of whom were members of the research team. A person was considered to be linked to a photo if he/she had been tagged in the photo producing a bipartite graph. We evaluated data from FB photo tags and not friendship relations. Community extraction using our method reveals some common features among the datasets. These features are shown in Figure 4 for one FB photo file, in which 274 people could be identified in a total of 644 photos.
Results. Communities are seldom overlapping, which supports the notion that the photos were taken at different times in the owner's life (this is to be confirmed in a forthcoming study). When the owner was asked to comment on the communities, two main observations were submitted. The various groups of people were indeed consistent, yet with one exception.
The owner was associated in the partition with a group she had met on only a few occasions This first community has in fact been built from the first group with photos of unique owner's tags associated with the owner. The owner's tag thus encompasses photos containing two people, one of whom is the owner. It turns out that this group is predominantly the owner's group.
In conclusion, partitioning only the bipartite graph would have produced a major pitfall:
the owner would have been isolated in a community that is not his/her top preference. With our method, merging partitioning and overlapping exposes better multiple regroupings with broader affinities. Other communities also showed high consistency when considering the photos: each community was associated with some particular event responsible for gathering a group of the FB account owner's friends. ROI clustering on the basis of similar track behavior. In [6] ], the research team used Spectral
Clustering (SC) to combine ROIs. It is interesting to note that SC is one of numerous techniques that have traditionally been applied in social community detection, e.g. by Bonacich on the Southern Women's benchmark [13] . SC results are limited to community partitioning (though in theory overlapping could also be computed). The goal was to experiment with our method and produce both partitioning and overlapping analyses of brain areas.
The original matrix contained 1,914 rows and 374 columns, with cells denoting the probabilities of linkage between ROIs. We considered this matrix as a bipartite graph biadjacency matrix with weighted values and then applied our community detection method. Figure 6 presents the results of ROI community partitioning and overlapping. Each grey level color in the first row is associated with a community that gathers several ROIs. Each ROI is represented by a column that indicates its belonging to the other communities. When a cell is highlighted with a grey color, a nonzero overlapping value exists for both this ROI and the corresponding community (with community numbers being plotted on the left-hand side of the figure) . This value has been computed with the legitimacy function, which has been extended to the weighted edges, i.e. the weighted sum of values from cerebral hemisphere zones (ELF) within the selected community. Each community is associated with a threshold value corresponding to the maximum weighted legitimacy above which the community would lose a full member. For each community, this threshold value is automatically computed in order to include all ROI members of the community.
Results. We found 7 communities when neurologists selected 8 clusters with SP and after choosing the most significant eigenvectors on a scree test. Let's observe that two communities overlap heavily on all others, which thus overlap to a lesser extent. If we were to lower all thresholds to a zero value, then the overlapping would be maximized (see Figure 5 ). Figure   6 confirms the strong interest in this set-up that simultaneously exhibits overlapping and non-overlapping data. These results have been taken into account by a team of neurological researchers as different observations recorded on brain parcellation.
VII. DISCUSSION ET CONCLUSION
In this paper, we have demonstrated the feasibility of unifying bipartite graphs, directed graphs and unipartite graphs after: considering them as bipartite graphs with their biadjacency matrix, then building the corresponding unipartite graph with the off-diagonal adjacency matrix, and finally preparing for community building through a unipartite graph partitioning algorithm. Along these lines, we formally derived a bipartite graph modularity model from the standard unipartite modularity model. It was then proven that any unipartite graph partitioning algorithm aimed at optimizing the standard unipartite modularity model will lead to a bipartite graph partitioning, wherein both types of nodes are bound in the communities. In the special case of directed graphs, nodes appear twice in potentially different communities depending on their roles; for unipartite graphs, nodes are cloned and appear with their clones in the same communities.
Any approach that produces communities from bipartite graphs associating both types of nodes has been qualified as a 'symmetric' method in [39] . Such approaches have been criticized by some authors, who argue that the number of communities in both types of nodes is often skewed [24, 39] . Though this point of view remains defensible, we have shown that most authors ultimately introduced a standard probabilistic model for bipartite graphs that implicitly associates both types of nodes. Moreover, all the experiments we identified in other papers actually present results that appear to be more accurate with symmetric models.
Our approach is not limited to unifying different types of graphs; we also introduced the possibility of unifying, into just a single view, the partitioning and overlapping communities.
This development is possible thanks to associating both types of nodes in the communities.
Moreover, overlapping can be characterized through several functions presenting different semantic meanings. For instance, it is possible to identify those nodes that define the community cores, i.e. those who belong exclusively to just one community and, conversely, those who serve as bridges between different communities. Some of these functions even create the possibility to compute reassignment values, which may then be used for finetuning the greedy partitioning algorithms.
Practically speaking, when applying our method to various benchmarks and datasets, we are able to extract meaningful communities and display surprising overlapping properties.
Other authors' models limit the goal to identifying communities. We extend far beyond this point and provide tools for analyzing and interpreting results. We can understand how some entities may be hesitating between various community assignments, and moreover it is possible to measure this 'fuzziness'. Some entities may even be reassigned in the aftermath in pursuit of improved modularity optimization. In this Appendix, we will provide full details of the demonstration that yielded Equation
For the sake of convenience, let's use the definition of unipartite graph modularity offered in Newman [21] . It is a function Q of matrix A and the communities detected in G [29] :
where A ij denotes the weight of the edge between i and j, k i = j A ij is the sum of the weights of edges attached to vertex i, c i is the community to which vertex i has been assigned, the Kronecker's function δ(u, v) equals 1 if u = v and 0 otherwise and m = 1/2 ij A ij .
Hereafter, we will only consider binary graphs and weights that are equal to 0 or 1.
In our particular case (i.e. where A is the off-diagonal block adjacency matrix of a bipartite graph), we apply the following transformations:
Let's rename i 1 as index i when 1 ≤ i ≤ r and i 2 when r < i ≤ r + s. Conversely, let's rename j 1 the index j when 1 ≤ j ≤ r and j 2 when r < j ≤ r + s. 
Hence :
By taking into account the structure and properties of A in (15) and (16) 
k i/j 2 has non-zero values only for i = i 1 , with k i b the degree of node u i b :
Moreover and more directly:
k j/i 1 offers values only for j = j 2 : k j/i 1 = k j 2 /i 1 = k i 2 /j 1 = k j b , the degree of node v j b .
k j/i 2 offers values only for j = j 1 : k j/i 2 = k j 1 /i 2 = k i 1 /j 2 = k i b , the degree of node u i b .
B. Analysing second part of Q in (13) Using these properties of matrix A , it is now possible to analyse ij k i k j . in equation (1) .
Next, by developing k i and k j in A we obtain:
Let's note that ij k i/. k j/. = i k i/. j k j/. where the dot may take any value in i 1 , i 2 , j 1 , j 2
Let c be a community, in equation (1) From (17), (18), property (5) and the above observation: This development yields :
Equation (20) can be rewritten using the degrees of nodes:
i b k i b is the sum of the degrees of nodes u i b belonging to c under the condition δ in equation (20) . We denote this d u|c . The left-hand side of the sum equals the number of edges from nodes u to nodes v inside c.
The right-hand side is the number of edges from these same nodes v and u inside c.
This set-up then leads to: 
This value can also be formalized using the number of edges: Lastly, by removing sub-index b, which had only been introduced to distinguish indices i and j when applied to A or B, we can redefine the A modularity in terms of B:
In terms of edges, by simplifying e i b|c ,j b|c as e c (wheree c has both ends in c) and by dropping sub-index b Equation (24) becomes:
The term bimodularity refers to this definition of modularity for bipartite graphs since both types of nodes are bound. In previous sections, we have validated the above results on the basis of another author's graph modularity models. It can thus be concluded that (24) offers a good candidate for bipartite graph modularity that takes some specific characteristics into account.
