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Abstract 
We present full-scale relativistic pseudopotential calculations of the first-order 
susceptibility in p-type SiGe/Si multiple quantum well structures with a view 
to exploring the suitability of such systems for infrared applications in the 
3-5yrn and 8-15itm ranges. A derivation of an expression for the linear sus- 
ceptibility, or absorption, is given and the frequency dependence of the linear 
response due to transitions between the valence minibands is determined.. The 
microscopic origin of the absorption is demonstrated for both parallel and nor- 
mal incident light. Comparisons between calculated and experimental results 
are presented and shown to be in good agreement. The effects of changing 
well width, temperature, doping concentration and germanium concentration 
in the well are considered. 
We also consider Auger recombination and discuss the possibility of en- 
gineering the miniband structure in order to prevent certain Auger processes 
occuring, Preliminary results from full scale Auger calculations are also pre- 
sented. 
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Chapter I 
Infra. -red Detectors 
1.1 Introduction 
Infra-red (IR) radiation was discovered by Herschel (1800) using a mercury 
glass thermometer to detect sunlight that had been dispersed by a prism. 
The IR range of wavelengths covers the region e-, I -- 10OOpm. The basic 
characteristics of this range of wavelengths which makes it of interest are that 
it does not penetrate metals but passes through many crystalline and gaseous 
materials, in particular the earth's atmosphere. There are two windows in 
the atmosphere in which IR absorption is at a minimum, i. e. 8- 15yrn and 
3- 5pm, which are of particular interest. 
In this chapter we review the development of long wavelength IR detectors 
from the earliest thermal detectors to present day quantum well systems. We 
discuss various figures of merit which can be used to compare detectors of 
different types and the detection mechanisms for each type of detector. We 
also aim to give an indication of the current state-of-the-art for each system. 
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1.1.1 Uses of Infra-red Detectors 
Efforts have been made over many years to create a sensor which can 'see' 
in the infra-red range of wavelengths, in an analogous manner to the human 
eye. The present day demand for IR detectors is huge and they are put to a 
wide variety of uses. Presently, most equipment is used by the military who 
are undeterred by the high cost and power usage of the current devices. IR 
detectors can be used for thermal imaging, guidance, reconnaissance, surveil- 
lance and communication systems. In civilian life they can be employed for 
such varied tasks as an improved night sight system for drivers or aircraft, 
to satellite research mapping, non-destructive testing and heat flow problem 
analysis. The IR range of wavelengths is particularly appropriate for monitor- 
ing the composition of the atmosphere and molecular clouds as the absorption 
lines of oxygen, water, carbon monoxide and nitrous oxide all lie between 3-18 
jim. 
There are also many space-related and astronomy uses. IR radiation is par- 
ticularly good for observing planetary systems as in this range of wavelength 
the star and its circling planets are of approximately the same brightness. The 
future requirements for energy efficiency will make infrared imaging a routine 
technique for discovering potential energy leaks in housing and other struc- 
tures. Infrared detectors have also been used with success to count deer and 
seals. The same technique was not effective with elephants, however, due to a 
tendency of the elephants to stand under trees! (Prinizivalli 1992). The move 
away from military applications means that the cost and power consumption 
of the devices must be decreased, and ease of use must be improved. However, 
lower device performance should be acceptable. 
7 
1.1.2 Arrays 
To create a useful imaging system large numbers of single detectors must be 
formed into arrays such that each array element (pixel) contributes to the 
overall response. Arrays are formed by methods similar to processes used for 
silicon integrated circuits. A typical sequence for array manufacture would be 
(Broudy 1981): a slab of high quality material is bonded to a substrate and 
then polished and etched to optimum thickness (i. e. thick enough to absorb 
most of the optical radiation and thin enough to minimize bias current). The 
array is then delineated using a photolithographic process with etching, and 
external electrical contacts are attached by means of wire bonding. 
There are two different approaches that can be used to create imaging 
systems. Scanned Imagers were developed many years ago and use a system 
of rapidly rotating precision mirrors to scan the entire target scene sequentially 
across a very small number of IR sensors, usually a linear array (Wood 1993). 
The detectors used need to be highly sensitive with a fast response time. At 
the moment they need to be cryogenically cooled (to less that 100K) in order 
to obtain useful sensitivity. This is because the dwell time is very short. This 
method is used because comparatively few sensors are needed, thus reducing 
the cost. This type of array is currently made from either HgCdTe or InSb 
operating at 100K. The typical cost of such an array in 1993 was $100,000 
(Wood 1993). 
An alternative approach is to use staring imagers where a large 2-D array 
of sensors, typically an array of 256 x 256 elements, is placed in the focal plane 
of the lens, with one IR detector for each pixel in the display. No mirrors are 
involved and thus the response time of the detector can be longer; up to 100 
times that required for scanning arrays. The relative sensitivity is therefore 
increased by approximately an order of magnitude. Scanned imagers were 
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popular when detectors were very expensive but for high quality focal plane 
applications staring arrays are required. This produces an additional quality 
requirement on the detectors in that the pixel-to-pixel variation must be small 
in order to produce a high quality image. The future of array design is in 
staring arrays so it is these we shall concentrate on in this chapter. 
Noise 
All detectors produce noise, which is defined as the electrical voltage or current 
output from the detector that is not coherent with the radiation signal power. 
In general, the detector noise is a function of the bias, modulation frequency 
and the area of the detector. In a practical set up there are also contributions 
to the total noise from radiation noise and noise produced by the amplifiers 
in the circuit. For a general discussion of noise in devices see Eismann (1977) 
and references therein. 
In thermal detectors the active element will have a statistical interchange 
of energy with its surroundings, and hence random temperature fluctuations 
will occur which set a lower limit to the detectable radiation. 
In photoconductive detectors there are several sources of noise, 1/f noise, 
Johnson noise, noise caused by dark current and noise resulting from the fluc- 
tuation of the number of photons (photon noise). 
Johnson noise is due to the random thermal motion of the charge carriers 
in the crystal. This noise is essentially due to small changes in the voltages 
at the terminals of the device due to the random arrival of charge at the 
terminals. For normal frequencies of operation of IR detectors, i. e. hv > U, 
this noise contribution is independent of frequency and current but increases 
with temperature. 
11f noise. Many electrical devices exhibit excess noise, large at low fre- 
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quency and decreasing as the frequency is increased. The exact physical mech- 
anism responsible for this noise varies from device to device and is not fully 
understood. 
Generation-Recombination (, q-r) Noise also known as shot noise, is noise 
due to the random generation of free charge carriers by the crystal lattice 
vibrations and their subsequent random recombination. Because of the ran- 
domness of these events there is unlikely to be exactly the same number of 
charge carriers in the free state at succeeding instances of time. This fluctu- 
ation leads to conductivity changes that will be reflected as variations in the 
current flow through the crystal. 
Photon Noise occurs when free charge carriers are generated by external 
photons rather than lattice vibration, fluctuations in generation rate will be 
caused by the random arrival of photons at the detector. The detector thus 
reflects the fluctuations in the photon stream. The main source of this noise 
is background radiation falling on the detector. 
Dark Current, is the current that flows in the circuit when the detector is 
not illuminated. All photodetectors produce dark current, i. e current gener- 
ated from sources other than the target. There are three main contributions 
to the dark current in quantum wells. Thermionic emission where carriers are 
thermally excited into current carrying states above the top of the well. This 
contribution varies exponentially with temperature and is the dominant source 
of dark current at temperatures above 45K. Secondly there is temperature de- 
pendent tunnelling, which is the tunnelling of carriers into the neighbouring 
wells for low lying well states. This contribution only depends weakly on tem- 
perature and is observed when the temperature is below that necessary for 
thermionic emission, thus this term is dominant below 30K. Finally there is 
thermally assisted tunnelling where a thermal excitation is followed by tun- 
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nelling from the excited stated. This contribution is very small compared to 
the thermionic emission except at very high fields. 
Ways to reduce noise include using the lowest feasible bias current. keep- 
ing the detector temperature below the thermal generation rate, reducing the 
detector background radiation as much as possible and improving processing 
methods to reduce impurities, dislocations etc. Contributions from the dark 
current and photon noise often limit the detectors ultimate performance. 
1.1.4 Figures of Merit 
In order to fully describe a detector's characteristics a large number of parame- 
ters need to be known, namely the detector signal, noise, bias and temperature 
as well as the radiation signal power, the physical and electrical properties of 
the detector and the background conditions under which the detector is oper- 
ated (Eisenman 1977). This obviously becomes a lengthy process so in order 
to ease comparison between various systems certain figures of merit have been 
defined, the most commonly used of which are the responsivity, R, the detec- 
tivity, D*, and the quantum efficiency, 77. 
Detectivity, D*, is the signal to noise ratio normalized to unit area and unit 
bandwidth. 
R, x 
FAp 
D* 
In 
I 
crnHZ2 W-1 (1.1) 
where Ap is the photosensitive area of the detector, Z,, is the noise current 
defined as 
Zn-- ý4egI AHZ 21 (1.2) 
where I is the total current in the device and g is the photo- conductive gain. 
The responsivity R, \ is defined as 
Is e Aq g R, \ - PA hc 
0.8Aýg 
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where q is the absorbance of the detector, sometimes known as the quantum 
efficiency, 1, is the r. m. s. signal current from a monochromatic source, and Px 
is the r. m. s. signal power. 
The quantum efficiency is defined as the efficiency of the process whereby 
a photon stream incident on the detector crystal is converted to free electrons 
(or holes) within the crystal. Its values range from 0 to 1, or 0% to 100%, 
corresponding to no photons absorbed in the crystal and all incident photons 
absorbed respectively. To optimize detector performance it is desirable to 
maximize the quantum efficiency. 
Pixel to pixel variation cannot be fully described by single pixel character- 
istics and 'spatial' noise caused by such variation must be accounted for. In 
practical applications NEAT is a general figure of merit for describing arrays, 
defined as the noise equivalent temperature difference i. e. the minimum tem- 
perature difference across the target that would produce a signal to noise ratio 
of unity. A general expression was derived by Shepard (1988), 
NEAT = 
N,, 
_ dNb / dTb 
where Tb is the background temperature, N, is the total number of noise 
electrons per pixel, i. e. 
t N22+ U2 
2 N +Nb Ný (1.5) 
where Nt is the photoresponse-independent temporal noise and u is the residual 
non-uniformity after correction by electronics, Nb is the shot noise from IR 
background radiation. When the uniformity term dominates this expression 
can be approximated to (Levine 1993) 
NEAT - 
uATb 
1.44 
(1.6) 
where A is the average wavelength. In the spatial noise limit NEAT is propor- 
tional to u, the non-uniformity. Thus for high detectivities, i. e D* > 1010cm 
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1 Hzý W-' the performance of the device is limited by the degree of non- 
uniformity and NEAT is the relevant figure of merit. 
Background Limited Performance 
An ideal background limited performance (BLIP) device is one in which the 
number of noise carriers, N, is dominated by the shot noise of the optically 
generated carriers. If this condition can be achieved then the maximum possi- 
ble detectivity will result. The temperature at which this condition is reached, 
TBLIP, is a sensitive function of the dark current. Thus to operate a device at 
the highest possible temperature without degrading device performance to an 
unacceptable degree, the dark current must be minimized. 
1.2 Thermal Detectors 
We are now in a position to compare various types of detectors and discuss 
their potential for the creation of practical IR imaging systems. 
There are two main types of detector; thermal detectors and photodetec- 
tors. One distinguishing feature between thermal and photodetectors is that 
in thermal detectors the excitations generated by photon absorption relax to 
a thermal distribution at an elevated temperature in the thermometer before 
they are detected. In photodetectors, it is the non-thermal distribution of ex- 
cited carriers that is detected before it relaxes. The output of a photodetector 
is governed by the rate of absorption of photons not on the photons' energy. 
Another important difference between thermal detectors and photodetec- 
tors is that thermal detectors accept or 'see' radiation from the entire electro- 
magnetic spectrum whilst photon detectors cut off the longer wavelengths at 
their sharp absorption edges at A, In photon detectors the speed of response 
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is governed by the by the free carrier lifetime, typically less that 10's. For 
thermal detectors, however, the response time is related to the thermal time 
constant which is of the order Of 10-3S. In photodetectors the non-equilibrium 
charge carrier concentration generated by photo- ioniz at ion can easily be made 
to exceed the dark carrier concentration by cooling the device to sufficiently 
low temperatures. 
Thermal detectors typically operate at room temperature but are unselec- 
tive slow and of low sensitivity. They are, however, cheap and easy to use 
with no cooling requirement. The lack of sensitivity can be overcome by cre- 
ating arrays of large numbers of detectors (Wood 1993). A review of thermal 
detector technology is given by Richards (1994). 
All thermal detectors include an absorbing element which converts inci- 
dent electromagnetic radiation into heat. The absorption of light raises the 
temperature of the device and thus results in a change of some temperature 
dependent parameter, e. g. the conductivity. Therefore the output of the ther- 
mal detector is proportional to the amount of energy absorbed per unit time 
and, provided that the absorption efficiency is the same at all wavelength, it 
is independent of wavelength. 
The radiation thermocouple is one of the most widely used thermal detec- 
tors, principally for infrared spectroscopy. Typical D's range from 10'-10' 
I 
cm HZ 2W-'. Another common type of thermal detectors is a bolometer, de- 
veloped by Langley (1881), in which the incident radiation heats a fine wire 
or magnetic strip causing a change in its electrical resistance. Pt and Ni are 
common materials used for the wires. Carbon resistance bolometers operating 
at 4.2K have proved very successful for IR astronomy where very sensitive 
detectors are required (Richards 1995). An alternative approach is the Golay 
pneumatic detector (Golay 1947) in which heat is absorbed in a thin metal 
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film then transfered to a small volume of gas. The resulting pressure increase 
changes the angle of a mirror in an optical amplifier. A third approach is to 
use a pyroelectric material whose dielectric constant is a sensitive function of 
temperature. Both these types of devices have been used in IR spectroscopy 
since the 1960's (Haoni 1963). 
Recent developments include microbolometers fabricated from microma- 
chined Si. These detectors can attain thermal isolation (the limiting factor 
in thermal detector performance) approaching the theoretical maximum and 
also demonstrate excellent IR sensitivity. NEAT's of better that 0.05'C have 
been demonstrated (Wood 1993). 
The current state of the art is an uncooled array of approximately 80,000 
pixels on a 50ym centre consisting of a vanadium oxide resistive material de- 
posited in thin film form on an Si microstructure containing transistor switches 
at each pixel. A NEAT of 0.039'C in the 8-12 ym range was observed (Hanson 
1993). 
1.3 Photodetectors 
Photodetectors are semiconductor devices which can detect optical signals 
through electronic processes resulting in a fast and selective response. Ra- 
diation is absorbed within the material by interaction with electrons bound 
to lattice or impurity atoms or with free electrons. The observed electrical 
output signal thus results from the changed electron energy distribution. The 
exact nature of this interaction allows us to further subdivide IR photode- 
tectors into four distinct categories: intrinsic, extrinsic, photoemmisive and 
quantum well detectors. We shall briefly study these first three categories 
before concentrating our attention on quantum well systems. 
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Intrinsic Detectors 
Radar technology developed in World War 11 but IR technology was still in 
its infancy. Only active IR image converters and single element PbS devices 
(Cashman 1946) were available. Neither of these options was capable of per- 
forming passive IR imaging. The lead salt family were explored, (Cashman 
1959), including PbSe and PbTe which were used in missile guidance and 3-5 
pm thermal imaging. III-V semiconductors were discovered (Rieke 1959) and 
InSb-based systems were developed. InSb operates at 77K but only in the 3-5 
prn range. What was needed was a device that would operate at this higher 
temperature but in the 8-12[im range, i. e. an InSb-like material but with half 
the band gap. Several candidate were considered, grey Sn, HgSe and HgTe all 
of which turned out to be semi-metallic. In 1959, Lawson (1959) published re- 
sults that Hgl-, Cd,, Te exhibited semiconducting properties over much of the 
range of composition, ranging from a wide gap semiconductor at x-- I to a semi- 
metal at x=O. The band gap of this tertiary alloy can be varied by altering the 
concentrations of HgTe and CdTe. The band gap varies approximately linearly 
with composition. Thus the band gaps and hence the wavelength response can 
be tuned to any wavelength between 1-20pm. By 1965 HgCdTe photoconduc- 
tion IR technology had advanced sufficiently for prototypes of imaging systems 
and small array detectors were developed. In the 1970's rapid progress was 
made, detector technology matured and other compositions suitable for ap- 
plications in the 1-3pm, 3-5yrn and 15-30jim ranges were investigated (Riene 
1977). This system has been extensively studied, (see, for example, Long 1970, 
Harman 1974), and a review of the development of HgCdTe can be found in 
Kruse (1981). Photo- conductive detectors of HgCdTe are the current industry 
standard for IR applications. 
An intrinsic photodetector works by absorption across the fundamental 
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Figure 1.1: The absorption mechanisms for intrinsic and extrinsic absorption. 
band gap, i. e. an incoming photon excites an electron from the valence band 
into the conduction band as shown in figure I. I. Absorption leaves a hole 
in the valence band. These photoexcited carriers are collected to produce a 
photocurrent or photovoltage. As the absorption of a photon creates an elec- 
tron and a hole, there is no need for doping. The advantage of an intrinsic 
system is its low thermal generation of carriers i. e. there are no dopant lev- 
els in the fundamental gap with excitation energy comparable to kT. Thus 
they can be operated at room temperature and there is no need for expensive 
cooling devices. Hgl-., Cd, Te has been used for photo- conductors, junction 
photo-diodes, charge coupled devices and met al-oxide- semiconductor field ef- 
fect transistors, MOSFETS. Each of the above can be used for IR detection, 
the choice depends on the specific application. 
A typical detectivity for a HgCdTe system at 80K with a cutoff wavelength 
1012 1 of r-%-j 101im is D* =3x CM Hz2W-'. The advantages of HgCdTe are that 
the system is lattice matched, a large range of band gaps is available and a high 
operating temperature is permitted. It also exhibits high optical absorption 
coefficients. The disadvantages are that in the wavelength range of interest this 
alloy is a narrow gap semiconductor and thus is difficult to grow and the change 
in wavelengths with alloy composition is rapid when the wavelength exceeds 
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10ym. Also it is not compatible with Si technology and thus integrating into 
very large arrays will prove problematic. The reproducibility of devices is poor 
and thus large arrays have high pixel-pixel variation resulting in a large spatial 
noise. This system also suffers from large dark tunnelling currents and Auger 
recombination rates that exceed radiate recombination rates. 
Progress in array size is intimately linked to the development of improved 
crystal growth methods and techniques for interconnecting to Si readout cir- 
cuitry. Liquid phase epitaxy, LPE, has allowed increasingly large arrays in 
both medium and long wavelength bands. Array sizes of up to 640 x 480 have 
been developed (Kozlowski 1994). Recent developments have been the suc- 
cessful growth of HgCdTe on Si substrates (Wang 1995). 
There are other compounds which can be used to fabricate intrinsic detec- 
tors. The most well know of these is InSb, for which arrays of size 256x256 
have been demonstrated (Hackwell 1993). However, this system has a maxi- 
mum wavelength range of up to 5ym as the band gap is fixed. There has also 
been recent studies of other ternary alloy systems, namely InAsSb, HgZnTe 
and HgMnTe (Rogalski 1989a 1989b and 1991 respectively. ) 
1.3.2 Extrinsic Detectors 
Impurity photo- conductivity was recognized at an early date as a good candi- 
date for sensitive IR detection. An review of the properties of Si and Ge extrin- 
sic detectors is given by Bratt (1977). Impurity ionization levels in Ge range 
from 0.01eV (Al, Sb and others) to 0.35eV (Fe), and in Si from 0.04 (B) to 
0.55eV (Cd). Therefore the cutoff wavelength for extrinsic photo- conductivity 
ranges from 2-120, um, which is by far the largest wavelength span of any set of 
devices. It is this great versatility which has been the key reason for interest 
in these systems. These detectors were first studied in the 1950's using Ge and 
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Si. Interest was in the 3-5ym and the 8-14pm atmospheric windows, thus re- 
search concentrated on Si with dopant energy levels of 0.04-0.06eV. The first 
published results were by Burstein (1954). Deep level impurity atoms were 
then discovered and research shifted to Ge doped with Au, Cu and Zn. IR 
devices consisting of Ge: Zn and Ge: Cu were demonstrated and developed into 
very sensitive detectors. (Bratt 1961) These detectors needed cooling to 4K, 
however, which severely limited applications. In 1957 it was discovered that by 
introducing impurities into SiGe alloys a new range of ionization energy levels 
was available (Morton 1959). Ge: Hg was discovered in 1962 (Borrello 1962) 
which has the required 90meV ionization energy and is easily reproducible. 
This has been used as an IR detector in the 8-14 pm range for many years. 
The device mechanism is very simple. IR radiation is absorbed by an 
impurity atom when an incoming photon has sufficient energy to excite an 
electron (hole) residing in the ground state of a donor (acceptor)-type impurity 
into either an excited state or into the conduction (valence) band free of the 
impurity binding energy (see figure 1.1). There is also the process of photo- 
thermal conductivity where the electrons in the excited states interact with 
phonons and are thus excited into the conduction or valence band. 
There has been a relatively recent resurgence of interest in Si extrinsic de- 
tectors due to their compatibility with existing Si technology. Fouks (1994) 
demonstrated 36 and 48 element linear arrays of Si: Ga, and showed that deeply 
cooled extrinsic Si and Ge IR detectors posses detectivity close to the radi- 
ation limit even under extremely low background irradiance, therefore these 
photodetectors are the main ones used in space-based applications where the 
background current very low. The wavelength detection range can be extended 
to 240/im by introducing stress, by means of a screw and piston, to lift the 
valence band degeneracy (Kazanski 1979, Haller 1979) 
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1.3.3 Photoemiissive Detectors 
These can be divided into two types; metal-silicide Schottky barrier devices 
and semiconductor hetrojunction internal photoemission (HIP) detectors. 
1.3.3.1 Schottky Barriers 
Rapid progress has been made with silicide Schottky barriers, the most de- 
veloped of which is PtSi, (Akiyama 1994, Chin 1993) which employs films of 
platinum approximately 10 A thick on p-type silicon. Radiation is transmit- 
ted through the Si and absorbed in the metal producing hot holes which are 
then emitted over the potential barrier into the Si which becomes negatively 
charged. In area arrays this charge is transferred into a charge coupled device, 
CCD, by the direct charge injection method. The effective quantum efficiency 
of such a device is approximately 1% in the 3-5 ftm range. The dark current 
in this device is caused by the thermionic emission of holes over the poten- 
tial barrier, thus the cooling requirements are similar to extrinsic device, i. e. 
performance is greatly enhanced by lowering the temperature. 
The large advantage of this system is its compatibility with existing stan- 
dard integrated circuit Si processing. Schottky photoemission is independent 
of semiconductor doping, minority carrier lifetime and alloy concentration 
leading to spatial uniformity characteristics an order of magnitude greater 
than that obtained for any other types of detector, and thus the spatial noise, 
which is a product of pixel-pixel variation in large arrays, is greatly reduced. 
The signal conditioning electronics required for staring arrays are therefore 
simplified. Other advantages of this system are that it is cheap to make and 
the small size of the detector (approximately 17tim') which is the smallest 
among the 2-D focal plane array detectors. Responsivity of image sensors is 
proportional to the fill factor, i. e. the ratio of the detector area to the pixel 
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size. Improvement of this ratio is one of the most important developments 
in Schottky barrier image sensors. The state of the art of PtSi is 1040x1040 
element arrays in the 3-5pm IR region (Kimata 1991, Akiyama 1994). Ap- 
plications are limited to 1-3yrn and 3-5yrn ranges due to fixed PtSi cutoff at 
5.7Pm. 
Other materials can be used to create this type of device, the most pop- 
ular of which is IrSi which extends cutoff wavelength to 10jim (Tsaur 1988). 
However, the uniformity of IrSi arrays is substantially inferior to PtSi due to 
poor process repeatability (Tsaur 1989). 
1.3.3.2 Hetrojunction Internal Photoemission Detectors 
These devices were first constructed of a single layer of degenerately doped p+- 
SiGe layer as an emitter and a p-type Si substrate as a collector. The detector 
mechanism is that incident IR radiation is absorbed in the p+ SiGe emitter 
layer mainly through free carrier absorption. The photoemitted holes are then 
sent over the SiGe/Si hetrojunction barrier by internal photoemission. The 
range of wavelength for the device is determined by the height of the barrier 
and the Fermi energy and thus can be altered by changing the alloy composi- 
tion and the doping levels. A device of this type has been demonstrated by Lin 
(1990 and 1991). These detectors are particularly suited for creating arrays 
operating in the 8-11 pm range. They are compatible with Si and have good 
pixel-pixel uniformity. 
These detectors extend the wavelength range possible with Schottky bar- 
rier devices and have the potential for high quantum efficiency. In Schottky 
detectors photons can excite carriers from far below the Fermi level such that 
they do not have sufficient energy to overcome the barrier. If operating near 
the threshold, only a small percentage of the photoexcited carriers can ex- 
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Figure 1.2: A schematic diagram of a multi-layer HIP detector. The potential 
profile is given in the lower half showing the absorption mechanism 
ceed the barrier energy therefore the quantum efficiency rises only slowly with 
energy above the potential barrier. In HIP detectors, the band of occupied 
hole states is narrow in the p+Sil-,, Ge, layer due to its semiconductor band 
structure, thus the device has a much sharper turn on and avoids the need to 
design a device with a significantly lower barrier than the required generating 
energy. Thus a correspondingly lower operating temperature is required to 
reduce dark current to acceptable values. Also photoexcited holes traveling 
over the potential barrier are less likely to be back scattered because of the 
more favourable ratio of the effective masses. 
The device characteristics of the Sil-xGex/Si HIP can be tailored through 
the selection of layer thickness, doping concentration, (boron was used as the 
dopant), and composition to optimize the response for a given application. 
These detectors boast high D* compared with QWIPs in the long wavelength 
1W_1 
region. Lin (1990) reported a detectivity of D* =5x 109 cm 
HZ 2 
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To achieve a good detector response, strong IR absorption and efficient 
internal photoemission are required. The quantum efficiency for such devices 
(Lin 1992) has been calculated/ measured as ranging from 5% to 0.1% for 
wavelengths from 2-12 ym. The internal quantum efficiency, qj, is the ratio 
of collected holes to photoexcited holes. qj, is limited by inelastic hole-hole 
and hole-phonon scattering as well as the number of holes redirected from the 
SiGe/air interface to the SiGe/Si. qi can be enhanced by reducing the alloy 
layer width so there is less inelastic scattering. However, this reduces that 
absorption therefore these parameters must trade off. 
The performance of the detector can be improved by including several alloy 
layers stacked between Si barriers, see figure 1.2 (Lin 1994). Each layer has a 
high qj, and contributes to the overall absorption. If an electric field is applied 
in the z-direction, the photoexcited holes are redirected to the Si substrate, 
thus increasing qj, . These detectors show enhanced 
long wavelength photore- 
sponse and near ideal thermionic emission limited dark current characteristics. 
A quantum efficiency of 6% at 5ym, 40% at 10ym and 1.5% at 15pm show 
significant improvement on single layer devices. Lin (1994) reports aSiO. 7GeO. 3 
HIP with a quantum efficiency of approximately 8% at 5ym and an operating 
temperature of 30K, with a cutoff wavelength of 23pm. 
1.4 Quantum Well Infrared Detectors 
A multiple quantum well system is fabricated by growing a sequence of semi- 
conductor layers where a material with a smaller band gap (e. g. GaAs) is sand- 
wiched between layers of a material with a larger band gap (e. g. GaAlAs). The 
carriers are thus confined to a potential well for motion parallel to the growth 
direction whereas they are quasi-free in the motion perpendicular to the growth 
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direction. The height of the potential well is determined by the conduction 
or valence band offsets. The confining potential leads to the formation of a 
series of discrete electronic subbands or minibands. There are many different 
types of quantum well infra-red photodetectors (QWIPs) which can be con- 
veniently divided into those comprised of IIIN compounds e. g. GaAs/AlAs, 
type 11 structures formed of InAs/GaSb compounds, II-IV compounds e. g. 
HgTe/CdTe which form type III systems, and group IV systems e. g. SiGe/Si. 
The main topic of this thesis is the latter systems, so we shall briefly review 
the progress of the first two sections before concentrating our attention on the 
SiGe systems. 
Wide gap semiconductors such as GaAs, AlAs, Si and Ge are easier to grow 
than narrow gap systems such as HgCdTe. However, alloys and superlattices 
that utilize transitions across the fundamental gap are not within the range 
required for IR detection. An alternative is to engineer small band gaps in 
wide band gap semiconductors as was first suggested by Esaki (1977). The 
progress in modern thin film growth techniques such as molecular beam epitaxy 
(MBE) has enabled process control over composition, doping and thickness of 
the quantum well layers. Thus the electronic band structure of semiconduc- 
tor systems can be tailored in an almost continuous way to custom design a 
system for specific applications. An additional parameter can be introduced 
by growing lattice mismatched hetrostructures and this altering the position 
of the electronic states by strain. Therefore, by tailoring the quantum well 
structure it should be possible to adjust the energy levels so that low-energy 
infrared photons can induce an intersubband transition between the ground 
state and the first excited state of the quantum well. 
To operate these devices as detectors, electric fields must be applied and 
the device acts as a photo- conductor. It is possible to design systems that 
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operate in photo-voltaic mode (Schneider 1995 ), as discussed in section 1.4.8, 
but all detectivities quoted here are for devices operated in photo-conductive 
modes. 
It was first suggested in 1979 (Schulman 1979), that superlattices could 
improve on HgCdTe for IR detection. The advantages of QWIPs are they 
have a higher degree of uniformity, important in detector arrays, small leak- 
age currents because the superlattices have large effective masses therefore 
tunneling is suppressed, possible lower Auger recombination rates due to the 
LH-HH splitting, increased effective mass and utilize well understood device 
fabrication and materials processing techniques. 
The disadvantages are the relatively low quantum efficiency, narrow band 
spectral characteristics and short carrier lifetimes which means lower operating 
temperatures are required compared to intrinsic systems. 
1.4.1 n-type III-V QWIPs 
It I- f-%-- x1r- II 
tact Layers 
Figure 1.3: A schematic representation showing the position of the multiple 
quantum well in a typical experimental setup and the angle of incident light 
necessary to produce absorption in n-type GaAsIAIGaAs structures. 
The first system to be extensively studied was the GaAs/AlGaAs structure, 
which has the advantages that it is lattice matched and thus easy to grow. 
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Incident Radiation 
For a review of GaAs/AlGaAs systems see Levine (1993). The band gap of 
the AlGaAs alloy is larger than that of GaAs, therefore the electrons tend to 
accumulate in the GaAs layers. Thus by altering the relative concentrations 
of Al and Ga in the alloy barriers, i. e. AI, Gal-., As, the height of the barrier 
can be varied. These systems can be doped with either donors, to create a 
n-type structure where the transitions occur between conduction minibands, 
or acceptors to give a p-type system and transitions between valence mini- 
bands. At low temperatures these carriers will occupy the ground states of 
the quantum wells. 
IR detection in a multiple n-type quantum well structure was first inves- 
tigated experimentally by Smith (1983). A typical experimental setup for a 
multiple quantum well is shown in figure 1.3. 
Strong intersubband absorption in the conduction band was observed by 
West and Eglash (1985). The first working QWIP was demonstrated by Levine 
in 1987. This device utilized transitions between two bound quantum well 
states. The mechanism for this device was an absorption of a photon by an 
electron in the ground state of the quantum well which is then excited into 
the first excited state, which in this case is still confined to the well (see figure 
1.4). 
This electron then tunnels out of the well into the continuum where, in the 
presence of an external electric field, it is collected to produce a photocurrent. 
By reducing the width of the quantum well it is possible to move the first 
excited state into the continuum. The major advantage of this is that the 
electron no longer has to tunnel through the barrier to reach the continuum, 
thus the voltage needed to collect the photoelectrons is dramatically reduced, 
which in turn reduces the dark current. As the carriers are no longer required 
to tunnel through the barrier the width of the AlGaAs barriers can be increased 
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Figure IA: Schematic diagram showing the processes involved in intersubband 
absorption in a quantum well system. The upper diagram demonstrates bound 
to bound transitions and the lower half bound to continuum transitions 
thus further reducing dark current by reducing the sequential tunneling current 
which is the dominant source of dark current at temperatures below 30K. 
However, D* does not improve indefinitely with increased barrier width as 
higher bias voltages are needed which leads to a higher dark current. 
The first bound-continuum device, which operated at 10 [im, was demon- 
strated in 1988 by Levine (1988), and showed an order of magnitude improve- 
ment in performance over the bound to bound system. For temperatures up 
to 80K the reported detectivity of these QWIPs is comparable with HgCdTe. 
The current state of the art is the demonstration of a 128x128 pixel array 
comprising of n-type GaAs/AIO. 27Gao. 73As utilizing bound-continuum transi- 
tions within the conduction band, operating at 35K with a cutoff wavelength 
1013 1 of A, = 9.5ttm, with a detectivity of D* = 4.5 x cm HZ 2W-1 (which is 
75% of BLIP D*) (Kozlowski 1993). This array also demonstrated excellent 
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uniformity with u from equation (1-6) equal to 4% before correction. 
1.4.1.1 Indium Compounds 
Other n-type QWIPs containing GaAs have been studied, in particular GaAs/ 
Gao. 51no. 5P (Rao 1987), GaAs/Aso. 51no. 5P (Watanabe 1987) and Ino. 15Gao. 85As/ 
GaAs (Levine 1993). This latter system is interesting as it uses GaAs as the 
barriers. Binary compounds such as GaAs have better electron transport prop- 
erties compared to ternary alloys such as AlGaAs. Therefore if GaAs could be 
used as the barrier then the device performance would improve. This leaves 
the problem of finding a compound with a smaller bandgap than GaAs to form 
the wells. The first attempt at this was by Gunapala et al. (1994) who used 
InGaAs quantum wells. This system has a 1.2% lattice mismatch, but despite 
this the peak responsivity and detectivity, at 16.7pm at 40K, were compa- 
rable with the traditional GaAs/AlGaAs system. The results also indicated 
excellent electron transport properties. Other alternatives using In were also 
explored by Gunapala (1991), including an InGaAs/InP system which showed 
1W-1 
excellent detectivity of D* =9x 10" cm HZ2 ,a quantum efficiency of 12% 
and a responsivity of R -- 1.2AW-1 at an operating temperature of 77K. This 
detectivity compares favourably with the best GaAs/AlGaAs QWIPs operat- 
ing at this wavelength, whilst the responsivity and optical gain are five times 
higher. These excellent hot-electron transport properties are attributed to the 
high mobility of binary InP barriers. 
1.4.2 Normal Incidence 
For large 2-D arrays normal incident illumination is important. For absorption 
involving transitions between conduction subbands at the r' point the absorp- 
tion is polarization sensitive and only the component of radiation with electric 
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field perpendicular to the plane of the quantum well, i. e. the z-direction, is 
absorbed. This is because in the conduction band the electromagnetic field 
can only couple conduction bands of different symmetry under reflection in the 
plane of the well, which requires a component of the radiation electro magnetic 
field perpendicular to the well. 2-D arrays can be created from n-type QWIPs 
such as GaAs/AlGaAs to absorb normal incidence but only if gratings and 
optical coupling waveguides are used (Levine 1993, Hasnam 1989 and Goosen 
1988) to provide a component of the normally incident light in the z direction, 
as shown in figure 1.5. 
Multiple Quantum Well 
Contact Layers 
Corctions 
Radiation 
Figure 1.5: Schematic representation of experimental set up including a saw- 
tooth grating to obtain normal incidence response. 
A grating coupled waveguide involves etching a grating into the top con- 
tact layer of each pixel to scatter incident photons into propagation paths 
at an angle to multiple quantum well interfaces. The waveguide allows cou- 
pled radiation to enter at an angle and pass through the multiple quantum 
well structure several times. Quantum efficiencies of up to 95% for normal 
incidence have been obtained using these techniques (Andersson 1991). 
A different approach to achieve normal incidence absorption is to use in- 
tersubband transitions involving electrons in the ellipsoidal conduction band 
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minima of GaSb/AlSb (experimental: Samoska 1993, Brown 1992 and Me 
1993, theoretical : Shaw 1994). For certain parameter combinations in these 
structures the L-valley conduction bands can have lower or comparable energy 
to the direct gap minima and can have considerable carrier population. These 
ellipsoidal L-valley states have anisotropic effective masses and thus favourable 
selection rules for normal incidence absorption. Also the L valleys have high 
density of states due to the high effective mass. Another potential advantage 
of using the conduction band is the simpler structure compared to the valence 
band, thus devices should be more controllable and less susceptible to factors 
such as the doping concentration. 
Mang (1994) demonstrates NI absorption between conduction minibands 
of X-valley states in AlAs/AlGaAs quantum well structures. These systems 
were grown on [113] Si substrates and displayed a quantum efficiency of approx- 
imately 13%. The effective mass anisotropy of the electrons in these valleys 
again provides coupling between the parallel and perpendicular motions of the 
electrons when the principal axes of one of the ellipsoids are tilted with respect 
to the growth direction. As a result of this coupling, inter- conduction subband 
transitions at normal incidence in indirect gap semiconductor quantum wells 
are allowed when the MQW's growth direction is not along the [001] direction. 
Wang (1993) grew AlAs/AIO. 5Gao. 5As system on a [110] GaAs substrate, 
creating a type 11 superlattice and observed normal incidence absorption due 
to indirect transitions between the X-band and F-band. 
1.4.3 p-type III-V QWIPs 
Most previous work has been on n-type systems as the lower effective mass 
in the conduction band was expected to lead to superior transport properties. 
It is also possible to use transitions within the valence band. Mixing between 
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the light hole and heavy hole minibands away from the centre of the Brillouin 
zone relaxes the selection rules and normal incidence light can be absorbed. 
Band mixing and the selection rules for p-type QWIPs are discussed in more 
detail in later chapters. The disadvantage of using p-type structures is the 
mean free path of the excited holes is very small due to the large hole effective 
mass. This leads to smaller gain and lower detectivity compared with n-type 
systems. 
The first QWIP working with normal incident light inducing transitions be- 
tween valence subbands was developed by Levine (1991) using GaAs/All-., Ga., As. 
IW_1 Ds of up to 3.1 x 1010 cm 
HZ 2, at 77K for a cutoff wavelength of 8jim were 
observed, and a quantum efficiency of up to 28% achieved at low temperature 
operation. 
1.4.4 Type II superlattices 
The QWIPs previously discussed have all required doping as they utilize in- 
tersubband transitions. An alternative is to use compounds which create type 
11 superlattices which have fundamental gaps smaller than either of the con- 
stituents, thus wide gap materials can be used to create small band gap quan- 
tum wells. 
One problem with these superlattices is that the electrons and holes are lo- 
calized in different layers, due to the staggered nature of the band edge lineups, 
therefore the optical matrix elements are rapidly reduced as the layer thick- 
nesses increases. In a simple InAs/GaSb system the layer thickness required 
to absorb at 10ym is too thick for the optical matrix elements to be large 
enough to be useful (Campbell 1991). If an alloy of InSb and GaSb is used in- 
stead then this problem is overcome and the required wavelength range can be 
achieved with smaller layer thicknesses. This system has the added advantage 
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that the superlattices can be grown lattice-matched to GaSb substrates (Chow 
1991). Both InAs/Gal-, In., Sb and InSb/InAsxSbl-x superlattices have been 
demonstrated to have gaps in the 8-14 firn range (Miles 1990 and Kurtz 1989). 
These superlattices have intrinsic absorption mechanisms, i. e. electrons 
excited from valence to conduction band. This allows the operating temper- 
ature of the detector to be much higher than for intersubband QWIPs. The 
internal strain of up to 7% due to the introduction of InSb into the barrier 
lowers the conduction band minima of InAs and raises the top heavy hole state 
of GaInSb, thus reducing the superlattice band gap at a given layer thickness. 
The effective band gap of this system can be tuned for absorption through- 
out the 3-20pm range. Dissimilar superlattice structures can have nominally 
similar effective bandgaps. However, other band structure related features 
such as effective mass, miniband width and optical matrix elements can vary 
substantially, resulting in very different fundamental absorption properties. It 
is then necessary not only to engineer the bandgap, but also to fully optimize 
the band structure of this material for a particular infrared detector applica- 
tion (Johnson 1990). The optical properties of this superlattice are as good as 
HgCdTe but the electronic properties are better. HgCdTe has larger optical 
matrix elements but lower density of states. Also the effective mass is much 
larger in the superlattice than the alloy, so diode tunneling currents are greatly 
reduced, (Smith 1987, Mailhot 1987a, b). 
There are problems with the growth of these structures, however. The 
switching of the anion from Sb to As at the growth interface provides a different 
set of problems than the growth of common anion structures like GaAs/AlAs 
(Collins 1993). When this technology is brought to maturity we could expect 
higher temperature BLIP than from HgCdTe. Above 121im HgCdTe large 
area detectors suffer from tunneling noise currents and the sensitivity of these 
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currents to small variations across a wafer. Ga-based systems offers a marked 
reduction in these currents and less sensitivity to wafer variation. Also the 
strain in these systems results in a large LH-HH splitting which could be 
engineered to suppress the Auger recombination which is the dominant limiting 
factor in HgCdTe performance. 
1.4.5 Type III Superlattices 
A variation on the type 11 systems is given by HgTe/CdTe which are classed 
as type III as one of the constituents, HgTe, is a semi-metal. Schulman (1979) 
first suggested using HgTe/CdTe superlattices with the hope that the detec- 
tion wavelength would be easier to control in the longer wavelength range 
than HgCdTe, and tunneling currents will be reduced. These superlattices 
have large IR absorption coefficients therefore high quantum efficiency can be 
obtained in relatively thin structures. The first successful superlattice of this 
type was grown by Faurie (1982). Determination of the valence band offset, 
doping and growth technology all proved problematic in the early development 
(Boukerche 1986 and 1988). However, the system benefits from the same basic 
properties that make HgCdTe such a good candidate in the first place, namely 
high absorption coefficients, high density of states etc. Theoretical calcula- 
tions (Jones 1985) predict absorption coefficients of up to IO'cm-', an order 
of magnitude higher than those of bulk HgCdTe. Jones (1985) demonstrated 
IR absorption experimentally showing absorption coefficients approaching the 
theoretical maximum at room temperature. This large absorption is not a 
peculiarity of the superlattice but a feature of the intrinsically high density 
of states of HgTe- There have also been reports that the Auger lifetimes 
may be an order of magnitude greater than for the bulk (Jiang 1991). It has 
the additional advantage of more control over the cutoff wavelength and the 
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larger effective masses which reduces undesirable tunneling currents. As the 
absorption is across the fundamental gap it is not polarization dependent. The 
problems with the growth technology have been overcome and device quality 
samples have been demonstrated (Lansari 1993); these systems could become 
serious candidates for IR detection. However, a large degree of uniformity, 
which is what holds back HgCdTe arrays needs to be demonstrated. 
1.4.6 6-Doping 
6-doping is a way of creating quantum wells without interfaces. The electro- 
static attraction between the free carriers and the ionized dopants results in 
an approximately V-shaped potential well perpendicular to the dopant plane 
which confines the carriers into a quasi-2-D sheet and quantizes their ener- 
gies into a series of subbands. A review of delta-doping is given by Harris 
(1993). The potential profile strongly resembles a parabolic quantum well 
due to the finite width of the doped layer, (Zenner 1988). The barrier height 
and well thickness can be varied by altering the doping density and the width 
of the doped layer. This method produces very wide absorption peaks with 
full width half maximum (FWHM) values of up to 175meV, compared with a 
typical linewidth for absorption in a GaAs/AlGaAs system of approximately 
15meV. This is due to the non- p araboli city of hole bands and the high doping 
levels which means that the bands can be filled up to several hundred meV's 
below the top of the band. 
Hole intersubband absorption in 6-doped multiple Si layers has the advan- 
tage that there is no limitation of critical thickness so as many 6-doped layers 
as required can be grown to improve the quantum efficiency. The peak wave- 
length of theses devices can be engineered by adjusting the concentrations of 
dopants in the 6-doped lkyers. 6-doping has also been demonstrated using 
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n-type doping in Si (Scolfaro 1995). 
1.4.7 SiGe/Si Quantum Wells 
Quantum wells constructed of SiGe/Si have the advantage of compatibility 
with existing silicon technology. Also most of the potential discontinuity oc- 
curs in the valence band so p-type structures can be engineered to absorb in 
the IR range, offering the additional advantage of normal incidence detection 
without the use of gratings etc. The 4.17% lattice mismatch between bulk Si 
and Ge results in strained structures which makes the growth process more 
difficult. Early attempts at SiGe/Si growth using high temperature MBE tech- 
niques (Kasper 1975 and 1977) were troubled by islanding and other growth 
problems. These were eventually solved by reducing the temperature of the 
growth process so that pseudomorphic growth occured, i. e. the in-plane growth 
lattice is strained to match that of the substrate and the vertical lattice con- 
stant is elastically strained. The first successful SiGe/Si structure was grown 
by Bean (1984) who used a germanium concentration of 20%. Psuedomorphic 
growth on Si substrates of alloys up to 80% has since been reported (Wang 
1993). 
The first IR detector based on a p-type SiGe/Si system was demonstrated 
by Karunasiri (1990) who observed a broad parallel incidence peak at around 
8ym. There have been many other recent reports of absorption in p-type 
structures (see, for example, People 1992, Zanier 1995, Boucard 1995). In 
particular Fromherz (1995) produced a systematic study of absorption for a 
range of well widths and germanium concentrations. These results are stud- 
ied in more detail in Chapter 6 where we compare the experimental results 
with our calculated curves. A typical D* for a SiGe/Si system is 3.3 x 10' cm 
Hz2W (Fromherz 1995), for parallel incidence absorption. This value how- 
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ever, was obtained with an unoptimized structure and further study could well 
improve on this. Normal incidence absorption in p-type structures was first 
observed by Park (1991). 
If quantum wells are grown on a relaxed SiGe buffer a larger proportion 
of the potential discontinuity occurs in the conduction band and intersubband 
absorption between conduction minibands has been observed in such structures 
(Hertie 1991). Infrared absorption has also been demonstrated in 6-doped n- 
type Si (Tempel 1990) 6-doped p-type Si (Park 1991). 
Another example of using substrate orientation to change the selection 
rules of the system is given by Lee (1992) who reports strong electron in- 
tersubband IR absorption using Sn 6-doped Si/SiGe multiple quantum well 
structures grown in [110] substrates. Again normal incidence absorption is 
allowed because of the titled ellipsoidal of constant energy surfaces. 
1.4.8 Photovoltaic QWIPs 
Some devices can be operated either in photoconductive or photovoltiac modes. 
Photovoltaic devices operate under zero bias voltage (open circuit); photocon- 
ductive devices a reverse bias voltage is applied (short circuit). A photovoltiac 
detector is essentially a photo-diode operating with no external bias; the volt- 
age is created optically. The charge separation and therefore the photovoltage 
is generated by photoelectrons being swept into the n-region and photo-holes 
being swept into the p-region by the junction electric field. The charge sep- 
aration of the electrons and holes produces a voltage that forward biases the 
junction. The forward bias increases the diffusion current. HgCdTe and junc- 
tion diodes can be operated as photovoltiac devices. 
The advantage of photovoltiac operation is that the total current is much 
lower therefore the dark current is very small. However, much lower respon- 
36 
sivities and hence detectivities are obtained in this mode of operation. The 
noise in photo-voltaic devices is due to Johnson noise only, i. e. the noise floor 
is reduced. Theoretical analysis (Schneider 1995) shows that the detectivi- 
ties of photo- conductive and photo-voltaic devices are of the same order of 
magnitude. 
The first photovoltiac QWIP was demonstrated by Goosen (1988) using 
an asymmetric modulation- doped single quantum well with a graded barrier 
on one side of the well. The photoexcited carriers that escape the well are 
trapped in the graded barrier region producing a charge separation. Rosencher 
(1990) reported another photovoltiac device structure using coupled asymmet- 
ric quantum wells, where the electrons are photoexcited from one well and 
stored in an adjacent well for a short time before tunneling back to their orig- 
inal ground state. These devices produced virtually no dark current but the 
photoresponse produced was below the noise of practical amplifier circuits. 
More recently Schneider (1995) reported strong photovoltiac response using 
barrier layers with an asymmetric potential distribution. A graded potential 
barrier adjacent to the quantum well is used to induce asymmetric transport 
behaviour. The excited carriers tunnel out of the quantum well across narrow 
tunnel barriers into the barrier region. An internal electric field, induced by a 
shifted doping distribution with respect to the quantum well centers leads to 
a unidirectional motion of the photoexcited carriers at zero applied voltage. 
An unoptimized detectivity of 4.4xlO'Ocm HZ2W_1 was observed. 
1.5 The Advantages of Si-based Detectors 
The ability to couple multi-element arrays of infrared detectors to their re- 
spective amplifiers in an integrated circuit is an important consideration in 
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device design. Detectors and current components can all be made on the same 
Si chip using standard integrated circuit technology. The ability to fabricate 
resistors, capacitors, transistors, diodes and CCD's along with the detector 
would allow a substantial amount of on-chip processing. Such techniques are 
mandatory if very large multi-element arrays, i. e. thousands of elements, are 
to be achieved. If the detector is not silicon based the problem of bringing 
this many leads off the focal plane would be formidable. Future trends in IR 
detectors are towards larger electronically addressed arrays and higher operat- 
ing temperatures, with the aim of producing higher performance and smaller, 
lighter and more affordable systems. The ultimate aim must be a technology 
in which the IR material is grown and deposited onto the VLSI Si substrate 
already containing the addressing circuits. This will be essential to achieving 
the array size (more that 1000x1OOO elements) needed for unscanned high per- 
formance imagery at low cost. Rapid progress has been made on the silicide 
Schottky barrier, and these arrays point the way for other detector materials, 
i. e. must be readily compatible with Si technology to survive in the long term. 
1.6 Overview of Thesis 
We have discussed in this chapter how QWIPs have great promise as IR de- 
tectors. Two major advantages for any potential material are compatibility 
with existing Si technology thus allowing monolithic integration of array elec- 
tronics, and the ability to absorb normally incident light vital for array design, 
without the need for additional complication such as gratings and waveguides. 
With this in mind we present a detailed study of p-type SiGe/Si quantum 
well structures utilizing absorption between valence minibands. In chapters 2 
and 3 we review the local empirical pseudopotential method we use to calculate 
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the band structures and optical matrix elements for bulk and quantum well 
materials respectively. We include the effects of spin and strain and discuss 
their effect on the bandstructure. 
In Chapter 4 we present a detailed derivation of the first order susceptibility 
expression we use to calculated the absorption, by means of density matrix 
theory. This enables us to predict the absorption response for a given system. 
The sampling techniques used and the relative merits of barrier and well 
doping are discussed in Chapter 5. The resulting Fermi levels and the exchange 
interactions for both barrier and well doping are calculated. We compare our 
calculations with recent experimental results in Chapter 6. We also discuss the 
role of the 'damping constant', which appears the denominator of the suscep- 
tibility expression , which affects the line width of the calculated absorption 
spectra. 
Further calculated results for parallel incident absorption are presented in 
Chapter 7 where the microscopic origin of the peaks, the effect of changing 
the well width, Ge concentration in the well, temperature and doping concen- 
tration are discussed. 
Normal incidence absorption and a discussion of band mixing are the sub- 
ject of Chapter 8. Finally, in Chapter 9, we discuss Auger recombination which 
can be a limiting factor in device performance. Efforts are made to optimize 
structures in order to minimize this non-radiative recombination and prelim- 
inary results for Auger recombination rates calculated using a Monte-Carlo 
technique are presented. 
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Chapter 2 
The Bulk Calculation 
The pseudopotential method first devised by Herring (1940) and refined by 
Philips (1959) and Bassani (1961). This method enables us to calculate eigen- 
functions and eigenvalues for the system and hence the band structures and 
optical matrix elements for both the bulk and quantum well cases. 
We first discuss the symmetry of the bulk crystal, then review the approxi- 
mations which must be made in order to reduce the problem to a tractable one. 
We introduce the concept of orthogonal plane waves, and from this formulate 
an expression for the pseudopotential matrix elements of the secular equation 
for bulk materials. We describe the model used for the local pseudopotential 
and calculate the band structures of bulk silicon and germanium. 
2.1 Symmetry of the Bulk Crystal 
In order to determine the energy eigenvalues and eigenfunctions of our systems 
we need to solve the Schr6dinger equation for the system. If we know the 
symmetry properties of the Hamiltonian operator the problem can be greatly 
simplified and expected degeneracies and selection rules can be derived via 
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group theory methods. The symmetry operations can also be applied to the 
crystal lattice to obtain the irreducible segment which contains all relevant 
information and from which the properties of the rest of the zone can be 
deduced using the symmetry operations. 
An infinite three dimensional lattice can be defined in terms of 3 non- 
coplanar basic lattice vectors, a,, a2 and a3 as shown in figure 2.1. 
z 
Figure 2.1: Primitive lattice vectors for a face-centred cubic structure. The x, 
y and z axes indicate the Cartesian axes used in this Chapter. 
The set of lattice vectors for the crystal is given by 
-7,, = nial + n2a2+ n3a3 (2.1) 
where n= (n 1, n2, n3) where n's are integers. A pure translation through a 
lattice vector is called a primitive translation and is denoted fEIT,, I (Seitz 
1940), where E is the identity operator, and indicates that no rotation op- 
erations are included. The rotational parts of the space group symmetry, R, 
make up the point group of the lattice. i. e. the group of symmetry operations 
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which leave the highest symmetry point of the lattice unmoved, as distinct 
from translations in which no point of the lattice remains in the same place. 
A symorphic space group is defined as a group of symmetry operations jRj7',, Jj 
which contains as a subgroup the set of all primitive translations of the lattice 
but contains no other pure translations, i. e. the set of all operations which 
transforms the 3-D array of crystal lattice points onto itself. Bravais lattices 
may be classified in terms of the maximal point group compatible with the 
lattice. 
Figure 2.2: A perspective view of the diamond structure. 
The crystals of both Si and Ge are of diamond structure as shown in 
figure 2.2. The diamond lattice can be considered to consist of two face- 
centered cubic lattices displaced with respect to each other by the vector f= 
a (1,1,1) - .1 (r, + r2 + r3). Thus the space group of the diamond lattice 44 
is non-symmorphic as it contains pure, non-primitive translations. However, 
at the centre of the Brillouin zone, r, e ik. f =I and the characters of the 
irreducible representations are simply the point group0h presented in table 
2.1. 
This group consists of 48 rotations which leave the crystal unchanged. A 
rotation is denotedCn where the rotation is through an angle ý'- radians. n 
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I 
x 
7 
Figure 2.3: Symmetry axes for the diamond structure. 
From figure 2.3 it can be seen that the crystal is invariant under rotations 
of 7r and 'r i. e. C2 and C4, about the x, y and z axes. Rotations of 7r are 21 
also possible about the axes0ai Obý Ocj OdIO, and Of. These operations are 
denoted C'. Rotations of are possible around the axes 0,, 00,0, and 05. 23 
These operations can be either in a right or left hand screw sense which are 
not equivalent as they are for 
C2 i. e. C- = C+. Similarly the 
C4 rotations 22 
can be performed in either sense. Note also that C42, that is C4 applied twice 
is equivalent toC2. Thus we have 24 rotations which leave the crystal un- 
changed. The inclusion of the inversion operator, I, which transforms (x, y, z) 
to (-x, -y, -z) increases this to the 48 operations that comprise theOh point 
group. From these operations we can determine the irreducible segment of the 
Brillouin zone. The first Brillouin zone with the irreducible segment indicated 
is shown in figure 2.4. 
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E 8C3" 3C2 6C4 6C' 2 1 81C3" 
1 
31C2 61C4 61C' 2 
r, 1 1 1 1 1 1 1 1 1 1 
r2 I I 1 
-1 -1 
1 1 1 
-1 -1 
r12 2 -1 2 0 0 2 -1 2 0 0 
IF 15 3 0 3 0 
IF/ 25 3 0 3 0 
2 
r12 2 -1 2 0 0 -2 -2 0 0 
r15 3 0 -1 -3 0 
Ir25 3 0 1 -3 0 
Table 2.1: Character table for the irreducible representations of the Oh group 
(from Cornwell 1969). See text for explanation of notation 
2.2 The Crystal Hamiltonian 
Before the quantum well calculation can be attempted we need to solve the 
problem for the bulk case. The bulk band structure of a suitable host material 
is input into the quantum well calculation. To describe the band structure 
and optical properties of solids we require the electronic wavefunctions and 
energies. In order to obtain these we must first consider the crystal as a 
whole. The Schr6dinger Equation for the crystal is 
HO(R, r) = EO(R, r) (2.2) 
where r represents the coordinates of the electrons and R the nuclei. H is the 
total Hamiltonian of the system and E represents the eigenvalues. The total 
Hamiltonian is comprised of 
'ff :::::::: 
Te +TL + vee + VeL + VLL (2-3) 
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k 
Figure 2.4: The first Brillouin zone associated with the diamond structure. 
Points of high symmetry are indicated. Shaded area shows the irreducible 
segment. 
where T, and TL are the kinetic energies of the electrons and nuclei respec- 
tively, V., i 
VeL and VLL are the elect ron- electron, elect ron- nucleon and nucleon- 
nucleon interactions. These interactions are Coulombic thus the total Hamil- 
tonian can be written as 
h22 C2 Z e2 ZIZJC2 
V2_ 
h V2 + 1: - 1: 
1, 
2mi 2MI I Iri - rjl JR, - ril 
+ 
3j 
JR, - Ril 
(2-4) 
In order to solve this equation we would need knowledge of the interactions 
between all the constituents of the crystal. This is a many-body problem 
which is impossible to solve even if the calculation is limited to a very small 
volume of the crystal. Therefore in order to proceed we must make a series of 
simplifying approximations. 
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2.3 Approximations 
2.3.1 The Adiabatic Approximation 
The energies of the valence electrons depends on the precise ionic configuration. 
Thus displacing ions would alter the electronic structure. We must separate 
these two systems, i. e. the ions and the electrons. We do this by noting that 
a typical electron velocity is 10'ms-', an ionic velocity is at most 103MS-11 
therefore the ions move so slowly on the scale of velocities relevant to the 
electrons that at any moment the electrons will be in their ground state for 
any particular instantaneous configuration of the ions (Ashcroft 1981). We 
can therefore write the eigenfunctions of H in the form 
On, 
v 
(R, r) = (n, v 
(R) On (R, (2-5) 
where (,,,, is the ionic wavefunction and 0, (R, r) is the electronic wavefunction, 
v and n are quantum numbers of the nuclei and electrons respectively. For a 
given nuclear configuration R we can write a Hamiltonian in terms of electron 
variables only. The Schr6dinger Equation then becomes 
H(, (R)On (R, r) = En ( (R) 0 (R, r) (2-6) 
The electronic Schr6dinger Equation is 
H, 0 (R, r) = E 0 (R, r) (2.7) 
where H, is the electronic Hamiltonian which we can solve to give the electronic 
states of the crystal. The electronic wavefunction is still a function of R, the 
ionic configuration, but we can now consider the electronic wavefunctions for 
a given ionic configuration. 
He --:::: Te + +1""Ce + VeL 
2 
_V2 + 
2mi ' i<j 
2 ZIe2 e. 
-1: '2.8) ri - rjl I't. JR, - rjý 
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2.3.2 The One-electron Approximation 
To further simplify the problem we introduce the one-electron approximation. 
The many electron wavefunctions are written as anti- symmetrised products of 
one-electron wavefunctions, known as 'determinental wavefunctions'. We con- 
sider the 'one-electron' to be moving in a field comprised of the field produced 
by the ionic cores and the field produced by all other electrons. These wave- 
functions automatically satisfy the Pauli exclusion principle. The best choice 
for one-electron wavefunctions are those which satisfy the Hartree-Fock equa- 
tions (Ashcroft 1981). We can express the electronic states of the crystal in 
terms of one-electron wavefunctions, 0, which are related to the Hartree-Fock 
equation by 
HHFOn(r) = EnOn(r) 
The Hamiltonian, HHF, can be expressed as 
(2.9) 
HHF h2 Zje 
2+ 
Vcoul + Vexch (2.10) 
2m JR, - rl 
where V,,,, l is the coulomb potential and Vexch is the exchange potential. To- 
gether they replace the elect ron- electron interaction term in equation (2.8). 
2.3.3 The Band Approximation 
We have simplified the problem considerably but the solution of equation 
(2.10) is still not easy, in particular the determination of the exchange po- 
tential presents many problems. To circumvent this problem we replace the 
electron-nuclei and the elect ron- electron interactions with an effective one- 
electron potential V(r). The form of this potential is chosen such that it is 
invariant under the symmetry operations of the crystal; in particular 
1,, 7(r + R) = V(r) (2.11) 
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where R is the Bravais lattice vector of the lattice. The Schr6dinger Equation 
for a single electron becomes 
_2 Ho(r) = 
[_V2 + V(r)]On(r) = E, 0, (r) (2.12) 2m 
The problem remains of what form V(r) should take. This one electron poten- 
tial, V(r), consists of the periodic potentials due to the ions and periodic ef- 
fects due to interaction of the 'one-electron' with all other electrons. Therefore 
to determine V(r) exactly would require solving the one-electron Schrl5dinger 
equation for every electron. Obviously this is not possible as you need to know 
the potential before you can solve the Schr6dinger Equation. One way round 
this is to take a shrewd guess at the potential, Vo(r), calculate the electron 
wavefunctions and from these recompute the potential to give V, (r). This pro- 
cedure is repeated until Vo(r) = Vi(r), i. e. a self consistent potential is found 
that reproduces itself. Alternatively this potential can be fitted empirically 
to experimental results. The success of the band approximation is due to the 
fact that the eigenvalues and electronic states depend to a large extent of the 
symmetry properties of the crystal which are present in the potential. 
There are several different approaches that can be used to determine this 
potential, i. e the tight binding, cellular and augmented plane wave methods 
have all been used with varying degrees of success. (See Ashcroft 1981, or 
Bassani 1975 for a discussion of these techniques). We use the pseudopotential 
method which we shall now develop. 
2.4 The Plane Wave Expansion 
Let us consider the electrons in the crystal in more detail. They can be divided 
into two types; the core electrons which are tightly bound to their respective 
nuclei, and the valence electrons which are less tightly bound and are likely to 
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be found away from the ionic centres. We are only interested in the character- 
istics of these valence electrons, but the variational principle says that if we 
do not correctly model the low energy states then the energies of the higher 
lying states in which we are interested will be unreliable. 
A schematic representation of the core and valence functions is shown in 
figure 2.5. The core wavefunctions are highly oscillatory in the vicinity of the 
ions. This is because the electrons have large kinetic energy within the core, 
and also high negative potential energy due to the ion. 
c Re Ti, 
v Re Tk 
r 
Figure 2.5: Schematicrepresentation of the form of the core and valence wave- 
functions 
In the regions between the nuclei, the wavefunctions of the valence electrons 
would be expected to be smooth and slowly varying, thus plane waves would 
seem to be a good basis set for expanding the wavefunctions. However, around 
the cores, the valence states are also highly oscillatory and a great many plane 
waves would be needed to reproduce the states. The valence electrons have 
higher total energies than core electrons whilst experiencing the same negative 
potential energy, therefore they must have higher kinetic energies and thus 
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more oscillatory wavefunctions within the core region. Eigenstates of some 
Hamiltonian with difFerent eigenvalues must be orthogonal, i. e. for any valence 
wavefunction Ov (r) and any core wavefunction Oc (r) kk 
O'(r)*0'(r) =0 
1 (2.13) 
Core wavefunctions only have appreciable magnitude around the immediate 
vicinity of the ion, therefore the main contribution to equation (2.13) must 
come from around the core region. From Bloch's theorem we know that we 
need only consider the region round a single ion (as the integrand must be 
the same from cell to cell). Therefore the oscillations of ov(r) within the core k 
region must interlace with those of Oc(r) in order to cause the integrals in k 
equation (2.13) to vanish for all core levels. In order to expand the valence 
wavefunction we would need a large number of short A, i. e. large k plane 
waves. 
2.5 Orthogonal Plane Wave Method 
In order to overcome this problem Herring (1940) suggested that a basis set 
comprised of plane waves orthogonalized to the core states be used. Thus we 
create an orthogonal plane wave, OPWk, by adding a suitable linear combina- 
tion of core orbitals, 0, (r), to the appropriate plane waves. i. e. 
OpW = ik. r + kEb, 
c 
(2.14) 
where the coefficients b, are chosen such that the OPWk's are orthogonal to 
every core state, 
Therefore 
0*(r)OPWk(r)d7- = 0. (2.15) c 
, ik. r b, =-10*(r), dT. (2.16) c 
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In Dirac notation we can express the OPW as 
OPWk = lk) -Z Ic)(elký (2.17) 
where Ik) is the normalized plane wave and 1c) is the normalized core function. 
Thus an OPW behaves like a plane wave far from the nuclei and like a core 
state in the vicinity of the ion. We can now expand our valence electron 
wavefunction using these OPW's as a basis set, 
Ok(r) = 
EaGOPWk+G 
= EaGlk+G) - Elc)(clk+G) 
GGc 
where the G's are the reciprocal lattice vectors of the system. We can then 
substitute this expression into the Schr6dinger Equation of (2.12) to give: 
_2 [-V 2+ V(r)] 1: aGlk + G) - 1: E, (Ic) (clk + G) 2 rn Gc 
= EkElaGk + Gý -Z Ic)(clk + G)] (2.19) 
To obtain the secular equation we multiply from the left by the plane waves 
(k + Gj/. 
1: aG Ih jk+G 12 b(G, G) + (k + G'IVIk + G) -EE, (k + G'Ic) (clk + G)] 
G 2m C 
EkEaG[6(G, Gl) - J> + G'lc)(clk + G)] 
Gc 
(2.20) 
This equation can then be diagonalized to produce the electronic eigenfunc- 
tions and eigenvectors. The method has the additional advantage over the 
plane wave expansion that only the eigenvalues of the valence and conduction 
bands are produced, as the basis functions are automatically orthogonal to the 
core states. 
2.6 The Pseudopotential Method 
The pseudo- potential method is really just an alternative way of writing the 
secular equation produced by the OPW method. We can simplify equation 
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(2.20) by collecting all terms involving core states: 
[-h lk+G 12 1: aGlk+G) + [Ek- E, ] 1: aG 
1: Ic) (clk + G) 2rn GGc 
Ek 1: aGlk + G) (2.21) 
G 
By comparison with the original Schr6dinger Equation in equation (2.12) we 
can see that the wavefunction can be represented as 
Ok(r) = 1: aG Ik + G) (2.22) 
G 
This gives us an equation of the form 
I- h+ W(r)]Ok(r) 
= EkOk(r) (2.23) 2m 
where W(r) is known as the pseudopotential and is given by 
W(r) = V(r) + E[Ek- Ej Ic) (cl (2.24) 
c 
By examining the form of the pseudopotential we can see that the attractive 
Coulomb potential, V(r), is cancelled by the repulsion of the core electron and 
valence electrons. Thus the pseudopotential is weak and represents a smooth 
function over the whole crystal, i. e. the rapid fluctuation in the core regions 
are smoothed over. To obtain the secular equation, equation (2.21) is again 
multiplied on the left by (k + G'I 
1lEaG[ -h lk + GI2b(G, G') + (k + G'lWlk + Gý - Ek6(G, Gl)] 11 :=0. 2m 
(2.25) 
As in the OPW case, convergence would be expected to be rapid. It should 
be noted that the set of eigenfunctions 
Ok (n) is not unique and any linear 
combination of core functions can be added and it will still be a valid solution 
of the Schr6dinger Equation i. e. 
0' (r) Ok (r) + 1: ac0c(r) (2.26) k 
c 
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We can include this non-uniqueness by the inclusion of an arbitrary operator 
in the definition of the pseudopotential (Bassani 1975). 
2.6.1 The Local Pseudopotential 
We can further simplify the problem by assuming that the Coulomb potential, 
V(r) can be expressed as a sum of the individual potentials at each atom. 
V(r) v(r - Rj) (2.27) 
where j labels the atomic sites. Similarly we can write the pseudopotential as 
sum of spherical potentials centered on each lattice site, 
w(r - Rj) (2.28) 
We can now write the matrix elements from the secular equation (2.25) as 
II 
-i(k+G). r ), ik. r (k + G'lWlk + G) w(r - Rj d-r 
e-i(G. Rj) e- 
(k+G). (r-Rj)w(r 
- Rj) -i(k. 
r-Rj)d7- 
i(G. Rj) i(k+G). r ik. r 
NQo'E e- 
I 
e- w(r) - d, 7- (2.29) 
where Q is the crystal volume which appear due to the normalization constant 
Q'/' in the pseudo-function; Q0 is the atomic volume and N is the number of 
atoms. 
The matrix elements can now be separated into the form 
(k + G'lWlk + G) -': SGVG (2.30) 
whereSGis the structure factor 
SG =I 
Ee iG. Rj (2.31) 
N3- 
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which depends only on atomic position, and a form factor 
i(k+G). r ik. r iG. r VG= (k + Glwlk) = Q0 
I 
e- w(r)e Q0 
I 
w(r)e- dr (2.32) 
which depends only on individual atomic potentials. 
2.6.2 Spiin-Orbit Coupling 
Up until now no mention has been made of spin-orbit coupling. The sum- 
mations in the previous sections can be considered to implicitly include a 
summation over the spin states. To fully describe the band structure of Si 
and Ge we need to consider the spin-orbit coupling resulting from the inter- 
action of the magnetic moment of the electron spin with the magnetic field 
experienced by the electron. The spin-orbit interaction lowers the symmetry 
of the Hamiltonian so that states that were degenerate are split. Other rela- 
tivistic corrections to the Hamiltonian which do not involve spin may actually 
be larger in magnitude that the spin-orbit term but they are less noticeable 
because they do not lower the symmetry of the system. These other effects 
are automatically included in an empirical approach where parameters are 
determined from experimental data. The spin-orbit interaction mixes states 
but does not destroy the underlying polarization selection rules on the spatial 
wavefunctions (Niles 1992). 
In the absence of spin-orbit coupling and strain the top of the valence band 
at the zone centre has 1ý15 symmetry i. e. atomic p-like structure, and is 6-fold 
degenerate. The spin orbit interaction splits this into a four-fold degenerate 
IF8 band and a 2-fold degenerate IF7 band known as the spin split-off band. 
We include this interaction by modifying the form of the Hamiltonian, which 
becomes 
2 
H 
2m 
V2 + VL (r) + V'So (r) (2.33) 
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where VL is the local pseudopotential and VS0 is the spin-orbit coupling term. 
The Schr6dinger Equation then becomes 
HOn, k(r, s) = 
En, k, s 
Onk (r, s) (2-34) 
where n is the band index, k is the wavevector in the first B. Z. and s is the 
spin index. The bulk wavefunction is given by 
I Ok, 
s) - 
1: aG, s Ik + G, s) 
G 
(2.35) 
The matrix elements of this operator H, using equation (2.25) are given by I 
(k + G'lHlk + G) =h lk+G 12 b(G, Gl)6(s, s') 2rn 
+SGVG6(Sý SI) +(k + G', s'lVso Ik + G, s) (2-36) 
To evaluate the spin-orbit matrix elements we use the method developed by 
Weisz (1966) and modified by Bloom (1968) which gives as an expression for 
the matrix elements of the spin-orbit Hamiltonian 
(k + G, s'lVso Ik + G, s) = (k + G') A (k + G)-O,,, '[-WSGI (2.37) 
where o,,,, is the Pauli spin matrix. The symmetric contribution to the spin- 
orbit coupling is denoted As. There is also an antisymmetric contribution A' 
but as we have no anti-symmetric structure factors, (as the anions and cations 
are the same species in Si and Ge) this will not contribute. As is defined as 
As =I p(l + a) (2.38) 2 
Aa =1 p(l a) (2.39) 2 
where the form of Aa has been included for completeness. The value of a is 
equal to the ratio of the splittings in the free atoms (Hermann 1963). p is 
treated as an adjustable parameter which is fitted empirically to reproduce 
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the spin splitting in the bulk unstrained materials. Thus our final expression 
for the pseudopotential matrix is 
2 
(k + G'lHlk + G) = 2m 
lk+G 126(G, G') 6 (s, s') +SG VG 6 (S i SI) 
+(k + G') A (k + G). o,,, S, [-ZAsSsG] (2.40) 
This equation is again solved by direct diagonalization to give required eigen- 
functions and eigenvalues for the bulk material. 
2.6.3 Empirical Pseudopotentials 
> 
a) 
LLI 
Reciprocal lattice vector, G 
Figure 2.6: Plot of the form of the empirical pseudopotentials for Si and Ge 
Examination of the structure factor in equation (2.31) shows that this can be 
easily calculated for any given R and G. We use a basis set comprising of the 
first 65 reciprocal lattice vectors. This leaves only the determination of the 
form factors, which requires us to find a form for the atomic potentials. 
We use a model devised by Friedel, Hybertsen and SchRiter (1988). The 
basic expression used to describe the variation of the pseudopotential with 
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0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 
Material a, a2 a3 a4 a5 a6 
si 106.0686 2.2278 0.6060 -1.9720 5.0 0.3 
Ge 54.4512 2.3592 0.7400 
1 
-0-3800 5.0 
1 0.3 
Table 2.2: Coefficients for the potentials for Silicon and Germanium from 
Friedel (1986). All values are Zn atomic units 
reciprocal lattice vector G is given by 
Va (G) = 
al(G 
2- a2) 
,11 tanh a5- 
G2+- 
(2.41) 
ea3(G2-a4) 12 a6 2 +II 
'I 
where the values for the constants ai are given for silicon and germanium in 
table 2.2. The term in square brackets is included to ensure a fast cutoff for 
large G and has little effect on the eigenvalues. This expression was obtained 
by fitting a curve to three points V,, (G) corresponding to the stars of the 
vectors (1,1,1), (2,2,0) and (3,1,1). 110 plane waves were included. To fit 
the G -* 0 limit the calculated electron-phonon matrix elements were fitted to 
experimental values. The maxima of the curve was 'forced' to be between G= 
(220) and (311) thus ensuring that the derivative at (311) was negative. Also 
the valence band offsets obtained using the above expression were compared 
to those obtained using a microscopic L. D. A. approach. The above three steps 
were repeated self- consistently until convergence was achieved. The potentials 
obtained by this method for silicon and germanium are shown in figure 2.6. 
2.6.4 Band Structures for Silicon and Germanium 
We now apply the above theory to calculate the bulk band structures for Si 
and Ge which are the constituents of all quantum well structures discussed 
in this thesis. The first Brillouin zone for a crystal with a diamond lattice 
in shown in figure 2.4. Points of high symmetry are marked-, IF is the zone 
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Figure 2.7: The band structure for bulk silicon along the symmetry lines L-IF 
-x. 
centre, X is along the k., axis and L is along The irreducible segment 222 
is indicated which is determined by symmetry considerations (Bassani 1975). 
Calculating the band structure along the symmetry lines X- IF -L produces 
for Si and Ge the band structure shown in Figure 2.7 and 2.8. 
The effect of spin orbit coupling is to lift the six fold degeneracy at the 
top of the valence band at the zone centre. The heavy hole (HH) and light 
hole (LH) bands are shifted up in energy by an amount -IA0 and the spin 3 
split off band (SO) lowered by ! Ao. The values for A0 have been determined 3 
experimentally using techniques such as elect ro- reflectance (see, for example, 
Akasaka 1974 or Daunois 1978) The accepted values for Ao are 44meV for 
Si and 290meV for Ge. To reproduce these values we require a value of P 
in equation (2.38) of p=0.00029 atomic units for Si and y=0.00161 a. u. 
for Ge. We can see this splitting in the Ge bandstructure in figure 2.8. The 
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Figure 2.8: The band structure for bulk germanium along the symmetry lines 
L-IF -X 
spitting in the Si structure in figure 2.7 is too small to see on this scale. 
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Chapter 3 
The Quantum Well Calculation 
Quantum Well axis 
A multiple quantum well consists of alternating layers of different materials, 
typically in our caseSZO. 7Geo. 3 sandwiched between Si barriers, as shown in 
figure 3.1. These constituents have different band gaps, thus discontinuities in 
the potential profile will result from the direct growth of one on the other. 
Si SiGe si SiGe si 
Ba *ers 
x 
Wells - 
-I 
Confined --------- --------- Valence Band 
States ------ Band Offset --------- Potential Profile 
--------- --------- 
if 
- 
Figure 3.1: Schematic representation of a quantum well structure. The discon- 
tinuities in the valence band potential profile are shown. The z-axis is defined 
to be the growth axis. 
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3.1 Symmetry Properties of the Quantum Well 
y 
x 
x 44Y, 
Figure 3.2: The relation between the two axis frames. The axes labelled 
(x, y, z) are usually used for studying diamond structures. The conventional 
reference frame for the 
C2, symmetry group is the axes (x', y, z). 
The standard Sch6nflies notation is used for symmetry operators throughout 
this section (Bradley 1972). The symmetry operation of a space group 9 
is denoted f RjtJ, where R is a point symmetry operation, i. e. a rotation, 
reflection or inversion etc. t is a translation vector. In general t=G +'r 
where G is a reciprocal lattice vector and r is a fractional translation smaller 
than any lattice vector. If all r's in a space group are zero, then the group is 
said to be symmorphic. In diamond structure, both strained and unstrained, 
there exists non-primitive r that translate the crystal structure onto itself, 
i. e. t= (1,1,1) ý' where ao is the lattice constant of the unstrained diamond 4 
structure. Introducing strain changes the degree of symmetry and some of the 
point group operations disappear and the translational vectors may change. 
61 
The space group for unstrained diamond is 0' (see section 2.1). For Ge grown h 
on Si substrates some of the symmetry operations of this group are no longer 
present, namely the improper rotations (i. e. rotations followed by inversions) 
and the threefold rotations. The space group for the distorted bulk lattice is 
D" (Hahn 1983). 4h 
We consider the z-axis to be the growth direction. The x and y axes were 
originally defined to be along the edge of the conventional face-centered cubic 
unit cell. This is the reference frame in which our lattice vectors were defined 
in terms of in figure 2.1. Our susceptibility tensors are also defined in this 
frame. For the purpose of considering the symmetry of the quantum well a 
different set of axes are more convenient. The x' an y' axes are in the plane 
parallel to the interfaces, and are defined to lie diagonally across the face of the 
conventional face-centered cubic unit cell. The two sets of axis, shown in figure 
3.2, are rotated by 45' to each other. The z-direction remains unchanged. 
Interfaces 
Si Si Ge Si Si 
Si Ge e Si Si Si Si Si 
'VG 
N Si Si 
Si' Si Ge Origin 
Si Si 
Sl Sl 
Figure 3.3: A schematic representation of a single spiral of atoms indicating 
the position of the interfaces and the origin of the system. 
Consider the spiral structure shown in figure 3.3, consisting of 1 lattice 
constant of germanium, or alloy 'pseudo-atoms', surrounded by several lattice 
constants of Si. The interfaces are considered to occur at the mid- bond 
positions indicated. The point of highest symmetry, taken to be the origin, is 
the mid-bond in the centre of the well in the z-direction. 
The atomic positions of a strained SiGe system are shown in figure 3.4. 
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Figure 3.4: The atomic positions in a strained SiGelSi quantum well system. 
The symmetry axes and planes are indicated. The mirror planes o, (y') is 
BDEG and the mirror plane o, (x') is ACFH 
The system is invariant under the operations of E, the identity operator; C2z 1 
a rotation of 7r radians about the principal axis, which is taken to be the axis 
of highest symmetry, in this case the z-direction; a reflection in the x'z' 
plane and ory,, a reflection in the y'z' plane. These operations comprise the 
symmetry point group C2,. The character table for the point group forC2v 
symmetry is given in table 3.1. The space group for the quantum well is D2h- 
Consider a general point with real space coordinates (x, y, z) and wavevec- 
tor space coordinates (k., kyj k, ). The effect of the above symmetry operators 
on such a point are given in table (3.2). The Hamiltonian of the system is 
by definition invariant under these symmetry operators. Thus for a general 
symmetry operator S which appears in the point group we have 
E(k) = E(Sk) 
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E C2z ý7xl O'yl 
A, 1 1 1 1 
A2 1 1 
-1 -1 
A3 1 
-1 1 -1 
A4 1 
-1 -1 
1 
Table1l: The character table for the point group associated with the quantum 
well structureý C2v- 
Operation xyZ k, ky 
:: 
ký, 
E xyZ k, ky kz 
ux yxZ ky ký, kz 
Oly -y -x Z -ky - k., kz 
C2z 
-x -y Z - ký, - ky kz 
Table 3.2: The effect of operating on the real space point (x, yz) and the point 
in wavevector space (kx) ky I 
k, ) with the symmetry operations of theC2vpoint 
group. 
where E(k) is an energy eigenvalue with the wavevector k. 
It is shown in appendix A that for any matrix element Pab calculated in 
the irreducible segment can be related to matrix elements in other areas of the 
zone by 
P' (Sk) = P: b-"(k). at b (3.2) 
Therefore, given knowledge of the matrix element at wavevector k we can de- 
duce the matrix element at (Sk). Thus we need only find the matrix elements 
for wavevectors present in the irreducible segment of the first Brillouin zone 
and from there information about the rest of the zone can be obtained by use 
of the symmetry operators. 
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3.1.1 Time Reversal Symmetry 
The Hamiltonian of the crystal H(r), is real and so are all the eigenvalues. 
Thus taking the conjugate of the Schr6dinger equation we get 
H(r)Ok(r)* = E(k)Ok(r)* (3-3) 
Ok(r)* is simply a Bloch function corresponding to a wavevector of -k, there- 
fore 
E(k) = E(-k) (3.4) 
for all k, therefore Ek has inversion symmetry even when the point group 
does not contain the inversion operator. If this operator is applied to the time 
dependent Schr6dinger equation we get 
H(r)o* = ih (3-5) 
i. e. the sign of the time is reversed. 
For the matrix elements the operation T does not correspond directly to 
the inversion operator as Pab is in general a complex number. 
Pa 
b (3.6) 
Applying equation (3.1) to the four wavevectors in table (3.2) we obtain eight 
wavevectors for each miniband energy. Using (3.6) and (3.2) we get corre- 
sponding values for the momentum matrix elements which can be generated 
for each wavevector in the irreducible segment. Table (3.3) explicitly states 
the effects of all 8 transformations on the wavevectors and momentum ma- 
trix elements. Thus we can now construct the irreducible segment of the first 
Brillouin zone for a structure withC2vpoint group symmetry, shown in figure 
3.1 
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Operation k, ky k, P, ý PY 
E k, ky k, PX py PZ 
0'ad ky kx k, py PX PZ 
Ubd -ky -kx kz - Py - Px P, 
C2z -kx - ky kz - PX - py PZ 
TE - kx -ky -kz - PX* - py* - PZ* 
T47ad 
- ky -kx - kz - py* - PX* - PZ* 
'TO'bd ky kx -kz py* Px* - Pz* 
Tc2z kx ky -kz Px* py* - Pz* 
Table 3.3: The eight related wavevectors under theC2vpoint group and time 
reversal symmetry operations, and the Cartesian components of the momen- 
tum matrix elements at these wavevectors. T represents the time reversal 
operation. 
The width of the Brillouin zone is governed by the period of the quantum 
well, where the period is equal to the number of lattice constants in the unit 
cell of the quantum well. A lattice constant is defined as four monolayers (i. e. 
single atomic planes) of either Si, Ge or alloy atoms. 
3.1.2 The Zone Folding Scheme 
A first idea of the band structure of the quantum well can be obtained by 
folding the band structure of the host material. The bulk band structure is 
folded at values of k, related to the quantum well reciprocal lattice vectors, e. g. 
a typical structure consists of 80 monolayer Si barriers and a 20 monolayer 
SZO. 7Gco. 3 alloy well. The width of the B. Z. in this structure is I/period 
1/25 0.04(ýý'-) where a is the lattice constant of the host material. a 
Consider the uppermost valence band of our host material. We can see 
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k 
--x 
Figure 3.5: Thefirst Brillouin Zone for a quantum well structure. The width 
of the zone is governed by the period of the quantum well structure. Points 
of high symmetry that are referred to in the text are indicated The shaded 
region represents the irreducible segment 
from figure 3.6 that the band structure is folded at k, = (0.02)ýý'- where a a 
is the host lattice constant, in an analogous manner to the transition from 
extended- to reduced- zone representation. Thus we can obtain a rough idea 
of the electron- wavevector dispersion curves in the quantum well. This is 
a very simple model, however, and there are many other factors to take into 
account in the change from the bulk material to the quantum well. Notably the 
difference in the potentials and lattice constants of the constituent materials, 
the discontinuities in the potential profile caused by the differing band gaps 
of the materials and the interaction between states folded onto the same kz 
causing momentum mixing between states of different bulk origin. 
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towards -X -P Fp towards X 
Figure 3.6: Schematic representation of the band folding scheme showing the 
folding of the bulk band through the period of the quantum well. 
3.2 The Pseudopotential Quantum well Cal- 
culation 
In order to model a quantum well we need to find an appropriate basis set with 
which to expand the quantum well wavefunctions. This is the bulk pseudopo- 
tential eigenfunctions for an appropriate 'host' material, often taken to be an 
average of the constituents of the quantum well stem. In this thesis we always 
used strained silicon as our host. We begin by considering the Schr6dinger 
Equation for the bulk host material. 
HO Onk (r, s) ':::::: Enk Onk(r, s) (3.7) 
The renormalized bulk wavefunctions can be expressed as 
Onk (r, s) ank(G, s) c- I 
V'Q Gs 
(3-8) 
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where Q is the crystal volume. In order to simplify notation we shall drop the 
spin indices and consider spin to be implicitly included. 
The quantum well Hamiltonian, HQw, is given by 
HQwO = (Ho + V)o = Eo (3-9) 
where HO is the bulk Hamiltonian and V describes the difference in potential 
between the quantum well and the host crystal due to the effects mentioned 
in the previous section. The quantum well eigenfunctions are expanded using 
the eigenfunctions of the host crystal, Onk, as the basis set. 
I: I: Ank Onk 
nk 
(3.10) 
where n is the number of bulk bands and k is the bulk wavevectors which 
are folded onto the particular quantum well wavevectors. The coefficients 
Ank represent the contribution of various bulk states to the quantum well 
wavefunction. Substituting 3.8 into 3.9, multiplying from the left by Onlk, and 
integrating over all space gives a matrix equation of the form 
Anlk'(Enlkl 
- E) +I: 
I: Ank(Onlk'IVIOnk) 
nk 
where the orthogonality of the bulk states i. e. 
(Onk JOWkI) :: -- bn, n'6k, k, has been 
invoked. Substituting for the form of the host eigenfunctions from equation 
3.8 gives 
Anlk'(Enlkl 
-E)+EE E 
Ankanlk'(G)ank(G) (k'+ G'lVlk + G) =0 
nkG, G' 
(3.12) 
Incorporating the local approximation reduces the matrix element of the above 
to 
(k'+ G'lVlk + G) -i(k'+G'). r V(r)e i(k+G). r dT 
-ig. r Vd-r (3-13) 
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where g is the quantum well reciprocal lattice vector defined as 
g= k'+ G- k-G (3-14) 
We now need an expression for the potential V. The total potential in the 
local approximation can be written as the sum of individual potentials at each 
atom, therefore for the quantum well this is 
V VQ w (r) - Vo (r) (3.15) 
E[Ev, (r-tý-Rj)+Ev,, (r-t., -Rj)-Evo(r-to-Rj)] 
j t, t, to 
where Rj are the quantum well lattice vectors, t, and t,, are the positions of the 
silicon and alloy atoms in the strained quantum well and to are the positions 
of the atoms in the host crystal. 
We can write the Fourier Transforms of the potential v(g) as 
v (g) =Iv (r) c -'g -dr (3.16) 
Substituting this form for the potentials in equation 3.13 
1 
ýk' + G'IVIk + G) -- 
I [Vs(9) Cig*t" + Va(g) 1: ig*ta - VO(g) 1: eig*to] f2QW ta to 
(3.17) 
where we have used 
I 
I: 
e 
ig. Rj N_I 
Q3-Q QQW (3.18) 
where QQW is the volume of the quantum well unit cell and N is equal to the 
number of quantum well unit cells in the crystal. Thus we have an expression 
for the matrix of the Hamiltonian obtained by substituting the above form for 
the matrix elements into equation (3.12) 
Anlkl (Enlkl 
-E)+El: E 
Ankanlkl (G)ank 
nkG, G' 
xI [v, (g) Y: c 
ig. t. + Va(g) E eig*ta - VO(g) 
E et*g*t'] = 0. (3.19) QQW 
t, t, to 
70 
Direct diagonalization of the above equation will yield the eigenfunctions and 
eigenvalues of the system for any quantum well system. 
3.2.1 Optical Matrix Elements 
Given the quantum well eigenfunctions and eigenstates, we need to find the 
transition probability between the electron states, i. e. the optical or momen- 
tum matrix elements, Mij which will be the input to our susceptibility calcu- 
lations in later sections. In the presence of an electromagnetic field the kinetic 
energy of an electron, using the one-electron approximation, is expressed as 
(Bassini 1975) 
Ip+ eA(r, t) 
2m 
(c 
(3.20) 
where e is the electronic charge, A is the vector potential associated with the 
field and p is the momentum operator. The scalar potential V can be taken 
to be zero without any loss of generality because of the arbitaryness in the 
gauge. Expanding this expression and neglecting all terms containing A' we 
can write the interaction Hamiltonian of an electron in a radiation field as 
He =eA (r, t). 
mc 
(3.21) 
For radiation of a given frequency the vector potential can be written as 
A(r, t) -- AoCei7j. 
r-Lot + AoCe-z? 7. r-wt (3.22) 
where c is the polarization vector, ý is the wavevector of the photon and w is 
the frequency. The first term of equation (3.22) describes the absorption of a 
photon, the complex conjugate describes emission. 
The probability per unit time of the transition of an electron from an initial 
state IZ) to a final state If) under the influence of the radiation field is given 
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by first order time dependent perturbation theory. 
Pif = 
27r cAo )2 1 (fie t'??. r I C. pI Z) 126(Ei - Ef - hw) (3.23) h 
(mc 
where Ej and Ef are the initial and final energies of the states involved in the 
transition and hw is the energy of the photon. Group theory can be applied 
to show that the probability of a transition is zero unless 
kf = ki +, q (3.24) 
where ki and kf are the initial and final wavevectors in the first Brillouin zone. 
In the dipole approximation we assume that the momentum of the photon is 
negligible compared to that of the electrons, therefore ki = kf = k. 
Pif = 
27r (eAo I Wif (k) I 26(Ei (k) - Ef (k) -h v) (3.25) h mc 
where AO is the magnitude of the vector potential of the applied electro- 
magnetic field, C^ is the unit polarization vector and Mif (k) is defined as 
c. Mif (k) (f lf^. plt) (3.26) 
Substituting for the forms of the initial and final states from equations (3-8) 
and (3.10) we get 
c. Mif (k) A' F ,, 
Af* ,ac (k + G) (3.27) nk n k, nk, s(G)anlkl, s'(G) 
k n, n' Gs 
where there is a double summation over bulk bands, n, n/, a sum over plane 
waves, G, spin s and a sum over bulk k-points folded onto the quantum well 
wavevector 
3.3 Strain 
The lattice constant of germanium is 4.17% larger than that of silicon. This 
means that any structure that involves directly growing Ge or SiGe alloy on 
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silicon is bound to involve straining i. e. the bonds in the layers must be 
compressed or stretched in order to accommodate the difference in bulk lattice 
constant. For the quantum well to be part of a useful electronic device its 
structure must be free of imperfections which would alter the electronic and 
optical properties of the quantum well. In this thesis we assume that all the 
silicon barriers of our quantum well structures are unstrained and all the strain 
is confined to the alloy. This produces a situation as shown in figure 3.7. 
(i) 
Dislocation 
(ii) SiGe si 
;I 
r 0 u 
Strew-hed 
Figure 3.7: The alteration of atomic positions due to strain. The Si barriers 
are unstrained so the perpendicular lattice constant of the alloy adjusts so that 
no dislocations are formed 
Modern day MBE techniques are performed at relatively low tempera- 
tures, typically 580'C (Bean 1984) which means that the growth can proceed 
commensurately i. e. the perpendicular lattice constants adjust independently 
resulting in a tetragonal distortion of the cubic lattice. The elastic energy for 
the two materials is minimized and the energy of the interface atoms is low- 
ered. This energy is stored as strain energy within the strained layers. This 
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SiGe si 
stored energy must remain lower than a certain limit or dislocations will form 
as a more energetically favourable set up. The number of monolayers that can 
be grown before dislocations form is known as the critical thickness which is 
dependent on alloy concentration, the width of the well and the number of 
periods grown. After a generation of misfit dislocations occurs at the interface 
the lattice resumes growth with the natural lattice constant as determined 
by Vergard's law. A relatively high number of dislocations within the lattice 
makes it unsuitable for device applications. The critical thickness, however, is 
calculated assuming equilibrium conditions which certainly do not exist dur- 
ing the growth process, thus the theoretical calculations and the experimental 
findings for the critical thickness are not in good agreement. For aSiO. 5GeO. 5 
alloy grown on a silicon barrier the predictions for the critical thickness range 
from 150 A (Dodson 1986) to 1000 A (Chern 1991). Thus all the structures 
considered in this thesis are well below the critical thickness and we shall 
assume no dislocations form. 
The major effect of strain is to alter the positions of the atoms. The co- 
ordinates of the atoms are obviously an important input to the quantum well 
calculation, we must therefore find the new strained atomic positions. We as- 
sume all interfaces to be ideal, i. e. the bulk structure of the material continues 
up to the interface and then changes abruptly to the other constituent. This 
is obviously not the situation in the real quantum well, however, extensive 
studies have been done on the effects of imperfections at the interface of SiGe 
hetrojunctions (Van de Walle 1986) which show that a macroscopic approach 
to the interface yields good results. 
We assume that the lattice constant parallel to the interface plane is con- 
stant throughout the quantum well structure, and is equal to the bulk lattice 
constant of silicon. 
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We consider all our quantum well structures to be grown on a cubic Si (001) 
substrate. We shall first discuss the case of pure Ge grown on cubic Si. The 
values for various alloys can then be obtained by linear interpolation using 
the virtual crystal approximation. As we already know our parallel lattice 
constant, all, to be that of bulk Si, we now need to find the perpendicular 
lattice constant, a-L, for the alloy. The Si barriers are assumed to maintain 
their cubic structure, therefore a barrier =a barrier . From Van 
de Walle (1986) 
we get an expression for a1 for the wells. 
ai-L = ai[I - D'(all a, 
(3.28) 
where i denotes the constituent material, ai is the equilibrium, unstrained 
lattice constant for material i and the constant D is a function of the elastic 
constants ell andC12. For a 001 substrate this is given by 
Dool = 2( 
C12 
Cii 
(3.29) 
Values of cl, and C12 are obtained from experiment. Values in the literature 
can vary by up to 10%. However, as only the ratio of the two constants is used 
this is unlikely to be a major source of error. Again values for the alloys are 
obtained by linear interpolation. We also need to know the strain components 
which depend on the ratio of the strained to unstrained lattice constants for 
each material, i. e. 
cxx = Cyy (all _ (3-30) ai 
Ezz 
ai-L 
_ ai 
We also need the lattice constants of the host material which for this thesis 
is always taken to be strained silicon. The parallel lattice constant for the host 
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Const si Ge 15% Ge 30% Ge . 50% Ge 
a1 5.4307 5.6575 5.4647 5.4987 5.5441 
all 5.4307 5.4307 5.4307 5.4307 5.4307 
Cii 1.59 1.30 1.55 . 150 1.45 
C12 0.61 0.45 0.59 0.56 0.53 
ai-L 5.4307 5.8145 5.4906 5.5495 5.6270 
cxx = c.,. y 
(Mbar) 0 -0.04 -0.0062 -0.012 -0.02 
czz (Mbar) 0 0.028 0.0047 0.0092 0.015 
Table 3.4: Values of lattice constants, elastic constants and strain components 
for Si, Ge and alloys 
is again that of cubic silicon. The perpendicular lattice constant is calculated 
by 
host tSi + 
tGe 
(3.31) 
total no. of atoms 
This ensures that the volume of the quantum well unit cell is the same as that 
of the host material containing a similar number of atoms. 
3.3.1 Alloy Potentials 
To obtain the potentials for the alloys we linearly interpolate between the co- 
efficients for Si and Ge. This procedure does not reproduce the band offset 
however, so the first coefficient, a, is adjusted so that the top of the strained 
alloy bulk band structure is correctly positioned with respect to the top of the 
bulk silicon valence band. The band offsets are obtained by linear interpolation 
of the results of Van de Walle (1983). The coefficients for the alloys used in this 
thesis are given in table (3.5) The alloy potentials produced by this procedure 
are presented in figure 3.8. 
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Material a, a2 a3 a4 a5 a6 
15% 97.2260 2.2475 0.6261 -1.7332 5.0 0.3 
30Vo 88.5538 2.2672 0.6462 -1.4944 5.0 0.3 
50% 77.4869 2.2935 0.6730 -1.1760 5.0 0.3 
Table 3.5: Coefficients for the potentials for alloys interpolated from the coef- 
ficients of Silicon and Germanium from Friedel et a]. All values are in atomic 
units 
> 
a) 
LLI 
Figure 3.8: Plot of the alloy potentials produced by the coefficients given in 
table 3.5. 
3.3.2 The Effects of Strain and Spin on the Band struc- 
ture 
The most noticeable effect of strain on the band structure is the lifting of the 
degeneracy at the top of the valence band. This degeneracy is also affected by 
the spin-orbit coupling. Our pseudopotential calculation includes the effects 
of spin and strain when the appropriate atomic coordinates are used and thus 
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0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 
Reciprocal Lattice Vector, G 
reproduce the splitting at the top of the valence band explicitly. However, we 
can only obtain the relative energies of the electron states. In order to relate 
these to the band edges, i. e. the top and bottom of the quantum well, it is 
useful to be able to assess the strain and spin splittings qualitatively. We use 
deformation potentials to describe the splitting at the top of the valence band. 
(a) 
si 
Average Energy, FýaV 
of top of valence band 
(b) Strain Splitting 
...... ...... ... 
Ab 
Ab 
Nv 
T Ab 
si Alloy 
Average Energy 
of top of valence band 
Spin Splitting 
AV, 
Eav 
AV 
Eav 
Si Alloy 
Figure 3.9: Schematic representation of the effect of spin and strain on the 
band structure of a quantum well system. 
The strain splits the 6-fold degenerate state at IF into a doublet state of 
energy 
AV1 = Ab= 2b(c - c) (3.32) 
and a four-fold multiplet with energy of 
, ýýV2 --::::: jýýLV3 : --: -1 ýýk b : ---b(c - E) (3-33) 
The spin-orbit coupling further splits this four fold state into two doublets, 
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with the splittings now given by 
I11 
[A2 9 2] -L Avi 
6 
Ao +4 Ab +20+ AOAb +4 'Ab 2 
AV' Ao 
-1 
A6 
232 
I11[, 
A 29 2] 1 AV' Ao + Ab -+A OA b+A2 (3.34) 364204b 
This is demonstrated schematically in figure 3.9. 
There is a similar effect in the conduction band where strain splits the 
6-fold degenerate state at the bottom of the conduction band into a two and 
four fold state. These splittings will obviously change the fundamental band 
gap but as we are only concerned with inter-valence band transitions in this 
thesis this need not concern us. Values for the splittings for the alloys used in 
this thesis are given in table 3.6. The strain also shifts the average energy of 
the valence band edges, E,,,,,. The change is given by 
AEv, 
av= a(2c,., + c,, ) (3.35) 
We can compare these calculated values with the splittings produced by our 
bulk strained alloy calculations shown in table (3.7). The results for Ge are 
for germanium strained to a silicon buffer. The silicon is unstrained hence 
the degeneracy of the LH1 and HHI minibands. The agreement between 
our calculated results and the ab initio results of Van de Walle is excellent 
for the HHI-LHI splittings, agreeing to within a couple of meV. The results 
for the HHI-SOI splittings are less close, with our pseudopotential. method 
consistently producing larger splittings. However, the difference between the 
two sets of results is not more than 10% for any case and considerably less for 
the lower Ge concentrations. 
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Const si Ge 15% Ge 30% Ge 50% Ge 
b -2.35 -2-55 -2-38 -2.41 -2.45 
, ýýk V1:: -- ýýk b 
0 
-350 -52 -102 -170 
AV21 AV3 0 180 26 51 85 
Ao 40 300 80 120 170 
Avi 13 118 190 340 560 
AV' 2 13 118 19 34 56 
AV' 3 27 -393 -72 -125 -198 
Table 3.6: Energy level splittings calculated using equations 3.34 All values 
are in meV. 
Alloy HH1-LH1 splitting HH1-SOI splitting 
Concentration P. P. V. D. W. P. P. V. D. W 
Si 0 0 45 40 
Ge 157 157 747 667 
15% 35 33 130 124 
30% 57 57 230 219 
50% 85 86 369 346 
Table 3.7: Comparison of the results of Van de Walle (V. D. W. ) with our 
pseudopotential calculations (P. P. ) HHI-LHI and HHI-SOI splittings. All 
values are in meV. 
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3.4 Optical Selection Rules 
At the zone centre all the minibands are decoupled, i. e. there is no mixing 
between them. Thus the symmetry properties of the energy minibands near 
IF are essentially the same as those in the bulk material (Man 1992). Ma et 
al. (1992) analyze the band structure and symmetry properties of coherently 
grown strained Sil-, Ge., alloys on substrates of various orientations and use 
group theory arguments to determine the selection rules. All structures in 
this thesis are considered to be grown in (001) substrates. The strain in the 
alloy lifts the symmetry of the diamond structure, therefore the space groups 
and the irreducible representations which denote the new energy bands will be 
different from those of an unstrained diamond structure. The energy bands 
are either shifted with no change of irreducible representation or are split and 
require new irreducible representations to describe them. 
As we know the space group of the distorted lattice, the irreducible repre- 
sentations of the space group at any point k of the distorted Brillouin Zone 
can be obtained. As we include spin orbit coupling in our calculations, the 
double space groups must be used. The band structure of strained Ge grown 
on [001] Si along the symmetry lines of the distorted B. Z. calculated by Ma et 
al. is reproduced in figure 3.10. 
At the IF point the top valence band state is the heavy hole state, which is 
represented by the irreducible representation IF+ with I J, mi) =Iý, ± ýý). The 622 
light hole state is represented by the irreducible representation F+ with I ý, ± -1). 722 
Both these bands originate from the 4-fold degenerate valence band 18+ of the 
unstrained structure. The LH band interacts with the SO band as both have 
the same mi. The HH band has a different mi and thus to first order does not 
interact with either other state. For this substrate orientation the symmetry 
along the [001] direction is not reduced. Therefore the group of k along the 
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Figure 3.10: The band structure of coherently strained Ge grown on a (001) 
Si substrate along different directions of the distorted Brillouin zone. (Repro- 
duced from the work of Ma, Wang and Schulman. ) 
[001] direction is unchanged and the relevant irreducible representations for the 
bands in this direction are A6 and A7. The symmetry in the [100] direction 
is changed by strain and all bands are now represented by the ýý5 irreducible 
representation. 
3.4.1 Direct Products of Irreducible Represent at ions 
For optical transitions one needs to calculate matrix elements of the form 
(Oilvlof) (3-36) 
where V is the perturbation operator, which for the case of photons in the 
dipole approximation is given as e. r where e is the polarization vector of the 
radiation field.. If this product is zero then the transition is symmetry forbid- 
den. Group theory cannot predict the magnitude of any allowed transitions, 
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indeed the magnitude may be zero even if symmetry considerations predict it 
to be allowed. 
The direct product representation used in group theory then tells us that 
the product V(r)oi(r) transforms as 1" 0 Fv where 0 indicates the direct 
product. Using the characters of the irreducible representations this can be 
expressed as 
x(R) = X'(R)XV(R). (3.37) 
where X(R) is the character of the representation R. The direct product 
IF = IF' 0 IFV will be non zero only if the reduction of IF contains Ff, the 
irreducible representation of the final state. The number of times that Fj 
appears in the reduction is given by for the point group R. 
nf = h-'j: x(R)xv(R)xf (R)* (3-38) iv R 
where h is the order of the group. For non-symmorphic space groups this is 
extended to 
niv - (h) -' 1: X'(f RjtRj)XV(jRjtRj)Xf 
(IRItRl)* (3.39) 
R 
where the sum is over all elements jRjtRj of ! 9, only one transformation of 
f RItRI being included for each rotation R of!;. 
Thus in order to predict which transitions are allowed we need only know 
which irreducible representations of the point groups represent the initial and 
final states and the perturbing operator. Fortunately, as in much of group 
theory, the work has already been done and we need only apply the conclusions 
to our case. In table 3.8 we show the irreducible representations that are 
contained in the direct product of irreducible representations at the IF point. 
Thus from table 3.8 we can see that transitions between the valence bands 
are not allowed at the zone centre. For example, the heavy hole band trans- 
forms as IF+ and the light hole band as IF+. Transitions between these bands 67 
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IP point ]P+ 6 r, + 7 F- 6 rl- 7 
IP- ;Z 
I, -; (X, y) 5 
ri (D 1, - 2 
Fi 0 F- 5 
F- 6 
F- (D F- 67 
F- 
l- ED F- 67 
r, + 6 
F+ ED F+ 67 
p+ 
F+ ED F+ 67 
Table 3.8: Selection rules for direct optical transitions at the zone centre. 
The first column gives the dipole irreducible representations and the basis 
functions. 
A line Ai A6 A7 
A, ;z 
A5 ; (XiY) 
Ai 0 A, 
Ai 0 A5 
A6 
A6 (2) A7 
A7 
A6 0 A7 
Table 3.9: Selection rules for direct optical transitions along the symmetry 
line A, as shown in figure 3.10. The first column gives the dipole irreducible 
representations and the basis functions. 
for z-polarized light gives us the expression 
F+ (D F- 0 F+ (3.40) 
This expression is non-zero only if the product representation of IF- (9 F' 27 
contains the irreducible representation r+. From table 3.8 we can see that 6 
F- (D F+ = F- (3.41) 
i. e. does not contain the irreducible representation IF+, therefore this transition 6 
is forbidden at the zone centre. 
Along the [001] axis the heavy hole band is denoted by the irreducible 
representations A6 and the light hole and split off bands as A7. The selection 
rules for theses states are given in table 3.9. Away from the zone centre 
a transition between heavy hole and light hole bands is allowed for x or y 
polarized light but not for z as shown by the fact that for z-polarized light the 
84 
appropriate irreducible representation is A,, and 
A7A7 (3.42) 
which does not contain the required final irreducible representation of the 
heavy hole band, namely A6. For normal incident light the irreducible repre- 
sentation for the perturbation is A5. Hence for a transition where the initial 
state is the HH band (A6) and the final state the split ofF band (A7)we get 
A50A7A6 (D A7 (3.43) 
which does contain the irreducible representation for the final HH state, A6- 
Thus the selection rules depend on the polarization of the light. We can con- 
clude that transitions between the valence bands of a bulk, strained Sij_. 'Ge. ' 
alloy grown on a (001) Si substrate are forbidden at the zone centre. How- 
ever, away from the zone centre where the symmetry properties of the bands 
are changed, transitions between valence bands are still forbidden for parallel 
incident light but are allowed for normal incident light. Remember that group 
theory cannot help us to predict the magnitude of these transitions. 
3.4.2 Selection Rules in the Quantum Well 
Up until now we have been discussing selection rules in the bulk material. We 
know that this is a good approximation to the selection rules that we would 
expect in the quantum well system, for transitions that occur around the zone 
centre, which at reasonable doping levels and temperatures accounts for the 
majority of all transitions. 
Our quantum well structures possess C2v symmetry. For the C2v point 
group the photon vector c. p transforms as Al for z-polarized i. e. parallel 
incident light, whilst c. p belongs to ýýk 3 or ýýk4 for x and y polarized light 
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respectively. A3 and A4 are actually equivalent from time reversal symmetry, 
so the distinction between them is superficial for selection rules for structures 
with time reversal symmetry. However, the fact that parallel incident and 
normal incident light transform as different irreducible representations of the 
point group means that the selection rules will be polarization dependent. 
This is not the case for the cubic point group of the bulk crystal Oh where C. p 
transforms as IF15 for all optical polarizations (Bassani 1975). 
We can also derive additional selection rules for the quantum well system 
using the envelope function approximation (Bastard 1988). This approxima- 
tion does not allow for any mixing between the minibands, and thus is valid 
only at the zone centre. 
Wavefunctions of the initial and final states involved in the optical transi- 
tion can be written in the form 
Oi(r) -- ui(r)fi(r) (3.44) 
where ui(r) is the periodic part of the Bloch function at the zone centre, 
(assumed to be the same in both types of layers). 
fi (r) =1c ik_L. r-L Fi(z) 
V/S-- 
(3.45) 
where Fj(z) is the envelope function which describes the z-motion of the elec- 
tron in the miniband z. k and r are the 2-D wave and position vectors re- 
spectively with k_Li = (ký,, ky) and r_L, = (x, y). Using the envelope function 
approximation (Bastard 1989) we get an expression for the optical matrix 
element 
C. Pif = f. 
f1ý0j*. (r)pof (r)d 3r (3.46) 
f 
= 6. t( fi* ff d'r + bif c. fi* p ff d3r 
(u lpluf) 
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where 
* (r) puf (r) d'r (Uilpluf) = 
foo 
Ui (3.4 7) 
This term can be removed from the integral as ui and uf vary rapidly over 
the characteristic lengths of variation of the envelope functions. Thus we can 
write 
(, Exhkx +c hk dzF, *,, (z)p, F,, f 
(z) (3.48) y Y)6ninf 
bkl, k + 'Ez6k', k 
I 
The overlap integral between the envelope functions selects the quantum num- 
bers of the initial and final minibands. The atomic-like dipole matrix elements 
(uilpluf) give rise to selection rules on the polarization of the light wave. 
3 
rF* - 
i(k-Lr-L) (uj16. pluf) =1 
Id 
ni 
(Z) e (3.49) 
X [CxPx + CyPy + CzPz]6ni, nf 
6k', k + 'Ez6k', k 
I 
dzFi (z)p, Fnf 
We can see from the above expansion that polarizations c, and Cy give rise 
to allowed transitions only if the initial and final states coincide, i. e. W= 
0. Polarization c, corresponds to an electromagnetic wave propagating in 
the layer plane with an electric field vector parallel to the growth axis of 
the quantum well. For this polarization optical transitions between subbands 
are allowed provided k' = k, i. e. vertical in k-space. The heterostructure 
Hamiltonian has a definite parity, thus initial and final subbands must be 
of opposite parity for a transition to be allowed. As in our structures only 
the HHI miniband is populated which has an even envelope wavefunction, 
transitions are allowed for z-polarized light between HH1 and HH2 minibands. 
The HHI-HH3 transition is parity forbidden. HHI-HH4 is in theory allowed 
but the large separation in energy between these minibands would mean any 
such transition would be weak and outside our energy range of interest. 
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Chapter 4 
Derivation of First Order 
Susceptibility 
We begin by deriving some results from density matrix theory which we shall 
need in our derivation of the linear susceptibility. We then consider the first- 
order susceptibility in terms of the current operators and current densities. 
There are alternative approaches to this derivation (see Butcher 1990) but 
this is the most appropriate for semiconductors. 
4.1 Density Matrix Theory 
The Trace Operator 
The trace of operator 0 is defined as 
Trt01 =Z Oji 
i 
(4.1) 
i. e. the sum of the diagonal matrix elements. The trace of an operator is 
independent of the representation used for the operator. 
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4.1.2 The Projection Operator 
The projection operator , P(O), for a state 0 is defined as 
P (On) 0 :::::: 01 dý0*0 (4.2) 
where 0 is an arbitrary wavefunction of the system and dý is the volume 
element. If 0 is a member of a complete orthonormal set then P(O) picks out 
the contribution to the expansion of 0 from the state 0. The (j'z)th element 
of P(O) is given by 
P(0)3i = 
jdýuj*P(O)ui 
=I dýuj*o 
I dýO*uj = ajai (4.3) 
where ai and aj are coefficients defined by ai =f dýuýo. 
In general, the expectation value of the operator can be expressed as 
0 >= TrfP(0)0]} 
This equation tells us the mean value of the operator, 0, when the system is 
in the state 0. If we have a state 0,, we know the probability of the system 
being in that state is p, then the expectation value of the operator can be 
weighted accordingly. The expectation value of the whole system is then given 
by summing over all possible states 0,, 
0 >= I: PnTrfP(On)Ol (4.4) 
n 
The projection operator provides us with a description of the physical state 
of the system equivalent to that given by the wavefunction. The advantage of 
the projection operator is that is can be used to describe the time development 
of the system as well as its current situation. Thus we need an equation of 
motion for P(O). Consider the time dependent Schroedinger Equation for 0, 
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an arbitrary wavefunction and differentiate with respect to time. 
zh 
do 
HO 
dt 
th 
d[P(o)] 
ih( 
do 
dý0*0 +01 dýZh (do* )o dt dt dt 
Ho i dý0*0 -0f dý(Ho)*O (4-5) 
The first term in the final equation above can be identified as HP(O). As H 
is hermitian, i. e. H= H* the second term simplifies to 
0j dý(Ho)*O = 0(1 dýO*Ho)* =0f d&*H0 = P(O)HO (4-6) 
Equation 4.5 then becomes 
ih 
d(P(o»0 
'- HP(o)0 - P(o)HO (4-7) dt 
Cancelling the arbitrary wavefunction 0 leaves us with for the equation of 
motion of the projection operator 
ih 
d(P(o)) 
= HP(O) - P(O)H = [H, P(o)] (4.8) dt 
4.1.3 The Density Operator 
Precise knowledge of the state of a large system is seldom, if ever, available. 
However, we can use what we know about the system to determine the prob- 
ability p,, that the system is in the state V),. In general, the expectation value 
of an operator may be written as 
0> p(0) 3 ioil . (4.9) 
= EIP(O)Olii (4.10) 
i 
= TrIP(0)0} (4.11) 
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This can be rewritten as 
0 >= TrIpOl (4.12) 
where 
EP, P(V)n)- 
n 
p is defined as the density operator of the system. Knowledge of this opera- 
tor allows us to determine the expectation value of any dynamical operator. 
The density operator can be determined from the statistical properties of the 
system without a detailed knowledge of the wavefunction at a given time and 
place. 
4.1.4 Equation of motion of the Density Operator 
The probabilities, p,, depend on the initial state of the system and do not 
change with time. Therefore differentiating our expression for the density 
matrix operator with respect to time we get 
ih 
dp 
= 1: Pn [Hi P(On)l = [H) 1: PnP(7Pn)] = [H7 PI dt 
nn 
where we have used the identity 
ai Oi, bj 0'. ai bj [0j, 0'. 33 
where Oi and Oj are arbitrary operators and ai and aj are arbitrary constants. 
4.2 Derivation of X(l) 
We first consider a general ensemble of charged particles, namely electrons 
and ions. Our aim is to calculate the response of such a system when an 
external optical field is applied. We shall assume that the spatial variation of 
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the applied field within the system can be ignored; this is commonly known 
as the electric dipole approximation. In order to determine the response to 
the applied field we need to know the the macroscopic polarization current 
density induced by the applied field. Thus we need to find the form of the 
Hamiltonian and the current operator for both the unperturbed (no external 
field) and perturbed cases. 
4.2.1 The Current Operator 
Thermal Equilibrium 
The current operator is defined as the product of the charge and velocity 
summed over all charged particles in a volume V. The macroscopic polarization 
current density can therefore be considered to be the expectation value of the 
current operator normalized to the volume V. For the unperturbed system, 
i. e. no applied field, the current operator, H is defined as 
Zk 
P3 + 
A, k 
(4.16) 
where j labels an electron of charge e, mass m and momentum p, -, and similarly 
k refers to the ionic equivalent. 
In general the unperturbed Hamiltonian of the system can be written: 
KE Ho = Ho" --+ Vo, (4.17) 
TIK. E. where ho is the kinetic energy term, given 
by 
K. E. EP2+1: 2 (4.18) HO 3. Pki 2M 
3. k 
2Mk 
and VO represents the potential energy of the system. 
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4.2.1.2 The Perturbation Hamiltonian 
When an electro- magnetic field is applied the system is perturbed. This pertur- 
bation can be added to the original Hamiltonian in the form of an interaction 
Hamiltonian so that the Hamiltonian for the whole perturbed system can be 
written as 
H(t) = Ho + Hi(t) 
where the time dependence is introduced because of the fluctuation of the 
applied elect ro- magnetic field. The interaction Hamiltonian is given by 
Hi(t) 
Zie 
(A (r, t). pi + pi. A (r, t)) + JA(r, t)j'+Zjeýý(r, t) 2mi 2mi 
(4.19) 
where i labels individual charged particles (electrons or ion-cores) of mass mi 
and charge -Zie. A(r, t) is the vector potential of the applied field, and ýý(r, t) 
is its scalar potential. 
For convenience we chose to work in the Coulomb gauge in which V. A =0 
and (D (r, t) = 0. ln this gauge the vector potential is related to the electric 
field by 
A(t) drE(-r) 
-00 
f 00 
00 
(4.20) 
The electric field E(7-) can be transformed into the frequency domain using 
the appropriate Fourier transform i. e. 
where 
00 
E(r) 
00 
dwE(w)e-'w-r 
E(w) 00 dTE(7)e-t , WT 27r 
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As we are working in the electric dipole approximation, the vector potential 
A(r, t) does not vary with position r, therefore we drop this from our notation. 
We note that in the Coulomb gauge the vector potential and the momentum 
operators commute, 
[A(t), p] = A(t). p - p. A(t) = 0. (4.21) 
The number of electrons contained within volume V is denoted N, i. e. Ej = N. 
Thus the interaction Hamiltonian can be written as 
e Ne 2 t) 12 Hi(t) -EA(r, t). pj+-IA(r, m 2m 
e Zk e- A(r, t) -Pk + 
(Zk )2 
JA(r, t) 121 (4.22) 
k 
Mk 2k Mk 
where j and k label the electrons and ion-cores respectively. To simplify the 
above expression we introduce the the notation 
2N+ (Z k e)2 (4.23) 
mk Mk 
thus 
H, (t) = -A (t). I-I +0A 
(t)2. (4.24) 
2 
The equation of motion of the density operator, equation (4.14), involves the 
commutator [H, p]. A(t)' appears in the definition of the interaction Hamilto- 
nian, (4.24) and is independent of position in the electric dipole approximation 
and thus commutes with po . Therefore this term will make no contribution 
to the relationship in equation (4.14) and we can drop this term from the 
expression for the interaction Hamiltonian which leaves us with 
H, (t) =-A (t). H. (4.25) 
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4.2.1.3 The perturbed current operator 
We now move on to consider the current operator for the perturbed system, 
H'. 
The total Hamiltonian for the system is 
H(t) = HOK. E. + Vo + H, 
1 
1: 
P2 + 
1: 
12e, 
A (t). pj + 
Ne 2 
JA(t) 12 
2rn 3. 
jk 2Mk 
Pk 
)+ 
VO +(m 
2m 
E 
Zk e- A(t)-Pk +1E JA(t) 12 (4.26) 
k 
Mk 2k Mk 
where (4.17), (4.18), and (4.22) have been incorporated. After rearrangement 
this can be expressed as 
II 
(t)]2 +V (t)]2 f H(t) - [pj + eA + 
[Pk - ZkeA 0. (4.27) 2m jk 2Mk 
From inspection of the above equation we can deduce that the velocities of the 
electrons and ions are given by [pj + eA(t)] and [Pk - eA(t)] respectively. The 
equilibrium current operator was defined as the sum of the charge x velocity 
for both types of particles. Thus by analogy we can define the perturbed 
current operator 111' to be 
e ZkPk 2A (t) Zk e2 A(t) 
H-E pj + e- E-E 
rn 
3-k 
Mk mk Mk 
IT ][I - OA(t), (4.28) 
where I-I is the unperturbed current operator and 0 is defined by (4.23). 
4.2.2 The Macroscopic Polarization Current Density 
The macroscopic polarization current density, i(t), is defined as the expecta- 
tion value of the current operator per unit volume i. e. 
i(t) = V- 1< ri 
/ 
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The volume V must be chosen to be small enough such that our assumption 
that'the field does not vary spatially within the volume still applies, but must 
be sufficiently large such that we can ignore the fluctuations in the charged 
particle density. We need to obtain the expectation value in terms of the 
current density operator. Thus using the density operator approach we can 
obtain an expression for the expectation value of the current density J(t) 
J(t) = V-'Trfp(t)I-I'}. (4.29) 
We can now substitute our expression for IT into this equation giving 
J(t) = V-lTrfp(t)I-I - Op(t)A(t)l. (4-30) 
ýA(t) is independent of position r therefore is unchanged by the operation of 
p(t). The trace of p(t) is equal to I as can be easily demonstrated. Consider the 
operator 0=1. The expectation value of this operator must be 1. Therefore 
using equation (4.12) we have 
0 >= Trfp(t)Ol =I 
Therefore Trjp(t)j must equal I for any p(t). Thus 
Trfop(t)A(t)l = TrIOA(t)p(t)} = OA(t)Trfp(t)l = OA(t) 
Equation 4.30 then simplifies to 
J(t) = V-'Trfp(t)I-I} - V-'OA(t). 
A perturbation series for p(t) can be expressed as 
P (t) : -- PO +P1 (t) + P2 (t) + P3 (t) +--- Pn (t) 
(4.31) 
(4.32) 
(4-33) 
(4-34) 
where p, is a linear function of the perturbation Hamiltonian, H1, P2 is quadratic 
etc. We can similarly express the polarization current density as a power series, 
j(t) = j(l)(t) + j(2)(t) +... + j(n)(t) +... (4-35) 
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We can then equate powers of A(t). As we are only interested in the first 
order susceptibility we keep only the first order terms. For a discussion of a 
general nth order derivation consult Shaw (1994). Thus equating first order 
terms gives us 
J(l)(t) -- -V-'OA(t) + V-'Trfpl(t)III (4.36) 
4.2.3 The Interaction Picture 
We introduce the concept of the interaction picture. We define an operator in 
the interaction picture 0' such that 
01(t) = UO(-t)O(t)UO(-t) (4-37) 
where 0 is the original operator and UO is the time development operator and 
is defined as 
UO = C-iHot1h (4.38) 
If an operator commutes with UO or is independent of t then 0'(t) = O(t). 
Substituting the equation of motion of the density operator, equation (4.14), 
into the power series, equation (4.34) and equating equal powers of the Hamil- 
tonian, Hi(t) we get 
ih 
d(po) 
= [Ho, Pol (4.39) dt 
ih 
d(pl (t» 
- [1-10 , P, 
(t)1 + li-ii (t) I Pol 
(4.40) 
dt 
Thus, as we know po from consideration of the system in thermal equilibrium, 
we can find pi, the first order perturbation due to the applied field. This 
approach can be extended to the n-th order. Integrating equation (4.40) with 
respect to t and incorporating the time development operator, Uo, i. e. move 
into the interaction picture, we get 
t 
ihUo(-t)pl(t)Uo(t) =f 
00 
dTUo(-7-1) [Hi (-ri), Po]Uo(-ri). 
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Expanding the square bracket and inserting Uo(71)Uo(-71) =I between the 
operators gives, after some rearrangement 
p, = Uo(-t)pl(t)Uo(t) = -(zh)-l 
I d-r [H, '(-ri), po]. (4.42) 
Multiplying on the right by Uo(-t) and on the left by Uo(t) to give p, 
t 
pi(t) = (th)-'Uo(t) 
f 
00 
d7-1 [H 1 
(7-1), po] Uo (- t) (4.43) 
This is a description of the time evolution of a perturbed state in terms of 
the density operator. Substituting this expression for p, (t) into the first order 
current density equation (4.36) 
J(l)(t) = -V-'OA(t) + V-lTr 
ý (zh)-'Uo(t) 
00 
dr [Hl (-ri), po] Uo (- t) H 
(4.44) 
We now change notation in order to introduce a, the polarization of the 
field A, i. e. 
H, A,,, (t) 
and 
H11(t) = -Uo(-t)flcAce(t)Uo(t) 
where H, is the perturbing Hamiltonian in the interaction picture. 
To transfer the current operator into the interaction picture we let 
flfc, (t) -- Uo(-t)flouo(t) 
(4.45) 
(4.46) 
(4.47) 
As A(t) commutes with Uo, the interaction Hamiltonian in the interaction 
picture can be expressed as 
H, (t) =-H,,, (t) A,, (t). (4.48) 
Therefore 
[Hi (7-1), po] - [-H,,, (7-, )Al (-ri), po] (4.49) 
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Substituting this expression for the commutator into 4.44 gives 
V-lTr ý(ih)-'Uo(t) 
ft drA,,,, (-ri) [H,, (7-1), po] Uo(-t)H4 (4.50) 
As Uo(t) commutes with each A(t) it can be removed from the product in- 
volving A, Rearranging gives 
J1)(t) = -V1ßA16 
- V1(ih)1 
ft 
00 
&A, (, T, )Tr f Uo(t) [Hl (7-1), po] Uo(-t)H, l (4.51) 
We expressed the optical field in terms of the electric field in equation (4.20) 
Substituting this into equation (4.51) 
jt(, 1) (t) -V-lý 
foo dw, E,, (Wj ) (ZWJ )-l C-Z'LA)l 71 6ALCe 
t 
-V-1(Zh)-' 
f d7-Tr Uo(t) [11 (7-1 ), oo] Uo t) II, 
x1 00 dwE (w1) (iwl) 1 e- 
--00 00 dw[ - V-'(zh)-1 
00 
t 
1(7 d7-, TrýUo(t)[rI, ý, -1), poe- 
luo(-t)i1,411 
- 00 
Ece, (wl)(zwl)-lc-twltdw (4.52) 
The macroscopic polarization current density in terms of conductivity ten- 
sors in the first order is defined as (Butcher 1990) 
P) 00 dwja(l)jwj)El(wj)e(-l*wlt) (4-53) Af 
00 
pce 
By comparison of the above two equations we can identify the conductivity 
tensor to be 
V-1(Zh)-1 d-rl 
JUCK 1 
Tr ýUo(t) [flor, (71) 1 poe" uo(-t)rlol] (4.54) 
99 
We now wish to eliminate t from the above expression to give us the time- 
independent conductivity. We expand the commutator in equation (4.54), 
insert Uo(-t)Uo(t) =1 between the operators and rearrange to give 
UO(t) Ific, (7-1), pol Uo(-t) = PC, (7-1 - 
0, pol - (4-55) 
Now introduce a change of variable ri -* 711 +t which changes the limits of 
integration i. e. when -r = t,, Tl=O. 
01(1) 
0 
ill pal -V-1 
V-1 (zh)- if 
(X) 
d-rj'Trf[I1,,, 
1(7-j), po]c-"1" 41 
(4.56) 
The trace of a product of operators is invariant under cyclic permutation of 
their order, therefore rearranging the operators gives, dropping the primes on 
the r for convenience. 
Trfpo[H,,, H, 
ý 
(71)] 1 (4.57) 
Thus we can obtain an expression for the first order susceptibility (Butcher 
1990) 
(1) (W1) =-. 
1 
Ol(1) x, uol 2 jucel zw, Q) 
ý6lIcel 
-1 d7-jTrt[po[rI., II]e-, 
""'11 (4.58) 
2V6() Ve()W2 wi lhf. 
4.3 Application to Semiconductors 
Thus far no account has been taken of any specific system of charged particles, 
we have discussed any medium in the dipole approximation. We must now 
relate this equation specifically to semiconductors. In order to do this we must 
make additional assumptions about our model in order to study the current 
operators further. NVe assume that the fixed ion cores are surrounded by a sea 
of electrons free to move throughout the entire volume of the system. NNVe also 
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assume that the density of electrons is sufficiently low that the electronic dipole 
interaction is negligible. i. e. each electron experiences the same macroscopic 
electric field E(t). We must also make the transition from many- to single- 
particle operators. 
4.3.1 Conversion to Single Particle Operators 
We originally defined the current operator to be a sum of single particle mo- 
menturn operators in equation (4.16). Ignoring the ionic contribution we can 
write 
N 
EP37 
i 
(4-59) 
where pj is the single-electron momentum of the jth electron. Similarly 
HO Hj (4.60) 
The unperturbed time development operator of a many particle system is 
uo(t) = -iHot/h. 
Combining the above two equations leads to 
UO (t) Ul (t) U2 (t) 
... 
Uj (t) 
... 
UN (t) 
1 (4.62) 
where the single-particle unperturbed time development operators are, 
uj(t) = C-iHjtlh. (4-63) 
In equation (4.54) we defined 
Ho, (t) = Uo(-t)Houo(t) (4-64) 
Similarly for a single particle operator system we have 
1' 
0, uo t) pa uo (t) (4-65) 
m 
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where p, ' . is the component of momentum of the J"th electron in the a direc- 
tion. The single particle operators of different electrons commute, therefore 
UI(t) commutes with pjc' provided I J. We also note that Ul(t)Ul(-t) 
Therefore 
N 
1: pio, M (4.66) 
where 
: 11 uj M. (4.67) 01(t) = Ui(-t)p3 . Pi 
We can now express the multiple commutator of our susceptibility expression 
in terms of single particle operators. 
NNe2N 
[rlAj 110', 1: P31: pio, (Tj 
M2 
EIP kt, pjo'(7-1 (4-68) 
M 
3. 
M3i 
Substituting this into the Trace in the expression for X, equation (4.58) gives 
N 
Trjpo 1: [pj'Lpjoe(7,1)]}e-""' 
i 
(4.69) 
We must now reduce the operation Trace to single particle operators. The 
value of a trace is independent of representation so we can use Slater de- 
terminants to express the many particle wavefunctions as anti- symmetrised 
combinations of single particle wavefunctions. The Slater determinant OD. [, 
representing the many electron state, I, is (Inkson, 1983), 
(-I)PPjUt'j(O1)Ui2(O2) ... UiN 
(ON)} (4.70) 
where u,, (0. ) is the single-electron orthonormal wavefunction in the Zj'th state, 
and Oj represents the coordinates of the J*'th electron. N is the total number 
of electrons in the system. P is a permutation operator which represents a 
summation of terms obtained by the permutations of the labels ij, 121 ... 
(-I)P takes the value +1 or -1 for permutations of odd or even parity ZN- 
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respectively. The many-particle state I can be defined by the particular single- 
electron states which occur in equation (4.70). These correspond to the single 
electron states which are occupied when the system is in state I. Our Trace 
is now of the form 
N 
T= Trjpo E Cjll 
3. 
(4.71) 
where Cj is a single particle operator and represents the commutator in 4.69. 
From the definition of the trace this can be written as 
N 
j: (po 1: Cj),, 
7 
(4.72) 
13. 
Using the matrix product rule of operators this becomes 
N 
T (po) ii Cj) 11. (4.73) 
As previously stated the trace of a function does not depend on the represen- 
tation used therefore we choose to work in the energy representation (Butcher 
1990) which consists of the complete set of orthonormal eigenstates 10, J which 
satisfy the time-independent Schr6dinger equation. In the energy representa- 
tion the density matrix operator po is diagonal i. e. (po)ij = (po)jjbjj. There- 
fore the trace may be expressed as 
N 
(po) ii Cj) ii}) (4.74) 
0 
where pjj are the diagonal elements of the unperturbed many particle density 
operator. The matrix elements are defined as 
P(O)ji = 
jdýuj*P(O)uj. (4.75) 
Thus we can write 
N 
T p0j, 
jdýj jd6 
... 
I 
d&'O 
I 
Cj) 4D 1 (4-76) 
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where dýj is the volume element of the J'th electron. Substituting for the 
wavefunction 4)j from equation (4-70) gives 
po, 
I [jdýj jd6 
... 
Id& 
(- 1)'p Pf Uil 
2.2 iN I N! 
* (01)U* (02) 
... U* 
(ON) 
N 
(1: cj) (- 1)'P"PilUil (01)Ui2(02)-'*UiN(ON)} (4.77) 
There are N! permutations of each P and P' and N operators Cj, therefore 
the expansion of the square bracket yields Nx (N! )' terms. Each term for a 
given Cj and specific permutation P is denoted byCel, a21 .... a, etc. and for 
P' by#1 74 ... ON, is represented by 
Pjdýj u* U* (ON)UON(ON)i 
P(- 1) 
ce, 
(Ol)uol(ol). 
-.. 
jdýjuc*ej(Oj)Cjuo, (0j) 
... 
fd& 
CeN 
(4.78) 
where the fact that the wavefunctions and operators of different electrons 
commute has been used. The ui's are orthonormal therefore the above equation 
equals 0 unless T=P when it becomes 
jdýj 
u, *,, (0j) Cj ucj (0j). (4.79) 
Each Cj yields N! permutations T, each equal to one permutation of 'P'. 
There are therefore N! such terms. However not all are independent. Different 
permutations of ai's for i: ýj leave the above equation unchanged. Since only 
ai appears only N independent terms remain of the form 
(N - 1)! dý -u* (4-80) 
13 
oij(oj)CjUcej(oj)l 
Each of these N terms a. represents one of the N occupied single electron 
states z, ... 
i,,. Therefore the square bracket becomes 
N 
(N - 1)! 
1: dýju'(O-)C-u-(O)+... + dýjuj* 
[I 
tj 33 11 31 iN(oj)CjUiN(O*) 
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All electrons are independent and indistinguishable, therefore all c,. 's are 
identical and we can replace Ej in the above equation by N which leaves 
N! J: dýuj*(Oj)Cuj(Oj), 
i12 
(4-82) 
where the sum i runs over all occupied states and C is any single particle 
operator. Substituting this back into our expression of the trace gives 
T p'jj 
jdýuýCuj. (4.83) 
This can be generalized by extending the sum over occupied states Z to the sum 
over all single electron states i', both occupied and unoccupied. Introducing 
it the notation n, which is the occupation number of the Pth single electron 
state (either 1 or 0) when the system is in the many particle state 1. 
0 PH 
poIn il II 
Idýuj*iCui, 
Idýuj*, Cui, (4.84) 
where E, pojn it is the average occupation of the i th state when the system is II 
in thermal equilibrium and corresponds to the Fermi Dirac distribution 
(4.85) 
+ e-(Eji-p)1kT' 
Combining the above gives 
T=I: fi, dýt, uj*, Cui, =j: fj, (C)i, i,. (4-86) 
if 
I 
if 
In a semiconductor system single electron states are Bloch functions and can be 
described by the wavevector in the Brillouin zone and the band (or miniband) 
index. Therefore the summation over the single electron states Ei, can be 
replaced by a sum over the wavevectors in the Brillouin zone Ek and a sum 
over the minibands E, Therefore 
T : -- 1: 1: faA; (C) akal, 1 (4-87) 
ka 
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where ak is state in miniband a with wavevector k. We shall drop the suffix k 
for clarity. Our expression for the susceptibility now becomes 
(1) (Wo =C2N_6- 
e2 1: 0 d7-1 E fa(C)aae--iw1 -ri (4.88) XACe 
W2CO 
Acel - 2VM2 VM 
1 zw coh kJ 00 a 
where C= [pA, pol (, ri)] We now have a single particle operator expression. We 
must now expand C i. e. 
[P4 
ý P': 
" (71) ]= P'"Po(71) - Po'(Tl)po (4.89) 
We need an expression for the matrix element of C. By the rules of matrix 
products operator 0= 0'0" then 
Oaa 
-"::: 
1: (Ol)ab(011)ba 
b 
(4.90) 
where b is summed over all single particle states of the system. Therefore 
(C)aa ElPýabPboa(7'l) - Pbca(Tl)Papbl 
b 
(4.91) 
where p' are the matrix elements of pIL and p' 71) are matrix elements of ab ba 
( 
pc'(, ri). We now need to know the form of the matrix elements in the interaction 
picture. By definition in equation (4.67) we have 
Pab(T) [UO(-7)P: "UO('r)lab- (4.92) 
Applying the matrix product rule (4.90) to (4.92) we obtain, 
e (4.93) Paab(7) E[UO(-7')]auPucv[UO(T)Ivb- 
uv 
We can define the time development operators, Uo, as a power series in the 
unperturbed Hamiltonian HO. The time development operators are diagonal 
matrices in the energy representation and thus unperturbed time development 
operators can be written as 
[UO(T)]uv - e- I, 
Eut/'buv. (4.94) 
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This enables us to write 
P, (T) e 
iE,, t/h ce e-iE, tlh uv PUV 
e 
io,,,,, t ce (4.95) Puv 
where we define the energy gap Q,,, by, 
Q,,,, -- (E,,, - E, ) / h. (4.96) 
The summation over b is over all single electron states, i. e. over all wavevectors 
within the Brillouin Zone and all superlattice minibands. In the electric dipole 
approximation we can neglect momentum matrix elements between states of 
different wavevector (Bassini 1975) and need only consider transitions which 
involve no change of k, i. e. are vertical in wavevector space. Therefore the 
summations may be restricted to sums over b, with the wavevector fixed at k, 
the wavevector associated with state a. Combining this into our expression 
for the first order susceptibility gives 
c2Ne20 
X(l)(L"l) fa Pal Vmw 2 CO Acel ZLL)2VM2coh 
I: f 
00 a 1 
Ce (7-1)CI(ý2ba-L01) 71 
-0 -rl)p" C, 
(ý2ab-wl)lrl (4.97) X [PabPba Pab( ba 
We now need to perform the time integrals in the above equation. We 
assume that the frequencies lie in the upper half of the complex plane, to 
ensure that these integrals will converge. We drop this condition in the next 
section when we introduce the relaxation terms in a phenomenological way. 
The time integrals can be moved inside the summations over a and b 
d7, [p' ce (Tje, . (2ba-W1)TI - po, (71)p4 e- 
i(2ab-wl)'rl f 
abPba ab ba 
1 
A 
_P. a 
bPb"a 
1(9ba Wl) 
[_PabPb: a(Tl) 
4 
(Pba 
- Wl) 
ce Pab(71)Pb4a 
(Qab 
- Wl) 
Po' (71 )Xa ab 1 
(Qba + Wl) 
(4.98) 
(4.99) 
(4.100) 
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where we have used the fact thatQab : -- -Qba- 
Therefore our expression for X(') becomes 
(1) x4al 
4.3.2 Relaxation 
A ot A 
_PabPcb'a + 
PabPba 
(Qba 
- Wl) 
(Qba + Wi 
, p2 
6pce + L, -2 
fa 
2 Vrn2 VrncoLo, co hLo 1ka 
(4.101) 
Thus far we have taken no account of the relaxation processes that must exist 
in a system like this, we simply restricted the available frequencies to the upper 
half of the frequency plane to ensure convergence of the integrals. In a real 
system the phenomena of relaxation would give the necessary convergence. 
We include the relaxation by means of a transition line-width introduce by 
making the substitution 
QUV --+ Quv ± zruvl (4.102) 
where the sign is chosen to ensure convergence. This should give a good 
approximation to the relaxation processes provided that fields remain small 
and only small population changes are introduced. This is valid as we have 
already made the assumption that the changes induced by the field can be 
included as a perturbation to the no-field case. For strong fields this is no 
longer true and the density matrix equations for the system would have to be 
solved directly. Thus our final expression for the first order susceptibility is 
2Ne2 
+ X, Uce 2 VM2 2 
fa 
VMCOW1 cohWl k 
[ (Qba 
- iFba - Wl) 
(Qba + lFba + Wl) 
PA 'ce of 11 abFba PabPba 
p, 
(4.103) 
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4.3.3 Absorption 
The real part of the linear susceptibility, Re[X(')] is proportional to the re- 
fractive index. We are interested in the imaginary part, i. e. Im[X(l)] which 
represents the losses in the medium, i. e. the absorption. The absorption coef- 
ficient, a, is given by 
47rw 
noc 
(4.104) 
where no is the refractive index of the system, taken to be the average refractive 
index for the system. The factor of 47r arises in the change from e. s. u. to S-1. 
units. 
4.4 Effect of Symmetry Týransformat ions on 
the First Order Susceptibility 
The effect of the symmetry operations contained in theC2v point group when 
performed on the k-vectors and the matrix elements is given in table (4.1). 
Assume that the matrix elements and energies are known throughout the ir- 
reducible segment of the zone. Consider the component of the first order 
susceptibility X,, ('). The application of the operator Uad to a point in the irre- 
., 
to P.. The energies will be unaffected by this ducible segment transforms P 
in the new zone is identical to x(') in the original transformation, thus x., (, ') YY 
segment. Repeating this procedure for the remaining regions for the Brillouin 
zone and we get for the total contribution to XM XX; 
[IR] (1) [IR] (1) [IR] 2X(l) "I + 2X(l) + 2Xxx* + 2XYY* (4.105) 
, Ixx xx yy 
where [IR] represents the contribution from the irreducible segment and xx* 
means that the conjugates of the numerators are used. Howeveri Pab '-- P* SO ba 
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Operation I k., ky k, P, ý P, 
E k, ky k, PX py PZ 
gad ky kx k, py PX PZ 
O'bd -ky -kx kz - py - PX PZ 
C2z 
-kx -ky kz - PX - py PZ 
TE -kx -ky -kz - PX* - py* - PZ* 
Tgad 
-ky -kx - kz - py* - PX* - PZ* 
'TUbd ky kx - kz py* Px* - Pz* 
TC2z kx ky -kz Px* py* - Pz* 
Table 4.1: The eight related wavevectors under the C2, point group and time 
reversal symmetry operations, and the Cartesian components of the momen- 
tum matrix elements at these wavevectors. T represents the time reversal 
operation. 
this expression reduces to 
X(l) = 4X(l) 
[IR] + 4X(l) IIRI (4.106) xx xx yy 
An identical expression is obtained for x(l) yy 
For the z-component, XM the numerator has 2 matrix elements in the z zz I 
direction. Each of the sixteen symmetry operations produces X(') in a different zz 
segment of the zone, therefore 
X(') = NX(l) 
[IR] 
zz zz (4.107) 
We also have the components x,, ('Y) and x('). Using the same procedure we get yx 
X(l) = (1) = 4X(l) + 4X(l) (4.108) xy xyx xy yx 
The linear susceptibility calculations were performed in the x, y, z reference 
frame. In chapter 3 the relative position of the old and new axis, (x, y, z) and 
110 
*10--, 
2.0 
Component 
- xx 
...... xy 
1.5 
1.0 
0.5 
0.0 
0.25 0.3 0.35 0.4 0.45 
Energy (eV) 
0.5 
Figure 4.1: The comparison between components of the first order suscepti- 
bility for a 50%, 20 monolayer structure 
(f1, z') were discussed. The xx referred to in x(') is defined with respect to XIy ,x 
the old set of axis. In order to apply the symmetry operations we must relate 
the old and new axes. 
(1) xxtxl (1) xxx - X(l) xy 
(4.109) 
(1) xylyl (1) xxx +, (1) /"Xy 
(4.110) 
(1) xz/z/ (1) xzz (4.111) 
In figure 4.1 we plot the calculated X(')'s for a typical structure, namely a 20 
monolayer wide well containing aSiO. 5GeO. 5 alloy. X.,. y is very small can be seen 
to be very small compared with X.,,,, thus for all future calculations the normal 
incidence response will be taken the be the average of x(') and x(') and x(') xx YY xy 
will be neglected. 
Another point worth making is that in a practical IR detector, the incoming 
light will be unpolarized, therefore for normal incidence absorption both x and 
ill 
y polarizations will be present. Thus the total normal incidence output will be 
the sum of these two components. This is not included in subsequent calcu- 
lations where all incoming light is considered to be polarized in one direction 
only. 
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Chapter 5 
Doping and Fermi Levels 
In this chapter we consider the remaining criteria which need to be determined 
before the absorption response can be calculated. We discuss the method used 
for sampling the Brillouin zone and details of the calculation. 
For a quantum well structure utilizing intersubband transitions to be a 
useful device it must be doped, i. e. extra carriers introduced to populate the 
valence band. We consider doping of the well and the barrier, and calculate 
Fermi levels for various temperatures and structures with each method. We 
also consider the exchange and direct interactions which arise when extra 
charge carriers are introduced. 
5.1 Sampling 
Both the expression for the pseudopotential matrix elements and the suscep- 
tibility expression contain a sum over k which should in theory be over every 
discrete k-point point in the Brillouin zone. For an 'infinite' crystal the k- 
points tend to a continuum and the sum to an integral. We approximate this 
integral to a sum over a large number of k-points in the quantum well B. Z. 
113 
and normalize appropriately by making the substitution 
NBZ V, Nsz 
v 
SZ) 
k 
NSZ VBZ 
(VC 
k 
where NSZ is the total number of sampling points, Vc is the volume of the 
primitive unit cell, VBZ is the volume of the Brillouin zone and VSZ is the 
volume of the sampled region of the zone. The zone need only be sampled 
over regions where there is significant carrier population as where there are no 
carriers there will be no contribution to the susceptibility. For OK the extent 
of carriers is defined by the Fermi surface and thus only the region within this 
need be sampled. For higher temperatures the carriers move away from the 
zone centre and thus the sampling must be performed over a larger volume. 
In order to determine our sampling zone we make a rough calculation of 
the Fermi energy. Without knowledge of the Fermi level it is impossible to 
sensibly chose the area of the zone to sample, as demonstrated by figure 5.1. 
Sampliq Zone 
Fernti 
EneW 
Redundant 
Top Vidence 
Band 
Sam lin 40 e 
Fermi 
---- - ------ 
Energy 
Not unpled 
zo 
/ 
jot sunpled 
Top Valence 
Band 
Sampling Zone 
Fertni 
---- ---------------- -------- Energy 
Top Vidence ,v 
Band 
Correct Sampling Zone 
Figure 5.1: Choosing the correct sampling zone requires knowledge of Fermi 
level. 
The Fermi levels can be calculated using an effective mass approach and 
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assuming parabolic bands. The formula for finite temperature is 
7rh2 N 
EF " -kTln(ernhhkT - 1) (5.2) 
EF(T --+ 0) =- 
Nh-x h2* 
(5.3) 
Mhh 
The distribution of hole carriers was determined using the familiar Fermi-Dirac 
distribution 
fh =I- f(E) -- 
1 
(5.4) 
1+ e(EF-E)Ikt' 
The total number of carriers may be expressed as 
0 
Nh= f D(E)fh(E)dE (5-5) 
_ 00 
where D(E) is the density of states which in the effective mass approximation 
is given by (Ando 1982) 
D(E) = -2 
1 
)2 27rk 
A 
(27r dE 
(5-6) 
where the factor of 2 is included for spin degeneracy. It is also assumed in the 
derivation of this expression that only the highest pair of valence minibands 
needs to be considered. Making the approximation of parabolic bands we get 
an expression of the energy of the band 
h2k2 
2rnhh 
(5.7) 
whereMhh is the effective mass of the first heavy hole miniband. Thus substi- 
tuting this expression for the energy into the formula for the density of states 
we get 
m if E<0 
D(E) = (5.8) 
0 if E>0 
We need to find a suitable value for the effective mass. Values quoted in 
the literature are for bulk materials. The non-parabolicity of the quantum 
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Figure 5.2: The distribution of carriers with wavevector for a 50%, 20 mono- 
layers structure with a doping concentration of 4.2x 1015M-2 . 
well minibands means these values will not accurately represent the masses 
in the quantum well. Therefore we calculate the band structure along the 
F-X symmetry line. The best fit parabola to the top valence miniband 
is determined and thus a value for the effective mass, m*, is found. Due to 
the non- paraboli city of the calculated band structure a different value for m* 
will be obtained dependent on the distance along the k, axis considered for 
the fitting procedure. The most useful values are likely to be obtained by 
restricting k, to approximately kF, the wavevector at the Fermi energy. 
We again use effective mass expressions to predict a rough estimate of the 
Fermi levels and the distribution of carriers. For OK all the holes occupy states 
with energy above EF. Thus, assuming parabolic bands, we can substitute EF 
into equation (5.7) to obtain the k1l vector corresponding to this energy, i. e. 
IkIll < 
ý27-n 
hhlEF I 
h 
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(5.9) 
For finite temperatures the holes are distributed according to the Fermi-Dirac 
statistics To determine the size of the sampling region required to include a 
fraction x of the holes, the energies ET are substituted into equation (5.7) to x 
give 
ý2MhhjETJ 
Tx Jkx 1h (. 5.10) 
We find the value of k which marks the extent of 95% of the carriers. The 
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00115 
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0.0- 0.002 
-0.05 0.0 0.05 
kx (27r/a) 
Figure 5.3: A typical high temperature random sampling set consisting of 400 
points within the irreducible segment of the Brillouin zone. 
procedure for fitting m* is then repeated to this new k limit. The previous 
steps are then repeated. The zone up to this limit of k is then sampled. This 
procedure is performed at OK and 298K. Figure 5.2 shows a typical distribu- 
( 2, T 
) 
tion showing that for a low temperature sampling set is 0.03 a is a sufficient 
sampling volume, and for high temperatures 0.08 
( ýý7r 
A random sampling a 
technique was used which has certain computational advantages. A typical 
high temperature random sampling set is shown in figure 5.3. The number of 
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sampling points was increased until convergence was achieved. For all struc- 
ture in this thesis a total of 400 points was sufficient for convergence. As we 
can see from figure 5.3 two sampling zones are necessary. The high temper- 
ature sampling set only contains few points in the low temperature region, 
insufficient for convergence. To calculate at a sufficiently dense level to be 
sure of including enough points to make a low temperature calculation valid 
would require a prohibitively large number of sampling points when extended 
to cover the volume of the zone necessary for the high temperature situation. 
5.2 Calculational Details 
Before the quantum well calculation is performed it is necessary to sample 
the bulk structure at the superlattice k-point to provide the basis set for the 
expansion of the quantum well wavefunctions. A typical period in this thesis 
is 27 lattice constants, or 108 monolayers. A total of 55 bulk sampling points 
would be required to completely sample the bulk Brillouin Zone along the 
z-axis. This results in a prohibitively large matrix to be diagonalized. Thus 
the bulk sampling set is restricted to the central 15 points about the bulk 
valence band maxima, i. e. IF. As we are dealing only with intravalence band 
transitions, the quantum well states will be constructed from the eigenfunc- 
tions from this region. Transitions across the fundamental gap would not be 
well represented by this approximation as the minima of the conduction band 
would not be included in the bulk sampling set. However, we do not consider 
such transitions in this thesis and this restricted bulk sampling set is a good 
approximation in our situation. 
The barrier width is taken throughout to be 80A. Experimental barrier 
widths are of the order of 500A. However, increasing the barrier width increases 
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the period, which in turn means more bulk sampling points are required. A 
value of 80A is sufficient to ensure that there is no significant overlap between 
states confined within the wells. 
A total of 31 bulk bands (62 including spin degeneracy) was required for 
convergence. 
5.3 Exchange Shifts 
Our pseudopotential derivation was based on the assumption of intrinsic semi- 
conductors, i. e. the valence band was completely occupied and the conduction 
band was empty, no doping was present. For a device based on transitions 
between minibands to be useful it is necessary to introduce impurities in the 
form of dopants to provide extra carriers. These extra carriers will interact 
with each other and thus produce many body effects which have not been 
accounted for in the Hamiltonian of the system. 
In quantum well structures which are heavily doped the direct and exchange 
Coulomb terms must be considered. If the wells are doped then the charge 
neutrality within the well will mean that the direct interactions are small and 
the exchange interactions would account for the major part of this correction. 
For doped barriers the exchange contribution will still be significant but the 
charge of the acceptors and the carriers are now localized in different layers, 
thus the direct term may no longer be insignificant. The close proximity of 
the ionized acceptors and the charge carriers within short period structures 
may limit the direct interaction to negligible amounts. The main efFect of the 
direct interaction is to move the minibands up in energy. However, there is 
little change in the separation of the minibands and thus this efFect would make 
little difference to our results which are concerned with transitions between 
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the minibands (Bandara 1988). 
We calculate the exchange shift from the work of Bandara et al. (1988) 
who obtain two approximate expressions for the exchange shift at the zone 
centre, k=0, and at the Fermi energy, k= kf by assuming strong localization 
of the ground state within the well. Bandara's work was on n-type structures, 
but the results are equally applicable for our p-type situation. The expressions 
are 
r-IJ 
2 kf f) (5.11) Eexch(0) 1-0.25(L 
47r c ki 
2 
Eexch (kf --0.25(kf (5.12) 47r f 7r ki 
where kf = výr2-7ru where a is the 2-D carrier density, and ki = '. We take an 
average of these two extremes and include this as a rigid shift applied to the 
top two states, i. e. HHI, as these are the only significantly occupied states 
at low temperatures. This is obviously a simplification of the real situation, 
as the exchange shift is in fact a sensitive function of k. However, a more 
subtle interpretation would be very complicated particularly as there is no 
temperature dependence in Bandara's expression, whereas the Fermi vector 
must be a function of temperature. As only the upper two levels are affected 
by this correction the result is to shift the absorption peaks to higher energies. 
The values of the exchange shifts for the structures considered in this thesis 
assuming the barriers to be doped to the concentrations used by Fromherz 
(1995) are given in table 5.1. 
5.4 Doping 
In order to produce extra charge carriers to make the quantum well a useful 
device, modulation doping is used. There are two alternative approaches to 
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Ge conc 
in well 
Doping 
concentration 
27 A 
(20 Mls) 
Well width 
38A 49A 
(28 Mls) (36 Mls) 
60A 
(44 Mls) 
15% 2.2 x 1018CM-3 25 24 23 22 
30% 2.2 x 10"cm-' 24 23 22 21 
F 50% 1 1017CM-3 7.0 x 
1 13 
- 
13 
T -13 
12 
Table 5.1: Exchange shifts calculated for the structures considered in this thesis 
assuming the barriers to be doped. All values are in me V. 
this, either the barriers or the wells can be doped. Here we discuss both cases 
and calculate and compare Fermi levels in each situation. 
5.4.1 Barrier Doping 
With this technique impurities, usually boron in the case of SiGe systems, 
are introduced into the barrier. These impurities provide empty states in the 
barriers as they have a valency of one less than the host material (boron has a 
valency of three compared to Si and Ge which have a valency of four) as shown 
in figure 5.4. This situation is unstable because the Fermi energy is not equal 
on both sides of the hetrojunction barrier, i. e. in the barrier layer the Fermi 
level is at the acceptor level, and on the well side it is negative as there are no 
free carriers in the well. To restore equilibrium the carriers cross the barrier 
either by tunneling or by thermionic effects. Once in the well, they quickly 
loose energy by emitting several phonons to relax to the bottom of the well 
in a time scale of 10"s. This process continues until all states with energies 
less that (Vb - R), where Vb is the barrier height and R is the binding energy 
of the impurity, are filled. This movement of electrons to empty states in the 
barrier creates holes in the well. These holes move to the top of the well (or, 
121 
P(E) NO 
Filled Acceptor 
Empty States States 
eG E) J4, 
Barrier Well z Barrier Well z 
Figure 5.4: Microscopic picture of barrier doping showing irreversible charge 
transfer from the acceptors to the well. 
electrons drop down to fill the lower energy states resulting in holes at the top 
of the well). 
The reverse processes, i. e. the capture of electrons by impurities, requires 
electrons to absorb many phonons to increase its energy. This increase in 
energy is impossible at T=0 and difficult at room temperature as Vb -R is 
of the order of hundreds of meV's whereas kTe-,, d 25meV. Thus by doping only 
the barrier a spontaneous and irreversible charge transfer to the well acting 
material is induced. Carriers and parent acceptors are separated which leads 
to band banding due to dipoles formed by the positive donors negative carriers. 
Due to the presence of free carriers, electrical conduction can take place 
at T-0 in the layer plane, in contrast to the z-direction where current flow 
is very difficult due to the size quantization of the electron z-motion. There 
is a great improvement in mobility of carriers in the well due to the spatial 
separation of carriers and acceptors. This separation is further enhanced by 
only doping the central part of the barrier, i. e. using spacer layers, thus further 
increasing the separation of the quasi bi-dimensional gas and the free carriers. 
There are disadvantages to doping the barriers, however. The separation 
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of the positive and negative charges leads to high electric fields across the 
interface. Also band bending occurs as a result of the non-neutral system. 
5.4.2 Well doping 
If the quantum wells are doped directly, then the advantage of separating the 
carriers and the impurities is lost. However, there is no problem with band 
bending or the high electric fields. This is the method prefered for practical 
devices. 
Barrier Doping 
Well Doping 
T=OK 
All T Free carriers 
Ionized 
Acceptors 
i 
Fermi Energy 
E) G E) E) 
+ 
Spacer Layers 
Fermi 
Neutral 'Energy 
Acceptors 
No free carriers 
Finite T Ionized 
Acceptors 
e(DE)e'- 
tf Fermi 
Free carriers ner 
Figure 5.5: Schematic representation of the potential profile for doped barriers 
and doped wells at OK and finite temperature. 
The potential profile for a doped well is shown in figure 5.5. The acceptors 
provide an energy level in the forbidden gap at approximately 30meV (for 
boron in 15% Ge alloy). At OK this level will be filled with its own electrons and 
no free charge carriers will be available. As the temperature rises, the acceptors 
be ionized, i. e loose their holes, or be filled by electrons. These holes will 'fall' 
into the well to become the free carriers. The acceptor level is considered to 
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be 30meV above the quantum well band edge, rather than the bulk band edge, 
by analogy with the bulk case, the ionization energy is considered to be the 
amount of energy taken to release the hole into the semiconductor band, which 
in this case is the top of the valence band. This means that the exchange shift 
is now a function of temperature, as the exchange is calculated based on the 
number of free carriers in the well. For low temperatures the acceptors will 
not be fully ionized and thus the number of free carriers will be lower than for 
the barrier doping situation where it is assumed that all carriers are ionized 
at all temperatures. 
The nature of the doping used in experimental cases depends on the appli- 
cation, whether improved carrier mobility is more important that minimizing 
electric fields across the interface. In table 5.4 we show a comparison between 
the Fermi levels calculated for doped barriers and wells. The most obvious 
differences are that in the case of doped wells there are no free carriers at 
T= OK and that the exchange shift depends on temperature. In this thesis, 
unless otherwise stated, we assume the barriers to be doped as this provides 
carriers at T- OK, which is the most convenient temperature at which to 
deduce the microscopic contributions to the absorption spectra. However, we 
continue to ignore the direct interaction which is a less good approximation 
for barrier than well doping, and band bending effects are not considered. 
5.5 Fermi Levels 
The effective mass approximation is adequate for determining the sampling 
zone but can lead to uncertainties in the absolute number of carriers which 
may not remain constant for all temperatures. Thus a theoretical variation 
in doping concentration with temperature will result which is not physically 
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correct. The number of carriers is constant depending only on the level of 
doping used. To avoid this problem we recalculate EFafter the sampling has 
been done. We use the relation 
J+00 f (E)D(E)dE -- 
NA 
-00 
(5-13) 
where D(E) is the density of states and NA is the doping concentration. For 
the case of doped barriers even at low temperatures all our dopants will be 
ionized. To calculated the Fermi energy for doped barriers the expression 
(no. of acceptors - no. of carriers)' ==>. (NA - 
1: 
1+pI -E)IkT) 
2 
states 
(EF 
(5-14) 
is minimized with respect to EF. The Fermi levels calculated by this method 
are given in table 5.3. We can see that EF increases with temperature and 
quickly moves above the top of the valence band. This is to be expected 
because of a sufficiently high temperature thermally excited carriers will be 
created and therefore the Fermi level must lie above the bottom of the con- 
duction band. 
For doped wells the situation is slightly more complicated. The total num- 
ber of carriers present in the system must remain constant, but the number 
of free carriers, i. e. those holes which have been ionized from their parent 
acceptors will vary with temperature. Thus equation 5.14 becomes 
(no. of acceptors - no. of carriers)' ==ý- (NAf (E) - 1: 1+pI)2 states 
(EF-E)IkT 
(5-15) 
where f (E) is the Fermi function associated with the acceptor levels. The 
exchange shift is then calculated for the number of ionized carriers, and thus 
is dependent on temperature. 
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Barrier Doping Well Doping 
Temperature Fermi Exchange Fermi Exchange 
Level Shift Level Shift 
OK -8.6 13.1 0 0 
77K 13.6 13.1 12.5 6.1 
150K 28.8 13.1 22.7 10.3 
225K 48.6 13.1 40.5 11.6 
298K 69.7 13.1 60.8 12.1 
Table 5.2: Fermi levels and exchange shifts calculated for a 50% Ge, 20 mono- 
layers well for barrier and well doping for a 2-D doping concentration of 4.2 
10"m-'. The zero of energy is taken to be the top of the HH] miniband at 
r. All values are in meV. 
Barrier 
Doping 
Well 
Doping 
Temperature Fermi Exchange Fermi Exchange 
Level Shift Level Shift 
OK -13.1 21.3 0 0 
77K -11.0 21.3 11.8 2.5 
150K -1.3 21.3 22.7 10.3 
225K 12.3 21.3 40.5 11.6 
298K 28.1 21.3 60.8 12.1 
Table 5.3: Fermi levels and exchange shifts calculated for a 20% Ge, 24 mono- 
layers well for barrier and well doping for a 2-D doping concentration of 1.32 
1016M-2 
. 
The zero of energy is taken to be the top of the HHI miniband at 
IF. All values are in meV. 
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Chapter 6 
Comparison of Calculated and 
Experimental Absorption 
Response 
Our pseudo- potential method for calculating band structures is well estab- 
lished and has been applied with success to a wide range of systems (see, for 
example Shaw 1993, Gell 1986, Turton 1993 and references therein). However, 
there are a number of uncertainties which could cast doubt on the validity of 
our predictions. The pseudopotentials have been adjusted to reproduce the 
bulk characteristics of Si and Ge, but there is no experimental data available 
to allow us to check that the effective masses, miniband non- parab oli city and 
energies are correctly represented in our modelling. For these p-type structures 
the energy subspace of interest is only a few hundred meV. If the band struc- 
ture and band edges are not accurate, any attempt to engineer band structures 
to particular requirements is pointless. With this in mind we compare our pre- 
dictions for the absorption spectra with the experimental results of Fromherz 
(1994a, b, c and 1995) and Boucaud (1995a, b). 
127 
6.1 Parallel Incidence 
6.1.1 The Role of the Damping Constant 
Another area of uncertainty is a suitable value to use for the damping constant, 
]Pa, b which appears in the denominator of the susceptibility expressions. The 
damping constant should in theory by a function of temperature, the position 
in the zone at which the transition occurs and the minibands between which the 
transition occurs. To include all these features is impossible so we approximate 
it to a constant characteristic of the system in question. 
Fromherz (1995) recently reported a series of experimental results of ab- 
sorption spectra for a range of p-type structures involving alloys with Ge con- 
centration in the wells of up to 50%. In order to understand the position and 
width of their optical peaks we recall that the theoretical lineshape consists of 
two parts. Firstly, the linewidth in the ideal system reflects the band struc- 
ture. Secondly, there is the contribution due to inhomogeneous broadening 
due to well width fluctuation and other deviations from ideal systems. As for 
the band structure contribution, our calculations include contributions from 
all active areas of the Brillouin zone, thus some broadening will result because 
of the shape of the miniband dispersion, e. g. the variation in the separation of 
the uppermost heavy hole miniband, HH1, and HH2, the first excited heavy 
hole level, across the zone will give rise to transitions between the two at 
slightly different energies depending on the area of the zone in which the exci- 
tation occurs. Where the bands are flat, there is a high density of states and 
thus a large contribution to the absorption is likely from these regions. Where 
the bands are more curved the density of states will be lower and thus lower 
contributions to the absorption will result. Contributions to the line width of 
this type will be present in even perfect structures and is fully contained in 
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our pseudopotential band structure calculations. 
There is another contribution to the lineshape which is a feature of the 
imperfect growth of these structures, inevitable in strained layers and partic- 
ularly with high germanium concentrations. 
6.1.2 Determination of a Suitable Damping Constant 
'3000 
E 
0 2500 
2000 
(D 1500 
0 
0 
r- 1000 
0 
4--4 0- 
L- 500 
0 
(n 
-0 <0 
0.16 0.18 0.2 0.22 0.24 0.26 0.28 0.3 
Energy (eV) 
Damping 
Constant 
5meV 
...... 1 Omev 
--- 15meV 
20meV 
Figure 6.1: The change in the absorption spectra as the damping constant is 
increase from 5meV to 20meV for a 50Yo, 20 monolayer structure. 
To make contact with experiment we choose the structure containing 27 A 
wideSZO. 5GCO. 5 alloy well for which optical lineshapes are available. In figure 
6.1 we can see the change in the absorption spectra produced by varying 
the damping constant over a range of 5-20meV. The basic trend is for the 
magnitude of the peak to decrease and the width to increase as the damping 
constant increases. The peak position, however, is unchanged by changing 
the damping constant. The trend of the FWHM linewidth with increasing 
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Figure 6.2: The relationship between FWHM linewidth and damping constant 
for a 50Yo, 20 monolayer structure. 
damping constant is shown in figure 6.2. We can see that there is a linear 
relationship between the FWHM and the damping constant. From this graph 
we can see that a damping constant of 18meV best reproduces the experimental 
full width half maximum (FWHM) line width of 37meV. We then compare our 
calculated absorption spectra with a schematic representation of the results 
of Fromherz (1995) for the same structural parameters, As the magnitude 
of the absorption is extremely sensitive to the value used for the damping 
constant, for ease of comparison we normalize the magnitude of all the peaks 
to unity. These absorption curves were calculated at 12K, the temperature 
at which Fromherz (1995) conducted his experiments, with a barrier doping 
concentration of 7.0 x 1017CM-' across 60 A of the barriers. This corresponds 
to a 2-D doping concentration of 4.2 x 1011 CM-2 . The experimental linewidth 
is broad, particularly when compared with that of GaAs structures which 
typically have linewidths of the order of 3-8meV. This wide peak is clearly a 
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Figure 6.3: The comparison of calculated curves and experimental results for 
a 50%, 20 monolayer structure. The magnitudes of all the peaks have been 
normalized to the same value to ease comparison. 
result of the problems associated with the growth of these strained structures. 
40 00 
6.1.3 Comparison with Experimental Results of Fromherz 
et al. 
Further comparisons were made for a 30% Ge alloy well 44 monolayers wide 
well and a 21% Ge alloy well 36 monolayers wide well. A doping concentration 
of 2.2 x 10" cm-' was used for these structures. 
The comparisons using a range of damping constants for the 30% case is 
shown in figure 6.4. In this case the a damping constant 15meV best reproduces 
the FWHM line width of 37meV. Figure 6.5 shows the comparison of these 
two curves more clearly. In figure 6.6 we show the final comparison for the 
21% case. For this structure a damping constant of 14meV is needed to mimic 
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Figure 6.4: Comparison of calculated curves with a range of damping constants 
for a 30%, 44 monolayer well, with the experimental results of Fromherz et a]. 
The magnitudes of the peaks have been normalized for ease of comparison 
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Figure 6.5: Comparison of the experimental and calculated results for 30Yo, 
44 monolayer well, using the best lit for the damping constant of F=15meV. 
The magnitudes of the peak have been normalized for ease of comparison. 
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the experimental line width. 
The agreement between calculated and experimentally observed peak po- 
sitions is good in all cases, a difference of 2meV for the 30% case, 10meV for 
50% and 9meV for the 21% structure. These results are very encouraging. 
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Figure 6.6: Comparison of calculated and experimental results for a 21%, 36 
monolayer well, showing that a damping constant of 15meV best reproduces 
the experimental line width 
We note that although the experimental FWHM line widths are very sim- 
ilar we needed different IF's to fit them. This can be attributed to a greater 
degree of band structure width in the 30% case, i. e. more variation in the 
separation of the HH1 nd HH2 minibands than in the 50% case, thus the peak 
is broader for any given IF. Details of band structure effects will be discussed 
in the following chapter. 
The discrepancy between calculated and experimental results is largest for 
the 50% structure. This is to be expected as the the high germanium con- 
centration makes this structure most susceptible to growth problems such as 
grading of the germanium concentration across the width of the well, varia- 
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tion from well to well, interface diffusion etc. Also the doping concentration is 
unlikely to be known with absolute precision. Our crude method of including 
the exchange shift means that the predicted peak position is very sensitive to 
the doping level. An uncertainty of a factor of 2 in the doping concentration 
would change our exchange shifts for the 50% structure by 5meV. For the 21% 
structure where a higher doping concentration was used a similar uncertainty 
in the doping concentration i. e. the difference between a doping concentration 
of 2.2 x 1018M-2 over 60 A of the barriers and 1.1 X 1018M-2 over 60 A of the 
barriers would lead to a change in the exchange shift of of 6meV which would 
account for the majority of the discrepancy between the two peaks. 
Also it must be remembered that our calculations are performed for perfect 
structures with no account taken of imperfections at the interface or non-ideal 
growth characteristics of any sort. We have not included many body effects 
such as depolarization or the direct interaction which may be expected to be 
significant in heavily doped structures. 
6.1.4 Comparison with Experimental Results of Bou- 
caud et al. 
In figure 6.7 (a) we reproduce experimental results from Boucaud (1995). The 
experimental results are based on a 20% germanium concentration, with a 30A 
well. In these experiments the wells were doped, with a doping concentration 
of 4.2 x 1018CM-3. We calculate that this results in a Fermi energy of 18meV 
above the HH1 miniband for 77K and an exchange shift of 5meV. The 30A 
well used by Boucaud (1995) is difficult for us to model as it corresponds to 
22 monolayers which is not an integral number of lattice constants. There- 
fore we performed calculation with a 24 monolayer well. In figure 6.7 we see 
the change in the absorption spectra with damping constant for a 20%. 24 
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Figure 6.7: The experimental results of Boucaud et a]. for a 20%, 30 
structure (a) compared with our calculated results for a 20%, 24 monolayer 
structure with a range of damping constants (b). 
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0.1 0.15 0.2 
monolayer structure. Again the magnitude of all the curves has been normal- 
ized to ease comparison. From this we see that the damping constant which 
best reproduces the experimental value of 35meV is 10meV. The experimental 
linewidth for these results is approximately the same as that of Fromherz et al., 
however, a smaller damping constant is required to reproduce this linewidth 
in the calculated curve. This is a feature of the band structure. The miniband 
dispersion for this and other closely related structures is presented in the next 
chapter where the structures are discussed in depth. 
Our calculated absorption coefficients for these well doped structures are 
extremely low. This is because only a small percentage of the acceptors are 
ionized in our model for the Fermi levels. At 77K only 4% of the acceptors are 
ionized leading to a very small free carrier concentration and consequently a 
very low absorption coefficient. Our assumption that the acceptors all lie at a 
certain energy above the superlattice valence band edge, with no inclusion of 
a distribution for the acceptor energy levels may be to blame for this problem. 
We can again see that our agreement with experimental results is good. We 
can see that our predicted peak position is is at a slightly higher energy than 
the experimental results. Also there is more of a tail in the experimental 
results at higher energy. 
6.2 Normal Incidence 
Boucaud et al. (1995) also observed normal incidence response in this system 
and the experimental curves are reproduced in figure 6.8. The normal incidence 
response of this and other structures is discussed in more detail in chapter 8. In 
this section we merely compare with the experimental results with the aim of 
finding a suitable value for the damping constant to use in the other sections. 
136 
(a) Experimental (Boucaud et al. ) 
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Figure 6-8: The experimental normal incidence response for a 20,30 
well from Boucaud et a]. (a), compared with calculated results for 20Yo, 24 
monolayers (b). 
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We can see from this comparison that we predict not only the peak of the 
absorption to within a few meV, but also the line shape is in good agreement 
with the higher energy broad multiple peak in evidence in both calculated 
and experimental curves. Increasing the damping constant for this normal 
incidence response smoothes over the peaks at higher energy. The presence 
of these multiple peaks in the experimental data is an indication of the high 
quality of the samples. The 5meV damping constant curve best reproduces 
the actual profile of the absorption response, with the high energy peaks of a 
lower magnitude than the peak at 120meV, whereas the 10meV case best 
reproduces the experimental line width. 
In conclusion, we have shown good agreement between our calculated ab- 
sorption response and experimental curves for range of germanium concen- 
trations in the well, well widths and for both polarizations of light. In the 
next chapter we consider the absorption spectra in more detail and discuss the 
microscopic origin of the peaks. 
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Chapter 7 
Results of Parallel Incidence 
Absorption Calculations 
In this chapter we present the results of first order susceptibility calculations 
for a range of well widths and germanium concentrations in the alloy well. 
We first consider the parallel incidence response of structures consisting of 
SiO. 5GeO. 5 wells. These are not the best candidates for IR detection as the 
difficulties in growth increase with high germanium concentration and the 
excited holes are still confined quite low in the wells which would require high 
electric fields before they could tunnel out of the wells. However, they are 
the easiest to analyze theoretically as the important minibands do not cross 
in the region of interest, therefore attributing the microscopic origin to the 
produced absorption spectra is straightforward. We then move on to consider 
structures with lower germanium concentrations and can apply the general 
principles deduced for the higher Ge concentrations to these more complicated 
situations. 
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7.1 SiO. 5Geo. 5/Si Structures 
We begin by considering a structure consisting of a strained 20 monolayer wide 
well containing SiO. 5Geo. 5 alloy sandwiched between unstrained 80 monolayer 
Si barriers, hereafter referred to as 50%, 20 monolayers. The potential profile 
for this structure is shown schematically in figure 7.1. 
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Figure 7.1: Schematic representation of a 507o, 20 monolayer structure. The 
position of the top seven bands at the zone centre are indicated. The zero of 
energy is taken to be the top of the well. 
The valence band offset for this structure is 420 meV obtained from the 
linear interpolation of the results of Van de Walle (1986). The energies are 
labelled from the top of the bulk band edges which are considered to form the 
well. We can see the position of these band edges in figure (7.2). The well 
as 'seen' by the heavy and light hole bands is 420meV deep. However, the 
SOI miniband 'sees' an offset of only 100meV although the SO well is shifted 
in energy by 363 meV below the HHI band edge. We calculated the charge 
densities at the zone centre by simply squaring the eigenfunctions. The charge 
densities for this structure are presented in figure 7.3. 
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Figure 7.2: Line up of the bulk band edges for the 50'7o, 20 monolayer structure. 
We see for LH and HH states less that 420meV from the top of the well 
the states are strongly confined within the well. For energies greater than this, 
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Figure 7.3: The charge densities for the top eight states of the 50%, 20 mono- 
layer structure. The zero of energy is the top of the well. 
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40 mls 20 mls 40 mls 
e. g. HH3 and LH3 the states become confined in the barrier. These states are 
known as anti-well states (Bastard, 1988) and are the result of the quantum 
mechanical effect of the well influencing the behaviour of states even above 
the well height. We see that the S02 miniband which has an energy greater 
than 420meV is still partly confined in the well, as the bottom of the SO well 
does not occur until 464meV. 
Q) 
LLJ 
Figure 7.4: The mimband structure for the 50,20 monolayer structure along 
the symmetry axes PT A. The zero of energy is the top of the HHI miniband 
at the zone centre. 
The miniband structure along the P-r-X symmetry lines is presented in 
figure (7.4). The band structures presented throughout this thesis are all 
calculated at OK. They are not recalculated for higher temperature even when 
absorption calculations are performed at higher temperatures, as this would be 
prohibitively time consuming. The main effect on increasing temperature is to 
reduce the fundamental band gap but the separation between the minibands 
remains relatively unchanged. This diagram includes a 13meV exchange shift 
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corresponding to a doping concentration of 7.0 X 1017 cm-' across 60 A of the 
barriers which is a 2-D doping concentration of 4.2xlO"m-'. This is the 
doping concentration used by Fromherz (1994) for a similar structure. We can 
see that the bands along the growth direction are almost flat indicating that 
there is no dispersion in the well. Along the F-X direction we can see distinct 
non-parabolic behaviour. 
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Figure 7.5: The parallel incidence absorption response for a 50yo, 20 monolayer 
structure calculated at OK, showing the microscopic origin of the peaks. 
The calculated parallel incidence absorption response for this structure 
is presented in figure (7.5). This structure is calculated using a damping 
constant of 18meV. The reason for this choice is explained in Chapter 6. The 
microscopic origin, i. e. the levels between which the contributing transitions 
occur is indicated. We can see that the peak is produced by transitions between 
HHI and HH2, as would be expected for light incident in the z-direction (see 
discussion in Chapter 3). We also note a very small peak between 300meV 
and 350meV. This region is expanded in the inset of the figure and we can 
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see that it is caused by transitions between SOI and HHI. This transition is 
forbidden for parallel incident light in the absence of band mixing. Therefore 
this transition must be occuring away from the zone centre where the mixing 
between the minibands is greater. 
7.1.1 Changing Temperature 
In figure 7.6 we can see the change in absorption spectra as the temperature 
is increased from OK to 298K for the case of doped barriers. We can see that 
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Figure 7.6: The change in the absorption spectra with temperature for a 50Yo, 
20 monolayer structure assuming the barriers to be doped with a 2-D doping 
concentration of 4.2x 
1015 CM-2. 
the peak at 1--ý 225meV due to HHI-HH2 transitions, which dominates at low 
temperatures is reduced in magnitude and moves to a slightly lower energy as 
the temperature increases. The peak at 325meV due to excitations between 
HHI-SOI increases very slightly in magnitude and a new peak appears at ? -,, 
250meV which was not present on the OK response which can be attributed 
to transition between HHI and LH2 minibands. All these features can be 
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explained by considering the behaviour of the carriers as the temperature 
increases. At OK 95% of the carriers occupy regions up to k=0.03( 
27r ) 
away a 
from the zone centre. As the temperature increases this volume is increased to 
k=0.08 
- The 
distribution of carriers with temperature was demonstrated a 
in the previous discussion on Fermi levels in Chapter 4. At these sites around 
the zone centre the band mixing is at minimum. As the temperature increases 
the carriers move away from the zone centre and start to occupy the more 
heavily mixed states. In figure (7.7) the coefficients for the contributions from 
different bulk states, the Ank'S from equation 3.10, are plotted showing the 
components of the bulk states which are present in the eigenfunctions. 
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Figure 7.7: Plot of the coefficients of the eigenfunctions of the top five states in 
the valence band for the 507o, 20 monolayers structure, showing contributions 
from states of different bulk momenta at selected points across the zone 
There are two distinct types of band mixing; mixing between states of 
different bulk wavevector, i. e. mixing due to zone folding in the quantum well; 
and bulk components of other states present in the quantum well miniband, 
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Figure 7.8: Plot of the coefficients of the eigenfunctions of the top five states 
in the valence band for the 50Yo, 20 monolayers structure along the symmetry 
line F-X, showing the increase in mixing between the minibands along the k., 
axis. For the HH2 and LH2 minibands an expanded section of the smaller 
contributions is shown. 
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e. g. bulk LH contributions to the HH1 miniband.. We can see from figure 
(7.7) that there is considerable mixing between different bulk momenta for 
all states in the quantum well and the higher the order of the states the more 
pronounced the mixing, i. e. HH2 contains bulk components with a wider range 
of bulk wavevector than HHL We can also see that the mixing between the 
minibands increases as we move out along the k, axis. At the zone centre there 
is no mixing between the minibands, but by k., = 0.06(ýý7-) the first heavy hole a 
state has acquired considerable LH character and vice versa for the LH state. 
This type of mixing is shown more fully in figure 7.8. This means that if 
carriers are occupying states around this region the minibands can no longer 
be considered purely heavy hole, light hole or spin split off bands, but are a 
mixture of all three. We also note that there is only a small degree of mixing 
from the conduction band present in these states. It is the mixing between 
the miniband states that relaxes the selection rules and means that previously 
forbidden transitions become allowed. 
This is clearly demonstrated in figure 7.9 where the square of the matrix 
elements along the symmetry line IF-X is plotted. We can see that at the zone 
centre the HHI-HH2 transition completely dominates. As we move away from 
F the LH2 and SOI transition strengths become larger as these are the more 
heavily mixed states. 
We now return to our discussion of the change in absorption spectra as the 
temperature increases shown in figure 7.6. The reduction in the magnitude of 
the main peak is due to a lower number of carriers present at the zone centre 
(we assume that carrier concentration remains constant at all temperatures for 
doped barrier systems) and more carriers occupying states where the strength 
of the excitation between HHI and HH2 is reduced, therefore less contribution 
to this peak arises. The magnitude of the smaller peak due to LH2-HHI 
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Figure 7.9: The variation of the strength of the matrix elements for parallel 
incident light for the 50Yo, 20 monolayer structure along the symmetry line 
F-X 
transitions increases as the temperature rises and the carriers occupy more 
mixed states, and also moves to a slightly lower energy because, as can be 
seen from the band structure diagram 7.4 the separation between the LH2 
and HHI minibands decreases away from the zone centre. 
For doped wells the change of the absorption spectra with temperature is 
shown in figure 7.10. We can see the same trends as mentioned for the barrier 
doped case, but the magnitude of the absorption increases with temperature 
as the number of free carriers increases as the temperature rises. 
The carriers moving to large k1l where the HHI state has acquired some 
LH character means that the HHI-LH2 transition is no longer forbidden. This 
transition will always be weaker than the HHI-HH2 as its magnitude is pro- 
portional to the amount of bulk HH components in the LH2 miniband. 
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Figure 7.10: The change in the absorption spectra with temperature for a 50%, 
20 monolayer structure assuming the wells to be doped with a 2-D doping 
concentration of 4.2xlO"cm-' 
7.1.2 Changing Doping Concentration 
We now consider the effect of changes in doping concentration on the absorp- 
tion spectra. The level of doping affects both the Fermi level and the exchange 
shifts. In table (7.1) we show the Fermi levels at and exchange shifts for a 
range of doping concentrations and in figure 7.11 we show the affect these 
changes have on the absorption spectra at OK. 
We can see that as the doping concentration is decreased the Fermi level 
moves towards the top of the HHI miniband, as would be expected as less 
carriers are present. This reduction in the number of carriers also leads to a 
reduction in the exchange shift. We can see these results in the absorption 
spectra with the magnitude of the absorption drastically reducing with lower 
doping concentrations, and shifting to lower energies reflecting the reduction 
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2-D Doping 
Concentration 
Exchange 
Shift 
Fermi 
Level 
M-2 (meV) (meV below HHI at F) 
6x 1011 15.4 -5.8 
3x 10" 11.1 -3.0 
6x 1015 5.1 -0.78 
3x 1015 3.6 - 0.44 
Table 7.1: The change in Fermi levels and exchange shifts for varying doping 
concentrations in the barrier for the 50%, 20 monolayer structure. 
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Figure 7.11: The effect on the absorption spectra of the 507o, 20 monolayer 
structure of increasing the barrier doping concentration. 
in exchange shift. We can see that decreasing the doping concentration by a 
factor of two decreases the magnitude of the absorption by a similar amount. 
Thus high doping results in large absorption coefficients. However, as discussed 
in Chapter 1, high doping concentrations also lead to high dark currents, hence 
0.15 0.2 0.25 0.3 0.35 
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the doping must be kept as low as possible for good device performance. 
7.1.3 Changing Well Width 
We now wish to explore the effect on the band structure and absorption spectra 
of changing the width of the well. In figure 7.12 we can see the change in the 
zone centre separations as the well width is increased from 12 monolayers to 
44 monolayers. The dashed line indicates the position of the HH1 miniband 
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Figure 7.12: The change in the zone centre separations of the minibands with 
well width for structures with 50% Ge wells. The dashed line shows the posi- 
tion of the HH] miniband when an exchange shift of 13meV is included. 
when an exchange shift of 13meV is included. We can see the general trend 
that would be expected from simple particle in a box predictions, that the sep- 
aration between minibands decreases as well width increases. It is interesting 
to note that the energy of the SOI miniband is only slightly changed over the 
range of well widths. This is because as shown in figure 7.2 the SOI miniband 
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Figure 7.13: The change in the absorption spectra with well width for struc- 
tures consisting of 50Yo germanium wells. 
experiences a much smaller offset than the HH and LH bands. Hence this level 
is not as strongly confined as the other bands, therefore it is less affected by 
the change in well width. 
This is also a very useful diagram as it shows the change between absorption 
from bound -bound and bound to continuum transitions. We can see that for 
a 12 monolayer well the HH2 miniband lies just outside the well, thus will still 
have a large overlap with the HHI miniband but photo-excited holes will be 
easier to collect as they do not have to tunnel out of the wells. When the well 
width is increased to 20 monolayers the HH2 state has moved down into the 
well and a higher electric field would be required to collect the holes, resulting 
in a corresponding and undesirable increase in dark current. 
In figure 7.13 we see the change in the absorption spectra as the well width 
is altered. Notice how the width of the peak increases and the magnitude 
decreases for the 12 monolayer case when the HH2 miniband is outside the 
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well. 
7.2 SiO. 7oGeo-30/Si Structures 
We now analyze a structure with a lower germanium concentration. In this 
instance we will concentrate on a wider well, namely a 30%, 44 monolayer 
structure. The miniband dispersion for this structure is presented in figure 
7.14. 
a) 
LLI - 
Figure 7.14: Miniband structure for a 30Yo, 44 monolayer well along the sym- 
metry axis P-]P-X. 
We can see that the levels are much closer together for this structure com- 
pared with the band structure presented in figure 7.4. This is due to the 
increased well width. The parallel incidence absorption spectra for this struc- 
ture, calculated at OK is presented in figure 7.15. This structure was calculated 
using a damping constant of 15meV following the discussion in Chapter 6. 
We can see from this diagram that the majority of the response is due to 
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Figure 7.15: The OK absorption response for a 30Yo, 44 monolayer structure 
showing the microscopic origin of the peaks. 
transitions between HHI and HH2 minibands as would be expected from our 
previous discussion of selection rules for parallel incident light. However, there 
is also a significant contribution from transitions between LHI and HHI. This 
at first appears surprising, particularly as this is a low temperature calcula- 
tion where carriers are confined to the region k -, -, 0-03(ýý'-). But if we look at \a 
the eigenfunction coefficients, 
Ank'S 
i plotted in figure 7.16 we can see that at 
k- 0.025(ý-") the LHI miniband has already acquired a significant admixture a 
from the HH bulk state. The closer the states are in energy the more strongly 
they will mix (Man 1994). Hence this transition will become allowed with a 
transition strength proportional to the degree of admixture of the heavy hole 
bulk states into the light hole band. We also notice that this transition occurs 
at a lower energy than the HHI-HH2, even though these states are very close 
in energy around F, again suggesting that it is occuring away from the zone 
centre where the mixing is stronger. 
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Figure 7.16: The eigenfunction coefficients, Ank 'S for the 30%, 44 monolayer 
structure showing significant contributions from different bulk states for all 
values of k away from F. The bulk conduction state is labelled CI, and HH 
bulk state V], the LH bulk state V2 and SO, V3. 
The change in the position of the zone centre energy levels as the well 
width is decreased is shown in figure 7.17. We can see that the inclusion of 
the exchange shift moves the HH1 miniband above the top of the bulk band 
edge which we consider to be the top of the well. This is not a problem as the 
bulk band edges were calculated without reference to doping or the resultant 
many body effects, and can therefore only be considered a rough guide to the 
actual potential profile. From figure 7.17 we can see that structures with well 
widths of 12 monolayers and 20 monolayers are potentially useful for device 
applications as the HH2 miniband lies outside or just inside the well. 
The change of the absorption response with well width is shown in fig- 
ure t. 18. All peaks are predominately due to transitions between HH2 and 
HHI minibands. The peaks follow the expected trend again moving to lower 
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Figure 7.18: The change in absorption spectra with well width for 3076 struc- 
tures. All curves were calculated at OK. 
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energies as the well width is increased and the separation between the mini- 
bands decreases. An interesting point about this diagram is the position of the 
12 monolayer contribution. This is at a slightly lower energy than the trend 
would suggest. The increase in width is a result of the excited state moving 
into the barrier. The decrease in energy can be explained by considering the 
band structure in more detail. 
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Figure 7.19: The miniband structure along the P-F-X directions for a 3076,12 
monolayer well. 
We can see from the band structure for this 30%, 12 monolayer system 
presented in figure 7.19 that there are several states very close in energy lying 
just outside the well. From the plot of the coefficients of the bulk states 
present in the quantum well eigenfunctions shown in figure 7.20 we can see that 
all these states have significant contribution from the bulk heavy hole state. 
The small energy separation between these bands means that the mixing is 
enhanced. Thus all these states contribute to the parallel incidence response 
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Figure 7.20: Plot of the square of the coefficients of the eigenfunctions along 
the IF-X axis fo-r the 30%, 12 monolayer well. 
for this structure hence the very broad peak. 
This also demonstrates an important point that major contributions to 
the absorption occur in areas of the zone away from the zone centre, thus the 
separation of the relevant minibands at the zone centre is not always a good 
indication of the resultant absorption peak response. This point is illustrated 
by figure 7.21 which shows the difference between the zone centre separation 
of the levels and the energy of the peak absorption response. We can see that 
for a complicated case like the 12 monolayer situation the peak response could 
not be predicted from a calculation performed at the zone centre alone. For all 
the other well widths the peak response occurs at a slightly lower energy that 
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the F separation, showing that contributions from slightly away from the zone 
centre dominate the peak response. For higher temperatures this difference 
will be increased. 
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Figure 7.21: The trend of the peak absorption response as the well width is 
increased for 30% structures. Also shown is the F separation of the HHI and 
HH2 minibands. 
7.3 SiO. 85Geo. 15/Si Structures 
We now move on to consider structures with lower germanium concentrations. 
These are more useful for device applications as the relevant levels are nearer 
the top of the well, the band offset is such that the absorption occurs around 
the desired 10ym, i. e. r-, 120meV. However, the difficulty in analyzing these 
structures is clear if we look at the miniband structure for a 20 monolayer 
wide SiO. 85Geo. 15/Sl system 
(15%, 20 monolayers). This diagram includes an 
exchange shift of 25meV corresponding to a 3-D doping concentration of 2.2 
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LLI 
Figure 7.22: Miniband structure for the 15Yo, 20 monolayer structure along 
the symmetry lines P-]F-X. 
X 1019CM-3 across 60 A of the barrier. Again this value is obtained from the 
work of Fromherz for a similar structure. We can see that the SOI and HH2 
minibands are very close in energy with the S01 miniband uppermost at the 
zone centre but the HH2 miniband moves above it both along the growth 
direction and along the k, axis. This crossing makes assignment of the micro- 
scopic origin of the peaks more difficult as the bands are labelled on the basis 
of their nature at F, and the microscopic origin is determined by the order of 
the states at the zone centre. Therefore, if crossing of the states occurs, con- 
tributions from the minibands after they have crossed will be mislabelled. We 
can unravel the band crossing and label the bands away from the zone centre 
by considering the Ank's and the charge densities. However, this does not help 
with the problem of attributing the microscopic origin for the absorption. In 
order to do this we consider similar structures with slightly less complex band 
structures and examine the contributions to the absorption spectra. From this 
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Figure 7.23: Comparison of the miniband dispersion for three similar struc- 
tures, namely IV, 20 Mls, 20'7o, 20MIs and 20%, 24 Mls along the P-IFA 
directions. 
we can deduce the behaviour of the 15%, 20 monolayer system. This also gives 
us an opportunity to analyze the effect of small changes in structural parame- 
ters on the absorption response. For this purpose we compare three structures, 
15%, 20 monolayers, 20%, 20 monolayers and 20%, 24 monolayers. The band 
structures along the P-F-X directions are plotted in figure 7.23. From figure 
7.23 we can see that increasing the germanium concentration by 5% increases 
the separation of the HH1 and HH2/SO1 minibands by ? -10 30meV. Hence we 
would expect the absorption peak to move by a corresponding amount. In- 
creasing the well width of the 20% structure by 4 monolayers, or one lattice 
constant, which is the smallest, convenient increment possible (increasing the 
well width by less than this amount alters the symmetry of the system and 
makes direct comparisons more difficult), lifts the HH2 miniband by e-, _, 10meV. 
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All curves calculated at OK using a damping constant of 15meV. 
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The position of the SO I miniband is less affected by the change in well width as 
discussed in previous sections this is because the SOI miniband sees a smaller 
offset, therefore is less confined within the well. Thus as these minibands no 
longer cross the attributing of peaks to transitions should be simple. The ab- 
sorption response at OK for the 20%, 24 monolayer structure is shown in figure 
7.24 with the microscopic origin indicated. A damping constant of 15meV 
was again used for this calculation. We can see that as expected the main 
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Figure 7.26: The change in F separation with well width for structures with 
15% alloy wells. The dashed line indicates the position of the HHI miniband 
with an exchange shift of 25meV included. 
contribution to this peak is the HH2-HHI transitions. Smaller contributions 
from SOI-HHI and lower minibands can also be seen. lf we now plot the 
absorption spectra for all three curves at OK we can see the effect of the small 
changes. The response for the 15% structure is considerably wider despite all 
curves having the same damping constant of 15meV. This is again because of 
the greater degree of non- paraboll city of the minibands in this structure. 
This plot is against wavelength and shows that all of these structures ab- 
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sorb at around 10yrn, with the HH2 miniband just outside the well. All three 
of these structures are therefore good candidates for parallel incidence IR ab- 
sorption in the 8-15jim range utilizing bound-continuum transitions. The 
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Figure 7.27: The change in absorption -response with well width 
for 15yo struc- 
tures. All peaks result predominately from transitions between HHI and HH2 
minibands. All curves were calculated at OK using a damping constant of 
15meV. 
change in the zone centre separation of the energy levels with well width for 
the 15% structures is shown in figure 7.26 and the comparison of the absorp- 
tion curves for different well widths in figure 7.27. We can see that all parallel 
incidence absorption between HHI and HH2 minibands is due to bound-bound 
transitions for well widths above 28 monolayers. For well widths below this 
the absorption becomes a bound-continuum processes. This change is reflected 
in the increased width of the peak for the 20 monolayer case shown in figure 
7.27. 
Finally, we compare the parallel incidence absorption for 20 monolayer 
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wells with a range of germanium concentrations in the well. The absorption 
coefficient is proportional to w-1, the photon frequency, so to aid comparison 
we plot wx absorption in figure 7.28. All peaks are predominantly due to 
transitions between HHI and HH2 minibands. We can see that magnitude of 
the 15% cases is considerably lower than the other two again as a consequence 
of it being a bound-continuum transition thus the overlap of the wavefunctions 
is reduced compared to the bound-bound transitions of the higher germanium 
concentrations. 
In conclusion, we have shown for parallel incidence absorption dominant ab- 
sorption mechanism is transitions between HH2 and HHI minibands. Smaller 
contributions to the response may arise from transitions with other lower lying 
minibands, particularly at high temperature due to band mixing effects. 
Structures containing 15% or 20% Ge alloys with wells approximately 20 
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monolayers wide were shown to be good candidates for IR detectors, showing 
strong absorption response in the 8-15yrn range, with the excited state lying 
just outside or slightly confined within the well. 
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Chapter 8 
Normal Incidence Absorption 
We discussed in Chapter I why normal incidence (NI) absorption is a great 
asset in device design. 2-D arrays must be illuminated perpendicular to the 
plane of the wafer, and if absorption can be achieved without the use of grat- 
ings and waveguides etc. the system is cheaper and easier to make. Normal 
incidence absorption in p-type SiGe/Si structures was first demonstrated by 
Park (1991) and by several groups since (for example People 1992 and Zanier 
1995). We discuss the normal incidence absorption spectra of SiGe/Si quan- 
tum wells and show that they are good candidates for normal incidence 1R 
detection in both the 3-5pm and 8-15pm ranges. We begin by discussing band 
mixing in more detail and then proceed to demonstrate the microscopic ori- 
gin of the normal incidence absorption spectra of structures with a range of 
Ge concentrations in the well. The change in absorption response as the well 
width, doping concentration and temperature are altered is discussed. Again 
we start the discussion with the structures with higher germanium concentra- 
tions which are easier to analyze, before progressing onto the lower germanium 
concentrations. 
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8.1 Band Mixing 
The bulk band structure can be considered to be composed of sp' hybrid states 
(see Appendix 2) (Heine 1960). At the zone centre of a bulk unstrained crystal 
this is decoupled to a low lying s-state and 3 degenerate p-like states. Away 
from the zone centre the coupling between these bands means that they can 
no longer be considered purely s or p-like. The lifting of the degeneracy of 
these bands away from the zone centre is an indication of this. The state 
which hybridises most strongly with the lowest s-like state is called the light 
hole state because of the greater curvature of the band being interpreted as a 
lower effective mass. Thus the bulk light hole state always contains significant 
s-like character away from the zone centre. There is also effects such as the 
valence band anisotropy and non-parabolicity that can effect the character of 
the states and the optical transitions between them. All band mixing effects 
are included implicitly in our pseudopotential calculations which constructs 
the quantum well states from whatever bulk states are required to reproduce 
the required form of the quantum well eigenfunctions. This is taken care of 
in the diagonalization routines which select the appropriate Ank'S for the bulk 
states. 
We showed in Chapter 3 that normal incidence absorption is not permit- 
ted in the absence of band mixing. A discussion of band mixing within the 
framework of the tight-binding method is given by Chang (1985 and 1992) 
Schulman (1985), and Sanders (1985). There are two distinct types of band 
mixing. States of different bulk momenta are folded onto the same superlat- 
tice k-point in the zone folding picture. These states will mix in the final 
quantum well wavefunction. We saw in figure 7.7 that there is contributions 
to the minibands at the zone centre from states with different bulk momenta, 
i. e. kbulk 'ý 0. The number of these states present increases as the quantum 
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number of the miniband state increases. However, all states contributing to 
the final eigenfunction in our case are from around the bulk F point, as this 
is the only region of the bulk zone which has been sampled. This has been 
shown to be a good approximation. Thus momenta mixing of this type does 
not significantly alter the character of the miniband states and therefore does 
not play an important role in our analysis. In different situations, where tran- 
sitions across the fundamental gap in GaAs/AlAs structures are considered 
for instance, then states with X-like character from the X conduction band 
minima mix with states from the IF point, (see, for example Gell 1987), then 
this type of mixing is of importance when attempting to explain the optical 
properties of the system. 
The second type of mixing is loosely referred to as mixing between the 
quantum well minibands. This is inaccurate terminology. The source of this 
mixing is contributions from different bulk states which make up the quantum 
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well wavefunctions. Thus at the zone centre, the HH1 miniband is comprised 
almost entirely of states from the bulk heavy hole band. Away from the zone 
centre, the HH1 miniband requires states from the bulk light hole valence 
band to expand the wavefunction fully. This is illustrated for the 30%, 44 
monolayer structure in figure 8.1. We can see from figure 8.1 that the HH1 
miniband acquires significant light hole character away from the zone centre, 
with the degree of admixture increasing with k1j. The LHI miniband similarly 
acquires heavy hole components as k1l increases. The HH2 and LH2 minibands 
follow the same trend but with the degree of admixture reduced. The SOI 
miniband has significant light hole components even at the zone centre. These 
states have the same mj thus are more prone to mixing than the heavy hole 
states (Man 1994). These states were identified as spin split off states from 
the charge densities. It can be seen from figure 8.2 that the split off state has 
a ground state wavefunction, i. e. no nodes along the k, direction thus must be 
considered a SO state despite the large admixture of the LH bulk state even 
at the zone centre. 
We can also see in figure 8.1 that the HH2 and LH2 minibands have small 
but noticeable components of the lowest conduction band present. This is an 
anti-bonding s-like state, and its presence relaxes the selection rules and allows 
normal incidence absorption to occur (Bertho 1994). 
8.2 SiO. 5Geo-5/SiQuantum Well structures 
The normal incidence absorption spectra for this structure is presented in fig- 
ure 8.3. A damping constant of 5meV was used for this structure. This is a 
somewhat unrealistically low value as discussed in Chapter 6 but using larger 
values tends to mask the detail in these NI response curves as shown in fig- 
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between LH2 and HH1 minibands and multiple peaks at higher energy from 
transitions between HH1 and continuum states. The magnitude of the absorp- 
tion is very low, only 140cm-' compared with the parallel incidence response 
for this structure which had a peak absorption of 1000cm-'. Another reason 
for the low magnitude of the absorption is the large separation between the 
relevant energy levels. It should also be remembered that the magnitude of 
the absorption coefficient is a sensitive function of the damping constant and 
the photon frequency. 
The change of this absorption spectra with doping concentration is shown 
in figure 8.4. We can see that the magnitude of the NI absorption increases 
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Figure 8.5: The change in the NI absorption response with well width for a 
50% structures. All curves were calculated at OK with a damping constant of 
5meV. 
rapidly with doping concentration. However, as previously mentioned, so does 
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the dark current, thus the increase in the magnitude of the response must be 
traded off against this undesirable increase in dark current. 
The change in the normal incidence spectra for 50% structures as the well 
width is increased is shown in figure 8.5. We can see that the low energy peak 
which is due to transitions between LH2 and HHI moves in energy as the LH2 
miniband moves deeper into the well as the well width increases. The multiple 
peaks at higher energy, however, are relatively unaffected by the increase in 
the well width. This is because, as we can see from figure 8.3 they are due 
to transitions involving states that lie outside the well in the continuum. The 
exact shape of these peaks is a detailed function of the band structure. 
8.3 S1*0.7Geo-3/SiQuantum Well structures 
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If we look at the NI absorption response for the 30%, 44 monolayer structure 
we discussed earlier, shown in figure 8.6, plotted against wavelength instead of 
energy, we see that this system has absorption peaks in both the 3-5yrn and 
8-12pm ranges. The miniband dispersion for this structure was presented in 
figure 7.14. The peak at 10yrn is due to transitions between HH1 and LH2 
and the lower wavelength peak between a variety of levels in the continuum. 
The LH2 miniband lies about 100meV within the well as shown in figure 7.17. 
Thus this structure could be used as a 2-colour IR detector. 
The change in the absorption response of this structure as the temperature 
is increased is shown in figure 8.7. The peak at e-11.1 75meV is due to transi- 
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Figure 8.7: The change in normal incidence absorption spectra with temper- 
ature for a 30Yo, 44 monolayer structure with doped barriers. 
tions between the LHI and HHI minibands. This peak is, in general, outside 
the energy range of interest and thus is not usually plotted on the graphs 
presented in this thesis. We can see that the magnitude of the main peaks de- 
creases slightly whilst there is a significant increase in absorption between the 
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main peaks. At higher temperatures the carriers occupy a significantly larger 
volume of the Brillouin zone, and thus 'see' a much larger range of energy 
separations between the minibands. In particular, if we look back at the mini- 
band dispersion for this structure presented in figure 7.14, we can see that the 
LH2-HHI separation is r-d 140meV at the zone centre, decreasing to P-ld 90meV 
at k, = 0.08(2). Thus the width of the peaks increases as the temperature a 
rises. 
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for 30% Ge structures, calculated at OK with a damping constant of 5meV. 
The change in normal incidence absorption spectra with well width for 
these 30% structures is presented in figure 8.8. Again we see the low energy 
peak due to transitions between the confined LH2 miniband move to lower 
energy as the well width increases. The higher energy peaks again stay at ap- 
proximately the same energy. The exact nature of the higher energy response 
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is a detailed function of the position and dispersion of the lower lying bands. 
The continuum bands move closer together in energy as the well width is 
increased resulting in the narrower high energy response at larger well widths. 
8.4 SiO. 85Geo. 15/Si Quantum Well structures 
For the high germanium concentrations the NI absorption occurs at a higher 
energy than the parallel incidence response, due to the increased separation of 
the relevant energy levels. For the lower germanium concentrations, in partic- 
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Figure 8.9: Comparison of normal incidence (x-pol) and parallel incidence 
(z-pol) for a 15%, 20 monolayer structure using a damping constant of 5meV. 
ular the 15% 20 monolayer case, the normal and parallel incidence absorption 
occur at approximately the same energy as the S01 and HH2 minibands lie 
very close in energy. In figure 8.9 we compare the normal and parallel inci- 
dence responses for a 15%, 20 monolayer well. The normal incidence response 
in this case is due to transitions between the SOI and HH1 minibands. The 
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miniband structure for this system was presented in figure 7.22. Zanier (1995) 
compares the experimental parallel and normal incidence response of a similar 
structure and shows a 6-fold decrease in magnitude. We see approximately 
the same reduction in magnitude in this case. 
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Figure 8.10: The change in normal incidence absorption spectra with well 
width for 15% Ge structures, calculated at OK with a damping constant of 
5meV. 
In figure 8.10 we show the change in the normal incidence response with 
well width. The trend is less clear cut in this case compared with the higher 
germanium concentrations. For the 20 monolayer structure the peak at 
105meV is due to excitations between the SOI and HHI minibands. Similarly 
for the 28 monolayer structure. For the 36 and 44 monolayer structures, how- 
ever, the low energy peak is due to transitions between LH2 and HHL The 
LH2 miniband moves above the S01 miniband as shown in figure 7.26 and 
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once this miniband is confined within the well the peak moves to lower as the 
well width is increased. The very broad higher energy peaks are again a results 
of transitions to states outside the well. These peaks are less clearly separated 
from the higher energy peaks than for the higher germanium concentrations. 
This is because of the smaller depth of the well (126meV for 15%, c. f. 420meV 
for 50%). Thus the continuum levels are much closer in energy to the confined 
states for this lower Ge concentration. 
8.5 SiO. 8oGeo. 20/Si Structures 
We now consider in more detail the 20%, 24 monolayer structure which we 
compared with experimental results in Chapter 6. The absorption spectrum 
for this structure, with the microscopic origin of the peaks indicated, is given in 
figure 8.11. This diagram was calculated using a barrier doping concentration 
of 2.2xlO"cm-' over 60A of the barrier. As previously discussed, barrier 
doping provides carriers at OK, the most convenient temperature to deduce 
the microscopic origin of the peaks, whereas well doping does not. We can 
see that the main peak is caused by transitions between SOI and HHL The 
multiple peaks at higher energy are due to transitions between a variety of 
continuum states. We can see the change in the normal incidence absorption 
for this structure for a range of doping levels in the well in figure 8.12. Again 
we see the large increase in the magnitude of the absorption response as the 
doping concentration increases and more free carriers are available. We also 
see the expected shift of the peaks to higher energies as the increased doping 
concentration leads to a larger exchange shift thus increasing the separation 
of the HHI and lower minibands. 
The change in absorption spectra with temperature for the 20%, 24 mono- 
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layer structure with wells doped with 4.2 x 1018CM-3 across the width of the 
well, is presented in figure 8.12. We can see the expected increase in absorption 
as the temperature increases and more of the acceptors become ionized. 
8.5.1 Change in Absorption Response with Structural 
Parameters 
In figure 8.14 we see the change in normal incidence response with small vari- 
ations in structural parameters, plotted against wavelength. The absorption 
spectra for the 15%, 20 monolayers, 20%, 20 monolayers and 20%, 24 mono- 
layers calculated at OK with a damping constant of 5meV are shown. The 
miniband dispersion for these structures was presented in figure 7.23 where it 
was shown that increasing the germanium concentration moves the SOI mini- 
band up in energy by approximately 30meV, whereas increasing the well width 
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Figure 8.14: The change in absorption response with structural parameters 
for 15% and 20Yo Ge wells plotted against wavelength. 
by four monolayers moves the SOI miniband by only 10meV. These trends are 
strongly reflected in the absorption spectra where we see only a very small 
difference between the 20%, 20 and 24 monolayer structures but the 15%, 20 
monolayer spectrum is shifted in energy by approximately 50meV. We can see 
that all these structures show strong normal incidence response in the 8-151Lm 
range. 
Finally we compare the normal incidence response for the full range of 
germanium concentrations considered. Again we plot wx absorption to pro- 
vide a meaningful comparison of the magnitudes. The absorption spectra for 
44 monolayer wide wells with 15%, 30% and 50% germanium concentrations 
in the alloy wells can be seen in figure 8.15. We can see that all the curves 
have the same basic shape with a single peak at lower energy (between 100 
and 150meV) due to transitions between HHI and the confined LH2 miniband 
(SOI for 15%), and a broader peak at higher energy from transitions to contin- 
uum states. As the direct band gap of germanium is less that that of silicon (. -. 
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0.9eV for Ge and 3.43eV for Si), higher concentrations of Ge in the alloy wells 
leads to smaller fundamental band gaps. Thus the conduction band is closer in 
energy to the top of the valence band for the 50% case, and there is a larger de- 
gree of admixture from the lowest lying conduction band, which, as previously 
discussed is an s-like state. This was demonstrated in figure 7.8. Contribu- 
tions from this s-like state are not necessary for normal incidence absorption 
as the 15% structure show no noticeable conduction band admixture yet sig- 
nificant normal incidence response was predicted. Normal incidence response 
has also been observed experimentally in these low germanium concentration 
structure, as shown in Chapter 6. The mixing between the light and heavy 
hole minibands is sufficient to produce a significant normal incidence response 
as discussed at the beginning of this Chapter. However, the magnitude of 
the normal incidence response would be expected to increase as the degree of 
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conduction band admixture is increased. This was demonstrated experimen- 
tally by Park (1991) who observed normal incidence response in structures 
with SiOAGeo. 6 alloy wells but no significant normal incidence absorption in 
structures with lower germanium concentrations. 
To conclude, we have shown that p-type SiGe/Si structures produce sig- 
nificant normal incidence response n the IR range of wavelengths. The 15% 
and 20% structures again seem the best candidates for practical applications 
showing strong normal incidence response in the 8-15jim range. 
We also identified a structure, namely 30%, 44 monolayers, which shown 
normal incidence absorption in both 3-5ym and 8-15jim ranges. 
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Chapter 9 
Auger Recombination 
There are many different types of recombination which can occur in solids. Re- 
combination from defects, impurities and vacancies can in principle be avoided 
in perfect samples. However, several types of recombination are unavoidable 
in any situation where energy bands are present. These can be divided into 
two basic types, radiative and non-radiative processes. In this chapter we 
concentrate on the non-radiative processes. 
Figure 9.1: Schematic representation of radiative and non-radiative recombi- 
nation in an atom. 
Recombination of this type was first observed by Pierre Auger in 1925 
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whilst studying the behaviour of atoms in gases. An electron drops into a 
vacancy in a lower orbit and the energy released is given to a second electron 
which is ejected from the atom as shown in figure 9.1 or excited to a higher 
orbit. The analogous process in solids involves electron collisions where the 
electron recombines with a hole in a lower energy band and gives up its energy 
to a second electron which is then typically excited into a higher energy band. 
The rate of recombination of this type is roughly proportional to np 2 for p- 
type materials (assuming Boltzmann statistics) and thus for heavily doped 
structures will exceed the radiative recombination rate which is approximately 
proportional to np. 
A limiting factor in device performance can be the effect of Auger Recombi- 
nation, AR, which results in the recombination of the optically excited carriers 
before they can be removed to a useful part of the device. There have been 
many studies of Auger Recombination in both bulk and quantum well systems 
(see, for example Haug, 1983a and b, Takeshima 1984, and for a complete 
review of the theory of recombination in solids, Landsberg 1991) We derive 
an expression for the rate of Auger recombination, first considering a suitable 
form for the quantum well wavefunctions, finding an expression for the matrix 
elements of the operator governing elect ron-elect ron interactions, and an ex- 
pression for the rate of Auger recombination is given. We then consider the 
possibility of limiting the Auger recombination by engineering the miniband 
structure such that certain Auger processes become forbidden on the grounds 
of energy conservation. 
The general form of the equation for the matrix elements is 
03* (ri) 04* (r2) C2 
-0j(rj)02(r2)drjdr2 
c1r, - r2l 
where 0, (r) are the quantum well wavefunctions. Thus to calculate the ma- 
trix elements for Auger recombination we require accurate knowledge of four 
186 
electron wavefunctions (the initial and final states of both electrons) and must 
perform a 12-fold integration in k-space to account for all possible initial and 
final states of the two electrons. However, the requirement to conserve mo- 
mentum and energy reduces this integration from 12 to 8-fold. 
9.1 Slater Determinants 
Consider the Schroedinger equation for the system as a whole 
HT = ET (9.2) 
where IF is the system wavefunction. This can be expressed as a product of 
the one-electron wavefunctions 
XF = 01(Cil)02(Ci2)03(Ce3) --- 
On(an) (9.3) 
where a represents the space and spin coordinates. However, we are discussing 
fermions which must obey Pauli's exclusion principle, i. e. two electrons cannot 
occupy the same state a, therefore an anti-symmetric representation for the 
electron wavefunction is required so we must again introduce Slater determi- 
nants to represent the wavefunction. 
0= 
0j(1)0j(2)0j(3)0j(N) 
02(1)02(2) 
..... 02(N) 
ON(l) 
........ ON(N) 
where C is the normalization factor. Expanding the determinant we get 
1: (- I)Pj Pj ol (ce On (OZn) 
p 
(9.4) 
(9-5) 
where Pj is the permutation operator which permutes the assignment of the 
particles to states in the product expansion of the determinant, pj is the parity 
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of Pj and represents the number of pair interchanges from which it can be 
generated. These wavefunctions form an orthonormal set, thus can be used as 
a basis set to expend any N-electron wavefunction i. e. 
bj(Dj (9.6) 
where the bj are suitable defined constants. 
9.2 Matrix Elements 
We need to evaluate the matrix elements of the operators between the eigen- 
functions of our unperturbed Hamiltonian. Consider an initial one-electron 
state 01,02ý ... 0, and a final one-electron state0l, 02, ... 0, The matrix ele- 
ments of an operator M between the initial and final states using the expression 
for the wavefunction given in equation (9.3) is 
Mif =I OiMof 
d7 
n! 
C, * Cf E (-I)Pj+Pk Pj [0*1(I) ... 0, 
*n (n) 
3, k=l 
X Mpk [01 (1) On(n)] d7-l' d7-,, (9.7) n 
To simplify this expression we assume that 0 and 0 come from the same 
orthonormal set, i. e. 0, = 0,, that the operator M is symmetrical in the 
particles, i. e. is unaffected by the interchange of particles on which it operates 
and that we restrict our calculation to two body forces, i. e. M is a sum of 
terms which involves at most variable of two particles. As we assume that M 
is symmetric with respect to the interchange of particles, the operator Pk can 
be brought out of the integral 
I 
... 
, 
Pi Mif Ci Cf Pk [ 1: (-I) Pi [01(l) ... On (n) 
k=l 
x mol ý,, (n)drj ... 
dTn (9-8) 
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where we have used the fact that P; 'Pj is just another permutation operator 
denoted as P, and the parity of PI is Pi + Pk 1 ::: -- Pj + Pk. The sum over k pro- 
duces n! identical terms as it is applied to the expression after the integration 
over space and spin coordinates has been performed. Equation (9.8) therefore 
becomes 
n! n-1 
Mif Ci*Cfn! l: (-I)Pl[l: 01*j(')O-(J)d7-'] 
2 1=1 J= 11j333 
01*(n)M0n(n) drn' ln (9.9) 
We introduce the notation 11,12 ... Into label states before the operation of PI 
i. e. 0,,, = PlV)I,,. Thus we can write 
pilol* » *"On(n)] - Il Olj(i) 
j=l 
(9.10) 
as permutations acting on states are equivalent to permutation acting on par- 
ticles. We can now express our matrix elements in the form 
Mif = Ci* Cf n! (A + B) 
where N-1 
A= 11 [1 0* 
j=l 
i (j) oj (J) dTj' ON(N)MON(N)dTý 
is the term arising when there is no interchange of electrons, and the term 
describing the single interchange of electrons is 
N N-1 
B V)N(N)d7" (9.13) 
r, s=l; r<s j=l 
0[rs]N(N)M 
N 
where r and s label the electrons which are interchanged, thus 11 --+ [rs]3-, and 
the restriction r<s must be included to avoid double counting of interchanges. 
We need only include these two terms as our earlier assumption states that 
only two-body forces would be considered. 
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To find an expression for the normalization constants Ci and Cf we con- 
sider the case where M=1, the identity operator. We also assume that 
Oi = 0j, (i = 1'... n), i. e. there are no electron transitions. Each term in the 
expression for B will now contain orthogonality integrals, therefore B=0. As 
the determinental wavefunctions are identical Ci Cf and as the wavefunc- 
tions are already considered to be normalized, A 1. Therefore 
M ij = 
IC12 
n! =1 (9.14) 
IC12 -1 (9.15) 
n! 
For Auger type transitions we need to consider the case where Oi = V)i 
except for i=a, b; a<b. The matrix element may therefore be expressed as 
Mif =I 
I[oa*(1)0b(2)* 
- 0*(1)0* (2)]M(l, 2)0a(I)Ob(2)d-r'd-r2' (9.16) ba1 
where the dummy variables k and 1 have been replaced by I and 2. 
9.3 The Coulomb Potential 
The operator M represents the two-body perturbation energy of the Coulomb 
interaction. This can be written as 
M(l, 2) =- M(ri, r2) = 
c2 c- Air, -r2l 
(9.17) 
c1r, - r2l 
where r, and r2 are the coordinates of the two interacting electrons, A is the 
screening radius (Landsberg 1991) and c is the dielectric constant. 
The Fourier transform of this perturbing potential is 
M(ri, r2) = 
J: M k 
ik. Irl 
-r2l 
k 
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To determine the coefficients Mkwe consider the expression 
I 
M(ri, r2 )e-ik. 
Irl-r2 I d-ri d72 
Q2 QQ 
if if 
Mkl c 
i(k-k). rl dTj e i(k-k). r2dT2 Q2 
k' 
1ý2 Jý2 
where we have used equation (9.18). If we assume periodic boundary condi- 
tions we have 
1ý2 
e 
ik. r d-r Q6kO (9.20) 
Thus 
Mk 
11 
M(r)e-ik -'dr v 
ce dr (9.21) 
Ev Irl 
where r=r, - r2. The volume element dr = r'drdxdo where dx is the cosine 
of the angle between k and r and 0 is the azimuthal angle. Integrating equation 
(9.21) we get 
Mk 
27r c2 00 
re-Ar 
1 
e-ik. rxdxdr 
CQ 
10 fl 
27re 2z 00 
e- 
Ar C- ik. r -e 
ik. r ] dr 
ckQ 
10 
27re 2 
ckQ A+ Zk A- Zk 
47re 2 (9.22) 
cQ(k2+ A2) 
Thus we have an expression for the matrix elements of our operator and 
can now solve equation 9.16. 
9.4 Rate of Auger Recombination 
The physically observable quantity is the Auger rate, i. e. the number of transi- 
tions per unit time. To calculate this we use Fermi's Golden Rule (Landsberg 
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1991), which provides the probability that an electron will undergo a transi- 
tion due to the perturbing operator. For an electron in an initial state z, the 
probability of a transition to the final state f per unit time is 
= 
27r 
IMf 12 Tif 
h 
6(Ef - Ei) (9.23) 
The Brillouin Zone is sampled using a Monte-Carlo integration method 
(Hammersley 1964) based on the technique employed by Kane (1967). It is 
assumed that the dielectric constant, c, is a function of k but the dependence 
on frequency is not included. This should be a very good approximation in the 
range of energies considered here. For full details of the calculation procedure 
see Williams (1995) 
9.5 Energy condition for the prevention of Auger 
Recombination 
It is often stated in the literature that the dominant process of Auger recom- 
bination in bulk materials is the CHCC process (Chiu 1982), i. e. the initial 
electrons are in the conduction band, and one recombines with a hole at the 
top of the valence band and the resulting energy is given to the second electron 
which is promoted to a higher energy state within the conduction band. This 
process is shown in figure 9.2. 
In our situation of p-type quantum wells the conduction band is too far 
away in energy to be involved in such recombination (the energy released by 
recombination of carriers in two valence minibands is insufficient to promote 
electrons to the conduction band). Only the HHI miniband has significant 
hole population before absorption occurs. The process of intervalence band 
absorption produces a hole in a lower lying miniband as shown in figure 9.3. 
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Conduction 
Band 
Electron 
Hole 
Valence 
Band 
CHCC 
Figure 9.2: The CHCC process in bulk system. 
In the following discussion we label the minibands as A, B, C and D. The 
HH1 miniband is always state A and the LHI similarly state B. The nature of 
states C and D, however, depends on the structure being discussed. For low 
germanium concentrations with narrow wells, state C is the SOI miniband, 
and state D the HH2 miniband. For higher germanium concentrations and for 
wider wells the order of these states changes. State C becomes HH2 and state 
D is, in general, the LH2 miniband. 
If we assume that the light is incident parallel to the growth direction, the 
absorption occurs between the HH2 and HH1 minibands. In figure 9.3 we have 
a schematic representation of just one of the many auger processes that can 
occur. This process is assumed to occur in a structure where the HH2 miniband 
is state C. An electron is excited from HH2 to HH1 by an incoming photon. 
The hole produced is the charge carrier which we wish to collect. However, 
the electrons in the populated LHI miniband can recombine non- radiatively 
resulting in an electron-hole recombination with the resulting energy released 
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Intersubband Absorpbon 
HHýýý 
------ ------------------- Fermi --------------------- 
L Level 
HH3 
I Auger Recombinabon I 
4 
HH2 
Condition for minimizing AR 
4 0; 
x 
LHI 
HH2 
E<E 
HH2-LHI LHI-HHI 
Electron 2 does not have enough 
energy to reach HHI miniband 
therefore AR process cannot occur 
Figure 9.3: Schematic representation of intervalence band absorption and the 
subsequent Auger recombination. Also shown is the energy condition which 
prevents this particular Auger process from occuring. 
ki k2 k3 k4 
A A C A 
A B C A 
B A C A 
B B C A 
Table 9.1: The possible combinations of transitions that can occur when the 
photo-hole is assumed to be in miniband C initially. 
being given to a second electron in the LH1 miniband which is promoted to 
the HHI miniband (providing that a suitable state is available to accept it). 
A list of all possible transitions assuming the photo-excited hole to be in the 
third miniband is given in table 9.5. The electron with initial wavevector ki 
recombines with a hole with wavevector 
k3 
and k2 --ý k4. These processes are 
presented schematically in figure 9.4. The labeling of the minibands in this 
diagram has been kept very general. These transitions are also relevant for 
normal incident light when the absorption occurs between the LH2 and HHI 
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minibands. The LH2 miniband is, in general, the fourth miniband. 
A 
B 
C 
AACA ABCA BACA BBCA 
Figure 9.4: Schematic representation of possible Auger recombination routes 
that can occur if the photo-hole is considered to be in miniband C initially. 
The transitions outlined in table 9.5 are also relevant for normal incidence 
absorption in structures with low germanium concentrations when the absorp- 
tion occurs between the SOI and HH1 minibands, labelled C and A respec- 
tively. 
For the situation when the photo-excited carrier is in state D, i. e. parallel 
incidence light in structures with low germanium concentrations or normal 
incidence light in higher Ge concentration systems, there are a greater number 
of possible processes. These are listed in table 9.5 and shown schematically 
in figure 9.5. Obviously, which of these transitions is possible is governed by 
the energy separation of the minibands across the Brillouin zone. 
In theory, of course, it is also possible for transitions involving holes in the 
LHI miniband, which would give rise to further combinations. However, in the 
structures considered in this thesis, and for practical temperature and doping 
concentrations, there is unlikely to be significant hole population of the LHI 
miniband at any time. Thus these transitions are not considered here. 
Let us consider the process BBCA as shown in figure 9.4. This process can 
be limited if the miniband structure is engineered such that 
EB-Ec <EB- EA (9.24) 
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ki k2 k3 k4 
C C D A 
C B D A 
C A D A 
B C D A 
B B D A 
B A D A 
A C D A 
A B D A 
A A D A 
Table 9.2: The possible combinations of transitions that can occur when the 
photo-hole is assumed to the in the D miniband initially. 
or, more instructively 
AEHH1-LH1 < AELHl-HH2 (9.25) 
and thus the energy generated by the electron-hole recombination is not suffi- 
cient for the second electron to reach the HH1 miniband and the recombination 
process cannot occur. Thus we examine the separation of the minibands at the 
zone centre in order to find a suitable structure in which this process would 
be inhibited. 
The change of zone centre separation with well width for the top five mini- 
bands for 15% and 30% Ge concentrations in the well are presented in 7.17 and 
7.26. For structures in which the HH2 miniband lies below the SOI miniband, 
the processes should be labelled BBDA as the photo-hole will be generated 
in band D for parallel incident light. It should be remembered that these are 
zone centre separations and away from the zone centre the miniband separa- 
tions may be reduced. Thus these diagrams are the upper limit of the energy 
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A 
B 
c 
D 
CBDA CCDA BCDA BBDA 
B 
c 
D BADA AADA ABDA CADA ACDA 
Figure 9.5: Schematic representations of the possible auger recombination 
routes that can occur considering the photoexcited hole to be in miniband D 
initially. 
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Figure 9.6: Change in zone centre separation with well width for 50% Ge 
structures. The dashed line indicates the position of the HHI miniband with 
an exchange shift of 13meV included. 
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HTH2 
separation and the peak of the absorption will occur at a slightly lower energy. 
From examination of these graphs we can see that for the 15% case the condi- 
tion for minimizing AR is not met until the well width reaches 44 monolayers. 
Such a structure would provide an absorption peak at 50meV, outside the 
region of interest. For the 30% case the condition is met at a well width of 
36 monolayers but this would again produce an absorption peak at too low an 
energy. 
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(D 
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4- 
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0 
i, - 200 
0- 
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En 
-0 <0 
6 10 11 12 13 14 15 
Wavelength (Arn) 
Figure 9.7: The calculated absorption response for a 50%, 32 monolayer struc- 
ture plotted against wavelength. This curve was calculated at OK using a 
damping constant of 18meV. 
For the 50% case the trend of the zone centre separation with well width 
is reproduced again for convenience in figure 9.6. The energy condition is met 
by all well widths above 28 monolayers. We can also see that a well width of 
32 monolayers would produce a peak at around 120meV (10pm) whilst having 
a band structure favourable to minimizing AR. In figure 9.7 we can see the 
calculated absorption spectra for such a structure and see that indeed we do 
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achieve a peak at -, lOpm, or 120meV. The miniband structure for this 
system is shown in 9.8. We can see from this diagram that the process BBCA 
0.0 
-0.05 
-0.1 
0) 
0.15 
-0.2 
-0.25 
Figure 9.8: Miniband dispersion along the symmetry lines L-]F-X for the 5076, 
32 monolayers structure. Two of the Auger processes that can still occur are 
indicated. 
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cannot occur anywhere in the zone in the directions shown in figure 9.8 as 
the condition for the conservation of energy and momentum cannot be met. 
However, other process, such as the two shown in figure 9.8 can still occur. 
To reduce the likelihood of the remaining transitions, other band gaps could 
be engineered, e. g. the CBDA process in figure 9.5 could be minimized in a 
structure where (assuming state C to be the HH2 miniband and state D to 
be LH2 and the light to be incident normally, so that the principle absorption 
mechanism is between the LH2 and HHI minibands) 
, 
AEHH2-LH2< AEHH1-LH1 (9.26) 
Processes such as AACA which rely on the curvature of the minibands to 
meet the energy and momentum conservation requirements are much harder 
to eliminate that the other processes. 
9.6 Results of Auger Recombination Calcula- 
tions 
Preliminary results from full-scale Auger recombination calculations performed 
by C. Williams (1995) show that no one process is dominant. In fact the rate 
for all the processes outlines above is very similar. In figure 9.9 we can see the 
rate of Auger recombination for a 15%, 20 monolayer structure for a total of all 
the processes. A range of values, from 0 to 1, were assumed for the occupancy 
of the HH2 or SO I miniband. This structure has not been optimized to prevent 
any particular process. We can see that the rates for the normal and parallel 
incidence case are very similar and that the rate increases linearly with the 
occupation of the appropriate miniband, as would be expected. 
In figure 9.10 we can see the breakdown of the total Auger rate into its 
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Figure 9.9: Therate of Auger -recombination 
in a 15%, 20 monolayer structure, 
with varying values of occupancy for the HH2 and SOI minibands. 
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Figure 9.10: The contributions of the various processes to the total Auger rate 
for the IV, 20 monolayer structure. 
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V- SO 1 
contributing components. We can see clearly that no process dominates in this 
calculation. However, this does not completely invalidate the above discussion. 
Elimination of just one Auger process must help reduce the overall Auger 
recombination rate of the system. discussed above for the prevention of the 
one processes. 
Unfortunately, further results for the 50%, 32 monolayer system are not 
available at this time, thus we are unable to conclude whether the band struc- 
ture engineering discussed above leads to any significant improvement in the 
Auger rates. These results will be presented in Williams (1995). 
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Chapter 10 
Conclusion 
We have discussed in this thesis the possibility of using intravalence band tran- 
sitions in p-type SiGe/Si quantum well structures for infra-red detection. We 
began with a review of the development of IR detectors and the current state 
of the art of many systems, with particular focus on quantum well structures 
of various types. The importance of developing a system that is compatible 
with existing Si technology and the desirability of obtaining normal incidence 
absorption without the use of gratings and waveguides was discussed. 
A detailed description of the calculational methods used to produce the 
miniband dispersion curves, namely a local empirical pseudopotential method 
including strain and spin orbit coupling effects, was given and the derivation 
of the formula used for calculating the first order susceptibility. 
We compared our calculated results with the experimental curves of two 
groups, (Fromherz 1995 and Boucard 1995) and showed good agreement in 
both cases for a range of germanium concentrations and well widths. This 
comparison enabled us to determine suitable values of the damping constant 
to be used for structures of this type. 
We further analyzed a wide selection of SiGe/Si systems with a range 
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of well widths and germanium concentrations for both parallel and normal 
incidence light and discussed the microscopic origin of the observed peaks. 
This showed that for parallel incident light the main source of the absorption 
is for transitions between the HH2 and HHI minibands. We also noted that 
the zone centre separation of these levels is not always a good indication of 
the peak absorption response as many important contributions to the overall 
absorption come from areas of the Brillouin zone away from the zone centre. 
This trend is more pronounced in the normal incidence case where the presence 
of mixing between the minibands relaxes the selection rules and allows normal 
incident light to be absorbed. This mixing is more pronounced away from 
the zone centre, thus the peak positions of the normal incidence absorption 
response cannot be predicted accurately from a calculation based solely on 
the IF point. The principle absorption mechanism for normal incidence light 
in structures with low germanium concentrations is transitions between the 
HH1 and SOI minibands. For higher Ge concentrations, the LH2 miniband is 
usually involved. 
We predicted several structures that would appear to be good candidates 
for infra-red detection. In particular, structures containing 15% or 20% ger- 
manium concentrations within the well, with well widths of around 20 mono- 
layers produce parallel incidence absorption response at e-ýd 1OPm, utilizing 
bound-continuum transitions, which is ideal for device applications. 
For normal incidence absorption the above mentioned structure again ap- 
pear to be good candidates for detector applications, with the normal incidence 
response again peaking at e-l-. 10yrn. 
We also proposed a 'two-colour' 1R detector comprising a 30%, 44 mono- 
layer well, which produced normal incidence absorption in both the 3-5yrn and 
the 10-15yrn range. 
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The Auger recombination rates for various structures were calculated and 
the engineering of the miniband structure to produce conditions that would 
help to eliminate AR were discussed. We proposed that a structure consisting 
of a 50%, 32 monolayer well would produce absorption at ^-, 10ym with an 
energy band structure that would minimize the non-radiative recombination. 
10.1 ]Further Study 
Our model could be extended to include such things as the effect of electric 
fields on the optical response (Hagon 1994), interface disorder (Turton 1993) 
and defects (Jaros 1993). 
Second order and higher susceptibility could be considered (Wong 1994). 
Our susceptibility expression assumed a low intensity limit allowing the re- 
laxation processes to be included in a very simple way. This model of the 
relaxation processes could be improved (Butcher 1990) and extended to in- 
clude the high intensity limit. 
Many body effects, such as depolarization, the direct interactions and a 
more subtle interpretation of the exchange shift may help to improve our 
comparison with experimental data. 
In conclusion, we have shown that p-type SiGe/Si based detectors have 
the potential to be the IR detectors of the future. The figures of merit of 
these systems will always be inferior to that of III-V's but advantages of the 
compatibility with the existing technology, the use of mature growth processing 
techniques and the ability to absorb normal incidence radiation directly. It 
remains to be seen whether these advantages will outweigh the poorer figures 
of merit. 
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Appendix A 
The Effect of Symmetry 
Operators on Momentum 
Matrix Elements 
The momentum matrix element between states a and b at wavevector k is 
defined as 
Pa'b(k) d'rOa*k(r)e. (-Zh 
a) 
Obk (r), (A. 1) 
where e is the polarization direction, Onk(r) represents the Bloch wavefunction 
of the quantum well miniband of index n at wavevector k. For the point (Sk) 
we have 
P,, 'b(Sk) d'ro* 'h ObSk(r), (A. 2) 
aSk(r)e. 
(-z 
ar 
One result of group theory is that for non-degenerate Bloch functions we can 
write 
OnSk (r) ::: -- Onk(S-'r). (A-3) 
Therefore equation (A-2 becomes 
Pe k) d3 -'r) e. (A. 4) ab 
(S 
ak(S W-)Obk(S ar 
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We now introduce a change of notation and let Sr -* r' and 
rt = (A. 5) ce 
where S-' are the elements of the matrix representing the transformation 
S-00. Therefore we have 
art 0 (A. 6) ar, 
and 
Or 
Or,, Or, 
(A. 7) 
We now need to express the operator e. -2- is the new reference frame; ar 
aa e. ar ece arc, 
a (S-I)oa 
I(S-I)OCle-cl] 
ce 
(A-8) 
The volume element d'r is unchanged between reference frames, therefore 
d'r = d'r. Our final expression for the matrix element at Sk is 
e k) = 
ld3r'O* 1 e. (-'h (A. 9) Pa b 
G5 
ak(r')S Z -)Obk(r'). i9r' 
Comparing this expression with our original definition of the matrix element 
in equation (A. 1) we can recognize the right hand side as Pý-le(k). We can 
therefore conclude that under t he symmetry transformation S, 
S-1 
b(Sk) «'-- 
Pa 
b 
P 'E 
ab 
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Therefore, given knowledge of the matrix element at wavevector k we can de- 
duce the matrix element at (Sk). Thus we need only find the matrix elements 
for wavevectors present in the irreducible segment of the first Brillouin zone 
and from there information about the rest of the zone can be obtained by use 
of the symmetry operators. 
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Appendix B 
Valence Bond Orbitals 
Si and Ge both have a valence of four and form covalent tetrahedral bonds. 
The one-electron wavefunctions are considered to form valence bond orbitals 
as shown in figure B. I. These orbitals must have definite transformation prop- 
S4 
Figure B. 1: 
erties so that we can use them properties in calculating matrix elements and 
energy values. We begin by considering the simplest possible case, that of the 
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hydrogen molecule and apply the results obtained to the more complex case 
of Si and Ge. 
Hydrogen 
The hydrogen molecule consists of two protons considered to be positioned at 
R, = (0,0, - ! a) and 
R2 = (01 0, ! a). The potential energy of one electron 22 
in the hydrogen molecule is shown in figure B. 2. This potential includes the 
V 
- 1/2a I+ 1/2a z 
Figure B. 2: Potential energy experienced by one electron in a hydrogen 
molecule. 
nuclear potential and the self consistent average potential of the second elec- 
tron. It can be seen that this potential is symmetric about the origin and the 
electron can easily penetrate from one atom to another. There are two possi- 
ble orbitals that can from. The lowest orbital is formed from the sum of the 
atomic orbitals as shown in figure B. 3. The low energy of this orbital means 
Figure B. 3: Schematic representation of the bonding (top) and anti-bonding 
(bottom) wavefunctions of the hydrogen molecule. 
it Physically represents two atoms bound together in a stable molecule, thus 
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is termed a bonding orbital. The other possible wavefunction shown in the 
lower half of figure B. 3 represents the next lowest energy state and is termed 
an anti-bonding orbital. The higher energy detracts from the binding of the 
molecule and thus this system is less stable. The difference in energy is due to 
the lower K. E. of the bonding orbital. The K. E. is proportional to '70, which, 
as can be seen from figure B. 3 is larger for 0,, than for Ob- In the region around 
each nuclei the attraction from that nuclei will dominate compared with the 
effect of the neighbouring nuclei. Thus Ob and 0,, will both be approximately 
atomic Is wavefunctions near the nuclei. Thus we can deduce an appropriate 
form for the orbitals 
Ob 01, (r - RI) + 01, (r - 
R2) 
Oa= 01, (r - Ri) - 01, (r - R2) (B. 1) 
The more overlap there is between functions centred on the two atoms the 
lower the K. E. and hence stronger bonds are formed by electrons in bonding 
orbitals. Each type of orbital can be occupied by two electrons, one with spin 
up and one with spin down. 
B. 2 Covalent Bonds. 
The strength of a covalent bond tends to increase by having lopsided orbitals 
stretching out towards one another, hence the term directed valence orbitals. 
The wavefunctions can be expressed in a similar form to equations (B. 1) but 
without the restriction to Is orbitals, i. e. 
Ob= Ol(r - Rl)+ 
02(r- R2) 
Oa= Ol(r - 
Ri)-O2(r 
- 
R2) (B. 2) 
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Representation E 6S4 3C2 8C3 60'd 
A, r2 
A2 
E 2 0 2 -1 0 
T, 3 1 -1 0 -1 
T2 3 -1 -1 0 1 Xlylz 
D=A, + T2 4 0 0 1 2 
Table B. I: Character table for the point group Td. 
For Si, near the nucleus the wavefunction must be approximate to a 3, s or 
3p orbital, since lower orbitals are already filled. A directed valence orbital 
can then be formed as a linear combination of a 3s and 3p atomic orbitals. 
However, we know silicon forms four valence bands with its neighbors directed 
towards the alternate corners of a cube as shown in figure B. 1. We must there- 
fore show that four appropriately directed, equivalent orbitals, OA, OB, OCOD, 
can be formed from atomic 3s, 3p, 3pv, 3p, functions. The directed orbitals 
are represented by the point group Td. The character table for this group is 
given in table B. 1. From inspection of the tetrahedral structure we can form a 
representation, D, of the group. There is onlY a contribution to the character 
of a representation when an orbital is transformed into itself. Thus X(E) -- 
X (S4) ý01X (Od) = 2, x (C2) =0 and X(C3) = 1. As this representation con- 
tains a 4, but the character table only contains Ts, this representation must be 
reducible. From the character table we can see that this representation can be 
reduced to A, + T2.0(3s) is a spherically symmetrical orbit and transforms 
according to A,. 0(3px), 0(3p, ) and 0(3p, ) transform like x, y, z according 
to representation T2. Thus 0(3s), 0(3p,, ), 0(3p. ) and 0(3p, ) also transform 
according to D. Thus linear combinations of these orbitals have required sym- 
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metry properties Of OAi OB) OCi OD The correct linear combinations, which can 
be found by inspection, or but using projection operators are 
OA = 0(3s) - 0(3p, ) - 0(3py) + 0(3p, ) 
OB = 0(3s) + o(3pj + 0(3py) + 0(3p, ) 
Oc = o(3s) + 0(3p., ) - 0(3py) - 0(3pý, ) 
OD = 0(3s) - 0(3p, ) + o(3py) - o(3p, ) (B-3) 
These wavefunctions are unnormalized. Each of these directed orbitals forms 
a bonding orbital with the neighbouring atom in the appropriate direction. 
Combined with the two spin functions they produce eight spin-orbitals. These 
are all occupied in intrinsic Silicon, four of the electron coming from the central 
Si atom and one from each of the neighbours. Thus near the Si atom the 
wavefunction is like a full shell (3s)'(3p)'. 
B. 3 Bulk Si 
For bulk silicon we can expect to from the electron wave function Ok Out ofdi- 
rected valence orbitals of the type given in equation (B. 3). At the centre of the 
Brillouin zone, k=0 the directed valence orbitals are just linear combination 
of the atomic orbitals. Thus we can form Bloch functions with k=0 
0., k=O(r) =Z0, 
(r 
- r, 
) 
m 
., 
Ox(r 
- rm) 
Ox, k=O(r) = 
1: 
m 
Oy, 
k=O(r) =E 
Oy(r 
- rm) 
m 
0,, k=O(r) =E Oz(r - rm) (B. 4) 
m 
where the summation is over all atoms r,. At k=0 symmetry forbids the 
mixing of V), with Oy, 0, and the levels approximate to atomic ones, i. e. the 
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s-level lowest and the triply- degenerate p-level highest with each level having 
two-fold spin degeneracy.. The inclusion of spin-orbit coupling splits the 6-fold 
level into a double and a quadruplet. This is exactly analogous to the splitting 
of an atomic p level into a'=1 doublet and '1 quadruplet. 323=2 
Away from the zone centre, the symmetry changes and the mixing of the s 
and p like levels occurs. This leads to changes in the optical properties of the 
system which are discussed in Chapters 7 and 8. 
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