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A NEW KIND OF AUGMENTATION OF FILTRATIONS
JOSEPH NAJNUDEL AND ASHKAN NIKEGHBALI
Abstract. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space satisfying the usual as-
sumptions: it is usually not possible to extend to F∞ (the σ-algebra generated by (Ft)t≥0)
a coherent family of probability measures (Qt) indexed by t ≥ 0, each of them being defined
on Ft. It is known that for instance, on the Wiener space, this extension problem has a
positive answer if one takes the filtration generated by the coordinate process, made right
continuous, but can have a negative answer if one takes its usual augmentation. On the
other hand, the usual assumptions are crucial in order to obtain the existence of regular ver-
sions of paths (typically adapted and continuous or adapted and ca`dla`g versions) for most
stochastic processes of interest, such as the local time of the standard Brownian motion,
stochastic integrals, etc. For instance we shall prove that on the Wiener space, equipped
with the right continuous augmentation of the filtration generated by the canonical process,
there exists no ca`dla`g or continuous and adapted version for the local time at level zero of
the canonical process. Hence there is an incompatibility between the problem of extending
a coherent family of probability measures to F∞ and the classical construction of regular
versions of paths, requiring the usual assumptions (this situation typically occurs in the
problem of penalization of the Brownian paths or in mathematical finance), which to the
best of our knowledge, has not been noticed so far. In order to fix this problem, we intro-
duce a new property for filtrations, intermediate between the right continuity and the usual
conditions. More precisely, we say that a filtration (Ft)t≥0 satisfies the N-usual assump-
tions if it is right-continuous and if F0 contains all the sets included in a countable union
of negligible sets (Bn)n≥1, such that Bn ∈ Fn for n ≥ 1. There is a natural way to obtain,
from a given filtration (Ft)t≥0, a new filtration which satisfies the N-usual assumptions: we
call it the N-augmentation of (Ft)t≥0. We show that most of the important results of the
theory of stochastic processes which are generally proved under the usual augmentation,
such as the existence of regular version of trajectories or the de´but theorem, still hold under
the N-augmentation; moreover this new augmentation allows the extension of a coherent
family of probability measures whenever this is possible with the original filtration. For
sake of completeness, we also recall (not so well known) Parthasarathy type conditions on
the underlying filtration under which the extension problem for a coherent family of prob-
ability measures has a solution. In particular, we shall see that this is always the case on
the following two fundamental spaces: C(R+,R), the space of continuous functions equipped
with the filtration generated by the coordinate process and D(R+,R), the space of ca`dla`g
functions endowed with the filtration generated by the coordinate process.
Warning
After we put a preprint version of this paper on the arxiv, it was noticed by Ramon van
Handel that the new augmentation we are proposing here and that we call N-augmentation
was already introduced by K. Bichteler in 2002 in his book on stochastic integration [1].
K. Bichteler called this augmentation the natural augmentation. Since the methods we are
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using are different and since some of our results are not contained in [1], we have decided
to leave our original version unchanged so that the reasons why we were led to naturally
introduce this augmentation are still reflected in the present work.
1. Introduction
In stochastic analysis, most of the interesting properties of continuous time random processes
cannot be established if one does not assume that their trajectories satisfy some regularity
conditions. For example, a nonnegative ca`dla`g martingale converges almost surely, but if
the ca`dla`g assumption is removed, the result becomes false in general. Recall a counter-
example: on the filtered probability space
(
(C(R+,R),F , (Ft)t≥0,W
)
, where Ft = σ{Xs, 0 ≤
s ≤ t}, F = σ{Xs, s ≥ 0}, (Xs)s≥0 is the canonical process and W the Wiener measure, the
martingale (
Mt := 1Xt=1
)
t≥0
,
which is a.s. equal to zero for each fixed t ≥ 0, does not converge at infinity. That is
the reason why one generally considers a ca`dla`g version of a martingale. However there are
fundamental examples of stochastic processes for which such a version does not exist. Indeed
let us define on the filtered probability space
(
(C(R+,R),F , (Ft)t≥0,W
)
described above, the
stochastic process (Lt)t≥0 as follows:
Lt = Φ
(
lim inf
m→∞
∫ t
0
fm(Xs)ds
)
,
where fm denotes the density of a centered Gaussian variable with variance 1/m and Φ is
the function from R+ ∪ {∞} to R+ such that Φ(x) = x for x < ∞ and Φ(∞) = 0. The
process (Lt)t≥0 is a version of the local time of the canonical process at level zero, which is
defined everywhere and (Ft)t≥0-adapted. It is known that the process:(
Mt := |Xt| − Lt
)
t≥0
is an (Ft)t≥0-martingale. However, (Mt)t≥0 does not admit a ca`dla`g version which is adapted.
In other words, there exists no ca`dla`g, adapted version (Lt)t≥0 for the local time at level zero
of the canonical process! This property can be proved in the following way: let us consider an
Ornstein-Uhlenbeck process (Ut)t≥0, starting from zero, and let us define the process (Vt)t≥0
by:
Vt = (1− t)Ut/(1−t)
for t < 1, and
Vt = 0
for t ≥ 1. This process is a.s. continuous: we denote by Q its distribution. One can check
the following properties:
• For all t ∈ [0, 1), the restriction of Q to Ft is absolutely continuous with respect to
the corresponding restriction of W.
• Under Q, Lt →∞ a.s. when t→ 1, t < 1.
By the second property, the set {Lt −→
t→1,t<1
∞} has probability one under Q. Since it is
negligible under P, it is essential to suppose that it is not contained in F0, if we need to have
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the first property: the filtration must not to be completed. The two properties above imply
Q
[
L1−2−n −→
n→∞
∞
]
≥ Q
[
L1−2−n −→
n→∞
∞, ∀n ∈ N, L1−2−n = L1−2−n
]
≥ 1−
∑
n∈N
Q [L1−2−n 6= L1−2−n ] = 1.
The last equality is due to the fact that for all n ∈ N,
W [L1−2−n 6= L1−2−n ] = 0,
and then
Q [L1−2−n 6= L1−2−n ] = 0,
since L1−2−n and L1−2−n are F1−2−n-measurable and since the restriction of Q to this σ-
algebra is absolutely continuous with respect to W. We have thus proved that there exist
some paths such that L1−2−n tends to infinity with n, which contradicts the fact that (Lt)t≥0
is ca`dla`g. From this we also deduce that in general there do not exist ca`dla`g versions for
martingales. Similarly many other important results from stochastic analysis cannot be
proved on the most general filtered probability space, e.g. the existence of the Doob-Meyer
decomposition for submartinagales and the de´but theorem (see for instance [4] and [5]). In
order to avoid this technical problem, it is generally assumed that the filtered probability
space on which the processes are constructed satisfies the usual conditions, i.e. the filtration
is complete and right-continuous.
But now, if we wish to perform a change of probability measure (for example, by using the
Girsanov theorem), this assumption reveals to be too restrictive. Let us illustrate this fact by
a simple example. Let us consider the filtered probability space
(
C(R+,R), F˜ , (F˜t)t≥0, W˜
)
obtained, from the Wiener space
(
C(R+,R),F , (Ft)t≥0,W
)
described above, by taking its
usual augmentation, i.e.:
• F˜ is the σ-algebra generated by F and its negligible sets.
• For all t ≥ 0, F˜t is σ-algebra generated by Ft and the negligible sets of F .
• W˜ is the unique possible extension of W to the completed σ-algebra F˜ .
Let us also consider the family of probability measures (Qt)t≥0, such that Qt is defined on
F˜t by
Qt = e
Xt−
t
2 . W˜ |F˜t.
This family of probability measures is coherent, i.e. for 0 ≤ s ≤ t, the restriction of Qt to F˜s
is equal to Qs. However, unlike what one would expect, there does not exist a probability
measure Q on F˜ such that its restriction to F˜s is equal to Qs for all s ≥ 0. Indeed let us
assume that Q exists. The event
A := {∀t ≥ 0, Xt ≥ −1}
satisfies W˜[A] = 0, and then A ∈ F˜0 by completeness, which implies that Q[A] = 0. On the
other hand, under Qt, for all t ≥ 0, the process (Xs)0≤s≤t is a Brownian motion with drift 1,
and hence under Q. One deduces that:
Q[∀s ∈ [0, t], Xs ≥ −1] = W˜[∀s ∈ [0, t], Xs ≥ −s− 1] ≥ W˜[∀s ≥ 0, Xs ≥ −s− 1].
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Consequently by letting t go to infinity one obtains
Q[A] ≥ W˜[∀s ≥ 0, Xs ≥ −s− 1] > 0,
which is a contradiction. Therefore, the usual conditions are not suitable for the problem of
extension of coherent probability measures. In fact one can observe that the argument above
does not depend on the completeness of F˜ , but only on the fact that F˜0 contains all the
sets in F˜ of probability zero. That is why it still remains available if we consider, with the
notation above, the space
(
C(R+,R),F , (F ′t)t≥0,W
)
, where for all t ≥ 0, F ′t is the σ-algebra
generated by Ft and the sets in F of probability zero.
In order to illustrate our point, we now show that if one is not careful with the completion,
then one can easily obtain an extension of the Lebesgue measure to all subsets of the real
line. Indeed, assume that on the measurable space (Ω, F˜) (without any filtration), there
exists a probability measure under which the canonical process is a Brownian motion with
drift one. Since the event {Xt −→
t→∞
∞} is in F and has probability zero under the Wiener
measure, all its subsets are contained in F˜ . Then, if under a probability Q, (Xt)t≥0 is a
Brownian motion with drift one, one can define a finite measure µ on P([0, 1]) by:
µ(A) = Q
[
F (X1 − 1) ∈ A, Xt −→
t→∞
∞
]
,
for all subsets A of [0, 1], where F is the distribution function of the standard Gaussian
variable. Since under Q, Xt tends almost surely to infinity when t→∞, one checks that µ
is an extension of the Lebesgue measure, which is defined for all the subsets of [0, 1]. Now,
the existence of such an extension is incompatible with the continuum hypothesis if one
assumes the usual axioms of set theory (see [2] for details and references on this problem).
The above discussion (which corresponds to the simplest non-trivial Girsanov transforma-
tion) outlines that by doing the usual augmentation, we add, in a certain sense, too much
information in the filtration which is considered: in particular the asymptotic properties of
the processes are put directly into F0. It is precisely the fact that asymptotic events are
already in F0 that it is not possible in general to construct a probability measure Q which
is singular with repect to W but locally absolutely continuous with respect to it. Let us
shortly sum up the two problems we have encountered emphasized:
• if we do not complete the filtrations, most of the properties of the trajectories of the
stochastic processes are lost in general;
• if we add all the negligible sets in F0, it is not possible in general to extend to F∞ =
σ(
⋃
t≥0Ft) a coherent family of probability measures defined on Ft. In particular,
it is not possible to construct, by Girsanov transformation, a probability which is
singular with respect to the initial probability measure.
Now a natural question is: what can one do to avoid simultaneously these two issues? This
case arises, for instance, if one needs to perform Giranov transformations with a density
involving local times. It also occurs when, working with an infinite time horizon, one defines
locally on each Ft a new probability measure with the help of a martingale which is not
uniformly integrable (e.g. exp(γXt− γ2t/2) on the Wiener space) and then one manipulates
stochastic integrals, local times, etc. This situation is very often encountered in some prob-
lems related to the penalization of the Wiener paths or sometimes in financial modeling.
To the best of our knowledge this important issue has never been dealt with before, hence
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making the results obtained when facing these two problems not totally rigorous.
The goal of this paper is to show that by performing a new kind of augmentation of
filtrations, intermediate between the right-continuous version and the usual augmentation,
it is possible to address the two technical issues addressed above. This augmentation, called
N-augmentation in this paper, is obtained as follows: after making the filtration right-
continuous, instead of putting all the negligible sets of F in F0 (which adds too much
information), we only put the sets which are contained in a countable union (Bn)n≥0 of sets
of probability zero, such that Bn ∈ Fn for all n ≥ 0. Note that this way of completing
filtrations has a concrete interpretation, which can be interesting in modeling problems: the
events of probability zero can be anticipated if it concerns the future only up to a finite time,
even if this time is unbounded.
More precisely the paper is organized as follows.
• In Section 2, we construct in details the N-augmentation of a filtration and compare
it with the usual augmentation;
• In Section 3, we show that most of the classical theorems of stochastic analysis which
are proved under the usual conditions remain true under N-usual conditions;
• In Section 4 we show that the N-augmentation preserves the main properties of the
stochastic processes (martingale property for example), and allows us to deal with
measures which are singular with respect to the initial probability measure. In par-
ticular, we review sufficient conditions of Parthasrarthy type under which a coherent
family of probability measures can be extended, and we show that in the most inter-
esting cases, this extension remains possible after taking the N-augmentation.
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2. The N-augmentation of filtrations
Let (Ω,F , (Ft)t≥0,P) be a filtered probability space. We first introduce a few definitions
in order to rigorously define the N-usual conditions. The first notion we introduce is the
notion of N-negligible sets, which corresponds to the sets we want to put into F0 in the
N-augmentation.
Definition 2.1. A subset A of Ω is N-negligible with respect to the space (Ω,F , (Ft)t≥0,P),
iff there exists a sequence (Bn)n≥0 of subsets of Ω, such that for all n ≥ 0, Bn ∈ Fn,
P[Bn] = 0, and
A ⊂
⋃
n≥0
Bn.
Remark 2.2. The integers do not play a crucial roˆle in Definition 2.1. If (tn)n≥0 is an
unbounded sequence in R+, one can replace the conditionBn ∈ Fn by the conditionBn ∈ Ftn .
Let us now define a notion which is the analog of completeness for N-negligible sets. It is
the main ingredient in the definition of what we shall call the N-usual conditions:
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Definition 2.3. A filtered probability space (Ω,F , (Ft)t≥0,P), is N-complete iff all the N-
negligible sets of this space are contained in F0. It satisfies the N-usual conditions iff it is
N-complete and the filtration (Ft)t≥0 is right-continuous.
It is natural to ask if from a given filtered probability space, one can define in a canonical
way a space which satisfies the N-usual conditions and which is as ”close” as possible to the
initial space. The answer to this question is positive in the following sense:
Proposition 2.4. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space, and N the family of
its N-negligible sets. Let F˜ be the σ-algebra generated by N and F , and for all t ≥ 0, F˜t the
σ-algebra generated by N and Ft+, where
Ft+ :=
⋂
u>t
Ft.
Then there exists a unique probability measure P˜ on (Ω, F˜) which coincides with P on F , and
the space (Ω, F˜ , (F˜t)t≥0, P˜) satisfies the N-usual conditions. Moreover, if (Ω,F
′, (F ′t)t≥0,P
′)
is a filtered probability space satisfying the N-usual conditions, such that F ′ contains F , F ′t
contains Ft for all t ≥ 0, and if P′ is an extension of P, then F ′ contains F˜ , F ′ contains
F˜t, for all t ≥ 0 and P′ is an extension of P˜. In other words, (Ω, F˜ , (F˜t)t≥0, P˜) is the
smallest extension of (Ω,F , (Ft)t≥0,P) which satisfies the N-usual conditions: we call it the
N-augmentation of (Ω,F , (Ft)t≥0,P)
Proof. Let us first denote by E the family of subsets A of Ω such that there exists A′ ∈ F ,
satisfying:
(A\A′) ∪ (A′\A) ∈ N . (2.1)
If A ∈ E , if A′ satisfies (2.1), and if we denote by B the complement of A, B′ the complement
of A′, then B′ ∈ F and:
(B\B′) ∪ (B′\B) = (A′\A) ∪ (A\A′) ∈ N ,
which implies that B ∈ E . Moreover, if An ∈ E for all n ≥ 1, then there exists, for all n ≥ 1,
A′n ∈ F such that:
(An\A
′
n) ∪ (A
′
n\An) ∈ N .
One has:[(⋃
n≥1
An
)
\
(⋃
n≥1
A′n
)]
∪
[(⋃
n≥1
A′n
)
\
(⋃
n≥1
An
)]
⊂
⋃
n≥1
[(An\A
′
n) ∪ (A
′
n\An)]
and then, [(⋃
n≥1
An
)
\
(⋃
n≥1
A′n
)]
∪
[(⋃
n≥1
A′n
)
\
(⋃
n≥1
An
)]
∈ N ,
since N is stable by countable union. Therefore,⋃
n≥1
An ∈ E ,
and E is a σ-algebra. Since it obviously contains F and N , it contains F˜ . On the other
hand, if A ∈ E , and A′ satisfies (2.1), then:
A = [A′ ∪ (A\A′)] \ (A′\A) ∈ F˜ ,
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since A′ ∈ F , A\A′ ∈ N and A′\A ∈ N . In other words, we have proved:
E = F˜ .
Similarly, for all t ≥ 0, a set A is in F˜t iff there exists A′ ∈ Ft+ satisfying (2.1). Now, let P˜
be a probability on (Ω, F˜) extending P. If A ∈ F˜ , and A′ ∈ F satisfies (2.1), then
P˜[A\A′] = P˜[A′\A] = 0,
since these two sets, N-negligible, are included in a set in F of probability zero. This implies:
P˜[A] = P[A′] + P˜[A\A′]− P˜[A′\A] = P[A′]
and uniqueness of P˜ if it exists. To prove existence, let us first observe that for three sets
A ∈ F˜ , A′, A′′ ∈ F satisfying (2.1) and the similar equation with A′ replaced by A′′,
P[A′] = P[A′′].
This is a consequence of the fact that A′\A′′ and A′′\A′ are in the intersection of N and F ,
and then, have probability zero. In other words, if A ∈ F˜ , one can define:
P˜[A] := P[A′],
since P[A′] does not depend of the choice of A′ satisfying (2.1). Since for A ∈ F , one can
take A′ = A, P˜ is an extension of P. Now let (An)n≥1 be a sequence of disjoint sets in F˜ ,
and (A′n)n≥1 a sequence of sets in F satisfying the analog of (2.1). One has[(⋃
n≥1
An
)
\
(⋃
n≥1
A′n
)]
∪
[(⋃
n≥1
A′n
)
\
(⋃
n≥1
An
)]
∈ N ,
and then
P˜
[⋃
n≥1
An
]
= P
[⋃
n≥1
A′n
]
.
Now for 1 ≤ m ≤ n,
P[A′m ∩ A
′
n] = 0,
since Am and An are disjoint, and then
P˜
[⋃
n≥1
An
]
=
∑
n≥1
P[A′n] =
∑
n≥1
P˜[An],
which implies that P˜ is a probability measure. Let us now prove that (Ω, F˜ , (F˜t)t≥0, P˜)
satisfies the N-usual conditions. The N-completeness can be checked in the following way.
If A is an N-negligible set with respect to (Ω, F˜ , (F˜t)t≥0, P˜) , there exists (Bn)n≥1 such that
Bn ∈ F˜n and P˜[Bn] = 0 for all n ≥ 1, and:
A ⊂
⋃
n≥1
Bn.
Since Bn ∈ F˜n there exists B′n ∈ Fn+ satisfying the analog of (2.1), which implies
P[B′n] = P˜[Bn] = 0,
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and then B′n ∈ N . Since Bn\B
′
n ∈ N , Bn ∪ B
′
n and then Bn are in N . Finally the union of
Bn for n ≥ 1 is also in N , which implies A ∈ N and then A ∈ F˜0. Let us now prove the
right-continuity of (F˜t)t≥0. Let t ≥ 0 and let A be in the intersection of F˜s for s > t. For
all integers n ≥ 1 there exists A′n ∈ F(t+1/n)+ such that its symmetric difference with A is in
N . One deduces that the symmetric difference between A and
A′ :=
⋂
m≥1
⋃
n≥m
A′n
is in N . Now since for all integers m0 ≥ 1
A′ =
⋂
m≥m0
⋃
n≥m
A′n,
A′ ∈ F(t+1/m0)+ for all m0 ≥ 1, which implies that A
′ ∈ Ft+, and then A ∈ F˜t. We have thus
proved that (Ω, F˜ , (F˜t)t≥0, P˜) satisfies the N-usual conditions; it remains to show that it is the
smallest extension of (Ω,F , (Ft)t≥0,P) which enjoys this property. Let (Ω,F
′, (F ′t)t≥0,P
′) be
such an extension. By N-completeness F ′0 contains all the N-negligible sets of (Ω,F
′, (F ′t)t≥0,P
′)
and a fortiori the N-negligible sets of (Ω,F , (Ft)t≥0,P). Moreover, for all t ≥ 0, F ′t = F
′
t+ by
right-continuity, which implies that F ′t contains Ft+. Since it contains N , it also contains F˜t,
and similarly, F ′ contains F˜ . Now, since P′ is an extension of P, its restriction to F˜ is also
an extension of P and by uniqueness it is necessarily equal to P˜. Hence, P′ is an extension
of P˜. 
Once the N-usual conditions are defined, it is natural to compare them with the usual
conditions. One has the following result:
Proposition 2.5. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space which satisfies the
N-usual conditions. Then for all t ≥ 0, the space (Ω,Ft, (Fs)0≤s≤t,P) satisfies the usual
conditions.
Proof. The right-continuity of (Fs)0≤s≤t is obvious, let us prove the completeness. If A is a
negligible set of (Ω,Ft,P), there exists B ∈ Ft, such that A ⊂ B and P[B] = 0. One deduces
immediately that A is N-negligible with respect to (Ω,F , (Ft)t≥0,P), and by N-completeness
of this filtered probability space, A ∈ F0. 
This relation between usual conditions and N-usual conditions is the main ingredient of the
results in Section 3 where we prove that one can replace the usual conditions by the N-usual
conditions in most of the classical results in stochastic calculus.
3. Classical theorems under the N-usual conditions
In the introduction we observed that it is very useful to have ca`dla`g versions of martingales.
These versions always exist under the N-usual conditions:
Proposition 3.1. Let (Xt)t≥0 be a submartingale or a supermartingale, with respect to
a filtered probability space satisfying the N-usual conditions. If E[Xt] is right-continuous
with respect to t (in particular if (Xt)t≥0 is a martingale), then (Xt)t≥0 admits a ca`dla`g
modification, which is unique up to indistinguishability.
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Proof. Let us assume that (Xt)t≥0 is defined on the filtered probability space (Ω,F , (Ft)t≥0,P).
For all t ≥ 0, the process (Xs)0≤s≤t is a submartingale or a supermartingale with respect to
(Ω,Ft, (Fs)0≤s≤t,P) which satisfies the usual conditions since (Ω,F , (Ft)t≥0,P) satisfies the
N-usual conditions. By right-continuity of E[Xt] with respect to t, (Xs)0≤s≤t admits a ca`dla`g
modification (X˜
(t)
s )0≤s≤t, which is unique up to indistinguishability. This uniqueness implies
that for 0 ≤ t ≤ u, one has almost surely
X˜(t)s = X˜
(u)
s
for all s ≤ t. Let us denote by N the set of ω ∈ Ω such that there exists integers n ≥ m ≥ 1,
and s ∈ [0, m], such that
X˜(n)s (ω) 6= X˜
(m)
s (ω).
It is easy to check that N is N-negligible, and then N ∈ F0 with P[N ] = 0. One can now
define a process (X˜s)s≥1 by
X˜s = X˜
(n)
s
for n ≥ s ≥ 0, on the complement of N , and by X˜s = 0 for all s ≥ 0, on N . This process
is ca`dla`g, adapted (recall that N ∈ F0) and is a modification of (Xs)s≥0. The uniqueness of
this ca`dla`g modification is immediate. 
There are many situations where one can construct ca`dla`g, or even continuous, versions of
stochastic processes, but in general one cannot make sure that these versions are adapted
to the natural filtration of the initial process. This problem can be solved by introducing
the N-augmentation. Before stating the corresponding proposition let us prove the following
useful lemma:
Lemma 3.2. Let A > 0, and let f be a real valued function defined on a dense subset D of
[0, A], containing A. Then f can be extended to a ca`dla`g function from [0, A] to R iff the
following two conditions hold:
• For all x ∈ D ∩ [0, A), f(y) tends to f(x) for y ∈ D going to x from above.
• For all ǫ > 0, there exists δ > 0 such that for all x, y, z ∈ D, x ≤ y ≤ z ≤ x + δ
implies |f(y)− f(x)| ∧ |f(y)− f(z)| ≤ ǫ.
If these conditions hold, the ca`dla`g extension of f is unique.
Proof. If the first condition given above is not satisfied, it is obvious that f cannot be
extended to a right-continuous function. Let us now suppose that the second condition
does not hold. There exist ǫ > 0 and three sequences (xn)n≥0, (yn)n≥0, (zn)n≥0 such that
xn ≤ yn ≤ zn for all n ≥ 0, zn − xn tends to zero when n goes to infinity, and |f(xn) −
f(yn)| ∧ |f(yn) − f(zn)| > ǫ for all n ≥ 0. By taking subsequences, one can assume that
(yn)n≥0 is monotone, and then converges to a limit a ∈ [0, A]. One has three possible cases:
• If (yn)n≥0 is non-decreasing, and yn < a for all n ≥ 0, then xn < a. Since 0 ≤
yn−xn ≤ zn−xn tends to zero when n goes to infinity, xn tends to a, as yn. We have
proved that the two sequences (xn)n≥0 and (yn)n≥0 tend to a, strictly from below,
but since |f(xn)− f(yn)| > ǫ for all n, f cannot have a left limit at a.
• If (yn)n≥0 is non-decreasing, and yn0 = a for some integer n0, then yn = a for all
n ≥ n0, which implies zn ≥ a. Since 0 ≤ zn − yn ≤ zn − xn tends to zero when
n goes to infinity, zn tends to a. Hence (zn)n≥0 tend to a from above, and since
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|f(zn) − f(yn)| > ǫ for all n, |f(zn) − f(a)| > ǫ for all n ≥ n0, and f(a) cannot be
the right limit of f at a.
• If (yn)n≥0 is non-increasing, zn ≥ yn ≥ a for all n ≥ 0, and zn tends to a when n goes
to infinity. Hence, (yn)n≥0 and (zn)n≥0 tend to a from above. Since |f(zn)−f(yn)| > ǫ
for all n, f has no right limit at a if a /∈ D, and f(a) cannot be the right limit of f
at a if a ∈ D.
In any case f cannot be extended to a ca`dla`g function. On the other hand, let us suppose
that f has not a right limit at a ∈ [0, A). Then, one can find a sequence (tn)n≥0, strictly
decreasing to a, such that one of these three properties holds:
• f(tn+1) ≥ f(tn) + 1 for all n ≥ 0.
• f(tn+1) ≤ f(tn)− 1 for all n ≥ 0.
• There exist u, v ∈ R such that for all n ≥ 0, f(t2n) < u < v < f(t2n+1).
In any case, t2n+2 ≤ t2n+1 ≤ t2n for all n ≥ 0, t2n − t2n+2 tends to zero when n goes to
infinity, but |f(t2n)− f(t2n+1)| ∧ |f(t2n+1)− f(t2n+2)| ≥ ǫ for some ǫ > 0, independent of n.
Hence the second condition given in Lemma 3.2 is not satisfied. One has a similar results if
f has no left limit at a ∈ (0, A]. Now let us assume that f satisfies the two conditions given
in Lemma 3.2. Necessarily, f admits left and right limits everywhere. Let g be the function
from [0, A] to R such that:
• For t < A, g(t) is the right limit of f at t;
• For t = A, g(t) = f(A).
By assumption, for t ∈ D ∩ [0, A), the right limit of f at t is f(t), and then g coincides with
f on D. It remains to prove that g is ca`dla`g. Let t ∈ [0, A). For all ǫ > 0, there exists u > t
such that |f(v)− g(t)| ≤ ǫ for all v ∈ D ∩ (t, u). Now for all w ∈ [t, u), g(w) is the limit of
f(v) for v ∈ D ∩ (t, u) strictly decreasing to w, which implies that |g(w)− g(t)| ≤ ǫ. Hence,
g is right-continuous. Now, let t ∈ (0, A], and let b be the left limit of f at t. For all ǫ > 0,
there exists u < t such that |f(v)− b| ≤ ǫ for all v ∈ D ∩ (u, t). For w ∈ (u, t), g(w) is the
limit of f(v) for v ∈ D ∩ (u, t) strictly decreasing to w, and then |g(w)− b| ≤ ǫ. Therefore,
g admits left limits. The uniqueness of the ca`dla`g extension of f is due to the fact that two
ca`dla`g functions from [0, A] to R which coincide on a dense subset of [0, A] containing A are
necessarily equal. 
We are now able to prove the following result:
Proposition 3.3. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space satisfying the N-usual
conditions, and let (Xt)t≥0 be an adapted process defined on this space. We assume that there
exists a ca`dla`g version (Yt)t≥0 of (Xt)t≥0. Then there exists a ca`dla`g and adapted version of
(Xt)t≥0, which is necessarily indistinguishable from (Yt)t≥0.
Proof. Let D be a countable and dense subset of R+, containg N, and for all integers n ≥ 1,
let Nn be the set of ω ∈ Ω such that the function f from D ∩ [0, n] to R, defined by
f(t) = Xt(ω), does not admit a unique ca`dla`g extension to [0, n]. By Lemma 3.2, Nn ∈ Fn
for all n ≥ 0, since (Xt)t≥0 is adapted. Now, (Yt)t≥0 is ca`dla`g, which implies that for all n
Nn ⊂ {∃t ∈ D,Xt 6= Yt}.
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Since (Yt)t≥0 is a version of (Xt)t≥0, one deduces that P[Nn] = 0 for all n. Hence
N :=
⋃
n≥0
Nn
is N-negligible, which implies that N ∈ F0 and P[N ] = 0. Now, let ω /∈ N , and for n ≥ 1, let
gω,n be the unique ca`dla`g extension to [0, n] of the function fω,n from D∩ [0, n] to R, defined
by fω,n(t) = Xt(ω). By uniqueness, gω,m and gω,n coincide on [0, m] for m ≤ n. Hence there
exists a ca`dla`g function gω from R+ to R such that gω(t) = Xt(ω) for all t ∈ D. Now, let
(X˜t)t≥0 be the process defined by
X˜t(ω) = gω(t)1ω/∈N ,
which is ca`dla`g (on N it is identically zero). For all t ≥ 0, and for any sequence (tn)n≥0 of
elements of D, tending to t from above
X˜t(ω) = 1ω/∈N lim
n→∞
gω(tn) = 1ω/∈N lim
n→∞
Xtn(ω).
Since (Xt)t≥0 is adapted, (Ft)t≥0 is right-continuous and N ∈ F0, (X˜t)t≥0 is adapted. More-
over for all t ≥ 0, X˜t is almost surely the right limit of Y at t, restricted to D, since Y is
a version of X and N is negligible. Since Y is ca`dla`g, X˜t = Yt a.s., and X˜t = Xt almost
surely. Consequently X˜ is a ca`la`g and adapted version of X . Now two ca`dla`g versions of X
are necessarily indistinguishable, since there almost surely coincide at all t ∈ D. 
One has a similar result for continuous processes:
Proposition 3.4. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space satisfying the N-usual
conditions, and let (Xt)t≥0 be an adapted process defined on this space. We assume that there
exists a continuous version (Yt)t≥0 of (Xt)t≥0. Then there exists a continuous and adapted
version of (Xt)t≥0, which is necessarily indistinguishable from (Yt)t≥0.
Proof. It is similar to the proof of Proposition 3.3, and more simple, so we go quickly. If D
is a countable and dense subset of R+, the restriction of X to D is, except on an N-negligible
set N , locally, uniformly continuous, since X has a continuous version. Therefore one can
define a continuous, adapted version of X by taking its limit (after restriction to D), on the
complement of N , and zero on N . 
Similarly one has the following version of the Kolmogorov criteria:
Proposition 3.5. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space satisfying the N-usual
conditions, and let (Xt)t≥0 be an adapted process defined on this space. We suppose that
there exist α, β > 0, and for all A > 0, C(A) > 0, such that for 0 ≤ s ≤ t ≤ A:
EP [|Xt −Xs|
α] ≤ C(A)(t− s)1+β.
Then (Xt)t≥0 admits an adapted version which is locally Ho¨lder of any index strictly smaller
than β/α. This version is unique up to indistinguishability.
Proof. Let D be a countable, dense subset of R+. By the classical Kolmogorov criteria,
there exists a version Y of X which is locally Ho¨lder of any index strictly smaller than β/α.
One deduces that except on an N-negligible set, the restriction of X to D is also locally
Ho¨lder of any index strictly smaller than β/α. One then extends this restriction to all R+
by continuity, which gives an adapted and Ho¨lder version of X . 
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One also has a version of the de´but theorem:
Proposition 3.6. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space satisfying the N-usual
conditions, and let A be a progressive subset of R+×Ω. Then the de´but of A, i.e. the random
time D(A) such that for all ω ∈ Ω:
D(A)(ω) := inf{t ≥ 0, (t, ω) ∈ A}
is an (Ft)t≥0-stopping time.
Proof. Let t ≥ 0. The set
A(t) := A ∩ ([0, t]× Ω)
is a progressive set of [0, t]×Ω, with respect to the filtered probability space (Ω,Ft, (Fs)0≤s≤t,P).
Since this space satisfies the usual conditions, one can apply the classical de´but theorem,
which implies that the de´but D(A(t)) of A(t) is a stopping time. Now, one immediately checks
that D(A) < t iff D(A(t)) < t, which is in Ft. Since (Ft)t≥0 is right-continuous, D(A) is a
stopping time. 
One has the following corollary:
Corollary 3.7. Let (Xt)t≥0 be a progressively measurable process defined on a filtered prob-
ability space which satisfies the N-usual conditions (the condition of progressive mesurability
is satisfied, in particular, if (Xt)t≥0 is adapted and ca`dla`g). Then, for all Borel sets A ⊂ R:
TA := inf{t ≥ 0, Xt ∈ A}
is an (Ft)t≥0-stopping time.
Proof. The random time TA is the de´but of the set:
{(t, ω) ∈ R+ × Ω, Xt(ω) ∈ A},
which is progressive, since (Xt)t≥0 is progressively measurable. 
Under the N-usual conditions, one can also prove the existence of the Doob-Meyer decom-
position for submartingales. In particular this implies the existence of a ca`dla`g (in fact
continuous) and adapted version of the Brownian local time at level zero.
Proposition 3.8. Let (Xt)t≥0 be a right-continuous submartingale defined on a filtered prob-
ability space (Ω,F , (Ft)t≥0,P), satisfying the N-usual conditions. We suppose that (Xt)t≥0
is of class (DL), i.e. for all a ≥ 0, (XT )T∈Ta is uniformly integrable, where Ta is the fam-
ily of the (Ft)t≥0-stopping times which are bounded by a (for example, every nonnegative
submartingale is of class (DL)). Then, there exists a right-continuous (Ft)t≥0-martingale
(Mt)t≥0 and an increasing process (At)t≥0 starting at zero, such that:
Xt =Mt + At
for all t ≥ 0, and for every bounded, right-continuous martingale (ξs)s≥0,
E [ξtAt] = E
[∫
(0,t]
ξs−dAs
]
,
where ξs− is the left-limit of ξ at s, almost surely well-defined for all s > 0. The processes
(Mt)t≥0 and (At)t≥0 are uniquely determined, up to indistinguishability. Moreover, they can
be chosen to be continuous if (Xt)t≥0 is a continuous process.
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Proof. Since for all t ≥ 0, (Ω,Ft, (Fs)0≤s≤t,P) satisfies the usual conditions, there exists
(M
(t)
s )0≤s≤t, a right-continuous (Fs)0≤s≤t-martingale and (A
(t)
s )0≤s≤t increasing, such that
Xs = M
(t)
s + A
(t)
s for all s ≤ t, and for all u ∈ [0, t], and all bounded, right-continuous
martingales (ξs)s≥0:
E
[
ξuA
(t)
u
]
= E
[∫
(0,u]
ξs−dA
(t)
s
]
.
Moreover, one can suppose that (M
(t)
s )0≤s≤t and (A
(t)
s )0≤s≤t are continuous if (Xs)s≥0 is
continuous. By uniqueness of (M
(t)
s )0≤s≤t there exists an N-negligible set N such that for all
ω /∈ N , for all integers n ≥ m ≥ 1, and for all s ∈ [0, m]:
M (n)s (ω) = M
(m)
s (ω)
and
A(n)s (ω) = A
(m)
s (ω).
Since N is N-negligible, N ∈ F0 with P[N ] = 0. One can now define the processes (Ms)s≥0
and (As)s≥0 by Ms = M
(n)
s , As = A
(n)
s for n ≥ s ≥ 0, on the complement of N , and by
Ms = Xs, As = 0 for all s ≥ 0, on N . In particular, (Ms)s≥0 and (As)s≥0 are continuous if
(Xs)s≥0 is continous. 
One deduces the following corollary (giving quadratic variation):
Corollary 3.9. Let (Mt)t≥0 be a continuous, square-integrable martingale defined on a fil-
tered probability space (Ω,F , (Ft)t≥0,P), satisfying the N-usual conditions. Then, there ex-
ists a unique continuous, increasing process (〈M〉t)t≥0, starting from zero, such that (M2t −
〈M〉t)t≥0 is a martingale.
The quadratic variation is involved in a very important way in the construction of the
stochastic integral, which can also be made under N-usual conditions. We do not give here
the details of the different constructions of the stochastic integral, but the general way to
go from the usual to the N-usual conditions is the following: let us suppose that under the
usual conditions, one can construct a stochastic integral of the form:(∫ s
0
HudXu
)
s≥0
as a ca`dla`g, adapted process. Then, under the N-usual conditions, one can also define(∫ s
0
HudXu
)
0≤s≤t
,
as a ca`dla`g, adapted process (I
(t)
s )0≤s≤t, since the restriction to [0, t] of the underlying filtra-
tion satisfies the usual conditions. Now, let us assume that for t′ > t > 0, the restriction
of (I
(t′)
s )0≤s≤t′ to the interval [0, t] is indistinguishable from the process (I
(t)
s )0≤s≤t. Since
the processes are ca`dla`g, this assumption is implied by the fact that for all s, t, t′ such that
t′ ≥ t ≥ s ≥ 0, I(t)s = I
(t′)
s almost surely, which is reasonable since I
(t)
s and I
(t′)
s correspond
to two constructions of the same stochastic integral:∫ s
0
HudXu.
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If this almost sure equality can be proved rigorously (this can be checked in each specific
construction of the stochastic integral), one deduces that except on a N-negligible set N ,
all the processes (I
(n)
s )0≤s≤n, for n ∈ N, are restrictions of each other. By defining, for all
s ≥ 0, Is as zero on N , and as I
(n)
s for n ≥ s on the complement of N , one obtains a ca`dla`g,
adapted process, such that for t ≥ s ≥ 0:
Is = I
(t)
s
almost surely, which gives a construction of the stochastic integral under the N-usual condi-
tions.
Two other important results are the section theorem and the projection theorem. These
results are proved in [3] if the probability space is complete. In fact, they remain true if the
space is only supposed to be N-complete. More precisely, the section theorem can be stated
as follows:
Proposition 3.10. Let (Ω,F , (Ft)t≥0,P) be an N-complete filtered probability space. Let A
be a optional subset of R+ × Ω. Then the image π(A) of A by the projection from R+ × Ω
to Ω is in F , and for all ǫ > 0, there exists a stopping time T enjoying the following two
properties:
• For all ω ∈ Ω such that T (ω) <∞, (T (ω), ω) ∈ A.
• P[T <∞] ≥ P[π(A)]− ǫ.
Proof. Let ǫ > 0 and u ∈ R+. The negligible sets of (Ω,Fu,P) are N-negligible with respect
to (Ω,F , (Ft)t≥0,P), hence, they are in F0: the probability space (Ω,Fu,P) is complete.
Moreover, the set A ∩ ([0, u)× Ω) is optional with respect to (Ω,Fu, (Ft∧u)t≥0,P). This is a
consequence of the following two facts:
• The family of sets B ⊂ R+×Ω such that B ∩ ([0, u)× Ω) is optional with respect to
(Ω,Fu, (Ft∧u)t≥0,P) is a σ-algebra;
• For all stopping times T with respect to (Ω,F , (Ft)t≥0,P), the set of (t, ω) ∈ [0, u)×Ω
such that T (ω) ≤ t is optional with respect to (Ω,Fu, (Ft∧u)t≥0,P).
The first property is proved as follows:
• If Bn ∩ ([0, u)× Ω) is optional for all integers n ≥ 1:(⋃
n≥1
Bn
)
∩ ([0, u)× Ω) =
⋃
n≥1
[Bn ∩ ([0, u)× Ω) ]
is optional.
• If B ∩ ([0, u)× Ω) is optional, and if C is the complement of B, then C ∩ ([0, u)× Ω)
is the intersection of [0, u)× Ω and the complement of B ∩ ([0, u)× Ω), hence, it is
optional.
The set involved in the second property corresponds to the stochastic interval [T, u) for
T < u, and the empty set for T ≥ u. Equivalently it corresponds to the intersection of
[T ∧ u,∞) and [0, u), and then is optional since T ∧ u is a stopping time with respect to the
filtration (Ft∧u)t≥0. We have now proved that for all integers n ≥ 1, An := A∩ ([0, n)× Ω) is
optional with respect to (Ω,Fn, (Ft∧n)t≥0,P). By the section theorem in [3], An is measurable
and there exists an (Ft∧n)t≥0-stopping time Tn such that Tn(ω) <∞ implies (Tn(ω), ω) ∈ An
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and P[Tn <∞] ≥ P[π(An)]− (ǫ/2n), or equivalently,
P[π(An)\ {Tn <∞} ] ≤ ǫ/2
n,
since π(An) contains the event {Tn < ∞}. Now π(A) is the increasing union of π(An) for
n ≥ 1, hence, it is in F . Moreover there exists N ≥ 1 such that P[π(AN)] ≥ P[π(A)] − ǫ.
Let T be the infimum of Tn for 1 ≤ n ≤ N : it is an (Ft)t≥0-stopping time. If T is finite, let
n be an index such that T = Tn; one has (Tn(ω), ω) ∈ An, which implies that (T (ω), ω) ∈ A.
Moreover
P[π(AN) \ {T <∞}] = P
[( ⋃
1≤n≤N
π(An)
)
∩
( ⋂
1≤n≤N
{Tn =∞}
)]
≤
∑
1≤n≤N
P[π(An) ∩ {Tn =∞}]
≤ ǫ.
Therefore
P[T <∞] ≥ P[π(AN)]− ǫ ≥ P[A]− 2ǫ.

We deduce from the section theorem the following version of the projection theorem:
Proposition 3.11. Let (Xt)t≥0 be a bounded, measurable process, defined on a N-complete,
filtered probability space (Ω,F , (Ft)t≥0,P). Then, there exists an optional stochastic process
(Yt)t≥0 such that for all stopping times T :
E[XT1T<∞ |FT ] = YT1T<∞.
This process is unique up to indistinguishability.
Proof. The proof in [3] is sufficient here, since it uses completeness of the space only via the
section theorem. 
4. Extension of measures and properties preserved by the N-augmentation
A natural question which arises when one has, on a filtered probability space (Ω,F , (Ft)t≥0,P),
a coherent family (Qt)t≥0 of probability measures, Qt defined on Ft, is the following: does
there exist a probability measure Q defined on F , such that its restriction to Ft is Qt for all
t ≥ 0? As we have seen in the introduction, the answer to this question is not obvious at
all and can be negative in very simple cases. However, one can state sufficient conditions on
the space (Ω,F , (Ft)t≥0,P), under which the answer is always positive. This problem is not
new and has already received attention in the literature: it is dealt with in great details by
Parthasarathy in [8]. In particular the conditions we are going to state are not new and are
already contained in [8], p. 141. We nevertheless provide a proof, first because our method
is slightly different and uses the existence of a regular conditional probability measure to
construct the measure on F∞, and second because this type of result does not seem to be
well known. To be complete, one should add that H. Fo¨llmer, in [6], has also studied a
similar problem in a more general context and has obtained sufficient conditions relying on
Parthasarathy’s results. However the results there would not apply here: in particular the
conditions in [6] are not satisfied by the space of continuous functions and the space of ca`dla`g
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functions, equipped with the natural filtration of the canonical process (these filtrations are
not standard filtrations with the definition of a standard filtration given in [6]).
We first start with some definitions and then give sufficient conditions on a filtered mea-
surable space (Ω,F , (Ft)t≥0) in order to have a positive answer to the extension of measure
problem. Then we show that when this extension is possible, then it still holds under the N-
usual augmentation with respect to some probability measure. Whenever we need a reference
for probability measures on metric spaces, we cite [8] or the first chapter of [9].
Definition 4.1. Let (Ω,F , (Ft)t≥0) be a filtered measurable space, such that F is the σ-
algebra generated by Ft, t ≥ 0: F =
∨
t≥0Ft. We shall say that the property (P) holds if
and only if (Ft)t≥0 enjoys the following conditions:
• For all t ≥ 0, Ft is generated by a countable number of sets;
• For all t ≥ 0, there exists a Polish space Ωt, and a surjective map πt from Ω to Ωt,
such that Ft is the σ-algebra of the inverse images, by πt, of Borel sets in Ωt, and
such that for all B ∈ Ft, ω ∈ Ω, πt(ω) ∈ πt(B) implies ω ∈ B;
• If (ωn)n≥0 is a sequence of elements of Ω, such that for all N ≥ 0,
N⋂
n=0
An(ωn) 6= ∅,
where An(ωn) is the intersection of the sets in Fn containing ωn, then:
∞⋂
n=0
An(ωn) 6= ∅.
Given this technical definition, one can state the following result:
Proposition 4.2. Let (Ω,F , (Ft)t≥0) be a filtered measurable space satisfying the property
(P), and let, for t ≥ 0, Qt be a probability measure on (Ω,Ft), such that for all t ≥ s ≥ 0,
Qs is the restriction of Qt to Fs. Then, there exists a unique measure Q on (Ω,F) such that
for all t ≥ 0, its restriction to Ft is equal to Qt.
Proof. The uniqueness is a direct application of the monotone class theorem. Let us prove
the existence. For t ≥ 0, the map πt is by assumption measurable from (Ω,Ft) to (Ωt,B(Ωt))
(where B(Ωt) is the Borel σ-algebra of Ωt). Let Q¯t be the image of Qt by πt. By Theorem
1.1.6 of [9], for 0 ≤ s ≤ t, there exists a conditional probability distribution of Q¯t given the
σ-algebra πt(Fs), generated by the images by πt of the sets in Fs. Note that this σ-algebra
is included in B(Ωt). Indeed, if B ∈ Fs, there exists A ∈ B(Ωt) such that B = π
−1
t (A), and
then πt(B) = πt ◦ π
−1
t (A), which is equal to A by the surjectivity of πt. Now, the existence
of the conditional probability distribution described above means that one can find a family
(Qω)ω∈Ωt of probability measures on (Ωt,B(Ωt)) such that:
• For each B ∈ B(Ωt), ω → Qω(B) is πt(Fs)-measurable;
• For every A ∈ πt(Fs), B ∈ B(Ωt):
Q¯t(A ∩ B) =
∫
A
Qω(B) Q¯t(dω).
Now, for all ω ∈ Ω, let us define the map Rω from Ft to R+, by
Rω[B] = Qpit(ω)[πt(B)].
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The map Rω is a probability measure on (Ω,Ft). Indeed,
Rω[Ω] = Qpit(ω)[Ωt] = 1,
since πt is surjective. Moreover, let (Bk)k≥1 be a family of disjoint sets in Ft, and B0 their
union. By assumption, there exist (B˜k)k≥0 in B(Ωt) such that Bk = π
−1
t (B˜k). Since πt
is surjective, πt(Bk) = B˜k. Moreover, the sets (B˜k)k≥1 are pairwise disjoint. Indeed, if
x ∈ B˜k ∩ B˜l for k > l ≥ 1, then, by surjectivity, there exists y ∈ Ω, such that x = πt(y),
which implies y ∈ π−1t (B˜k)∩ π
−1
t (B˜l), and then y ∈ Bk ∩Bl, which is impossible. Therefore:
Rω[B0] = Qpit(ω)[B˜0]
=
∑
k≥1
Qpit(ω)[B˜k]
=
∑
k≥1
Rω[Bk].
Hence, Rω is a probability measure. Moreover, for each B ∈ Ft, the map ω → Rω(B)
is the composition of the measurable maps ω → πt(ω) from (Ω,Fs) to (Ωt, πt(Fs)), and
ω′ → Qω′ [πt(B)] from (Ωt, πt(Fs)) to (R+,B(R+)), and hence, it is Fs-measurable. The
measurability of πt follows from the fact that for A ∈ Fs, the inverse image of πt(A) by πt
is exactly A (by an assumption given in the definition of the property (P)). Moreover, for
every A ∈ Fs, B ∈ Ft:
Qt(A ∩ B) = Qt[(π
−1
t ◦ πt(A)) ∩ (π
−1
t ◦ πt(B))]
= Qt[π
−1
t (πt(A) ∩ πt(B))]
= Q¯t[πt(A) ∩ πt(B)]
=
∫
Ωt
1ω∈pit(A)Qω(πt(B))Q¯t(dω)
=
∫
Ω
1pit(ω)∈pit(A)Qpit(ω)(πt(B))Qt(dω)
=
∫
A
Rω(B)Qt(dω)
Finally, we have found a conditional probability distribution of Qt with respect to Fs. Since
Fs is countably generated, this conditional probability distribution is regular, by Theorem
1.1.8 in [9]. One can then apply Theorem 1.1.9, again in [9], and since F is the σ-algebra
generated by Ft, t ≥ 0, one obtains a probability distribution Q on (Ω,F) such that for all
integers n ≥ 0, the restriction of Q to Fn is Qn. Now, for t ≥ 0, let Λt be an event in Ft.
One has, for n > t, integer:
Q[Λt] = Qn[Λt] = Qt[Λt],
which implies that Q satisfies the assumptions of Proposition 4.2. 
Now, it remains to find a way to see if a space satisfies property (P) or not. We do not
give a general condition here, but we prove that it is the case for the most classical spaces,
endowed with their canonial filtration. More precisely:
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Proposition 4.3. Let Ω be C(R+,Rd), the space of continuous functions from R+ to Rd,
or D(R+,Rd), the space of ca`dla`g functions from R+ to Rd (for some d ≥ 1). For t ≥ 0,
define (Ft)t≥0 as the natural filtration of the canonical process Y , and F =
∨
t≥0Ft. Then
(Ω,F , (Ft)t≥0) satisfies property (P).
Proof. Let us prove this result for ca`dla`g functions (for continuous functions, the result is
similar and is proved in [9]). For all t ≥ 0, Ft is generated by the variables Yrt, for r, rational,
in [0, 1], hence, it is countably generated. For the second property, one can take for Ωt, the
set of ca`dla`g functions from [0, t] to Rd, and for πt, the restriction to the interval [0, t]. The
space Ωt is Polish if one endows it with the Skorokhod metric. Moreover, its Borel σ-algebra
is equal to the σ-algebra generated by the coordinates, a result from which one easily deduces
the properties of πt which need to be satisfied. The third property is easy to check: let us
suppose that (ωn)n≥0 is a sequence of elements of Ω, such that for all N ≥ 0,
N⋂
n=0
An(ωn) 6= ∅,
where An(ωn) is the intersection of the sets in Fn containing ωn. Here, An(ωn) is the set of
functions ω′ which coincide with ωn on [0, n]. Moreover, for n ≤ n′, integers, the intersection
of An(ωn) and An′(ωn′) is not empty, and then ωn and ωn′ coincide on [0, n]. Therefore, there
exists a ca`dla`g function ω which coincides with ωn on [0, n], for all n, which implies:
∞⋂
n=0
An(ωn) 6= ∅.

Remark 4.4. It is easily seen that the conditions of Proposition 4.2 are not satisfied by the
space C([0, 1],R) endowed with the filtration generated by the canonical process; an explicit
counter example is provided in [7].
We have now some examples of filtered probability spaces for which the extension of measures
are always possible. However, these spaces do not possess any property of completion, and
their filtration is not right-continuous. That is why we need to check that, at least in many
interesting cases, this theorem of extension is still available after taking the N-augmentation.
Before giving the corresponding statement, let us give a simple result, proving that many
properties of stochastic processes are not changed by the N-augmentation of the underlying
filtration.
Proposition 4.5. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space, and (Ω, F˜ , (F˜t)t≥0, P˜)
its N-augmentation. Let X be an F-measurable random variable, integrable with respect to
P. Then X is also integrable with respect to P˜, and
E
P˜
[X ] = EP[X ].
Moreover, for all t ≥ 0
E
P˜
[X|F˜t] = EP[X|Ft],
P˜-almost surely.
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Proof. For all sets Λ ∈ F , one has
P˜[Λ] = P[Λ].
One deduces that
E
P˜
[X ] = EP[X ],
for every nonnegative, F -measurable random variable X , and then for every integrable vari-
able X . Let t ≥ 0 and let Λt be an event in F˜t. There exists an event Λ
′
t ∈ Ft such that its
symmetric difference with Λt is N-negligible. One then has
E
P˜
[X 1Λt ] = EP˜[X 1Λ′t] = EP[X 1Λ′t ] = EP[EP[X|Ft]1Λ′t]
= E
P˜
[EP[X|Ft]1Λ′
t
] = E
P˜
[EP[X|Ft]1Λt],
which proves Proposition 4.5. 
Proposition 4.5 has, in particular, the following consequence:
Corollary 4.6. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space, and (Ω, F˜ , (F˜t)t≥0, P˜) its
N-augmentation. Then if (Xt)t≥0 is a (sub)martingale with respect to the filtration (Ft)t≥0
and the probability P, then it is also a (sub)martingale with respect to (F˜t)t≥0 and P˜.
Proof. Let us suppose that (Xt)t≥0 is a submartingale with respect to (Ft)t≥0 and P. By
Proposition 4.5, for all t ≥ 0, Xt is integrable with respect to P˜, and for s ≤ t:
E
P˜
[Xt|F˜s] = EP[Xt|Fs] ≥ Xs,
which implies that (Xt)t≥0 is a submartingale with respect to (F˜t)t≥0 and P˜. The proof for
martingales is exactly similar. 
From Corollary 4.6, one deduces:
Corollary 4.7. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space, and (Ω, F˜ , (F˜t)t≥0, P˜) its
N-augmentation. Then if (Xt)t≥0 is a standard Brownian motion with respect to the filtration
(Ft)t≥0 and the probability P, then it is also a Brownian motion with respect to (F˜t)t≥0 and
P˜.
Proof. We apply Corollary 4.6 to (Xt)t≥0 and (X
2
t − t)t≥0, and by continuity of (Xt)t≥0, we
are done. 
Note that the results above are still available under usual augmentation, instead of N-
augmentation (recall that usual augmentation is obtained by putting all the P-negligible
sets in F and Ft for all t ≥ 0, and by completing the probability P). However, in order to
conserve the extension of coherent families of probabilties, on really needs to consider the
N-augmentation instead of the usual augmentation. The precise statement is the following:
Proposition 4.8. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space, and (Ω, F˜ , (F˜t)t≥0, P˜)
its N-augmentation. We assume that for all coherent families of probability measures (Qt)t≥0,
such that Qt is defined on Ft for all t ≥ 0, there exists a unique probability measure Q on
F which coincides with Qt on Ft for all t ≥ 0. Then, for all coherent families of probability
measures (Q˜t)t≥0, such that Q˜t is defined on F˜t, and is absolutely continuous with respect to
the restriction of P˜ to F˜t, there exists a unique probability measure Q˜ on F˜ which coincides
with Q˜t on F˜t for all t ≥ 0.
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Proof. Let (Q˜t)t≥0 be a coherent family of probability measures such that Q˜t is defined on
F˜t and is absolutely continuous with respect to the restriction of P˜ to F˜t. For all t ≥ 0, one
can consider the restriction Qt of Q˜t to Ft, and the family (Qt)t≥0 is coherent. Indeed, for
all s ∈ [0, t] and for all events Λs ∈ Fs, one has:
Qt[Λs] = Q˜t[Λs] = Q˜s[Λs] = Qs[Λs].
Therefore there exists a unique probability measure Q on F such that for all t ≥ 0,
the restriction of Q to Ft is Qt. Now, let (Ω,F ′, (F ′t)t≥0,Q
′) be the N-augmentation of
(Ω,F , (Ft)t≥0,Q). If an event A is N-negligible with respect to (Ω,F , (Ft)t≥0,P), there
exists (Bn)n≥0, such that
A ⊂
⋃
n≥0
Bn,
and for all n ≥ 0, Bn ∈ Fn and P[Bn] = 0. Since by assumption, Q˜n is absolutely continuous
with respect to the restriction of P˜ to F˜n:
Q[Bn] = Qn[Bn] = Q˜n[Bn] = P˜[Bn] = P[Bn] = 0.
One deduces that A is N-negligible with respect to (Ω,F , (Ft)t≥0,Q). In other words, all the
N-negligible sets of (Ω,F , (Ft)t≥0,P) are also N-negligible with respect to (Ω,F , (Ft)t≥0,Q),
which implies that F ′ contains F˜ . Therefore, one can define the probability measure Q˜
as the restriction of Q′ to the σ-algebra F˜ : it remains to check that this measure satisfies
Proposition 4.8. Indeed, let Λt be an event in F˜t, for some t ≥ 0. There exists Λ′t ∈ Ft+
such that its symmetric difference with Λt is N-negligible with respect to (Ω,F , (Ft)t≥0,P),
and then also with respect to (Ω,F , (Ft)t≥0,Q). One deduces that
Q˜[Λt] = Q
′[Λt] = Q[Λ
′
t] = Qt+1[Λ
′
t]
= Q˜t+1[Λ
′
t] = Q˜t+1[Λt]
= Q˜t[Λt].
Here the equality
Q˜t+1[Λ
′
t] = Q˜t+1[Λt]
is due to the fact that Λ′t and Λt are both in F˜t+1, their symmetric difference is N-negligible
with respect to (Ω,F , (Ft)t≥0,P), and Q˜t+1 is absolutely continuous with respect to the
restriction of P˜ to F˜t+1. The uniqueness of Q˜ is proved as follows: its restriction Q to
F is uniquely determined, since it has to coincide with Qt on Ft (recall that Qt is the
restriction of Q˜t to Ft). Now, for all events Λ ∈ F˜ , there exists Λ
′ ∈ F such that the
symmetric difference of Λ and Λ′ is N-negligible with respect to (Ω,F , (Ft)t≥0,P), and then
with respect to (Ω,F , (Ft)t≥0,Q). One deduces that (Λ\Λ′) ∪ (Λ′\Λ) is included in a set
B ∈ F such that Q[B] = 0, and then
Q˜ [Λ\Λ′) ∪ (Λ′\Λ)] ≤ Q˜[B] = Q[B] = 0,
which implies
Q˜[Λ] = Q˜[Λ′] = Q[Λ′],
and Q˜[Λ] is uniquely determined. 
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One immediately deduces, from Propositions 4.2 and 4.8, the following:
Corollary 4.9. Let (Ω,F , (Ft)t≥0,P) be the N-augmentation of a filtered probability space
satisfying the property (P). Then if (Qt)t≥0 is a coherent family of probability measures, Qt
defined on Ft, and absolutely continuous with respect to the restriction of P to Ft, there exists
a unique probability measure Q on F which coincides with Qt on Ft, for all t ≥ 0.
We observe that if (Ω,F , (Ft)t≥0) satisfies the property (P), then F is the σ-algebra generated
by Ft, t ≥ 0. This property is clearly preserved when one takes the N-augmentation.
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