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Abstract
This paper presents a table for computing all single moments (of any order) of all order statistics (o.s.) arising from
n independent nonidentically distributed Weibull random variables (r.v.’s). The table is very useful as it will enable one
to evaluate all moments in a simple algorithm. It is interesting to mention that the coecients table is similar to Pascal’s
rule. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let X1; X2; : : : ; Xn be independent r.v.’s with distribution functions (d.f.’s) F1; F2; : : : ; Fn respectively,
and let X1 :n6X2 :n6   6Xn :n denote the corresponding o.s. Bapat and Beg [5] have shown that the
d.f. of the rth o.s. Xr :n (16r6n) is conveniently expressed in terms of permanents, that is
Fr :n(x) =
nX
i=r
1
i!(n− i)!Per[F(x)i 1− F(x)n−i ]; −1<x<1; (1.1)
where F(x) and 1 − F(x) denote the column vectors (F1(x); F2(x); : : : ; Fn(x))0 and (1 − F1(x);
1− F2(x); : : : ; 1− Fn(x))0 respectively. Moreover if a1; a2; : : : are column vectors, then
[ a1
i1
a2
i2
   ];
will denote the matrix obtained by taking i1 copies of a1; i2 copies of a2 and so on. Finally, in (1.1),
Per(A) denotes the permanent of a square matrix A, which is dened similar to the determinants
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except that all terms in the expansion have a positive sign, see Minc’s book \Permanents" [7] and the
survey papers Minc [8,9]. In the last few years, by using some known properties of permanents of
matrices, such as the permanent is a multilinear function of the columns or the rows, many authors,
e.g., Balakrishnan [1,2], Bapat and Beg [5] and Beg [6] have established several recurrence relations
and identities satised by the single and the product moments of o.s. Recently, Balakrishnan [3]
exploited the linear relation between the probability density function and the d.f. of the exponential
r.v., which is equivalent to the constant hazard rate property. This lends itself to the use of integration
by parts to get some elegant recurrence relations satised by the single and the product moments of
o.s. Balakrishnan and Balasubramanian [4] have applied the same procedure on o.s. from nonidentical
power function r.v.’s to obtain some similar recurrence relations.
In this paper we consider the case where the r.v.’s Xi; i = 1; 2; : : : ; n, are independent and non-
identical having Weibull distribution
Fi(x) = 1− e−ix ; x>0; i; > 0; (1.2)
for i= 1; 2; : : : ; n: We consider Weibull distribution since it is widely used in describing failure rate
characteristics in reliability analysis and other eld. In the next section, we derive the kth moments
(k)n :n and 
(k)
1 :n of the maximum and minimum of a sample of size n from Weibull distribution.
Moreover, a recurrence relation is introduced which enables one to compute the kth moments of
all o.s. (e.g. (k)r :n; for all r6n) in a simple recursive manner by using only the kth moment of the
maximum. The proof of this recurrence relation does not need any special assumption such as the
constant hazard rate property or any functional relation between probability density function and d.f.
2. Main result
Relation 2.1. For n= 1; 2; : : : and k = 1; 2; : : :
(k)n :n = B(k; )
nX
j=1
(−1) j+1Ij (2.1)
and
(k)1 :n = B(k; )In; (2.2)
where
Ij =
X
  
X
16i1<i2<<ij6n
1
(i1 + i2 +   + ij) k=
; (2.3)
B(k; ) = k (k=)= and  (:) is the gamma function.
Proof. It is easy to see that
(k)n :n= k
Z 1
0
x k−1(1− Fn :n(x)) dx
= k
Z 1
0
x k−1
 
1−
nY
i=1
(1− e−ix)
!
dx
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= k
Z 1
0
x k−1
 
nX
i=1
e−ix
 −
XX
16i1<i26n
e−(i1+i2 )x

+
XXX
16i1<i2<i36n
e−(i1+i2+i3 )x

+   + (−1)n+1e−
Pn
i=1
ix
!
dx:
Upon usingZ 1
0
x k−1e−x

dx =
 (k=)
 k=
for all > 0; (2.4)
we get (2.1). The proof of (2.2) follows from the relation
(k)1 :n = k
Z 1
0
x k−1
nY
i=1
(1− Fi(x)) dx = k
Z 1
0
x k−1e−
Pn
i=1
ix dx;
and using (2.4).
Theorem 2.1. For r = 1; 2; : : : ; n and k = 1; 2; : : :
(k)r :n = 
(k)
r−1 :n +
rX
j=1
Aj(k; )In−r+j; (2.5)
where the sequence fIjgj=rj=1 is dened in Relation 2:1 and
Aj(k; ) = (−1) j−1 (n− r + j)!(n− r + 1)!(j − 1)!B(k; )
= (−1) j−1

n− r + j
j − 1

B(k; );
with the convention that (k)0 :n = 0.
Proof. From Eq. (1.1), let us consider for 16r6n and k = 1; 2; : : :
Fr−1 :n(x) = Fr :n(x) +
1
(r − 1)!(n− r + 1)! Per[F(x)r−1 1− F(x)n−r+1 ];
which is equivalent to
Fr−1 :n(x) = Fr :n(x) +
X
P
r−1Y
j=1
Fij(x)
n−r+1Y
j=1
(1− Fin−j+1(x));
where the summation P extends over all permutations (i1; i2; : : : ; in) of (1; 2; : : : ; n) for which 16i1<
i2<   <ir−16n; 16ir < ir+1<   <in6n and it 6= is; t = 1; 2; : : : ; r − 1; s = r; r + 1; : : : ; n: Now
let xi0 = inffx: Fi(x)> 0g>0; for all i. Then
(k)r :n=E(X
(k)
r :n) = k
Z 1
0
x k−1(1− Fr :n(x)) dx
= (k)r−1 :n + J
(k)
r :n;
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where
J (k)r :n = k
Z 1
0
x k−1
X
P
r−1Y
j=1
Fij(x)
n−r+1Y
j=1
(1− Fin−j+1(x)) dx: (2.6)
Now, consider Fi(x) = 1− e−ix ; x>0 it follows that
r−1Y
j=1
Fij(x)
n−r+1Y
j=1
(1− Fin−j+1(x)) = e−
Pn
j=r
ij x

r−1Y
j=1
(1− e−ij x)
= e−
Pn
j=r
ij x
 − e−(ij1 +
Pn
j=r
ij )x

+
XX
16j1<j26r−1
e−(ij1 +ij2 +
Pn
j=r
ij )x

+   + (−1)r−2
X
  
X
16j1<j2<<jr−26r−1
e−(ij1 ++ijr−2 +
Pn
j=r
ij )x

+(−1)r−1e−(i1+i2++in )x :
Upon using the integration (2.4) and after simple calculations, (2.6) reduces to the form
J (k)r :n=B(k; )
X
P
0
@ 1
(
Pn
j=r ij)k=
−
r−1X
j1=1
1
(ij1 +
Pn
j=r ij)k=
+
XX
16j1<j26r−1
1
(ij1 + ij2 +
Pn
j=r ij)k=
+   + (−1)r−2

X
  
X
16j1<j2<<jr−26r−1
1
(ij1 +   + ijr−2 +
Pn
j=r ij)k=
+
(−1)r−1
(
Pn
j=1 ij)k=
1
A :
By using the fact that
P
P (1) = (
n
r−1 ) and
P   P16j1<j2<<jm6n (1) = ( nm); for all n>m; we get
J (k)r :n =
rX
j=1
(−1) j−1 B(k; )ajIn−r+j
where the the sequence fIjgj=nj=n−r+1 is dened in (2.3) and aj = (n − r + j)!=(n − r + 1)!(j − 1)!;
since,
n
r − 1

r − 1
j − 1

= aj

n
r − 1

;
which completes the proof of the theorem.
3. Table for computing the moments of o.s.
In this section, we present Table 1 for computing all moments of all o.s. By recursively applying
Theorem 2.1, starting with the maximum (k)n :n, we give a complete deduction of the table. The table
constitutes an upper triangle matrix. It presents all the kth moments of o.s. (k)r :n; r6n: Only one
needs to compute the sequence fIjgj=nj=1 which is given by (2.3). This sequence is very simple to
evaluate.
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Table 1
The moments (k)r : n; r6n; of o.s. arising from nonidentically distributed Weibull r.v.’s
?(k)n : n = I1 −I2 +I3 −I4 +I5−    (−1)nIn−1 (−1)n+1In,
?(k)n−1 : n= I2 −2I3 +3I4 −4I5+    (−1)n−1(n− 2)In−1 (−1)n(n− 1)In,
?(k)n−2 : n= I3 −3I4 +6I5−    (−1)
n−2(n−2)(n−3)
2! In−1
(−1)n−1(n−1)(n−2)
2! In,
?(k)n−3 : n= I4 −4I5+    (−1)
n−3(n−2)(n−4)
3! In−1
(−1)n−2(n−1)(n−3)
3! In,
?(k)n−4 : n= I5−    (−1)
n−4(n−2)(n−5)
4! In−1
(−1)n−3(n−1)(n−4)
4! In,
                          
?(k)2 : n = In−1 −(n− 1)In,
?(k)1 : n = In,
where ?(k)i:n =
(k)i:n
B(k;) for all i = 1; 2; : : : ; n:
To recapitulate, the above upper triangle satises the following properties:
(1) ?n−r+1:n =
Pn
j=r arjIj; j = 1; 2; : : : ; n;
where
(2) a1j = (−1) j+1; j = 1; 2; : : : ; n;
(3) (i) arj = 0; 8r > j;
(ii) arr = 1; r = 1; 2; : : : ; n;
(iii) arj = (−1) j−r+2jarjj; 8r; j;
(4) jarjj+ jar+1jj= jar+1j+1j; 8j> r (Pascal’s rule).
Finally, the following relation provides simple checks to test the accuracy of the computation of
the coecients in each column of the above table
(5)
Pn
r=1 arj = 0; 8j> 1 (since;
Pn
i=1 E(X
(k)
i ) =
Pn
i=1 
(k)
i:n ):
To sum up the computations for obtaining the kth moments of all o.s. from n nonidentically
distributed Weibull variables with parameters (i; ); i=1; 2; : : : ; n; we present the following algorithm
INPUT: ; k and i; i = 1; 2; : : : ; n:
OUTPUT: (k)n−i+1 :n; i = 1; 2; : : : ; n:
(a) Calculate the constant B(k; ) (dened in Relation (2.1)).
(b) Determine I1; I2; : : : ; In; by using (2.3).
(c) Obtain (k)n :n by (2.1).
(d) Set i = 2:
(e) Determine jaijj; j = i; i + 1; : : : ; n; recursively by using Pascal’s rule (4) with r = i − 1 (note
that ja1jj= 1;8j) and the initial value aii = 1 (Property 3(ii)).
(f) Determine aij; j = i; i + 1; : : : ; n; by using Step (e) and Property (3(iii)).
(g) Applying Property (1) to obtain (k)n−i+1 :n; with r = i = 2:
(h) Go to (e) for i = 3; 4; : : : ; n:
(i) Check the validity of all calculations by applying Property (5).
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