The aim of this paper is to investigate useful generalizations of the classical concept of a quasi-automaton without outputs or a discrete dynamical system, which are also called actions of semigroups or groups on given phase sets. The paper contains also certain applications of presented concepts and examples from various areas of mathematics.
Introduction
The paper is devoted to investigation of a certain generalization of quasiautomata (called also automata without outputs), which are in fact discrete dynamical systems and to some of their applications. In section 2 and 3 we give some basic definitions and then, we consider three types of actions. In section 4 we present some applications. Moreover in section 5 there are described some applications of formerly investigated hyperstructures and corrected certain mistake from [11] . In connection with non-deterministic automata, or with multifunctions (relations) on algebraic structures and topological spaces seems to be natural to investigate actions of multistructures on sets of various objects. Some motivating factors come from the general system theory [8, 18] ; one illustrating example below is based on the concept of a general time system. In this connection in [5, 6] there are investigated various types of binary relations and hyperstructures.
Preliminaries
We use [4, 7, 12] for terminology and notations which are not defined here. We suppose that the reader is familiar with some useful notation in hyperstructure theory and other related concepts. What follows now are some definitions and propositions in the theory of hyperstructure which we need for formulation of our results and in the proofs of our main results. For an arbitrary x from an ordered set H we denote by [x) ≤ = {y ∈ H | x ≤ y} the upper end generated by x.
The following lemma is called Ends Lemma. 
2) The hypergroupoid (H, ⋆) associated with (H, •, ≤) satisfies the associativity law and the reproduction axioms, i.e., (H, ⋆) is a hypergroup.
Dually we can define the Beginnings Lemma:
Lemma 2.2. [2] Let (H, •, ≤) be an ordered semigroup. Let a ⋆ b = (a • b] ≤ for any a, b ∈ H. The following conditions are equivalent: 1) For any pair a, b ∈ H there exists a pair c, d ∈ H such that b • c ≥ a, c • d ≥ a.

2) The hypergroupoid (H, ⋆) associated with (H, •, ≤) satisfies the associativity law and the reproduction axioms, i.e., (H, ⋆) is a hypergroup.
Quasi-order hypergroups have been introduced and studied by J. Chvalina. The following definition can be found e.g. in [4, 19, 20] . Definition 3.1. Let n ∈ N be an arbitrary positive integer, n ≥ 1. Let {X k ; k = 1, . . . , n} be a system of non-empty sets. By a general n-hyperstructure we mean the pair ({X k ; k = 1, . . . , n}, * n ), where * n :
Definition 2.3. A hypergroup (H,
is a mapping assigning to any n-tuple (x 1 , . . . ,
Similarly as above, with this hyperoperation there is associated a mapping of power sets ⊗ n :
This construction is based on an idea of Nezhad and Hashemi [9] for n = 2. Hyperstructures with n-ary hyperoperations are investigated among others in [21] .
The results presented below are in a close connections with [7] . 
the linear differential operator defined by
where y ∈ C n (J) and p s ∈ C n (J), s = 0, 1, . . . , n − 1. In accordance with [1] we put
is a general n-hyperstructure. Of course, LA 1 (J) is the set of all first-order linear differential operators of the form L(p 0 )(y) = y ′ (x) + p 0 (x)y, where p 0 ∈ C(J) and y ∈ C 1 (J).
It is to be noted that if k, m ∈ {1, 2, . . . , n} are fixed different integers then setting X = LA k (J), Y = LA m (J) we obtain from the above construction an example of a general hyperstructure in sense of Nezhad and Hashemi [9] . If, moreover X = Y = LA n (J) then the resulting general hyperstructure is an order hypergroup of linear differential n-order operators in the sense of e.g. [1] .
, be a pair of general n-hyperstructures. By a good homomorphism H :
Y j is well-defined. Then for any
As a certain generalization of the general n-hyperstructure from Example 3.2 we will construct the following structure: Example 3.4. Consider a system of pairwise disjoint ordered sets (X k , ≤ k ), k = 1, 2, . . . , n, (where n is a given positive integer) and for x ∈ X k let us denote [x) k = {y ∈ X k ; x ≤ k y}, i.e. [x) k is the principal end generated by the element x within the ordered set (
. . , n are pairwise disjoint ordered sets and
. . , n} we obtain that H is a good homomorphism of the general n-hyperstructure G(n) into the general n-hyperstructure H(n).
Indeed, consider an arbitrary n-tuple
the lifting of the mapping φ :
From the above example there follows immediately the following assertion.
. . , n, be two collections of pairwise disjoint ordered sets and
The following text is a generalization of e.g. [3] . Suppose u 1 , . . . , u n ∈ C n (J) is a linearly independent system of functions. Denote by V (u 1 , . . . , u n ) the n-dimensional vector space generated by the base u 1 , . . . , u n , i.e.
The system u 1 , . . . , u n can be considered as a fundamental system of solutions of a differential equation
where
Here 
.
It has been mentioned in papers contained in References that one of significant result of the general theory of linear differential homogeneous equations is the fact that there is one-to-one correspondence between the system LA n (J) of all linear ordinary differential operators of the form (3.1) and the system VA n (J) of solution spaces of corresponding differential equations
So, in what follows we will suppose that LA k (J) is the system of n-th order linear ordinary differential operators L(p 0 , . . . , p k−1 ), with p 0 (x) > 0 for all x ∈ J, k = 1, 2, . . . , n and VA n (J) is the corresponding system of solution spaces of differential equations L(p 0 , . . . , p k−1 )y = 0. Using the following specification of the binary operation considered in papers [1] and elsewhere we turn out the system VA n (J),
Then we obtain that VA n (J) is a noncommutative group for k = 1, 2, . . . , n. Now using the just defined operation we can endow the system VA n (J) by corresponding binary operation in this way:
For an arbitrary pair of spaces
. . , n} be the system of mappings satisfying the conditions
where φ is determined by F (i.e. φ(x) = f 1 (x) for x ∈ X 1 and supposing
the hyperoperation • n is termed as the hyperoperation associated with the hyperoperation * n .
is the general n-hyperstructure of ordinary linear differential operators and
is the general n-hyperstructure of solution spaces of linear ordinary homogeneous differential equations associated with L(J; n), then we have
. . , n} are pairwise disjoint families we have that the mapping φ :
since the hyperoperation "• n " is associated with the hyperoperation " * n " . Therefore the diagram D3 in Theorem 3.7 is commutative.
Define a mapping ⊙ n :
Then the general n-hyperstructure is called the general n-hyperstructure determined by the Ends Lemma or shortly EL-determined general n-hyperstructure.
Corollary of Theorem 3.7 Let
be the EL-determined general n-hyperstructure of solutions of homogeneous linear ordinary differen-
In the above construction we can use a finite sequence of positive integers {m 1 , m 2 , . . . , m n } and then define the n-hyperoperation
The set of points Y R x = {x * R y : y ∈ Y } that can be reached from a given point x ∈ X by the R-hyperoperation of two non-empty sets X, Y , is called the R-hyperorbit of x. 
L-hyperaction (or R-hyperaction) of a hyperstructure on a non-empty set
In this section, we give two new definitions. Let us make our point clear with an example. Proof. We have; ψ(r, g) ) .
On the other hand, for all r ∈ Sym e (G), we have
which completes the proof.
In the following proposition we will consider the classical interval binary hyperoperation on a linearly ordered group, see [15] . In detail if (G, ·, ≤) is a linearly ordered group then we define a binary hyperoperation * :
(which is a closed interval) where min{a, b}, max{a, b} is the least element, the greatest element of the set {a, b}, respectively. It is easy to verify that the obtained hypergroupoid (G, * ) is an extensive commutative hypergroup. This hypergroup we obtain even in the case if we restrict ourselves onto the set G + of all positive elements of the linearly ordered group (G, ·, ≤), (cf. the proof of Proposition 4.7).
Proposition 4.7. Let (G, ·, ≤) be a linearly ordered group, G + be its subset of all positive elements (i.e. the positive cone) endowed with the interval binary hyperoperation " * L ". Define a mapping ψ
G : G + × G → P * (G) by ψ G (a, b) = (a + b] ≤ = {x ∈ G; x ≤ a + b} for all pairs (a, b) ∈ G + × G. Then the quadruple ( G + , G, P * (G), ψ G ) is
the generalized L-hyperoperation of the commutative extensive hypergroup (G, * L ) on the group (G, +, ≤).
Proof. For any pair (a, b) 
In the case (ii) we have
In the case (iii) we obtain
is an extensive commutative hypergroup. It remains to show that conditions 1), 2) from Definition 4.4 are satisfied. So, let g, h ∈ G + be elements such that g < h, x ∈ G. Then
) .
Further for any
G. Therefore conditions 1), 2) are satisfied, thus the proof is complete.
Definition 4.8. Let X be a set, (G, ⋆) be a semihypergroup and ψ : G×X −→ P * (X) be a mapping such that
This structure type is a generalization considered in [10, 11, 13] .
Homomorphism of transformation semihypergroups Definition 4.9. Let (X, G, ψ), (Y, H, ω) be two generalized transformation semihypergroups (GTS). A pair of mappings Φ = [µ, φ] such that µ : G → H is a homomorphism of semihypergroups and φ : X → Y is a mapping, is said to be a homomorphism of GTS (X, G, ψ) into GTS (Y, H, ω) if for any pair [g, x]
∈ G × X the equality
is satisfied, i.e. the diagram, where φ * : P * (X) → P * (Y ) is the corresponding liftation of the mapping φ : X → Y ,
commutes. 
is a homomorphism of the generalized transformation semihypergroup (X, G, ψ) into the GTS (Y, H, ω).
Indeed, for an arbitrary pair
The following example of generalized transformation hypergroup is based on consideration published in [1] . 
Let δ ij stand for the Kronecker symbol δ. For any but fixed m ∈{0, 1, . . . , n − 1} we denote by
Shortly we put p = (p 0 (x), . . . , p n−1 (x)), x ∈ J and on the set LA n (J) m we define a binary operation "• m " and a binary relation ≤ m in this way:
It is easy to verify that (, ) .
Let (Z, +, ≤) be the additive group of all integers with the usual ordering "≤". Then by Lemma 2.1 the structure (Z, ⋆), where ⋆ :
L-hyperaction of a non-empty set on a hyperstructure
Let us define another type of action of a set on a hyperstructure (a new definition).
Definition 4.12. Let (G, ⋆) be a hyperstructure and X be a non-empty set.
A generalized action of X on G is a map ψ :
Example 4.13. Let X be a set and P be a polygroup. Then X is a set of hyperoperators on P and P is a X-polygroup (polygroup with hyperoperators) if there is a map ψ :
For more details we refer to [7] .
Proposition 4.14. A hypergroupoid (H, ⋆) is a quasi-order hypergroup if and only if there exist quasi-order relation ρ on the set H such that for all
For the proof see e.g. [4] , pages 96-97.
Some applications
In fact, we shall generalize some results of [6, 7] by considering our definitions. All the objects considered are assumed to be of class C ∞ and differential forms will take their values in the field of complex numbers.
A Fredholm-Volterra integral operator, where J = (a, b), can be written as follows:
and λ, µ are two real numerical parameters. Usually there are considered Fredholm-Volterra integral equations with a nondegenerate Lebesgue square integrable kernels K (x, t, s) and L(x, t, τ ) . In this contribution we will construct hyperstructures on the set of operators
with continuous functions K, L, f and two nonzero parameters λ, µ. For our purposes we will consider continuous positive functions only, in order to avoid some obstacles with integrability of functions in the form of fractions.
Let us denote by
For any pairs of operators
and a binary relation "≤"
From the previous it is clear that the following proposition holds.
Proposition 5.1. The triple (F V, •, ≤) is a noncommutative ordered group.
Now we apply the simple construction of a hypergroup from Lemma 2.1 onto this considered concrete case of integral operators. For an arbitrary pair of operators
In a similar way as in [11] we obtain the following assertion.
Proposition 5.2. The pair (F V, ⋆) is a noncommutative transposition hypergroup.
If in the Fredholm-Volterra operators µ = 0, L = 0 then Fredholm-Volterra operators coincide to Fredholm operators (see [10] ) and hypergroup (F V, ⋆) denote by (F, ⋆) . By a centralizer of an element a of the group G we mean as usual its subgroup C G (a) = {x ∈ G|ax = xa}. A centralizer of an element
as follows:
S. Hošková and J. Chvalina in Proposition 3.5 of [11] affirmed that the system
where the mapping δ :
is a transformation semihypergroup with the phase set C(J) and the phase semihypergroup (C F , ⋆).
In the following counterexample we show that GMAC is not valid.
Therefore, it is easy to see that the condition (GMAC) in Proposition 3.5 of [11] is not valid.
But, if we put
So the GMAG is satisfied and we have:
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) is a discrete transformation hypergroup with the phase set T and phase semihypergroup (C F , ⋆).
, hence GMAC is satisfied.
Let us calculate the counterexample 5.3 in more details.
Let < a, b >=< 0, 1 > and φ(x) = x so, for the left hand side of the relation
we get:
To calculate the right hand side of the relation (5.1) we need at first:
, if f 0 ̸ = 1. For functions chosen in the counterexample we get:
Thus,
So for the right hand side of the relation (5.1) we get δ(φ, F 1 ⋆F 2 ) = {P n (x); n ∈ N 0 }. Denote by stP the power of a polynomial P , st P n (x) = 4 for any n ∈ N 0 , whereas st q(x) = 2, hence q ̸ = δ(φ, F 1 ⋆ F 2 ). The Proposition 5.4 is not the only chance how to correct the mistake done in Proposition 3.5 in [11] .Š. Hošková and J. Chvalina have already published one way how to correct it in [12] . For the availability and reader's convenience we present here the most important part of it. We shall consider smooth functions, i.e., u ∈ C ∞ (Ω). Let P(a 1 , . . . , a n , p) :
Denote by Ct(P) the set of all differential operators D ∈ L 1 D(Ω) commuting with the operator P, i.e.,
Since the identity operator Id belongs to Ct(P), this set endowed with the unique operation "·" is a monoid which is called the centralizer of the operator P within the group (L 1 D(Ω), ·).
are commuting if and if for any k = 1, 2, . . . , n and
Now, for any pair D α , D β ∈ Ct(P) define a hyperoperation "⊙" as follows:
Consider the binary relation ρ P ⊂ Ct(P) × Ct(P) defined by D α ρ P D β if and only if D β = P n · D α for some n ∈ N 0 . We get without any effort (see [12] ) that ( Ct(P), ·, ρ P ) is a quasi-ordered monoid.
Further,
and by 2.1 we obtain that ( Ct(P), ⊙) is a hypergroup (noncommutative, in general).
As usually ( Ct(P) ) + with the operation of concatenation means the free semigroup of finite non-empty words formed by operators from the set Ct(P).
and M(S P ) the triple ( S P , (Ct(P), ⊙), δ P ) , where the action or transition function δ P : S P × Ct(P) → S P is defined by the rule
for any function f ∈ C ∞ (Ω) and any operator D α ∈ Ct(P). The transition function δ P satisfies the Generalized Mixed Associativity Condition.
Indeed, suppose f ∈ C ∞ (Ω), D α , D β , D 1 , D 2 ∈ Ct(P) are arbitrary elements. We have
so GMAC is satisfied, i.e., the triple M(S P ) = ( S P , (Ct(P), ⊙), δ P ) is a multiautomaton.
Using the above considerations concerning the centralizer hypergroup of partial differential operators we obtain the second possible correction of the wrong Proposition 3.5 of [11] . So, consider the above described centralizer hypergroup (C F , ) of Fredholm integral operators (defined above-after Proposition 5.2. Denote by C + F the free semigroup of finite non-empty words formed by operators from the set C F with binary operation of concatenation. We denote
Define a function δ F : S F × C F → S F by the rule
for any function φ ∈ C(J) and any integral operator G ∈ C F . In the same way as above we obtain that the triad ( S F , (C F , ), δ F ) is a multiautomaton, i.e. the action of the phase hypergroup (C F , ) on the state (phase) set S F .
Conclusion
More than 75 years have elapsed since Marty's pioneer paper [17] when the hyperstructure theory was born. During this period the field has experienced an enormous growth. There are applications to geometry, hypergraphs, binary relations, lattices, fuzzy sets and rough sets, automata, cryptography, combinatoric, codes, artificial intelligence, and probability.
Thus, the framework of the hyperstructure theory allows various generalizations of the above mentioned concepts and theories.
In particular, it seems to be interesting to analyse properties of hypergroups of second-order linear differential operators of the Jacobi form creating subhypergroups of hypergroups of more general linear differential operators considered above, or to use hyperstructures for modelling two or more parametrical systems of non-periodic time impulses produced e.g. by foton or neutron illumination generated by disintegration of the Californium 252.
