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ABSTRACT
Optimization Algorithms for Information Retrieval and Transmission in Distributed
Ad Hoc Networks. (December 2008)
Hong Lu, B.E., Southeast University, China;
M.S., Southeast University, China
Chair of Advisory Committee: Jyh Liu
An ad hoc network is formed by a group of self-configuring nodes, typically
deployed in two or three dimensional spaces, and communicating with each other
through wireless or some other media. The distinct characteristics of ad hoc net-
works include the lack of pre-designed infrastructure, the natural correlation between
the network topology and geometry, and limited communication and computation
resources. These characteristics introduce new challenges and opportunities for de-
signing ad hoc network applications. This dissertation studies various optimization
problems in ad hoc network information retrieval and transmission.
Information stored in ad hoc networks is naturally associated with its location.
To effectively retrieve such information, we study two fundamental problems, range
search and object locating, from a distance sensitive point of view, where the retrieval
cost depends on the distance between the user and the target information. We develop
a general framework that is applicable to both problems for optimizing the storage
overhead while maintaining the distance sensitive retrieval requirement. In addition,
we derive a lowerbound result for the object locating problem which shows that
logarithmic storage overhead is asymptotically optimal to achieve linear retrieval cost
for growth bounded networks.
Bandwidth is a scarce resource for wireless ad hoc networks, and its proper uti-
lization is crucial to effective information transmission. To avoid conflict of wireless
iv
transmissions, links need to be carefully scheduled to satisfy various constraints. In
this part of the study, we first consider an optimization problem of end-to-end on-
demand bandwidth allocation with the single transceiver constraint. We study its
complexity and present a 2-approximation algorithm. We then discuss how to es-
timate the end-to-end throughput under a widely adopted model for radio signal
interference. A method based on identifying certain clique patterns is proposed and
shown to have good practical performance.
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1CHAPTER I
INTRODUCTION
A. Ad hoc networks
An ad hoc network is created by a collection of autonomous nodes in a spontaneous
manner. Such networks may be rapidly deployed as needed, to establish survivable,
efficient, and dynamic communication for many applications such as emergency oper-
ations, disaster relief efforts, and etc, where centralized and organized connectivity is
not affordable or appropriate. Other application scenarios include battlefield surveil-
lance, environment and habitat monitoring, traffic control, mobile target tracking,
home automation, health care applications, and etc [2, 3, 4].
Ad hoc networks differ from other types of networks such as Internet or cellu-
lar networks in many ways. First, there is no pre-existing infrastructure in ad hoc
networks and the connection between nodes is established on-the-fly. The nodes in
ad hoc networks act as both end hosts and routers at the same time, and they typi-
cally work in a peer-to-peer fashion. Second, some ad hoc networks consist of small
nodes with limited computation and communication resources. They are typically
equipped with low cost processors with limited amount of memory and power supply.
They normally share a common bandwidth which is a scarce system resource. Third,
ad hoc networks are usually deployed in two or three dimensional spaces, and their
topologies are closely tied with the underlying geometric environment. Fourth, the
data produced in ad hoc networks is often correlated both in the temporal and spatial
domain. This kind of data correlation introduces new requirements and opportunities
in various applications, ranging from information gathering, aggregation, diffusion,
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These characteristics introduce new challenges and opportunities for designing
ad hoc network information services. In this dissertation, we study ad hoc networking
from the following two perspectives:
• Distance sensitive information retrieval. In particular, we study two problems,
range search and object locating .
• End-to-end information transmission, including on-demand bandwidth alloca-
tion and throughput estimation.
In this dissertation, these problems are investigated from a technology independent
point of view so that the results will remain valid when technologies change. In the
rest of this chapter, we first give an overview of these two topics.
B. Distance sensitive information retrieval
One of the major challenges in distributed ad hoc networks is to efficiently retrieve
the various information stored in the network. This is particularly true in sensor
networks, whose main purpose is to collect and process environmental information.
In the study of information retrieval schemes, we are particularly interested in ad
hoc networks that are deployed in two dimensional spaces. The topology of such
networks usually has a distinct geometric structure and information stored in such
networks is naturally associated with its location. In particular, we focus on two
fundamental information retrieval problems, range search and object locating. The
goal of a range search scheme is to answer range queries posed by users. A range
query asks for the information in a region of the network under consideration. For
example, Figure 1 shows a two dimensional sensor network, where a user at the node
3q asks for the average temperature readings of all the sensor nodes within distance
r from himself. Instead of retrieving regional information, object locating concerns
searching individual objects. An object location query asks for the location (or the
address) of the node who owns an object with a particular identifier.
q r
Fig. 1. A distributed range query initiated by the node q in a sensor network. The
query asks for the average temperature readings of all the sensor nodes in a
circular region with radius r.
An important property in the design of distributed geometric information re-
trieval systems is distance sensitivity. Roughly speaking, a distance sensitive infor-
mation retrieval system is one who retrieves local information more efficiently than
remote information. Specifically, in a distance sensitive range search system, the
cost to retrieve the information in a region increases as the radius of that region,
and the relationship is described by a monotonic function specified as a requirement
of the system design. For example, one may require that the cost to retrieve the
information in a region must not exceed the radius of that region times a constant
factor. In a distance sensitive object locating system, the cost to locate an object
depends on the distance between the user and the target object. Distance sensitivity
is a desirable property mainly because in many ad hoc network applications, local
4information is much more valuable than remote information, and therefore, systems
that can retrieval local information more efficiently are preferred. Not only does a
distance sensitive scheme retrieves local information more efficiently, it also does that
in a more robust manner in the following sense. In our discussion the retrieval cost
is measured as the length of the retrieval path. For a distance sensitive scheme, the
retrieval path for local information is shorter than remote information, and therefore
is less likely to be broken in case of network partition.
The main challenge in designing distance sensitive information retrieval schemes
is to enforce the distance sensitivity constraint with minimum resource overhead,
in particular, minimum storage cost. Achieving the objective of distance sensitive
retrieval alone is not difficult. As an extreme case, in the example of Figure 1, if
every sensor holds a copy of everybody else’s temperature data, then the retrieval cost
for any range query is zero in terms of the communication overhead incurred when
the system answers the query, which is distance sensitive by definition. However,
the high storage cost for the sensor nodes makes this simple scheme unsatisfactory
in most cases. The example shows that it is not straightforward at all to maintain
the distance sensitivity property of the retrieval process while minimizing the storage
cost. In general, one can trade storage overhead for better retrieval performance, and
studying this intriguing tradeoff is at the heart of our later discussion on this topic.
In Chapter II, we will discuss the distance sensitive information retrieval problems
in more details. Our primary results are twofold. First, we developed a framework
that optimizes storage overhead for an arbitrary retrieval cost function for grid net-
works. This framework is applicable to both the range search problem and the object
locating problem. Compared with our method, almost all existing design focus on a
special case where the retrieval cost function is a linear one. The performance of our
proposed scheme is verified by both theoretical analysis and simulation evaluation.
5Second, we derived a lowerbound result which shows that logarithmic storage cost is
asymptotically optimal to achieve linear retrieval cost for a large class of networks
called the growth bounded networks. This result proves the optimality of our ob-
ject locating schemes, as well as many existing ones in the literature. In addition to
these two main results, we also address other relevant issues such as load balancing,
irregular network topology, and etc.
C. End-to-end information transmission
A large number of ad hoc networks are wireless networks. In such networks, band-
width is usually a scarce resource mainly because it has to be shared by multiple
nodes. Efficient utilization of the valuable bandwidth resource, therefore, is of great
importance to wireless ad hoc network applications.
An important characteristic of wireless networks is that multiple wireless trans-
missions may conflict with each other due to various reasons such as radio interference.
As a result, wireless transmissions usually need to be carefully scheduled, according to
certain schedulability constraints, to avoid such conflicts. This need of transmission
scheduling adds considerable complications to the tasks in wireless ad hoc networks.
In Chapter III, we study two specific end-to-end information transmission problems,
on-demand bandwidth allocation and throughput estimation, with schedulability con-
straints.
In on-demand bandwidth allocation, we study the following problem: when a
user’s end-to-end connection request with a specific bandwidth requirement arrives,
find a path between the source and destination in question and allocates the band-
width along this path, such that, (1) the bandwidth requirement of the connection
request is satisfied, and (2) the total bandwidth consumption is minimized so that
6more future requests can be satisfied. In other words, the objective is to provide
services with guaranteed quality at the minimum cost of system resource.
The major challenge in designing efficient bandwidth allocation schemes for wire-
less ad hoc networks is that it is a simultaneous routing and scheduling problem. Tra-
ditional bandwidth aware routing algorithms based on minimizing hop counts are not
suitable because they are designed for networks where links are physically isolated.
In our problem, however, the wireless links are not independent from each other due
to the single transceiver constraint, which says that a set of transmissions can suc-
cessfully occur at the same time only if no two transmissions share a common sender
or receiver. The impact of single transceiver constraint to bandwidth allocation is the
focus of our study. In particular, we show that under the single transceiver constraint,
the end-to-end on-demand bandwidth allocation problem is NP-hard. Based on this
complexity result, we develop a greedy 2-approximation algorithm. In addition to the
above theoretical results, a set of simulations are conducted to evaluate the perfor-
mance of the approximation algorithm in practice. The experiments show that the
proposed algorithm significantly outperforms traditional algorithms.
The end-to-end throughput is the maximum amount of data that can be success-
fully transmitted from a source node to a sink in a given period of time. End-to-end
throughput is a system parameter that is very important to many network manage-
ment tasks such as capacity planning, bottleneck identification, and etc. The end-
to-end throughput estimation problem studied in this dissertation is a variant of the
well-known maxflow problem with an extra schedulability constraint which models
the effect of radio signal interference. This problem has been shown to be NP-hard,
and the main contribution of our work is an efficient method with practically good
estimation based on identifying cliques in the interference pattern.
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DISTANCE SENSITIVE INFORMATION RETRIEVAL
A. Introduction
In this chapter, we mainly study two information retrieval problems: range search
and object locating in distributed ad hoc networks. A range query asks for all the
data or some statistics of the data in a region of the network. For example, a sensor
node may ask for the average temperature readings of all the sensor nodes within five
meters of itself. An object query asks for the address of the node where an object is
located, so that the content of the object can be retrieved later on using the obtained
node address. For example, a node may ask the position of the node which has a
particular video clip.
A desired property of an information retrieval system for distributed ad hoc
networks is distance sensitivity. For range search, distance sensitivity means that the
cost to answer a range query should be bounded by a function of the query radius.
For object locating, distance sensitivity means that the cost to locate an object must
be bounded by a function of the distance between the object and the node which
initiates the query.
In this chapter, we will first rigorously formulate the above distance sensitive
query processing problems, and then present our design in the context of grid net-
works. The primary results of this chapter are twofold. First, a framework is devel-
oped for designing schemes with an arbitrary retrieval cost function and optimized
storage overhead. Second, a lowerbound result is derived for object locating, which
shows that logarithmic storage cost is asymptotically optimal to achieve linear re-
trieval cost for a large class of networks called the growth bounded networks. In
8addition to these two main results, we also study other issues in designing distributed
distance sensitive information storage and retrieval schemes, such as load balancing,
irregular network topology, and etc.
The rest of this chapter is organized as follows. Section B introduces the network
model. The range search problem is treated in Section C. Section D studies the
object locating problem. The related work is reviewed in Section E. At last, Section
F summarizes and concludes this chapter.
B. Network model
In the rest of this chapter, we assume that there is a pre-existing routing layer for the
network under consideration. That is, each node is assigned a unique address, and
a source can communicate with any other node using the address of the destination.
The term distance is used to refer to the routing distance between two nodes, that
is, the cost to deliver a unit packet from one to the other.
The distance sensitive information services to be presented are mainly designed
for two (or three) dimensional dense ad hoc networks with only short links. Figure
2 shows an example of such networks. We assume that routing is accomplished by a
geographic routing algorithm. The geographic routing algorithms [5, 6, 7, 8, 9, 10, 11]
developed in the recent years are mostly based on greedy routing augmented by
a deadend recovery mechanism. Such routing algorithms have the following two
properties. (1) For reasonably dense networks, the routing distance between two
nodes is close to the Euclidean distance between them, as long as there is no obstacles
in the line of sight of the two nodes. For example, in Figure 2, the length of the s-t
path is close to the s-t Euclidean distance. To simplify the discussion, we further
assume that the routing distance between any pair of nodes is exactly equal to their
9s
t
t’
Fig. 2. A dense ad hoc network with only short links. In geographic routing, the
routing distance between s and t is roughly equal to their Euclidean distance.
Euclidean distance. Even though this is an unrealistic assumption, it allows us to
avoid distinguishing routing and Euclidean distance. And, it will become clear later
that this assumption can be easily removed as long as the routing distance is bounded
by a constant times the Euclidean distance. (2) A packet destined for a virtual node
will be delivered to the closest physical node of the virtual node. Here, a virtual node
refers to a node which has a location but does not really exist in the network. For
example, in Figure 2, if s tries to deliver a packet to the virtual node t′, the packet
will be delivered to the node t.
Dense networks with short links are of particular interest because they can be
approximated reasonably well by a virtual grid. Figure 3 shows a virtual grid su-
perimposed on top of a physical network. Both of them cover the same area. The
design of information retrieval systems can be considerably simplified by mapping
each physical node to its nearest virtual grid node. Since it is assumed that the ad
hoc network is dense, the Euclidean distance between a physical node and its nearest
10
Fig. 3. A virtual grid superimposed on top of a physical ad hoc network in a two
dimensional plane with short links.
virtual grid node will be small enough to omit in many applications. Without loss
of generality, we assume that the x and y coordinates of each grid node are a pair
of integers, and the minimum distance between two grid nodes is one. Even though
most of the discussion in this chapter is based on the grid network model, we will
show in Section 5 that, the basic principle for designing distance sensitive information
services applies to a wider class of networks called growth (upper) bounded networks.
The design of the grid based information retrieval schemes is based on two im-
portant notions: d-lattice and d-neighbor. The d-lattice nodes (of a grid) are the
nodes whose x and y coordinates are both integer multiples of d. The d-neighbor of
a node is its closest d-lattice node, where ties are broken arbitrarily. For example,
in Figure 4, the 4-lattice nodes are depicted as black dots, and the node q4 is the
4-neighbor of the node q.
11
q
q4
Fig. 4. The concepts of d-lattice and d-neighbor. The 4-lattice nodes are depicted as
black dots. q4 is the 4-neighbor of the node q.
C. Range search
In this Section, we study the distance sensitive range search problem in distributed
ad hoc networks. We first formally define the problem in Subsection 1, and then
present a baseline design in Subsection 2 with logarithmic storage and linear retrieval
cost. The baseline design is generalized in Subsection 3 to support arbitrary retrieval
cost function. In Subsection 4, we discuss modifications to the baseline and generic
schemes with better load balancing performance.
1. Problem statement
The distributed local range search problem that we study here is a varaint of its
well-known centralized version [12]. Consider a set of data distributed across an ad
hoc network. Each data item belongs to a node, called its owner. A range query,
initiated by a node in the network, asks for all the data items or some statistics of
the data items within a certain distance of the node. In other words, a range query
12
specifies a circular region centered at a query initiator. The data items in the region
are referred to as the target data items. The owner of a data item may store the data
locally, or at one or more other nodes, called its storage servers (the owner itself is
also a storage server), in order to support efficient data retrieval.
To design a range query scheme, one needs to specify both a storage and a
retrieval policy. The storage policy specifies how and where each data item is stored,
and a retrieval policy specifies how a range query is answered by the system. There are
different ways to measure the performance of a range search design. In our discussion,
we choose the following measurement which consists of two components, the storage
and retrieval cost. Formally, the storage cost of a data item is the number of copies, or
the number of storage servers, for that data item. The storage cost of a range search
scheme is the maximum storage cost over all data items in the network. The retrieval
cost is a little more involved, which varies from case to case depending on the retrieval
policy. In our discussion, we restrict ourselves to the class of retrieval policies which
searches data along a single retrieval path starting from the query initiator. The path
has the property that every target data item has at least one storage server on it,
therefore, by search along the path, one can successfully retrieve all the target data.
For such retrieval policies, the length of the retrieval path for a query is called the
retrieval cost for that query. Notice that, a query can also be answered by other ways,
such as flooding the target region. However, it is beyond the scope of our discussion
to study those retrieval policies.
We say a range search scheme is distance sensitive if its retrieval policy is dis-
tance sensitive. Formally, a range search scheme is distance sensitive with a retrieval
function g if the retrieval cost for a query with radius r is at most g(r). Only monoton-
ically increasing functions are considered in our discussion, and therefore, the smaller
r is, the smaller the retrieval cost is. Note that this upper bound of the retrieval
13
cost applies to queries initiated by any node in the network with any query radius
r. Distance sensitivity is a desirable property because in many ad hoc network ap-
plications, the value of a piece of information to a user is strongly correlated with
the distance between them. Usually, local information is much more valuable than
remote information, and therefore, it is natural for a system to be able to retrieve
local information more efficiently.
Having defined the notion of distance sensitivity, let us look at two simple range
search schemes. The first straightforward design is as follows: each data item is stored
locally at its owner, and a range query is answered by scoped flooding, that is, by
flooding all the nodes within the query radius of the user. The advantage of this local
storage design is its low storage cost: there is only one copy for each data item in the
network. The obvious disadvantage of this scheme is its high retrieval cost, as flooding
is a known communication expensive operation. Another straightforward design is to
store each data item at every node such that range queries can be processed locally.
Apparently, this design has high storage cost but the retrieval cost in terms of inter-
node communication is zero. Both of the above two range search schemes are distance
sensitive. They have the opposite performance in terms of storage and retrieval cost.
In general, there is an intrinsic tradeoff between the storage and retrieval cost of a
distance sensitive scheme, and a significant part of this chapter is spent to discuss
this tradeoff.
2. The baseline scheme
The baseline version of the grid based range search scheme is designed to achieve
linear retrieval cost. Specifically, the retrieval cost function of the baseline scheme is
g(r) = s · r, where s is a positive number called the stretch factor which can be set
by the designer of the scheme.
14
The baseline scheme adopts a well known technique called exponential storage
and retrieval, which was also explored by a number of related papers [13, 14, 15, 16,
17, 18, 19]. Although the baseline scheme differs from them in details, it is not meant
to be a radically new design. Rather, it serves as a basis for the discussion of its
generic version to be presented in the next subsection.
The baseline scheme is as follows:
• Storage policy: a node stores its data at all the 2i-lattice nodes within distance
di + 2
i/
√
2, i = 0, 1, 2, . . . ,m of itself, where m = dlog(s ·D/√2)e.
di =
√
2 · 2i/s, (1)
and D is the diameter of the network, i.e., the greatest distance between any
two nodes in the network.
• Retrieval policy: a node retrieves the target data items at its 2j-neighbor, where
r is the query radius and
j =


dlog(s · r/√2)e if r > √2/s
0 if r ≤ √2/s
. (2)
The above design is illustrated in Figure 5, where q is the initiator of the range query
with radius r, p is a generic node within distance r from q, and the storage servers
of the node p are depicted as black dots. Now, we analyze the storage and retrieval
policy of this design.
According to the storage policy, there are m = O(logD) layers of storage servers
for each data item. In each layer, the number of storage servers is upper bounded by
pi · ((√2/s) · 2i + 2i/√2)2
(2i)2
= pi · (
√
2/s+ 1/
√
2)2 = O(1),
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p
q
r q j
Fig. 5. The baseline range search scheme. q is the query initiator, p is an arbitrary
data owner such that |pq| ≤ r. qj is the 2j-neighbor of the node q.
where the numerator of the above equation is the area of the circle centered at the
data owner and with radius di+2
i/
√
2, and the denominator is the area of the square
with base length 2i. Therefore, the storage cost for an arbitrary node is O(logD),
which is to say, the storage cost for the baseline scheme is O(logD).
Now, we show that the retrieval policy is correct, i.e., a node q following the
retrieval policy will not miss any target data. Let p be an arbitrary node such that
|pq| ≤ r. We show that qj, the 2j-neighbor of q, is a storage server of the node p, or
more accurately, any data item owned by p. There are two cases. (a) if r ≤ √2/s,
by (2), j = 0 and dj =
√
2/s, and therefore |pq| ≤ dj. The 2j-neighbor, that is, the
1-neighbor q1 in this case, is q itself. So |qqj| = 0 < 2j/
√
2. (b) if r >
√
2/s, then by
(1) and (2),
dj = (
√
2/s) · 2dlog(s·r/
√
2)e ≥ (
√
2/s) · 2log(s·r/
√
2) = r.
and thus again |pq| ≤ dj. Since qj is the 2j-neighbor of q, by the definition of 2j-
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neighbor, |qqj| ≤ 2j/
√
2. In both of the above two cases, |pq| ≤ dj and |qqj| ≤ 2j/
√
2,
so
|pqj| ≤ |pq|+ |qqj| ≤ dj + 2j/
√
2.
Since r is at most D, j is at most m = dlog(s · D/√2)e. According to the storage
policy, qj is one of p’s storage servers. Therefore, the retrieval policy is correct.
For this retrieval policy, the retrieval path for a query with center q and radius
r is simply qqj, and the retrieval cost is |qqj|, i.e., the Euclidean distance between q
and qj. When r >
√
2/s, this cost is
|qqj| ≤ 2j/
√
2 = 2dlog(s·r/
√
2)e/
√
2 < 2log(s·r/
√
2)+1/
√
2 = s · r.
When r ≤ √2/s, the cost is 0. In both cases, the retrieval cost is at most s · r.
The above analysis shows that the baseline scheme achieves linear retrieval at
the cost of logarithmic storage, which is summarized as the following theorem.
Theorem 1. The baseline range search scheme has O(logD) storage cost and O(r)
retrieval cost.
3. The generic scheme
The previous subsection presents the baseline range search scheme with logarithmic
storage and linear retrieval cost. In this subsection, we argue that O(logD) + O(r)
is only one point in the design space, and propose a generalization of the baseline
scheme, which has an arbitrary retrieval cost function and an optimized storage cost.
The fundamental strategy of the baseline scheme is to use 2i-lattice nodes as
rendezvous places for data storage and retrieval. The basic idea of the generic scheme
is a direct generalization of this strategy, that is, to use li-lattice nodes for data
storage and retrieval, where li is a number sequence different than the exponential
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sequence 2i. Specifically, the generic range search scheme is defined as follows:
• Storage policy: a node stores its data at all the li-lattice nodes within distance
di + li/
√
2 of itself, i = 0, 1, 2, . . . ,m.
• Retrieval policy: a node retrieves the target data items at its lj-neighbor, where
j is the smallest non-negative integer such that dj ≥ r and r is the radius of
the query.
In the above design, the sequences li and di are the solution of the following opti-
mization program parameterized by what we call the meta variable m,
min
∑m
i=1 pi(di + li/
√
2)2/l2i (3)
s.t. li/
√
2 ≤ g(di−1) ∀1 ≤ i ≤ m (4)
di ≥ 0, li ≥ 0 ∀0 ≤ i ≤ m (5)
d0 = 1, dm ≥ D (6)
Similar to the baseline scheme, there are m layers of storage servers for each
data item. In the ith layer, the number of storage servers is upper bounded by
pi(di + li/
√
2)2/l2i , where the numerator is the area of the circle centered at the data
owner and with radius di+2
i/
√
2, and the denominator is the area of the square with
base length li. Therefore, the objective function (3) of the optimization program is
an upperbound of the total storage cost of a data item. The inequality (10) is the
non-negativity constraint.
Now we analyze the generic scheme. First, we show that the retrieval policy is
correct. Let q be the query initiator, and let p be an arbitrary node within distance r
of q, that is, |pq| ≤ r. Refer to Figure 5 again. By the retrieval policy, r ≤ dj. Since
|pq| ≤ r, we have |pq| ≤ dj. By the definition of lj-neighbor, |qqj| ≤ lj/
√
2, where
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qj is q’s lj-neighbor. Therefore, |pqj| ≤ |pq| + |qqj| ≤ dj + lj/
√
2. Since r < D, and
dm ≥ D by (6), it must be true that j ≤ m. By the storage policy, qj must be p’s
storage server. Therefore, the retrieval policy is correct.
Now we show that the retrieval cost is bounded by g(r). The retrieval cost is
|qqj|, and by the definition of lj-neighbor, |qqj| ≤ lj/
√
2. By (4), lj/
√
2 ≤ g(dj−1).
By the retrieval policy, j is the smallest integer such that r ≤ dj, therefore it must
be true that dj−1 ≤ r. Thus, the retrieval cost is bounded by g(r), which proves the
following theorem.
Theorem 2. The generic range search scheme is distance sensitive with a retrieval
function g.
Constraint (4) is called the distance sensitivity constraint in the sense that any li
and di sequence satisfying this constraint plus the storage and retrieval policy yields
a distance sensitive range search scheme. In particular, the baseline scheme can be
obtained by setting li = 2
i and li/
√
2 = s · di−1. The optimization program of the
generic scheme merely allows us to choose a good sequence from all the eligible li and
di sequences satisfying (4).
We now discuss how to solve the optimization program. First, observe that it
is a non-linear program, since the objective function (3) is non-linear. The distance
sensitivity constraint (4) is also non-linear when g is a non-linear function. Second,
notice that the number m is an unknown variable. Both characteristics make the so-
lution to the program non-trivial. We use the following intuitive approach to solve the
program: try a range of reasonable values ofm; for each value ofm, use standard non-
linear programming techniques to solve the more constrained program. In the end,
we choose the value of m that presents the best performance and the corresponding
non-linear programming solution.
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Choosing the best value for m is very important. Given a specific value of m,
the program can be solved reasonably efficiently according to our experiments. In our
experiments, all the results were obtained by the Matlab optimization toolbox [20] on
a laptop with a 1.3GHz Intel PentiumM processor and 1Gb memory. Matlab solved
all the programs successfully, some of which with m as large as 10000, in a matter of
seconds.
In the following, we show the results for the generic scheme with a quadratic re-
trieval cost function g(r) = r2. Table I lists the li sequence and the corresponding stor-
age cost f (the objective function of the optimization program) for m = 1, 2, 3, ..., 8.
Table I. Solution of the optimization program with a quadratic retrieval cost function
g(r) = r2.
m f li
1 32046 1
2 286.9 1,21.9
3 118.3 1,5.5,71.4
4 100.1 1, 3.4, 15.0, 100
5 102.0 1, 3.1, 10.1, 34.0, 100
6 106.7 1, 3.0, 9.8,31.5, 86.0, 100
7 111.7 1, 3.0, 9.6, 29.8, 77.0, 100, 100
8 116.9 1, 3.0, 9.5, 28.6, 71.0, 100, 100, 100
As shown in Table I, when m increases from 1 to 8, the storage cost f first de-
creases monotonically and then increases. The optimal storage cost f = 100.1 is ob-
tained when m = 4. Recall that the distance sensitivity of the range search scheme is
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achieved by segmenting the distance between the data owner and query initiator (that
is, the range [1, D]) into m sub-ranges. Table I shows that both over-segmentation
and under-segmentation will result in high storage costs, and the optimal segmenta-
tion lies in between the two extremes. Furthermore, according to our experiments,
this observation is true for not only the quadratic function, but also other retrieval
cost functions as well. As a result, it suggests an alternative approach for solving
the optimization program based on the binary search of m’s value rather than the
exhaustive search.
The generic scheme presented here not only works for non-linear retrieval func-
tions, but also outperforms its baseline version with linear retrieval cost functions.
Recall that a scheme with linear retrieval cost is one whose retrieval cost function is
g(r) = s · r. The comparison is illustrated in Table II, where the storage cost f and
the li sequence are shown. The parameters are D = 100, and s = 0.25, 0.5, 1, 2.
Table II. The storage cost f and the li sequence of the baseline and generic schemes,
D = 100.
baseline generic
s f li f li
0.25 6729 1,2,4 6517.6 1,2.4,4.8
0.5 2614.5 1,2,4,8 2387.3 1,3,7.8
1 987.6 1,2,4,8,16 869.0 1,2.8,7.5,17.2
2 389.5 1,2,4,8,16,32 328.8 1,3.3,10.3,29.3
The following are two observations on the data in Table II. First, the storage cost
of the generic scheme is indeed consistently lower than that of the baseline scheme.
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In particular, when s = 2, the storage cost of the generic scheme is 18% less than
the baseline version. Second, the baseline scheme tends to over-segment the distance
range [1, D]. In particular, for s = 1 and s = 2, the baseline scheme divides the
range into 4 and 5 sub-ranges, while the generic scheme achieves better performance
by dividing it into only 3 and 4 sub-ranges.
Table III is a further illustration of the above results. It lists the storage cost
f and the li sequence of the baseline and the generic schemes for s = 2 and D =
25, 50, 100, 200. We can see that the same conclusions hold.
Table III. The storage cost f and the li sequence of the baseline and generic schemes
with s = 2.
baseline generic
D f li f li
25 238.2 1,2,4,8 210.5 1,3,7.9
50 312.9 1,2,4,8,16 272.4 1,2.8,7.6,17.4
100 389.5 1,2,4,8,16,32 328.8 1,3.3,10.3,29.3
200 467 1,2,4,8,16,32,64 405.1 1,3.8,14.2,49.6
4. Load balancing
For ease of exposition, the design of the range search schemes presented in this section
does not take load balancing into consideration. In this subsection, we describe a
modified version of the range search schemes with more balanced storage load. We
would like to point out that the discussion in this subsection also applies to the design
of object locating schemes to be presented shortly in the next section.
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Fig. 6. Load distribution of the baseline range search scheme for a 40 by 30 grid with
s = 0.5. The load of a node is indicated by its darkness.
Observe that, by the definition of the range search schemes, the storage load for
each node is not balanced. In particular, in the baseline scheme, the 2i-lattice nodes
are chosen to be the storage servers, and according to the storage policy, a 2i-lattice
node will hold a copy of all the data items within distance di + 2
i/
√
2 from itself.
Therefore, the storage load of the 2i-lattice nodes tends to increase as i increases.
This is illustrated in Figure 6, which depicts the storage load of all the nodes in a 40
by 30 grid network. There are 2048 data items in this example, and each data item
is owned by a random node. The stretch factor s is set to be 0.5. The load of a node
is depicted by its darkness. The darker a node is, the heavier it is loaded. As the
figure shows, the nodes with the heaviest load are the 8-lattice nodes, followed by the
4-lattice nodes, and then 2-lattice nodes, and so on.
The design of our range search schemes made an implicit assumption that all the
data items are of the same type. In practice, the data that users are interested in may
naturally fall into a few different categories. For example, in a sensor network, a sensor
may generate both temperature and humidity data. In what follows, we describe
a load balanced version of the range search schemes by storing data in different
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(a) (b)
Fig. 7. Load distribution of the load balanced range search scheme. The 2048 data
items fall into (a) two, and (b) four categories.
categories at different lattice nodes, which only requires a small modification to the
existing design. Observe that, the reason that the 2i-lattice nodes are the performance
“hotspots” is because all the data items share a common lattice system regardless of
their types. And, the basic idea of the load balanced range search scheme is simply to
use a different lattice system for each type of data. This can be achieved by a slight
modification to the definition of d-lattice. In particular, we can define the set of d-
lattice nodes for a type of data as the set of nodes with coordinate (x+a ·d, y+ b ·d),
where a and b are integers ranging from −∞ to +∞, and (x, y) is the origin of the
lattice system for that type of data. Each data type has its own lattice origin. It is
straightforward to show that, the range search schemes with this modified notion of
d-lattice are still correct and distance sensitive.
Figure 7 shows the load distribution of the load balanced range search schemes
for the same network and set of data items in Figure 6. In Figure 7(a), the data items
are categorized into two groups, and are stored in two corresponding lattice systems.
In Figure 7(b), the data items are categorized into four groups. Clearly, the load
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distribution in Figure 7 is considerably more balanced than Figure 6. The conclusion
is also confirmed by many other experiments with different settings.
D. Object locating
In this section, we study distance sensitive object locating in distributed ad hoc
networks, a problem that has a very similar structure as the range search problem
discussed in the previous section. We first present the problem formulation in Subsec-
tion 1, and then present the design of the baseline and generic object locating scheme
for grid networks in Subsection 2 and 3 with linear retrieval cost function and any
arbitrary retrieval cost function respectively. In Subsection 4, we present a lower-
bound result which shows that logarithmic storage cost is asymptotically optimal for
a linear retrieval cost function. At last, in Subsection 5, we briefly discuss how to
design object locating schemes for non-grid networks.
1. Problem statement
The range search problem discussed in the previous section studies regional data
retrieval, while the object locating problem in this section studies the retrieval of
individual data items. Specifically, we consider a set of objects in a network. Each
object has a identifier and a value, and is owned by a node, called its owner. A
reference to an object is an identifier-address pair, which indicates the address of the
owner of the object with the identifier. A node that stores a reference to an object
is called the reference server of the object. Note that, in the range search problem,
we store the data items directly at the storage servers, while in object locating, we
store object references at the reference servers. When a node tries to find an object,
it initiates a query with the identifier of the object, and the query is forwarded along
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a pre-designed path, called the retrieval path (of the query initiator), until a node
which holds a reference to the object is reached. The storage cost of an object is
the total number of its reference servers, and the storage cost of an object locating
scheme is the maximum storage cost over all objects. When a node is searching for
an object, the retrieval cost is the length of the retrieval path segment between the
node and the first node on its retrieval path that has a reference to the object.
An object locating scheme defines both a storage and a retrieval policy. The
storage policy specifies where to place references to each object in the network, while
the retrieval policy specifies the retrieval path for every query initiator and every
object. An object locating scheme is distance sensitive with the retrieval function g
if for any node and any object, the retrieval cost for the node to find the object is at
most g(r), where r is the distance between the query initiator and the object owner.
Similar to the range search problem, there is an intrinsic tradeoff between the storage
and retrieval cost of an object locating scheme. In general, the higher the storage
cost, the lower the retrieval cost.
2. The baseline scheme
The baseline version of the object locating scheme is designed to achieve linear re-
trieval cost. Specifically, the retrieval cost function is g(r) = s ·r, where s, the stretch
factor, is an arbitrary positive number.
The baseline object locating scheme is defined as follows:
• Storage policy: a node stores a reference to any object it owns at all the 2i-lattice
nodes within distance di+2
i/
√
2 of itself, i = 0, 1, 2, · · · ,m = dlog(s·D/√2+1)e,
where
di =
√
2 · (2i − 1)/s. (7)
26
p
q(q0)
q2
q1
Fig. 8. The baseline object locating scheme. p is the object owner and q is the query
initiator. q1 and q2 are the 2- and 4- neighbors of the node q. q finds p at q2.
• Retrieval policy: a node q retrieves a target object by searching along the path
q0 → q1 → q2 · · · , where qi is the 2i-neighbor of q, regardless of the identifier of
the object.
The baseline scheme is illustrated in Figure 8. The node p is the owner of the target
object that q is looking for. The reference servers of the node p are shown in the
figure with black dots. q1 and q2 are the 2- and 4- neighbors of the node q. q0 and q
are the same node. In this figure, q2 is a reference server for p, and at the same time,
it is on the retrieval path of q.
Now, we analyze the storage policy. Consider an arbitrary object. There are m
layers of reference servers for the object. By the definition of m, m = O(logD). In
each layer, the number of reference servers is upperbounded by pi · (di+2i/
√
2)/(2i)2.
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By the definition of di, it is straightforward to see to that di = O(2
i). Therefore, the
number of reference servers in each layer is O(1), and the total number of reference
servers, i.e., the storage cost of the object, is O(logD).
Now, we analyze the retrieval policy. Let p be the owner of the target object that
q is looking for. First, we show that, if |pq| ≤ dj for some integer j ≥ 0, then qj, the
2j-neighbor of q, is a reference server for the object. By the definition of 2j-neighbor,
we have |qqj| ≤ 2j/
√
2. Since |pq| ≤ dj, |pqj| ≤ |pq|+ |qqj| ≤ dj + 2j/
√
2. According
to the storage policy, qj is one of p’s reference servers. Since dm ≥ D and the distance
between any two nodes is at most D, it follows that the 2m-neighbor of any node
holds a reference to any object in the network and the retrieval process in the worst
case ends at the 2m-neighbor of the query initiator. Now, we show that the retrieval
policy is distance sensitive. More specifically, we show that the cost for q to find the
object owned by p is at most s · |pq|. Let j be the smallest integer such that |pq| ≤ dj.
We have just shown that qj is a reference server for any objects owned by p. To prove
that the retrieval policy is distance sensitive, we just need to show that the length of
the path qq1q2 · · · qj, is bounded by s · |pq|. Specifically, this length is,
j∑
i=1
|qi−1qi| ≤
j∑
i=1
(|qqi−1|+ |qqi|) ≤
j∑
i=1
2|qqi|,
by the definition of qi, |qqi| ≤ 2i/
√
2, therefore, the length of this path is at most
j∑
i=1
2 · 2i/
√
2 =
√
2 · (2j+1 − 1) = s · dj−1,
since j is the smallest integer such that |pq| ≤ dj, it must be true that dj−1 ≤ |pq|,
therefore, the length of this path is at most s · |pq|, which implies that the retrieval
cost is at most s · |pq|.
Theorem 3. The baseline scheme has O(logD) storage cost and O(r) retrieval cost.
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3. The generic scheme
In this section, we generalize the baseline version presented in the previous subsec-
tion, and present the generic object locating scheme with an arbitrary retrieval cost
function.
The generic scheme is defined as follows:
• Storage policy: a node stores a reference to any object it owns at all the li-lattice
nodes within distance di + li/
√
2 from itself, i = 0, 1, 2, · · · ,m, where m is the
smallest integer such that dm ≥ D.
• Retrieval policy: A node q retrieves a target object by searching along the path
q0 → q1 → q2 → · · · , where qi denote the li-neighbor of q.
The sequences li and di are solutions of the following optimization program:
min
∑m
i=0 pi(di + li/
√
2)2/l2i (8)
s.t.
√
2
∑i
j=1 lj ≤ g(di−1) ∀1 ≤ i ≤ m (9)
di ≥ 0, li ≥ 0 ∀0 ≤ i ≤ m (10)
d0 = 1, dm ≥ D (11)
In the optimization program, the objective function,
∑m
i=1 pi(di+li/
√
2)2/l2i , is an
upperbound of the storage cost of an object. The inequality (10) is the non-negativity
constraint.
Now we analyze the generic scheme. Let p be the owner of the object that q is
looking for. By the same argument presented in the previous subsection, we know
that qj is a reference server of any objects owned by p, where j is the smallest integer
such that |pq| ≤ dj. The retrieval cost is at most the length of the path qq1q2 · · · qj,
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which is
∑j
i=1 |qi−1qi| ≤ 2 ·
∑j
i=1 |qqi|. Since qi is the li-neighbor of q, we know that
|qqi| ≤ li/
√
2. Therefore, the retrieval cost is at most 2 ·∑ji=1 li/√2 = √2 ·∑ji=1 li,
which is at most g(dj−1) by (9). Since j is the smallest integer such that |pq| ≤ dj,
it must be true that dj−1 ≤ r. Therefore, the retrieval cost is at most g(r), which
concludes the following theorem,
Theorem 4. The generic object locating scheme is distance sensitive with a retrieval
function g.
4. Lowerbound result
In this subsection, we analyze the optimality of the performance of the distance
sensitive object locating scheme.
Linear retrieval cost is a very popular distance sensitive constraint, and has been
investigated in a large number of previous studies [21, 13]. The design of the object
locating schemes presented in this chapter has a storage cost that is logarithmic in
the diameter of the network. A natural question is, is this the optimal storage cost
to achieve the linear retrieval constraint? We prove in this section that it is true. We
show that for a wide family of networks called the growth lowerbounded networks,
the logarithmic storage cost is a lowerbound for any object locating scheme that
achieves linear retrieval cost. Since growth lowerbounded networks includes the grid
networks as a special case, the baseline scheme achieves the asymptotically optimal
performance.
Growth bounded networks characterize a large family of networks, and have
been widely studied [16]. The notion of bounded growth is based on the concept of
ball packing. A ball Br(v) with center node v and radius r is defined as the set of
nodes within distance r from v. Here, the distance between two nodes is the routing
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cost between the two nodes. Let B be a set of balls each with radius r, and let U ⊆ V
be a subset of nodes in the network. B is called a r-packing of U if ∪B⊆BB ⊆ U
and ∀B,B′ ∈ B, B ∩ B′ = Φ. That is, B is a set of mutually non-intersecting balls
each with radius r. A network is growth lowerbounded or simply growth bounded with
growth rate α if for any v ∈ V and any r, r′ such that r′ ≤ r, there exists a r′-packing
of at least (r/r′)α balls for Br(v).
Consider an arbitrary distance sensitive object locating scheme with a linear
retrieval cost function. Without loss of generality, we assume that the minimum
distance between any two nodes is one. Let s be the stretch factor in the linear
retrieval cost function g(r), that is, g(r) = s · r. An important quantity in the
following analysis is the zooming factor, which is defined as:
z = z(s, α) = (1.5s)
α
α−1 .
Before presenting the following lemma (Lemma 5), we introduce a few more
terms. The distance |vP | between a node v and a path P is the minimum distance
between v and any node in P . We say that a path crosses a ball if the intersection
of the (set of nodes on that) path and the (set of nodes in the) ball is non-empty.
Intuitively, the following lemma says that for any ball and any (retrieval) path starting
from its center, there is a big enough (sub-)ball contained in the ball such that the
path does not cross.
Lemma 5. Let v be an arbitrary node in a growth bounded network. Let P =
(v, w1, w2, ...) be a path whose length |P | is at most s · r. Then, there must exist
a node v′ such that Br′(v′) ⊆ Br(v) and |v′P | > s · r′, where r′ = r/z.
Proof. For simplicity, in the following analysis, we let B′ denote Br′(v′), and let B
denote Br(v). See Figure 9 for an illustration.
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Fig. 9. Lemma 5. It shows that for any ball and any (retrieval) path starting from its
center, there is a big enough ball contained in it such that the path does not
cross.
By the basic property of the bounded growth of the network, there is a 1.5sr′-ball
packing of cardinality
(
r
1.5sr′
)α = (
z
1.5s
)α = (
1.5sα/(α−1)
1.5s
)α = (1.5s)
α
α−1 = z
for any ball of radius r. Therefore, there is such a packing for B = Br(v). Shrink
the radius of each ball in this packing from 1.5sr′ to sr′, and we obtain an sr′-ball
packing B for B of cardinality z. Clearly, the distance between any two balls in this
packing is at least sr′, as shown in Figure 10.
Consider the number of balls in B that P can cross. Since |P | ≤ s · r and
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B1 B2
Fig. 10. Two balls B1 and B2 in an sr
′-ball packing obtained from a 1.5sr′-ball packing,
where the distance between B1 and B2 is at least sr
′.
the minimum inter-ball distance of B is at least s · r′, P needs to “spend” at least
s · r′ in order to go from one ball to anther, and therefore P can cross at most
s · r/(s · r′) = r/r′ = z balls in B. Since there are at least z balls in B, there is at least
one ball that P cannot cross. Let v′ be the center of this ball. Obviously Bs·r′(v′) ⊆ B
because Bs·r′(v′) is a member of the ball packing B. Also, B′ = Br′(v′) ⊆ B too
because Br′(v
′) ⊆ Bsr′(v′). By our choice of v′, P does not cross Bsr′(v′), which
implies that |v′P | > sr′. Therefore, v′ is the node we have been looking for.
The above proof also explains how the expression of z is chosen. It ensures that
the number of balls in B is more than the number of balls P can cross. In other
words, z is specifically chosen so that Lemma 5 will hold. In fact, z can be clearly
set to any constant less than (1.5s)α/(α−1).
In the proof of the following theorem, Lemma 5 is applied repeatedly as a basic
building block of the argument.
Theorem 6. Let B be an arbitrary ball of radius R in a growth bounded network.
For any object locating scheme with the linear lookup cost function g(r) = s · r, there
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must exist a node p ∈ B such that the storage cost of any object it owns is Ω(logR).
Proof. The basic idea of this proof is to repeatedly apply Lemma 5, and construct
a sequence of Ω(logR) nested balls B1, B2, ... with exponentially decreasing radius,
a sequence of nodes q1, q2, . . ., and a sequence of mutually non-intersecting lookup
paths P1, P2, . . . with q1, q2, . . . as their starting ends. The construction ensures that
the node sitting at the center of the innermost ball must have one reference server on
each of the Ω(logR) retrieval paths. See Figure 11 for an illustration.
First, let q1 be the center of B. Let B1 = Br1(q1), where r1 is the radius of B1.
Let P1 be the maximum segment of q1’s retrieval path for the target object such that
|P1| ≤ s · r1. By Lemma 5, there is a node q2 such that ball B2 = Br2(q2) ⊆ B1 and
|q2P1| > s ·r2, where r2 = r1/z. Let P2 be the maximum segment of q2’s retrieval path
such that |P2| ≤ s ·r2. Notice that |q2P1| > s ·r2 and |P2| < s ·r2, that is, the distance
from node q2 to path P1 is at least s · r2, while the length of P2 starting from q2 is
less that s · r2, therefore P1 ∩P2 = Φ, that is, P1 and P2 are mutually disjoint. Again
by Lemma 5, there is a node q3 such that ball B3 = Br3(q3) ⊆ B2 and |q3P2| > s · r3,
where r3 = r2/z. By repeating this process in m = logR/ log z steps, we will have
a sequence of nodes q1, q2, ..., qm, a sequence of balls B1, B2, ..., Bm and a sequence of
paths P1, P2, ..., Pm. By the above construction, Bm ⊆ Bm−1 ⊆ ... ⊆ B2 ⊆ B1, and
P1, P2, ..., Pm are mutually disjoint.
We can now show that qm is the node we are searching for. To verify this,
let p = qm be the owner of the target object. It is straightforward to see that
∀1 ≤ i ≤ m, p ∈ Bi because p ∈ Bm and Bm ⊆ Bi. The fact that p ∈ Bi implies
that |pqi| ≤ ri. Since the retrieval stretch factor is s, and Pi is the maximum segment
of the qi’s retrieval path satisfying |Pi| ≤ s · ri, p must have at least one reference
server on Pi (∀1 ≤ i < m) in order for qi to locate it with a cost no more than
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Fig. 11. The proof of theorem 6. It shows the construction of a sequence of non-in-
tersecting paths P1, P2, P3..., and a sequence of balls B1 ⊇ B2 ⊇ B3... with
exponentially decreasing radii.
s · |pqi|. Since P1, P2, . . . , Pm−1 are mutually non-intersecting, the total number of p’s
reference servers in B is at least m− 1 = logR/ log z − 1 = Θ(logR).
Theorem 6 shows that for a growth-bounded network of diameter D, for any
distance sensitive object locating scheme with linear retrieval cost, its storage cost
must be at least logD times a constant. Therefore, the following corollary directly
follows.
Corollary 7. The baseline object locating scheme achieves asymptotically optimal
storage cost.
We would like to note that there are a few object locating methods in literature
that also achieve O(logD) storage cost. An example is the location service scheme
LLS presented in [13]. Our result also proves the optimality of those schemes.
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Due to the similarity between the range search and object locating problem, one
might hope that the same proof technique can be applied to show the optimality of
the range search schemes presented in the previous section. Unfortunately, we were
unable to do that directly, and the optimality of the range search schemes remains
unknown to us.
5. Beyond grid networks
The design of the range search and object locating schemes so far is based on a fairly
restricted network model, the grid network. In practice, however, the network under
study usually has more complicated topology, and the design of the object locating
schemes does not directly apply. In this subsection, we describe how to design object
locating schemes for growth upper bounded networks. We would like to point out
that, the techniques presented in this subsection also directly apply to the design of
range search schemes.
First, we use a simple example to explain the limitations of the object locating
schemes that we have developed. Figure 12(a) shows a grid where the 4-lattice nodes
are depicted as black dots. The node q4, as the 4-neighbor of the node q, is on q’s
retrieval path. For the gird in Figure 12(a), q can easily calculate the position of q4
according to the position of itself, and |qq4| ≤ 24/
√
2. These two facts are necessary
conditions for the retrieval policy to be correct and distance sensitive. Figure 12(b)
shows the same grid with two holes in the middle of the network. The node q4,
which was present in Figure 12(a), happens to be in the hole area and does not exist
in Figure 12(b). In addition, the distance between q and its nearest 4-lattice node
in Figure 12(b) is more than 24/
√
2, therefore, even if q is aware of the existence
of the holes, and picks the q′s nearest 4-lattice node as its 4-neighbor, the distance
sensitivity property of the retrieval policy would still be violated.
36
q
q4
(a)
q
(b)
Fig. 12. A grid network with two holes in the middle. The 4-lattice nodes are depicted
as black dots.
The basic principle of the grid based distance sensitive object locating schemes
can be generalized and used for designing object locating schemes for a class of net-
works called growth upper bounded networks. The notion of upper bounded growth
is based on the notion of ball covering. Let B be a set of balls each with radius r,
and let U ⊆ V be a subset of nodes in the network. B is called a r-covering of U if
U ⊆ ∪B⊆BB. A network is growth upper-bounded with growth rate β if for any v ∈ V
and any r, r′ such that r′ ≤ r, there exists a r′-covering of at most (r/r′)β balls for
Br(v). Apparently, the notions of upper and lower bounded growth are a pair of dual
concepts.
Recall that, the basic principle of the grid based schemes is to use d-lattice nodes
as places for information storage and retrieval. Correspondingly, the basic principle
for object locating schemes for growth upper bounded networks is to use d-net nodes
as rendezvous places, where the notion of d-net is a natural generalization of the
concept of d-lattice. Let V denote the set of nodes in the network. A node set U ⊆ V
forms a d-net of V if the distance between any pair of nodes in U is at least d, and for
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any node v ∈ V −U , there is at least one node u ∈ U such that the distance between
u and v is at most d. It is well-known that, a d-net can be obtained by the following
simple greedy algorithm:
1. Initially, set V to be the set of all nodes and U to be the empty set,
2. pick an arbitrary node v in V −U , put it in U , and remove all the nodes whose
distance to v is less than d,
3. repeat the step 2 until V is empty.
When the algorithm terminates, the set U is a d-net. An important characteristics of
a growth upper bounded network is, the number of d-net nodes in any ball of radius
r is at most 2β · (r/d)β. This can be shown as follows. Consider an arbitrary ball
B with radius r. By the definition of growth upper bounded network, there exists a
d/2-ball covering of cardinality at most (2r/d)β = 2β(r/d)β. Notice that, since the
radius of each ball in the covering is d/2, and the distance between any pair of d-net
node is at least d, there must be at most one d-net node in each ball in the covering.
This implies that, the number of d-net nodes in B is at most 2β · (r/d)β. It follows
directly from this fact that the number of d-net nodes in any ball of radius O(d) is
O(1), where the growth rate β is considered as a constant.
By the above characteristics of growth upper bounded networks, the following
object locating scheme achieves logarithmic storage and linear retrieval cost:
• Storage policy: a node stores a reference to each object that it owns at all the
2i-net nodes within distance di = O(2
i) from itself, i = 0, 1, 2, · · · ,m, where m
is the smallest integer such that dm ≥ D.
• Retrieval policy: a node q retrieves the target object by searching along the
path q0 → q1 → q2 · · · , where qi is the nearest 2i-net node of q.
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The above scheme for growth upper bounded network looks almost identical as the
baseline scheme designed for gird networks, and it is straightforward to show that the
above object locating schemes is correct and distance sensitive. Despite the obvious
similarity, the above schemes is actually a little more involved than the grid based
scheme in the sense that to store and retrieve information according to this policy,
the nodes in the network must be aware of a sequence of pre-constructed 2i-nets.
More specifically, to store object references, an object owner must “remember” the
addresses of all the 2i-net nodes within distance di from itself. Note that, in grid
networks, the object owner can simply “calculate” the locations of all the 2i-lattice
nodes within distance di. Similarly, to retrieve an object, a node needs to remember
the addresses of the nodes on its retrieval path, while in grid networks, the locations
of the nodes on the retrieval path can also be “calculated”. In summary, object
locating schemes for growth bounded networks need to maintain a certain amount of
information of the topology of the network, which is not necessary for grid networks.
This additional overhead comes at no surprise. After all, grid is a special kind of
growth bounded network, and the topology of an arbitrary growth bounded network
does not have the regularity that a grid has.
E. Related work
A distinct characteristic of the information storage and retrieval schemes is that they
are designed for geometric networks, which can be embedded in 2- or 3-dimensional
Euclidean space. Such data storage and retrieval schemes for geometric networks have
been an active topic of study, especially in the context of sensor network research. A
well known approach is the Geographic Hash Table (GHT) [22], where a hash function
is used to determine the rendezvous locations to store data. It uses the geographic
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routing algorithm GPSR [6] to transmit messages. GPSR guarantees that messages
can be routed to the node geographically nearest the rendezvous location. The same
hash function is used by both information producers and consumers, so that the con-
sumers know where to find the data associated with a key. The approach assumes
that sensors know their physical locations. GHT is not a distance sensitive scheme.
For a grid network with n nodes and a geographic hash function with uniform distri-
bution, the average lookup cost for GHT is O(
√
n). Distance sensitive information
brokerage has been studied in [21], where the authors proposed a novel double ruling
based information brokerage scheme which we refer to as DR. The key idea of the DR
scheme is to store the data replicas on continuous curves instead of one or multiple
isolated nodes. The curve along which a producer replicates its data is designed in a
way that guarantees it to intersect the lookup path of any consumer. For a network
of n nodes, a producer needs to store its data in O(
√
n) rendezvous nodes on the
curve. The scheme achieves linear lookup cost. In addition, DR supports structured
aggregate queries, meaning that a consumer following a particular curve can retrieve
the data from all producers in the network. The authors argue that the flexibility
of their retrieval mechanisms gives better routing and data robustness. Additional
information storage schemes based on landmarks, etc., have been proposed in [23, 24].
Probably the most related research to ours is distributed object locating and
routing (DoLR) schemes. DoLR is usually studied in the context of efficient file
sharing in large scale distributed networks, especially overlay networks. The main
difference between DoLR and the distributed object locating problem discussed in
this chapter is that, DoLR schemes include an extra phase to construct an overlay
network on top of the original network, and an efficient routing scheme for the overlay
network. In DoLR, objects are mapped to overlay network nodes, and then the
problem of finding an object is reduced to the problem of finding the overlay node(s)
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where the object is mapped to. DoLR comes in two flavors: distance sensitive and
insensitive.
Research in DoLR has received significant attention during the last decade. The
two early popular schemes are Chord [25, 26] and CAN [27]. In Chord, network
nodes are organized as an identifier ring. In a network with n nodes, each node
maintains information about O(log n) other nodes, and each lookup request is resolved
in O(log n) steps. The other original DoLR proposal, CAN, is built around a virtual
d-dimensional Cartesian coordinate space on a multi-torus. The entire coordinate
space is dynamically partitioned among all the n nodes in the network such that
every node possesses its individual, distinct zone within the overall space. Each node
maintains information about O(d) other nodes, and each lookup request is resolved
in O(dn1/d) steps. Following Chord and CAN, a large number of DoLR schemes
were developed, noticeably Koorde [28], Kademlia [29], Viceroy [30], Symphony [31],
and etc. All these schemes focus on system scalability and maintainability, while
disregarding data locality. In the seminal work by Plaxton et al.[16], a randomized
distance sensitive DoLR solution was proposed for growth bounded networks, which
was called the PRR scheme. The schemes Tapestry [18] and Pastry [19] inherited the
basic ideas of PRR, and focused more on the self organization of overlay networks
under frequent node arrivals, departures and failures. PRR, Tapestry and Pastry all
have linear lookup cost in expectation. LAND [17] is a DoLR scheme for growth
bounded networks. It achieves a deterministic 1 +  stretch lookup cost in the worst
case.
Another closely related topic is target tracking (or location service) in mobile
networks, where a node uses the data stored in location servers to learn the loca-
tions of other nodes. The study of location service was pioneered by Awerbuch and
Peleg [32][33]. In their work, the network was modeled by a general graph, and the
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approach was based on hierarchical regional directories. LLS [13] adopted the ideas
in [32][33] on tracking, and obtained a distance sensitive scheme with linear lookup
ratios. It replicates data in log n nodes for grid-like networks. STALK [15] and MLS
[14] achieved a similar tracking performance. They also addressed the issues of fault
tolerance and robust performance. In particular, MLS has studied the maximum
speed at which the nodes can move in order to guarantee locality-sensitive lookup.
The above schemes all have linear lookup costs. GLS (grid location service) is another
interesting scheme [34]. It is based on the hierarchical decomposition of the network
using a quad-tree structure, and location servers are selected from the network com-
ponents in the quad-tree. Although its lookup cost is not locality-sensitive in the
rigorous sense, it does enable a consumer to find the location information of a closer
node from a location server in a smaller region. Therefore it achieves a performance
that is nearly locality sensitive.
Finally, distance sensitive information retrieval is also related to compact routing.
Compact routing comes in two flavors, labeled routing and name independent routing.
The objective of both of the two problems is to find a short (not necessarily the
shortest) path between node pairs while minimizing the size of routing tables. The
main difference between the two variants is that in labeled routing, the names (or
addresses) of the nodes are assigned by the system designer according to the network
topology, while in name independent routing, the names are chosen by the users. The
range search and object locating problems are more related to the name independent
routing problem. Name independent compact routing has been extensively studied
for a variety of network topologies, such as trees [35], Euclidean metrics [36], growth
bounded networks [37], networks with low doubling dimension [38, 39, 40, 41], and
general graphs [42, 43].
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F. Summary
This chapter studies distance sensitive information services in distributed ad hoc
networks. In particular, we consider two closely related problems, range search and
object locating. The first main result of this chapter is a generic framework for
designing distance sensitive services for grid networks. The framework allows the
system designer to specify an arbitrary retrieval cost function, and outputs a scheme
with optimized storage cost. To our best knowledge, this is the first time that general
retrieval cost functions are studied for distance sensitive services. This framework
is applicable to both the range search and object locating problems. Although we
did not get into further discussion, the technique also be used in the problem of
mobile target tracking to optimize the initialization cost as well as the update cost.
The other main contribution of this chapter is a lower bound result for the object
locating problem, which shows that an logarithmic storage cost is asymptotically
optimal for schemes with linear retrieval cost in growth lower bounded networks.
This result proves the asymptotic optimality of many existing work in the area of
ad hoc networks as well as P2P networks research community. In addition, we also
address other issues such as load balancing and non-grid network topology in the
design of distance sensitive information services.
There are many interesting problems that are left unsolved by our study. First,
despite of the similarity of the two problems studied in this chapter in terms of the
problem structure and our solution framework, we only obtained a optimality result
for the object locating problem, and have not been to obtain the same result for
the range search problem even though we believe the result also holds. Second, the
optimality result that we have obtained is still in a weaker form in the following sense.
It only proves that to guarantee linear retrieval, at least one node in a growth lower
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bounded network needs to have a logarithmic number of reference/storage servers. We
suspect that a much stronger result also hold: to guarantee linear retrieval, most of
the nodes in the network need to have a logarithmic number reference/storage servers.
Apparently, the vague and intuitive notion of “most nodes” in the above statement
need to be quantified. Third, we only obtained the optimality result when the retrieval
cost function is a linear one. An intriguing question is, is the generic scheme that
we have developed in this chapter also optimal in some sense for other retrieval cost
functions? Note that, we identified that the lower bounded growth of a network is
the necessary condition for the optimality result to hold in the linear retrieval case,
is it also a necessary condition in the non-linear retrieval case? Fourth, we assumed
that the network under study is static. The topology of practical networks, especially
cellphone network, sensor network, and Internet, is dynamic. Nodes in these networks
come and go on a regular basis, and it is of great interest to incorporate such network
dynamics into the design of our distance sensitive information services. Fifth, the
baseline scheme for both the two problems has very nice closed form storage and
retrieval cost functions, the logarithmic and linear functions. In the generic scheme,
however, the storage cost function does not necessarily take an closed form, which
raises the following question. Is there any other closed form storage and retrieval cost
function pairs? In summary, the general problem of distributed distance sensitive
information retrieval is still far from completely solved, and our study is a step towards
the goal.
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CHAPTER III
END-TO-END INFORMATION TRANSMISSION
A. Introduction
A large number of ad hoc networks are wireless networks. An important characteristic
of wireless networks is that wireless transmissions may conflict with each other due
to various reasons such as radio interference, and therefore may not occur at the
same time. As a result, wireless transmissions usually need to be carefully scheduled,
according to certain schedulability constraints, to avoid such conflicts. This need of
making conflict free schedules for transmissions adds considerable complications to
many tasks during the network operation. In this chapter, we study the impact of
various wireless schedulability constraints to two fundamental networking problems,
end-to-end on-demand bandwidth allocation, and end-to-end throughput estimation.
The goal of an end-to-end on-demand bandwidth allocation scheme is to allocate
available network resource to satisfy a user’s end-to-end connection request with a
specific bandwidth requirement, while optimizing the bandwidth utilization such that
more future requests can be satisfied. In other words, we have two simultaneous
objectives, guaranteeing quality of service (QoS) to the end users, and minimizing
system resource consumption.
The end-to-end throughput estimation problem simply asks what is the maxi-
mum amount of data that can be successfully delivered between a pair of source and
sink nodes in a given period of time. End-to-end throughput is a fundamental net-
work parameter that can be used to identify potential bottleneck, coordinate network
traffic, plan and evaluate network design, etc. It is generally difficult to compute the
exact end-to-end throughput under various schedulability constraints, and also, it is
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often satisfactory to have a reasonably small range within which the thoughput falls
in. Because of this, in this chapter, we will only focus on efficient methods that give
a reasonably good upperbound of the thoughput. In particular, we show that, under
a widely adopted interference model, a practically tight upperbound can be obtained
by identifying a small set of carefully chosen cliques.
Before getting into the detailed discussion of these two end-to-end information
transmission problems, we first introduce some basic concepts and terminologies.
B. Basic concepts and terminologies
We consider an ad hoc network formed by a group V of homogeneous nodes. Each
node is equipped with a wireless transceiver. All the other nodes that a node can
directly communicate with (transmit to or receive from) successfully via its transceiver
are called its neighbors. There is a directed link from a node to each of its neighbors.
The set of all links is denoted by E. Let e = uv ∈ E be a directed link, u and v are
respectively called the sender and receiver of e. u is called v’s predecessor and v is u’s
successor. Given a node v, Ein(v) and Eout(v) respectively denote the set of inbound
and outbound links incident on v. Communication between two non-neighboring
nodes is forwarded by one or more intermediate nodes. For two nodes s, d ∈ V , an
s → d path p is a sequence of adjacent links connecting s and d. If e = uv is a link
of path p, we say u ∈ p, v ∈ p, and e ∈ p.
A notion of great importance in the discussion of this chapter is that of schedu-
lability of transmissions. A transmission is a one hop communication that occurs
at a particular link. The schedulability constraint characterizes the condition under
which wireless transmissions can successfully occur at the same time. Formally, the
schedulability constraint is a binary relation ∦ on the link set E. If e1 ∦ e2, we say link
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e1 and e2 conflict with each other, and e1 and e2 cannot be used for data transmis-
sion at the same time. The schedulability relation essentially defines a dependency
among links, which could be caused by various reasons such as the ability of radio
transceivers and radio interference. The schedulability constraint is the main com-
plication factor for the problems to be discussed in this chapter. In particular, we
consider the impact of the single transceiver constraint to the problem of end-to-end
on-demand bandwidth allocation and the impact of radio interference to the problem
of end-to-end throughput estimation.
C. Bandwidth allocation
In this Section, we first present a combinatorial optimization formulation of the on-
demand end-to-end bandwidth allocation problem with the single transceiver schedu-
lability constraint in Subsection 1. We analyze the complexity of this problem and
show that it is NP-hard in Subsection 2. A 2-approximation algorithm MCRS (min-
imum consumption routing and scheduling) is presented in Subsection 3. Experi-
ments show that MCRS significantly outperforms existing minimum hop based rout-
ing schemes in Subsection 4.
1. Problem statement
We first introduce the relevant notations and formulate the problem of end-to-end
bandwidth allocation with a particular schedulability constraint, called the single
transceiver constraint.
The single transceiver constraint says that a set of transmissions can successfully
occur at the same time only if no two transmissions share a common sender or receiver.
This constraint is caused by the fact that each node is equipped with only one radio
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transceiver, and thus a node cannot transmit to two different receivers or receive
from two different senders at the same time. The impact of the single transceiver
constraint to routing and scheduling is the focus of our study. The effect of other
type of schedulability constraint such as those caused by radio interference is not
considered in this section. This simplification is based on the fact that interference
can be dramatically suppressed with technologies such as directional antenna [44]
and adaptive transmission power control [45]. Furthermore, interference can also be
eliminated by a well-studied preprocessing step called channel assignment [46, 47, 48],
which assigns interfering links to orthogonal channels that are mutually isolated.
We assume that all the wireless links between neighboring nodes have the same
capacity. The network works on the basis of TDMA (time division multiple access),
where time is divided into equal length frames and each frame into equal length slots.
The set of slots of a frame is denoted by T = {1, 2, . . . , |T |}. The k-th slot of a link
e is referred to as tke . A slot is an atomic reservable bandwidth unit. We say link e1
conflicts with e2, or e1 ∦ e2, if they share a common sender or receiver. Notice that,
by this definition, if e1 = e2, then e1 ∦ e2. Slot t
k1
e1
conflicts with tk2e2 , if k1 = k2 and
e1 ∦ e2. Each individual slot can be in one of the following three states: allocated,
occupied, or free. An allocated slot is one that is reserved to carry a unit of flow traffic.
An occupied slot is one that an allocated slot conflicts with, hence cannot be used
for data transmission. A free slot is one that is neither allocated nor occupied. The
available bandwidth of a link is the set of free slots on that link. A slot is consumed
if it is either allocated or occupied.
The state S of a network G is a triple (A,O, F ) where the function A : E → T
specifies the set of allocated slots on each link. The sets of occupied and free slots
are specified by the functions O and F respectively. A state S is conflict free if no
two allocated slots conflict with each other. The functions A, O, and F are obviously
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related. Given G and ∦, O and F can be derived from A. Therefore, only A is the
essential component of a conflict free state S. The total number of free slots,
∑
e∈E
|F (e)|,
characterizes the available network bandwidth that can be allocated to support users’
requests.
The goal of our work is to design algorithms to process users’ flow request. Let
s
b→ d denote a flow request between source s and sink d asking for b free slots. An
s
1→ d request is called a unit request.
To answer an end-to-end flow request, we restrict ourselves to solutions based
on a single path. In particular, an s
b→ d flow arrangement Ap is specified by an
s → d path p, and b time slots to be allocated on each link e of p. The set of the
b slots to be allocated on the link e ∈ p is denoted by Ap(e). We usually speak of
a flow arrangement with respect to a state of the network. A flow arrangement Ap
is feasible with regard to state S = (A,O, F ) if Ap(e) ⊆ F (e) for every link e of p.
That is, the time slots to be allocated by Ap are all free slots. Notice that, if S is
conflict free and Ap is feasible, then the new network state S
′ = (A′, O′, F ′) after the
allocation of Ap is also conflict free. Here, A
′ is defined by A′(e) = A(e) ∪ Ap(e) for
every e ∈ p, and A′(e) = A(e) for every e /∈ p. Recall that, O′ and F ′ can be easily
derived from A′. Unless explicitly declared, only feasible arrangements are considered
in our discussion.
Given a state S, the consumption set C(S, tke) of a free slot t
k
e is defined to be
{tke′ |tke′ ∈ F (e′), e ∦ e′}, that is, the set of free slots that tke conflicts with. The consump-
tion set of a flow arrangement Ap, denoted by C(S,Ap) is defined as
⋃
e∈pC(S,Ap(e)),
where C(S,Ap(e)) =
⋃
tke∈Ap(e) C(S, t
k
e) is the set of free slots to be consumed by the
allocation of Ap(e). Note that, t
k
e ∈ C(S, tke) and Ap(e) ⊆ C(S,Ap(e)) by the above
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definition. When S is understood, C(S,Ap(e)) and C(S,Ap) will be abbreviated as
C(Ap(e)) and C(Ap). With the above definitions and notations, we formulate the
end-to-end on-demand bandwidth allocation problem as follows. Given a network G,
its state S and a flow request s
b→ d, find a feasible flow arrangement Ap if there is
any, such that |C(S,Ap)|, the number of slots to be consumed by Ap, is minimized.
The above problem formulation essentially defines an optimal flow arrangement
as the one that consumes the minimum amount of available bandwidth. We remark
that, there are many other ways to define the optimality of a flow arrangement. For
example, the optimal flow arrangement can be defined as the one such that after the
allocation of the arrangement, the residual network has the maximum average avail-
able slots per link. Further discussions on other notions of optimal flow arrangements
and the corresponding flow arrangement algorithms fall out of the scope of our study,
and is left as one of the future work.
2. Complexity analysis
Before presenting our algorithm for the end-to-end bandwidth allocation problem
defined in the previous section, we first study its complexity. The main result of this
section is the following theorem.
Theorem 8. The end-to-end bandwidth allocation problem with the single transceiver
schedulability constraint is NP-hard.
Proof. We consider the decision version of the problem, which asks for the existence
of a flow arrangement that consumes less than a specific number of slots. The idea of
this proof is to show that 3SAT is reducible to (the decision version of) the bandwidth
allocation problem.
The 3SAT problem asks for the satisfiability of a given Boolean formula f in
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the CNF form, that is, f is given as the conjunction of a number of clauses: f =
f1 ∧ f2 ∧ . . . ∧ fi ∧ . . ., where each clause fi is the disjunction of up to three literals
(Boolean variables or their negations). We use |f | to denote the number of clauses in
the formula f and |fi| to denote the number of literals in the clause fi. We will use
the following formula
f = f1 ∧ f2 ∧ f3 = (x1 ∨ x2 ∨ x3) ∧ (x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3)
as an illustrating example throughout this proof.
For a given Boolean formula f , we can construct a corresponding directed graph
Gf in the following two steps.
Step 1. For each clause fi, we create a diamond shaped subgraph Gfi with |fi|
parallel paths corresponding to the |fi| literals in fi. After that, all the |f | constructed
diamond subgraphs are connected one by one serially as shown in Fig 13, where the
leftmost and rightmost nodes are named s and d respectively. All the links created in
step 1 are called forward links, directed from s to d. The graph node corresponding
to a particular literal l ∈ f is denoted as vl.
s
x1
d
x1  x2 x3 x2 x3 x1 x2  x3
x1
x2
x3
x2
x3 x3
x2
Fig. 13. Hardness: Step 1. The construction of a network with a sequence of diamond
shaped subgraphs with only forwarding links.
Step 2. We add additional links to the graph constructed in step 1 as follows.
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∀1 ≤ i < j ≤ |f |, and ∀li ∈ fi and ∀lj ∈ fj, we consider two cases:
Case 1: li 6≡ lj. That is, li and lj correspond to different Boolean variables, or
they correspond to the same Boolean variable and both are in its original form or
negation form. In this case, we add a directed link from node vlj to node vli . In our
example, if li is x1 in f1 and lj is x2 in f2, then the added link is the top link in Fig
14. If li is x3 in f1 and lj is x3 in f2, then the added link is the bottom one. Links
created in this case are called backward links.
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Fig. 14. Hardness: Step 2.1. The construction of backward links.
Case 2: li ≡ lj. That is, li and lj correspond to the same Boolean variable, and
they are the negation of each other. In this case, we add two extra nodes and links to
the graph as follows: first, we add an extra node and a directed link from the extra
node to node vli ; then, we add another extra node and a directed link to it from node
vlj . In our example, suppose li is x3 in f2 and lj is x3 in f3, then we add the two
nodes and two directed links as shown in Fig 15. Links created in this case are called
dangling links.
After the two steps, we get a directed graph Gf as shown in Fig 16. Consider
the network corresponding to Gf . Suppose each time frame contains only one slot, all
slots are free, and an s
1→ d request is to be established. Since |T | = 1, an s 1→ d flow
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Fig. 15. Hardness: Step 2.1. The construction of dangling links.
arrangement Ap degenerates to path p. In other words, establishing a unit flow only
involves routing in this setting. Any s
1→ d path makes 3|f | − 1 links be allocated. It
also makes
∑|f |
i=1 2(|fi|−1) forward links created in step 1 be occupied, and Q number
of backward and dangling links created in step 2 be occupied. To find an optimal
path that consumes minimum number of links, we would like to minimize Q.
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Fig. 16. The complete constructed network corresponding to Boolean formula
(x1 ∨ x2 ∨ x3) ∧ (x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3).
Now we show a relationship between a solution to 3SAT and a solution to our
bandwidth allocation problem. Specifically, we show Boolean formula f is satisfiable
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if and only if there exists an s→ d path p in Gf which consumes at most
(3|f | − 1) +
|f |∑
i=1
2(|fi| − 1) +
|f |−1∑
i=1
|f |∑
j=i+1
|fj|+
|f |∑
i=2
i−1∑
j=1
|fj| −
(|f |
2
)
links, that is, if and only if for path p,
Q ≤
|f |−1∑
i=1
|f |∑
j=i+1
|fj|+
|f |∑
i=2
i−1∑
j=1
|fj| −
(|f |
2
)
. (*)
If 3SAT has a satisfying solution, then we can assign values to the Boolean
variables such that for every 1 ≤ i ≤ |f |, there is a literal li ∈ fi such that the
assignment makes li = true. In Gf , consider the s → d path p that travels through
vli , 1 ≤ i ≤ |f |. For vli , attached to it there are
∑|f |
j=i+1 |fj| inbound links(either
backward links or dangling links) and
∑i−1
j=1 |fj| outbound links created in Step 2.
Therefore, the number of backward and dangling links to be consumed by path p is
|f |−1∑
i=1
|f |∑
j=i+1
|fj|+
|f |∑
i=2
i−1∑
j=1
|fj|.
Notice that, some of the links are counted twice in the above enumeration. In fact,
for any 1 ≤ i < j ≤ |f |, by the construction of path p, we have li 6≡ lj, and there is a
link from vlj to node vli . This link is considered as both an inbound link of vli and an
outbound link of vlj . Since there are |f | clauses, there are in total
(|f |
2
)
such doubly
counted links, and therefore, the actual number of backward and dangling links to be
consumed by path p is
Q =
|f |−1∑
i=1
|f |∑
j=i+1
|fj|+
|f |∑
i=2
i−1∑
j=1
|fj| −
(|f |
2
)
,
i.e., (*) holds.
Now consider the other direction. Assume there is an optimal path p such that
for this path, (*) holds. Suppose for i = 1, 2, · · · , |f |, path p travels through vli ,
54
where li ∈ fi. By essentially the same reason as above, we can see that there cannot
exist two nodes vli and vlj with 1 ≤ i < j ≤ |f | on p such that li ≡ lj, otherwise,
(*) cannot be satisfied. So, for any Boolean variable x, if it appears in one of the
literals l1, l2, · · · , l|f |, it either appears only in the form of x or only in the form of
x. We assign values to every Boolean variable x in f as follows: among the literals
l1, l2, · · · , l|f |, if x appears in the form of x, then we let x = true; if x appears in the
form of x, then we let x = false; otherwise, we let x take any Boolean value. Such
an assignment must be a satisfying solution to the 3SAT problem.
In summary, 3SAT can be reduced to a special case of our end-to-end on-demand
bandwidth allocation problem with single transceiver constraint in two steps. Ap-
parently the reduction takes only polynomial time, that is to say, the bandwidth
allocation problem is NP-hard.
3. Minimum consumption routing and scheduling
In this section, we present the design of our end-to-end on-demand bandwidth allo-
cation algorithm MCRS, and analyze its performance.
An illustrative example
Before getting into the detailed discussion of MCRS, we first use a toy network in
Figure 17 to illustrate the basic idea of its routing sub-algorithm. To simplify the
discussion, we assume that each frame has only one slot, so that establishing a unit
flow connection only involves making routing decisions. That is, a flow arrangement
Ap is uniquely specified by the path p.
Consider the network in Figure 17. Initially, all links are available. Suppose a
unit flow between s and d is to be established. Two obvious routing choices are: scd
and suvd, of which scd is the one with minimum number of hops. If scd is chosen,
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Fig. 17. A simple network illustrating the intuition of the MCSR algorithm.
then the link sc and cd will be allocated, and all the links in Eout(s), Ein(c), Eout(c)
and Ein(d) are to be occupied. The residual network after the allocation of sc and
cd is shown in Figure 18(a), where both sc and cd, as well as the links conflicting
with them are left out. Similarly, the residual network after the allocation of suvd is
shown in Figure 18(b). Clearly, network (a) is “less connected” than (b), and hence
has a poorer chance to support future requests.
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(a) path scd is chosen
s
d
c u
v
(b) path suvd is chosen
Fig. 18. Residual networks after the allocation of the paths scd and suvd.
This simple example shows, unlike in wired networks, choosing the path with
minimum hops, scd in this case, does not necessarily lead to minimum bandwidth
consumption in wireless network. It seems that a better strategy would be to avoid
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choosing nodes with high degree, such as the node c in Figure 17. It is worth to
point out that, the degree of a node is a dynamic quantity, which keeps changing as
flow requests are processed. For example, the degrees of c in Figure 17 and Figure 18
are different. That is, the degrees of c before and after the flow request is processed
are different. The same observation can also be made from the perspective of links:
choosing a link e = uv would result in |Eout(u) ∪ Ein(v)| links to be consumed, thus
one would like to avoid choosing links with high |Eout(u) ∪ Ein(v)| value in order to
reduce bandwidth consumption.
The above observation is based on the assumption that each frame has only
one slot. Algorithm MCRS in the next subsection further develops this idea for the
general case where a frame has more than one allocatable slots.
Minimum consumption routing and scheduling
Algorithm MCRS relies on two concepts, the b-th bottom set and b-th consumption
level of a link e. The b-th bottom set of a link e, denoted by Bb(S, e), is the set of b
free slots of e with minimum consumption sets if |F (e)| ≥ b, or Φ if |F (e)| < b.
The consumption level of a free slot tke , denoted by c(S, t
k
e), is the size of its
consumption set |C(S, tke)|. The b-th consumption level of link e, denoted by cb(S, e),
is defined as |C(S,Bb(e))| if |F (e)| ≥ b, or ∞ if |F (e)| < b. In other words, the
b-th consumption level of a link e = uv is the minimum number of slots that will be
consumed to support a u
b→ v flow.
When S is understood, Bb(S, e), c(S, t
k
e), and cb(S, e) will be abbreviated as
Bb(e), c(t
k
e), and cb(e). With these definitions, we present our routing and scheduling
algorithm, MCRS, as shown in Figure 19.
Basically, MCRS uses the b-th consumption level for routing (step 1 and 2) and
b-th bottom set for scheduling (step 4 and 5). This method of routing and scheduling
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Input: network graph G = (V,E), state S = (A,O, F ), flow request s
b→ d
Output: a feasible s
b→ d flow arrangement Ap if there is one
1. For each e ∈ E, compute the b-th consumption level cb(e)
2. Use cb(e) as the cost of e ∈ E to find a shortest s→ d path p by Bellman-Ford’s
algorithm
3. If p does not exist or the cost of p is ∞, then return “failed”, else
4. For each link e ∈ p, compute the b-th bottom set Bb(e)
5. Let Ap(e) = Bb(e), and return Ap
Fig. 19. MCRS, the Minimum Consumption Routing and Scheduling algorithm.
will hereafter be called MCR (minimum consumption routing) and MCS (minimum
consumption scheduling) respectively. If the algorithm does not return “failed” in
step 3, it returns a flow arrangement Ap. The returned arrangement Ap is obviously
feasible since Bb(e) ⊆ F (e),∀e ∈ p. Accordingly, the new network state after the
allocation of Ap is conflict free.
The running time of algorithm MCRS is dominated by step 1, 2 and 4. Step
1 computes the b-th consumption level for each link e ∈ E, which can be done in
time O(b|E||T |) in the following two substeps. In the first substep, we compute the
consumption level of every free slot as follows. For a free slot tke , its consumption level
c(tke) = cin(t
k
e) + cout(t
k
e) + 1. Here, cin(t
k
e) and cout(t
k
e) are the number of free slots
tke′ , e 6= e′, such that e and e′ share the same receiver and sender respectively. The
number “1” corresponds to slot tke itself. Notice that, slots t
k
e and t
k
e′ have the same
cin value if e and e
′ share the same receiver. Based on this fact, the cin value for all
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the free slots can be computed in time O(|E||T |). Similarly, the cout value and hence
the consumption level for all the free slots can also be computed in time O(|E||T |).
Then in the second substep, we spend another O(b|T |) time for each link e ∈ E, that
is, O(b|E||T |) for all the links, to find the b slots with minimum consumption levels
for each link and compute the b-th consumption level. Therefore, step 1 takes time
O(b|E||T |) in total. Step 2 runs Bellman-Ford’s shortest path algorithm which takes
time O(|E||V |). Step 4 computes the minimum consumption schedule for every link
of the path found by step 2. By an analysis similar to that of step 1, step 4 takes
time O(b|E||T |). In summary, Algorithm MCRS takes time O((|V |+ b|T |) · |E|).
The NP-hardness of the bandwidth allocation problem with single transceiver
constraint shows that an optimal arrangement cannot be found by an polynomial time
algorithm, assuming P is not equal to NP. Nevertheless, algorithm MCRS provides
a solution whose cost is guaranteed to be no more than twice the cost of an optimal
solution.
Theorem 9. MCRS is a 2-approximation algorithm.
Proof. Let Aq be any s
b→ d flow arrangement where q is an arbitrary s → d path.
We first show,
|C(Aq)| ≤
∑
e∈q
|C(Aq(e))| ≤ 2|C(Aq)| (1)
Before showing (1) is true, we need to introduce the concepts of “singly consumed”
and “doubly consumed” slots. We say a free slot is to be singly consumed by Aq if it
belongs to the consumption set of exactly one free slot to be allocated by Aq. A free
slot is to be doubly consumed if it belongs to the consumption sets of exactly two
free slots to be allocated. Since any link e has at most two ends on path q, slot tke is
either to be singly or doubly consumed by Aq. For example, Fig 20 shows a fraction
of a network, where each frame has three slots, and each currently consumed slot is
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marked with a “x”. Suppose a u
2→ v flow is to be established, which allocates t2uw,
t3uw, t
1
wv, and t
3
wv. Then, t
3
uv is to be doubly consumed by this arrangement because
t3uv ∈ C(t3uw) and t3uv ∈ C(t3wv), and t2uw and t2ux are to be singly consumed because
they are only in the consumption set of t2uw.
u
v
w
x
y
1
2
3
x
x
1
2
3
x
1
2
3
x
1
2
3
x
1
2
3
x
Fig. 20. Doubly and singly consumed slot.
For an arrangement Aq, let S1 and S2 respectively denote the set of slots to be
singly and doubly consumed. Then |C(Aq)| = |S1| + |S2| and
∑
e∈q |C(Aq(e))| =
|S1|+ 2|S2|, and (1) follows.
Now, let Ap be the arrangement outputted by algorithm MCRS, and Aq be an
optimal flow arrangement. By (1),
|C(Ap)| ≤
∑
e∈p
|C(Ap(e))|. (2)
By algorithm MCRS and the definition of cb(e), Ap(e) = Bb(e) and cb(e) = |C(Bb(e))|
for every e ∈ p, so,
∑
e∈p
|C(Ap(e))| =
∑
e∈p
|C(Bb(e))| =
∑
e∈p
cb(e). (3)
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Ap is the shortest path using cb(·) as the cost function, thus,
∑
e∈p
cb(e) ≤
∑
e∈q
cb(e). (4)
By the definition of cb(·), ∀e ∈ q, cb(e) ≤ |C(Aq(e))|, so,
∑
e∈q
cb(e) ≤
∑
e∈q
|C(Aq(e))|. (5)
By (2), (3), (4), (5), and (1), we have
|C(Ap)| ≤ 2|C(Aq)|. (6)
That is, the amount of bandwidth to be consumed by Ap is no more than twice
the amount of bandwidth to be consumed by the optimal flow arrangement, which
concludes our proof that MCRS is a 2-approximation algorithm.
Theorem 9 analyzes the theoretical bound on the performance of MCRS. In
practice, the performance of MCRS may be significantly better. In particular, MCRS
consumes twice the amount of bandwidth the optimal flow arrangement would con-
sume if and only if inequality (2), (4), (5), and (1) all hold with equality. A thorough
study of the likelihood that equality holds for (2), (4), (5), and (1), falls out of the
scope of our discussion, and we take it as future research.
Stateless and semi-stateless variations
As one of the two components of MCRS, MCS is amenable to efficient distributed
implementation. The main task of MCS is to compute Bb(e) for every link e = uv of
the path p chosen by MCR. To do this, we can simply let u collect the state of links
in Eout(u)∪Ein(v), and compute Bb(e). In this way, the computation of MCS can be
performed concurrently using only local information.
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MCR, based on Bellman-Ford’s algorithm, on the other hand, is relatively harder
to implement in an efficient way. A common method of implementing Bellman-Ford’s
algorithm is to precompute and cache routing decisions in a table. This method may
not be suitable for MCR because it requires up-to-date network state information,
which may change frequently as flow requests arrive and leave.
To address the above issue, we propose the following stateless version of MCR,
called MCR−. Specifically, in MCR− we use |Eout(u) ∪ Ein(v)| for every e = uv ∈ E
instead of cb(e) as the cost function for routing. This idea of MCR
− has actually
already been illustrated in the example at the beginning of this section. The intuition
is essentially the same as that of MCR, that is, to avoid choosing “highly connected”
nodes as much as possible. Note that, MCR− only requires the network topology
as input, that is, it needs not to be aware of the current network state. Therefore,
routing decisions can be precomputed efficiently by the distributed Bellman-Ford’s
algorithm.
Routing can also be done in a semi-stateless manner where the cost function for
routing is defined as follows: if |F (e)| ≥ b, then the cost of e = uv is |Eout(u)∪Ein(v)|,
otherwise, the cost is ∞. This semi-stateless MCR needs |F (e)| as input, ∀e ∈
E, that is, it does need to be aware of the information of available bandwidth for
each network link. With this information, semi-stateless MCR can avoid choosing
routes with insufficient available bandwidth, and make more accurate decisions than
completely stateless MCR-. Here, |F (e)| is only a single number, which is significantly
simpler than S(e) = (A(e), O(e), F (e)), what MCR needs to know. As a result, semi-
stateless MCR is expected to be more efficient than MCR in terms of computation
and communication overhead.
In summary, stateless and semi-stateless routing algorithms trade bandwidth ef-
ficiency for computation and communication efficiency. Stateless and semi-stateless
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algorithms do not provide any upper bound on the amount of bandwidth to be con-
sumed. The actual performance of stateless algorithm will be experimentally studied
in Section 4.
4. Simulation evaluation
To evaluate the performance of our scheme, we perform a series of simulations on a
experiment network with 200 nodes randomly distributed in a 500× 500 rectangular
plane area. For each node, we assign a random (Gaussian) transmission range with
mean and variance set to 100 and 50. A node can communicate uni-directionally
with any node within its transmission range. The number of slots per frame is set
to be 50. Note, although this simulation setting implies a disk graph based network
model, MCRS is designed for general graph models. We take this simulation design
mainly because it is a widely adopted set up, and we use it as a benchmark to
test performance.
To the our best knowledge, no other non-trivial routing and scheduling algorithm
has been proposed in the literature. Thus, in our experiments, we fix the scheduling
algorithm to be MCS, and compare the performance of MCR and MHR, and their
stateless versions, MCR− and MHR−. Here, MHR is acronym for minimum hop rout-
ing, a widely used routing algorithm for networks without schedulability constraint.
Note, when we speak of the performance of one of the four routing algorithms, we
are really talking about the performance of its combination with MCS. For MHR, we
assign a cost of 1 (one hop) to link e, ∀e ∈ E, if |F (e)| ≤ b, or ∞ if |F (e)| > b. For
MHR−, we simply let the cost of each link to be 1 regardless of the current network
state. For convenience, MCR and MCR− will be collectively called min-consumption
algorithms, and MHR and MHR− min-hop algorithms.
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Static experiment
In the first experiment, we load the network with static requests. Once a static
flow request is accepted and established, it stays in the network indefinitely, and
the allocated bandwidth is not recycled. We load the network with 5000 such unit
requests one by one, each of which is assigned a random source and sink. We observe
the bandwidth and delay performance, as well as load balancing performance for each
algorithm.
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Fig. 21. Accumulated acceptance rate. The x axis represents the number of loaded
requests, and the y axis represents the number of requests accepted by each
algorithm.
Figure 21 plots the accumulated acceptance rate, y, after x requests are loaded,
0 < x ≤ 5000, that is, y = a(x)/x, where a(x) is the number of accepted requests out
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of the x loaded ones. As shown in this figure, MCR maintains a 100% acceptance
rate up to 1537 requests, while this number for MHR, MCR−, and MHR− is 406,
742, and 401 respectively. We take the point x up to which an algorithm maintains
a 100% acceptance rate as a simple measurement of that algorithm’s bandwidth
performance. By this measurement, the bandwidth performance of MCR is more
than 4 times of that of MHR in this experiment (in all our other experiments, the
bandwidth performance of MCR is consistently at least 3 times that of MHR). It is
interesting to notice that the stateless algorithm MCR− exhibits better performance
than the stateful algorithm MHR. In Figure 21, both yMCR and yMHR keep dropping
monotonously when more and more requests are loaded, but yMCR is consistently
higher than yMHR. In the end, MCR accepted 2511 out of 5000 requests, which is
17.9% more than MHR. yMCR− and yMHR− exhibit the same pattern. Interestingly,
yMCR− falls below yMHR at x ≈ 1000, but it ends up to be higher than yMHR when x
approaches 5000.
Figure 22 shows the average number of free slots per link, y, after x requests
are loaded, 0 < x ≤ 5000. As expected, yMCR > yMCR− > yMHR = yMHR− when x is
small, which shows min-consumption algorithms consumes less bandwidth than min-
hop algorithms when the same amount of requests are accepted. Here, yMHR = yMHR−
because MHR and MHR− choose different paths only after certain shortest paths are
saturated. Notice that, yMCR < yMHR < yMCR− < yMHR− when x approaches 5000.
This is not surprising because as shown in Figure 21, min-consumption algorithms
have accepted more requests than min-hop algorithms at this moment. yMCR has an
abrupt turn at x ≈ 2000. Before this point, yMCR decreases quickly and almost linearly
as requests are loaded one by one, and after this point, yMCR begins to decrease at
a very low speed. Similar point can be observed for yMHR at x ≈ 1900, although
the turn is less abrupt than that of yMCR. We call this point the saturation point
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Fig. 22. Available bandwidth. The x axis represents the number of loaded requests,
and the y axis represents the average number of free slots per link.
in that it roughly indicates the moment when the network bandwidth is exhausted.
No obvious saturation points can be observed for yMCR− and yMHR− . The existence
of saturation point for stateful algorithms shows that they are more aggressive at
bandwidth allocation than stateless algorithms.
Next, we evaluate the delay performance of each algorithm, where delay is mea-
sured by the number of hops of the path computed for each accepted request. In
Figure 23, We show the accumulated average hops, y, after x requests are loaded,
where y =
∑x
i=1 h(i)/a(x) with h(i) and a(x) defined as follows. If request i is ac-
cepted, then h(i) is the number of hops of the path found by each routing algorithm;
if request i is rejected, then h(i) = 0. a(x) again is the number of accepted requests
out of x loaded requests. At first when x is small, yMCR > yMCR− > yMHR = yMHR− .
This indicates that min-hop based algorithms have better delay performance than
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Fig. 23. Accumulated average hops. The x axis represents the number of loaded re-
quests, and the y axis represents the average path length for each accepted
request.
min-consumption based algorithms, which conforms to their design objective to re-
duce delay. Here, yMHR = yMHR− is again because MHR and MHR
- make the same
routing decision when no path is saturated. When more requests are loaded, more
and more min-hop paths are saturated, and MHR is forced to pick sub-shortest paths.
This is why yMHR keeps increasing until it reaches a peak at the saturation point of
x ≈ 1900. After that, yMHR begins to keep dropping, because when the network be-
comes more and more saturated, it is only capable of supporting shorter and shorter
requests. In comparison, yMCR maintains a value of around 3.4 up to the saturation
point of x ≈ 2000. After that, yMCR starts to keep dropping (although still higher
than yMHR). The reason that yMCR does not follow the climbing-descending pattern
as that of yMHR is because MCR is better at load balancing(to be further illustrated
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shortly): when a short path is saturated, so are the longer ones. Finally, just as MHR
versus MCR, the delay performance of MHR− is always better than that of MCR−.
No hill climbing is observed for both yMCR− and yMHR− because they are stateless:
no longer paths are tried when shorter ones are saturated.
(a) MCR (b) MHR
(c) MCR− (d) MHR−
Fig. 24. Residual networks after 1000 requests. The amount of available bandwidth of
each link is indicated by the darkness of that link.
To study the load balancing abilities of min-consumption and min-hop algo-
rithms, we examine the network for each algorithm after the first 1000 requests are
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loaded, as shown in Figure 24. Here, 1000 is an arbitrarily chosen number. We
performed the same studies for operation points other than 1000, and all the stud-
ies produced similar results. In Figure 24, we use darkness to indicate the amount
of available bandwidth of each link. The darker a link is, the more bandwidth is
available. From the figure we can see that the available bandwidth distributions of
network (a) and (c) are more uniform than those of (b) and (d). This is because
min-hop algorithms choose the shortest path for each request. Since the source and
sink node of each request is random, the nodes sitting at the center of the network are
more likely to be loaded first. This is not the case for min-consumption algorithms,
however, because they do not particularly favor short paths.
Figure 25 plots the bandwidth distributions of the four networks in histograms.
That is, this figure plots y = d(x) for each algorithm, where d(x) is the number of links
with x available slots, 0 ≤ x ≤ 50. In the four networks, the bandwidth spectrum of
the MCR network is the narrowest. More accurately, the variances for MCR, MHR,
MCR−, and MHR− are 4.16, 14.83, 9.80, and 14.15 respectively, which shows that the
load balancing abilities of min-consumption algorithms are significantly better than
min-hop algorithms.
Mixed experiment
In this experiment, we consider both static and dynamic requests. Dynamic flows
have limited life-time. After they expire, the allocated bandwidth can be recycled
to support other new flows. The arrival time of each dynamic request is modeled
as a Poisson process, where the average inter-arrival time is set to 0.5 second. The
life-time of a dynamic flow is modeled as a random variable with uniform distribution
from 0 to 5 seconds. We first load the network with 1000 static unit requests, and
then another 4000 dynamic unit requests. We perform 15 such experiments, each
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Fig. 25. Distribution of available link bandwidth after 1000 requests. y is the number
of links with x available slots.
with a randomly generated network with the same parameters as those of the static
experiment, and a set of mixed static and dynamic requests. Figure 26(a) shows the
acceptance ratio of the 4000 dynamic requests for each of the 15 experiments. Figure
26(b) shows the average number of hops for the 4000 dynamic requests for each of the
15 experiments. Results confirm again that min-consumption algorithms have better
bandwidth performance while min-hop algorithms have better delay performance.
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Fig. 26. Acceptance rate for the mixed experiments where the network is loaded with
1000 static and 4000 dynamic requests.
D. Throughput estimation
In this section, we study the problem of estimating the end-to-end throughput for
wireless ad hoc networks with radio interference, where the term throughput refers to
the maximum amount of data that can be successfully delivered across the network
from a source node to a sink in a given period of time. End-to-end throughput is
a fundamental network parameter that can be used to identify potential bottleneck,
coordinate network traffic, plan and evaluate network design, etc. It is generally
difficult to compute the exact end-to-end throughput under various schedulability
constraints, and also, it is often satisfactory to have a reasonably small range within
which the thoughput falls in. Because of this, in this section, we will only focus
on efficient methods that give a reasonably good upperbound of the thoughput. In
particular, we show that, under the interference model described in [1], a practically
tight upperbound can be obtained by identifying a small set of carefully chosen cliques.
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1. Problem statement
The schedulability constraints considered in this section models the effect of radio
interference in wireless networks. We adopt the interference model in [1]. [1] assumes
that each node has a radio transceiver with a certain transmission range, and a
transmission from u to v is successful if all the other nodes whose transmission range
that v is within are not transmitting. This interference model can also be stated in
terms of links as follows. Let e = uv and e′ = wh be two links; e ∦ e′, that is, e
conflicts with e′ at node v if wv ∈ E, h = v, or w = v, see Figure 27(a), (b), and
(c); transmission on e is successful if all the links that e conflicts with are not in
transmission. In addition to the above three interference patterns, transmissions on
link e and e′ shown in Figure 27(d) are also considered to conflict with each other. This
is the single transceiver constraint that we have considered before. Traditionally, the
interference pattern in Figure 27(a) is called the secondary interference [46], while
the patterns in Figure 27(b), (c) and (d) are called the primary interference. For
convenience, the graph (E, ∦) is called the conflict graph. Take Figure 28 as an
example, 25 ∦ 47 at node 5, 41 ∦ 46, 14 ∦ 42 and 14 ∦ 64 at node 4.
e'
e
u v
w h
v(h)
e
e'
u
w
e e'
v(w)
u h
u(w)
e
e'
v
h
Fig. 27. The four patterns of the radio interference model from [1].
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Fig. 28. A sample network. Each double arrowed line represents two one way links.
The notion of end-to-end throughput depends on the notion of schedule, which
specifies the action of every link during one time unit. Specifically, a schedule is a 0-1
vector z indexed by e ∈ E and 0 ≤ t ≤ 1. ze,t = 1 indicates that e is scheduled to be
active at t, otherwise e is scheduled to be inactive. Schedule z is feasible if ∀e, e′ ∈ E,
0 ≤ t ≤ 1, ze,t = ze′,t = 1 implies e does not conflict with e′. In other words, z is
feasible if at any time 0 ≤ t ≤ 1, the set of links scheduled to be active is conflict
free.
Let ce denote the capacity of link e ∈ E, that is, the maximum amount of data
that can be transmitted by link e in unit time. Let s and d be a pair of source and
sink nodes. An s− d flow x is a vector indexed by e ∈ E that satisfies the capacity
constraints
0 ≤ xe ≤ ce,∀e ∈ E,
and the flow conservation constraints
x(v) = 0,∀v ∈ V − {s, d},
where x(v) =
∑
e∈Eout(v) xe −
∑
e∈Ein(v) xe. The capacity constraint simply says that
the amount of data that link e carries cannot exceed its capacity. The flow conserva-
73
tion constraint says that the amount of data that flow into each node (except s and
d) is equal to the amount of data that flow out of it. The value of an s − d flow x
is x(s), the net amount of data that flows out of source s in unit time. Flow x is
schedulable if there exists a feasible schedule z such that
xe/ce =
∫ 1
0
ze,tdt,∀e ∈ E.
If the above equation holds, then x is said to be realized by z. The term
∫ 1
0
ze,tdt
here is the fraction of time that e is scheduled to be active.
With the above notions, we can now define the end-to-end throughput estimation
problem as follows. Given a network and two nodes s, d ∈ V , the problem of end-
to-end throughput is to find a schedulable s − d flow x with maximum value. This
value, denoted as θsd, is called the s− d throughput.
The above formulation of the throughput problem with the schedulability con-
straint is a variant of the well known maxflow problem. The different between the
two problems is, the throughput problem has an extra constraint that the flow must
be schedulable (under the schedulability constraint) while the traditional maxflow
problem does not have such restrictions. Due to this extra constraint, the feasible
solution space of our throughput problem has a more complicated combinatorial struc-
ture. More specifically, it may not be possible to describe the feasible solution space
by a small set of linear constraints. The key idea of the upperbounding approaches
to be presented in the following discussion is to use a polynomial number of linear
constraints to characterize a superset of the feasible solution space.
Note that the notion of a flow here is different from that in the last section. In
particular, in this section, an end-to-end flow is delivered via multiple paths while a
flow in the last section is restricted to a single path.
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2. Upperbounding the end-to-end throughput
One approach to estimate the end-to-end throughput is based on the notion of inde-
pendent link set, a set of mutually non-conflicting links. The independence number
α(F ) of a set of links F ⊆ E is the size of the maximum independent set of F . No-
tice that if a flow x is schedulable, then it must satisfy the following independence
constraint : ∑
e∈F
xe/ce ≤ α(F ),∀F ⊆ E.
To see that this necessary condition is true, let z be a feasible schedule that realizes
x. By the definition of schedulability, ∀e ∈ E, xe/ce =
∫ 1
0
ze,tdt. Thus,
∑
e∈F
xe/ce =
∑
e∈F
∫ 1
0
ze,tdt =
∫ 1
0
∑
e∈F
ze,tdt.
By the feasibility of z, the set of active links at time t is conflict free. In other words,
the set of active links at time t forms an independent set. Since α(F ) is the size of
the maximum independent set of F , it must be true that
∑
e∈F ze,t ≤ α(F ). And
therefore, the independence constraint follows.
Since every schedulable flow satisfies the independence constraint, it together
with the flow conservation constraint and the capacity constraint specifies a superset
of the feasible solution space. It follows directly that, the optimal objective value
θ¯sd(F) of the following linear program LP(F) is an upperbound of θsd, the end-to-
end s− d throughput, where F ⊆ 2E is an arbitrary set of subsets of E:
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maximize x(s)
subject to
∑
e∈F
xe/ce ≤ α(F ), ∀F ∈ F
x(v) = 0, ∀v ∈ V − {s, d}
0 ≤ xe ≤ ce, ∀e ∈ E
Although any F ⊆ 2E corresponds to an upperbound θ¯sd(F) of θsd, the above
linear program does not tell us which choice of F is good in the sense that the
corresponding θ¯sd(F) is close to θsd and is easy to compute. In general, the more
link sets F contains, the tighter θ¯sd(F) will be. The tightest θ¯sd(F) is achieved
when F = 2E. θ¯sd(2E), however, is obviously expensive to compute since there are
exponential number of elements in 2E. In the following, we propose several choices of
good F . In particular, we restrict our attention to cliques.
A clique is a set of mutually conflicting links. There are several advantages to
deal with cliques instead of arbitrary link sets. First, given an arbitrary clique F ,
the term α(F ) in LP(F) can be immediately substituted with 1 since the links in
F mutually conflict with each other. This is in contrast to the fact that it is often
expensive to compute α(F ) for an arbitrary link set F . Second, given two class of
cliques F1 and F2, we can often know which one of θ¯sd(F1) and θ¯sd(F2) is tighter
without solving LP(F1) and LP(F2). Specifically, if for every clique F2 ∈ F2, there
is a clique F1 ∈ F1 such that F2 ⊆ F1, then we say F1 is stronger than F2. If F1 is
stronger than F2, then the independence constraints on F2 must be implied by the
independence constraints on F1, and as a result θ¯sd(F1) must be closer to θsd than
θ¯sd(F2). Therefore, in order to obtain a relatively tight upperbound θ¯sd(F) within a
reasonable amount of time, one would want to pick a small set F of strong cliques .
76
4(v)
1 2
5
6 7
1 2 3
4(u) 5(v)
6 7 8
Fig. 29. Star and bell clique.
We start our discussion of choosing a good set of cliques by considering the
following class of cliques call the star cliques:
Qs = {Ein(v) ∪ Eout(v),∀v ∈ V }. (7)
By the primary interference, any two links in Ein(v)∪Eout(v) conflict with each other
at the node v, thus each member of Qs is indeed a clique. Figure 29(a) shows the
star clique on node 4 of the network in Figure 28, which contains link 14, 41, 42, 45,
46, 64, 47, and 74. Another class of cliques, called the bell cliques, has the following
form:
Qb = {Eout(u) ∪ Ein(v),∀uv ∈ E}. (8)
We say E1 ⊆ E conflicts with E2 ⊆ E, if ∀e1 ∈ E1 and ∀e2 ∈ E2, e1 conflicts with e2.
Each member of Qb is indeed a clique since Eout(u) and Ein(v) are both cliques by
the primary interference and Eout(u) conflicts with Ein(v) at node v by the secondary
interference. For example, the bell clique on link 45 of the network in Figure 28 is
depicted in Figure 29(b).
By the definition of star and bell cliques, there are |V | and |E| number of star
and bell cliques respectively for a given network, thus all of them can be enumerated
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efficiently. Starting from star and bell cliques, we identify three classes of stronger
cliques in the following discussion. To ease the exposition, we introduce the following
additional notations. The set of predecessors and successors of a node v are denoted
as pred(v) and succ(v). Define pred[v] = pred(v) ∪ {v} and succ[v] = succ(v) ∪ {v}.
Let U be a set of nodes, and v be a single node. The set of all links e = uv such
that u ∈ U is denoted as E(U → v). Similarly, E(v → U) denotes the set of all links
e = vu such that u ∈ U .
First, consider the following class of cliques called class one cliques:
Q1 = {Ein(u) ∪ Eout(u) ∪ E(pred(u)→ v),∀uv ∈ E}.
It is straightforward to verify that E(pred(u) → v) conflicts with Ein(u) either at u
or v, and E(pred(u) → v) conflicts with Eout(u) at v. We have already known that
Ein(u) ∪ Eout(u) forms a star clique, therefore, Ein(u) ∪ Eout(u) ∪ E(pred(u) → v)
makes a clique. Figure 30 shows the class one clique on node 4 and 5 of the network
in Figure 28. Q1 is stronger than Qs since it is obtained by augmenting each star
clique Ein(u) ∪ Eout(u) with E(pred(u)→ v).
4(u) 5(v)
E(Npred(u)    v)
1 2
6 7
Fig. 30. Class one clique.
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Second, let u, v and w be three nodes such that uv ∈ E and uw ∈ E. The class
two cliques is defined as follows:
Q2 = {Eout(u) ∪ Ein(v) ∪ E(pred[v]→ w),∀uv, uw ∈ E}.
It is straightforward to verify that E(pred[v] → w) conflicts with Eout(u) at w, and
it also conflicts with Ein(v) at v. We have already known Eout(u) ∪ Ein(v) is a bell
clique, so Eout(u) ∪ Ein(v) ∪ E(pred[v] → w) is indeed a clique. Figure 31 shows
the class two clique on node 4, 5 and 2 of the network in Figure 28. Q2 is stronger
than Qb since it is obtained by augmenting each bell clique Ein(u) ∪ Eout(v) with
E(pred[v]→ w).
4(u) 5(v)
E(Npred[v]    w)
1 2(w) 3
6 7 8
Fig. 31. Class two clique.
Finally, let u, v and w be three nodes such that uv ∈ E and wv ∈ E. Consider
class three cliques as follows:
Q3 = {Eout(u) ∪ Ein(v) ∪ E(w → succ[u]),∀uv, wv ∈ E}.
By similar analysis we can show that, each member of Q3 is indeed a clique too. As
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an example, Figure 32 shows the class three clique on node 4, 5 and 7 of the network
in Figure 28.
4(u) 5(v)
7(w)
E(w    Nsucc[u])
1 2 3
6 8
Fig. 32. Class three clique.
The asymmetricity in the form of Q1, Q2 and Q3 stems from the fact that
the interference model is essentially a receiver oriented model, which precludes all the
predecessors of the receiver but not the sender of a communication from transmitting.
By the definition of the class one, two, and three cliques, there are at most |E| cliques
in Q1, and |E| · |V | cliques in Q2 and Q3 respectively. Thus, Q1, Q2 and Q3 can all be
enumerated in polynomial time, and the corresponding upperbounds θ¯sd(Q1), θ¯sd(Q2),
θ¯sd(Q3), and θ¯sd(Q1 ∪ Q2 ∪ Q3) can be computed fairly efficiently. Furthermore, the
simulation result to be presented shortly shows that these upperbounds are fairly
tight in practice.
3. Simulation evaluation
In this section, we evaluate the clique based upperbounds on grid networks and
random networks respectively. In our simulations, linear programs are solved by
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Lp solve[49], and the following simple recursive algorithm is used to compute the inde-
pendence number α. The algorithm is based on the fact that α(F ) = max{α(F\{e}),
α(F\I[e]) + 1}, where e is a link in F , I[e] = I(e) ∪ {e} and I(e) is the set of links
that e conflicts with.
1. if |F | = 0 return 0
2. pick a link e ∈ F
3. recursively compute α(F\{e}) and α(F\I[e])
4. return max{α(F\{e}), α(F\I[e]) + 1}
Grid networks
In this experiment, we create a 10x10 grid network. We assign to each link a random
capacity with uniform distribution from 0 to 100. We randomly pick 10 pairs of
nodes, and compute their s − d throughputs. The upperbounds θ¯sd(Q1), θ¯sd(Q2),
θ¯sd(Q3), and θ¯sd(Q1 ∪ Q2 ∪ Q3) are listed under column θ¯1, θ¯2, θ¯3, and θ¯123 in Table
IV. Column θ lists the lowerbounds computed by the maximal independent sets
enumeration method in [50].
From the results we can see that, it always holds that θ¯1 > θ¯2 = θ¯3 = θ¯123, and
the numbers in column θ¯123 are very close to the numbers in column θ, which suggests
that θ¯123 is a practically good upperbound. In this regards, we computed θ¯123 for all
pairs of nodes in this network and compare them with θ. We found that more than
90% of the time, θ¯123 is within 1.05θ, and never goes above 1.25θ.
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Table IV. Grid network
θ¯1 θ¯2 θ¯3 θ¯123 θ
1 60.04 53.06 53.06 53.06 51.33
2 53.41 51.62 51.62 51.62 51.41
3 86.00 86.00 86.00 86.00 86.00
4 73.79 64.71 64.71 64.71 56.62
5 63.84 60.14 60.14 60.14 51.89
6 62.79 54.70 54.70 54.70 54.70
7 60.62 47.70 47.70 47.70 41.17
8 44.13 41.57 41.57 41.57 34.67
9 33.20 31.36 31.36 31.36 31.07
10 33.20 31.36 31.36 31.36 31.28
Random networks
We create a set of 40 nodes on a 500x500 Euclidean plane. Each node is equipped
with one radio with a random transmission range of mean 100 and variance 20. Each
link in the network is assigned a random capacity with uniform distribution from 0
to 100. We randomly pick 10 pairs of nodes, and compute their s − d throughputs.
The results are listed in Table V.
From the results we can see that, again, θ¯123 is a fairly close upperbound. After
that, we computed θ¯123 and θ for all pairs of nodes in this network, and found that
more than 90% of the time, θ¯123 is within 1.35θ, and never goes above 2θ. Notice
that, θ is only a lowerbound of θ, thus, the gap between θ¯123 and θ could be even
smaller than that between θ¯123 and θ.
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Table V. Random network
θ¯1 θ¯2 θ¯3 θ¯123 θ
1 22.99 23.10 22.72 22.71 17.66
2 8.17 7.53 7.53 7.53 7.53
3 41.18 39.90 40.81 39.90 27.91
4 20.67 16.47 16.47 16.47 16.47
5 8.17 8.17 8.17 8.17 8.17
6 84.00 84.00 84.00 84.00 84.00
7 96.00 96.00 96.00 96.00 96.00
8 67.38 61.90 55.77 54.57 44.96
9 51.58 38.85 37.82 35.42 32.00
10 8.17 7.53 7.53 7.53 7.53
E. Related work
The on-demand end-to-end bandwidth allocation problem that is considered in our
discussion can be regarded as a variant of the QoS routing problem in wired networks.
Compared with the QoS routing problem, our problem is more involved since it con-
sists of not only a routing component, but also a scheduling component. Traditionally,
QoS aware network layer design adopts minimum hop routing and its variations, such
as shortest widest path routing [51], widest shortest path routing [52], and MPLS
routing[53]. QoS routing via multiple paths using bandwidth reservation is studied in
[54], [55], [56], and etc. These routing algorithms are not suitable for wireless networks
because they are designed for networks where links are physically isolated. Wireless
links, however, are not independent from each other, and allocating bandwidth on
one link does affect the available bandwidth of others.
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A variant of the end-to-end on-demand bandwidth allocation problem has been
extensively studied in [57, 58, 59, 60, 61, 62, 63, 64]. The problem that they considered
is as follows, given a path between a pair of source and sink, decide if a connection
with a bandwidth requirement can be established along this path. Some slots of the
links on that path may have already been allocated. The schedulability constraint is
that nodes (on the path) cannot send and receive at the same time. [57] showed that
this problem is NP-hard and [58, 59, 60, 61, 62] proposed various heuristic solutions.
They differ from our work in that their focus is to satisfy the need of the current
request, while ours is to optimize bandwidth utilization so that more future requests
can be supported. Furthermore, a path is already given in their problem as the input.
Therefore, only scheduling decision needs to be made in their problem formulation.
While in our discussion, routing, i.e., finding a good path, is an indispensable part of
the solution.
The problem of computing end-to-end throughput for multihop wireless networks
was first studied in [65], where the system under study is assumed to be free of sec-
ondary interference. The author gave a polynomial time algorithm based on the
famous ellipsoid method. The exact time complexity of their algorithm, however, is
unknown. Following [65], [66] proposed a more practical algorithm that computes
approximate throughput based on Shannon’s coloring theorem. Both [65] and [66]
neglect the existence of secondary interference. Jain et. al. showed this problem
is NP-hard in general [50], and proposed a maximal independent set based lower-
bounding and a clique based upperbounding technique. Their approach is general
enough to be applied to a wide class of networks. However, it does not take full ad-
vantage of the special interference pattern of wireless networks. [67] first established
a lowerbound that is within a constant factor of the throughput in wireless networks
with secondary interference. Finally, [68, 69, 70] considered throughput estimation in
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multi-radio multi-channel wireless networks by extending results for the single-radio
single-channel case.
F. Summary
In this chapter, we studied two information transmission problems in wireless ad hoc
networks.
We first considered a problem of end-to-end on-demand bandwidth allocation
with the single transceiver schedulability constraint. The problem is a variant of the
well-known QoS routing problem with an extra scheduling component. We proved
that the problem is NP-hard and presented a 2-approximation routing and scheduling
algorithm, MCRS. Our scheme exhibits better bandwidth efficiency than traditional
methods in simulations. We also discussed the stateless version of the MCRS al-
gorithm which is more amenable to distributed implementation. Our work can be
extended along a variety of interesting directions. First, a most interesting question
is whether we can find an algorithm whose approximation ratio is less than 2. Also,
further empirical research is needed to study the performance of MCRS in practice.
Second, our work is based on a deterministic TDMA network model. Although in
general, deterministic access results in better performance, the overhead of synchro-
nization and coordination may be significant. Hence, we plan to study bandwidth
allocation in random access networks, especially those based on IEEE 802.11 medium
access protocols. Third, we only studied QoS routing for unsplittable flows in our
discussion. QoS routing for splittable flows is a rather interesting topic, where the
data of a flow does not necessarily have to travel along a single path. Fourth, we
focused on bandwidth efficient end-to-end unicasting in our discussion. Research on
bandwidth efficient broadcasting and multicasting will also be of both theoretical
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and practical interest. Fifth, there are many ways to define the optimality of a flow
arrangement, and ours is only one of them. It would be interesting to adopt other
notions of optimality, and design efficient algorithms correspondingly.
The second problem that we have studied is end-to-end throughput in multi-hop
wireless ad hoc networks, which a variant of the classic maximum flow problem. We
proposed a general linear program LP(F) based solution framework, where each choice
of F corresponds to an upperbound of the end-to-end throughput. We identify several
good choices of F , the class one, two, and three cliques. We show by simulation that
the upperbound based on these cliques is close to the actual throughput in practice.
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CHAPTER IV
CONCLUSION
This dissertation studies ad hoc networks. The distinct characteristics of ad hoc
networks include the lack of pre-existing infrastructure, the natural correlation be-
tween the network topology and geometry, limited communication and computation
resources, node mobility, and etc. These characteristics created an enormous amount
of new interesting and challenging problems, especially optimization problems. To
effectively make use of the valuable ad hoc network resource, we studied a few opti-
mization problems in information retrieval and transmission in this dissertation.
The study of ad hoc network information retrieval, in particular, the range search
and object locating problem, is centered around the notion of distance sensitivity. Our
main contribution is twofold. First, we developed a generic framework for distance
sensitive services. This framework optimizes the storage cost for information retrieval
schemes with an arbitrary retrieval cost function that can be specified by the system
designer. We remark that, designing distance sensitive information retrieval systems
with nonlinear retrieval cost functions is a largely unexplored area, and to our best
knowledge, this dissertation is the first to consider such non-linear cases. Second,
for growth lower bounded networks, we showed that an logarithmic storage cost is
asymptotically optimal for any object locating schemes with linear retrieval cost. This
result proves the optimality of a wide range of ad hoc network as well as P2P network
proposals. We should point out that, despite the progress that we have made in this
dissertation, there are many interesting questions that remain open, and the problem
of distance sensitive information retrieval is still quite far from completely solved.
In the study of ad hoc network information transmission, our main concern is the
various constraints for wireless transmissions to successfully occur, and the impact
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of these constraints to effective information delivery. First, we studied a problem of
end-to-end on-demand bandwidth allocation with the single transceiver schedulability
constraint. We proved that the problem is NP-hard, proposed a 2-approximation
routing and scheduling algorithm, MCRS, and showed by simulation that MCRS
outperforms traditional methods. The second problem that we have studied is to
compute the upperbound of the end-to-end throughput in wireless ad hoc networks.
We investigated a general linear program based solution framework, and showed how
to apply this general method under a specific radio interference model.
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