Abstract. Anisotropic unsteady mesh adaptation is applied to the high-fidelity prediction of bubble motion, which has applications in the framework of safety evaluations for nuclear reactors. A prescribed advection of the bubble is performed, which lacks any physical sense but is representative of the reality and makes it possible to precisely measure the diffusion caused by the numerical model. The model is described, and results are presented in 2D and 3D, with comparisons in terms of mesh convergence, CPU time, and propagation of the interface.
Introduction
In this paper, the high-fidelity prediction of the propagation of an extremely thin interface is addressed from the meshing point of view. Applications exist in the framework of safety evaluations for nuclear reactors, in which gas bubbles may appear in the liquid phase. In this context, the meshing strategy used must deal with the discontinuities of most variables through the bubble's interface. Here, the contribution of anisotropic unsteady mesh adaptation to this issue is discussed, which aims at increasing the accuracy of the solution while decreasing the CPU time of the simulation, by dividing the physical time frame considered into sub-intervals for each of which an anisotropic mesh is generated according to size and directional constraints.
In order to measure how well the numerical model predicts bubble motion, the Kothe-Rider test [1] is performed. An initial sphere is linearly advected, governed by a velocity field v(x, y, z, t) of period T , and starting from t = 0. Due to the periodicity of the velocity field, the bubble is expected to recover its original position (i.e. the sphere) at each t ∈ Several studies of numerical methods for propagating an extremely thin interface have been carried out. Adaptive Mesh Refinement (AMR) techniques have been used [2, 3] as well as level set methods coupled with anisotropic mesh adaptation [4, 5] .
Numerical Model
This Section describes the numerical model used for performing the Kothe-Rider test, including the advection solver, as well as the steady and unsteady mesh adaptation algorithms.
Using anisotropic mesh adaptation for predicting bubble motion is motivated by the features of this physical phenomena, which (i) is concentrated in a small area of the computational domain, (ii) is anisotropic, and (iii) is time-dependent. Therefore, uniform meshes -i.e. meshes whose edges size is constant in the domain -are not optimal in terms of both sizes and directions. Mesh adaptation, however, provides a way to control the accuracy of the numerical solution by modifying the domain discretization according to size and directional constraints. For instance, unstructured Hessian-based mesh adaptation has already proved its efficiency to improve the solution accuracy while decreasing the problem complexity (i.e. the number of degrees of freedom) [6] [7] [8] [9] .
Advection Solver
In this Section, the advection solver used for performing the Kothe-Rider test case is described. It is based on Wolf [10] , our in-house flow solver developped in the Gamma3 team at Inria. The advection equation is the following:
where ρ is the density (see Figure 1 ) and v(x, y, z, t) a velocity field.
The spatial discretization of Eq. 1 is based on a vertex-centered finite volume formulation on unstructured meshes. Let H = (K i ) be a mesh of a domain Ω, the vertex-centered finite volume formulation consists in associating to each vertex P i of the mesh a control volume or finite volume cell, denoted C i . The discretized domain Ω h can be written as the union of the mesh elements or the union of the finite volume cells:
The dual finite volume cells used for the bubble motion are the classical median cells, as depicted in Figure 2 .
Second order space accuracy is achieved through a piecewise linear interpolation based on the Monotonic Upwind Scheme for Conservation Law (MUSCL) procedure with a particular edge-based formulation with upwind elements. The advection flux through an edge −−→ P i P j = e ij (see Figure 2 ) is given by:
where ρ i is the solution at the vertex P i ,
Strong discontinuity of ρ in the bubble's interface Figure 1 . The density ρ is discontinued through the bubble's interface. Figure 2 . Illustration of two finite volume control cells C i and C j around two vertices P i and P j . and n is the edge's normal vector.
The MUSCL type reconstruction method is used in order to increase the order of accuracy of the scheme [11] . The idea is to use extrapolated values ρ ij and ρ ji of ρ at the interface ∂C ij to evaluate the flux. The following approximation is performed:
ρ ij and ρ ji which are linearly interpolated as:
where, in contrast to the original MUSCL approach, the approximate "slopes" (∇ρ) ij and (∇ρ) ji are defined for any edge and obtained using a combination of centered, upwind and nodal gradients. The centered gradient related to an edge P i P j , is defined as:
Upwind and downwind gradients are computed according to the definition of upstream and downstream tetrahedra of an edge P i P j . These tetrahedra are respectively denoted K ij and K ji . K ij (resp. K ji ) is the unique tetrahedron of the ball of P i (resp. P j ) the opposite face of which is crossed by the line defined by the edge P i P j . Upwind and downwind gradients are then defined for vertices P i and P j as:
where (∇ρ)| K = P ∈K ρ P ∇φ P | K is the P 1 -Galerkin gradient on tetrahedron K. Parametrized nodal gradients are built using the β-scheme:
where β ∈ [0, 1] is a parameter controlling the amount of upwinding. For instance, the scheme is centered for β = 0 and fully upwind for β = 1.
Bubble motion is predicted using a V4-scheme, obtained for β = 1/3. It can be demonstrated that this scheme is third-order for the two-dimensional linear advection on structured triangular meshes. On unstructured meshes, a second-order scheme with a fourth-order numerical dissipation is obtained. High-order gradients are given by:
The parallelization of the solver is based on posix standard threads (pthreads) taking advantage of multi-core chips and shared memory architectures supported by most platforms. Loops running over tables and structures featuring direct or indirect memory accesses take up a large part of the total CPU time when dealing with meshes, and are easily parallelized with pthreads [12] .
Steady Mesh Adaptation
The general idea of mesh adaptation is to modify the discretization of the computational domain according to size and directional constraints, in order to minimize a given error criterion, and thus improve the adequation with the underlying physics. Mesh adaptation has proved its efficiency in improving the tradeoff between computational time and accuracy of the solution. Figure 3 presents the example of mesh adaptation for the recovery of a bubble's interface in the steady case. The adaptation is performed on the density variable (ρ = 1 inside the bubble and 0 outside), so that the mesh is refined close to the interface and coarsened elsewhere. As the solution varies dramatically in the normal direction to the interface and does not vary in the tangential direction, stretched elements aligned to the direction of anisotropy are created.
Isotropic mesh adaptation simply relies on the prescription of a scalar size field. Anisotropic mesh adaptation, however, must control the sizes along prescribed directions. To this end, we use the unit-mesh concept [13] in the continuous mesh framework [14] . The main idea is to generate a uniform mesh with respect to a Riemannian metric space rather than to the Euclidian space. According to the continuous mesh framework, any mesh can be represented by a continuous Riemannian metric field M. The link between a continuous and a discrete mesh is based on the concept of unit-mesh: a mesh is unit according to M, if all its edges have a length l M (e) in the metric approximately equal to 1 and if its elements K have a volume |K| M in the metric approximately equal to √ 2/12. More formally, a metric tensor M in R n is a n × n symmetric definite positive matrix. The scalar product of two vectors u and v in R n according to M is defined as:
So, the associated norm of a vector in R n is defined as:
which measures the length of the vector u in the metric M. Thus, the length of an edge e = AB according to M is defined: Figure 3 . Steady mesh adaptation at time t = 0. Top: cuts in the initial uniform mesh. Bottom: cuts in the final adapted mesh which is refined at the bubble's interface.
Mesh adaptation consists in generating a mesh that is unit according to a Riemanninan metric field obtained from an error estimation of the solution. We now describe the mesh adaptation process in the steady case. We start from an initial (coarse and non-adapted) mesh H 0 . The four main stages of the process are the following:
using the sizes and directions provided by M 0 , (iv) solution interpolation to H 1 .
As presented in Figure 4 , these four stages are repeated several times and at each iteration, the complexity of the generated meshes is increased. It makes it possible to converge both the mesh and the solution to an optimal state and to capture accurately physical phenomena. The classical steady mesh adaptation scheme is a fixed point algorithm: the algorithm stops when there is no variation of the couple mesh/solution from one iteration to the next. More details on each stage are now provided.
(i) Solution computation. We use the advection solver described in Section 1.1 to compute the density variable ρ at each vertex of the mesh.
Compute Solution
Compute Metric

Generate Mesh
Interpolate Solution Figure 4 . The mesh adaptation loop (ii) Metric computation. We build the metric M according to an error estimate. In the case of bubble motion, we chose to minimize the P 1 interpolation error ρ − Π h ρ, which can be expressed in terms of second derivatives of ρ, i.e., the Hessian H ρ of ρ, and of the metric M :
where |H ρ | is derived from H ρ by taking the absolute value of the eigenvalues and π M ρ is the continuous interpolate defined in [14] and [15] . Minimizing ρ − Π h ρ L p (Ω) for a given number N of vertices can be recast in the continuous setting as minimizing ρ − π M ρ L p (Ω) for a complexity C(M) = N , which is the continuous counter part of the number of vertices. This optimization problem is solved to compute the optimal metric M opt L 1 :
The expression of the optimal continuous mesh is:
(iii) Mesh generation. Generating an anisotropic unit mesh H with respect to M requires to use any anisotropic mesh generator [16] [17] [18] [19] [20] [21] . The results presented in this paper were achieved using our in-house remesher [22] . The general idea is to perform iteratively simple mesh modifications such as vertex insertions/removal, edge swaps/collapses etc., in order to generate unit mesh elements. All the aforementioned operations are performed using a single mesh operator based on cavity remeshing [22] .
(iv) Solution interpolation. The interpolation operator used [23] verifies the properties of mass conservation, P 1 -exactness (order 2) and maximum principle, which are achieved through local mesh intersections and quadrature formulae.
Unsteady Mesh Adaptation
The random progression of the bubble's interface in the computational domain is a time-dependent problem, which makes the steady mesh adaptation algorithm inadequate. Indeed, the mesh generated for the time t = 0 would lead to a strong error in both time and space for the rest of the time frame. A non-optimal approach would be to perform a steady mesh adaptation at each time step, but this would be too costly in terms of CPU. In order to minimize the number of mesh adaptations, an unsteady mesh adaptation algorithm is used [24] , which consists in dividing the physical time frame considered into sub-intervals and generating an adapted mesh for each one of them.
The unsteady mesh adaptation scheme is derived from the classical steady mesh adaptation algorithm. It consists of two steps: the main (classical) adaptation loop, and an internal loop in which a transient fixed point problem is solved (see Figure 5 ). Let us consider the simulation of bubble motion from time t = 0 to t = T . First, the time period [0, T ] is divided in N sub-intervals [t, t + ∆t]. At each iteration of the main adaptation loop is considered a time period [t, t + ∆t] in which the solution evolves. For instance during the i-th (i ∈ [1, N ]) main iteration, a mesh H i is generated that is suitable for times t ∈ [(i − 1)∆t, i∆t]. This sub-interval mesh is generated via the internal loop: at each internal iteration j, a metric M (i,j) is computed that takes into account the solution progression in the sub-interval and a mesh H (i,j+1) is generated according to M (i,j) . The final solution S (i,j+1) of the period (i.e. at time t = i∆t) is computed and compared to the solution of the previous internal iteration S (i,j) in order to assess the convergence of the internal loop. Let be a given parameter, the internal transient fixed point algorithm is iterated until:
where Ω is the computational domain.
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Compute Solution Computing M (i,j) . At the jth internal iteration of the main iteration i, a metric intersection in time procedure is used to compute M (i,j) , the metric field that takes into account the evolution of the solution in the ith subinterval [t, t + ∆t] (i.e. [(i − 1)∆t, i∆t]). All the intermediate solutions between (i − 1)∆t and i∆t must be considered to mesh suitably all this region so as to control the error of the solution throughout the time sub-interval. So, M (i,j) is the intersection of m intermediate metrics:
where ∩ is the metric intersection defined above and M Definition of metric intersection ∩. Let M 1 and M 2 be two metrics of eigenvalues (λ i ) and (µ i ) resp. (i = 1, 3). Let P = (e 1 , e 2 , e 3 ) be the matrix whose columns are formed by the eigenvectors of
The intersection of two metrics M 1 and M 2 is given by:
where
Geometrically speaking, a metric intersection is depicted in Figure 6 .
Numerical Results
The Kothe-Rider test [1] is performed in order to measure the impact of the meshing strategy in accurately predicting bubble motion. In 3D, an initial sphere is linearly advected in a cubic computational domain according to a periodic velocity field of period T . Due to this periodicity, the bubble moves forward from t = 0 to t = T 4 , and backward from t = T 4 to t = T 2 . So, it is expected to recover its original position (i.e. the sphere) at each t ∈ T 2 N (see Figure 7) . Although the Kothe-Rider test case lacks any physical sense, it is representative of the reality and makes it possible to measure the diffusion due to the numerical model by estimating the spatial error at each t ∈ T 2 N (see Figure 7) . 
Results in 2D
In 2D, the computational domain is Ω = [0, 1] × [0, 1] and the velocity field is the following:
The initial bubble's radius is R = 0.15 and it is centered in (x 0 , y 0 ) = (0.50, 0.75). The velocity field period is T = 6 (see Eq. 7). The bubble was chosen to be advected from time t = 0 to t = 10 T 2 and a spatial error is computed at each t ∈
where |C i | is the area of the finite volume cell associated to vertex P i , ρ i,exact is the exact solution at vertex P i and ρ i,h is the computed solution.
A total of 9 simulations were run: 5 using uniform meshes and 4 unsteady mesh adaptations. These 9 simulations are summarized in Table 2 .1. The final error at time t = 10 T 2 was computed for each simulation, see Figure 11 . It shows that a 2nd order mesh convergence is achieved for adapted meshes (1st order for uniform meshes). The total CPU time of each simulation presented in Figure 12 shows that the final spatial error observed in 6 hours using a uniform mesh of 1 Million vertices can be achieved in 20 minutes using mesh adaptation. Moreover, it would take 12 days and 22 hours for an uniform mesh to reach the final spatial error observed after the mesh adaptation which took 2 hours and 30 minutes.
All the 2D simulations were run on a two 2.93 GHz Quad-Core Intel Xeon chips with 24Gb of RAM. The time frame [0, 10 Adapted meshes alongside with the corresponding solutions are depicted in Figure 9 and close-up views of the meshes in Figure 10 . Mappings of the density for several meshes and at several physical times are depicted in Figure 13 . A comparison of the final bubble's interface at time t = 10 T 2 is given in Figure 8. 
Results in 3D
In 3D, the bubble is advected in a cubic computational domain Table 1 . Summary of the 9 simulations for the Kothe-Rider test in 2D. For the mesh adaptations, the given number of vertices corresponds to the mesh for time t = 10 
The initial bubble's radius is R = 0.15 and it is centered in (x 0 , y 0 , z 0 ) = (0.35, 0.35, 0.35). The velocity field's period is T = 6. The bubble was chosen to be advected from time t = 0 to t = 2 T 2 and a spatial error is computed at t = T 2 and t = T .
Four simulations were run using uniform meshes containing from 125k to 32M vertices. One mesh adaptation was run with an increasing mesh complexity at each iteration in the main loop (see Section 1.3): from ∼50k vertices for the first iteration to ∼350k vertices for the last one. A summary of the simulations in 3D is presented in Table 2 .2. Note that the CPU timing given for i-th iteration of the main loop includes the timings of the iterations from the first to the ith.
The 3D simulations were run on four 2.00GHz ten-core Intel Xeon chips with 3Tb of RAM. The time frame [0, T ] was divided into 64 sub-intervals and mesh generations were performed on 32 cores (one process per core at the time).
A spatial L 1 error was computed at time t = T :
where |C i | is the volume of the finite volume cell associated to vertex P i , ρ i,exact is the exact solution at vertex P i and ρ i,h is the computed solution. The mesh convergence is presented in Figure 16 , and the CPU timings in Figure 17 . One would need a uniform mesh of approximately 10 12 vertices to reach the final spatial error obtained using unsteady mesh adaptation (349k vertices), which would require years of computation using this numerical model. The bubble's interface (iso-value ρ = 0.95) is depicted for several physical times in Figure 14 for the uniform case (32 Million vertices), and in Figure 15 for the adapted case (349k vertices). The interface's conservation is significantly improved using mesh adaptation. Several views of the adapted meshes are given in Figure 18 . Views of the uniform mesh containing 4 Million vertices are depicted in Figure 19 . Table 2 . Summary of the simulations for the Kothe-Rider test in 3D. For the mesh adaptations, the given number of vertices corresponds to the mesh for the time t = T .
Conclusion
Anisotropic mesh adaptation was compared to uniform meshes for the high-fidelity prediction of bubble motion. Mesh convergence is dramatically improved for the Kothe-Rider test case using mesh adaptation. In 2D, the final spatial error observed in 6 hours with an uniform mesh of 1M vertices can be achieved in 20 minutes using mesh adaptation. Moreover, it would take 12 days and 22 hours for uniform meshes to reach the final spatial error observed after the mesh adaptation which took 2 hours and 30 minutes. In 3D, a uniform mesh of 10 12 vertices would give the same accuracy as obtained in 1 day and 6 hours using an adapted mesh of 349k 50k vertices (uniform) 1000k vertices (uniform) 50k vertices (adapted) Figure 13 . Comparison of the mapping of the density at times t = T 2 (top row) and t = 10 T 2
(bottow row). Three computations are compared: two uniform meshes of 50k vertices and 1M vertices (1st and 2nd column resp.) and adapted meshes (∼ 50k vertices each, 3rd column).
vertices, which would then take years of computation using the same numerical model.
The results obtained with mesh adaptation could be improved in several ways, including (i) using a level-set method, (ii) generating metric-aligned adapted meshes [25] in order to better handle strong anisotropy in the interface, and (iii) optimizing the number of sub-intervals during the adaptation as well as the prescribed number of vertices, which can dramatically impact the total CPU time of the simulation. 
