missions across four categories: main conference full paper submissions, special session full paper submissions, demonstration submissions, and video search showcase submissions. Of these, there were 27 authors (6 percent) from Australia, 130 (28 percent) from Europe, 287 (62 percent) from Asia, and 19 (4 percent) from the Americas. It had more than 150 participants, including researchers, engineers, and research students.
Best Papers
"Large-Scale Image Mining with Flickr Groups," written by Alexandru Ginsca from the Content Engineering Laboratory in France and his colleagues, received the Best Paper award. This is an interesting study into leveraging Flickr groups for image retrieval. It presents works on feature design and methodology evaluation for content-based image retrieval. The evaluation results show the effectiveness of the proposed method from various perspectives.
The Best Paper Runner-up was awarded to "Multimedia Social Event Detection in Microblog," written by Yue Gao and his colleagues from the National University of Singapore. This paper presents a scheme for multimedia social event detection in microblogs.
MMM 2015 also presented a Best Student Paper award to "MAP: Microblogging Assisted Profiling of TV Shows," written by Xiahong Lin and her colleagues from Tsinghua University, China. The paper presents interesting work about describing TV shows using microblogs.
The Best Student Paper Runner-up was awarded to "Coupled Discriminant MultiManifold Analysis with Application to Low-Resolution Face Recognition," written by Junjun Jiang and his colleagues from Wuhan University, China. This paper addresses the problem of matching a low-resolution face image to a gallery of high-resolution face images.
Special Sessions
In addition to the Video Search Showcase (see Figure 1 ) and Demonstration sessions, MMM 2015 had three special sessions: Personal (Big) Data Modeling for Information Access and Retrieval; Social Geo-Media Analytics and Retrieval; and Image or Video Processing, Semantic Analysis, and Understanding.
Personal (Big) Data Modeling
Social networking sites and wearable devices create a constant personalized stream of sensor data and multimedia content, making personal big data modeling an increasingly important research topic. We need advanced tools and technologies from a variety of research disciplines, including sensors and low-level sensor analytics, semantic enrichment, contextual analytics, multimedia indexing and storage, and data security and privacy. Other important fields include information retrieval, computer vision, audio processing, feature extraction and representation, machine learning, human computer interaction, and user experience and interaction design.
The topics covered in this special session included lifelogging/self-tracking applications; wearable device sensor streams; long-term storage of personal data; and personal data modeling. Of particular interest was "Factorizing Time-Aware Multi-Way Tensors for Enhancing Semantic Wearable Sensing," by Peng Wang from Tsinghua University, China, and his colleagues from Dublin University, Ireland. This paper describes a method to detect meaningful concepts in lifelogging data. It aims to overcome the problems of one-per-class detectors using a multiclass concept detector with tensors and matrix factorization. The multiclass (called "multiway") concept detection uses correlation between individual concepts.
Social Geo-Media Analytics and Retrieval
Using advanced data mining and informationretrieval techniques, researchers can analyze tremendous amounts of media information harvested from the Web about users and their social interactions based on a specific geo-location. Social geo-media could thus fundamentally change how we access and present information. It could also affect how we process and extract knowledge and conduct business.
The topics of this session included semantic correlation mining between images and texts, models and algorithms for social geo-media analysis, social media interaction and visualization on mobile devices, and social geo-media applications. In particular, "Resource Restricted On-line Video Summarization with Minimum Sparse Reconstruction," by Shaohui Mei of Northwestern Polytechnical University, China and his colleagues attracted much interest at the conference. The paper proposes a novel video summarization algorithm based on sparse representation. The method selects the key frame by finding a frame that cannot be reconstructed well by other key frames. The paper also proposes a resource-restricted version of the algorithm, which can be applied to portable devices. This paper creatively makes use of the reconstruction error of the sparse representation to find key frames. The principle was well explained and the algorithm was described clearly.
Image or Video Processing
Recent advances in computing and networks technologies offer potential for high-level image and video understanding. This special session was devoted to recognizing meaningful human actions when annotating videos, recognizing continuous emotion, extracting 3D objects from images, and understanding and processing images and videos.
The best paper of this session was "Recognition of Meaningful Human Actions for Video Annotation Using EEG Based User Responses," by Jinyoung Moon of Electronics and Telecommunications Research Institute, Korea and his colleagues. The paper proposes new features for recognizing human actions. The authors believe this is the first work to classify human actions performed in videos using band power (BP) and asymmetry scores (AS) features extracted from an electroencephalogram.
Keynotes
MMM 2015 featured three world-class keynote speakers: Zhengyou Zhang from Microsoft Research, Heng Tao Shen from University of Queensland, and Antonio Robles-Kelly from NICTA.
In "3D Computer Vision and Multimodal Interaction for Large Touch Displays," Zhang describes a system that augments touch input with a visual understanding of the user to improve interaction with a large touch-
Erratum
In last issue's Scientific Conferences department, "Toward Emotional and Social Signals in Multimedia at ACM Multimedia 2014," by Hatice Gunes (January-March 2015), it should have been noted that the new area on "emotional and social signals in multimedia" was proposed by Hayley Hung, Albert Ali Salah, Oya Aran, and Hatice Gunes, and it has been supported by Nicu Sebe, Alan Hanjalic, Alessandro Vinciarelli, Bj€ orn Schuller, and Daniel Gatica-Perez. sensitive display (see Figure 2) . Through visual analysis, the system understands where the user is, who the user is, and what the user is doing, even before the user touches the display. Such information is used to enhance interaction in multiple ways. For example, a user can use simple gestures to bring up menu items, such as a color palette and soft keyboard, and the items can follow the user. Also, the user can perform different functions, such as writing and erasing, with different hands, and the user's preference profile can be maintained, distinct from other users. User studies confirmed the value of these and other enhanced interactions.
In "Research Opportunities and Challenges on Big Social Multimedia," Shen introduces the phenomenon of big social multimedia and its emerging opportunities and challenges in related research communities. The talk focused on several promising directions, including automatic multimedia semantic understanding, near-duplicate utilization in social applications, and scalable indexing methods to effectively manage Web-scale and heterogeneous multimedia data from different Web sources.
Finally, Robles-Kelly presented "Imaging Spectroscopy for Multimedia Applications." Imaging spectroscopy provides an informationrich representation of the scene. Multimedia applications can greatly benefit from the understanding of the image formation process in physics-based vision and from recent advances in spectral imagers. At CeBIT 2014, NICTA launched Scyllarus (www.scyllarus.com), a hyperspectral visualization and analysis software suite. In this talk, Robles-Kelly illustrated how such software technology components, based on generic imaging spectroscopy techniques for scene analysis, can be used in conjunction with other high-performance imaging modalities. He also demonstrated the benefits of a generic automatic processing pipeline for imaging spectroscopy, such as Scyllarus, that offers a set of tools for multimedia applications spanning visualization and multimedia maps to urban surveying, biosecurity, food screening, and forensics.
We thank our invited keynote speakers for their stimulating contributions to the conference. 
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