The brain consists of many interconnected networks with time-varying, partially 11 autonomous activity. There are multiple sources of noise and variation yet activity has to 12 eventually converge to a stable, reproducible state (or sequence of states) for its 13 computations to make sense. We approached this problem from a control-theory 14 perspective by applying contraction analysis to recurrent neural networks. This allowed 15 us to find mechanisms for achieving stability in multiple connected networks with 16 biologically realistic dynamics, including synaptic plasticity and time-varying inputs. These 17 mechanisms included inhibitory Hebbian plasticity, excitatory anti-Hebbian plasticity, 18 synaptic sparsity and excitatory-inhibitory balance. Our findings shed light on how stable 19 computations might be achieved despite biological complexity.
Introduction
Behavior emerges from complex neural dynamics unfolding over time in multi-area 24 brain networks. Even in tightly controlled experimental settings, these neural dynamics Unlike a chaotic system where perturbations and distortions can be amplified over time, Figure 1 : Cartoon demonstrating the contraction property. In a network with neural units and dynamic synaptic weights, the network activity can be described a trajectory over time in an ( )-dimensional space. In a contracting + system all such trajectories will converge exponentially in some metric towards each other over time, regardless of initial conditions. In other words, the distance between any two trajectories shrinks to zero-potentially after transient divergence (as shown).
classes of mechanisms that produced contraction including inhibitory Hebbian plasticity, 70 excitatory anti-Hebbian plasticity, excitatory-inhibitory balance, and sparse connectivity. 3 Results 73 We used two main quantitative tools to characterize contraction. One was the 74 contraction rate. It indicates how fast trajectories reconvened following a perturbation. 75 Another was the Jacobian of the networks. The Jacobian of a dynamical system is a 76 matrix essentially describing the local 'traffic laws' of nearby trajectories of the system in The top row of panels shows the activation of a randomly selected neural unit (black) and synapse (blue) across two simulations (dotted and solid line). The bottom row shows the average Euclidean distance in state space for the whole population across simulations with distinct, randomized starting conditions. Leftmost Panel: Simulations of a contracting system where only starting conditions differ over simulations. Center Panel: the same as in Leftmost but with an additional random pulse perturbation in one of the two simulations indicated by a red background shading. Rightmost Panel: same as in Center Panel but with additional sustained noise, unique to each simulation.
in the network on the activity of neuron . Finally, the term represents external input ( ) 114 into neuron . 115 We did not constrain the inputs into the RNN (except that they were not infinite) and 116 we did not specify the particular form of except that it should be a leak term (i. treated on an equal footing as neural dynamics. We considered synaptic plasticity of the 120 following form:
where the term is the learning rate for each synapse and is a decay > 0 ( ) > 0 123 factor (the rate of forgetting) for each synapse. For technical reasons outlined in the 124 appendix (A.3.2), we restricted , the matrix containing the learning rates , to be Figure 3A shows that this is 134 not simply due to the weights decaying to 0. Thus, this plasticity is not only contraction 135 preserving, it is contracting ensuring. Furthermore, we showed that the network is 136 contracting in a non-identity metric (which we derive from the system parameters in K), 137 opening up the possibility of transient divergent dynamics in the identity metric. 
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To explain how inhibitory Hebbian plasticity and excitatory anti-Hebbian plasticity 147 work to produce contraction across a whole network, we needed to deal with the network 148 in a holistic fashion, not by analyzing the dynamics of single neurons. To do so, we 149 conceptualized RNNs with dynamic synapses as a single system formed by combining 150 two subsystems, a neural subsystem and a synaptic subsystem. We showed that the 151 above plasticity rule led the neural and synaptic subsystems to be independently 152 contracting. Thus contraction analysis of the overall system then boiled down to 153 examining the interactions between these subsystems 31 .
We found that this plasticity works like an interface between these systems. It 155 produces two distinct effects that push networks toward contraction. First, it makes the 156 synaptic weight matrix symmetric ( Figure 3A , red trace). This means that the weight 157 between neuron to is the same as to . We showed this by using the fact that every 158 matrix can be written as the sum of a purely symmetric matrix and a purely anti-symmetric 159 matrix. An anti-symmetric matrix is one where the element is the negative of the 160 element (i.e.
) and all the diagonal elements are zero. We then showed that = - Synaptic connectivity in the brain is extraordinarily sparse. The adult human brain 171 contains at least 10 11 neurons yet each neuron forms and receives on average only 10 3 -172 10 4 synaptic connections 32 . That is about 18 orders of magnitude more sparse than if the 173 brain's neurons were all to all connected ( ). Even in local patches of 10 4 (10 11 )(10 11 ) ≈ 10 -18 174 cortex, such as we model here, connectivity is far from all-to-all; cortical circuits are sparse contraction for many types of synaptic plasticity.
To account for the possibility that some synapses may have much slower plasticity 178 than others (and can thus be treated as synapses with fixed amplitude), we made a 179 distinction between the total number of synapses and the total number of plastic 
E-I Balance Leads to Contraction in Static RNNs

208
Apart from making connections sparse, one way to ensure contraction is to make 209 synaptic weights small. This can be seen for the case with static synapses by setting 210 in the section above, where W max now have to be small to ensure contraction. = 0 211 Intuitively, this is because very small weights mean that neurons cannot exert much 212 influence on one another. If the neurons are stable before interconnection, they will 213 remain so. Since strong synaptic weights are commonly observed in the brain, we were 214 more interested in studying when contraction can arise irrespective of weight amplitude. To show this, we studied the same RNN as in the section above, while assuming 220 additionally that the weights are static. In particular, we show in the appendix (Section 5) that contraction can be assessed by studying the eigenvalues of the symmetric part of W 222 (i.e.
). This implies the following: if excitatory to inhibitory connections are of equal + 223 amplitude (and opposite sign) as inhibitory to excitatory connections, they will not interfere 224 with stability-regardless of amplitude (see A.5). This is because connections between 225 inhibitory and excitatory units will be in the off-diagonal of the overall weight matrix and 226 get cancelled out when computing the symmetric part. As an intuitive example, consider 227 a two-neuron circuit made of one excitatory neuron and one inhibitory neuron connected 228 recurrently (as in 37 , Fig 1A) . Assume that the overall weight matrix has the following 229 structure:
When taking that symmetric part of this matrix, the off-diagonal elements cancel out, 232 leaving only the diagonal elements to consider. Since the eigenvalues of a diagonal matrix 233 are simply its diagonal elements, we can conclude that if the excitatory and inhibitory 234 subpopulations are independently contracting ( is less than the contraction rate of an 235 isolated neuron), then overall contraction is guaranteed. It is straightforward to generalize 236 this simple two-neuron example to circuits achieving E-I balance through interacting 237 populations (see A.5). It is also straightforward to generalize to the case where E-I and
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I-E connections do not cancel out exactly neuron by neuron, but rather they cancel out in 239 a statistical sense where the mean amplitudes are matched. Another way to view this is 240 E-I balance is in the framework of combinations of contracting systems (Fig 4) . It is known 241 that combining independently contracting systems in negative feedback preserves contraction 14 . We show that E-I balance actually translates to this negative feedback and 243 thus can preserve contraction. solution to the problem outlined above. We did so for three reasons: 3) Contracting systems can be combined with one another in ways that preserve 300 contraction (Fig 4) To understand what mechanisms lead to contraction in neural circuits, we applied 312 contraction analysis to RNNs. For RNNs with static weights, we found that the well-known 313 Echo State Networks are a special case of a contracting network. Since realistic synapses 314 are complex dynamical systems in their own right, we went one step further and asked 315 when neural circuits with dynamic synapses would be contracting. We found that 316 inhibitory Hebbian plasticity as well as excitatory anti-Hebbian plasticity and synaptic 317 sparsity all lead to contraction in a broad class of RNNs.
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Inhibitory plasticity has recently been the focus of many experimental and 319 computational studies due to its stabilizing nature as well as its capacity for facilitating 320 nontrivial computations in neural circuits 27,28,47 . It is known to give rise to excitatory-321 inhibitory balance and has been implicated as the mechanism behind many experimental 322 findings such as sparse firing rates in cortex 28 . Similarly, anti-Hebbian plasticity exists 323 across many brain areas and species, such as salamander and rabbit retina 29 , rat 324 hippocampus 48,49 , electric fish electrosensory lobe 50 and mouse prefrontal cortex 51 . Anti-325 hebbian dynamics can give rise to sparse neural codes which decrease correlations 326 between neural activity and increase overall stimulus representation in the network 52 .
