Abstract-Spectral graph theory is well known and widely used in computer vision. In this paper, we analyze image segmentation algorithms that are based on spectral graph theory, e.g., normalized cut, and show that there is a natural connection between spectural graph theory based image segmentationand and edge preserving filtering. Based on this connection we show that the normalized cut algorithm is equivalent to repeated iterations of bilateral filtering. Then, using this equivalence we present and implement a fast normalized cut algorithm for image segmentation. Experiments show that our implementation can solve the original optimization problem in the normalized cut algorithm 10 to 100 times faster. Furthermore, we present a new algorithm called conditioned normalized cut for image segmentation that can easily incorporate color image patches and demonstrate how this segmentation problem can be solved with edge preserving filtering.
INTRODUCTION
Image segmentation is a fundamental task in machine vision. A wide range of computational vision problems benefit from making use of segmented images. For instance, intermediate-level vision problems such as stereo and motion estimation require an appropriate region of support for correspondence operations. Spatially non-uniform regions of support can be identified using segmentation techniques. Higher-level problems such as recognition and image indexing also make use of segmentation results in matching, to address problems such as figure-ground separation and recognition by parts [1] . In graph cut based image segmentation, the image is modeled as a weighted undirected graph. Nodes are pixels and weighted edges between the nodes measure the pair-wise similarity of the pixels. Segmentation is formulated as the problem of finding the optimal cut in this weighted graph. However, solving this optimization problemis generally difficult. Hence, a variety of approximations have been proposed [2] [3] [4] to tackle this problem.
Spectral graph theory based cut algorithms are a popular approach that tackles the problem mentioned above by analyzing the weight/affinity matrix. Intuitively, similar elements should be grouped in one cluster, and we can formulate this as an optimization problem subject to reasonable constraints (e.g. the number of elements or the sum of weights within each group should be balanced). Usually solving the constrained optimization problem involves finding the eigenvectors corresponding to specific eigenvalues (see section 2). Spectral graph theory based segmentation can be regarded as a generalization of Markov random field (MRF) based segmentation techniques [5, 6] since the affinity matrix allows dependence of nonadjacent pixels.
The normalized cut algorithm [4] is a typical spectral graph theory based graph cut technique that has achieved a remarkable position in recent years. This algorithm tries to cut the graph into balanced segments (normalized by the sum of the edge weights in each segment). Normalized cut has been widely used in image segmentation due to its nice algebraic property: the problem is reduced to finding eigenvectors of a Laplacian matrix. However, a major limitation of the method is its high computational demands when the image becomes large (since usually the graph radius needs to be large). Traditionally solving this problem is accelerated in several ways: : the simplest way is to sample the pixels in the connection radius, so the affinity matrix is sparser [4, 7] , this approach is implemented in the original normalized cut. Another intuitive way is to use multiscale analysis [8] to downsample the image so a small graph radius in the coarse scale includes distant affinities in the original scale. Interscale consistency is promised by carefully putting all the scales together into a larger problem and by adding a new consistency constraint among all the scales. The other approach introduces prior information to constrain the solution and makes use of more efficient optimizations [9, 10] . In general, these methods either reformulate normalized cut as another optimization problem or rely on prior information to make the problem simpler.
In contrast with the high computational cost of the spectral graph theory based graph cut, in image filtering, researchers have successfully found numerous ways to speed up the edge preserving filtering operation [11, 12] . The bilateral filter [13, 14] is perhaps the most typical effort among them. The bilateral filter is widely used in many image enhancement problems such as denoising [13, 15] , tone mapping [16] ,
flash/non-flash photo fusion [17, 18] and stylization [19] . For each pixel, the bilateral filter calculates the weighted average of nearby pixels within radius r. The weight mask is constructed by putting two criteria together: nearby pixels have higher weight; pixels with similar intensity have higher weight. These considerations lead to multiplying a range kernel by a domain kernel as the weight mask ( [14] or see Section 2). Over the years, there have been many advances [20] [21] [22] in accelerating the bilateral filter. Recent breakthroughs have shown real time applications with complexity reduced to ( ) O N [23, 24] , regardless of the domain and range kernel size. There have been many recent efforts that generalize edge preserving filters [13, [25] [26] [27] .
In this paper, by further investigating and understanding the normalized cut and the bilateral filter, we find a natural connection between them, though they look totally different from a conventional view. This connection enables us to build a novel fast bilateral nCut algorithm, that benefits from the recent work to speed up the bilateral filter. In contrast with previous accelerations, we solve the original optimization problem directly. To the best of our knowledge, this is the first work that explicitly builds the theoretical connection between the spectral graph theory based graph cut and edge preserving filtering. Furthermore, we extend the conditional random fields [28] in a non-local way and propose a new conditional normalized cut model. We show how this model can be solved with filtering techniques.
The rest of this paper is organized as follows. We first investigate and discuss the spectral graph cut and edge preserving filter in more depth in Section 2. We discuss implementation details in Section 3. Evaluation and experiments are carried out in Section 4. Finally, we conclude in Section 5.
SPECTRAL G R AP H C U T AN D E D GE P RE SE RV IN G F ILT E R
Though spectral graph cuts and edge preserving filtering have been intensively investigated, fewer efforts have been made to explore their connection. In this section we show the two fields are actually closely related and that spectral graph cuts can benefit from this connection to speed up the image segmentation operation greatly. As representatives for spectral graph cut and edge preserving filter, normalized cut and the bilateral filter are theoretically explored and discussed in this section. We then propose a new model called conditioned normalized cut and explain its connection with edge preserving filtering.
No rmal iz ed Cu t an d B il at eral F i l t ering
In the normalized cut algorithm, the weight matrix between pixels is constructed to measure the similarity between the pixels. With such a weight matrix, we can calculate a cut by minimizing the cost binary values, this constraint is first relaxed, so that we find a continuous solution. Postprocessing methods are then applied to find a binary solution near the continuous one. We do not discuss this final aspect of the problem in detail in this paper, as similar techniques can be applied to all methods we discuss.
Solving this continuous problem is equivalent to solving the generalized eigenvalue system:
where λ is the second smallest eigenvalue of the system.
Commonly this system is solved by rewriting the above equation as:
due to the numerical advantages of a symmetric system. In order to measure similarity, the weight matrix was suggested with the criteria that neighboring pixels with similar intensity should have higher weight. Explicitly, one simple and natural strategy [4] to compute the weight for each pixel is:
We will consider this weight, but our theory extends readily to other choices of weights.
On the other hand, the bilateral filter smoothes an image in an edge preserving way, also by assigning higher weights to neighboring pixels with similar intensity and then by taking the weighted average. The standard bilateral filter [14] is expressed as:
which uses the same weights as above.
T h e Und erl yin g C on n ecti on Betw een No rmal i z ed Cu t An d Bil at eral Fi l t er
From the above description of normalized cut and the bilateral filter, a natural connection between them can be derived. 
O t h er P i xel Based Sp ect ral G r ap h C u t s
Simple modifications in accelerating the bilateral filter tell us similar accelerations can be extended to other cuts [4] 
Co nd i ti on al n Cu t: A P at ch Based No rmal i z ed Cu t
Based on the natural connection, we can borrow wisdom from the filtering field and enhance the efficacy of segmentation models [13, 26] . Since image patches provide a rich source of information compared with pixel intensity, the conditional random fields (CRF) model takes advantage of this information [28] to make inferences. In segmentation, the affinity of two adjacent pixels is usually measured by a probability conditioned on the local patches. Inference is made iteratively on this resulting Markov random field, but is usually extremely slow.
Here we propose a new patch based model without the restriction of the Markov property. We measure the affinity of two pixels by the similarity their neighborhoods, i.e. the local patches. The segmentation is performed under the criterion that pixels with similar patches shall be grouped into the same cluster.
Thus the affinity of two pixels is conditioned on their surrounding pixels and can be measured by: where NR iR, NR jR are the patches with i, j as center pixels, and the distance of two patches is simply the lP 2 P distance, or better, a gaussian weighted distance assigning higher weights to the center pixels. Note that it is straightforward to put color information into this model.
We call the new cut problem with the weight as in (4) the conditional normalized cut problem.
Corollary:
With the weight matrix in (4), the conditioned normalized cut is equivalent to finding the second largest eigenvalue and the corresponding eigenvector of the nonlocal means filter [13] .
Proof: by comparing the wR ijR with the weight in [13] .
P rep ro cessi ng and O th er Fi l t erin g M o d el s
One can use any filtering technique to pre-smooth or stylize the input image [19, [25] [26] [27] . Another more recent idea widely used in segmentation is to take into consideration the intervening contours between two points when determining their affinity. Under this framework [30] , propagation is penalized across contour lines. While we do not explicitly pursue this approach in this paper, this property can be enforced by using geodesic distance in filtering [26] . And in our conditioned normalized cut algorithm implementation, this geodesic distance based diffusion is used for fast blurring, which results in a hybrid geodesic/Euclidean segmentation.
IMPLEMENTAT IO N S
It is now natural to build novel algorithms to enhance the efficiency and efficacy of normalized cut benefiting from the fast filtering techniques. Based on the natural connection, the only thing we need change is the calculation in the eigensolver. The eigenvectors of sparse matrices are usually numerically solved by the power method, which calculates the dominant eigenvector of
A by iteratively multiplying a random vector 0 b : One noteworthy point is that 1 
D W
− encodes the weight calculated from the initial image, which is fixed in all iterations. Because of this, variants of the bilateral filter/ non-local means filter, i.e. the joint bilateral/non-local means filters [17, 18] , are needed in this acceleration. Joint filtering uses weights calculated from another 'joint' image. We fix this joint image as the initial image to be segmented, so the weight is calculated from this image. Another interesting thing, as noted in [8] , is that the eigenvector solving process is similar to anisotropic diffusion --it takes longer to propagate the grouping cues with small connection radius. Thus larger radius usually suggests better segmentation results and converges in fewer iterations. This also hints at why a spectral graph cut approach can be preferable to the MRF/CRF approach. Since the complexity of most recent filtering techniques is no more expensive with increased radius, using a larger radius leads to fewer iterations and further acceleration. Last, blurring an image with a low pass filter leads to a band limited signal that can be well approximated from low frequency, following the Shannon sampling theorem. Thus the blurring (which is needed in accelerating the bilateral filter(3)) can be carried out in a coarse scale [20] and thus the calculation can be better accelerated with a larger connection radius.
EXPERIMENTAL R E S U LT S AN D D IS C U SS IO N S
Though there are various ways to accelerate the normalized cut, almost all of them formulate the problem into different optimizations. In contrast, our way solves the original optimization, it is general and could be combined with related techniques for further improvements. Thus in this section we only carry out comparisons with the standard normalized cut [4] and only change the settings in the eigensolver. In our current implementation, we use the latest standard normalized cut implementation from the authors and modified the eigensolver using a bilateral filter implementation taken from a classic benchmark work [20] . Recent accelerations of the bilateral filter have produced indistinguishable approximations with PSNR>40. It is noteworthy here that our current implementation shows the feasibility of introducing fast filtering to help segmentation; approximation analysis can be found in each of the related works. Also, specific speedups will increase with the latest developments of fast filtering techniques [23] [24] [25] .
In the first example (Figure 1) we show a comparison on a 300x300 image. We used the standard normalized cut algorithm with sampling radius 15 and this is fixed in all the experiments. The brute force normalized cut with no pixel sampling used 326 filterings and took 58 seconds on a laptop computer with an Intel i7 3610QM CPU. As introduced in the original work [4] , a default sampling ratio of 0.3 can be used to keep the weight matrix sparse and improve the speed. With this setting the segmentation using the standard normalized cut took 18 seconds to solve the eigensystem with 295 matrix multiplications. On the same platform, we used 1/32 image height as domain sigma for the bilateral filter; 141 joint bilateral filterings were used and it took 1.5 second to solve the eigensystem. Since we are solving the original normalized cut problem, our segmentation result resembles the original normalized cut results, this fact is demonstrated in Figure 1 . We also notice as in [8] that a large domain sigma can lead to much better segmentation results. With fixed sampling radius at 15, in the second experiment (Figure 2 ) we found the segmentation was close to correct only when the flower image was resized to as small as 150x100 for the standard normalized cut algorithm (Figure 2 , second column). At this size solving the eigensystem took 166 matrix multiplications and 5.3 seconds with no sam-pling or 133 matrix multiplications and 1.5 seconds with sampling ratio 0.3. At a scale of 300x200, the standard algorithm used 231 matrix multiplications and 30 seconds with no sampling or 198 matrix multiplications and took 8.5 seconds. The segmentation result was not accurate since the radius of 15 is not enough at this scale. In the bilateral filter setting we set 1/4 of the image height as the domain sigma for the image at 150x100, 300x200, 1500x1000 and 3000x2000 resolutions. The computation used an average of 16 bilateral filters and took 0.03, 0.12, 3.5 and 22 seconds. Memory consumption at 3000x2000 was ~700MB. At all resolutions fine segmentation was obtained with accurate cut at the boundary of the flower. Finally, we show the conditioned normalized cut compared with the standard normalized cut. Both models perform similarly, but since the conditioned normalized cut can easily incorporate color and patch information, it makes more accurate segmentations especially for scenes with a complicated color distribution. We show segmentation results with 200x200 color/grayscale images, and use 5x5 patches in the conditional models. Our current implementation of nonlocal means filtering is taken from [25] and is written in Matlab. It takes ~10 seconds for the conditioned normalized cut algorithm to segment a color image, and ~ 5 seconds for a grayscale image which is on par with the standard normalized cut algorithm with sampling ratio 0.3. The bilateral filter accelerated normalized cut takes only 0.5 second. 
CONCLUSION
Historically there has been some insightful thoughts majorly initiated by mathematicians about filtering and segmentation Section 1.3.2 in [32] . In this work we explicitely build the connection between spectral graph cut and edge preserving filtering. Based on the connection we borrow from the wisdom of recent breakthroughs in image filtering to accelerate graph cut and give a detailed explanation and implementation for the example of normalized cut. Currently we only show direct gains from this connection. It is expected that this approach can be combined with other advances in accelerating the spectral cut. Also we expect one could solve the eigensystem in a coarse-tofine fashion which might lead to further improvements especially in large scale problems. The techniques in our work can also be extended to accelerate 3-d segmentation. Most importantly, with the connection we describe in this paper, novel ideas developed in one field may directly lead to new models in the other. We hope other researchers will benefit from this connection.
