The scholarly research conducted by business school faculty has long been the subject of intense criticism for lacking relevance and value to practice. In contrast, we theorize that such research is relevant and valuable in that it contributes to what is arguably the most critical metric of relevance for business school students: the economic value they accrue from their education. We investigate this counterargument on a sample of 658 business schools over an 8-year period. We find that research adds significant value in that it can potentially enhance student salaries by up to $24,000 per year. However, we also observe that "excessive" research activity can lead to diminishing or even negative returns for students, and a research focus solely on elite journals might rob students of the benefits of exposure to a broader array of new ideas.
The scholarly research activity conducted at business schools has come under harsh criticism as of late with some business practitioners even arguing that such research is a "vast wasteland" of irrelevance (Bennis & O'Toole, 2005: 99) . Yet this criticism is not new. For almost 2 decades, scholars themselves have been expressing concerns that an excessive preoccupation with theory might bind business school research into a "straightjacket" that limits its relevance and value to practice (e.g., Bettis, 1991; Daft & Lewin, 1990) . However, these criticisms now seem to be reaching an almost feverish pitch, with many prominent scholars suggesting that research has overemphasized rigor (e.g., following the scientific method) and theory (Hambrick, 2007) at the expense of relevance and value to practice (Bartunek, 2007; Hambrick, 2007; McGrath, 2007; Pfeffer, 2007; Tsui, 2007) . To make matters worse, such research may be guiding what faculty teach in the classroom (Rubin & Dierdorff, 2009) , and according to Ghoshal (2005) , may actually negatively influence practice.
Given these criticisms, in conjunction with the centrality of research to most major business schools (Rindova, Williamson, Petkova, & Sever, 2005) , one might assume that graduate business education is deeply troubled. Yet some evidence suggests otherwise. Graduate business education has experienced phenomenal growth over the last 3 decades, with over 100,000 MBA degrees awarded in the United States in 2000 alone (Friga, Bettis, & Sullivan, 2003; Morgeson & Nahrgang, 2008) , and it has remained popular with both students and recruiters (Bradshaw, 2007) . A recent survey by the Graduate Management Admissions Council (GMAC) indicates that 94% of MBA graduates believe that their decision to pursue an MBA was the "right" one (GMAC, 2006) . Empirical evidence indicates that the research agendas of business scholars are indeed shaped by the problems that the managers of large organizations consider important (Barley, Meyer, & Gash, 1988) . Further, in their assessment of whether MBA curricula is aligned with managerial competencies, Rubin and Dierdorff (2009: 22) found that "the relevant training grounds [for managerial competencies] are likely to be found in institutions of elevated research activity rather than institutions where research is de-emphasized and unsupported." Recent research has also provided empirical support for the positive relationship between academic research and business school reputations (Rindova et al., 2005) , and rankings (Drnevich, Armstrong, Crook, & Crook, In Press) . Building on this evidence, we contend that there is a vast gap between popular perceptions and the reality of the relevance and value of business school research (see Peng & Dess, 2010 , for a review of the discourse on this issue).
We theorize that the scholarly research activity conducted at business schools in general will contribute to what is arguably the single most important metric of relevance for students: the economic value (i.e., salaries) they accrue from their education. While recent studies have found some empirical evidence of a relationship between research and MBA salaries (Friga et al., 2003; Mitra & Golder, 2008; Morgeson & Nahrgang, 2008; Rindova et al., 2005) , there remains a significant need for additional research in this area. For example, while Rindova et al. (2005) found that research has a positive effect on the starting salaries of MBA students, it is only an indirect one, mediated by the reputation of the school. Mitra and Golder (2008) also found that scholarly research has similar positive long-term effects on applicant, recruiter, and academic perceptions as well as on performance. However, the results of these two studies are not surprising, given that both utilized measures based on MBA starting salaries. Such measures are problematic since new graduates are unknown commodities, and it is reasonable to expect that employers would base new hire decisions largely on the reputation of the graduate student's institution (Rindova et al., 2005) . In contrast, we utilize measures based on average MBA salary appreciation 3 years after graduation, which more accurately reflects the value of the individual student's knowledge, skills, and abilities. We also use a dynamic panel data model that covers 658 graduate business schools from around the globe over an 8-year period to investigate the relationship between research and longer term economic value for students. Using this approach also allows us to more effectively control for a myriad of potentially confounding factors that could induce a spurious relationship between research activity and economic value accrual for students.
While no observational study can definitively establish causality, our approach and results do provide strong evidence that the research conducted by business school faculty does appear to benefit the students of their schools by increasing longer term salaries. Our evidence is in direct contrast to the claims of others who lament the lack of relevance and value of academic research. However, we also observe a note of caution from our findings in that the economic value created for students appears to diminish, and can even turn negative, when a business school's level of research activity becomes excessive. Somewhat similarly, we also observe that students benefit from exposure to diversity in research activities, in that some research published outside of the "A list journals" can also add significant value for students.
THEORY AND HYPOTHESIS DEVELOPMENT
Before we develop our arguments for the relationship between the research conducted by business school faculty and student economic value creation, we first acknowledge that even if we find no relationship between research and value, this finding would not necessarily invalidate business school research. The Merriam-Webster (2008) dictionary defines a university as "an institution of higher learning providing facilities for teaching and research . . ." Thus, even if we assume that enhancing economic value for students is an important component of the teaching objectives of business schools, the research function may still exist as an independent institutional objective that does not need to contribute to an institution's teaching objectives. That is, true to the basicresearch mission of many universities (Scott, 2006) , the generation of new knowledge may be a vital organizational objective, regardless of its immediate measurable economic impact. 1 1 Of course, even if research is not motivated by financial returns, the knowledge emanating from it can lay the foundations for advancements of enormous commercial significance (Blaug, Chien, & Shuster, 2004) , sometimes years or even decades after the research is conducted (National Research Council, 2004) .
Confounding Considerations
Although pursuing scholarly academic research may be a legitimate objective for business schools even in the absence of explicit financial returns, existing empirical evidence does suggest that research and economic value creation for students are at least correlated (e.g., Friga et al., 2003; Mitra & Golder, 2008; Morgeson & Nahrgang, 2008; Rindova et al., 2005) . Casual observation would also suggest that there is generally a positive correlation between research and business school rankings, even if the rankings do not explicitly consider or effectively measure research activity (Drnevich et al., In Press) . Of course, such correlations could well be spurious (i.e., noncausal) if some unobserved other factor(s) was, in reality, the true causal driver of both research activity and student economic value creation (or MBA rankings). While there are many possible factors that could confound this relationship, we speculate that a school's reputation, alumni network, and financial resources may be the most likely candidates. Of course, these potential confounding factors are not mutually exclusive.
First, a school's reputational capital may help it to attract both faculty and students of higher quality (Rindova et al., 2005) . Second, a strong alumni network may help the school place its current students in better positions, or with better employers, while also allowing it to raise the funding necessary to provide faculty both the time and resources to pursue research. Third, independent of the alumni network, a school's financial resources may help it to offer students an enriched learning environment while also allowing it to indulge faculty in their desire to conduct research. In the latter two scenarios, the organizational resources devoted to faculty research might be considered a type of perquisite that faculty consume when resources are bountiful. Such an interpretation would be consistent with Jensen's (1986) contention that agency costs are most acute when financial slack is abundant, or Bromiley's (1991) argument that excessive organizational slack can lead to inefficient resource allocation decisions.
Alternatively, faculty research activity may simply represent efficient resource allocation. Hosios and Siow (2004) argued that faculty are the closest thing that a university has to residual claimants because increases in faculty salaries have been driven largely by the residual that is left over after accounting for all fixed costs and support staff. Since faculty generally take an active role in the governance of the university, if their research represented squandered resources, then we would expect to see many instances of the residual claimants pressing for a more efficient resource allocation model. For example, if faculty viewed research as wasteful of university resources, we would then expect them to seek to curtail new hiring and increase teaching loads of existing faculty in return for commensurately greater pay. However, since we observe little evidence of faculty pushing such initiatives, it is plausible that faculty research activity may be a product of the efficient distribution of the university's resources. Although some may view the resources devoted to research as a lavish perquisite, it may sometimes be efficient for an organization to provide lavish nonpecuniary benefits to employees (or managers) if the employees will accept lower wages in return for those benefits (Demsetz, 1983; Rajan & Wulf, 2004) . Thus, if most faculty members enjoy doing research (or at least enjoy it more than the other components of their jobs, such as service or teaching), then by offering faculty more time and resources to conduct research, the university might be able to recruit better faculty more cost effectively. Hence, even if faculty research did not directly benefit students, students who attend research-intensive universities might indirectly reap more economic value than students who attend teaching-focused ones.
The Positive Relationship Between Business School Research and Economic Value
All of the above scenarios describe why there might be a spurious relationship between faculty research activity and student economic value creation. However, if we can demonstrate a relationship between research activity and economic value after controlling for the most relevant confounding factors, then it would provide strong evidence that the research conducted by faculty at a given institution does generally benefit the students that attend that institution. It is our contention that such a relationship does indeed exist.
In order for research activity to generate economic value for students, it must impart upon those students valuable resources or capabilities not shared by all MBA graduates (Barney, 1991) . Developed modern economies are largely knowledge-based economies, which indicates that knowledge-based advantages are important for high performance (Miller & Shamsie, 1996) . Correspondingly, faculty who are actively engaged in research can likely provide value for their students by transferring to them new knowledge gleaned from their own research. In addition, even if an individual faculty member's own research has little relevance to practice, being actively engaged in research helps faculty keep abreast of, and involved with, "cutting edge" knowledge developments in the field. Faculty in turn can transfer such knowledge to the student through classroom interactions. Therefore, students are most likely to gain knowledge-based advantages from faculty who actively engage with a research community developing new intellectual capital and who stay abreast of innovative developments in the field. In contrast, such knowledge-based advantages are unlikely to accrue to students at business schools where faculty are not actively engaged in such research communities.
Further, although rigorous, theory-driven research has been criticized by some for being too "scientific" (e.g., Bennis & O'Toole, 2005) , we think that faculty and students exposed to the scientific process in such research might also realize some benefits. In particular, active engagement in knowledge creation through research, as opposed to simply teaching from textbooks and educational materials that others write, may help faculty hone their analytical skills and, consequently, emphasize a more rigorous approach to problem solving and decision making in the classroom.
2 Such rigorous problem solving might resonate with students, and they might make better decisions once they complete their programs. Similarly, business school research generally emphasizes the contingent nature of relationships (e.g., Lawrence & Lorsch, 1967) . As a result, students of research active faculty will likely be better prepared to tackle the complex problems in business today. As Morgeson and Nahrgang (2008: 12) aptly observe, "actively publishing faculty can take their cutting-edge knowledge to the classroom to enhance the learning of their students, giving students a competitive advantage compared to students in programs where there is not as much new knowledge."
Collectively, these arguments suggest that students should stand to benefit from the scholarly research activities of their instructors. Thus, we believe that business schools with higher levels of research activity will create more economic value for their students than business schools with low levels of research activity. So long as labor markets are at least semicompetitive, graduates of business schools with higher levels of research activity should be able to appropriate at least some of the economic rents attributable to their knowledge, skills, and abilities (Coff, 1999 
The Curvilinear Relationship Between Business School Research and Economic Value
Although we believe that higher levels of research activity will generally add economic value for the students of a business school, we do not contend that research is a continuous and inexhaustible lever for improving economic value for the students. In keeping with the law of diminishing returns (Malthus, 1815) , we would expect that at some point, additional units of research activity would provide negligible additional benefits to students. Hence, the relationship between research activity and economic value creation for students should be relatively asymptotic. However, it seems likely that at some point, the relationship would actually turn negative. Almost all organizations have limited resources available to pursue their objectives (Barney, 1991) , and the individuals within those organizations have limited cognitive resources to devote to multiple tasks (Norman & Bobrow, 1975 ). An excessive focus on one activity must, at some point, come at the expense of other activities and objectives (Kaplan & Norton, 1992) . Thus, if a school places an excessive focus on research, there might be less focus placed on teaching and knowledge transfer. As a result, faculty will invest relatively less effort in teaching and student outcomes will suffer. Thus, while the research activities of business school faculty might generally benefit students, excessive preoccupation with research will likely attenuate this relationship. Thus: Hypothesis 2: There is a curvilinear (inverse Ushaped) relationship between the level of a business school's research activity and the amount of economic value created for students.
METHODS

Sample
We had two major considerations for constructing the sample used to test our hypotheses. First, because the MBA is an increasingly global product (Bradshaw, 2007) , we desired an internationally diverse sample of business schools. The second consideration was a more practical one. Although there are thousands of schools offering MBA-type degrees in the world, we needed to limit the sample to a manageable number of schools for which reasonably reliable data were available. Accordingly, we chose to include in our sample all business schools that are members of the Association 
Variables
Dependent Variable
As we are interested in investigating whether the research conducted by business school faculty adds economic value for students, we measure this value by way of the average percentage increase in MBA salary (versus pre-MBA salary) 3 years after graduation for the average alumni of a school. Measuring percentage increase as opposed to simply measuring the raw salary 3 years after graduation helps to control for incoming student quality and also allows us to assess how much the student actually benefited from the MBA experience. Further, long-term salary improvement is also arguably one of the most important considerations for business school applicants. We collected the data for this variable directly from the Financial Times MBA rankings for the years 2002 to 2009. To the best of our knowledge, the FT Survey provides the most comprehensive and thorough information publicly available on postgraduation MBA salaries. However, as this variable is only available for the schools ranked by the FT Survey in any given year, it is not available for every observation in our sample (we address this issue below in the Analytical Considerations section). Finally, it is worth noting that the salary data reported by the FT Survey (and used in our analysis) are moving averages, which take into account the previous 1-2 years of surveys to smooth out the effects of shortterm aberrations. This smoothing should not bias our results in favor of our hypotheses, as it will only reduce variability in our dependent variable, making it more difficult to find statistical significance.
Independent Variables
We measure the level of research activity of a business school with the variable publications, which we constructed from data derived from the ISI's Social Science Citation Index. We began by downloading all citations for the years 1999 to 2006 for all journals listed under the subject areas of "business," "business, finance," "management," and "operations research & management science." After excluding some nonacademic journals (e.g. Forbes, Fortune), our data encompassed 254 journals and 45,325 unique journal articles with 77,977
[nonunique] authors (i.e., an average of 1.7 authors per paper). We then constructed the variable publications in three different ways. First, we constructed a measure that only included publications in elite "A list journals" based upon their reputation for rigor and impact. According to Rindova and colleagues (2005) , the norms of modern science prescribe that high-visibility publications such as these serve as the most effective institutional certification of a faculty's research quality. Thus, we used ISI's Journal Impact Factor ratings to develop a list of the top-40 journals in business. Although impact factor ratings are an imperfect measure of journal quality, our approach is objective and our derived list of journals corresponds closely to more subjective journal lists used by the FT survey and the University of Texas at Dallas' Top-100 Business School Research Rankings (see http:// top100.utdallas.edu/ for more information). Specifically, we gathered data on the impact factor ratings for the years 2003, 2005, and 2007 for the journals in our subject areas of interest. For each journal, we averaged these three ratings, then sorted the list and categorized the top-40 as "A journals" (see Appendix). For every article appearing in one of these 40 journals, we assigned a fractional score based on the number of authors (e.g., an article with one author is scored as a 1, where an article with two authors is scored as 0.5, etc.), then we computed a sum for every school (based on author affiliations) for every year. Our final measure for this level of research activity,
A-publications, is this sum divided by the total number of full-time equivalent faculty members. Aligning the salary data with the publication data presented some special considerations. The FT Survey publishes its data early in the year (generally January) from surveys conducted the previous year of graduates from 3 years prior. Furthermore, as the FT Survey uses moving averages to smooth out aberrations, the salary data for a given year may encompass students that actually graduated 6 years prior. For example, the 2007 salary data consists of surveys done in 2006, mostly to graduates from 2003, but possibly encompassing graduates from 2002 and 2001. Further complicating matters is the fact that active and even relatively mature research projects going on in (for example) 2002 may not actually appear in journals (i.e., be published) for several years. To account for these lags, we matched salary data to the average number of publications 3 and 4 years prior (e.g., we merge salary data for 2007 with the average number of publications in 2003 and 2004). As a robustness check, we also adjusted this lag structure a year or two in each direction and found that doing so does not materially alter our results.
As a further robustness check, we also examined the possibility that research activity published in journals outside of the "A journals" might also create value for students. To examine this possibility, we constructed the variable B-publications in the same manner as A-publications. Specifically, when we ranked journals based on their average ISI Impact Factor, we classified all journals that ranked between number 41 and number 120 as B-journals (see Appendix). Finally, we also constructed a third measure of research activity, C-publications, which encompassed all remaining journals. In order to test the curvilinear (inverse U-shaped) relationship we predict in Hypothesis 2, we also include the square of each of the publication variables in each model.
Control Variables
In order to isolate the effect of the research conducted by business school faculty on economic value creation for students, we explicitly controlled for factors that could induce a spurious relationship between faculty research and student outcomes. We use the variable budget to measure the school's operating budget per full-time faculty member to control for the financial resources of the school. We believe that the operating budget is a more pertinent measure of a university's financial resources than alternative measures such as endowment because many schools (especially non-U.S. schools) are quite competitive despite having little to no endowment. Further, in terms of both research intensity and student outcomes, how much the school is actually spending on its operations should be more important than the size of a school's invested endowment. We also controlled for the size of the faculty by including the number of full-time equivalent (FTE) faculty at each school. We further controlled for the tuition charged by the school, since the cost of the education affects both the school's finances and the overall value for the money for the student. We constructed the variables budget, faculty, and tuition from data derived from the AACSB's DataDirect service (AACSB, 2009).
We also control for a school's reputation (Rindova et al., 2005; Safó n, 2007) by constructing a measure based on recent rankings. As the FT Survey did not rank many schools in our sample, but points out that tiers are probably much more meaningful than a school's absolute rank, we constructed dummy variables corresponding to ranking tiers. Thus, we measure the variable Tier 1 as one if the FT Survey ranked the school in the top-50 within the last 2 years, and zero otherwise. Similarly, we measure Tier 2 as one if the FT Survey ranked the school between 51 and 100 within the last 2 years, and zero otherwise. A third tier, which serves as the default condition, encompasses all schools not ranked in the last 2 years by the FT Survey. As a robustness check, we also experimented with more tiers. Using more tiers did not change our results, nor did it materially improve model fit. Thus, we chose to present the more parsimonious three-tier classification system.
We also included in the analysis a number of additional dummy variables (U.S., Other-NA, Europe, and Asia) to control for the geographic location of the school. The default location would hence be anywhere outside these areas (approximately 5% of the sample). Further, we also included a dummy variable indicating whether the school had a doctoral program. We derived data for this item from the FT Survey and from the AACSB data. In instances where this data item was missing, we supplemented the data either by performing web searches, contacting the school, or by authors' judgments based on familiarity with the schools.
Unfortunately, some constructs which we considered including, such as "quality of the alumni network," are difficult, if not impossible, to measure. Fortunately, using a dynamic panel data model allows us to introduce an additional level of implicit control for potentially confounding factors such as these (Wooldridge, 2003) . To the extent that unmeasured factors such as "the quality of the alumni network" are relatively stable over time, including the lag of the dependent variable in the model helps to control for the extent to which such factors might affect the values of the dependent variable, salary (see Wooldridge, 2005) .
Analytical Considerations
Panel Data
Testing our hypotheses presented some critical analytical considerations. First, we have multiple observations per school (i.e., panel data). With panel data, if we fail to control for unobserved factors that are correlated with both our dependent variable and one or more of our independent variables, then traditional ordinary least squares (OLS) regression will produce biased results because the afflicted independent variable(s) will be correlated with the error term (Wooldridge, 2003) . Therefore, all models employ random effects for the schools.
Censored Data
In addition to having multiple observations per school, some data items were simply missing, as the FT Survey did not rank every AACSB school in our sample in a given year. This issue presents another critical methodological concern because the data are not just missing at random, but are censored due to the school falling below a certain threshold. In the FT Survey, the percentage increase in salary, along with the highly correlated gross weighted total salary, are by far the most heavily weighted components of the rankings. Thus, when the salary data are missing, it is safe to assume that in general the school fared toward the low end of the distribution on this item. Therefore, estimating a conventional (e.g., OLS) model on censored data will result in inaccurate estimates because the sample is biased and not necessarily representative of the full population (Wooldridge, 2003) . As a stylized example, consider the data depicted in Panel A of Figure 1 .
If we could measure all individuals in the hypothetical population in Panel A, we would find a correlation between the two variables of approximately 0.48. However, if we restricted our sample to just high-performing observations (i.e., those scoring above 70), we observe a correlation of only 0.026. As we illustrate in Panel B of Figure 1 , a censored sample might be even more problematic if the true underlying relationship is nonlinear.
Despite this limitation, we can obtain valuable information from the observations with missing values of the dependent variable if observations that fall above and below the censoring threshold have systematic differences in the distributions of their independent variables. The two most common methods for making use of the information inherent in the observations that fall below some censoring threshold, and thereby correcting the bias introduced by the censoring, are the Heckman model and the Tobit model. The Heckman model is most appropriate when the censoring is due to the endogenous self-choice of the subjects, such as when individuals decide not to work because the available wage falls below their reservation wage (Heckman, 1979) . Conversely, the Tobit model is more appropriate when the dependent variable could potentially fall below the censoring threshold (unlike hours worked, which cannot be negative), but we simply cannot observe it (Maddala, 1991) . Since we expect that all schools would likely prefer to rank in the FT Survey, and do in fact have some [unobserved] score for salary, we deemed the Tobit model to be more appropriate for our data. We Winsorized the variable salary at the 1st per-
FIGURE 1 Hypothetical Example: Censored Dependent Variables
centile of its distribution and treated this value as the censoring threshold.
Endogeneity
Unobserved heterogeneity presents a problem with our data because not only do we have multiple observations per school, but also because some third factor(s) could influence our prime theoretical variable, publications, as well as influence salary. Fortunately, using panel data presents the opportunity to help control for this omitted variables bias. Hence, we address the potential endogeneity issue by using the dynamic Tobit model suggested by Wooldridge (2005 
RESULTS
We provide the descriptive statistics of our sample in Table 1 and the results of our statistical analyses in Table 2 . Model 1 presents a standard (static) cross-sectional random effects Tobit model. However, we only present this model for comparison purposes and refrain from drawing inferences because it is static and does not include the lag of the dependent variable, which can help serve as an effective control for unobserved confounding variables.
In Model 2, we present the dynamic Tobit model that incorporates all the variables suggested by Wooldridge (2005) to control for bias and unobserved heterogeneity. For Model 2, we observe highly significant Chi-square statistics (p Ͻ 0.01), indicating satisfactory model fit. As estimates for time constant variables may be unreliable (Wooldridge, 2002 : 541), we refrain from interpreting those coefficients. However, the strong significant coefficient on salary (2002) implies that there is substantial correlation between the initial condition and unobserved heterogeneity (Wooldridge, 2005) .
In regard to our hypotheses, the significant positive coefficient (p Ͻ 0.01) for A-publications in Model 2 indicates support for Hypothesis 1, that there is a positive relationship between the level of research activity and student economic value. Likewise, the significant negative coefficient (p Ͻ 0.01) for A-publications 2 in Model 2 indicates support for Hypothesis 2, that the relationship between the level of research activity and student economic value is curvilinear (inverse-U). Taking the first derivative of salary with respect to publications and solving for the inflection point reveals that the maximum value on the curve occurs at 0.16 publications per FTE faculty member per year, which would constitute approximately the 97th percentile of the variable A-publications (the maximum value was 0.44). Multiplying by our coefficients suggests that this value for publications would add, ceteris paribus, about 15% to the average student's salary. Models 3 and 4 examine whether research activity that results in publications in lower tiers (e.g., "B" and "C") journals also creates value for students. Models 3 and 4 produce relatively similar results to Model 2 using publications data based solely on second-and third-tier journals, respectively. In order to ascertain whether each tier of publication adds value for students while controlling for other tiers of publications, we include all three tiers in Model 5 (we do not include the square of C-publications because it was insignificant and including it increased potential collinearity problems). This model suggests that second-tier "B journal" publications do indeed add significant value over and above elite "A journal" publications, but third-tier "C journal" publications generally fail to do so. Moreover, because of the curvilinear relationships, a mix of A and B publications could potentially generate more value than an exclusive focus on "A journal" publications. For example, student salaries maximize at 0.15 A-publications and 0.08 B-publications per FTE faculty per year, which produces a predicted annual increase in student salary of about 21%. Conversely, 0.23 A-publications and zero Bpublications produce a predicted increase of just 7.3%. This suggests that a moderately broad view of academic scholarship, which can theoretically encompass a wider array of new (and sometimes even more radical) ideas, pays dividends to students.
In order to facilitate the interpretation of our results, we plot in Figure 2 the total contribution to salary at varying levels of A-and B-level publications, as suggested by Model 5. We plot publica- All models also included year fixed effects (not reported for brevity). † p Ͻ 0.10; *p Ͻ 0.05; **p Ͻ 0.01.
tions (per FTE faculty per year) from the 1st to the 99th percentile. However, publications per FTE faculty per year can be difficult to interpret, as many schools employ numerous adjunct and clinical or professionally qualified faculty, and may also have numerous academically qualified faculty who are no longer actively engaged in research. Further, the distributions of publications are highly skewed. Hence, in order to facilitate the interpretation of our results, we use dotted lines to designate the 95th to the 99th percentiles of publications. Intriguingly, this plot suggests that Bpublications can add comparable value to Apublications, although the peak of their value contribution occurs at a lower level than Apublications, and they experience more sharply declining returns to additional publications.
DISCUSSION
Our results indicate that the level of scholarly research activity at business schools appears to add considerable economic value to MBA students' future salaries. Given that the average MBA salary for programs ranked by the 2009 FT Survey is almost $115,000 per year, the 21% predicted increase in salary that is possible at the optimal levels of both types of publications would equate to a gain of over $24,000 per year. This result strongly suggests that research-intensive schools generally do a superior job in helping their students acquire and hone the knowledge, skills, and abilities, which pays financial returns to the students through their future employment. From these results, one might conclude that the actual state of the relevance of business school research is not nearly as dire as the common perceptions some have suggested (e.g., Pfeffer & Fong, 2004; Skapinker, 2008) . However, we should also keep in mind that an excessive focus on research activity might start to erode that value premium, and that the students of those schools appearing on the diminishing returns side of the inverted-U curve would likely benefit from lower levels of research activity. Although excessive levels of research activity attenuate student returns, more researchintensive schools still generally produce better returns for students than less research-intensive schools. For example, even at the 99th percentile of both A-publications and B-publications, student salaries reap a predicted increase. Conversely, at the 25th percentile of these distributions (which equates to zero publications of each type), no value is added for student salaries, ceteris paribus. The focus of our study was the general relationship between the level of research activity in a business school and student economic outcomes. Accordingly, in our analysis we examined the relationship between research publications and student salaries, and considered both variation across schools and within schools over time. Hence, the results of our study have implications for comparisons both across schools and longitudinally within schools. To the extent that some schools exhibit significant variation over time in their level of research activity, our conjecture is Table 2. that general trends are much more consequential for student economic outcomes than year-to-year fluctuations in publication counts. Indeed, although post hoc analyses suggested there is more variation in research activity across schools than there is within schools over time, 16 schools did exhibit a significant negative trend in publication counts (using the total of A-and B-publications), while over 100 schools exhibited a significant positive trend (p Ͻ 0.05). In light of the illustrative results of this simple post hoc analysis, it appears an upward trend in research activity may likely be beneficial for the students at most of the schools in our sample, while a downward trend might actually be more beneficial for students at schools in only the upper echelons of research activity.
Limitations, Implications, and Future Research
While our results have substantial practical implications for business schools and their stakeholders, we do stress some important caveats. First, while we demonstrate that scholarly research activity generally adds economic value for students, we cannot directly address whether this value is attributable purely to rigorous, theory-driven scholarly research. We can, however, likely assume that our measure of A-publications, based on the top-40 leading business journals, is reflective of the same research priorities of the business schools that have drawn so much criticism (e.g., Pfeffer & Fong, 2004; Skapinker, 2008) . Second, we also cannot directly address whether business schools could have added even more value for their students if they emphasized practical relevance (in research and teaching) over rigorous, theory-driven scholarly research; we can only observe that students appear to benefit economically from business schools with more active scholarly research programs. Third, while we conducted our analysis on a large sample that is representative of AACSB-accredited business schools, there are thousands of schools offering MBA-type degrees, and thus, our results may not be generalizable to the entire population of business schools.
Future research could address some of these potential limitations by extending our study in numerous ways. First, it might prove enlightening to examine whether the research activities of specific business school disciplines add more value than the research activities of other disciplines. As the field of management tends to be much more interested in theory than some other disciplines (Hambrick, 2007) , such an analysis might yield useful fodder for the current debates regarding the theoretical straightjackets within management (Bartunek, 2007; Hambrick, 2007; McGrath, 2007; Pfeffer, 2007; Tsui, 2007) . Second, it might also prove useful to differentiate the value added by normative versus positivist research activities. Speculatively, if academically qualified business school faculty are to add value in excess of what students may acquire from professionally qualified academic staff (e.g., clinical and adjunct faculty), then it may be important to focus their research activities (like engineering, law, and medical faculty), more on how things should be done, as opposed to how things are actually done in practice.
CONCLUSIONS
Our objective here was to investigate the apparent gap between the popular negative perceptions of the relevance and value of the rigorous theorydriven research activity conducted at business schools and the reality of the anecdotal (e.g., continued popularity and growth of business school education) and empirical evidence to the contrary (e.g., Friga et al., 2003; Mitra & Golder, 2008; Morgeson & Nahrgang, 2008; Rindova et al., 2005; Peng & Dess, 2010) . To this end, we first theorized that such research activity, in general, should likely contribute to what is arguably the single most important metric of "relevance" for students: the economic value they accrue from their education. We then utilized a dynamic panel data model on a sample of 658 business schools over an 8-year period to empirically examine this relationship. Our study offers both a response to some of the critiques of business schools (e.g., Bartunek, 2007; Bettis, 1991; Hambrick, 2007; Pfeffer & Fong, 2004; Pfeffer, 2007; McGrath, 2007; Skapinker, 2008; Tsui, 2007) , and a validation and significant extension of some prior related research (e.g., Drnevich et al., In Press; Friga et al., 2003; Mitra & Golder, 2008; Morgeson & Nahrgang, 2008; 2008; Rindova et al., 2005; Peng & Dess, 2010) . First, in response to the critiques and commentaries, we find evidence that the research conducted at business schools is relevant and valuable to practitioners as evidenced by the considerable longer term economic value added to MBA student salaries. In terms of validation and extension of prior research, we measured economic value using salaries 3 years after graduation (as opposed to using MBA starting salaries), which is more reflective of the value of the knowledge, skills, and abilities provided by the business school education. Additionally, we employed a dynamic panel data model, allowing us to implicitly control for a myriad of potentially confounding factors for which we could not measure explicitly and control that could induce spurious relationships in studies using traditional models or cross-sectional data. While only a controlled experiment with random assignment can definitively establish causality, our work does provide strong evidence of the probability of this causal link.
While our findings indicate that the scholarly research activities of business school faculty do indeed appear to benefit students economically by significantly enhancing their longer term salary appreciation, we also observe a note of caution. The economic value created for students appears to plateau, or can even diminish, when the level of research activity becomes too excessive or is overly restrictive. Thus, while more research activity in both "A" and "B" journals would appear to be better for most schools, there appears to be diminishing returns from research that can even turn negative from excessive levels of research activity. These observations would appear to be useful for deans and business school administrators in evaluating their schools' positions on research weighting and in making decisions about resource allocations and incentive systems. Finally, the results of this study offer evidence to support the recent conclusions of Ferris, Ketchen, and Buckley (2008: 743) that perhaps "we need to stop hand wringing and apologizing for being organizational scientists, and instead focus on pushing knowledge and applications in this field forward in meaningful ways." 
