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Abstract The topic of this paper is the asymptotic distribution of the en-
tries of random orthogonal matrices distributed according to Haar measure.
We examine the total variation distance between the joint distribution of the
entries of Wn, the pn × qn upper-left block of a Haar-distributed matrix, and
that of pnqn independent standard Gaussian random variables, and show that
the total variation distance converges to zero when pnqn = o(n).
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1 Introduction
Let Un be a random orthogonal matrix which is distributed according to Haar
measure on the orthogonal group O(n). The asymptotic distribution of the in-
dividual entries of such a Haar-distributed matrix is classical. Borel [3] showed
in 1906 that a single coordinate of a randomly chosen point on the sphere is
asymptotically Gaussian. That is, if X = (X1, · · · , Xn) is a uniform random
vector in
S
n−1 = {x ∈ Rn : ||x|| = 1},
then for all t ∈ R
P[
√
nX1 ≤ t] n→∞−−−−→ 1√
2π
∫ t
−∞
e−x
2/2dx.
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It follows by one of the standard constructions of Haar measure that the
sequence {√n[Un]1,1} converges weakly to the standard Gaussian distribution
as n → ∞. By symmetry, this means that all of the individual entries of a
random orthogonal matrix are approximately Gaussian, for large matrices.
Diaconis and Freedman [6] gave a substantial strengthening of Borel’s re-
sult, showing that the joint distribution of the first k coordinates of a uniform
random point on the sphere is close in total variation distance to k independent
identically distributed Gaussian random variables if k = o(n), as follows.
Theorem 1 (Diaconis-Freedman) Let X be a uniform random point on√
nSn−1, for n ≥ 5, and let 1 ≤ k ≤ n − 4. Let Z be a standard Gaussian
random vector in Rk. Then the total variation distance between the distribution
of the first k coordinates of X and the distribution of Z is
dTV ((X1, · · · , Xk), Z) ≤ 2(k + 3)
n− k − 3 .
The theorem implies that for k = o(n), one can approximate any k entries
from the same row or column of a uniform random orthogonal matrix Un
by independent Gaussian random variables. This led Diaconis to consider the
question of how many entries of Un can be simultaneously approximated by
independent normal random variables. A sufficient condition was given by
Diaconis, Eaton, and Lauritzen [5], which was improved by Tiefeng Jiang [9]
to the following:
Theorem 2 (Jiang) Let {pn : n ≥ 1} and {qn : n ≥ 1} be two sequences
of positive integers such that pn = o(
√
n) and qn = o(
√
n) as n → ∞. For
each n, let Un be a random matrix uniformly distributed on the orthogonal
group O(n) and suppose that Wn is the pn× qn upper left block of Un. Let Xn
be a pn × qn matrix of independent identically distributed standard Gaussian
random variables, then
lim
n→∞
dTV
(√
nWn, Xn
)
= 0.
Jiang further showed that the theorem was sharp for square submatrices;
that is, there are x > 0 and y > 0 such that pn ∼ x
√
n and qn ∼ y
√
n and
lim inf
n→∞
dTV
(√
nWn, Xn
) ≥ φ(x, y) > 0
where φ(x, y) := E| exp(−x2y28 + xy4 ξ)− 1| ∈ (0, 1) and ξ is a standard normal.
Jiang also showed in [9] that relaxing the sense in which the entries of
the random matrix should be simultaneously approximable by independent
identically distributed Gaussian variables allows a larger collection of entries
to be approximated.
Specifically, if Un = [uij ]
n
i,j=1 is an orthogonal matrix obtained from per-
forming the Gram-Schmidt procedure on a matrix Yn = [yij ]
n
i,j=1 whose ele-
ments are independent standard normals, then Jiang proved that the maxi-
mum order of mn such that
max
1≤i≤n,1≤j≤mn
|√nuij − yij | → 0
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in probability is mn = o(n/ logn).
In [4], Chatterjee and Meckes showed that any subcollection of entries of
size o(n), not just those arising as principal submatrices, is approximately
Gaussian. More generally, they showed that any projection of Haar measure
is close to Gaussian, as long as the projection dimension is o(n).
Theorem 3 (Chatterjee-Meckes) Let A1, · · · , Ak be n×n matrices over R
satisfying tr(AiA
T
j ) = nδij ; that is, { 1√nAi}1≤i≤k is orthonormal with respect
to the Hilbert-Schmidt inner product. Let Un be a random matrix uniformly
distributed on O(n), and consider the random vector
X = (tr(A1Un), tr(A2Un), · · · , tr(AkUn))
in Rk. Let Z = (Z1, · · · , Zk) be a random vector whose components are inde-
pendent standard normal random variables. Then for n ≥ 2,
W1(X,Z) ≤
√
2k
n− 1 ,
where W1(·, ·) denotes the L1−Wasserstein distance between distributions.
This result, together with the results of Jiang and Diaconis-Freedman,
suggest that one should be able to approximate the top left pn × qn block
by independent identically distributed Gaussian random variables, in total
variation distance, as long as pnqn = o(n). The following theorem verifies this
conjecture.
Theorem 4 Let {pn : n ≥ 1} and {qn : n ≥ 1} be two sequences of positive
integers such that pnqn = o(n) as n → ∞. For each n, let Un be a random
matrix uniformly distributed on the orthogonal group O(n) and suppose that
Wn is the pn × qn upper left block of Un. Let Xn be a pn × qn matrix of
independent identically distributed standard Gaussian random variables, then
lim
n→∞
dTV
(√
nWn, Xn
)
= 0.
This theorem thus unifies Jiang’s result and the Diaconis-Freedman result.
It should be noted that the main theorem presented here also appears in
the independent simultaneous work [10] by T. Jiang and Y. Ma. The approach
in [10] relates the total variation distance to the Kullback-Leibler distance and
then shows convergence in the Kullback-Leibler distance.
The approach here works directly with the total variation distance and is
an extension of the approach taken in [9], however the analysis is much more
delicate if the only assumption is that pnqn = o(n). In particular, the proof
requires sharp asymptotics for the covariances of traces of powers of Wishart
matrices, for powers growing with the size of the matrix. Bai [1] has developed
asymptotics for the expected value of traces of powers of Wishart matrices
using graph theory and combinatorics. We give an extension of Bai’s result,
as well as providing sharp asymptotics for the covariances, which may be of
independent interest.
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The contents of this paper are as follows. In section 2, we give the proof
of the main theorem, making use of new estimates on the asymptotic means
and covariances of traces of powers of Wishart matrices. Section 3 contains
the proofs of these asymptotics; some technical estimates used in section 2 are
relegated to the appendix.
2 Proof of the Main Theorem
Let µ and ν be probability measures on (Rm,B), where B is the Borel σ-
algebra. The total variation distance between µ and ν is
dTV (µ, ν) = 2 sup
A∈B
|µ(A)− ν(A)|.
If µ and ν have densities f(x) and g(x) with respect to Lebesgue measure,
then
dTV (µ, ν) =
∫
Rm
|f(x)− g(x)|dx1dx2 · · · dxm.
Let fn(z) be the joint density function of
√
nWn, the pn × qn upper left
block of the random orthogonal matrix
√
nUn. We will assume throughout that
qn ≤ pn. Let Xn be a pn × qn matrix of independent identically distributed
standard Gaussian random variables and let gn(z) denote the joint density of
the entries of Xn. The total variation distance between the entries of
√
nWn
and those of Xn is
dTV
(√
nWn, Xn
)
=
∫
Rpnqn
|fn(z)− gn(z)| dz
=
∫
Rpnqn
∣∣∣∣fn(z)gn(z) − 1
∣∣∣∣ gn(z)dz
= E
∣∣∣∣fn(Xn)gn(Xn) − 1
∣∣∣∣ .
The following formula for the joint density function fn(z) of the entries of Wn
is due to Eaton [7].
Theorem 5 (Eaton) Let Un be an n× n random orthogonal matrix, and let
Wp,q denote the upper left p× q subblock of Un. For q ≤ p and p+ q ≤ n, with
probability one the random matrix Wp,q lies in the set X of p× q matrices X
over R with the property that all of the eigenvalues of XTX lie in (0,1), and
the density of Wp,q with respect to Lebesgue measure on X is given by
f(z) = C1 det
(
Iq − zT z
)n−p−q−1
2 I0(z
T z),
where the constant C1 is
C1 =
(√
2π
)−pq ω(n− p, q)
ω(n, q)
,
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with ω(·, ·) denoting the Wishart constant defined by
1
ω(r, s)
= π
s(s−1)
4 2
rs
2
s∏
j=1
Γ
(
r − j + 1
2
)
and I0(z
T z) is the indicator that all the eigenvalues of zT z lie in (0,1). Here
s is a positive integer and r is a real number, r > s− 1.
If follows that the density function of
√
nWn is
fn(z) =
(√
2πn
)−pq ω(n− p, q)
ω(n, q)
det(Iq − zT z
n
)n−p−q−1
2
 I0 (zT z
n
)
,
where for notational convenience we use p and q in place of pn and qn. The joint
density function of pnqn independent standard Gaussian random variables is
gn(z) =
(√
2π
)−pq
exp
(−tr(zT z)
2
)
,
where z is a pn by qn matrix. Let λ1, · · · , λq be the eigenvalues of XTnXn.
Then the ratio fn(Xn)gn(Xn) can be written as a product of a constant part Kn and
a random part Ln, where
Kn =
(
2
n
) pq
2
q∏
j=1
Γ ((n− j + 1)/2)
Γ ((n− p− j + 1)/2);
Ln =
[
q∏
i=1
(
1− λi
n
)]n−p−q−12
exp
(
1
2
q∑
i=1
λi
)
if all the λi are in (0, n) and Ln is zero otherwise. Then
dTV
(√
nWn, Xn
)
= E
∣∣∣∣fn(Xn)gn(Xn) − 1
∣∣∣∣ = E|Kn · Ln − 1|.
Note that KnLn ≥ 0 and E[KnLn] =
∫
Rpnqn
fn(x)dx = 1. It is a standard
exercise that these facts, together with the convergence in probability ofKnLn,
suffice to show that the {KnLn} are uniformly integrable, which in turn gives
the required convergence in expectation.
Define a function F (x) by F (x) = x2 +
n−p−q−1
2 log(1 − xn ) if 0 ≤ x < n
and F (x) = −∞ otherwise. Then Ln = exp(
∑q
i=1 F (λi)), and showing that
KnLn
P−→ 1 as n→∞ is equivalent to showing that
log(Kn) + log(Ln) = log(Kn) +
{
q∑
i=1
F (λi)
}
P−→ 0.
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Take l to be the smallest odd integer with l ≥ log plog( n
pq
) . Then using Taylor’s
Theorem to expand log(1− xn ) up to order l, for any x ∈ (0, n),
log
(
1− x
n
)
= −x
n
− x
2
2n2
− · · · − x
l
lnl
− x
l+1
(l + 1)(ξx − n)l+1 ,
where ξx ∈ (0, x). Then
F (x) =
p+ q + 1
2n
x− n− p− q − 1
4n2
x2 − · · · − n− p− q − 1
2lnl
xl +
an(x)
nl
xl+1
where an(x) =
−nl(n−p−q−1)
2(l+1)(ξx−n)l+1 . Since Xn is a pn × qn matrix of independent
standard Gaussian random variables, it follows from Lemma 5 in the appendix
that, with probability 1,
lim sup max
1≤i≤qn
λi
pn
≤ 4.
Fix ǫ > 0 and define Ωn =
{
max1≤i≤qn
λi
pn
≤ 4 + ǫ
}
, so that limn→∞ P(ΩCn ) =
0. Then, on Ωn,
log(Ln) =
q∑
i=1
F (λi)
=
q∑
i=1
[
p+ q + 1
2n
λi − n− p− q − 1
4n2
λ2i
− · · · − n− p− q − 1
2lnl
λli +
an(λi)
nl
λl+1i
]
=
(p+ q + 1)
2n
tr(XTX)− (n− p− q − 1)
4n2
tr(XTX)2
− · · · − (n− p− q − 1)
2lnl
tr(XTX)l +
q∑
i=1
an(λi)λ
l+1
i
nl
=
1
n
[
p+ q + 1
2
tr(XTX)− 1
4
tr(XTX)2
]
+
1
n2
[
p+ q + 1
4
tr(XTX)2 − 1
6
tr(XTX)3
]
+
1
n3
[
p+ q + 1
6
tr(XTX)3 − 1
8
tr(XTX)4
]
+ · · ·+ p+ q + 1
2lnl
tr(XTX)l +
q∑
i=1
an(λi)λ
l+1
i
nl
.
Notice that∣∣∣∣ q∑
i=1
an(λi)λ
l+1
i
nl
∣∣∣∣ ≤ q∑
i=1
|an(λi)|
nl
λl+1i =
q∑
i=1
nl(n− p− q − 1)
2(l + 1)(ξi − n)l+1nlλ
l+1
i .
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On Ωn, |λi| ≤ (4 + ǫ)pn. Then |ξi| ≤ (4 + ǫ)pn and pn = o(n), so that
∣∣∣∣ q∑
i=1
an(λi)λ
l+1
i
nl
∣∣∣∣ ≤ q∑
i=1
nl(n− p− q − 1)
2(l + 1)nl(n− (4 + ǫ)pn)l+1 λ
l+1
i ≤
a˜ntr(X
TX)l+1
nl
where a˜n =
nl(n−p−q−1)
2(l+1)(n−(4+ǫ)pn)l+1 is bounded, independent of n. Define
hi =
1
ni
[
p+ q + 1
2i
tr(XTX)i − 1
2(i+ 1)
tr(XTX)i+1
]
when i < l and hl =
1
nl [
p+q+1
2l tr(X
TX)l]. Let Ei = E[hi] and Ri = hi − Ei.
Finally, let A = a˜ntr(X
TX)l+1
nl
, so
q∑
i=1
F (λi) =
l∑
i=1
Ri +
l∑
i=1
Ei +A;
the goal is to show that
(
log(Kn) +
l∑
i=1
Ri +
l∑
i=1
Ei +A
)
P−→ 0.
By Lemma 10 in the appendix,
lim
n→∞
(
log(Kn) +
l∑
i=1
Ei
)
= 0.
To show (log(Kn) +
∑q
i=1 F (λi))
P−→ 0, it thus suffices to show that
(
l∑
i=1
Ri +A
)
→ 0
in probability as n→∞. Note that if p = pn is bounded and independent of n,
then l = 1 for n large enough. The only terms are then R1 =
1
n [
p+q+1
2 tr(X
TX)]
and A.
First considering the sum of the Ri, fix ǫ > 0 and recall l is the smallest
odd integer such that l ≥ log plog( n
pq
) . Define ǫi :=
ǫ
f(i)Zl
where f(i) =
(
n
8e3pq
)i−1
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and Zl =
∑l
i=1
1
f(i) , so that
∑l
i=1 ǫi = ǫ. Note that
lim
n→∞
Zl = lim
n→∞
l∑
i=1
(
8e3pq
n
)i−1
= lim
n→∞
1−
(
8e3pq
n
)l
1− 8e3pqn
= lim
n→∞
1−
(
8e3pq
n
) log p
log( n
pq
)
1− 8e3pqn
= lim
n→∞
1− e
log p
log( n
pq
)
log
(
8e3pq
n
)
1− 8e3pqn
= lim
n→∞
1− e
log p
(
−1+ log 8e3
log( npq )
)
1− 8e3pqn
= 1,
since log 8e
3
log( npq )
< 12 for n large enough. It follows from Chebychev’s Inequality
that
P
[∣∣∣∣ l−1∑
i=1
Ri
∣∣∣∣ ≥ ǫ2
]
≤
l−1∑
i=1
P
[
|Ri| ≥ ǫi
2
]
≤ 4
l−1∑
i=1
V ar[Ri]
ǫ2i
= 4
l−1∑
i=1
V ar[hi]
ǫ2i
.
Recall that the sum of the Ri only occurs in the case that pn →∞ as n→
∞, in which case Lemma 2 provides an explicit formula for the covariances.
The variance V ar[Ri] = V ar[hi] of the individual terms is thus computed as
follows,
Approximation of random matrices 9
V ar
[
p+ q + 1
2ini
tr(XTX)i − 1
2(i+ 1)ni
tr(XTX)i+1
]
=
(p+ q + 1)2
4i2n2i
V ar[tr(XTX)i] +
1
4(i+ 1)2n2i
V ar[tr(XTX)i+1]
− 2(p+ q + 1)
4i(i+ 1)n2i
Cov(tr(XTX)i, tr(XTX)i+1)
= (p+q+1)
2
4i2n2i
(
2i2((p)i(p)i−1q + p(q)i(q)i+1) + Cei,i +Dfi,i
)
+ 14(i+1)2n2i
(
2(i+ 1)2((p)i+1(p)iq + p(q)i+1(q)i)
+ Cei+1,i+1 +Dfi+1,i+1
)
− 2(p+q+1)4i(i+1)n2i (2i(i+ 1)((p)i(p)iq + p(q)i(q)i) + Cei,i+1 +Dfi,i+1)
=
(p)i−1(p)iq(q2−p+i2+i+2qi−1)+p(q)i−1(q)i(p2−q+i2+i+2pi−1)
2n2i
+ (p+q+1)
2
4i2n2i (Cei,i +Dfi,i) +
1
4(i+1)2n2i (Cei+1,i+1 +Dfi+1,i+1)
− 2(p+q+1)4i(i+1)n2i (Cei,i+1 +Dfi,i+1)
≤ p
2i−1q(q2−p+i2+i+2qi−1)+pq2i−1(p2−q+i2+i+2pi−1)
2n2i
+ (p+q+1)
2
4i2n2i (Cei,i +Dfi,i) +
1
4(i+1)2n2i (Cei+1,i+1 +Dfi+1,i+1)
− 2(p+q+1)4i(i+1)n2i (Cei,i+1 +Dfi,i+1) ,
where
ei,i = o(ip
2i−2q242i)
fi,i = o(i
8p2i−2q242i)
ei+1,i+1 = o((i + 1)p
2iq242i+2)
fi+1,i+1 = o((i + 1)
8p2iq242i+2)
ei,i+1 = o((i + 1)p
2i−1q242i+1)
fi,i+1 = o((i + 1)
8p2i−1q242i+1).
Since i ≥ 1, (i + 1)6 ≤ e6i. Thus
V ar
[
p+ q + 1
2ini
tr(XTX)i − 1
2(i+ 1)ni
tr(XTX)i+1
]
≤ C˜p
2iq242ie6i
in2i
.
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Now,
l−1∑
i=1
(4e3)2ip2iq2
in2i
1
ǫ2i
=
1
ǫ2
l−1∑
i=1
(4e3p)2iq2Z2l n
2i−2
in2i(8e3pq)2i−2
=
1
ǫ2
l−1∑
i=1
(4e3p)2q2Z2l
in2(2q)2i−2
=
16e6Z2l
ǫ2
(pq
n
)2 l−1∑
i=1
1
i(2q)2i−2
→ 0
as n→∞. Therefore ∑l−1i=1 V ar[hi]ǫ2
i
→ 0.
The regrouping of the terms of log(Ln) terminates with
hl =
(p+q+1)tr(XTX)l
2lnl .
The probability that hl ≥ ǫ4 is given by
P
[
p+ q + 1
2lnl
tr(XTX)l ≥ ǫ
4
]
≤ 4(p+ q + 1)
2
ǫ2l2n2l
V ar[tr(XTX)l]
=
4(p+ q + 1)2
ǫ2l2n2l
(
2l2((p)l(p)l−1q + p(q)l−1(q)l) + Cel,l +Dfl,l
)
≤ 4(p+ q + 1)
2
ǫ2l2n2l
(
2l2p2l−1q + 2l2pq2l−1 + C˜p2l−2q242ll8
)
.
Now l6 ≤ p for large enough n. Therefore, for large n,
P
[
p+ q + 1
2lnl
tr(XTX)l ≥ ǫ
4
]
≤ C˜p
2l+1q242l
n2l
.
Now
p2l+1q242l
n2l
≤ exp
[
−2l log
(
n
pq
)
+ log p+ (2l) log 4
]
≤ exp
[
−2 log p
log( npq )
log
(
n
pq
)
+ log p+ 2
log p
log( npq )
log 4
]
= exp
[
− log p+ 2 log p
log( npq )
log 4
]
≤ exp
[
−1
2
log p
]
→ 0
(1)
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as n→∞ since 2 log 4log( n
pq
) ≤ 12 eventually.
Finally, we check the convergence in probability of the error term A =
a˜ntr(X
TX)l+1
nl . By Lemma 2,
P
[
A ≥ ǫ
4
]
= P
[
a˜n
tr(XTX)l+1
nl
≥ ǫ
4
]
≤ 16a˜n
2
ǫ2n2l
V ar[tr(XTX)l+1]
=
16a˜n
2
ǫ2n2l
(
2(l + 1)2((p)l+1(p)lq + p(q)l(q)l+1) + Cel+1,l+1 +Dfl+1,l+1
)
≤ C˜p
2l+1q242l
n2l
.
As above, the choice of l then guarantees that P[A ≥ ǫ4 ]→ 0.
3 Combinatorics of Wishart Matrices
The following result is a slight extension of a result in [1] on means of traces
of powers of Wishart matrices. The majority of the proof is the same as the
one in [1]. However, somewhat more careful estimates of the error are needed
to complete the proof of the main theorem.
Lemma 1 Let {pn : n ≥ 1} and {qn : n ≥ 1} be two sequences of positive
integers such that qn ≤ pn. For each n, let Xn = (xij) be a pn × qn matrix
where xij are independent standard Gaussian random variables. Then for each
integer h ≥ 1,
E[tr(XTnXn)
h] =
( h−1∑
r=0
(pn)h−r(qn)r+1 1r+1
(
h
r
)(
h−1
r
))(
1 +O
(
h
pn−h
))
,
where (pn)h−r and (qn)r+1 are falling factorials, which are defined by
(x)a = x(x− 1)(x− 2) · · · (x− a+ 1).
Proof. Write (tr(XTnXn)
h) as∑
1≤i1,...,ih≤p
∑
1≤j1,...,jh≤q
xi1j1xi1j2xi2j2 · · ·xih−1jhxihjhxihj1 =
∑
G
xG,
where G is a bipartite graph with the ik on a top line and the jk on a bottom
line, with h up-edges from jk to ik and h down-edges from ik to jk+1. We refer
to such a graph as an S-graph. An edge (i, j) in the S-graph corresponds to
the variable xij . Now,
E[tr(XTnXn)
h] =
∑
G
E[XG],
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where the sum is taken over all S-graphs G. If G contains any edges of odd
multiplicity then E[XG] = 0 so that the proof reduces to the case where G
contains only edges of even multiplicity. Each S-graph G contains 2h edges,
hence at most h distinct edges. It then follows that G has at most h+1 distinct
vertices. First consider the case when G contains exactly h distinct edges and
thus h+1 distinct vertices. For each r = 0, · · · , h−1 the calculation reduces to
counting the number of graphs which have no single edges, r+1 non-coincident
j-vertices and h− r non-coincident i-vertices.
Consider two S-graphs to be isomorphic if one can be converted to the
other by permuting {1, ..., p} on the top line and {1, ..., q} on the bottom
line. To count the number of isomorphism classes define ul = −1 if the graph
leaves a bottom vertex for the final time after the lth up edge and ul = 0
otherwise. Define dl = 1 if the lth down edge leads to a new bottom vertex
and dl = 0 otherwise. The graph must return to the initial bottom vertex so
u1 = 0. Because the number of vertices seen for the final time cannot exceed
the number of new vertices, we have d1 + · · · + dl−1 + u1 + · · · + ul ≥ 0 for
every l.
There are
(
h
r
)
ways to arrange r ones into the h positions of down edges
that could lead to a new bottom vertex. There are
(
h−1
r
)
ways to arrange r
minus ones into the h− 1 positions of up edges that leave a bottom vertex for
the last time. (h− 1 since the first vertex can never be left for the last time.)
Thus we have
(
h
r
)(
h−1
r
)
ways to arrange our d-sequence and u-sequence.
However, not all of these
(
h
r
)(
h−1
r
)
graphs are a proper S-graph. An S-graph
is improper if at at some point d1+ · · ·+dl−1+u1+ · · ·+ul < 0. To count the
number of improper graphs, let L be the first integer at which this happens.
Then we must have dL−1 = 0 and uL = −1. That is, we have just returned
to a vertex we have seen before and left it for the last time. To fix it we must
instead see a new vertex that we will return to again later. To do this, change
dL−1 to 1 and uL to 0. The initial bad sequences contained r ones and r
minus ones. The fixed sequences now contain r+1 ones and r− 1 minus ones.
Therefore we have
(
h
r+1
)(
h−1
r−1
)
bad sequences. Thus the number of isomorphism
classes is
(
h
r
)(
h−1
r
)−( hr+1)(h−1r−1) = 1r+1(hr)(h−1r ). The number of graphs in each
isomorphism class is p(p−1) · · · (p−h+r+1)q(q−1) · · · (q−r) = (p)h−r(q)r+1.
The number of S-graphs with exactly h distinct edges (and therefore exactly
h + 1 distinct vertices) is
∑h−1
r=0 (p)h−r(q)r+1
1
r+1
(
h
r
)(
h−1
r
)
. This is the main
term in the expectation. We will next show that the sum of the remaining
terms is of smaller order.
Suppose thatG hasm < h distinct edges. Let r = 0, 1, · · · ,m−1 and choose
r+1 bottom vertices and m− r top vertices. There are 1r+1
(
m
r
)(
m−1
r
)
isomor-
phism classes and (p)m−r(q)r+1 graphs per class. Now, G contains m distinct
edges. So there are h−m (double) edges left to place within the graph. Each of
these edges can overlap with any of the m distinct edges already in the graph.
So there are at most mh−m ways to arrange the edges of multiplicity more
than two, and there are thus at most mh−m
∑m−1
r=0 (p)m−r(q)r+1
1
r+1
(
m
r
)(
m−1
r
)
such S-graphs with m distinct edges.
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Comparing the contribution of the m edge case to that of the h edge case,
mh−m
∑m−1
r=0 (p)m−r(q)r+1
1
r+1
(
m
r
)(
m−1
r
)∑h−1
r=0 (p)h−r(q)r+1
1
r+1
(
h
r
)(
h−1
r
)
=
mh−m
∑m−1
r=0 (p)m−r(q)r+1
1
r+1
(
m
r
)(
m−1
r
)∑h−1
r=0 (p−m+ r) · · · (p− h+ r + 1)(p)m−r(q)r+1 1r+1
(
h
r
)(
h−1
r
)
≤ m
h−m∑h−1
r=0 (p)m−r(q)r+1
1
r+1
(
h
r
)(
h−1
r
)
(p−m) · · · (p− h+ 1)∑h−1r=0 (p)m−r(q)r+1 1r+1(hr)(h−1r )
=
mh−m
(p−m)(p−m− 1) · · · (p− h+ 1)
≤
(
h
p− h
)h−m
.
Summing over all possibilities for m,
h−1∑
m=1
(
h
p− h
)h−m
=
(
h
p− h
)h h−1∑
m=1
(
p− h
h
)m
=
(
h
p− h
)h (p−h
h
)h
− 1
p−h
h − 1
≤
(
h
p− h
)h h(p−hh )h
p− 2h
=
h
p− 2h.
Then
E[tr(XTnXn)
h] =
( h−1∑
r=0
(p)h−r(q)r+1
1
r + 1
(
h
r
)(
h− 1
r
))(
1 +O
(
h
p− h
))
.
Note that the implicit constant does not depend on any of the parameters.
Careful asymptotics for the covariances of traces of powers of Wishart ma-
trices are given below. The proof uses both delicate combinatorial arguments
and difficult estimates and has been broken up into two separate lemmas for
clarity. The result is given first in Lemma 2, followed by Lemma 3 which
gives the combinatorial part of the argument, then the proof of Lemma 2 is
completed using estimates.
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Recall that the notation (x)a represents the falling factorial, which is de-
fined by
(x)a = x(x− 1)(x− 2) · · · (x− a+ 1).
Lemma 2 Let {pn : n ≥ 1} and {qn : n ≥ 1} be two sequences of positive
integers such that pn →∞ and qn ≤ pn. For each n, let Xn = (xij) be a pn×qn
matrix where xij are independent standard Gaussian random variables. There
exist constants C,D > 0 and eh,k, fh,k such that for integers h ≥ 1 and k ≥ h,
Cov(tr(XTnXn)
h, tr(XTnXn)
k) = 2hk((p)hq(p)k−1 + p(q)h(q)k−1)
+ Ceh,k +Dfh,k,
where eh,k = o
(
kph+k−2q24h+k
)
and fh,k = o
(
k8ph+k−2q24h+k
)
.
Lemma 3 Let {pn : n ≥ 1} and {qn : n ≥ 1} be two sequences of positive
integers such that qn ≤ pn. For each n, let Xn = (xij) be a pn×qn matrix where
xij are independent standard Gaussian random variables. Then for integers
h ≥ 1 and k ≥ h,
Cov(tr(XTnXn)
h, tr(XTnXn)
k)
= 2hk
(∑h−1
r=0 (pn)h−r(qn)r+1
1
r+1
(
h
r
)(
h−1
r
))
×
(∑k−1
s=0 (pn)k−1−s(qn)s
1
s+1
(
k
s
)(
k−1
s
))(
1 +O
(
k6
pn−h
))
+
(
2 (k − h) (pn)h(qn)h
∑k−h
r=0 (pn)k−h−r(qn)r
1
r+1
(
k−h+1
r
)(
k−h
r
))
×
(
1 +O
(
k4
pn−k+h
))
+
(∑h−1
l=2 2 (h− l) (k − l) (pn)l(qn)l
×
(∑h−l
r=0(pn)h−l−r(qn)r
1
r+1
(
h−l+1
r
)(
h−l
r
))
×
(∑k−l
s=0(pn)k−l−s(qn)s
1
s+1
(
k−l+1
s
)(
k−l
s
)))(
1 +O
(
k7
pn−k
))
.
(2)
Proof. Write (tr(XTnXn)
h) as∑
1≤i1,...,ih≤p
∑
1≤j1,...,jh≤q
xi1j1xi1j2xi2j2 · · ·xih−1jhxihjhxihj1 =
∑
G
xG,
where G is a bipartite graph with the ik on a top line and the jk on a bottom
line, with h up-edges from jk to ik and h down-edges from ik to jk+1. An edge
(i, j) in the S-graph corresponds to the variable xij . Now,
Cov(tr(XTX)h, tr(XTX)k)
= E[tr(XTX)htr(XTX)k]− E[tr(XTX)h]E[tr(XTX)k]
=
∑
G,K
(E[XGXK ]− E[XG]E[XK ]),
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where G,K are both S-graphs. If G ∪ K contains a single edge, or an edge
of odd multiplicity, then either G or K also contains a single edge. In either
case, E[XGXK ] and E[XG]E[XK ] are both zero. If G and K do not have a
coincident edge, then E[XGXK ] = E[XG]E[XK ] and the difference is zero. It
thus suffices to consider the case where there are no edges of odd multiplicity
and G and K have at least one edge in common. There are three main cases:
(1) E[XG] = E[XK ] = 1 and G ∪K contains an edge of multiplicity four.
There are(
hk
h−1∑
r=0
k−1∑
s=0
(p)h−r(q)r+1
1
r + 1
(
h
r
)(
h− 1
r
)
(p)k−1−s(q)s
1
s+ 1
(
k
s
)(
k − 1
s
))
×
(
1 +O
(
k6
p− h
))
such pairs (G,K) of graphs.
One can first build G as in Lemma 1. In this case, there are
h−1∑
r=0
(p)h−r(q)r+1
1
r + 1
(
h
r
)(
h− 1
r
)
such graphs.
Next, build the graph of K. There are h possible choices of edges in the
graph of G with which one of the edges of K can coincide and k possible times
in the construction of K at which a coincident edge may be added. K has an
edge in common with G and therefore K can have at most k− 1 new vertices.
Let s = 0, · · · , k − 1 and choose s bottom vertices and k − s− 1 top vertices.
As with G, the number of isomorphism classes is
(
k
s
)(
k−1
s
) − ( ks+1)(k−1s−1) =
1
s+1
(
k
s
)(
k−1
s
)
. There will be (p)k−1−s(q)s graphs in each isomorphism class.
Thus there are
hk
h−1∑
r=0
k−1∑
s=0
(p)h−r(q)r+1
1
r + 1
(
h
r
)(
h− 1
r
)
(p)k−1−s(q)s
1
s+ 1
(
k
s
)(
k − 1
s
)
possible graphs with exactly h+ 1 distinct vertices in G and k − 1 additional
distinct vertices in K. G and K both contain only edges of multiplicity two.
Thus E[XGXK ] = 3 and E[XG] = E[XK ] = 1. This gives the factor of 2 in the
first term of the expression in the lemma.
Any graphs with fewer distinct edges will produce terms of smaller order
than the term found above. The error is computed by counting the number
of possible graphs. Therefore, suppose now that there is at least one fewer
distinct edge in G ∪K, so that either G contains at most h− 1 distinct edges
or K contains at most k − 2 distinct vertices. Without loss of generality, we
assume that it is G that has a reduced number of edges, so that G has at
most h − 1 distinct edges and K has at most k − 1 distinct vertices. Let G
have m < h distinct edges, hence m + 1 non-coincident vertices, and K have
n ≤ k − 1 non-coincident vertices. Taking r = 0, · · · ,m − 1, r + 1 bottom
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vertices, and m− r top vertices, there are 1r+1
(
m
r
)(
m−1
r
)
isomorphism classes
and (p)m−r(q)r+1 graphs per class. Now, G containsm distinct edges. So there
are h−m (double) edges left to place within the graph. Each of these (double)
edges can coincide with any of the m distinct edges. So there are at most
mh−m ways to arrange the edges of multiplicity greater than two. In the same
way, there are at most nk−n ways to arrange the edges of multiplicity greater
than two in the construction of K. Let s = 0, · · · , n, and choose s bottom
vertices and n− s top vertices in the graph of K, then there are 1s+1
(
n+1
s
)(
n
s
)
isomorphism classes and (p)n−s(q)s graphs per class. (n + 1 for the n new
vertices in K and the one overlapping vertex). The number of such graphs is
at most
mh−mnk−n
∑m−1
r=0 (p)m−r(q)r+1
1
r+1
(
m
r
)(
m−1
r
)∑n
s=0(p)n−s(q)s
1
s+1
(
n+1
s
)(
n
s
)
.
Lastly, observe that E[XGXK ]−E[XG]E[XK ] ≤ E[XGXK ], and this expected
value will be largest when all but one of the edges in G ∪K has multiplicity
two. That is, when G has an edge of multiplicity 2(h−m+1) that overlaps with
an edge of K of multiplicity 2(k − n+ 1), this one edge will have multiplicity
2h + 2k − 2m − 2n+ 4. Thus, by a quantitative version of Stirling’s formula
(Lemma 6),
E := E[XGXK ] = (2h+ 2k − 2m− 2n+ 3)!!
=
(2h+ 2k − 2m− 2n+ 4)!
2h+k−m−n+2(h+ k −m− n+ 2)!
≤ e√
π
(
2h+ 2k − 2m− 2n+ 4
e
)h+k−m−n+2
.
The ratio of this term to the contribution from those graphs with exactly
h+ 1 and k − 1 distinct vertices that was calculated earlier is
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Emh−mnk−n
m−1∑
r=0
(p)m−r(q)r+1
1
r+1
(
m
r
)(
m−1
r
) n∑
s=0
(p)n−s(q)s
1
s+1
(
n+1
s
)(
n
s
)
2hk
h−1∑
r=0
k−1∑
s=0
(p)h−r(q)r+1
1
r+1
(
h
r
)(
h−1
r
)
(p)k−1−s(q)s
1
s+1
(
k
s
)(
k−1
s
)
≤
Emh−mnk−n
m−1∑
r=0
(p)m−r(q)r+1
1
r+1
(
m
r
)(
m−1
r
) n∑
s=0
(p)n−s(q)s
1
s+1
(
n+1
s
)(
n
s
)
2hk(p−h)h−m(p−k)k−n−1
h−1∑
r=0
k−1∑
s=0
(p)m−r(q)r+1
1
r+1
(
h
r
)(
h−1
r
)
(p)n−s(q)s
1
s+1
(
k
s
)(
k−1
s
)
≤
Emh−mnk−n
h−1∑
r=0
(p)m−r(q)r+1
1
r+1
(
h
r
)(
h−1
r
) k−1∑
s=0
(p)n−s(q)s
1
s+1
(
k
s
)(
k−1
s
)
2hk(p−h)h−m(p−k)k−n−1
h−1∑
r=0
k−1∑
s=0
(p)m−r(q)r+1
1
r+1
(
h
r
)(
h−1
r
)
(p)n−s(q)s
1
s+1
(
k
s
)(
k−1
s
)
=
Emh−mnk−n
2hk(p− h)h−m(p− k)k−n−1
≤
e√
π
(
2h+2k−2m−2n+4
e
)h+k−m−n+2
hh−m−1kk−n−1
2(p− h)h−m(p− k)k−n−1
≤ e
2
√
π
(
(2h+ 2k)h
e(p− h)
)h−m−1(
(2h+ 2k)k
e(p− k)
)k−n−1(
(2h+ 2k)4
e4(p− h)
)
.
Summing over all possible combinations of m and n gives the contribution
from all the graphs that can be constructed under the assumption of one or
more additional coincident edges as follows,
h−1∑
m=1
k−1∑
n=1
e
2
√
π
(
(2h+ 2k)h
e(p− h)
)h−m−1(
(2h+ 2k)k
e(p− k)
)k−n−1(
(2h+ 2k)4
e4(p− h)
)
=
e
2
√
π
(
(2h+ 2k)4
e4(p− h)
)(
h(2h− 2k)
e(p− h)
)h−1(
k(2h+ 2k)
e(p− k)
)k−1
×
h−1∑
m=1
(
e(p− h)
h(2h+ 2k)
)m k−1∑
n=1
(
e(p− k)
k(2h+ 2k)
)n
≤ e
2
√
π
hk
(
(2h+ 2k)4
e4(p− h)
)(
h(2h− 2k)
e(p− h)
)h−1(
k(2h+ 2k)
e(p− k)
)k−1
×
(
e(p− h)
h(2h+ 2k)
)h−1(
e(p− k)
k(2h+ 2k)
)k−1
=
e
2
√
π
hk(2h+ 2k)4
e4(p− h)
≤ 1
2
√
π
44k6
e3(p− h) .
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(2) Assume that E[XG] = E[XK ] = 0, E[XGXK ] does not equal 0, and
2 < h < k where G is a graph consisting of 2h single edges. Then K must
contain a subgraph that exactly overlaps the single edges of G in order that
E[XGXK ] 6= 0. There are 2(p)h(q)h ways to construct G since there are two
possible orientations and (p)h(q)h labels. Now K will have 2k − 2h vertices
not contained in the subgraph of single edges, hence at most k − h distinct
edges, and at most k−h distinct vertices. First consider the case with exactly
k − h distinct vertices. As in the previous case, this will be the dominating
term for case (2). The graph of G can be attached onto K in k − h different
places. Let r = 0, ..., k − h. We again consider all possible ways of breaking
the k− h vertices into top and bottom vertices by choosing r bottom vertices
and k − h− r top vertices.
There are
(
k−h
r
)
ways to arrange r ones into the k − h positions of down
edges that could lead to new bottom vertices. Since the initial bottom vertex
may be in the subgraph of single edges, it is possible to leave every bottom
vertex for the last time, so there are
(
k−h
r
)
ways to arrange r minus ones into
the k − h possible positions of up edges that leave a bottom vertex for the
last time. As before, not all of these
(
k−h
r
)(
k−h
r
)
arrangements are proper S-
graphs. There are
(
k−h
r+1
)(
k−h
r−1
)
bad sequences. Then there are
(
k−h
r
)(
k−h
r
) −(
k−h
r+1
)(
k−h
r−1
)
= 1r+1
(
k−h+1
r
)(
k−h
r
)
possible isomorphism classes. Thus when k >
h, there are
2(k − h)(p)h(q)h
k−h∑
r=0
(p)k−h−r(q)r
1
r + 1
(
k − h+ 1
r
)(
k − h
r
)
graphs.
Now, to compute the error, suppose there is at least one less distinct edge
in K. Assume there are n < k − h distinct vertices. As before, the graph of
G can be attached onto K in n places. There are k − h− n double edges left
to place, each of which can coincide with any of the n distinct edges. So there
are nk−h−n ways to arrange the non-distinct edges. Take r bottom vertices
and n − r top vertices where r = 0, · · · , n. Then there are (n+1r )(nr) possible
isomorphism classes of graphs and (p)n−r(q)r graphs per class. Such graphs
will have maximal expectation when all of the edges have multiplicity two,
except for one edge of multiplicity 2(k − h − n + 1). By Stirling’s formula,
E ≤ e√
π
(
2k−2h−2n+2
e
)k−h−n+1
. Comparing to the case with exactly k − h
distinct vertices,
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e√
π
(
2k−2h−2n+2
e
)k−h−n+1
nk−h−n+12(p)h(q)h
∑n
r=0(p)n−r(q)r
1
r+1
(
n+1
r
)(
n
r
)
2(k − h)(p)h(q)h
∑k−h
r=0 (p)k−h−r(q)r
1
r+1
(
k−h+1
r
)(
k−h
r
)
≤
e√
π
(
2k−2h−2n+2
e
)k−h−n+1
nk−h−n+1
(k − h)(p− k + h)k−h−n
≤
e√
π
(
2k−2h−2n+2
e
)k−h−n+1
(k − h)k−h−n
(p− k + h)k−h−n
=
e√
π
(
(k − h)(2k − 2h− 2n+ 2)
e(p− k + h)
)k−h−n(
2k − 2h− 2n+ 2
e
)
≤ e√
π
(
2k2
e(p− k + h)
)k−h−n (
2k
e
)
.
Summing over all possible constructions,
k−h−1∑
n=0
e√
π
(
2k2
e(p− k + h)
)k−h−n
2k
e
=
2k√
π
(
2k2
e(p− k + h)
)k−h k−h−1∑
n=0
(
e(p− k + h)
2k
)n
≤ 2k
2
√
π
(
2k2
e(p− k + h)
)k−h(
e(p− k + h)
2k
)k−h−1
=
4k4√
πe(p− k + h) .
Then there are(
2 (k − h) (p)h(q)h
k−h∑
r=0
(p)k−h−r(q)r 1r+1
(
k−h+1
r
)(
k−h
r
))(
1 +O
(
k4
p−k+h
))
possible graphs from case (2).
(3) Assume that E[XG] = E[XK ] = 0, E[XGXK ] does not equal 0, and G is
not a graph consisting of 2h single edges. Then for each 2 ≤ l ≤ h− 1, we will
count the number of ways that both G and K could contain proper subgraphs
consisting of 2l single edges that overlap exactly. In this case, for each l, there
are
2(h− l)(k − l)(p)l(q)l
×∑h−lr=0(p)h−l−r(q)r 1r+1(h−l+1r )(h−lr )∑k−ls=0(p)k−l−s(q)s 1s+1(k−l+1s )(k−ls )
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possible graphs.
This can be seen by first building up the closed cycle with 2l vertices.
There are two orientations for the cycle and (p)l(q)l choices of vertices. The
rest of G will have at most h − l remaining distinct edges not within this
cycle. The rest of K will have at most k − l distinct edges. First, consider
the case when G has exactly h − l distinct edges and K has exactly k − l
distinct edges. This will be the leading term for case (3). The subgraph of
2l single edges can be inserted into the construction of G before any one of
these edges. G has 2h − 2l vertices not in the cycle. Each edge must have
multiplicity two and the cycle must attach to G at one vertex. So G has
exactly h−l distinct vertices outside of the cycle. Let r = 0, · · · , h−l and take r
bottom vertices and h− l−r top vertices. As before, there are 1r+1
(
h−l+1
r
)(
h−l
r
)
isomorphism classes and (p)h−l−r(q)r choices of labels. Then build up K in
the same way by choosing s = 0, · · · , k − l bottom vertices and k − l − s top
vertices and inserting the cycle after any of the k − l edges. Then there are
(k − l)∑k−ls=0 1s+1(k−l+1s )(k−ls )(p)k−l−s(q)s non-isomorphic graphs.
To compute the error, assume for some l that G ∪K contains at least one
less distinct edge. First, we will assume that all of the edges with multiplicity
more than two all lie within the cycle consisting of 2l distinct edges. The cycle
part of G will then contain 2l distinct edges. Let the ith edge have multiplicity
mi. Thenmi ≥ 1, eachmi is odd by assumption, and 2l ≤
∑2l
i=1mi := m ≤ 2h.
Similarly, the cycle part of K consists of the overlapping 2l edges each with
multiplicity ni ≥ 1, odd, and 2l <
∑2l
i=1 ni := n ≤ 2k. Where, without loss
of generality, it has been assumed that at least one edge in the cycle piece of
K has multiplicity at least 3. There are two orientations for the subgraph and
(p)l(q)l choices of vertices.
Next, build the rest of G. There are α := 2h−m2 (double) edges left to place
outside of the cycle. Note that 0 ≤ α ≤ h − l. Let r = 0, · · · , α and choose r
bottom vertices and α−r top vertices. There are 1r+1
(
α+1
r
)(
α
r
)
ways to arrange
the edges in G outside of the cycle and (p)α−r(q)r ways to label the edges.
Furthermore, there are α places in the construction of G where the cycle can
be inserted. Similarly, build up the rest of K by taking β := 2k−n2 (double)
edges outside of the cycle with 0 ≤ β < h− l.
The largest expectation occurs when all of the edges in the combined cy-
cles are double edges except for one with multiplicity m + n − (4l − 2). The
corresponding expectation for such a graph is
E := (m+ n− 4l + 1)!!
=
(m+ n− 4l+ 2)!
2
m
2 +
n
2−2l+1(m2 +
n
2 − 2l+ 1)!
≤ e√
π
(
m+ n− 4l+ 2
e
)m
2 +
n
2−2l+1
,
by Stirling’s Formula. Comparing this to the term for the same cycle of 2l
edges but where each edge has exact multiplicity two,
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2E(p)l(q)lαβ
∑
α
r=0(p)α−r(q)r
1
r+1 (
α+1
r )(
α
r)
∑β
s=0(p)β−s(q)s
1
s+1(
β+1
s )(
β
s)
2(h−l)(k−l)(p)l(q)l
∑h−l
r=0
∑k−l
s=0(p)h−l−r(q)r
1
r+1 (
h−l+1
r )(
h−l
r )(p)k−l−s(q)s
1
s+1(
k−l+1
s )(
k−l
s )
≤ E
(p− h+ l)h−l−α(p− k + l)k−l+β .
Now, m2 = h−α and n2 = k−β. So m2 + n2 − 2l+1 = h+k− 2l−α−β+1.
Therefore, the ratio of the terms is
e√
π
(
m+n−4l+2
e(p−h+l)
)h−l−α(
m+n−4l+2
e(p−k+l)
)k−l−β(
m+n−4l+2
e
)
≤
(
2h+2k−4l+2
e(p−h+l)
)h−l−α(
2h+2k−4l+2
e(p−k+l)
)k−l−β(
2h+2k−4l+2√
π
)
.
Summing over all possible multiplicities within the cycles,
h−l∑
α=0
k−l−1∑
β=0
(
2h+2k−4l+2
e(p−h+l)
)h−l−α (
2h+2k−4l+2
e(p−k+l)
)k−l−β (
2h+2k−4l+2√
π
)
≤ (h− l)(k − l) (2h+ 2k − 4l + 2)
2
e
√
π(p− k + l)
≤ 16k
4
e
√
π(p− k + l) .
Further summing over all possible numbers of edges l within the cycle,
h−1∑
l=2
16k4
e
√
π(p− k + l) ≤
(h− 1)16k4
e
√
π(p− k) ≤
16k5
e
√
π(p− k) .
Finally, extend to the case where some of the edges of multiplicity greater
than two could lay outside of the cycle. Fix the arrangement of edges inside the
cycle and consider the possibility that there is at least one less distinct edge
outside of the cycle in G. Take a < α distinct edges in G outside of the cycle
and b ≤ β distinct edges in K. Then there are α− a double edges left to place
in the graph of G and aα−a places to put them. There are also bβ−b ways to
arrange the remaining double edges inK. There are ab places to insert the cycle
into both graphs and
∑a
r=0(p)a−r(q)r
1
r+1
(
a+1
r
)(
a
r
)∑b
s=0(p)b−s(q)s
1
s+1
(
b+1
s
)(
b
s
)
ways to arrange and label all of the distinct edges outside of the cycle. The
maximum expectation in this case occurs when not only are all but one of the
edges in the cycle double edges, but also all but one of the edges outside of the
cycle are double edges. Then the two remaining edges have multiplicitym+n−
(4l− 2), as before, and 2(α− a+1)+ 2(β− b+1). An application of Stirling’s
Formula then gives a maximum expectation of Eαβ , where Eαβ is bounded
by e√
π
(
2α+2β−2a−2b+4
e
)α+β−a−b+2
e√
π
(
m+n−4l+2
e
)m
2 +
n
2−2l+1
. Comparing to
the previous case,
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Eαβa
α−a+1bβ−b+12(p)l(q)l
a∑
r=0
(p)a−r(q)r
1
r+1 (
a+1
r )(
a
r)
b∑
s=0
(p)b−s(q)s
1
s+1 (
b+1
s )(
b
s)
e√
pi
(m+n−4l+2
e
)
m
2
+n
2
−2l+12(p)l(q)lαβ
α∑
r=0
(p)α−r(q)r
1
r+1 (
α+1
r )(
α
r)
β∑
s=0
(p)β−s(q)s
1
s+1(
β+1
s )(
β
s)
≤
e√
π
(
2α+2β−2a−2b+4
e
)α+β−a−b+2
(h− k)α+β−a−b
(p− α)α−a(p− β)β−b
≤ e√
π
(
4k2
e(p− α)
)α−a(
4k2
e(p− β)
)β−b(
4k2
e
)2
.
Summing over all possible a, b and l,
h−1∑
l=2
α−1∑
a=0
β∑
b=0
e√
π
(
4k2
e(p− α)
)α−a(
4k2
e(p− β)
)β−b(
4k2
e
)2
≤
h−1∑
l=2
64k6
e2
√
π(p− β)
≤ 64k
7
e2
√
π(p− k) .
This completes the proof.
Proof of Lemma 2. The expression for the covariance may be simplified by
finding bounds on each of the three terms in equation (2). Beginning with the
first term,
2hk
(∑h−1
r=0 (p)h−r(q)r+1
1
r+1
(
h
r
)(
h−1
r
))(∑k−1
s=0 (p)k−s−1(q)s
1
s+1
(
k
s
)(
k−1
s
))
= 2hk ((p)hq + S1 + p(q)h) ((p)k−1 + S2 + (q)k−1) ,
where
S1 =
h−2∑
r=1
(p)h−r(q)r+1
1
r + 1
(
h
r
)(
h− 1
r
)
and
S2 =
k−2∑
s=1
(p)k−s−1(q)s
1
s+ 1
(
k
s
)(
k − 1
s
)
.
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If h = 1, then S1 = 0. If h ≥ 2, since qp ≤ 1,
S1 =
h−2∑
r=1
(p)h−r(q)r+1
1
r + 1
(
h
r
)(
h− 1
r
)
≤
h−2∑
r=1
ph−rqr+1
1
r + 1
(
h
r
)(
h− 1
r
)
= ph−1q2
h−2∑
r=1
(
q
p
)r−1
h!
r!(h− r)!
(h− 1)!
(r + 1)!(h− 1− r)!
≤ ph−1q2 1
h
h−2∑
r=1
(
h
h− r
)(
h
r + 1
)
≤ ph−1q2 1
h
(
2h
h+ 1
)
≤ p
h−1q2
h
e(2h)2h+1/2e−2h
2π(h+ 1)h+3/2e−h−1(h− 1)h−1/2e−h+1
≤ 2
2hph−1q2
h3/2
,
(3)
where a quantitative form of Stirling’s approximation (Lemma 6) was used in
the second to last line. That is,
0 ≤ S1 ≤ 2
2hph−1q2
h3/2
;
similarly,
0 ≤ S2 ≤ 2
2kpk−2q
k3/2
.
Then the first term of the covariance in equation (2) is
2hk
(
(p)hq(p)k−1 + (p)hqS2 + (p)h(q)k + (p)k−1S1 + S1S2
+ (q)k−1S1 + (p)k(q)h + p(q)hS2 + p(q)h(q)k−1
) (
1 +O
(
k6
p−h
))
= 2hk((p)hq(p)k−1 + p(q)h(q)k−1) + δh,k,
where
δh,k ≤ 2hk
(
4ph+k−2q222k
k3/2
+
2ph+k−2q222h
h3/2
+
ph+k−3q322h+2k
(k)3/2
)
+O
(
k7hph+k−1q
p− h +
k7hpqh+k−1
p− h +
k7h22h+2kph+k−2q2√
h(p− h)
)
≤ C p
h+k−2q222h+2kk√
h
+ C˜22h+2k
hk7ph+k−1q
p− h .
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When h = k the second term in the covariance formula (2) is zero. When
h < k the second sum in the covariance formula is bounded as follows,
2(k − h)(p)h(q)h
k−h∑
r=0
(p)k−h−r(q)r
1
r + 1
(
k − h+ 1
r
)(
k − h
r
)
≤ 2(k − h)phqh
k−h∑
r=0
pk−h−rqr
1
r + 1
(
k − h+ 1
r
)(
k − h
r
)
= 2(k − h)pkqh
k−h∑
r=0
(
q
p
)r
(k − h+ 1)!
r!(k − h+ 1− r)!
(k − h)!
(r + 1)!(k − h− r)!
≤ 2pkqh k − h
k − h+ 1
k−h∑
r=0
(
k − h+ 1
k − h− r
)(
k − h+ 1
r
)
≤ 2pkqh
(
2(k − h+ 1)
k − h
)
≤ e
2pkqh22(k−h)+5/2
π
.
Therefore, we have
(
2(k − h)(p)h(q)h
k−h∑
r=0
(p)k−h−r(q)r 1r+1
(
k−h+1
r
)(
k−h
r
))(
1 +O
(
k4
p−k+h
))
≤ Cpkqh22(k−h) + C˜ 2
2k−2hk4ph+k−2q2
p− k + h .
For the last term in the covariance formula (2) the sums involved are
bounded similarly to those in the second term:
h−l∑
r=0
(p)h−l−r(q)r
1
r + 1
(
h− l + 1
r
)(
h− l
r
)
≤ e
2ph−l22h−2l+3/2
π(h− l + 1)
and
k−l∑
s=0
(p)k−l−s(q)s
1
s+ 1
(
k − l+ 1
s
)(
k − l
s
)
≤ e
2pk−l22k−2l+3/2
π(k − l + 1) .
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The last term is then bounded as follows:
h−1∑
l=2
2 (h− l) (k − l) (p)l(q)l
×
h−l∑
r=0
(p)h−l−rqr 1r+1
(
h−l
r
)(
h−l−1
r
) k−l∑
s=0
(p)k−l−sqs 1s+1
(
k−l
s
)(
k−l−1
s
)
≤ 2
4e4
π2
h−1∑
l=2
(h− l)(k − l)plql p
h+k−2l22h+2k−4l
(h− l + 1)(k − l + 1)
≤ 2
4e4
π2
22h+2kph+k
h−1∑
l=2
(
q
p
)l
2−4l
≤ 2
4e4
π2
22h+2kph+k−2q2
h−1∑
l=2
1
24l
≤ C22h+2kph+k−2q2.
Therefore,( h−1∑
l=2
2 (h− l) (k − l) (p)l(q)l
×
h−l∑
r=0
(p)h−l−r(q)r 1r+1
(
h−l
r
)(
h−l−1
r
) k−l∑
s=0
(p)k−l−s(q)s 1s+1
(
k−l
s
)(
k−l−1
s
))
×
(
O
(
k7
p− k
))
≤ C22h+2kph+k−2q2 + C˜ 2
2h+2kk7ph+k−2q2
p− k .
Comparing the bounds on each of the three terms completes the lemma.
Appendix
The following theorem gives the limit of the maximum eigenvalues of the sam-
ple covariance matrix.
Lemma 4 (Bai-Silverstein, [2] ) Assume that the entries of {xij} are a
double array of iid random variables with mean zero, variance σ2, and finite
fourth moment. Let Xp = (xij ; i ≤ p, j ≤ q) be the p×q matrix of the upper-left
corner of the double array. Let Sp =
1
pX
T
p Xp. If q/p → y ∈ (0, 1], then, with
probability 1, we have
lim
p→∞
λmax(Sp) = σ
2(1 +
√
y)2.
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For a proof see [2] Theorem 5.11.
As a direct consequence, we get the following,
Lemma 5 Let {pn : n ≥ 1} and {qn : n ≥ 1} be two sequences of positive
integers such that qn ≤ pn. For each n, let Xn = (xij) be a pn × qn matrix
where xij are independent standard Gaussian random variables. If λmax(n)
denotes the largest eigenvalue of the matrix XTnXn, then, with probability 1,
lim sup
n→∞
λmax(n)
pn
≤ 4.
Proof. If pn = qn, the lemma follows immediately from Lemma 4. If pn > qn
and Y is an arbitrary pn× (pn−qn) matrix, then the singular values of Xn are
no more than the singular values of the square matrix (Xn, Y ). The lemma
then follows in general.
The following uniform version of Stirling’s approximation is used in Lemma
2 and Lemma 3.
Lemma 6 For each positive integer n,
√
2πnn+
1
2 e−n ≤ n! ≤ enn+ 12 e−n.
The proof follows from equation (9.15) in [8].
Lemma 7 Let pnqn = o(n) and l =
log pn
log(n/pnqn)
. Then
∑l
j=1
(
Cpnqn
n
)j
1
j con-
verges to 0 as n→∞ for any constant C.
Proof. Since Cpqn → 0,
l∑
j=1
(
Cpq
n
)j
1
j
≤
∞∑
j=1
(
Cpq
n
)j
1
j
= − log
(
1− Cpq
n
)
→ 0,
so that
∑l
j=1
(
Cpq
n
)j
1
j converges to 0 as n→∞ for any constant C.
Lemma 8 Let pnqn = o(n). Set
Kn =
(
2
n
)pnqn/2 qn∏
j=1
Γ ((n− j + 1)/2)
Γ ((n− pn − j + 1)/2) .
Then
log(Kn) = −pnq
2
n
4n
−
l−1∑
k=1
pk+1n qn
2(k + 1)knk
− p
l+1
n qn
2lnl
+ o(1),
as n tends to infinity.
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Proof. Rewriting,
log(Kn) =
pq
2
log
(
2
n
)
+
q∑
j=1
log
(
Γ ((n− j + 1)/2)
Γ ((n− p− j + 1)/2)
)
Lemma 5.1 in [11] gives the following
log(Kn) =
pq
2
log
(
2
n
)
+
q∑
j=1
[
n− j + 1
2
log
(
n− j + 1
2
)
− n− p− j + 1
2
log
(
n− p− j + 1
2
)
− p
2
− p
2(n− p− j + 1) +O
(
p2 + 4
(n− p− j + 1)2
)]
.
Using the fact that pq = o(n) for the last two terms,
log(Kn) =
pq
2
log
(
2
n
)
+
q∑
j=1
[(
n− p− j + 1
2
+
p
2
)
log
(
n− j + 1
2
)
− n− p− j + 1
2
log
(
n− p− j + 1
2
)
− p
2
]
+ o(1)
=
−pq
2
+
pq
2
log
(
2
n
)
+
q∑
j=1
[
n− p− j + 1
2
log
(
n− j + 1
n− p− j + 1
)
+
p
2
log
(
n− j + 1
2
)]
+ o(1).
Bringing pq2 log
(
2
n
)
inside the sum yields
log(Kn) =
−pq
2
+
q∑
j=1
[
n− p− j + 1
2
log
(
n− j + 1
n− p− j + 1
)
+
p
2
log
(
n− j + 1
n
)]
+ o(1).
Rewriting the logarithms
log
(
n− j + 1
n− p− j + 1
)
= log
1 + p(j−1)n(n−p−j+1)
1− pn

= − log
(
1− p
n
)
+ log
(
1 +
p(j − 1)
n(n− p− j + 1)
)
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and
log
(
n− j + 1
n
)
= log
(
1− j − 1
n
)
yields
log(Kn) =
−pq
2
+
q∑
j=1
[
− n− p− j + 1
2
log
(
1− p
n
)
+
n− p− j + 1
2
log
(
1 +
p(j − 1)
n(n− p− j + 1)
)
+
p
2
log
(
1− j − 1
n
)]
+ o(1).
For the first term
− log
(
1− p
n
) q∑
j=1
n− p− j + 1
2
= − log
(
1− p
n
)( (n− p)q
2
− q(q − 1)
4
)
.
By Taylor’s Theorem there exists some ξp ∈ (0, p) such that
− log
(
1− p
n
)
=
l∑
k=1
1
k
( p
n
)k
+
pl+1
(l + 1)(ξp − n)l+1 .
Now ξp = o(n) so the error term in the expansion is(
(n− p)q
2
− q(q − 1)
4
)(
pl+1
(l + 1)(ξp − n)l+1
)
≤ p
l+1(n− p)q
(l + 1)(ξp − n)l+1
≤ Cp
l+1q
(l + 1)(ξp − n)l
= o(1)
by choice of l. (See equation (1) for a similar computation.) The first term is
thus (
(n− p)q
2
− q(q − 1)
4
) l∑
k=1
1
k
( p
n
)k
+ o(1)
=
l∑
k=1
pkq
2knk−1
−
l∑
k=1
pk+1q
2knk
−
l∑
k=1
q2
4k
( p
n
)k
+
l∑
k=1
q
4k
( p
n
)k
+ o(1).
Notice that
l∑
k=2
q2
4k
( p
n
)k
+
l∑
k=1
q
4k
( p
n
)k
≤ 1
2
∞∑
k=1
1
k
(pq
n
)k
= o(1)
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by Lemma 7. Therefore the first term is
pq
2
+
l−1∑
k=1
pk+1q
2(k + 1)nk
−
l∑
k=1
pk+1q
2knk
− pq
2
4n
+ o(1)
=
pq
2
− pq
2
4n
−
l−1∑
k=1
pk+1q
2(k + 1)knk
− p
l+1q
2lnl
+ o(1).
For the second term there exist ξp,j ∈
(
0, p(j−1)n−p−j+1
)
so that
q∑
j=1
n− p− j + 1
2
log
(
1 +
p(j − 1)
n(n− p− j + 1)
)
=
q∑
j=1
n− p− j + 1
2
[ l∑
k=1
(−1)k+1 1
k
(
p(j − 1)
n(n− p− j + 1)
)k
+
pl+1(j − 1)l+1
(l + 1)(n− p− j + 1)l+1(ξp,j − n)l+1
]
.
Notice that
q∑
j=1
pl+1(j − 1)l+1
(l + 1)(n− p− j + 1)l+1(ξp,j − n)l+1 = o(1)
by choice of l. The second term is thus
q∑
j=1
p(j − 1)
2n
+
q∑
j=1
n− p− j + 1
2
l∑
k=2
(−1)k+1 1
k
(
p(j − 1)
n(n− p− j + 1)
)k
+ o(1)
=
pq2
4n
+ o(1).
For the third term, there exist ξj−1 ∈ (0, j − 1) such that
q∑
j=1
p
2
log
(
1− j − 1
n
)
= −
q∑
j=1
p
2
[
l∑
k=1
1
k
(
j − 1
n
)k
+
(j − 1)l+1
(l + 1)(ξj−1 − n)l+1
]
= −
q∑
j=1
p
2
j − 1
n
−
q∑
j=1
p
2
l∑
k=2
1
k
(
j − 1
n
)k
+
p
2
q∑
j=1
(j − 1)l+1
(l + 1)(ξj−1 − n)l+1 .
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Now observe that
q∑
j=1
p
2
l∑
k=2
1
k
(
j − 1
n
)k
≤ pq
2
l∑
k=2
1
k
( q
n
)k
≤ p
2
2
l∑
k=2
1
k
( q
n
)k
≤
l∑
k=2
1
2k
(pq
n
)k
= o(1)
and
p
2
q∑
j=1
(j − 1)l+1
(l + 1)(ξj−1 − n)l+1 ≤
p
2
q∑
j=1
ql+1
(l + 1)(ξj−1 − n)l+1
= o(1).
Thus the third term is
q∑
j=1
p
2
log
(
1− j − 1
n
)
=
−pq2
4n
+ o(1).
Putting everything together,
log(Kn) = −pq
2
4n
−
l−1∑
k=1
pk+1q
2(k + 1)knk
− p
l+1q
2lnl
+ o(1).
Recall that the notation (x)a represents the falling factorial, which is de-
fined by
(x)a = x(x− 1)(x− 2) · · · (x− a+ 1).
Lemma 9 Let {pn : n ≥ 1} and {qn : n ≥ 1} be two sequences of positive
integers such that pnqn = o(n) and qn ≤ pn. For each n, let Xn = (xij) be a
pn×qn matrix where xij are independent standard Gaussian random variables.
Let
Ej = E
[
1
nj
(
pn + qn + 1
2j
tr(XTX)j − 1
2(j + 1)
tr(XTX)j+1
)]
when j ≤ l − 1 and
El = E
[
1
nl
pn + qn + 1
2l
tr(XTX)l
]
.
Then
l∑
j=1
Ej =
pnq
2
n
4n
+
l−1∑
j=1
(pn)jpnqn
2j(j + 1)nj
+
(pn)lpnqn
2lnl
+ o(1).
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Proof. When j = 1,
E1 =
p+ q + 1
2n
pq − p
2q + pq2 − 2pq
4n
=
p2q + pq2
4n
+ o(1),
since pq = o(n). When j = l:
El =
p+ q + 1
2lnl
l−1∑
s=0
(p)l−s(q)s+1
1
s+ 1
(
l
s
)(
l − 1
s
)
=
(p)lpq
2lnl
+ o(1),
by computations similar to equation (3) in Section 3. For 1 < j < l,
Ej = E
[
1
nj
(
p+ q + 1
2j
tr(XTX)j − 1
2(j + 1)
tr(XTX)j+1
)]
=
p+ q + 1
2jnj
E[tr(XTX)j]− 1
2(j + 1)nj
E[tr(XTX)j+1]
=
p+ q + 1
2jnj
(p)jq − 1
2(j + 1)nj
(p)j+1q +
p+ q + 1
2jnj
S1 − 1
2(j + 1)nj
S2,
where
0 ≤ S1 =
j−1∑
s=1
(p)j−s(q)s+1
1
s+ 1
(
j
s
)(
j − 1
s
)
≤ Cp
j−1q222j
j3/2
and
0 ≤ S2 =
j∑
s=1
(p)j+1−s(q)s+1
1
s+ 1
(
j + 1
s
)(
j
s
)
≤ Cp
jq222j+2
(j + 1)3/2
,
by computations similar to equation (3). Therefore
Ej = (p)jq
(
p+ q + 1
2jnj
− p− j
2(j + 1)nj
)
+
p+ q + 1
2jnj
S1 − 1
2(j + 1)nj
S2
=
(p)jpq
2j(j + 1)nj
+Dj,
where
Dj = (p)jq
q + 1 + j2 + qj + j
2j(j + 1)nj
+
p+ q + 1
2jnj
S1 − 1
2(j + 1)nj
S2,
and thus
|Dj | ≤ q + 1 + j
2 + qj + j
2j(j + 1)nj
+
Cpjq222j
j5/2nj
+
Cpjq222j
(j + 1)5/2nj
.
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Summing over 1 < j < l and using Lemma 7,
l−1∑
j=2
Ej =
l−1∑
j=2
(
(p)jpq
2j(j + 1)nj
+Dj
)
=
l−1∑
j=2
(p)jpq
2j(j + 1)nj
+ o(1).
Lemma 10 Let {pn : n ≥ 1} and {qn : n ≥ 1} be two sequences of positive
integers such that pnqn = o(n) and qn ≤ pn. For each n, let Xn = (xij) be a
pn×qn matrix where xij are independent standard Gaussian random variables.
Let
Ej = E
[
1
nj
(
pn + qn + 1
2j
tr(XTX)j − 1
2(j + 1)
tr(XTX)j+1
)]
when j ≤ l − 1 and
El = E
[
1
nl
pn + qn + 1
2l
tr(XTX)l
]
.
Let
Kn =
(
2
n
)pnqn/2 qn∏
j=1
Γ ((n− j + 1)/2)
Γ ((n− pn − j + 1)/2) .
Then log(Kn) + l∑
j=1
Ej
 = o(1).
Proof. By Lemmas 8 and 9,
log(Kn) +
l∑
j=1
Ej
=
l−1∑
j=1
(
(p)jpq
2j(j + 1)nj
− p
j+1q
2j(j + 1)nj
)
+
(p)lpq
2lnl
− p
l+1q
2lnl
+ o(1).
Expanding the falling factorials,
l−1∑
j=1
(
(p)jpq
2j(j + 1)nj
− p
j+1q
2j(j + 1)nj
)
=
l−1∑
j=1
pq2
2j(j + 1)nj
(
(p− 1)(p− 2) · · · (p− l + 1)− pl+1)
= o(1).
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Similarly,
(p)lpq
2lnl
− p
l+1q
2lnl
= o(1).
Acknowledgements The results of this paper are part of a Ph.D. thesis written under
the direction of Elizabeth Meckes; the author very much thanks her for many helpful con-
versations.
References
1. Bai, Z.D.: Methodologies in spectral snalysis of large-dimensional random matrices, a
review. Statist. Sinica. 9, 611-677 (1999)
2. Bai, Z.D. and Silverstein, J.W.: Spectral Analysis of Large Dimensional Random Matri-
ces. Science Press, Beijing (2010)
3. Borel, E.: Introduction ge´ometrique a´ quelques the´ories physiques. Gauthier-Villars,
Paris. (1906)
4. Chatterjee, S. and Meckes, E.: Multivariate normal approximation using exchangeable
pairs. ALEA. 4, 257-283 (2008)
5. Diaconis, P.W., Eaton, M.L. and Lauritzen, S.L.: Finite de Finetti theorems in linear
models and multivariate analysis. Scand. J. Statist. 19, 289-315 (1992)
6. Diaconis, P.W. and Freedman, D.: A dozen de Finetti-style results in search of a theory.
Ann. Inst. H. Poincare Probab. Statist. 23, 397-423 (1987)
7. Eaton, M.L.: Group Invariance Applications in Statistics. IMS, Hayward, CA (1989)
8. Feller, W.: An Introduction to Probability Theory and its Applications. Vol. I. Third
edition. John Wiley & Sons, Inc., New York-London-Sydney (1968)
9. Jiang, T.: How many entries of a typical orthogonal matrix can be approximated by
independent normals? Ann. Probab. 34, 1497-1529 (2006)
10. Jiang, T. and Ma, Y.: Distance between random orthogonal matrices and independent
normals. arXiv:1704.05205, (2017)
11. Jiang, T.and Qi, Y.: Limiting distributions of likelihood ratio tests for high-dimensional
normal distributions. Scandinavian Journal of Statistics. 42(4), 988-1009 (2015)
12. Yin, Y.Q., Bai, Z.D., and Krishnaiah, P.R.: On the limit of the largest eigenvalue of the
large-dimensional sample covariance matrix. Probab. Theory Related Fields. 78, 509-521
(1988)
