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Introducción
El concepto de martingala fue incorporado a la teoría de la probabilidad por Paul
Levy(matemático frances,1886-1971), y parte de su desarrollo inicial fue realizado por
Joseph Doob(matemático americano, 1910-2004), cuya motivación fue demostrar la
inexistencia de estrategias de juegos infalibles.
Una martingala es un modelo matemático para una secuencia de apuestas justas que
ha encontrado muchas aplicaciones en la probabilidad teórica y aplicada.
Actualmente, encontramos muchos problemas de caminatas aleatorias que son resuelto
a través de las martingalas entre estos tenemos, la dinámica de juego de la Ruleta Ame-
ricana, la predicción en los resultados electorales, optimización del interés de retorno
en una inversión y múltiples aplicaciones en la economía
Este trabajo está compuesto de cinco capítulos. En el primero de ellos se da una breve
introducción de algunos resultados fundamentales de la teoría de probabilidad, dando
un mayor énfasis en el concepto de esperanza de una variable aleatoria y convergencia de
sucesiones de variables aleatorias. Durante el segundo capítulo se presenta el concepto
de Esperanza Condicional y sus propiedades que son de gran ayuda en el entendimiento
de la definición de martingala. En el tercer capítulo se da el concepto de martingala
con respecto a una filtración definida y se presenta el teorema de parada opcional de
Doob, que es uno de los resultados más importantes en el estudio de la teoría de las
martingalas
En el cuarto capítulo, se presentan tres aplicaciones que involucran caminatas aleatorias,
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algunos conceptos dados en los capítulos 1, 2 y 3. Además se muestra la forma en que
las martingalas y sus propiedades ayudan a resolver tales problemas de manera teórica.
Finalmente, se concluye en el quinto capítulo dando una explicación de los resultados
obtenidos en cada uno de los problemas.
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Capítulo 1
Probabilidad y Medida
1.1. Espacio de probabilidad
Definición 1.1.1. σ-álgebra sobre Omega. Sea Ω un conjunto no vacio y F una
colección de subconjuntos de Ω. Se dice que F es una σ-álgebra sobre Ω si y sólo si
satisfacen las siguientes condiciones:
a. Ω ∈ F .
b. Si A1, A2, . . . , ∈ F , entonces
∞⋃
n=1
Fn esta en F .
c. Si A ∈ F , entonces Ac ∈ F .
Además, a la pareja (Ω,F) se le llama espacio medible y a los elementos de F se les
llama conjuntos medibles.
Ejemplo 1.1.1. En este ejemplo se construirá el espacio muestral obtenido al lanzar
una moneda tres veces y algunas de las σ-álgebra que se forman con respecto a ese
espacio muestral.
Solución
Denotaremos por: C=cara y S=sello, entonces el espacio muestral queda de la siguiente
manera:
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Ω = {CCC,CCS,CSC,CSS, SCC, SCS, SSC, SSS} .
Ahora, definiremos algunas posibles σ-álgebra de subconjuntos del conjunto Ω.
F0 = {∅,Ω} ,
F1 = {∅,Ω, {CCC,CCS,CSC,CSS}, {SCC, SCS, SSC, SSS}} ,
F2 =

∅,Ω, {CCC,CCS}, {CSC,CSS}, {SCC, SCS}, {SSC, SSS},
{CCC,CCS} ∪ {SCC, SCS}, {CCC,CCS} ∪ {SSC, SSS},
{CSC,CSS} ∪ {SCC, SCS}, {CSC,CSS} ∪ {SSC, SSS},
{CCC,CCS}c, {CSC,CSS}c, {SCC, SCS}c, {SSC, SSS}c

F3 = ℘(Ω), donde ℘(Ω) es el conjunto de todos los subconjuntos de Ω.
Para simplificar un poco la notación, definiremos
AC = {CCC,CCS,CSC,CSS} = {C en el primer lanzamiento}
AS = {SCC, SCS, SSC, SSS} = {S en el primer lanzamiento}.
De tal forma que
F1 = {∅,Ω, AC , AS},
y definamos
ACC = {CCC,CCS} = {CC en los primeros dos lanzamientos}
ACS = {CSC,CSS} = {CS en los primeros dos lanzamientos}
ASC = {SCC, SCS} = {SC en los primeros dos lanzamientos}
ASS = {SSC, SSS} = {SS en los primeros dos lanzamientos}.
De tal forma que
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F2 = {∅,Ω, ACC , ACS, ASC , ASS, AC , AS, ACC ∪ ASC , ACC ∪ ASS, ACS ∪ ASC , ACS ∪
ASS, A
c
CC , A
c
CS, A
c
SC , A
c
SS}.
Una σ-álgebra es interpretada como el registro de información. En el ejemplo anterior,
una moneda es lanzada tres veces y no se conoce resultado, pero estamos informados si
el resultado está o no en cada conjunto de F1 . Por ejemplo, se informará que el resultado
no está en ∅, pero está en Ω. Además, se podría decir que el resultado no está en AC ,
pero está en AS. De hecho, se nos informa que el primer lanzamiento fue una S, y nada
más. Por está razón decimos que la σ-álgebra F1 contiene la información del primer
lanzamiento, el cual es llamada ”información hasta el tiempo 1”. Similarmente, F2,
contiene la información de los primeros 2 lanzamientos, el cual es la ”información hasta
el tiempo 2”. La σ-álgebra F3, contiene toda la información acerca de los 3 lanzamientos.
El concepto de σ-álgebra será utilizado a lo largo de todo este documento.
Proposición 1.1.1. σ-álgebra generada La intersección arbitraria de σ-álgebras de
partes de un conjunto Ω es una σ-álgebra en Ω. Así, si C es una familia de partes de
Ω, existe la más pequeña σ-álgebra que contiene a C, entonces se le llama σ-álgebra
engendrada por C y se denota por σ(C).
Definición 1.1.2. Espacio de probabilidad Sea (Ω,F) un espacio medible. Una
función con dominio F y con valores en los reales extendidos R+∪{∞} se llama medida
sobre (Ω, F) si se verifica que:
a. µ(A) ≥ 0 para todo A∈F .
b. µ(φ)=0.
c. µ
( ∞⋃
n=1
An
)
=
∑∞
n=1 µ(An), para toda sucesión A1, A2, . . . de conjuntos en F dis-
yuntos. Además, el número µ(A) se le llama medida de A.
d. µ(Ω)=1, entonces la funcion µ = P se le llama medida de probabilidad (Ω, A) y
a la tripla (Ω,F , P ) se le llama espacio de probabilidad.
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1.2. Variable aleatoria
Definición 1.2.1. Variable aleatoria. Sean (Ω,F ,P ), un espacio de probabilidad y
(Ω˜, F˜) un espacio de medida. Una F -variable aleatoria es una aplicación X : Ω → Ω˜
tal que, para todo A˜∈F˜ se tiene que X−1(A˜) ∈F . Si (Ω˜, F˜)=(R,B(R)), donde B(R) es
la σ-álgebra de Borel , entonces, se dice que X es una variable aleatoria real.
Ejemplo 1.2.1. Sean Ω = {1, 2, 3}, F={φ, {1}, {2, 3},Ω}, P una medida de proba-
bilidad arbitraria definida sobre F . Supóngase que (Ω˜, F˜) es un espacio medible con
Ω˜ = {a, b} y F˜=P(Ω˜). La aplicación X : Ω→ Ω˜ dada por:
X(ω) =
 a si ω = 1b si ω = 2 o ω = 3.
Es una variable aleatoria, pues:
X−1(φ) = φ, X−1({a}) = {1}, X−1({b}) = {2, 3}, X−1(Ω˜) = Ω.
En tanto que, la aplicación Y : Ω→ Ω˜ dada por:
Y (ω) =
 a si ω = 2b si ω = 1 o ω = 3,
no es una una F -variable aleatoria, pues:
Y −1({a}) = {2} /∈ F .
Si se toma como σ-álgebra en Ω˜, a F˜ = {φ, {2}, {1, 3},Ω}, se tiene que Y es una
F -variable aleatoria, ya que Y −1{a} ∈ F y Y −1{b} ∈ F .
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1.3. Esperanza de variable aleatoria
En está sección se dará la definición general de la esperanza de una variable aleatoria
X : Ω→ R. Alguno de los símbolos frecuentemente utilizados para denotar la esperanza
son:
E[X],
∫
Ω
X dP,
∫
Ω
X(ω) dP (ω),
∫
Ω
X(ω)Pd(ω)
En la literatura se puede encontrar otros nombres para la esperanza de una variable
aleatoria X, tales como valor esperado, media, promedio de X. En términos de medida,
es la integral de X (sobre Ω) con respecto a la medida P .
Definición 1.3.1. Funcion Indicadora Sea A un evento (A ∈ F) y
X = IA,
la función indicadora de A, significa que
IA(ω) =
1 si ω ∈ A0 si ω ∈ Ac
Se deduce que X es una variable aleatoria de Bernoulli y
IA(ω) =
1 con probabilidad P (A)0 con probabilidad 1− P (A)
Por lo tanto, su esperanza debe se P (A). Por eso
E[X] =
∫
Ω
IA dP =
∫
Ω
dP = P (A) (1.1)
Definición 1.3.2. Variable aleatoria simple Una variable aleatoria es simple si es
una combinación finita de funciones indicadoras y toma un número finito de valores.
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Así, si X es simple, entonces puede ser escrita como
X =
m∑
j=1
cjIEj , (1.2)
donde Ej ∈ F y cj ∈ R para algún j = 1, . . . ,m. Ya que la esperanza tiene que ser una
operación lineal, se puede utilizar la ecuación (1.1) y la definición (1.3.1) y se obtiene
E[X] =
∫
Ω
X dP =
m∑
j=1
cj
∫
Ω
IAj dP =
m∑
j=1
cjP (Ej). (1.3)
Sin embargo, a fin que E[X] sea significativo (bien definido), necesitamos estar seguros
que es independiente de la representación de X ; es decir, si
X =
k∑
j=1
bjIBj ,
es cualquier otra forma de expresar X, entonces
m∑
j=1
cjIEj =
k∑
j=1
bjIBj ,
Definición 1.3.3. Si X es una variable aleatoria tal que X(ω), para todo ω ∈ Ω, se
define
E[X] =
∫
Ω
X dP := sup
{∫
Ω
Y dP : es simple y 0 ≤ Y ≤ X
}
(1.4)
Esta definición tiene sentido aun si X : Ω → [0,∞). Si P (X = ∞) > 0, entonces,
claramente, E[X] = ∞. Pero tambien puede suceder que E[X] = ∞ aun cuando
X <∞ c.s. Con el objetivo de entender la definición anterior un poco más, se introduce
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la siguiente sucesión de variables aleatorias simples
Xn =
n2n∑
i=0
(
k
2n
)
IEn,k , (1.5)
donde, para cada n = 1, 2, 3 . . . , la sucesión de los En,k son los eventos
En,k =
{
ω ∈ Ω : k
2n
≤ X(ω) < k + 1
2n
}
, 0 ≤ k ≤ n2n,
es decir; la sucesión En,k define una partición Pn del rango de X, hasta el nivel de la
sucesión En,k. La razón de utilizar fracciones binarias como puntos de la partición es
garantizar que Pn+1 es un refinamiento (y extensión) de Pn y por lo tanto
Xn ≤ Xn+1
Se observa la ecuación (1.3) implica que
E[Xn] =
∫
Ω
XndP =
n2n∑
i=0
(
k
2n
)
P (En,k) =
n2n∑
i=0
(
k
2n
)
P
{
k
2n
≤ X < k + 1
2n
}
. (1.6)
Además,
E[Xn] ≤ E[Xn+1],
lo cual implica que
sup
n→∞
E[Xn] = lim
n→∞
E[Xn].
El siguienteteorema da una manera más precisa de definir E[X].
Teorema 1.3.1. Sea X ≥ 0 una variable aleatoria finita c.s, y Xn es definida igual a
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(1.5). Entonces
E[Xn] =
∫
Ω
XndP = lim
n→∞
E[Xn] = lim
n→∞
n2n∑
i=0
(
k
2n
)
P
{
k
2n
≤ X < k + 1
2n
}
,
donde E[X] es la esperanza de X, como se definió en (1.4).
Definición 1.3.4. Si X : Ω→ R es una variable aleatoria arbitraria, se define a
X+ = max(X, 0) y X− = min(0,−X).
Observemos que X = X+ − X−, entonces el E[X] = E[X+] − E[X−]. Esto está bien
definido aun si uno de ellos E[X+] o E[X−] es igual a ∞, pero si ambos son infinitos
el E[X] no está definido ya que ∞−∞ es una forma indeterminada.
Ejemplo 1.3.1. Suponga que A1, A2, A3 son eventos disyuntos tal que
Ω = A1 ∪ A2 ∪ A3.
Defina la variable aleatoria de la siguiente manera:
X(ω) =

−5 si ω ∈ A1
6 si ω ∈ A2
10 si ω ∈ A3.
Ahora, se calcula el valor esperado de X de la variable aleatoria, de acuerdo a la
definición (1.3.4).
∫
Ω
X(ω) dP = E[X] = −5P (A1) + 6P (A2) + 10P (A3).
Teorema 1.3.2. Sean X e Y variables aleatorias.
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1. Si X e Y son integrables, entonces, aX + bY es integrable y
E[(aX + bY )] = aE[X] + bE[Y ],
donde a, b ∈ R.
2. |E[X]| ≤ E[|X|]
3. Si X ≥ Y , entonces E[X] ≥ E[Y ].
4. Si X ≥ 0 y E[X] = 0, entonces X = 0 c.s
5. Si |X| ≤ Y , y Y es integrable, entonces X es también integrable.
En [2] se puede ver la demostración de los teoremas anteriores.
1.4. Convergencia de sucesiónes de variables
aleatorias
Definición 1.4.1. Convergencia casi segura. Una sucesión de variables aleatorias,
{Xn}, converge con probabilidad 1, o de forma casi segura, a una variable aleatoria X
cuando se cumple que:
P ( l´ım
n→∞
Xn = X) = 1.
Definición 1.4.2. Convergencia segura. La convergencia segura de una sucesión
de variables aleatorias, se da cuando
l´ım
n→∞
Xn(ω) = X(ω).
Para todo ω ∈ Ω.
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Definición 1.4.3. Convergencia en distribución. Una sucesión de variables alea-
torias, {Xn} converge en ley o en distribución a una variable aleatoria X, con función
de distribución F (x) si
l´ım
n→∞
Fn(x) = F (x)
para todo x en la que F (x) es continua.
Definición 1.4.4. Convergencia en media. Se dice que la sucesión {Xn} converge
en media de orden r y se escribe
{Xn} r−→ X, si
l´ım
n→∞
E(|Xn −X|r) = 0.
Se dirá que {Xn} converge en media cuadrática en el caso que r = 2.
Definición 1.4.5. Convergencia en probabilidad. Se dice que la sucesión {Xn}
converge en probabilidad a la variable X y se escribe {Xn} P−→ X, si para todo valor
positivo  sucede que:
l´ım
n→∞
P (|Xn −X| > ε) = 0.
Teorema 1.4.1. Tchebychev Sea X una variable aleatoria con esperanza. Entonces,
para todo valor numérico positivo k > 0.
P (|X − E(X)| ≥ k) < V (X)
k2
.
En otras palabras, la desigualdad de Chebyshev nos dice que la varianza es una medida
de disperción de los valores de X alrededor de su valor esperado. En [6] se puede ver la
demostración.
Ejemplo 1.4.1. Sea {Xn}n∈N una sucesión de variables aleatorias, independientes con
distribución uniforme en el intervalo (0, a). Muestre que
{Zn} P−→ a, donde {Zn} = 2
n
∑n
i=1Xi.
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Solución
Demostrar que {Zn} P−→ a es equivalente a demostrar que para todo  > 0 sucede que:
l´ım
n→∞
P (|Xn − a| > ε) = 0.
Primero, se demostrará la esperanza de Zn, para luego hacer uso del teorama de Tcheby-
chev
E(Zn) = E
(
2
n
n∑
i=1
Xi
)
=
2
n
E
(
n∑
i=1
Xi
)
=
2
n
n∑
i=1
a
2
=
2
n
n
a
2
= a,
ya que Xi se encuentra uniformemente distrbuido en (0, a)
E(Xi) =
(0 + a)
2
=
a
2
.
Ahora, aplicando el teorema de Tchebychev
P (|Xn − a| > ε) = P (|Xn − E(Zn)| > ε) ≤ V (Zn)
ε2
.
Luego, se cálcula la varianza.
V (Zn) = V
(
2
n
n∑
i=1
Xi
)
=
4
n2
V
(
n∑
i=1
Xi
)
=
4
n2
n∑
i=1
a2
12
=
4
n2
n
a2
12
=
a2
3n
,
ya que X1, X2, . . . , Xn son variables aleatorias independientes y uniformemente distri-
buidas en (0, a) .
Por tanto
0 ≤ l´ım
n→∞
P (|Xn − a| > ε) ≤ l´ım
n→∞
a2
3nε2
= 0,
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lo que demuestra que:
l´ım
n→∞
P (|Xn − a| > ε) = 0.
Ejemplo 1.4.2. Sea {Xn}n∈N una sucesión de variables aleatoria , donde
Pr(Xn) =

1− 1
n
si Xn = a
1
n
si Xn = a+ bn .
Estudiar si {Xn} 2−→ a
Solución
Se estudiará si {Xn} 2−→ a; es decir, si l´ım
n→∞
E ((Xn − a)2) = 0.
Partiendo del lado derecho de la igualdad tenemos que:
l´ım
n→∞
E ((Xn − a)2) = l´ım
n→∞
E (X2n − aXn + a2) .
Luego al calcular cada uno de los valores esperados
E(Xn) = aP (Xn = a) + (a+ nb)P (Xn = a+ nb)
= a(1− 1
n
) + (a+ nb)
1
n
= a+ b.
E(X2n) = a
2P (Xn = a) + (a+ nb)
2P (Xn = a+ nb)
= a2(1− 1
n
) + (a+ nb)2
1
n
= a2 − 2ab+ nb2.
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Por consiguiente,
l´ım
n→∞
E
(
X2n − aXn + a2
)
= l´ım
n→∞
(a2 + 2ab+ nb2 − 2a(a+ b) + a2)
= l´ım
n→∞
nb2 =∞.
Por tanto Xn no converge en media cuadrática a a.
Ejemplo 1.4.3. Sea {Xn}n∈N una sucesión de variables aleatoria, donde
Xn = A
(
1− 1
n
)
,
y A es una variable aleatoria uniformemente distribuida en (0, 1). Demostrar que
{Xn} 2−→ A.
Solución
Se demostrará que:
l´ım
n→∞
E
(
A
(
1− 1
n
)
− A
)2
= 0.
Ahora, calcular el límite
l´ım
n→∞
E
(
A
(
1− 1
n
)
− A
)2
= l´ım
n→∞
E
(
A2
n2
)
= l´ım
n→∞
1
n2
E
(
A2
)
.
Ya que A es una variable aleatoria uniformemente distribuida en (0, 1) se tiene que:
E
(
A2
)
=
∫ 1
0
A2 dA =
1
3
,
entonces
l´ım
n→∞
1
n2
E
(
A2
)
= l´ım
n→∞
1
3n
= 0.
Por lo tanto {Xn} converge en media cuadrática.
17
CAPÍTULO 1. PROBABILIDAD Y MEDIDA
Ejemplo 1.4.4. Sea Ω = [0, 1] un espacio de probabilidad con distribución de proba-
bilidad uniforme. Al definir las variables aleatorias Xn(s) = s+ sn y X(s) = s.
Se demostrará que:
P
(
l´ım
n→∞
Xn(s)
)
= X(s) = 1.
Solución
Observe que para cada s ∈ [0, 1), sn → 0 como n → ∞ y Xn(s) → s = X(s). Sin
embargo, Xn(1) = 2 para cada n, así Xn(1) no converge a 1 = X(1). Pero como la
convergencia ocurre en el conjunto [0, 1) y P ([0, 1)) = 1, Xn converge a X casi segura.
Teorema 1.4.2. Teorema de Convergencia Monótona Suponga que {Xn} es una
sucesión de variables aleatorias con 0 ≤ X1(ω) ≤ X2(ω) ≤ ... y
X(ω) = l´ım
n→∞
Xn(ω),
entonces
l´ım
n→∞
E [Xn(ω)] = E [X(ω)] .
Demostración
Como 0 ≤ Xn ≤ X, entonces 0 ≤ E[Xn] ≤ E[X]. Por lo tanto
l´ım
n→∞
E[Xn] ≤ E[X].
Ahora resta mostrar la desigualdad contraria. Primero se aproxima a X de la siguiente
forma. Sea  > 0 arbitrario y para cada k ≥ 0, definimos el evento
Ak = (k ≤ X < (k + 1)).
Esta es una colección de eventos disjuntos dos a dos, cuya unión es Ω. Se define ahora
la variable aleatoria discreta aproximadamente
18
CAPÍTULO 1. PROBABILIDAD Y MEDIDA
Y (ω) = k si k ≤ X(ω) < (k + 1).
Observe que Y aproxima a X de la forma: Y ≤ X < Y +  o bien X −  < Y ≤ X Por
lo tanto,
E[X]−  ≤ E[Y ] ≤ E[X]
para cada número n define el evento Bn = {Xn ≥ Y }. Por lo tanto, para k fijo.
Ak ∩ Bn ↗ Ak cuando n → ∞, entonces P (Ak ∩ Bn) ↗ P (Ak). Ahora considere la
variable aleatoria discreta Y IBn dada por:
X(ω) =

Y (ω) si ω ∈ Bn
0 si ω /∈ Bnc.
Entonces 0 ≤ Y IBn ≤ Xn, y por lo tanto 0 ≤ E[Y IBn ] ≤ E[Xn].
Luego
l´ım
n→∞
E[Xn] ≥ l´ım
n→∞
E[Y In]
= l´ım
n→∞
∞∑
k=0
E[YnI(Bn∩Ak)]
= l´ım
n→∞
∞∑
k=0
kP (Bn ∩ Ak)
≥ l´ım
n→∞
m∑
k=0
kP (Bn ∩ Ak)
=
m∑
k=0
kP (Ak).
Como la desigualdad es valida para cualquier m ≥ 0, se tiene
l´ım
n→∞
E[Xn] ≥
∑m
k=0 kP (Ak) = E[Y ] ≥ E[X]− .
Dado que  > 0 es arbitrario, se concluye que
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l´ım
n→∞
E[Xn] ≥ E[Xn].
Ejemplo 1.4.5. Sea Ω = [0, 1] el espacio muestral y P = dt longitud generalizada de
Lebesgue. Defina
Xn(t) = t− cos(t
3)
1 + 3n2
, t ∈ Ω, donde t ∈ Ω.
Hallar
l´ım
n→∞
∫ 1
0
[
t− cos(t
3)
1 + 3n2
]
dt.
Solución
Note que para
n = 1 X1(t) = t− cos(t
3)
4
n = 2 X2(t) = t− cos(t
3)
13
n = 3 X3(t) = t− cos(t
3)
28
.
Se observa que {Xn(t)}n∈N es una sucesión creciente en el intervalo [0, 1] , ya que
t− cos(t
3)
4
≤ t− cos(t
3)
13
≤ t− cos(t
3)
28
≤ · · · ≤ t− cos(t
3)
1 + 3n2
Para hallar el
l´ım
n→∞
(
t− cos(t
3)
1 + 3n2
)
,
se observa que
− 1
1 + 3n2
≤ cos(t
3)
1 + 3n2
≤ 1
1 + 3n2
Al hallar el límite, por el teorema de estricción
l´ım
n→∞
cos(t3)
1 + 3n2
= 0.
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Por lo tanto
l´ım
n→∞
(
t− cos(t
3)
1 + 3n2
)
= t
Entonces, se puede utilizar el teorema de convergencia monótona para calcula la integral
de la siguiente forma:
l´ım
n→∞
∫ 1
0
[
t− cos(t
3)
1 + 3n2
]
dt =
∫ 1
0
t dt =
1
2
.
Teorema 1.4.3. Teorema de Convergencia Dominada Sea {Xn}n∈N una sucesión
de variables aleatorias tales que
X(ω) = l´ım
n→∞
Xn(ω).
Suponga que existe una variable aleatoria fija Y (ω) tal que |Xn(ω)| ≤ Y (ω) para todo
n ≥ 1. Entonces,
l´ım
n→∞
E [Xn(ω)] = E [X(ω)] .
Demostración
Sea Yn = inf{Xn, Xn+1 . . . }, entonces Yn ↗ Y cuando n→∞. Por lo tanto (Yn+Y )↗
(X+Y ), donde Yn+Y ≥ 0, pues como −Xn ≤ Y , entonces Xn ≥ −Y para todo n, y por
lo tanto Yn ≥ −Y por el teorema de convergencia monótona, E[Yn + Y ]↗ E[X + Y ],
de donde se obtiene
E[Yn]↗ E[X].
Sea ahora Zn = sup{Xn, Xn+1, . . .}, entonces Zn ↘ X cuando n → ∞. Por lo tanto
(Y − Zn) ↗ (Y − X), donde Y − Zn ≥ 0, pues como Xn ≤ Y para toda n, entonces
Zn ≤ Y . Por el teorema de convergencia monótona, E[Y −Zn]↗ E[Y −X]. De donde
se obtiene
E[Zn]↘ E[X].
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Ahora observe que Yn ≤ Xn ≤ Zn. Por lo tanto E[Yn] ≤ E[Xn] ≤ E[Zn], al hacer tender
n al finito se obtiene el resultado.
Ejemplo 1.4.6. Sea Ω = [0, 1] el espacio muestral y P = dt longitud generalizada de
Lebesgue. Sea
Xn(t) = 1− sin(nt)
n
.
Hallar
l´ım
n→∞
∫ 1
0
[
1− sin(nt)
n
]
dt.
Solución
Primero se hallará el
l´ım
n→∞
(
1− sin(nt)
n
)
.
Por el teorema de estricción se tiene que
l´ım
n→∞
(
1− sin(nt)
n
)
= 1.
Por lo tanto
l´ım
n→∞
(
1− sin(nt)
n
)
= 1.
Además
|Xn(t)| =
∣∣∣∣1− sin(nt)n
∣∣∣∣ ≤ 1 + ∣∣∣∣sin(nt)n
∣∣∣∣ ≤ 1 + 1 = 2 = Y (ω) para todo n ≥ 1.
Entonces, podemos utilizar el teorema de Convergencia Dominada de la siguiente forma:
l´ım
n→∞
∫ 1
0
[
1− sin(nt)
n
]
dt =
∫ 1
0
1 dt = 1.
Los dos teoremas anteriores son herramientas fuertes en la teoría de probabilidad. En
particular se usarán en la solución de los problemas planteados en el capítulo 4.
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Esperanza Condicional
2.1. Esperanza condicional de una variable aleatoria
La herramienta matemática para estudiar las martingalas es la noción de esperanza
condicional y sus propiedades. La esperanza condicional de una variable aleatoria es el
valor medio con respecto a una probabilidad modificada después de tener incorporada
alguna información a priori. El más simple caso corresponde al condicionamiento con
respecto a un evento B ∈ F . En este caso, la esperanza condicional es el valor espera-
do calculado en el espacio de probabilidad modificado (Ω,F , P (./B)). Sin embargo, en
general, la información no puede ser descrita facilmente.
Asumiendo que conocemos sobre algunos eventos B1, B2 . . . , Bn, nosotros también co-
nocemos aquellos que pueden ser derivados de ellos, como uniones intersecciones y
complementos, esto explica la elección de una σ-álgebra para tener información cono-
cida y manipularla.
Denotamos por G una σ-álgebra arbitraria incluida en F y por X una variable aleato-
ria con esperanza finita. Nuestro objetivo final en esta sección es dar la definición de
esperanza condicional de X dado G.
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Esperanza Condicional dado un evento
Dado B ∈ F tal que P (B) 6= 0. La esperanza condicional X dado B es el número real
conocido por la formula.
E[X|B] = 1
P (B)
E[IBX]. (2.1)
Inmediatamente sigue que:
• E[X | Ω] = E[X].
• E[IA | B] = P (A | B).
Con la definición (2.1), la esperanza condicional coincide con la esperanza con respecto a
la probabilidad condicional P (./B). Verificaremos este hecho con una variable aleatoria
discreta X =
∑∞
i=1 xiIAi , donde Ai = {X = xi}.
E[X | B] =
∑
i
xiP (X = xi | B) = 1
P (B)
∑
i
xiP ({X = xi} ∩B)
=
1
P (B)
∑
i
xiE[I{X=xi}IB] =
1
P (B)
E
[(∑
i
xiI{X=xi}
)
IB
]
=
1
P (B)
E[XIB].
Esperanza Condicional dado una variable aleatoria discreta.
Definamos Y =
∑∞
i=1 yiIAi , donde Ai = {Y = yi}, la esperanza condicional de X dado
Y es la variable aleatoria definida por:
E[X | Y ] =
∞∑
i=1
E[X | Y = yi]IAi . (2.2)
Note que, conocer Y significa conocer todos los eventos que pueden ser descritos en
términos de Y . Ya que Y es discreta, ellos pueden ser descritos en términos de eventos
básicos {Y = yi}. Esto explica la formula (2.2).
Las siguientes propiedades también se cumplen
a) E[E[X | Y ]] = E[X].
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b) Si las variables aleatorias X e Y son independientes, entonces
E[X | Y ] = E[X].
Para la demostración de la propiedad (a), notemos que E[X | Y ] es una variable
aleatoria discreta
E[E[X | Y ]] =
∞∑
i=1
E[X | Y = yi]P (Y = yi)
= E
[
X
∞∑
i=1
I{Y=yi}
]
= E[X].
Ahora, se demostrará la propiedad (b), dado que X e Y son variables aleatorias inde-
pendientes, entonces
E[X | Y ] =
∞∑
i=1
E[XI{Y=yi}]
P (Y = yi)
IAi
=
∞∑
i=1
E[X]IAi = E[X].
Teorema 2.1.1. Sean X y Y variables aleatorias, entonces:
1.) La variable aleatoria Z := E(X | Y ) es σ(Y )-medible; es decir, para cualquier
conjunto B ∈ B, Z−1(B) ∈ σ.
2.) Para cualquier A ∈ σ(Y ), E[IAE[X | Y ]] = E[IAX].
Demostración
Para demostrar la primera parte, tomamos a ci = E[X | {Y = yi}] y tomando B ∈ B.
Entonces
Z−1(B) = ∪i:ci∈B{Y = yi} ∈ σ(Y ).
Probando así, la primera parte.
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Para probar la segunda parte, es suficiente tomar A = {Y = yk}. En este caso
E
[
I{Y=yk}E[X | Y ]
]
= E
[
I{Y=yk}E[X | Y = yi]
]
= E
[
I{Y=yk}
E[XIk]
P (Y = yk)
]
= E[XI{Y=yk}].
Esperanza condicional dado una σ-álgebra
Definición 2.1.1. La esperanza condicional de X dado G es una variable aleatoria Z
que satisface las siguientes propiedades:
1.) Z es G-medible; es decir, para cualquier conjunto de Borel B ∈ B,
Z−1(B) ∈ G
2.) Para cualquier G ∈ G,
E[ZIG] = E[XIG].
Se denota la esperanza condicional E[X | Y ] por la variable Z. Note que la esperanza
condicional no es un número sino una variable aleatoria. No hay nada extraño en esto,
ya que la esperanza depende de las observaciones. La condición (1), dice que los eventos
que pueden ser descritos por medio de E[X | Y ] que están en G. Mientras la condición
(2), dice que en los eventos en G, las variables aleatorias X y E[X | Y ] tiene el mismo
valor.
Ejemplo 2.1.1. Sea (Ω,B, P ) = ([0, 1],B(0, 1), λ). Calculemos el E[Y | σ(X)] para
Y (ω) = 2ω2, X(ω) = 2I[0, 1
2
)(ω)+ωI[ 1
2
,1](ω).
Solución
Puesto que E[Y | σ(X)] es σ(X)-medible, existe una función boreliana f(X) tal que
E[Y | σ(X)] = f(X), esto es,
E[Y | σ(X)] = f(2)I[0, 1
2
)(ω) + f(ω)I[ 1
2
,1](ω)
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Como para todo G ∈ σ(X),
E [E[Y | σ(X)]IG] = E [Y IG],
tomando, G = X−1({2}) = [0, 1
2
] se obtiene
1
12
= E
[
2ω2I[0, 1
2
)
]
= E
[
Y I[0, 1
2
)
]
= E
[
E[Y | σ(X)]I[0, 1
2
)
]
= E
[
f(2)I[0, 1
2
)
]
=
1
2
f(2).
De aquí que f(2) =
1
6
. Por otra parte para cualquier conjunto de Borel B ⊆
[
1
2
, 1
]
se
verifica X−1(B) = B, y por lo tanto
1
12
= E [2ω2IB] = E [Y IB] = E [E[Y | σ(X)]IB] = E [f(ω)IB] .
De aquí que si ω ∈ [0, 1
2
], entonces f(ω) = 2ω2.
Resumiendo,
E[Y | σ(X)] = 1
6
I[0, 1
2
)(ω) + 2ω
2I[ 1
2
,1](ω).
Teorema 2.1.2. ( Propiedades de la esperanza condicional de una variable aleatoria
dado una σ-álgebra)
Dado (Ω,F , P ) un espacio de probabilidad, X una variable aleatoria integrable y G ⊂ F
se cumplen las siguientes propiedades:
i) E[aX + bY |G] = aE[X|G] + bE[Y |G] c.s.
ii) E[E[X|G]] = E[X] c.s.
iii) Si X es independiente de G, entonces E[X|G] = E[X] c.s.
iv) Si G es otra σ-álgebra tal que G1 ⊂ G, entonces,
E[E[X|G]|G1] = E[X|G1] = E[E[X|G1]|G] c.s.
Demostración
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i) aE[X|G] + bE[Y |G] es G-medible. Además, para algún A ∈ G. Entonces
E [(aX + bY |G) IA] = aE[E[X|G]IA] + bE[E[X|G]IB]
= aE[XIA] + bE[Y IB]
= E[(aX + bY )IA]
ii) Por definición de valor esperado, se tiene que E[E[X|G]IA] = E[XIA] para todo
A ∈ G. Tomando a A = Ω.
iii) Una variable aleatoria constante es G-medible con respect a cada σ-álgebra, así
E[X] es G-medible. Además, para todo A ∈ G, tenemos
E[XIA] = E[X]E[IA] = E[E[X]IA].
iv) El lado derecho de la igualdad se cumple ya que E[X|G1] es G1-medible, por lo
tanto es G-medible. Para demostrar el lado izquierdo de la igualdad. Dado A ∈ G1,
ya que A está tambien en G,
E[E[E[X|G]|G1]IA]] = E[E[X|G1IA]] = E[E[E[X|G1]|GIA]].
Como ambos son G1-medible, la igualdad continua.
Ejemplo 2.1.2. Un dado equilibarado es lanzado. Tu ganas un monto X que es igual al
resultado ω, pero sólo si cae un número par; es decir, X(ω) = ωI{2,4,6}(ω). Supongamos
que conocemos el resultado sólo si el número es par o impar. Encontrar la ganancia
esperada.
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Solución
Sea G˜ = σ({2, 4, 6}, {1, 3, 5}), Z := E(X | G˜).
cP = E(X | {2, 4, 6}) = E[X; {2, 4, 6}]
P ({2, 4, 6})
=
1/6(2 + 4 + 6)
3/6
= 4,
y
cI = E(X | {1, 3, 5}) = E[X; {1, 3, 5}]
P ({1, 3, 5})
=
1/6(0 + 0 + 0)
3/6
= 0.
Por definición, se tiene que
Z := cP{2, 4, 6}+ cI{1, 3, 5}.
Asi,
E(X | G˜)(ω) =
 4 si ω es par0 si ω es impar.
Proposición 2.1.1. Sea X una variable aleatoria con esperanza finita, y sean A y B
eventos tales que 0 < P (B) < 1. Entonces
1. E(X | {∅,Ω}) = E(X).
2. E(IA | {∅,Ω}) = P (A).
3. E(IA | {∅, B,Bc,Ω}) = P (A | B)IB + P (A | Bc)IcB.
Ver demostración [5].
Ejemplo 2.1.3. Consideremos un experimento aleatorio de lanzar un dado equilibrado
e intentar adivinar el resultado que se obtiene. Supongamos, por ejemplo, que se apuesta
a que se obtendrá el número "2". Defina los eventos A = {2}, B = {2, 4, 6} y la colección
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G = {∅,Ω, B,Bc}.En esta σ-álgebra se puede distinguir los resultados cae número par,
evento B, cae número impar, evento Bc. Entonces
E[IA | G] = P (A | B)IB(ω) + P (A | Bc)IBc(ω)
=
1
3
IB(ω) + 0IBc(ω)
=

1
3
si ω ∈ B
0 si ω ∈ Bc.
De esta forma E[IA | G] es una función que reporta las probabilidades de ganar apos-
tando por el número ”2” en cada una de las situaciones que la σ-álgebra G distingue:
resultado par o impar.
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Martingalas Discretas
3.1. Filtraciones de tiempo discreto
y procesos estocásticos
Uno de los usos de las σ-álgebras es indicar los subconjuntos de Ω para los cuales la
probabilidad puede ser asignada. Éste es el papel de F .
Definición 3.1.1. Filtración Una filtración es una sucesión {Fn}n∈N0 , donde N0=N∪
{0}, de sub-σ-lgebras de F tal que Fn ⊆ Fn+1, para todo n ∈ N0. Un espacio de proba-
bilidad con filtración-(Ω,F , {Fn}n∈N0 , P )-es llamado espacio de probabilidad filtrado.
Ejemplo 3.1.1. En ejemplo (1.1.1) del capitulo 1 se puede observar una filtración
donde claramente se nota que F0 ⊆ F1 ⊆ F2 ⊆ F3, lo cual forma una filtración.
Definición 3.1.2. Proceso estocástico Un proceso estocástico de tiempo discreto
es una sucesión {Xn}n∈N0 de variables aleatorias.
Un proceso estocástico es una generalización de un vector; de hecho, se puede pensar en
un proceso estocástico como un vector aleatorio de dimensión infinita. Mas precisamen-
te, un proceso estocástico es un elemento aleatorio en en el espacio RN0 de sucesiones
reales.
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Ejemplo 3.1.2. Los siguientes ejemplos son procesos estocásticos que dependen del
tiempo
1) Xt : número de personas que esperan un autobús en un instante t, donde t ∈ [9, 10]
2) Xt : precio de una acción de una empresa en un día t del mes (t = 1, 2, 3˙, 30).
Definición 3.1.3. Proceso adaptado Un proceso estocástico {Xn}n∈N0 se llama
adaptado con respecto a la filtración {Fn}n∈N0 , si Xn es Fn−medible para cada n ∈ N0.
Intuitivamente, el proceso {Xn}n∈N0 es adaptado con respecto a la filtración {Fn} si su
valor Xn es completamente conocido en el tiempo n (asumiendo que la información en
el tiempo está dada por Fn).
La forma más común de producir filtraciones se da al generarlas desde el proceso esto-
cástico.
Más precisamente, para un proceso estocástico {Xn}n∈N0 , la filtración {FXn }, dada por
FXn =σ(X0, X1, . . . , Xn), n ∈ N0,
es llamada filtración generada por {Xn}n∈N0 .
3.2. Martingalas y propiedades
En matemáticas, las martingalas son una clase de procesos estocásticos cuyo surgimiento
fue motivado al modelar juegos de azar justos. Sin embargo, el desarrollo de la teoría de
martingalas ha ido más allá del análisis de juegos justos y durante el transcurso de los
años ha alcanzado grandes aplicaciones en otras áreas, así como dentro de la matemática
misma. En este sección se presenta la teoría de martingalas y sus propiedades para
procesos discretos.
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Definición 3.2.1. Martingalas Sea {Fn}n∈N0 una filtración. Un proceso estocástico
{Xn}n∈N0 es llamada una {Fn}n∈N0 − supermartingala si:
(i) {Xn}n∈N0 es {Fn}n∈N0-adaptada.
(ii) Xn ∈ L1; es decir, E[|X|] <∞.
(iii) E[Xn+1|Fn] ≤ Xn, para todo n ∈ N0. c.s
Un proceso {Xn}n∈N0 es llamado una submartingala si {−Xn}n∈N0 es una supermartin-
gala. Una martingala es un proceso que es al mismo tiempo una supermartingala y una
submartingala; es decir, si la propiedad (iii) se cambia por E[Xn+1|Fn]=Xn.
Teorema 3.2.1. Propiedades elementales de las martingalas
a. Si {Xn}n∈N es una (super) martingala con respecto {F Yn }, entonces
E[Xn+k | Y0, . . . , Yn](≤) = Xn, para cada k ≥ 0. (3.1)
b. Si {Xn}n∈N es una (super) martingala, entonces para 0 ≤ k ≤ n
E[Xn](≤) = E[Xk](≤) = E[X0]. (3.2)
c. Supongamos que {Xn}n∈N es una (super) martingala con respecto a {F Yn } y
que g es una función no negativa de Y0 . . . , Yn para el cual el valor esperado
E[g(Y0, . . . , Yn)Xn+k | Y0, . . . , Yn](≤) existe. Entonces
E[g(Y0, . . . , Yn)Xn+k | Y0, . . . , Yn](≤) = g(Y0, . . . , Yn)Xn. (3.3)
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Demostración
a. Se procede por inducción. Por definición, (3.2.1) es correcto para k ≥ 1. Suponga
que la igualdad (3.2.1) que se cumple para k. Entonces
E[Xn+k+1 | Y0, . . . , Yn] = E{E[Xn+k+1 | Y0, . . . , Yn, . . . , Yn+k] | Y0, . . . , Yn}
(≤) = E [Xn+k | Y0, . . . , Yn]
(≤) = Xn.
b. Usando la ecuación (3.1), tomamos el valor esperado en
E[Xn | Y0, . . . , Yk](≤) = Xk,
para concluir
E[Xn] = E{E[Xn | Y0, . . . , Yk]}(≤) = E[Xk].
El caso E[Xk](≤) = E[X0] se usa el mismo argumento.
c. Ya que g(Y0, . . . , Yn) es determinada por (Y0, . . . , Yn), usando una propiedad bá-
sica de valor esperado condicional
E[g(Y0, . . . , Yn)Xn+k | Y0, . . . , Yn](≤) = g(Y0, . . . , Yn)E[Xn+k | Y0, . . . , Yn]
(≤) = g(Y0, . . . , Yn)Xn.
(Para el supermartingala (≤), necesitamos g ≥ 0).
Ejemplo 3.2.1. Sea X0, X1, ..., Xn una sucesión de variables aleatorias, independientes
e identicamente distribuidas. Además, E[Xi] = 0, para todo i = 1, 2 . . . , n. Se define:
Sn = X0 + ...+Xn, n ≥ 0, Fn = σ(X0, ..., Xn).
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Se demostrará que Sn es una martingala con respecto a Fn
Solución
(i) Demostremos que Sn es Fn-medible. Observe que :
Sn = X0 + ...+Xn,
es decir, Sn es una función de las variables X1, X2 . . . , Xn. Por lo tanto Sn es
Fn-medible.
(ii) Demostrar que E[|Sn|] <∞. es inmediato, puesto que
E[|Sn|] ≤
n∑
i=0
E[|Xi|] <∞.
(iii) Ahora, se demostrará que E[Sn+1|Fn] = Sn. Por definición tenemos
E[Sn+1|Fn] = E[Sn +Xn+1|Fn]
= E[Sn|Fn] + E[Xn+1|Fn]
= Sn + E[Xn+1]
= Sn.
Esto se debe a que Sn es Fn-medible y Xn+1 es independiente de Fn. Por lo tanto Sn
es una martingala.
Ejemplo 3.2.2. Sean Y1, Y2, ..., Yn variables aleatorias independientes e integrables, con
ai = E[Yi] 6= 0, i ≥ 1, definamos
Zn =
Y1Y2 . . . Yn
a1a2 . . . an
, n ≥ 1.
Demuestre que {Yn}n∈N es una martingala con respecto a Fn = σ(Y1, ..., Yn)
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Solución
(i) Zn es Fn-medible, ya que Zn es una función de Y1, ..., Yn.
(ii) Zn es integrable, ya que Yi lo es para todo i = 1, 2, ..., n.
(iii) Debemos demostrar que E[Zn+1|Fn] = Zn.
E[Zn+1|Fn] = E
[
Y1Y2 . . . Yn+1
a1a2 . . . an+1
∣∣∣∣Fn]
=
Y1Y2 . . . Yn
a1a2 . . . an
1
an+1
E[Yn+1|Fn]
= Zn · 1
an+1
E[Yn+1] = Zn.
Esto se debe a que Xn+1 es independiente de
Fn y ai = E[Yi] 6= 0, i ≥ 1,
por lo tanto Zn es una martingala.
Ejemplo 3.2.3. Sea Sn la ganancia neta en una serie de juegos equilibrados, entonces
S0 = 0, Sn = X1 +X2 + ...+Xn, y P (Xi = 1) =
1
2
, P (Xi = −1) = 1
2
.
Ya sabemos que {Sn}n∈N es una martingala con respecto a Fn = σ(X1, X2, ..., Xn),,
donde n ≥ 0 tal como se demostró en el ejemplo(3.2.1).
Se demostrará que {Yn = S2n − n}n∈N, es también una martingala con respecto a Fn.
Solución
(i) Yn es Fn-medible, ya que Yn es una función de X1, X2, ..., Xn.
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(ii)
|Yn| = |S2n − n|
≤ S2n + n
≤ n2 + n
E[|Yn|] ≤ n2 + n <∞.
(iii) Ahora, demostrrar que E[Yn+1|Fn] = Yn. Escribimos Yn+1 como sigue:
Yn+1 = S
2
n+1 − (n+ 1)
= (Sn +Xn+1)
2 − n− 1
= S2n + 2SnXn+1 +X
2
n+1 − n− 1
= Yn + 2SnXn+1 +X
2
n+1 − 1.
E[Yn+1|Fn] = E[Yn + 2SnXn+1 +X2n+1 − 1|Fn]
= E[Yn|Fn] + 2E[SnXn+1|Fn] + E[X2n+1|Fn]− 1
= Yn + 2SnE[Xn+1|Fn] + E[X2n+1]− 1
= Yn + 2SnE[Xn+1] + 1× 1
2
+ 1× 1
2
− 1
= Yn.
Esto se debe a que Sn Fn-medible y Xn+1 es independiente de Fn. Por lo tanto Yn es
una martingala.
Ejemplo 3.2.4. Supongamos que Y1, Y2 . . . son variables aleatorias independientes e
identicamente distribuidas, con P (Yn = 1) = p, P (Yn = −1) = 1 − p para algún
0 < p <
1
2
.
Sea Sn = Y1 + Y2 + ...+ Yn, que denota sus sumas parciales tal que
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Sn con n ≥ 0 es una caminata aleatoria asimétrica. Demostrar que
Xn = Sn − n(2p− 1).
es una martingala con respecto a Fn = σ(Y1, Y2, . . . , Yn).
Solución
(i) Primero se demostrará que Xn es Fn-medible.
Xn = Y0 + ...+ Yn − n(2p− 1).
Es decir, Xn es una función de las variables Y1, Y2 . . . , Yn, por consiguiente Xn es Fn-
medible.
(ii) Demostrar que E[|Xn|] <∞.
Observe que
Sn = Y1 + Y2 · · ·+ Yn
|Sn| = |Y1 + Y2 · · ·+ Yn| <
∑n
i=1 |Yi| = n.
Entonces, se tiene que
|Xn| = |Sn − n(2p− 1)| < |Sn|+ |n(2p− 1)|.
Por lo tanto
E[|Xn|] < n+ |n(2p− 1)| <∞.
(iii) Ahora, se demostrará que
E[Xn+1 | Fn] = Xn.
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Por definición se tiene que
E[Xn+1 | Fn] = E[Sn+1 − (n+ 1)(2p− 1) | Fn].
Ya que Sn+1 = Sn + Yn+1, vemos que
E[Sn+1 | Fn] = E[Sn + Yn+1 | Fn] = E[Sn | Fn] + E[Yn+1 | Fn]
= Sn + E[Yn+1] = Sn + 2p− 1.
Se ha utilizado el hecho que Sn Fn-medible y Yn+1 es independiente de Fn. Esto implica
que
E[Xn+1 | Fn] = E[Sn+1 − (n+ 1)(2p− 1) | Fn] = E[Sn+1 | Fn]− (n+ 1)(2p− 1)
= Sn + 2p− 1− (n+ 1)(2p− 1)
= Sn − n(2p− 1)
= Xn.
Por esta razón Xn es una martingala.
3.3. Tiempo de markov
El tiempo Markov o tiempo de paro es un concepto utilizado dentro de las estrategias
de los juegos de azar. Por ejemplo, un jugador decide parar cierto juego en el tiempo
n, el toma su decisión solo de la información dada por el juego Fn; es decir, el puede
decidir parar cuando su fortuna es dos veces su valor inicial cuando ocurra 5 veces el
negro en la ruleta.
Los teoremas que se demuestran en esta sección serán de gran ayuda en el desarrollo
de las aplicaciones del capitulo 4 .
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Definición 3.3.1. Tiempo de Markov(tiempo de paro) Una variable aleatoria T
es llamado tiempo de Markov con respecto a {Yn} si T toma valores en {0, 1, . . . } ∪
{∞} y si, para cada n = 0, 1 . . . , el evento {T = n} es determinado por (Y0, . . . , Yn).
"Determinado"se refire a que la función indicadora del evento {T = n} puede ser escrita
como una función de Y0, . . . , Yn; es decir, podemos decidir si {T = n} o {T 6= n} desde
el conocimiento de los valores del proceso Y0, . . . , Yn hasta el tiempo n, lo anterior puede
ser escrito como:
I{T=n} = I{T=n}(Y0, . . . , Yn) =
 1 si T = n0 si T 6= n .
Frecuentemente, se omite mencionar {Yn}n∈N y solo se menciona que "T es Tiempo de
Markov". Si T es un Tiempo de Markov, entonces para cada n los eventos {T ≤ n},
{T > n} y {T ≥ n} son también determinados por (Y0, . . . , Yn). De hecho, se tiene que:
I{T≤n} =
n∑
k=0
I{T=n}(Y0, . . . , Yn)
I{T>n} = 1− I{T≤n}(Y0, . . . , Yn),
son tambien Tiempos de Markov.
Ejemplo 3.3.1. (a) El tiempo fijo T ≡ k es un tiempo de Markov. Para todo
Y0, Y1 . . . , se tiene que :
I{T=n}(Y0, . . . , Yn) =
 1 si n = k0 si n 6= k .
(b) La primera vez que el proceso Y0, Y1 . . . alcanza un subconjunto A del espacio de
estado es un tiempo de Markov; es decir, para T (A) = min{n : Yn ∈ A}, se tiene
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que :
I{T (A)=n}(Y0, . . . , Yn) =
 1 si Yj /∈ A, para j = 0, . . . , n− 1, Yn ∈ A0 en caso contrario.
Teorema 3.3.1. Propiedades elementales de Tiempo de Markov
(a) Si S y T son tiempos de Markov, entonces también lo es T + S. Se tiene que:
I{S+T=n} =
n∑
i=1
I{s=k}I{T=n−k}.
(b) El más pequeño de dos tiempos de Markov S y T , denotado por:
S ∧ T = min{S, T},
es tambien un tiempo de Markov.
(c) Si S y T son tiempos de Markov, entonces también lo es el mas grande
S ∨ T = max{S, T}.
Teorema 3.3.2. Sea {Xn}n∈N una (super) martingala con respecto a Fn = σ(Y1, Y2, . . . , Yn).
Entonces para cada k ≥ 0,
E[Xn+k | Y0, . . . , Yn](≤) = Xn (3.4)
Demostración.
Se procede a demostrar por inducción. Por definición, (3.4) es correcta para k = 1.
Suponga que (3.4) se cumple para k. Entonces
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E[Xn+k+1 | Y0, . . . , Yn] =E{E[Xn+k+1 | Y0, . . . , Yn+k] | Y0, . . . , Yn}
(≤) = E[Xn+k | Y0, . . . , Yn]}
(≤) = Xn.
Lema 3.3.1. Sea {Xn}n∈N una (super) martingala y T un tiempo de Markov con
respecto a Fn = σ(Y1, Y2, . . . , Yn). Entonces para todo n ≥ k,
E[XnI{T=k}](≤) = E[XkI{T=k}]. (3.5)
Demostración.
Por la ley de probabilidad total y el teorema (3.3.2),
E[XnI{T=k}] = E{E[XnI{T=k}(Y0, . . . , Yk) | Y0, . . . , Yk]}
= E{I{T=k}E[Xn | Y0, . . . , Yk]}
(≤) = E{I{T=k}Xk}.
Lema 3.3.2. Si {Xn}n∈N es una (super) martingala y T un tiempo de Markov, entonces
para todo n = 1, 2 . . .
E[X0](≥) = E[XT∧n](≥) = E[Xn].
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Demostración
Usando el Lema (3.3.1),
E[XT∧n] =
n−1∑
k=0
E[XT I{T=k}] + E[XnI{T≥n}]
=
n−1∑
k=0
E[XkI{T=k}] + E[XnI{T≥n}], [XT = Xk cuando T = k]
(≤) =
n−1∑
k=0
E[XnI{T=k}] + E[XnI{T≥n}] [con base a la ecuación (3.5)]
= E[Xn].
Para una martingala, E[Xn] = E[X0], lo cual completa la demostración en este caso.
Lema 3.3.3. Sea W una variable aleatoria arbitraria que satisface E[| W |] < ∞, y
sea T un tiempo de Markov para el cual Pr{T <∞} = 1. Entonces
l´ım
n→∞
E[WI{T>n}] = 0, (3.6)
l´ım
n→∞
E[WI{T≤n}] = E[W ]. (3.7)
Demostración
Este problema puede ser reducido a un problema que involucre propiedades de conver-
gencia de series tomando los términos nonegativos. Primero,
E[| W |] ≥ E[| W | I{T≤n}]
=
n∑
k=0
E[| W| | {T = k}]Pr{T = k} ley de probabilidad total
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Si hacemos tender tender n a ∞, obtenemos :
∞∑
k=0
E[XnI{T=k}]Pr{T = k} = E[| W |].
Por lo tanto
l´ım
n→∞
E[| W | I{T≤n}] = E[| W |]
y
l´ım
n→∞
E[| W | I{T>n}] = 0.
Luego, se observa que
0 ≤| E[W ]− E[WI{T ≤ n}] |
=| E[WI{T>n}] |
≤ E[| W | I{T>n}]→ 0,
lo cual completa la demostración.
Teorema 3.3.3. Suponga {Xn} es una martingala y T es un tiempo de Markov
Fn = σ(X1, X2, . . . , Xn). Si
Pr{T <∞} = 1 y E[sup{n≥0} | X{T∧n} |] <∞,
entonces
E[XT ] = E[X0]. (3.8)
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Demostración
Sea W = supn≥0 | X{T∧n} |. Comenzando con la descomposición
XT =
∞∑
k=0
XkI{T=k} +
∞∑
k=0
XT∧kI{T=k},
Valida en virtud de la hipótesis Pr{T < ∞} = 1, encontramos que | XT |≤ W, por
lo tanto E[| XT |] ≤ E[W ] < ∞, de modo que el valor esperado de XT esta definida.
Ahora solo se necesita demostrar que
l´ım
n→∞
E[XT∧n] = E[XT ].
Por otro lado
| E[XT∧n]− E[XT ] | ≤ E[| (XT∧n −XT ) | I{T>n}].
≤ 2E[WI{T>n}].
Pero l´ım
n→∞
E[WI{T>n}] = 0 por el lema (3.3.3). Por lo tanto la demostración es comple-
tada.
3.4. Teorema de parada opcional de Doob
Notaciones: Sea n ∧ T := min(n, T ) y Xn∧T para la variable aleatoria
Xn∧T :Ω −→ R
ω −→ Xn∧T (ω).
El próximo resultado se debe al matemático J.L. Doob, y es uno de los resultados mas
importantes en la teoría de las martingalas.
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Teorema 3.4.1. Teorema de parada opcional de Doob
Sea {Xn}n∈N una martingala con respecto a Fn−1=σ(X0, X1, . . . , Xn−1) y T un tiempo
de Markov. Entonces:
1) El proceso {Xn∧T}n,T∈N es una martingala con respecto a Fn−1=σ(X0, X1, . . . ,
Xn−1).
2) Cuando T está acotado; es decir, cuando existe un n ∈ N tal que Pr(T ≤ N) = 1
E[XT ] = E[X0].
3) Si Pr(T < ∞) < 1 y si existe una variable fija Y tal que |Xn∧T | ≤ Y para todo
n ∈ N, con E[Y ] <∞, entonces
E[XT ] = E[X0].
Demostración
1) Por hipótesis que {Xn}n∈N es una martingala con respecto a
Fn−1=σ(X0, X1, . . . , Xn−1). Ahora por definición, se tiene que
Xn∧T =
 Xn si T > n− 1XT si T ≤ n− 1,
o lo que es equivalente
Xn∧T = XnI{T>n−1} +XT I{T≤n−1},
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de tal forma que
E[Xn∧T | Fn−1] = E[Xn I{T>n−1}︸ ︷︷ ︸
∈Fn−1
| Fn−1] + E[XT I{T≤n−1}︸ ︷︷ ︸
Fn−1−medible
| Fn−1]
= I{T>n−1}E[Xn | Fn−1] +XT I{T≤n−1}
= Xn−1I{T>n−1} +XT I{T≤n−1}
= X(n−1)∧T .
Se demostró que Xn∧T es una martingala con respecto a
Fn−1=σ(X0, X1, . . . , Xn−1).
2) Suponga que T está acotado: sea n ∈ N tal que T ≤ n. El proceso (Xn∧T ) es una
martingala, así en el tiempo n:
E[Xn∧T ] = E[X0∧T ],
ya que n ∧ T := min(n, T ) podemos decir que
E[Xn∧T ] = E[XT ] y E[X0∧T ] = E[X0].
Por transitividad, se tiene que
E[XT ] = E[X0].
3) Si T <∞ y (Xn∧T ) es dominada. El proceso Xn∧T es una martingala con respecto a
Fn−1=σ(X0, X1, . . . , Xn−1), así
E[Xn∧T ] = E[X0],
Ahora, si n al infinito, resulta
Xn∧T → XT .
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Segundo, se puede aplicar el teorema de convergencia dominada, tal que
E[Xn∧T ]→ E[XT ],
como una consecuencia E[XT ] = E[X0].
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Capítulo 4
Algunas aplicaciones de las
martingalas
El proceso estocástico conocido como martingalas fue inventado por Joseph Doob hace
más de cincuenta años en la Universidad de Illinois. Su introducción cambio el rostro
de la teoría de la probabilidad moderna. Las martingalas juegan un papel central en
la teoría potencial probabilística, en cálculos probabilísticos, en la teoría de juegos y la
matemática financiera. El propósito de este capitulo es dar una introducción e ilustrar
como las martingalas surgen en el estudio de las caminatas aleatorias.
Algunas de las martingalas más simples e importantes ocurren en conección con sumas
de variables aleatorias independientes e identicamente distribuidas, las cuales son lla-
madas caminatas aleatorias.
Caminata aleatoria
Una caminata aleatoria es una formalización de una trayectoria que consiste en tomar
pasos aleatorios sucesivos. Por ejemplo la trayectoria trazada por las moléculas al via-
jar en agua o en una gas, el precio de la flutuación de valores, la ruta de búsqueda del
alimento de un animal y la situación financiera de un jugador después de n apuestas.
Suponga una sucesión de variables aleatorias independientes e identicamente distribui-
das, {Xn}n∈N, con valores en −1, 1, y tales que:
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Pr(Xj = 1) = p y Pr(Xj = −1) = q = 1− p, donde p ∈ (0, 1).
Y defina el proceso {Zn}n∈N, como:
Z0 = 0, Zn = X1 + · · ·+Xn, n ≥ 1.
El proceso Zn se denomina Caminata Aleatoria. Si p = q entonces la caminata aleatoria
es simétrica. Si p 6= q entonces es asimétrica.
Algunas martingalas asociadas a caminatas aleatorias
Sean ξ0, ξ1, . . . variables aleatorias independientes e identicamente distribuidas y sea
Sn = ξ0 + ξ1 + . . . ξn la n-ésima suma parcial. Se denota por µ, σ2, y ϕ(θ) la media, la
varianza y la función generadora de momentos de ξ1, así,
µ =E(ξ1),
σ2 =E (ξ1 − µ)2
ϕ (θ) =E(exp{θξ1}).
Correspondiente a cada una de estas cantidades escalares es una martingala:
Mn :=Sn − nµ, (4.1)
Vn :=(Sn − n)2 − nµ (4.2)
Zn(θ) :=
exp{θSn}
ϕ (θ)n
. (4.3)
4.1. Juego de la ruleta
En esta sección, se hablará sobre las caminatas aleatorias encontradas en los juegos
de azar y la forma en que las martingalas ayudan a la solución de diversos problemas
relacionados con la teoría de la probabilidad, especificamente las camitas aleatorias en-
contradas en el juego de la ruleta americana.
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Historia de la Ruleta
La palabra Ruleta viene del termino frances Roulette que significa rueda pequeña. Su
uso como elemento de azar aún en configuraciones distintas de la actual no está docu-
mentada hasta bien entrada la edad media. Es de suponer que su referencia más antigua
se llama rueda de la fortuna, de la cual hay noticias a lo largo de toda la historia, prac-
ticamente en todos los campos del saber humano.
Ruleta Americana
La perfecta y balanceada ruleta americana consiste en 38 ranuras iguales, individual-
mente numeradas desde 0, 00, 1 hasta 36. En total 38 números están representados
sobre su trazado. Los números no están ordenados consecutivamente. Por diseño, estos
están alternados entre números rojos y negros y exactamente enfrentados por su número
mayor o menor. Observe directamente de un lado a otro de la ruleta y podrá ver que el
cero está ubicado enfrente del 00, el 1 en frente del 2 y así en adelante, encontrando el
35 directamente opuesto al 36 . Todos los números rojos están enfrentados a números
negros
Los elementos que componen la Ruleta Americana son:
-La rueda giratoria, cuya función consiste en permitir el desarrollo de la jugada.
-La rueda tiene 38 casillas con números impresos del 0,00 al 36.
-La mesa de juego, cuya función es permitir que los jugadores realicen apuestas.
-Las fichas que representan el valor de la apuesta.
-La bola, la cual se arroja alrededor del plato cóncavo y es la que determina el resultado
de la jugada, cuando se detiene en una de las 38 casillas de la rueda giratoria.
-El jefe de mesa, es un empleado del casino, cuya función consiste en vigilar que el juego
transcurra sin incidentes.
-Los coupiers, cuya función es lanzar la bola alrededor del plato cóncavo, apostar por
cuenta de los jugadores que lo deseen, retirar las fichas perdedoras y pagar a los gana-
51
CAPÍTULO 4. ALGUNAS APLICACIONES DE LAS MARTINGALAS
dores.
-Los jugadores, que son quienes realizan las apuestas y juegan contra la banca que
pertenece al casino.
Nota: la Ruleta Europea, conserva las misma reglas y números que la americana con
excepción del numero 00, el cual no se encuentra en la Ruleta Europea. La dinámica
del juego de la Ruleta Americana puede ser descrita a través de variables aleatorias de
la siguiente manera:
• {Xn} es una sucesión de variables aleatorias independientes e identicamente distri-
buidas, que representan el resultado de las apuestas 1 : 1 en una Ruleta Americana;
es decir, que por cada dolar aposta el jugador ganará o perderá un dolar, por ello los
valores de Xn son 1 o −1.
• Pr(Xn = −1) = p, que representa la probabilidad que tiene el casino de ganar
• Pr(Xn = 1) = q, que representa la probabilidad que tiene el jugador de ganar al
casino, donde p > q y p+ q = 1.
• Sn = X1 +X2 + · · ·+Xn, que representa la fortuna del jugador en n jugadas, donde
n ≥ 1 y S0 = 0
• τ = inf{n > 0, Sn = −a o Sn = b}, donde a y b son enteros positivos, tal que −a re-
presenta el monto que el jugador ha perdido en el juego, b representa el saldo a favor y τ
representa el primer valor de n para el cual la fortuna del jugador es Sn = −a o Sn = b.
Dentro de la dinámica del juego de la ruleta surgen preguntas para la toma de decisiones
como:
• La probabilidad de alcanzar primero perdidas por a dolares antes de alcanzar ganan-
cias por b dolares, la cual se denota por:
Pr(τa < τb),
también nos podemos preguntar por el tiempo esperado de duración del juego para
alcanzar uno de los dos valores −a o b y la manera en que las martingalas ayudan a la
solución este tipo de problemas que involucran caminatas aleatorias.
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Para resolver los problemas planteados anteriormente, primero se demostrarán algunas
martingalas que serán útiles para su solución.
Considerando lo anterior se define Yn =
(
q
p
)Sn
y se demostrará que {Yn} es una
martingala con respecto a la filtración Fn = σ(Y1, Y2, . . . , Yn), que representa toda la
información de la variable Yn hasta el instante n, de acuerdo a la definición (3.2.1).
(i) Demostremos que Yn es adaptada; es decir, Yn ∈ Fn.
Como Fn contiene toda la información de Yn hasta el instante n también va a
contener a Yn. por lo tanto Yn ∈ Fn.
(ii) Demostremos que Yn ∈ L1; es decir, E [| Yn |] <∞. Observemos que
E [| Yn |] = E
[∣∣∣∣∣
(
q
p
)Sn∣∣∣∣∣
]
≤
(
p
q
)n
<∞,
como |Sn| ≤ n esto se debe a que:
|Sn| = |X1 +X2 + · · ·+Xn| < |Xn|+ |X2|+ · · ·+ |Xn| = n.
(iii) Se demostrará que para n ≥ 1
E[Yn | Fn−1] = Yn−1.
.
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Observemos que
E[Yn | Fn−1] = E
[(
q
p
)Sn ∣∣∣Fn−1]
= E
[(
q
p
)Sn−1 (q
p
)Xn ∣∣∣Fn−1]
=
(
q
p
)Sn−1
E
[(
q
p
)Xn ∣∣∣Fn−1]
= Yn−1E
[(
q
p
)Xn]
= Yn−1
(
q
p
p+
p
q
q
)
= Yn−1.
Hemos utilizado el hecho que Yn−1 es una función medible de Fn−1 y Xn es indepen-
diente de Fn−1, por lo tanto Yn es una martingala. Ahora bien, como Pr(τ < ∞) = 1,
τa = inf{n > 0, Sn = −a}, τb = inf{n > 0, Sn = b} y Yn es una martingala, aplicando
el teorema (3.4.1) sobre el tiempo de paro acotado τ ∧ n, obtenemos que
E[Yτ∧n] = E[Y0]
= E
[(
q
p
)0]
= 1.
Como
E[Yτ∧n] = E[Yτ∧nI(τa<τb≤n)] + E[Yτ∧nI(τb<τa≤n)] + E[Yτ∧nI(n>τ)] = 1.
Se puede escribir(
q
p
)−a
Pr(τa < τb ≤ n) +
(
q
p
)b
Pr(τb < τa ≤ n) + E[Yτ∧nI(n>τ)] = 1.
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Ahora, al hacer tender n→∞ y teniendo en cuenta que
Pr(τ <∞) = 1 y E | [Yτ∧nIn>τ ] |≤ max(a, b)Pr(τ <∞).
Bajo las hipotesis anteriores se puede utilizar el lema (3.3.3) y se obtiene que:
l´ım
n→∞
E[Yτ∧nI(n>τ)] = 0,
como consecuensia,
(
q
p
)−a
Pr(τa < τb) +
(
q
p
)b
Pr(τb < τa) = 1. (4.4)
Ahora se demostrará que Zn = Sn+n(p−q) con Z0 = 0 es una martingala con respecto
a la filtración natural Fn = σ(S1, S2, . . . , Sn).
Utilizando de nuevo la definición (3.2.1)
(i) Demostrar que Zn es medible. Observe que:
Zn = Sn + n(p− q).
Es decir, Zn es una función de las variables S1, S2, . . . , Sn. Por lo tanto Sn es
Fn-medible.
(ii) Demostrará que Zn ∈ L1; es decir, E [| Zn |] <∞. Observe que
E [| Zn |] = E[| Sn + n(p− q) |] ≤ n+ n | (p− q) |<∞.
(iii) Demostrar que para n ≥ 1
E[Zn | Fn−1] = Zn−1.
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Observe que
E[Zn | Fn−1] = E[Sn + n(p− q) | Fn−1]
= E[X1 +X2 · · ·+Xn−1 +Xn + n(p− q) | Fn−1)]
= E[Sn−1 +Xn + n(p− q) | Fn−1]
= E[Sn−1 +Xn + (n− 1 + 1)(p− q) | Fn−1]
= E[Sn−1 + (n− 1)(p− q) + (p− q) +Xn | Fn−1]
= E[Sn−1 + (n− 1)(p− q)︸ ︷︷ ︸
=Zn−1
+(p− q) +Xn | Fn−1]
= E[Zn−1 +Xn + (p− q) | Fn−1]
= E[Zn−1 | Fn−1] + E[Xn + (p− q) | Fn−1]︸ ︷︷ ︸
=0
= Zn−1.
Hemos utilizado el hecho que E[Xn] = q − p y Zn−1 es medible con respecto a Fn−1.
Aplicando el lema (3.3.2) para tiempo de paro acotado, se obtiene que:
E[Zτ∧n] = E[Z0] = 0.
= E[Sτ∧nI(τa<τb≤n)] + E[Sτ∧nI(τb<τa≤n)] + E[Sτ∧nI(n>τ)]
+ (p− q)E[τ ∧ n] = 0
= −aPr(τa < τb ≤ n) + bPr(τb < τa ≤ n) + E[Sτ∧nI(n>τ)]
+ (p− q)E[τ ∧ n] = 0.
Ahora, hacemos tender n → ∞ y teniendo en cuenta el teorema de convergencia mo-
nótona, el cual dice que E[τ ∧ n] ↑ E[τ ], se obtiene.
−aPr(τa < τb ≤ n) + bPr(τb < τa ≤ n) + (p− q)E[τ ∧ n] = 0. (4.5)
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De la ecuación (4.4):
Pr(τa < τb) =
1−
(
q
p
)b
(
q
p
)−a
−
(
q
p
)b .
Sustituyendo en la ecuación (4.5)
(p− q)E[τ ] = (a+ b)
1−
(
q
p
)b
(
q
p
)−a
−
(
q
p
)b − b
E[τ ] =
b
q − p −
a+ b
q − p
1−
(
q
p
)b
(
q
p
)−a
−
(
q
p
)b
=
b
q − p −
a+ b
q − p
1−
(
q
p
)b
1−
(
p
q
)a+b .
Hemos hallado la probabilidad de alcanzar primero perdidas por a dolares antes de
alcanzar ganancias por b dolares dentro del juego de la Ruleta Americana y el valor
esperado del tiempo para cuando este resultado se alcanza.
4.2. Predicción en los resultados electorales
En esta sección, se mostrará la manera en que las martingalas ayudan a la predicción
en los resultados en la elección de dos candidatos a una alcaldía municipal, donde los
votos depositados por los votantes son contados en orden aleatorio.
La dinámica de este problema se puede describir de la siguiente manera:
• A y B, representan los candidatos que aspiran ser elegidos.
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• a, representa el número de votos obtenidos por A
• b, representa el número de votos obtenidos por B
• b < a
Dentro de la dinámica de las elecciones surgen preguntas para la predicción de los re-
sultados como:
La probabilidad de que el candidato A este siempre adelante durante las votaciones.
Para resolver este problema planteado anteriormente, primero se hallarán probabilida-
des condicionales y luego, se demostrarán unas martingalas que serán útiles para la
solución al problema planteado.
Sea n = a+ b el número total de votos, y Sk es el número de votos que ponen al candi-
dato A adelante en las elecciones después de k votos contados (Sk puede ser negativa),
entonces. Sn = a− b. Ahora, definimos
Xk =
Sn−k
n− k ,
para 0 ≤ k ≤ n − 1. Se Mostrará que la sucesión X0, X1, . . . , Xn−1 forma una martin-
gala con respecto a la filtración Fn = σ(X1, X2, . . . , Xn−k) o equivalentemente Fn =
σ(S1, S2, . . . , Sn−k+1).., observe que la sucesión X0, X1, . . . , Xn−1 relaciona el proceso de
conteo en orden direccionada hacia atrás, X0 es una función de Sn, Xn−1 es una función
de S1 y así sucesivamente. Considere
E[Xk|X0, . . . , Xk−1].
Condicionar el valor esperado deXk sobreX0, X1, . . . , Xk−1 es equivalente a condicionar
sobre Sn, Sn−1, . . . , Sn−k+1, que a la vez es equivalente a condicionar sobre los valores
del conteo cuando se han contado los k − 1 votos. Así, condicionando sobre Sn−k+1,
el número de votos que el candidato A obtuvo después de ser contados los primeros
n− k + 1 votos, se deduce de la siguiente formula:
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Sn−k+1 = NA − (n − k + 1 − NA), donde NA es el número de votos del candidato A y
n− k+ 1−NA es el número de votos del candidato B, despejando NA, se obtiene que:
NA =
n− k + 1 + Sn−k+1
2
.
De igual manera, el número de votos que el candidato B ha obtenido los primeros
n− k + 1 votos es:
NB =
n− k + 1− Sn−k+1
2
El (n− k+ 1)-ésima voto en la cuenta es un voto aleatorio entre los primeros n− k+ 1
votos. También, Sn−k es igual a Sn−k+1 + 1 si el (n − k + 1)-ésimo voto fue para el
candidato B e igual a Sn−k+1 − 1 si ese voto fue para el candidato A. Así, para k ≥ 1,
se tiene las siguientes probabilidades condicionales, respectivamente:
Pr[Sn−k = Sn−k+1 + 1|Sn−k+1] = (n− k + 1− Sn−k+1)/2
n− k + 1 ,
Pr[Sn−k = Sn−k+1 − 1|Sn−k+1] = (n− k + 1 + Sn−k+1)/2
n− k + 1 .
Ahora, se demostrará que Xk =
Sn−k
n− k , que representa la porción de votos que po-
nen al candidato A a la cabeza después de haber leído el resultado de n − k vo-
tos, para 0 ≤ k ≤ n − 1 es una martingala con respecto a la filtración natural
Fk−1 = σ(X1, X2, . . . , Xk−1).
(i) Se demostrará que Xk medible; es decir, Xk ∈ Fk−1.
Ya queXk =
Sn−k
n− k ; es decir,Xk es una función de las variables Sn, Sn−1, . . . , Sn−k+1.
Por lo tanto Xk es Fk−1-medible.
(ii) Claramente, Xk ∈ L1; es decir, E [| Xk |] <∞, ya que Xk es una porción de n.
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(iii) Demostrar que para 0 ≤ k ≤ n− 1
E[Xk | Fk−1] = Xk−1.
Observe que
E[Xk | Fk−1] = E
[
Sn−k
n− k
∣∣∣Sn, . . . , Sn−k+1]
=
1
n− k [Pr(Sn−k = Sn−k+1 + 1|Sn−k+1)(Sn−k+1 + 1)
+ Pr(Sn−k = Sn−k+1 − 1|Sn−k+1](Sn−k+1 − 1)]
=
1
n− k
[
(n− k + 1− Sn−k+1)/2
n− k + 1 (Sn−k+1 + 1)
]
+
1
n− k
[
(n− k + 1 + Sn−k+1)/2
n− k + 1 (Sn−k+1 − 1)
]
=
Sn−k+1
n− k + 1 =
Sn−k+1
n− k + 1 = Xk−1.
Mostrando que la sucesión X0, X1 . . . , Xn−1 es una martingala. Ahora, se define el tiem-
po de paro τ que es el mínimo valor de k tal que Xk = 0 si tal k existe, y τ = n− 1 en
caso contrario. Entonces τ es un tiempo de paro acotado, por lo tanto satisface el lema
(3.3.2), es decir
E[Xτ ] = E[X0] =
E[Sn]
n
=
a− b
a+ b
.
Se consideran dos casos.
• Caso 1: El candidato A lidera en todo el conteo. En este caso, todos los Sn−k
( por eso todo Xk) son positivos para 0 ≤ k ≤ n− 1, y
Xτ = Xn−1 = S1 = 1.
El valor de S1 = 1 resulta ya que el candidato A debe recibir el primer voto en el conteo
para estar a la cabeza en todo el conteo.
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• Caso 2: El candidato A no lidera en todo el conteo. En este caso, se dice que para
algún k < n− 1, Xk = 0. El candidato A claramente tiene más votos al final del conteo.
Si el candidato B alguna vez lidera, entonces existe algún punto intermedio k, donde
Sk (y por eso Xk) es 0. En este caso, τ = k < n− 1 y Xτ = 0. Por consiguiente.
E[Xk]
n
=
a− b
a+ b
= 1.Pr(Caso 1) + 0.Pr(Caso 2),
luego la probabilidad del Caso 1, en la cual el candidato A lidera todo el conteo, es
a− b
a+ b
.
4.3. Optimización del capital de retorno
En esta sección, se mostrará la forma en que las martingalas dentro de un juego favorable
que contiene caminatas aleatorias, ayudan en la consecusión de una estrategia adecuada
para optimizar el retorno de su capital.
La dinámica para describir el desarrollo de este juego se puede modelar de la siguiente
manera:
Suponga que se está desarrollando un juego favorable tal que las ganancias por cada
unidad apostada son variables aleatorias independientes e idénticamente distribuidas
con
Pr{Xn = 1} = p, Pr{Xn = −1} = q = 1− p para 1
2
< p < 1.
• Fn = σ(X1, X2, . . . , Xn), que representa toda la información de la variable Xn hasta
el instante n.
• Yn = Yn−1 + CnXn es el capital obtenido en el tiempo n.
• Cn es la estrategia en el n-ésimo juego, que debe estar entre 0 y Yn−1.
Comenzando con un capital Y0, se debe escoger una Cn de tal forma que el interés
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esperado
E
{
log
(
Yn
Y0
)}
,
sea maximizado.
Note que antes de resolver el problema planteado se darán algunas definiciones y se
demostrarán algunos lemas que ayudarán a dar solución a nuestro problema.
Entropía de una variable aleatoria discreta
Consideremos la variable aleatoria discreta X cuyo soporte o conjunto de posibles va-
lores de la variable X es DX = {x1, x2, . . . , xk} con función de probabilidad,
fx(xi) = P (X = xi) = pi i = 1, . . . , k.,
Se desea encontrar una función que mida la incertidumbre del suceso Ai = {X = xi}.
Sabemos que cuanto mayor sea pi menor será esta incertidumbre, por lo que la función,
I(X = xi) = ln
(
1
P (X = xi)
)
= −lnP (X = xi).
Satisface el objetivo buscado. A partir de la incertidumbre de cada uno de los sucesos
elementales ligados a X definimos el concepto de entropía de la variable X.
La entropía de X es el valor esperado de la incertidumbre de sus resultados, es decir,
HX = E[I(X)] =
k∑
k=0
P (X = xi)ln
(
1
P (X = xi)
)
= −
k∑
k=0
P (X = xi)lnP (X = xi).
La entropia definida en términos de logaritmo natural, utiliza como unidad de medida
el nat, pero si utilizamos el logaritmo en base dos para su definición, la unidad es el
bit. Ambas unidades difieren en un factor constante puesto que lna = ln2 log2a.
Entropía como una medida de información
Al llevar a cabo un experimento ligado a una variableX cuyo soporteDX = {x1, x2, . . . , xk},
el resultado la variable será X = xi. Un interlocutor está interesado en dicho resultado
y para conocerlo realiza una serie de preguntas que sólo admiten como respuestas un si
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o un no.
¿ Cuál será el numero medio de preguntas que habrá de plantear para conocer el resul-
tado? ¿ Existe un mínimo para dicha media?. Antes de establecer la relación entre la
respuesta y HX , veamos un ejemplo que ayuda a comprender el problema que hemos
planteado.
Ejemplo 4.3.1. Una urna contiene 32 bolas enumeradas del 1 al 8 siendo su composi-
ción la que muestra la tabla 4.1
dígito 1 2 3 4 5 6 7 8
número de bolas 8 8 4 4 2 2 2 2
P(bola=i) 1/4 1/4 1/8 1/8 1/16 1/16 1/16 1/16
Tabla 4.1: Composición de la urna
Puesto que los números que aparecen en una mayor cantidad de bolas son mas pro-
bables, una estrategia razonable consiste en preguntar por los números en orden de
probabilidad descendente. El esquema de 1 de la figura nos muestra dicha estrategia.
Otra estrategia alternativa consiste en preguntar de forma que las dos posibles respues-
tas tengan la misma probabilidad. El esquema dos muestra esta segunda estrategia.
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?
?
?
=
=
=
=
?
X=2
X=3?
X=1?
X=2?
no
X=3
X=2
X=7?
si
X=8
X=7
si
si
no
no
no
si
-
-
-
-
?
?
?
:
:
:
z
z
z
?
no
X<=2?
X<=4?
X<=7?
X<=6?
X<=8
X=1?
X=3?
X=5?
X=7
X=1
X=6
X=5
X=4
X=3
X=2
no
no
no
si
si
si
si
si
no
si
si
no
no
Esquema 1 Esquema 2
Figura 4.1: estrategias para averiguar la bola extraida mediante preguntas dicotómicas
Si se representa a N1 y N2 el número de preguntas necesarias en cada estrategia para
conocer el número de la bola extraída, sus valores dependen de dicho número y pueden
obtenerse
bola extraida 1 2 3 4 5 6 7 8
valor de N1 1 2 3 4 5 6 7 8
valor de N2 2 2 3 3 4 4 4 4
P(bola=i) 1/4 1/4 1/8 1/8 1/16 1/16 1/16 1/16
Tabla 4.2 valores N1 y N2 en finción de la bola extraida
Facilmente a partir de los esquemas de la figura 4.2 que se muestran en la Tabla 4.2
podemos calcular el valor esperado en cada variable,
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E[N1] = (1 + 2)
1
4
+ (3 + 4)
1
8
+ (5 + 6 + 7 + 8)
1
16
=
51
16
y
E[N2] = (2 + 2)
1
4
+ (3 + 3)
1
8
+ (4 + 4 + 4 + 4)
1
16
=
44
16
.
La segunda estrategia es mejor que la primera. Si definimos ahora X como el número
que muestra la bola, su entropía en bits vale
HX = −2 ∗ 1
4
log2
1
4
− 2 ∗ 1
8
log2
1
8
− 4 ∗ 1
16
log2
1
16
=
44
16
,
que coincide con E[N2].
Como consecuencia de estos resultados podemos afirmar que la entropía de una variable
aleatoria X es el menor número medio de bits necesarios para identificar su valor.
En este problema se pregunta por la mejor estrategia utilizada en el juego y por el
interés esperado cuando esta estrategia es utilizada.
Tome Rn =
Cn
Yn−1
como la porción de capital que debe poner en el n-ésimo juego.
Entonces R = (R1, R2, . . . , Rn), representa la estrategia utilizada. A continuación se
demostrarán dos lemas que ayudarán a la solución del problema.
Lema 4.3.1. Sea R cualquier estrategia(previsible) y sea
∝= plog(2p) + qlog(2q)
la entropia de (p, q) relativa a
(
1
2
,
1
2
)
; es decir, α = H
(
1
2
)
−H(p). Entonces
Mn = log
(
Yn
Y0
)
− n ∝, M0 = 0,
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es una supermartingala con respecto a la filtración Fn−1 = σ(M0,M2, . . . ,Mn−1).
Demostración
Demostrar que E[Mn | Fn−1] ≤Mn−1. Se tiene que:
E[Mn | Fn−1] = E
[
log
(
Yn
Y0
)
− n ∝
∣∣∣Fn−1]
= E
[
log
(
Yn
Y0
) ∣∣∣Fn−1]− E[n ∝ ∣∣∣Fn−1]
= E
[
log
(
Yn−1
Y0
)
+ log
(
Yn
Yn−1
) ∣∣∣Fn−1]− n ∝
= E
[
log
(
Yn−1
Y0
) ∣∣∣Fn−1]+ E [log( Yn
Yn−1
) ∣∣∣Fn−1]− n ∝
= log
(
Yn−1
Y0
)
− n ∝ +E
[
log
(
Yn
Yn−1
) ∣∣∣Fn−1] .
La última expresión es,
E
[
log
(
Yn
Yn−1
) ∣∣∣Fn−1] = E[log(1 +RnXn) | Fn−1]
= plog(1 +Rn) + qlog(1−Rn).
Esto se debe a que
Yn
Yn−1
=
Yn−1 + CnXn
Yn−1
= 1 +
CnXn
Yn−1
= 1 +
RnYn−1Xn
Yn−1
= 1 +RnXn.
y Xn, toma valores de Xn = ±1. Ahora demostremos que
plog(1 +Rn) + qlog(1−Rn) ≤∝,
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lo cual es equivalente a:
plog(1 +Rn) + qlog(1−Rn)− plog(2p)− qlog(2q) ≤ 0.
Como log es una función convexa, se pude escribir la siguiente desigualdad
plog
(
1 +Rn)
2p
)
+ qlog
(
1−Rn
2q
)
≤ log
(
p
1 +Rn
2p
+ qlog
1−Rn
2q
)
.
Por lo tanto
E
[
log
(
Yn
Y0
)
− n ∝| Fn−1
]
≤ E
[
log
(
Yn−1
Y0
)]
− n ∝ + ∝= Mn−1.
Esto es la propiedad de supermartingala.
Lema 4.3.2. Dado R = R∗ = (2p−1, . . . , 2p−1). Entonces {Mn}n∈N es una martingala.
Demostración
Tomando la igualdad del Lema(4.3.1). Si se escoge Rn tal que:
plog
(
1 +Rn)
2p
)
+ qlog
(
1−Rn
2q
)
= 0.
Este es el caso si y sólo si
1 +Rn = 2p
y
1−Rn = 2q,
y ambas ecuaciones son equivalentes a Rn = 2p−1. Por lo tanto Mn es una martingala.
La respuesta a la pregunta formulada inicialmente, se puede hallar desde el Lema (4.3.1),
teniendo en cuenta que para un tiempo T = N y utilizando el lema (3.3.2), entonces se
tiene que:
E[Mn] = E
[
log
(
Yn
Y0
)
− n ∝
]
= E[M0].
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Ya que M0 = 0, entonces
E[Mn] = E
[
log
(
Yn
Y0
)
− n ∝
]
= 0.
Por lo tanto se concluye que para cualquier estrategia R,
E
[
log
(
YN
Y0
)]
≤ N ∝ .
Mientras que para la estrategia R∗ = (2p− 1, . . . , 2p− 1), se tiene que:
E
[
log
(
YN
Y0
)]
= N ∝ .
La cual hace la estrategia optima y maximiza el interes esperado E
[
log
(
YN
Y0
)]
.
En este problema se observa la manera en que aparece en un contexto teórico que la
tasa de retorno optima es igual al exceso de entropía α = H
(
1
2
)
−H (p).
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Conclusión
En este trabajo la discusión es hecha alrededor de la utilización de las martingalas en
los procesos estocásticos que contienen caminatas aleatorias. Por esta razón, en este
trabajo presentamos tres aplicaciones que conducen a los siguientes resultados:
En la primera aplicación se halla de manera teórica la probabilidad de alcanzar primero
perdidas por a dolares antes de alcanzar ganancias por b dolares dentro del juego de la
Ruleta Americana, la cual esta dada por la ecuación
Pr(τa < τb) =
1−
(
q
p
)b
(
q
p
)−a
−
(
q
p
)b .
También a través de las martingala hallamos el tiempo esperado de duración del juego
para alcanzar uno de los dos valores −a o b y este tiempo esta dada por la siguiente
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ecuación
E[τ ] =
b
q − p −
a+ b
q − p
1−
(
q
p
)b
(
q
p
)−a
−
(
q
p
)b
=
b
q − p −
a+ b
q − p
1−
(
q
p
)b
1−
(
p
q
)a+b .
En la segunda aplicación se halla de manera teórica la probabilidad de que uno de los
dos candidatos que disputan una alcaldía municipal, el primer candidato representado
por la letra A siempre este adelante en las elecciones está dada por la siguiente ecuación:
Pr = E[Xτ ] = E[X0] =
E[Sn]
n
=
a− b
a+ b
.
En la tercera aplicación se halla de manera teórica la forma en que las martingalas dentro
de un juego favorable que contiene caminatas aleatorias, ayudan en la consecusión de
una estrategia adecuada para optimizar el retorno de su capital y concluimos que la
mejor estrategia es apostar en cada partida una porción de su dinero en forma constante,
dada por
Rn = 2p− 1.
En este trabajo se muestra de manera explicita como las martingalas son utilizadas
en diferentes contextos tales como: los juegos de azar, las predicciones en conteos de
balotas y valor óptimo de retorno en el capital invertido. Este trabajo servirá de gran
ayuda a los estudiantes de pregrado y postgrado en la comprensión del concepto y el
uso de las martingalas en diferentes procesos estocásticos que son utilizados cada vez
con mayor frecuencia en muchas aplicaciones.
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