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Abstract
Exploring the effect of policies in many real world scenarios is difficult, unethical,
or expensive. After all, doctor guidelines, tax codes, and price lists can only
be reprinted so often. We may thus want to only change a policy when it is
probable that the change is beneficial. Fortunately, thresholds allow us to estimate
treatment effects. Such estimates allows us to optimize the threshold. Here,
based on the theory of linear contextual bandits, we present a conservative policy
updating procedure which updates a deterministic policy only when needed. We
extend the theory of linear bandits to this rarely-switching case, proving such
procedures share the same regret, up to constant scaling, as the common LinUCB
algorithm. However the algorithm makes far fewer changes to its policy. We
provide simulations and an analysis of an infant health well-being causal inference
dataset, showing the algorithm efficiently learns a good policy with few changes.
Our approach allows efficiently solving problems where changes are to be avoided,
with potential applications in economics, medicine and beyond.
1 Introduction
Many decisions in healthcare, economics, and beyond are based on thresholds [53, 15]. Scholarships
are awarded when exam scores exceed a threshold [67], assistance is given to those below an income
thresholds, and many medical treatments and diagnoses are based on thresholding biometrics (e.g.
cholesterol [56, 58], high blood pressure [24], and diabetes/prediabetes [6]). Such policies are often
applied where it is difficult or unethical to experiment with the population and a policy should benefit
the population as much as possible. Exploration is avoided: if a patient arrives with high blood
pressure then they receive treatment – we can not explore with the aim of learning more about the
treatment effect. Prior studies will typically have established treatment benefits. Thresholds are used
when only the population above the threshold is expected to benefit from the treatment. While these
policies are generally chosen based on domain knowledge, they could be further optimized.
Optimizing a policy while acting greedily is challenging. Particularly because, in cases where policies
are health or economic recommendations, it may be difficult or costly to change a policy excessively.
That is, there is an added need to find an optimal threshold in a way that minimizes both the number
of erroneous changes and the number of total changes to the policy. In these cases changes to a policy
should only be made when there is sufficient evidence it will improve outcomes – they should be
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Figure 1: a) Many policies assign a treatment by thresholding on a single covariate. Similarly, policies
may b) assign treatment by thresholding on a linear combination of multiple covariates, or c) assign
multiple treatments by thresholding on multiple linear combinations of covariates. d) By construction,
the optimal threshold lies somewhere in a region determined by the confidence intervals on the
outcome of each treatment.
rarely switching [1]. There is a conflict between the greedy aims of such a policy and the need to
explore to optimize it.
How can a policy be efficiently learned while maintaining confidence each update will improve
utility? The effect of a change in policy is an extrapolation: the effect of treatment for those well
below a current threshold can only be estimated from the population above that threshold, since they
are the only subjects to receive treatment according to the policy. Yet there may be many reasons a
treatment will effect these populations differently. However, the populations just above and below
the threshold are similar – the only difference between them is that one group receives the treatment
and the other does not. In fact this allows for a measure of the causal effect of the treatment for this
sub-population [60]. And this in turn provides a measure of the change in utility for a small change
in policy.
The idea of measuring causal effects by comparing populations at a threshold is known as regression
discontinuity design (RDD), and is commonly used in econometrics [37]. RDD is often used when a
policy is determined by thresholding on a single covariate (Figure 1a). It has been used to estimate the
effects of education programs [54], election outcomes [48], and policies determined by age-eligibility
[16]. It can also be extended to higher dimensions (Figure 1b; [11, 18, 3, 70, 19]) or setting with
multiple treatment options (Figure 1c; [59]). For instance, students may take tests with thresholds in
several different subjects, and school districts may reward teachers for improving student test scores
in both mathematics and English [59, 69]. When the conditions for their use are valid, RD designs
are a reliable way to measure treatment effects. The above reasoning shows that causal effects as
measured by RDD can be used to make small updates to a threshold with high confidence it will
improve utility [26, 52]. However, what schedule of updates to a threshold will converge on an
optimal policy?
We propose to answer this question by framing the problem as a contextual multi-armed bandit. The
balance between exploration and exploitation is well studied in multi-arm bandits. In a bandit problem
an agent must choose from a set of actions at each round and only observes reward for the action
chosen [66]. A contextual bandit provides the agent with side information about the set of choices
at each round, which can be used to make a more informed decision [75]. Contextual multi-armed
bandits are used in personalized medicine, targeted advertising and website design. Much is known
under a variety of assumptions about the relation between context and reward – e.g. using linear
models [1, 22, 50], Gaussian processes [45, 64, 33], and GLMs [29]. Further, there is an intimate
relation between learning in a bandit setting and the defining problem of causal inference – that only
one of multiple potential outcomes are ever observed – and thus there is a natural correspondence
between multi-armed bandits and optimization in a setting where causal effects must also be learned.
Many of the above motivating examples, once causal effects are identifiable, could be optimized
using theory of multi-armed bandits. Here we draw from this theory to understand how to optimize
rarely switching policies.
As machine learning and AI are increasingly used to aid decision making, there is a growing need
for safety and performance guarantees to be understood and implemented [10, 2]. Thus a lot of
recent work considers conservative or safe bandit algorithms. For instance, methods that do not
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perform below some baseline level [72, 40, 41, 38, 65, 21], or that are risk-averse, avoiding large
variance in outcomes [68, 62, 23, 76], have been developed. In particular, recent work has considered
exploration-free, or greedy bandit algorithms, in a linear contextual setting [7, 39]. Surprisingly,
under certain distributional assumptions, noise alone provides the necessary exploration to allow
learning for free [7]. In fact, a recent comparison between contextual bandit algorithms shows that
greedy algorithms can do quite well in practice [14, 31]. This suggests that sufficient conditions for a
greedy algorithm to work well do occur: exploration bonuses can indeed be avoided in some settings.
For this reason here we investigate rarely-switching policy optimization by casting the problem as a
linear contextual bandit.
Only limited previous work has considered rarely-switching policies. For instance, the case where
there is a cost to changing actions has received attention [34, 44, 43]. Abbasi-Yadkori et al 2011 [1]
consider a rarely-switching class of Linear upper confidence bound (LinUCB) algorithms. However
their aim is to save computation, and not to minimize the number of changes made to avoid exploration
with policy. Rather than considering cases where it is costly to change actions, we consider the case
where it is costly to change policy.
Here we study how to find optimal thresholds while minimizing changes in policy as a linear contex-
tual bandit. We consider a family of policies defined by a fixed threshold on a linear combination of
covariates, that rarely switches, and that generalizes to higher dimensions and number of arms. We
propose conservative policy updating algorithms that only update their threshold when justified. This
extends the theory of the linear upper confidence bound (LinUCB) algorithm, and so the algorithms,
up to constants, share its asymptotic regret behavior [1]. However they result in fewer erroneous
changes to the policy, and fewer overall changes to the policy. Empirically, we show that these
methods compare favorably to previous a linear bandit algorithm that rarely switch its policy [1].
Further, we show how such algorithms compare to methods that improve on a baseline policy, such
as the conservative linear UCB (CLUCB) algorithm [41], where with high probability the algorithm
always performs better than a baseline, initial policy. We verify the method with simulated data, and
show its utility on an infant health, causal inference dataset. This work thus shows how conservative
bandit approaches can be extended to a common and important decision making framework.
1.1 Linear contextual bandits
We study the following version of the common stochastic linear bandit [61, 66, 41, 1]. At each round,
t, the agent observes a context st ∈ D ⊆ Rd and then selects an action at ∈ A. We assume each
context is drawn independently from a distribution ρ. The context may represent a feature vector
from an underlying state: st = φ(xt). Here we consider cases where each arm is presented with the
same information (e.g. when st represents patient information and arms are a fixed set of treatment
options – similar to the set up of [7]). This can be considered a special case of the framework in
which the function φ, and hence the context st, also depend on action at [1, 66]. The agent observes
a reward linearly dependent on the features
yt = s
T
t θ
at + ηt,
for θat ∈ Rd the unknown reward parameters. Let θ = (θa)a∈A be the set of all parameters. Let
zt = s
T
t θ
at denote the expected reward, and let Ft be the filtration capturing the history of the
process up until observing reward at round t: Ft = σ(a1, . . . , at, η1, . . . , ηt−1).
We make the following standard assumptions:
Assumption 1. The noise ηt is conditionally σ-subgaussian:
E (ecηt |Ft) ≤ exp(cσ2/2), ∀c ∈ R.
The problem is bounded in the following way:
Assumption 2. There exist constants B,D ≥ 0 such that ‖θa‖ ≤ B, ‖st‖ ≤ D and ‖sTt θa‖ ∈ [0, 1]
for all t and a ∈ A.
At each round, for the observed context, there is an optimal arm to pull: a∗t = argmaxas
T
t θ
a, splitting
ties arbitrarily. From this we can define the instantaneous regret:
rt = s
T
t (θ
a∗t − θ˜att ).
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We aim to find a policy pi : D → A that minimizes the cumulative regret over T rounds:
RˆT =
T∑
t=1
rt.
Let RT = E(RˆT ), where the expectation is taken over histories up to horizon T .
1.2 Rarely-switching policies
The optimal policy is a multiclass classifier:
pi∗(st) = argmaxas
T
t θ
a. (1)
Here we consider learning policies whose basic form is the following:
pi(st) = argmaxas
T
t θ˜
a
t , (2)
and thus that are parameterized by the set θ˜t = {θ˜at }a∈A, which can be held constant between
rounds. We call this family of policies rarely-switching policies. They can be seen as policies in
which decisions are made by thresholding on a linear combination of context variables, which is only
updated rarely.
1.3 Confidence bounds
Rarely-switching policies operate based on the provisionally optimal arm given a set of operational
parameter values θ˜. A policy needs to update these parameters on some schedule to be close to
current estimate of the true parameters. We thus maintain the least squares estimate of parameters
given the pulls of each particular arm, θˆat . Let T
a
t be the set of times for which arm a was pulled up to
and including round t. Then let the arm parameter estimates be given by the ridge regression solution
V at = λI +
∑
s∈Tat
sss
T
s ,
θˆat = (V
a
t )
−1 ∑
s∈Tat
ysss,
for regularization parameter λ > 0. Let Vt be the block diagonal matrix constructed from the matrices
{V at }. To construct working rarely-switching bandit algorithms we also must construct confidence
bounds for each arm. Care is needed in constructing confidence sets for these estimators because,
unlike in standard least squares estimation, the sequence of observations {ss, ys}ts=1 are no longer
independent and identically distributed – the action chosen depends on the history of the process,
which induces correlations among {st}t∈Tat . By using Martingale theory, we can find confidence
intervals that apply for any policy [1, 66]. Let Ct be the following set:
Ct = {x ∈ Rd : ‖θˆat−1 − x‖2Vt−1 ≤ βt},
where ‖x‖2V = xTV x, for positive definite matrix V , and some bound βt. We can place a lower
bound on the probability that the true parameters lie in the set of confidence sets for all rounds. Let
this be the event:
Et = ∩tn=1{θ ∈ Cn}.
Theorem 20.2 of [66] provides an explicit form of βt for which the event Et occurs with probability
at least 1− δ (provided as Theorem B1 in the supplementary material).
1.4 Feasible contextual linear bandits
Which rarely-switching algorithms learn the optimal parameters? We answer this question by first
studying a more general class of algorithms. Consider the general case of the k-armed bandit,
A = {1, . . . , k}. For each observed context, st, the confidence bounds define plausible intervals of
payoffs for each arm. That is, assuming Et occurs, the true expected reward for arm a lies in the
interval
sT θˆat ±
√
βt‖s‖(V at )−1 .
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For each round, assuming the confidence bounds hold, the upper bound payoff of some arms may be
below the lower bound payoff of another arm, excluding these arms from plausibly being the best
choice. Call any algorithm that never plays these excluded arms a feasible algorithm. With this we
can establish the following result:
Theorem 1. With probability at least 1− δ, the regret of any policy learned by a feasible algorithm
is bounded by
RˆT ≤
√√√√32dTβT log( trace(V0) + TL2
ddet1/d(V0)
)
.
All proofs are provided as supplementary material. Corollary 19.3 from [66] can be applied and then
provides:
Corollary 1. Choosing δ = 1/T , the expected regret obeys
RT ≤ Cd
√
T log(TL),
for constant C > 0.
The LinUCB algorithm and the greedy algorithm (θ˜t = θˆt, see, for example, Bastani et al [7]) are
feasible algorithms.
2 Feasible, rarely-switching bandits
We now consider feasible, rarely-switching algorithms that only update their policy when justified.
To derive them we first consider the geometry of the linear contextual bandit.
a) Arm parameters b) Policy
Arm 1
Arm 3
Arm 2
c) Arm parameter uncertainty d) Policy uncertainty
Arm 1
Arm 3
Arm 2
Figure 2: The geometry of linear contextual ban-
dits. (a) The arm parameters define a convex poly-
tope which determines the policy (b). In this exam-
ple, the decision boundaries are normal vectors to
the faces of C. (c) Uncertainty in the parameters
creates uncertainty in the polytope, (d) which in
turn creates uncertainty in the policy (grey areas).
When a decision boundary is definitely outside the
plausible interval, moving it to the edge of that
interval will improve expected regret of the policy.
For each context, st, policies of the form (1) are
linear programs [55]. That is, they are solutions
to:
max
x∈conv(θ)
sTt x, (3)
where C := conv(θ) denotes the convex hull
of the set of arm parameters {θa}ka=1, and can
equivalently be represented as a set of linear
inequalities Ax ≤ b. C is a closed convex poly-
tope in Rd. For all st ∈ Rd \ {0}, a solution to
(3) can found on one of the vertices of conv(θ)
([55], Theorem 3.3). Thus a solution to (1) is
a solution to (3) and at least one solution of (3)
is a solution to (1). This correspondence pro-
vides a lot of structure. For instance, it is clear
that arms which are not extreme points of C
are never played. And, the decision boundaries
of pi(st) can be seen as contexts st which de-
fine supporting hyperplanes which contain more
than one extreme point (Figure 2a,b).
2.1 Uncertainty
in parameters induces uncertainty in policy
The uncertainty in parameter estimates θˆ in-
duces uncertainty in the best policy (Figure 2c).
Such problems are studied in robust optimiza-
tion [8, 12, 13]. The difference between a typical
problem in robust optimization is that the goal
here is not to find a policy that is robust to uncertainty in the constraints (e.g. that chooses the best
arm assuming worst-case constraints), but rather the goal is to maintain a policy that is plausibly
close to the true policy so that regret is minimized over many rounds.
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An algorithm is feasible if it never plays an excluded arm. The confidence sets are constructed such
that the decision boundaries lie in decision regions (Figure 2d) with high probability. For two arms,
i and j, let θ˜it − θ˜jt := ψijt and let Ψijt be the set difference Ψijt = {ψ ∈ Rd|ψ = θi − θj , θ ∈ Ct}.
With this, we can prove:
Theorem 2. Any rarely-switching algorithm that maintains (θ˜it − θ˜jt ) ∈ cone(Ψijt ) for all i, j ∈ [k]
and for all t is a feasible algorithm.
2.2 The make-no-mistakes maxim
We seek rarely-switching policies that only change when justified – when their behavior is plausibly
sub-optimal. The above considerations suggest that the policy need not be changed when ψijt ∈
cone(Ψijt ),∀i, j ∈ [k]. When this is not the case, how should the policy be updated? There are a few
options based on the exact sense in which the policy should be conservative. We discuss two such
ideas. One idea is that updates to the policy should be as small as possible to maintain feasibility,
thus minimizing the chance that the update will in fact lead to higher expected regret. Such a policy
seeks to minimize mistakes when changing policy. Since the magnitude of ψijt does not matter, we
can consider the smallest update to the policy to be the update that keeps θ˜t ∈ Ct and that minimizes
the angle between ψijt and ψ
ij
t+1.
2.3 High probability improvement in two dimensions
In the planar case (d = 2), the idea of minimizing the change in angle of the decision boundaries
can lead, in identifiable circumstances, to a decrease in the expected regret at each round (as always,
with probability at least 1 − δ). The idea is that when decision boundaries are outside a plausible
interval, moving the boundary to the edge of this interval only affects the behavior of the policy in a
region where the arm to pull is clear – and thus the policy moves from definitely incurring regret to
not necessarily incurring regret for contexts in this region (Figure 2d). The requisite assumptions and
a formal statement of this result are provided as Theorem B2 in the supplementary material.
2.4 The conservative rarely-switching bandit
Policy updates that definitely improve expected regret are harder to construct in higher dimensions
(d > 2). However we can use the same idea in a more general bandit algorithm. The idea of
minimizing the angle between each decision boundary pair suggests updating θ˜t as follows:
θ˜t+1 = argmaxϕ∈Ct
θ˜Tt F
TFϕ
‖F θ˜t‖‖Fϕ‖
,
where F is the block matrix that computes the decision boundaries for each pair of arms. That is,
Fϕ returns ψijt for all pairs i < j. We call this the conservative rarely-switching bandit. This can be
understood as a minimization of the cosine distance under inner product xTFTFy (see, for example,
[71, 20]). It could be solved with geodesic-convex routines [73, 28]. Here we solve the problem
using a projected gradient-descent method. The complete algorithm is detailed in the supplementary
material. As a comparison, we also considered a simpler, alternative algorithm based on updating
parameters simply whenever θ˜t /∈ Ct, instead of basing decisions on when the decision boundaries
are not feasible. We compared this algorithm to the conservative rarely-switching bandit in the
supplementary material. We found that considering policies in terms of their decision boundaries
does lead to fewer changes in policy, with comparable regret.
2.5 The greedy rarely-switching bandit
An issue with the conservative update is that, by aiming to place the decision boundaries on the edge
of what is feasible, they may need to be updated again in the next few rounds – contrary to the aim of
having a policy that does not need to be updated excessively. An alternative is to update the parameter
with greedy updates: whenever T θ˜t /∈ cone(TΨt), then set θ˜t = θˆt. This modifies the algorithm
in an obvious way (see supplementary material). We call this the greedy rarely-switching bandit.
It sacrifices confidence that a given update will definitely be an improvement for an algorithm that
makes fewer updates to the policy.
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Figure 3: Simulation results. Fifty random generated bandit parameters are run for 10000 rounds.
a) The per-step regret (Rt/t). b) The number of policy changes. Both a) and b) traces show mean,
plus/minus standard error. c) The percentage of rounds in which each method performs below the
cumulative reward obtained when only a baseline arm is played. d) Percentage changes to policy that
decrease expected regret. Error bars indicate 95% confidence intervals.
3 Results
3.1 Simulations
To test the conservative and greedy rarely-switching bandit algorithms we generate synthetic data
from a set of randomly generated arms. Each arm parameter is sampled randomly from Rd. Each
algorithm is run for 10,000 rounds. Here we present results for k = 4 arms and d = 5 (additional
experiments with other choices are provided in the supplementary material). At each round a context
is sampled uniformly from D, and reward is given according to the chosen arm’s mean plus Gaussian
noise with standard deviation 0.1. We take δ = 0.0001. The bandit algorithms are compared to the
LinUCB algorithm [1], the rarely-switching variant of the LinUCB algorithm [1], the greedy least
squares algorithm [7], and the conservative LinUCB algorithm (CLUCB) [41].
Both rarely-switching (RS) algorithms perform well. First, the per-step regret (Rtt ) is lowest for
the greedy algorithm, consistent with previous bandit comparisons [14] (Figure 3a). However the
RS algorithms perform almost as well, followed by the LinUCB and RS LinUCB methods. The
CLUCB algorithm is the slowest to learn: despite the fact that its baseline arm is set to the be the
arm with the highest expected return, meaning it starts with an already good policy, ultimately the
CLUCB method has the highest per step regret. Second, we see that the mean number of changes for
both rarely-switching algorithms is very low (Figure 3b). Indeed, the RS-greedy algorithm achieves
low regret with as few as five average changes in policy. Both RS policies changes much less than
the RS LinUCB algorithm (≈ 250). We also compare each algorithm’s performance relative to a
policy that always chooses a fixed, ‘baseline’ arm (set to be the with the highest expected reward). By
rarely updating their policy, the rarely-switching algorithms seldom have cumulative reward below
the baseline policy (Figure 3c). In contrast, the LinUCB algorithms perform below the baseline rate
on average around 6% of the time, while the CLUCB algorithm, by its design, never performs below
the baseline. Finally, we examine the proportion of changes which result in lower expected regret
for each method (Figure 3d). Consistent with our reasoning, a higher proportion of policy changes
made by the RS-conservative algorithm do indeed lead to improved expected regret, compared with
changes made by either RS-greedy or RS-LinUCB (both around chance). Taken together, these result
show that rarely updating a bandit policy can result in efficient and safe learning, with only a very
small number of changes to the policy.
3.2 Real data
Next we apply the algorithms to a medical dataset: a study on the effect of high-quality child care and
home visits on future cognitive performance. By presenting subjects sequentially to each algorithm,
we test if the algorithms can be used to allocate treatment to subjects such that as many benefit
as possible – or least more than would benefit from a randomized control trial (RCT). We use a
semi-simulated infant health and development program (IDHP) dataset, in which counterfactuals are
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Figure 4: Data results. a) Per-step regret for each method over 100 realizations of IHDP semi-
simulated trial. The per-step regret for a totally random policy (an RCT) is shown for comparison. b)
Number of cumulative policy changes for each method that rarely switches policy.
simulated from a learned model from the actual trial [36]. This dataset has been used as a benchmark
for causal learning (e.g. [63]). The dataset consists of 747 subjects, and 100 simulated outcomes
and counterfactuals. We observe that all algorithms learn an optimal treatment within the trial.
However the rarely-switching and greedy algorithms learn significantly faster than the LinUCB and
rarely-switching LinUCB (Figure 4a). Further, both rarely-switching algorithms learns a good policy
with approximately 35 changes in policy (Figure 4b). These results suggest that these algorithms
can be used to efficiently learn good policies with minimal changes, even over a short trial – making
them relevant for adaptive clinical trial designs.
4 Conclusion
Here we proposed an approach to optimize policies determined by a linear combination of covariates
in a rarely-switching manner. We proved that, in some cases, we can construct updates that are
guaranteed to improve the expected reward. Both in simulation and real data, the methods learn as
efficiently as other state-of-the-art bandit algorithms. Further, the greedy rarely-switching approach
requires very few changes to reach a good policy. Though we do not perform a comprehensive
comparison between other bandit algorithms, these findings are consistent with previous bandit
studies. For instance, Foster et al 2018 [31] finds greedy algorithms, and algorithms that maintain a
set of feasible parameter regions perform well.
There are two large caveats to the rarely-switching approach we developed. First, the algorithms are
not guaranteed to converge with almost certainty. For applications where safety is important, this is
an important consideration. However this shortcoming is shared by the other methods considered
here. Second, in many of the cases considered, a linear model may not be reasonable. This could be
addressed by considering GLMs, or by considering local regression models. Indeed, in measuring a
causal effect at a threshold, RDD relies only on locally linear models. We may expect our results
could be generalized to non-linear settings by considering a local linear regression at the threshold.
This is left for future work.
The rarely-switching framework is particularly relevant to adaptive trial designs and cases where
the number of arms (treatments) is small. In such cases there is a simultaneous goal of learning the
treatment effect and maximizing positive outcomes. As discussed in the introduction, there is a close
relationship between learning with bandit feedback and causal inference. Indeed, a number of recent
studies have explored intersections of causal inference and bandit problems, considering cases where
the actions of an agent are confounded [5, 30, 74, 4, 47, 49], or where methods from causal inference
such as matching can prove useful [25, 57]. We complement these methods by showing how adaptive
trials can be performed with few changes to policy.
The rarely-switching framework is also relevant to any policy determined by a fixed threshold. A
number of authors have noted that thresholds could be used a lot more in medicine to measure causal
effects [53, 51]. Our work shows how these thresholds could also be optimized.
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More generally, the rarely-switching framework could be extended to policies in Markov Decision
processes (MDPs). Safety in these settings is increasingly of interest [27, 46, 42, 17, 32]. We believe
our approach method could be extended to make conservative changes to policies, with applications
in particular to personalized medicine. Further, because a policy in deep reinforcement learning can
be parameterized as a linear readout of a set of learned features [9], this approach could also be
applied to deep learning and deep reinforcement learning [35]. This is also left as future work.
In many real world settings, changing policies is expensive or difficult. As the use of machine learning
to find optimal policies in medicine and economics increases, considering this inertia is increasingly
important. Using the theory of contextual linear bandits, here we provided one of the first analyses of
this problem.
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Supplementary material
A Algorithms
We implement a projected gradient method. To solve
θ˜t+1 = argmaxϕ∈Ct
θ˜Tt F
TFϕ
‖F θ˜t‖‖Fϕ‖
,
the method consists of alternating niter times between gradient updates to maximize:
K(ϕ) =
θ˜Tt F
TFϕ
‖F θ˜t‖‖Fϕ‖
, (4)
followed by projections onto the convex set Ct. Let J = FTF . Then the gradient with respect to ϕ is:
∂K
∂ϕ
(ϕ) =
1
‖F θ˜t‖(ϕTJϕ)3/2
(
Jϕ(θ˜TJϕ)− Jθ˜(ϕTJϕ)
)
.
We decide to update the parameters if the smallest angle between θ˜t−1 and ϕ ∈ Ct is above some threshold,
arccos(∆), and if the parameters θ˜t−1 are indeed not in the current confidence set Ct. The algorithm has
parameters, niter , step size , and a tolerance at which we decide two vectors have the same angle, ∆. Here we
use niter = 100,  = 0.1 and ∆ = 0.01. The algorithm was tested for robustness to the choice in ∆ – values of
∆ between 10−1 and 10−4 do not affect the regret behavior (Supplementary Figure 5).
Algorithm 1 The conservative, rarely-switching bandit
Require: initial policy θ˜0, regularization parameter λ, number of rounds T , initial gradient step size
, tolerance ∆
Initialize V0 ← λI
for t ∈ [0, T ] do
Observe context: st
Choose action: at ← argmaxasTt θ˜t−1 and obtain reward yt
Update parameters: Vt, Ut, θˆt, βt and bounds Ct
ϕ0 ← θ˜t−1
for i ∈ [1, niter] do
Set step size: η ← /√i
Gradient step, using Suppl. Eq. (4): ϕ′ ← ϕi−1 + η ∂K∂ϕ (ϕi−1)
Project onto Ct: ϕi ← argminφ∈Ct‖φ− ϕ′‖2Vt
end for
boundary_angles← θ˜
T
t−1Jϕniter
‖θ˜t−1‖J‖ϕniter‖J
if boundary_angles < 1−∆ and ‖θ˜t−1 − θˆt‖Vt > βt then
θ˜t ← ϕniter
else
θ˜t ← θ˜t−1
end if
end for
The greedy algorithm only changes the last section of the algorithm. When an updated is required, it sets θ˜t = θˆt.
B Proofs of Theorems
The following is a restatement of Theorem 20.2 from [66], and provides an explicit form for the size of the
uncertainty sets. We omit the proof here.
Theorem B1. For any δ ∈ (0, 1), with probability at least 1− δ, it holds that for all t ∈ N+,
‖θˆ − θ‖Vt <
√
λ‖θ‖+
√
2 log
(
1
δ
)
+ log
(
detVt
λd
)
.
Also, for ‖θ‖ ≤ L then P(Et) ≥ 1− δ with Ct defined using
βt =
√
λL+
√
2 log
(
1
δ
)
+ log
(
detVt
λd
)
.
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Algorithm 2 The greedy, rarely-switching bandit
Require: initial policy θ˜0, regularization parameter λ, number of rounds T , initial gradient step size
, tolerance ∆
Initialize V0 ← λI
for t ∈ [0, T ] do
Observe context: st
Choose action: at ← argmaxasTt θ˜t−1 and obtain reward yt
Update parameters: Vt, Ut, θˆt, βt and bounds Ct
ϕ0 ← θ˜t−1
for i ∈ [1, niter] do
Set step size: η ← /√i
Gradient step, using Equation (4): ϕ′ ← ϕi−1 + η ∂K∂ϕ (ϕi−1)
Project onto Ct: ϕi ← argminφ∈Ct‖φ− ϕ′‖2Vt
end for
boundary_angles← θ˜
T
t−1Jϕniter
‖θ˜t−1‖J‖ϕniter‖J
if boundary_angles < 1−∆ and ‖θ˜t−1 − θˆt‖2Vt > βt then
θ˜t ← θˆt
else
θ˜t ← θ˜t−1
end if
end for
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Figure 5: Robustness of RS algorithms to value of ∆. On IHDP dataset, value of delta between 10−1
and 10−4 has little impact on per step regret. But does affect the number of policy changes made.
Dashed lines represent RS-greedy, solid lines represent RS-conservative for different ∆ tolerances.
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Theorem 1. With probability at least 1− δ, the regret of any policy learned by a feasible algorithm is bounded
by
RˆT ≤
√
32dTβT log
(
trace(V0) + TL2
ddet1/d(V0)
)
.
Proof. For a given context st let J (st) ⊆ A denote the set of valid arms that are not excluded from being
played according to their confidence bounds. Assuming the confidence bounds hold, then if J (st) contains only
one arm then a feasible algorithm incurs no regret in that round. Otherwise, let i∗ and j∗ be the pair of valid
arms with the largest difference in payout for st:
i∗, j∗ = argmaxi,j∈J (st)|sTt (θi − θj)|.
The optimal arm is one of the arms in J (st), as is the choice of a feasible algorithm, thus this is a bound for the
regret in round t. Without loss of generality, let i∗ be the arm with the higher estimated payoff for context st.
Since j∗ is not excluded, the lower bound of arm i∗ is below the upper bound of arm j∗. This means that:
stθˆ
i∗
t −
√
βt‖st‖(V i∗t )−1 ≤ stθˆ
j∗
t +
√
βt‖st‖(V j∗t )−1
⇒
∣∣∣st(θˆi∗t − θˆj∗t )∣∣∣ ≤√βi∗t ‖st‖(V i∗t )−1 +√βj∗t ‖st‖(V j∗t )−1 (5)
Thus:
rt ≤ |sTt (θi
∗ − θj∗)|
≤ |sTt (θi
∗ − θˆit)|+ |sTt (θj
∗ − θˆj∗t )|+ |sTt (θˆi
∗
t − θˆj
∗
t )|
≤ |sTt (θi
∗ − θˆi∗t )|+ |sTt (θj
∗ − θˆj∗t )|+
√
βt‖st‖(V i∗t )−1 +
√
βt‖st‖(V j∗t )−1
≤ ‖st‖(V i∗t )−1‖(θ
i − θˆi∗t )‖V i∗t + ‖st‖(V j∗t )−1‖(θ
j∗ − θˆj∗t )‖V j∗t +
√
βt‖st‖(V i∗t )−1 +
√
βt‖st‖(V j∗t )−1
≤ 2
√
βt‖st‖(V i∗t )−1 + 2
√
βt‖st‖(V j∗t )−1
≤ 4
√
βt‖st‖(Vt)−1 ,
using: Equation (5); the Cauchy-Schwarz inequality; the fact that θ ∈ Ct; and the fact that ‖s‖2(Vt)−1 =∑k
i=1 ‖s‖2(V it )−1 , and thus that ‖s‖(V it )−1 ≤ ‖s‖(Vt)−1 for any i. Up to a factor of 2, this is exactly the form of
the regret bound obtained in the proof of Theorem 19.2 [66]. Thus the rest of the proof proceeds identically
from there and establishes the result.
Theorem 2. Any rarely-switching algorithm that maintains (θ˜it − θ˜jt ) ∈ cone(Ψijt ) for all i, j ∈ [k] and for all
t is a feasible algorithm.
Proof. A feasible algorithm never plays an excluded arm. This can be judged on a pairwise basis: if the
expected payoff for arm j is lower than that of any other arm i, then j is excluded. For a given context st, all
excluded arms can be determined by considering all pairs of arms. Thus we need only focus on characterizing
the decision boundaries between pairs of arms. The confidence sets are constructed such that these decision
boundaries lie in decision regions with high probability. For two arms, i and j, let Ψijt be the set difference
Ψijt = {ψ ∈ Rd|ψ = θi − θj ,with θ ∈ Ct}.
Then the decision boundary between arms i and j lies in the set:
Dijt = {s ∈ Rd|sTψij = 0, ψij ∈ Ψijt }.
This region can be understand as the complement of the union of two sets: the dual cone of Ψijt and the polar
cone of Ψijt . The dual cone corresponds to contexts in which, for any set of feasible parameters θ ∈ Ct, arm
i is better: C∗ijt = {s ∈ Rd|sTψij > 0, ∀ψij ∈ Ψijt }. The polar cone, D∗ijt := −C∗ijt is the opposite: it
represents contexts for which, given any combination of feasible parameters, arm j is better.
If θ˜i − θ˜j ∈ cone(Ψijt ) then ∃α > 0 such that
θ˜i − θ˜j = α(θi − θj)
for some θi, θj ∈ Ct. This means there exists feasible parameters that have the same decision boundary as θ˜i, θ˜j .
This means that, for all s ∈ C∗ijt , where arm θi is better, the policy θ˜ will not play arm j (the excluded arm).
Thus θ˜ does not play any excluded arm, and is a feasible algorithm. Note that if 0 ∈ Ψijt then any decision
boundary between i and j is plausible, and this pair of arms does not constrain if θ˜ is feasible or not.
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We can prove in d = 2 there are updates that always improve the expected regret. The intuition is that, in two
dimensions, the policy θ˜t defines intervals over angles in which each arm is played. The problem thus becomes
one dimensional – it can be considered as a cyclic ordering of the arms based on angle, σ = (σ(θ˜1) . . . σ(θ˜k)),
and a set of angles corresponding to the decision boundaries between the pair of arms θ˜σi and θ˜σi+1 . Then we
have:
Theorem B2. For d = 2, if an update to the policy θ˜t satisfies:
(i) the order of the arms σ is the same for θ˜t and θ˜t+1,
(ii) each new decision boundary ψσi,σi+1t+1 stays within the next and previous decision boundaries given by
θ˜t:
ψ
σi−1,σi
t ≤ ψσi,σi+1t+1 ≤ ψσi+1,σi+2t ,
(iii) each change ψijt → ψijt+1 is the smallest such that ψijt+1 ∈ cone(Ψijt+1). I.e. that
ψijt+1 = argminψ∈cone(Ψijt+1)
arccosdist(ψ,ψijt ),
(iv) If ψσi,σi+1t ≤ ψσi,σi+1t+1 , then in each interval [ψσi,σi+1t , ψσi,σi+1t+1 ], there are no plausible decision
boundaries that involve σi (and σi+1 if instead ψ
σi,σi+1
t > ψ
σi,σi+1
t+1 )
then it does not increase the expected instantaneous regret, for a fixed policy, in the sense that:
Es∼ρ
(
sT θ˜att
)
≤ Es∼ρ
(
sT θ˜
at+1
t+1
)
,
with probability at least 1− δ.
Proof. In the planar case, edges constitute the faces of the polytope, thus specifying the decision boundaries
(edges) is the same as the H-representation of the polytope – it uniquely specifies the polytope. Thus we can
equally think of dealing with vertices (arm parameters), or decision boundaries. Here we deal entirely with the
decision boundaries.
The assumptions on the change in policy implicitly assume that the number of playable arms stays the same
between t and t+ 1 – that is, an arm does not become dominated (stops being an extreme point of the polytope),
or stop being dominated. Note also that if 0 ∈ Ψijt+1 then any boundary ψijt+1 is feasible, and this does not
contribute to changing the policy.
We prove the result by considering each interval [ψσi,σi+1t , ψ
σi,σi+1
t+1 ]. By the assumptions of the update, no
interval overlaps with any other interval. This is because, by the conditions of the theorem, the new border is the
first boundary encountered. That is, we can speak about the new boundary ψσi,σi+1t+1 as being either before or
after the prior boundary ψσi,σi+1t . If after, then both of the following are true:
ψ
σi,σi+1
t ≤ ψσi,σi+1t+1 ≤ ψσi+1,σi+2t (condition ii)
ψ
σi,σi+1
t ≤ ψσi,σi+1t+1 ≤ ψσi+1,σi+2t+1 (condition i)
and if before, then
ψ
σi,σi+1
t+1 ≤ ψσi,σi+1t ≤ ψσi+1,σi+2t (ordering)
ψ
σi,σi+1
t+1 ≤ ψσi,σi+1t ≤ ψσi+1,σi+2t+1 (condition ii)
In either case, the next interval [ψσi+1,σi+2t , ψ
σi+1,σi+2
t+1 ] does not overlap with the current interval
[ψ
σi,σi+1
t , ψ
σi,σi+1
t+1 ]. The same argument applies to the previous interval. Thus all such intervals do not
overlap with one another. Since the behavior of θ˜t and θ˜t+1 is the same outside of these intervals then to
establish that the change in policy does not incur more regret we just need to study the behavior of the policy in
each of these intervals separately.
So, for contexts in a given interval, between t and t+ 1, the policy switches from playing σi+1 to σi (or vice
versa, depending on the ordering). Assume the policy switches from σi+1 to σi; the same argument applies
to the opposite case. Either the interval is empty, and the policy behaves the same between t and t+ 1, or by
assumption the decision boundary is moved just to the edge of the feasible boundary between arms σi and σi+1.
Assume the policy is moved just to the edge of the feasible boundary between the arms. We need to consider
two scenarios, either it is plausible a true decision boundary between σi+1 and another arm lies in the interval,
or it does not.
By condition iv, there cannot exist a plausible true decision boundary between σi+1 and another arm. Further,
since the movement to the boundary of the feasible region means that the interval cannot contain the true decision
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Figure 6: Simulation results varying dimension d and number of arms k. Fifty random generated
bandit parameters are run for 10000 rounds. Plotted are the per-step regret (Rt/t) and the number of
policy changes. Traces show mean, plus/minus standard error.
boundary σi, σi+1. Thus, by the conditions, in the interval there is no way that playing σi+1 was feasible. The
old policy played σi+1 in this interval, and so only incurs regret. By changing the policy to play σi in this
interval, expected regret cannot increase.
Remark: The assumptions are not likely to be true at the start of the trial, where the ordering of the arms is
unclear and the uncertain policy regions are not isolated from one another. However these assumptions may be
reasonable later, in which case they provide a guarantee that the bandit never decreases its performance. Each
condition is easy to check, thus the result provides a make-no-mistakes algorithm in 2D.
C Extra simulation results
We perform the same simulations as in the main text, except vary the number of dimensions d and the number of
arms k. We find similar results for d ≥ 5. For d = 2, the rarely switching bandits do not perform as well as
LinUCB (Supplementary Figure 6).
D Comparison to other possible feasible algorithms
A simpler algorithm worth considering is just to take:
θ˜t = argminϕ∈Ct‖ϕ− θ˜t−1‖Vt .
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Figure 7: Feasible and rarely-switching comparison results. Fifty random generated bandit parameters
are run for 10000 rounds. a) The per-step regret (Rt/t). b) The number of policy changes. Both
a) and b) traces show mean, plus/minus standard error. c) The percentage of rounds in which each
method performs below the cumulative reward obtained when only a baseline arm is played. d)
Percentage changes to policy that decrease expected regret. Error bars indicate 95% confidence
intervals.
That is, as soon as the parameters θ˜t are not feasible then update θ˜. This will result in more updates than the
rarely-switching algorithms we propose, which decide when to update based on the decision boundaries being
not feasible, as opposed to the arm parameters. A greedy version of this would be to take:
θ˜t =
{
θ˜t−1, θ˜t−1 ∈ Ct
argminϕ∈Ct‖ϕ− θ˜t−1‖Vt , else
To distinguish these algorithms from the rarely-switching versions, call these the feasible conservative, and
feasible greedy algorithms, respectively.
We compare these algorithms to the rarely-switching algorithms on the same synthetic set of linear bandits as
in the main text and above. These feasible algorithms have good per-step regret on the same simulated tasks
(Supplementary Figure 7a). However, the number of changes to the policy is greater than the rarely-switching
conservative and greedy versions (Supplementary Figure 7b). Thus considering only updating policy when the
decision boundary becomes infeasible, as opposed to the arm parameters, is worthwhile if the goal is to minimize
policy changes. Further, the feasible-conservative algorithm does not produce updates which have a good chance
of leading to decreased regret, in contrast to the rarely-switching conservative algorithm (Supplementary Figure
7d).
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