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SUBALGEBRAS OF THE Z/2-EQUIVARIANT STEENROD
ALGEBRA
NICOLAS RICKA
Abstract. The aim of this paper is to study sub-algebras of the Z/2-equivariant
Steenrod algebra (for cohomology with coefficients in the constant Mackey
functor F2) which come from quotient Hopf algebroids of the Z/2-equivariant
dual Steenrod algebra. In particular, we study the equivariant counterpart of
profile functions, exhibit the equivariant analogues of the classical A(n) and
E(n) and show that the Steenrod algebra is free as a module over these.
1. Introduction
It is a truism to say that the classical modulo 2 Steenrod algebra and its dual
are powerful tools to study homology in particular and homotopy theory in general.
In [2], Adams and Margolis have shown that sub-Hopf algebras of the modulo p
Steenrod algebra, or dually quotient Hopf algebras of the dual modulo p Steenrod
algebra have a very particular form. This allows an explicit study of the structure
of the Steenrod algebra via so called profile functions.
These facts have both a profound and meaningful consequences in stable homo-
topy theory and concrete amazing applications (see [13] for many beautiful results
strongly related to the structure of the Steenrod algebra).
Using the determination of the structure of the Z/2-equivariant dual Steenrod
algebra as a RO(Z/2)-graded Hopf algebroid by Hu and Kriz in [10], we show two
kind of results:
(1) one that parallels [2], characterizing families of sub-Hopf algebroids of
the Z/2-equivariant dual Steenrod algebra, showing how to adapt classi-
cal methods to overcome the difficulties inherent to the equivariant world
(2) and answers to some natural questions, arising from the essential differences
between the non-equivariant and Z/2-equivariant stable cohomological op-
erations with coefficients in F2 and F2 respectively.
Our goal is to study sub-objects of the Z/2-equivariant Steenrod algebra via the
quotients of its dual, so we start by showing how duality theory à la Boardman
fits into the context of Z/2-equivariant stable cohomology operations in Section 3.
When considering such equivariant generalisations, one must be careful since, for an
equivariant cohomology theory E⋆, freeness of stable E⋆-cohomological operations
as a module over the coefficient ring E⋆
Z/2 (the RO(Z/2)-graded abelian group
of Z/2-equivariant maps S⋆ → E) is not sufficient to apply Boardman’s theory.
The main result is Proposition 3.12, which states that the appropriate notion in
Z/2-equivariant stable homotopy theory is freeness as a RO(Z/2)-graded Mackey
functor for Z/2.
We then show how this theory applies to the Z/2-equivariant dual Steenrod alge-
bra in Section 4. The essential Proposition is 4.3, which asserts that the appropriate
freeness condition is satisfied.
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These results motivate our study of quotient Hopf algebroids of the Z/2-equivariant
Steenrod algebra. We develop in Section 5 the required theoretical tools. After deal-
ing with quotients of RO(Z/2)-graded Hopf algebroids in general, we deal with the
cofreeness properties of various quotients of a given RO(Z/2)-graded Hopf algebroid
in Theorem 6.14. The following section is devoted to the application of these ideas
to the particular case of the Z/2-equivariant dual Steenrod algebra. We define the
appropriate notion of profile function in the equivariant case in Definition 5.7 and
deal with three questions:
(1) Is there uniqueness of a pair of profile functions providing the same algebra
quotient, and if yes, is there a preferred choice of profile functions?
(2) Under what conditions on a pair of profile functions is the associated quo-
tient algebra a quotient Hopf algebroid?
(3) Under what additional conditions is this quotient Hopf algebroid free over
(HF2⋆)Z/2?
These questions leads respectively to the notions of minimal pair, the well-known
notion of Hopf ideal, and free pair.
We end the paper by exhibiting in Section 6 some particular sub Hopf algebroids
corresponding to the non-equivariant A(n) and E(n), and exhibit some properties
of these algebras. The principal result is Theorem 6.15, which we apply to the
particular cases A⋆(n) and E⋆(n) to get the following corollary. Note that by
construction, there are morphisms of Hopf algebroids
A⋆(n)→ A⋆(n− 1),
E⋆(n)→ E⋆(n− 1),
and
A⋆(n)→ E⋆
which gives to A⋆(n) a A⋆(n−1)-comodule structure, and accordingly for the other
morphisms.
Corollary (Corollary 6.16). For all n ≥ 0, the Hopf algebroid (HF2⋆,A⋆) is
cofree as a comodule over its quotients E(n)⋆ and A⋆(n), and these quotient Hopf
algebroids are cofree over one other (whenever it makes sense).
Using duality theory for modulesà la Boardman, this gives the next principal
result of this paper.
Theorem 1.1. For all n ≥ 0, the Z/2-equivariant Steenrod algebra HF2
⋆
Z/2
HF2
is free as a module over E(n)⋆ and A(n)⋆, and these algebras are free over one
another.
As an application, we compute the Z/2-equivariant modulo 2 cohomology of
the spectrum representing K-theory with reality. This type of results is essential
when it comes to compute the Adams spectral sequence converging to K-theory
with reality, as it allows us to use a change of coefficients property in the extension
groups appearing in the E2-page of the spectral sequence. This was one of the
motivations of this work. We refer the interested reader to the ext charts appearing
at the end of [5] for applications of the analogous non-equivariant result to the
computation of some ko-cohomology groups.
Acknowledgement: I want to thank my advisor Geoffrey Powell for both the
stimulating mathematical discussions we had, and his careful reading of early ex-
positions of the results presented in this paper.
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2. Preliminaries
2.1. Equivariant cohomology theories and RO(Z/2)-gradings. Recall that
the real representation ring of Z/2, RO(Z/2) is isomorphic to Z⊕Zα, where 1 stands
for the one dimensional trivial representation, and α for the sign representation.
Consider the category of Z/2-equivariant spectra indexed over a complete universe
Z/2SH. We consider its usual model category structure, so that its associated
homotopy category is the Z/2-equivariant stable homotopy category Z/2SH. We
refer to [12, 8] for the constructions and definitions. The two following properties
of Z/2Sp are of particular importance.
Remark 2.1. (1) We implicitely chose a model for the category of Z/2-equivariant
spectra that has good monoidal properties, such as orthogonal equivariant
Z/2-spectra.
(2) The meaning of the indexation over a complete universe is that the smash
product with all the spheres SV obtained as the one point compactifcation
of the real representations V of Z/2 is inverted up to homotopy.
Notation 2.2. • The ⋆ superscript will always denote a RO(Z/2)-graded
object, whereas the ∗ denotes a Z-graded one.
• There are ring morphisms
i : Z →֒ RO(Z/2)
(subring of trivial virtual representations),
dim : RO(Z/2)։ Z
which associates to a representation V its virtual dimension, and
twist : RO(Z/2)→ Z
which is defined by twist(k + lα) = l.
Definition 2.3. • Let O be the full subcategory of Z/2SH whose objects are
S0 and Z/2+. A Mackey functor for Z/2 is an additive functor O → Ab.
• For X and Y two Z/2-spectra, the stable classes of maps from X to Y ,
denoted [X,Y ] is naturally a RO(Z/2)-graded Mackey functor
Z/2SHop × Z/2SH →MRO(Z/2)
defined, for V ∈ RO(Z/2) by
[X,ΣV Y ]Z/2
ρ



[X,ΣV Y ]e,
τ
II
where, because of the adjunction
[Z/2+ ∧X,Σ
V Y ]Z/2 ∼= [X,ΣV Y ]e ∼= [X,Z/2+ ∧ Σ
V Y ]Z/2,
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the restriction and transfer of these Mackey functors are induced by the
projection Z/2+ → S
0 and its Spanier-Whitehead dual S0 → Z/2+ respec-
tively.
Notation 2.4. Let M be a Mackey functor. If ρM : MZ/2 → Me denotes the
restriction of M , τM : Me → MZ/2 its transfer, and θM : Me → Me the action of
Z/2 on Me, we represent M by the following diagram:
MZ/2
ρM
		
Me.
τM
JJ
Observe that, since θM = ρMτM − 1 this diagram suffices to determine M . We
denote
(−)e :M→ Z[Z/2]−mod
and
(−)Z/2 :M→ Z−mod
the evaluation functors associated to the two objects of the orbit category for Z/2.
In particular Z/2-equivariant cohomology theories are functors Z/2SHop →
MRO(Z/2) satisfying equivariant analogues of the Eilenberg-Steenrod axioms.
We now turn to some elementary definitions in the abelian category of RO(Z/2)-
graded objects.
Notation 2.5. Let (B,⊗, 1B) be a closed symmetric monoidal abelian category.
Denote BRO(Z/2) the category of RO(Z/2)-graded objects. For an element x of a
RO(Z/2)-graded object M⋆, denote |x| ∈ RO(Z/2) its degree.
As the underlying abelian group of RO(Z/2) is in particular an abelian monoid,
one can define a symmetric monoidal structure on BRO(Z/2) in a very natural way.
Definition 2.6. Let ⊗ : BRO(Z/2) × BRO(Z/2) → BRO(Z/2) the functor
(x⊗ y)⋆ =
⊕
V⊕W=⋆
xV ⊗ yW .
For two RO(Z/2)-graded objects M,N , τ : M ⊗ N → N ⊗ M is the natural
isomorphism determined by (τ :MV ⊗NW → NW ⊗MV ) = (−1)dim(V )dim(W )τB,
where τB denotes the twist isomorphism in the category B.
Lemma 2.7. The triple (⊗, τ, 1B), with the evident coherence morphisms give
BRO(Z/2) the structure of a closed symmetric monoidal category, where Hom is
given in degree ⋆ by morphisms which increase the degree by ⋆.
Proof. The proof, which is formally the same as in the classical case, is left to the
reader. 
Notation 2.8. (1) A (commutative, unitary) RO(Z/2)-graded ring in B is a
(commutative, unitary) monoid in the category (⊗, τ, 1B),
(2) for a commutative ring H , H−Mod (the category of H-modules) and H−
Bimod (the category of H-bimodules) are defined via the usual diagrams,
(3) for R a cocommutative comonoid in (⊗, τ, 1B), the category of R-comodules
is defined as usual.
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2.2. The Z/2-spectrum HF2.
Definition 2.9. Denote π⋆ : Z/2SH →M
RO(Z/2) the functor X 7→ [S⋆, X ].
Using the functor π∗, given by restricting π⋆ to integer gradings, one can extend
the definition of Postnikov tower to the Z/2-equivariant setting. This provides the
appropriate notion of ordinary cohomology theory.
Proposition 2.10. The Z/2-equivariant Postnikov tower defines a t-structure on
the Z/2-equivariant stable homotopy category whose heart is isomorphic to the cat-
egory M of Mackey functors for the group Z/2. In particular, one has a functor
H :M→ Z/2SH
which sends short exact sequences of Mackey functors to distinguished triangles of
Z/2-equivariant spectra.
Proof. This proposition summarizes the results of [12, Proposition I.7.14] and [11,
Theorem 1.13] in the particular case of the group with two elements. 
Definition 2.11. Denote by Z the Mackey functor
Z
=
		
Z
2
HH
and F2 the Mackey functor
F2
=
		
F2.
0
II
Remark 2.12. The constant Mackey functors in general, and F2, Z in particu-
lar, play a special role in this context. One reason is that equivariant Eilenberg-
MacLane spectra with coefficients in constant Mackey functors are exactly the
0th-slices in the sense of the slice filtration (see [9, Proposition 4.47]). The spec-
trum HZ is even more particular since it identifies with P 00 (S
0) by [9, Corollary
4.51]. This particular role of HZ was first observed by Dugger in [7], studying
an Atiyah-Hirzebruch spectral sequence for KR-theory, which was really the slice
spectral sequence of KR.
2.3. The coefficient ring for HF2. We now write down the structure of the
coefficient ring for HF2-cohomology. For the complete computation, see [10, p.371].
Recall from Remark 2.1 that for a real representation, V of Z/2, the object SV
stands for the one point compactification of V as a Z/2-space.
Proposition 2.13. The RO(Z/2)-graded Mackey functor HF2⋆ is represented in
the following picture.
The symbol • stands for the Mackey functor
Z/2
		
0,
II
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and L stands for
Z/2
0
		
Z/2
=
II
finally, L− represents the Mackey functor which consists only of F2 concentrated in
(−)e. A vertical line represents the product with the Euler class a, which is the class
of the map S0 →֒ Sα. This product induces one of the following Mackey functor
maps:
• the identity of •,
• the unique non-trivial morphism L→ •,
• the unique non-trivial morphism • →֒ F2.
−10 −8 −6 −4 −2 2 4 6 8
−10
−8
−6
−4
−2
2
4
6
8
0
F
F
F
F
F
F
F
F
F
F
F
L−
L
L
L
L
L
L
L
L
L
1
α
Notation 2.14. We call σ−1 the non trivial element in degree (1 − α), so that
(HF2)Z/2 contains F2[a, σ
−1] as a subalgebra.
We finish this subsection by a lemma about Mackey functors, relating the Z[a]/(2a)-
module structure on ([−,−]⋆)Z/2 with the RO(Z/2)-graded Mackey functor struc-
ture of [−,−]⋆.
Lemma 2.15. Let E be a Z/2-spectrum.
(1) Im(a) = Ker(ρ) where ρ : (E⋆)Z/2 → (E⋆)e stands for the restriction of
the Mackey functor E⋆.
(2) Ker(a) = Im(τ) where τ is the transfer.
Proof. These are consequences of the existence of the long exact sequence associated
to the distinguished triangle
Z/2+ → S
0 → Sα
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in the stable Z/2-equivariant category.
(1) Apply the exact functor [−,Σ−⋆E]Z/2 to the triangle. We have:
[Sα,Σ−⋆E]Z/2 // [S0,Σ−⋆E]Z/2 // [Z/2+,Σ−⋆E]Z/2
π⋆+α(E)Z/2
a // π⋆(E)Z/2
ρ // π⋆(E)e
where the rows are exact. The first point follows.
(2) Apply the exact functor [S⋆, (−) ∧ E]e to the triangle. We have:
[S⋆,Z/2+ ∧ E]
Z/2 // [S⋆, E]Z/2 // [Σ⋆−α, E]Z/2
π⋆(E)e
τ // π⋆(E)Z/2
a // π⋆(E)Z/2
where the rows are exact. The second point follows.

3. Operations in RO(Z/2)-graded cohomology
3.1. RO(Z/2)-graded Hopf algebroids. The role of this section is to set up
the appropriate structure we need to deal with homology cooperations. These
constructions are the RO(Z/2)-graded analogue of the standard notions of Hopf
algebroid, and the machinery considered by Boardman [4]. We now define two
monoidal structures on the category of H-bimodules.
Definition 3.1. Let H be a commutative RO(Z/2)-graded ring.
(1) Let ⊗
(r,l)
: H − Bimod×H − Bimod→ H − Bimod be the tensor product
over H , with respect to the right H-module structure on the first argument
and the left H-module structure on the second. The unit for this structure
is H with the H-bimodule structure induced by the product on both sides.
(2) Let ⊗
(l,l)
: H−Bimod×H−Bimod→ H−Bimod be the tensor product over
H , with respect to the left H-module structure on both arguments. The
H-bimodule structure on M ⊗
(l,l)
N is given by h(m⊗ n)h′ := (mh)⊗ (nh′)
for h, h′ ∈ H and n ∈ N , M ∈ M . Again, H is the unit for this monoidal
structure.
(3) When A is an H-bimodule and M is a right H-module (resp. a left H-
module), we can still define M ⊗
(r,l)
A (resp. M ⊗
(l,l)
A, A ⊗
(r,l)
M), as a right
(resp. right, left) H-module.
Notation 3.2. Let H be a commutative RO(Z/2)-graded ring.
(1) H − Alg is the category of monoids in (H −mod,⊗, H) and monoid mor-
phisms,
(2) Alg is the category of RO(Z/2)-graded algebra, that is Z−Alg where Z is
concentrated in degree 0 ∈ RO(Z/2).
(3) ARO(Z/2)-graded Hopf algebroid (H,A) is a cogroupoid object inAbRO(Z/2).
Equivalently, a RO(Z/2)-graded Hopf algebroid structure consists in the follow-
ing data.
Definition 3.3 ( cf [15, Definition A1.1.1]). Let (H,A) be a pair of RO(Z/2)-
graded algebras. Denote by µ the product of the algebra A. A RO(Z/2)-graded
Hopf algebroid structure on (H,A) consists on the following data
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(1) a left unit ηL : H → A,
(2) a right unit ηR : H → A,
(3) a coproduct ∆ : A→ A ⊗
(r,l)
A,
(4) a counit ǫ : A→ H ,
(5) an antipode c : A→ A,
satisfying
(1) A has aH-bimodule structure, induced by ηL (for the left module structure)
and ηR (for the right module structure), and ∆ and ǫ are H-bimodule
morphisms,
(2) the equalities
• ǫηL = ǫηR = IdH
• (IdA ⊗
(r,l)
ǫ) ◦∆ = (ǫ ⊗
(r,l)
IdA) ◦∆ = IdA
• (IdA ⊗
(r,l)
∆) ◦∆ = (∆ ⊗
(r,l)
IdA) ◦∆
• cηL = ηR
• cηR = ηL
• c ◦ c = IdA
are satisfied.
(3) and there exists dotted arrows making the following diagram commute:
A A⊗Z A
µ◦(c⊗IdA)oo

µ◦(IdA⊗c) // A
A ⊗
(r,l)
A
hh◗
◗
◗
◗
◗
◗
◗
◗
◗
66♠
♠
♠
♠
♠
♠
♠
♠
♠
H
ηR
OO
A
ǫoo ǫ //
∆
OO
H
ηL
OO
References for the proof: See [15, Definition A1.1.1] and subsequent discussion (p.302)
for this property in the category of N-graded algebras over a ring K. The proof is,
mutatis mutandis, the same in the RO(Z/2)-graded context. 
We have all the usual notions attached to Hopf algebroids in the RO(Z/2)-graded
context, and in particular:
Definition 3.4. Let (H,A) be a RO(Z/2)-graded Hopf algebroid, we say that
x ∈ A is primitive if ∆(x) = 1⊗H x+ x⊗H 1.
3.2. Duality between modules and comodules à la Boardman. Following
Boardman [4], we now study a form of duality between modules and comodules
which mimics the duality between cohomological operations and homological coop-
erations in the non-equivariant context.
Definition 3.5 ([4, definitions appearing in §10 and Definition 11.11]).
(1) Let A⋆ be an H-bimodule and a RO(Z/2)-graded ring. An A⋆-module à
la Boardman is an RO(Z/2)-graded filtered complete Hausdorff H-module
M , together with a continuous H-module morphism
λ : A⋆ ⊗
(r,l)
M →M
with the usual commutative diagrams defining a module over a ring.
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(2) Let A⋆ be an RO(Z/2)-graded Hopf algebroid. An A⋆-comodule à la Board-
man is an RO(Z/2)-graded filtered complete Hausdorff H-module M , to-
gether with a continuous H-module morphism
ρ :M →M ⊗ˆ
(l,l)
A⋆,
where the action of H on M ⊗ˆ
(l,l)
A⋆ is given by h(m⊗ s) = m⊗ ηR(h)s, for
m⊗ s ∈M ⊗ˆ
(l,l)
A⋆ and h ∈ H .
Remark 3.6. The difference between these notions and the more naive notions of
module and comodule (see Definition 2.8) is the completion of the tensor product
( M ⊗ˆ
(l,l)
A⋆).
The importance of these notions for us appears in the following extension to the
RO(Z/2)-graded context of a result of Boardman [4].
Proposition 3.7 ([4, Theorem 11.13]). Let A⋆ be a RO(Z/2)-graded Hopf alge-
broid, and suppose that A⋆ is a free left H-module. Denote by A
⋆ = HomH−Mod(A⋆, H).
Then, there is an equivalence of categories between the category of A⋆-modules and
the category of A⋆-comodules.
3.3. Hopf algebroid structure on cooperations in homology with respect
to a flat commutative ring spectrum.
Definition 3.8. Let E be a commutative ring Z/2-spectrum. We say that E is
flat if the E
Z/2
⋆ -module E
Z/2
⋆ E is flat.
Proposition 3.9. Let E be a flat commutative ring Z/2-spectrum. Then the unit
η : S0 → E and multiplication µ : E ∧ E → E induce an RO(Z/2)-graded Hopf
algebroid structure on the pair (E
Z/2
⋆ , E
Z/2
⋆ E). Moreover, this Hopf algebroid is flat.
For any Z/2-spectrum X, E⋆
Z/2(X) with the topology induced by the skeletal fil-
tration is a comodule à la Boardman over this RO(Z/2)-graded Hopf algebroid.
Proof. The constructions of [1, Chapter 12 and 13], [15, Section 2.2] extend to the
RO(Z/2)-graded setting. The comodule structure is given by a RO(Z/2)-graded
analogue of [4, Theorem 4.2]. 
Thus, Theorem 3.5 holds in this setting, and provides an equivalence between the
category of E
Z/2
⋆ E-comodules à la Boardman and the category ofHomEZ/2⋆
(E
Z/2
⋆ E,E
Z/2
⋆ )-
modules. We want to compare thisHom
E
Z/2
⋆
(E
Z/2
⋆ E,E
Z/2
⋆ )-module structure to the
more familiar E⋆
Z/2E-module structure on E
⋆-cohomology.
In general, the relationship between stable cohomological operations, given by
[E,E]⋆
Z/2 and cooperations, given by (E
Z/2
⋆ , E
Z/2
⋆ E) is delicate. In order to obtain
an isomorphism
Hom
E
Z/2
⋆
(E
Z/2
⋆ E,E
Z/2
⋆ ) ∼= E
⋆
Z/2E
we need the following additional hypothesis on E :
Hypothesis 3.10. The RO(Z/2)-graded Mackey functor E⋆E is isomorphic to a
direct sum
⊕
i∈I Σ
ViE⋆ as a E⋆-module for some Vi ∈ RO(Z/2).
Generally, for a commutative ring Z/2-spectrum E, freeness of an E-module can
be understood in purely algebraic terms.
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Proposition 3.11. Let X be a E-module such that π⋆X is isomorphic (as an
RO(Z/2)-graded Mackey functor) to
⊕
i∈I Σ
ViE⋆, for some Vi ∈ RO(Z/2). Then,
there exists an E-module weak equivalence
∨
i∈I Σ
ViE ≃ X.
Proof. Let {bi}i∈I be a basis of E⋆X as a E⋆-module, with |bi| = Vi. Consider∨
i∈I S
Vi ∨bi→ X . This provides a E-module morphism∨
i∈I
Σdeg(bi)E → X.
This Z/2-spectrum map induces an isomorphism in homotopy Mackey functors,
and thus is a weak equivalence. 
Proposition 3.12. Suppose that E satisfies Hypothesis 3.10. Then, there is a
RO(Z/2)-graded ring and E
Z/2
⋆ -module isomorphism:
Hom
E
Z/2
⋆
(E
Z/2
⋆ E,E
Z/2
⋆ ) ∼= E
⋆
Z/2E(1)
where the ring structures are
(1) induced by composition of morphisms E → E for E⋆
Z/2E = π⋆(End(E))Z/2
(2) given by the composite Hom
E
Z/2
⋆
(E
Z/2
⋆ E,E
Z/2
⋆ )⊗EZ/2⋆
Hom
E
Z/2
⋆
(E
Z/2
⋆ E,E
Z/2
⋆ )→
Hom
E
Z/2
⋆
(E
Z/2
⋆ E ⊗EZ/2⋆
(E
Z/2
⋆ E,E
Z/2
⋆ )
∆∗
→ Hom
E
Z/2
⋆
(E
Z/2
⋆ E,E
Z/2
⋆ ).
Proof (indications, see [4, proof of Theorem 9.25]). AsE satisfies Hypothesis 3.10,
choose a basis {bi}i∈I of the E
Z/2
⋆ -module E
Z/2
⋆ E, so that there is a weak equiva-
lence E ∧ E ≃
∨
iΣ
deg(bi)E. Then, the map
π−1 : Hom
E
Z/2
⋆
(E
Z/2
⋆ E,E
Z/2
⋆ ) → π⋆HomE−Mod(E ∧E,E)
∼= π⋆(Hom(E,E)) = E
⋆
Z/2E
defined for f : bi 7→ ei ∈ E⋆ by the formula
π−1(f) :
∨
i Σ
deg(bi)E
∨ei∧E // E ∧ E
µ // E
provides an inverse isomorphism to the map
π⋆ : E
⋆
Z/2E
∼= π⋆HomE−Mod(E ∧ E,E)→ HomEZ/2⋆
(E
Z/2
⋆ E,E
Z/2
⋆ ).
Commutativity of the diagram [4, Diagram 4.18] implies that this isomorphism
is a ring isomorphism. 
Corollary 3.13. Let E be a ring Z/2-spectrum satisfying Hypothesis 3.10. Then,
by the isomorphism provided by Proposition 3.12, a stable E⋆-cohomology operation
x ∈ E⋆
Z/2E is indecomposable if and only if x
∨ ∈ E
Z/2
⋆ E is primitive.
4. The Z/2-equivariant Steenrod algebra and duality
We now turn to the study of the central object of this paper: the Z/2-equivariant
Steenrod algebra.
Definition 4.1. Let A⋆ = HF2
⋆
Z/2
HF2 be the algebra of stable HF2-cohomology
operations.
Recall that Hu and Kriz [10] computed a presentation of the Z/2-equivariant
modulo 2 dual Steenrod algebra
A⋆ := HF2
Z/2
⋆
HF2 = HF2
Z/2
⋆
[ξi+1, τi|i ≥ 0]/I,
where I is the ideal generated by the relation τ2i = aξi+1 + (aτ0 + σ
−1)τi+1, and
σ−1 is the class defined in Notation 2.14. From this, we deduce the following result.
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Proposition 4.2. The HF2
Z/2
⋆
-module HF2
Z/2
⋆
HF2 is free over
Bm := {Πi,jτ
ǫi
i ξ
n(j)
j , n(j) ∈ N, ǫ(i) ∈ {0, 1}}.
We call Bm the monomial basis of HF2
Z/2
⋆
HF2.
Proof. The proof is quite straightforward, but we include it here for completeness.
We show that the HF2
Z/2
⋆
-module morphism
φ : HF2
Z/2
⋆
{Bm} → A⋆
is an isomorphism.
Let R be the ideal generated by aτk+1 + ηR(σ
−1)ξk+1 − τ
2
k for k ≥ 0 so that
A⋆ ∼= HF2
Z/2
⋆
[ξi+1, τi|i ≥ 0]/R.
• Surjectivity: surjectivity follows from the definition of Bm. Consider an
element ξi11 . . . ξ
in
n τ
j1
0 . . . τ
jm
m in Bm. For all k such that jk ≥ 2, write
ξi11 . . . ξ
in
n τ
j1
0 . . . τ
jm
m ≡ ξ
i1
1 . . . ξ
in
n (Πk|jk≤1τjk)(Πk|jk≥2τ
jk−2
k (aτk+1 + ηR(σ
−1)ξk+1)
modulo R. By induction overmax{jk}, there is an element of HF2
Z/2
⋆
{Bm}
whose image by φ is ξi11 . . . ξ
in
n τ
j1
0 . . . τ
jm
m .
• Injectivity: this is shown analogously to the non-equivariant odd case.
First, see that Ker(φ) ∼= HF2
Z/2
⋆
{Bm} ∩ R. But for all 0 6= r ∈ R,
∃i1, . . . , in, j1, . . . , jk and ∃k ≥ k0 ≥ 0 such that jk ≥ 2 and
pr
HF2⋆ξ
i1
1 ...ξ
in
n τ
j1
0 ...τ
jm
m
(r) 6= 0.
By definition of Bm, HF2
Z/2
⋆
{Bm} ∩R = 0.

In order to apply Boardman’s theorem for A⋆-comodules à la Boardman, we
need the following result.
Proposition 4.3. There is an isomorphism of Mackey functors
HF2⋆(HF2)
∼=
⊕
b∈Bm
Σ|b|HF2⋆.
Proof. We first show the result in degrees indexed over trivial virtual representa-
tions ⋆ = ∗ ∈ Z ⊂ RO(Z/2). Let F =
⊕
b∈Bm
Σ|b|HF2
Z/2
⋆
. We construct an explicit
Mackey functor isomorphism.
HF2
Z/2
∗
HF2 //
ρ



F
ρ



HF2
e
⋆
(HF2) //
τ
JJ
⊕
b∈Bm
Σ|b|HF2
e
⋆
.
τ
HH
Proposition 4.2 gives precisely the isomorphism HF2
Z/2
∗
HF2 → F by restricting to
integers degrees.
By definition of Eilenberg-MacLane spectra the underlying non-equivariant spec-
trum of HF2 is HF2, so there is an isomorphism of Z-graded abelian groups:
HF2
e
∗
(HF2) = π∗(HF2 ∧HF2)e = A∗.
Recall that for all Z/2-spectrum E whose underlying non-equivariant spectrum is
Eu, π⋆(E)Z/2
∼= πdim(⋆)(E
u) ∼= π∗(E
u)[σ±1]. Thus, we obtain a RO(Z/2)-graded
abelian groups isomorphism:
(HF2
e
⋆
(HF2)) = π∗(HF2 ∧HF2)e[σ
−1] = A∗[σ
−1].
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The result [10, Theorem 6.41] implies that, in integer grading, the product with the
Euler class a on HF2∗HF2 is injective. By Lemma 2.15, we know that the transfer
is trivial in these degrees. Thus, the trace is trivial too, and the Z/2-action on
(HF2
e
⋆
(HF2)) is trivial.
But we already have HF2
e
⋆
= F2[σ
±1], so⊕
b∈Bm
Σ|b|HF2
e
⋆
=
⊕
b∈Bm
Σdeg(b)F2
with trivial Z/2 action.
We deduce that the Z-graded algebra morphism
ψ : (HF2∗(HF2))Z/2 →
⊕
b∈Bm
Σ|b|(HF2∗)Z/2
which sends, for all i ≥ 0, the element σ−2
i+1τi ∈ (HF22i+1−1HF2)Z/2 of the Steen-
rod algebra on ξi+1 ∈ A
∗ = (HF2∗(HF2))Z/2 is a F2[Z/2]-module isomorphism.
Commutation with transfer is satisfied since these morphisms are trivial.
By Lemma 2.15, we know the coimage of the restriction morphism forHF2⋆(HF2)
and
⊕
b∈Bm
Σ|b|HF2⋆. For dimension reasons (the vector spaces are of finite dimen-
sion in each degree), these two restriction morphisms are surjective. Thus, replacing
ψ−1 by the composition of ψ−1 with a F2-vector space isomorphism if necessary,
the morphism
HF2
Z/2
∗
HF2
φ //
ρ



F
ρ



HF2
e
⋆
(HF2)
ψ //
τ
JJ
⊕
b∈Bm
Σ|b|HF2
e
⋆
.
τ
HH
is an isomorphism of Mackey functors. 
We finish this subsection with a comparison between the Z/2-equivariant dual
Steenrod algebra and its non-equivariant counterpart A∗, which use the Mackey
functor structure we have just determined.
Proposition 4.4. Via the identification HF2
e
⋆
(HF2) ∼= A∗[σ
±1], the restriction of
the Mackey functor HF2⋆(HF2) yields an algebra map
ρ : A⋆ → A∗[σ
±1].
Moreover it induces a Z-graded Hopf algebroid morphism
r : ((HF2⋆)e,A⋆)→ (F2,A∗)
with the Z-graduation induced by dim : RO(Z/2) → Z, and the identification
A∗[σ
±1]/(σ−1 − 1) ∼= A∗.
Proof. By definition, the map ρ is induced by p+∧idHF2∧HF2 : Z/2+∧HF2∧HF2 →
HF2 ∧ HF2 where p : Z/2 → ∗ is the unique Z/2-set map. Now, ρ induces a
Hopf algebroid map because the restriction is induced by a ring Z/2-spectrum map
p+ ∧ idHF2∧HF2 . 
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Remark 4.5. We choose to quotient out the ideal (σ−1 − 1). Another possibility
would have been to choose (σ−1). The map would then have been the analogue for
the dual Steenrod algebras of the map studied by Caruso [6].
5. Quotients of the dual Steenrod algebra
5.1. Quotient Hopf algebroids.
Definition 5.1 (see A.1 [15]). Let (H,A) be a RO(Z/2)-graded Hopf algebroid.
An ideal I of A is a RO(Z/2)-graded Hopf algebroid ideal if
ǫ(I) = 0
∆(I) ⊂ I ⊗H A⊕A⊗H I
c(I) ⊂ I
Proposition 5.2. Let (H,A) be a RO(Z/2)-graded Hopf algebroid and I be a
RO(Z/2)-graded Hopf algebroid ideal of (H,A). Then there is a natural RO(Z/2)-
graded Hopf algebroid structure on (H,A/I) such that the projection A ։ A/I
induces a RO(Z/2)-graded Hopf algebroid morphism
(H,A)→ (H,A/I).
Proof. The proof is a RO(Z/2)-graded version of the classical one. 
Remark 5.3. Even when A is H-free, since the ring H is not a field, A/I is not
necessarily a free H-module.
Definition 5.4. A RO(Z/2)-graded Hopf algebroid (H,A) is connected if A is
generated as an H-module in degrees V ∈ RO(Z/2) such that dim(V ) ≥ 0 with
one generator of degree zero, which is a copy of H generated by ηR and ηL.
Example 5.5. The RO(Z/2)-graded Hopf algebroid (HF2
Z/2
⋆
,A⋆) is connected.
Proposition 5.6. If (H,A) is connected and I is an ideal of A as an algebra
satisfying
ǫ(I) = 0
and
∆(I) ⊂ I ⊗H A⊕A⊗H I.
Then, I is a RO(Z/2)-graded Hopf algebroid ideal.
Proof. The proof is analogous to the one in the classical Z-graded case, reasoning
with dim(|x|) ∈ Z for the induction hypothesis. 
5.2. A family of quotient algebras of A⋆. In this subsection we define the
particular quotient algebras of the equivariant Steenrod algebra we are interested
in. The aim of the rest of this section is to develop a theory of profile functions for
quotient Hopf algebroids of the Z/2-equivariant dual Steenrod algebra. The results
we prove here for the Z/2-equivariant Steenrod algebra are analogous to those of
Adams and Margolis [2] . The notation used here is very similar to that of Adams
and Margolis for the non-equivariant odd primary case.
Definition 5.7. We call profile function a pair of maps (h, k),
h : N\{0} → N ∪ {∞}
k : N→ N ∪ {∞}.
For profile functions (h, k), denote by I(h, k) the two-sided ideal of A⋆ generated
by ξ2
h(i)
i and τ
2k(i)
i (with the convention x
∞ = 0).
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We think of profile functions (h, k) as a way to encode the quotient algebra
A⋆/I(h, k) of the Z/2-equivariant Steenrod algebra.
Example 5.8. Denote h = (0,∞,∞, . . .). We define two profile function which will
serve as examples through the rest of this section:
• let I1 = I(h, k1) for k1 = (1, 0,∞,∞, . . .),
• let I2 = I(h, k2) for k2 = (∞, 0,∞,∞, . . .).
Because of the relation τ20 = aτ1+ ηR(σ
−1)ξ1 in the Z/2-equivariant dual Steen-
rod algebra, the two ideals I1 and I2 coincide. In the next subsection, for a given
ideal I of A⋆, we define a preferred choice of profile function defining I called the
minimal profile function.
5.3. Minimality of profile functions.
Definition 5.9. • Define a partial order on profile functions (h, k), by (h, k) ≤
(h′, k′) if ∀n ≥ 0, h(n+ 1) ≤ h′(n+ 1) and k(n) ≤ k′(n).
• We say that a profile function (h, k) is minimal if it is minimal among the
profile functions (h′, k′) such that I(h′, k′) = I(h, k).
Lemma 5.10. (1) A profile function (h, k) is minimal if and only if ∀i, n ≥ 0,
τ2
n
i ∈ I(h, k) is equivalent to n ≥ k(i).
(2) Let (h, k) be a profile function. Then the profile function (h, k˜) defined by
k˜ : N\{0} → N ∪ {∞}
n 7→ Min{l ∈ N|τ2
l
n ∈ I(h, k)}.
is the unique minimal profile function such that I(h, k) = I(h, k˜).
Proof. (1) Let (h, k) be a profile function. If τ2
n
i 6∈ I(h, k), then n ≤ k(i), this
proves ⇐.
For⇒, let (h, k) be a profile function. If (h, k) do not satisfy the asserted
hypothesis, there is an integer i such that τ2
k(i)−1
i ∈ I(h, k). Let k˜(j) ={
k(j) if j 6= i
k(i)− 1 if i = j.
Then, we have I(h, k) = I(h, k˜), and (h, k˜) < (h, k).
Thus (h, k) is not minimal.
(2) First, observe that the two profile functions (h, k) and (h, k˜) generates the
same ideal. Moreover, by the first point, the profile function (h, k˜) is mini-
mal. Thus, it remains to check that such a minimal couple is unique. It is
a consequence of the first point: if I(h, k) = I(h′, k′), then h = h′ and the
first point implies that for any profile function (h′, k′) generating the ideal
I(h, k), we have (h, k˜) ≤ (h′, k′).

Example 5.11. Consider the examples defined in Example 5.8; the minimal profile
function associated to (h, k2) is (h, k1). Indeed,
• the profile function (h, k2) is not minimal: τ
2
0 = aτ1 + ηR(σ
−1)ξ1 ∈ I(h, k)
but k2(0) =∞, so the first point of Lemma 5.10 cannot be satisfied.
• the profile function (h, k1) is minimal.
5.4. Conditions on the generating relations to provide a quotient Hopf al-
gebroid. We now focus on necessary and sufficient conditions on a profile function
(h, k) so that A⋆/I(h, k) has a Hopf algebroid structure induced by the quotient.
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Remark 5.12. The following should be compared to the odd primary case of [2].
The similarity between the two cases comes from the fact that the formulas for the
coproduct in Ap∗, for odd p (with the notations of [2]) and A⋆ (with our notations)
are the same.
Proposition 5.13. Let (h, k) be a minimal pair of profile functions. The ideal
I(h, k) is a RO(Z/2)-graded Hopf algebroid ideal if and only if the profile function
satisfy:
∀i, j ≥ 1, h(i) ≤ j + h(i+ j) or h(j) ≤ h(i+ j)(2)
∀i ≥ 1, j ≥ 0, h(i) ≤ j + k(i+ j) or k(j) ≤ k(i+ j)(3)
Proof. We check the equivalence between the three conditions of Definition 5.1 and
the equations (2) and (3).
By definition of I(h, k), ǫ(I(h, k)) = 0. Moreover, Proposition 5.6 applies to the
pair (HF2
Z/2
⋆
,A⋆/I(h, k)) giving that c(I(h, k)) ⊂ I(h, k) is automatically satisfied
if ∆(I(h, k)) ⊂ I(h, k)⊗A⋆ ⊕A⋆ ⊗ I(h, k).
Thus, it suffices to show that∆(I(h, k)) ⊂ I(h, k)⊗A⋆⊕A⋆⊗I(h, k) is equivalent
to
∀i, j ≥ 1,h(i) ≤ j + h(i+ j) or h(j) ≤ h(i+ j)(4)
∀i ≥ 1, j ≥ 0,h(i) ≤ j + k(i+ j) or k(j) ≤ k(i+ j).(5)
We check that the conditions are equivalent, using the known structure of the
Z/2-equivariant dual Steenrod algebra. The coproduct ∆ is an algebra morphism,
so I(h, k) satisfies ∆(I(h, k)) ⊂ I(h, k) ⊗ A⋆ ⊕ A⋆ ⊗ I(h, k) if and only if, for
all i ≥ 1, ∆(ξ2
h(i)
i ) ∈ I(h, k) ⊗ A⋆ ⊕ A⋆ ⊗ I(h, k) and for all i ≥ 0, ∆(τ
2k(i)
i ) ∈
I(h, k)⊗A⋆ ⊕A⋆ ⊗ I(h, k). But
∆(ξ2
h(n)
n ) =
∑
i+j=n
ξ2
j+h(n)
i ⊗ ξ
2h(n)
j
and
∆(τ2
k(n)
n ) =
∑
i+j=n
ξ2
j+k(n)
i ⊗ τ
2k(n)
j .
By the first equation, ∆(ξ2
h(i)
i ) ∈ I(h, k)⊗A⋆⊕A⋆⊗I(h, k) is equivalent to equation
(4). For the second one, τ2
k(n)
n ∈ I(h, k) by definition of I(h, k). Now, for all i, j
such that i+ j = n, either ξ2
j+k(n)
i ∈ I(h, k) or τ
2k(n)
j ∈ I(h, k). By minimality, the
second condition is equivalent to k(j) ≤ k(n). 
5.5. Freeness of quotients Hopf algebroids. We now address the problem
raised in Remark 5.3. We will give a numerical condition on a pair of profile
functions (h, k) to ensure that the associated quotient algebra A⋆/I(h, k) is free
over HF2
Z/2
⋆
.
Definition 5.14. We say that a pair of profile functions (h, k) is free if it satisfies
the following property: ∀i ≥ 0, m ≥ k(i), j ≤ m,
k(i+m) = 0
and
h(i + j) ≤ m− j.
Lemma 5.15. Let (h, k) be a free pair of profile functions. Then, for all i ≥ 0 and
m ≥ 0, the following conditions are equivalent:
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(1) τ2
m
i ∈ I(h, k),
(2) in the decomposition of τ2
m
i in the monomial basis, i.e. τ
2m
i =
∑
j hjxj , for
some hj ∈ HF2
Z/2
⋆
and xj ∈ Bm, we have that if j ≥ 0, then xj ∈ I(h, k),
(3) τi+m ∈ I(h, k) and ∀0 ≤ j ≤ m− 1, ξ
2j
i+m−j ∈ I(h, k).
Proof. 2 ⇔ 3: write τ2
m
i in the monomial basis. By the relation τ
2
i = aτi+1 +
ηR(σ
−1)ξi+1 in the Z/2-equivariant dual Steenrod algebra, thus τ
2m
i = a
2m−1τ2
m−1
i+1 +
ηR(σ
−1)2
m−1
ξ2
m−1
i+1 . By induction on m, we find
(6) τ2
m
i = a
2m−1τi+m +
m∑
j=1
a2
m−2jηR(σ
−1)2
j−1
ξ2
j
i+m−j+1,
the result follows.
2⇒ 1: suppose 2. Then equation ((6)) implies that τ2
m
i ∈ I(h, k).
1⇒ 2 : if τ2
m
i ∈ I(h, k), suppose that the implication is true for all m
′ < m and
i′ < i. Then, one of the following assertions is satisfied:
• m ≥ k(i), and thus freeness of (h, k) implies that every element of the
monomial basis appearing in equation (6) are already in I(h, k),
• m < k(i). In that case, a2
m−1
τ2
m−1
i+1 + ηR(σ
−1)2
m−1
ξ2
m−1
i+1 ∈ I(h, k). The
ideal I(h, k) is generated by monomials, so τ2
m−1
i+1 ∈ I(h, k) and ηR(σ
−1)2
m−1
ξ2
m−1
i+1 ∈
I(h, k). The powers of the elements τ2
m′
i′ appearing in this expression sat-
isfies m′ < m and i′ < i, so their decomposition in the monomial basis
consists only in terms of I(h, k) by induction hypothesis.
In each case, the induction step holds, concluding the proof. 
Proposition 5.16. If (h, k) is a free pair of profile functions, then the HF2
Z/2
⋆
-
module A⋆/I(h, k) is free. Moreover, a basis for this HF2
Z/2
⋆
-module is
B(h,k) = {[bi]|bi ∈ Bm, bi 6∈ I(h, k)},
or equivalently consists in elements of the monomial basis which are of the form
Πi≥0ξ
hi
i+1τ
ǫi
i
where ∀i ≥ 0, ǫi ≤ 2
k(i) and hi+1 ≤ 2
h(i+1), ǫi = 0 or 1 and the product is finite.
Proof. Consider the canonical HF2
Z/2
⋆
-module morphism
φ : HF2
Z/2
⋆
{B(h,k)}։ A⋆/I(h, k).
Suppose that (h, k) is free, we will show that φ is a HF2
Z/2
⋆
-module isomorphism.
Let x ∈ Ker(φ), i.e. x =
∑
hibi for hi ∈ HF2
Z/2
⋆
and bi ∈ B(h,k) such that
x ∈ I(h, k). Consequently, there exists xi, yi ∈ A⋆ such that
x =
∑
i≥0
xiξ
2h(i)
i + yiτ
2k(i)
i .
Thus for all i ≥ 0,
• each element of the monomial basis appearing in the decomposition of
xiξ
2h(i)
i is an element of I(h, k) because ξ
2h(i)
i ∈ I(h, k),
• by Lemma 5.15, each element of the monomial basis appearing in the de-
composition of τ2
k(i)
i is in I(h, k), so the same is true for element of the
monomial basis appearing in the decomposition of yiτ
2k(i)
i .
Consequently, we get x ∈ HF2
Z/2
⋆
{B(h,k)}∩HF2
Z/2
⋆
{Bm\B(h,k)}, thus x = 0. 
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6. Notable examples and properties
6.1. Some examples of quotient Hopf algebroids of A⋆.
Definition 6.1. For a map h : N− {0} → N ∪ {∞}, we denote by J(h) the ideal
of the modulo 2 non-equivariant Steenrod algebra generated by the elements ξ2
h(i)
i .
Remark 6.2. By Adams-Margolis [2, Theorem 3.3], we have a necessary and suffi-
cient condition on h such that J(h) is a Hopf algebra ideal of the non-equivariant
Steenrod algebra.
Proposition 6.3. There is an injection of partially ordered sets
{quotient Hopf algebras of A2∗} → {quotient Hopf algebroids of A⋆}
A2∗/J(h) 7→ A⋆/I(h, 0)
where the partial order is induced by inclusion of ideals.
Proof. Let B∗ be a Hopf algebra quotient of A
2
∗. By the main result of [2], we
know that there exists a unique h : N\{0} → N ∪ {∞} satisfying the conditions
of Proposition 5.13 for k = 0 (the second one becomes trivial for k = 0 and the
first one becomes precisely the one asserted by [2]) such that B∗ is isomorphic to
A2∗/J(h).
Thus, Proposition 5.13 implies that the application is well defined. The fact that
it preserves the partial order is true by construction. 
The previous proposition allows us to define some examples of quotient Hopf alge-
broids and, by duality (Proposition 3.12 under Hypothesis 3.10 which is satisfied by
Proposition 4.3), this provides some particular sub-algebras of the Z/2-equivariant
Steenrod algebra.
Definition 6.4. Define A˜(n)⋆ = A⋆/I(hn, 0) for hn = (n−1, n−2, n−3, . . . , 0, 0 . . .).
And denote A˜(n)⋆ = HomHF2Z/2⋆
(A˜(n)⋆, HF2
Z/2
⋆
) their dual algebras.
These algebras are analogous to the squares of the classical A(n)∗ ⊂ A∗2. We
now define genuine analogues to the classical sub-Hopf algebras A∗(n) and E∗(n)
of A∗2, which are respectively A
⋆(n) and E⋆(n).
Definition 6.5. • Let E(n)⋆ = A⋆/I(0, kn) for kn = (n, n−1, n−2, . . . , 0, 0, . . .).
Denote by E(∞)⋆ the quotient Hopf algebroidA⋆/I(0, k) for k = (∞,∞,∞, . . .),
and E⋆(n) and E⋆(∞) their duals algebras.
• Denote A(n)⋆ = A⋆/I(hn, kn) for hn = (n− 1, n− 2, n− 3, . . . , 0, 0 . . .) and
kn = (n, n− 1, n− 2, . . . , 0, 0, . . .) and A(n)
⋆ its dual algebra.
Remark 6.6. Proposition 5.16 and the fact that the profile functions defining the
E(∞)⋆, E(n)⋆, and A(n)⋆ are free implies that these are free HF2
Z/2
⋆
-module, with
basis τ ǫ00 , . . . τ
ǫn
n , for some ǫi ∈ {0, 1} (n =∞ for E(∞)⋆).
6.2. Cofreeness (HF2
Z/2
⋆
,A⋆) over its quotients. We now answer the question
of cofreeness of the various quotient Hopf algebroids of (HF2
Z/2
⋆
,A⋆) over one an-
other. It turns out to have a very general answer when modules are concentrated
in positive twists. We first define a version of the Z/2-equivariant dual Steenrod
algebra concentrated in positive twists.
Definition 6.7. Let (H≥,A≥) be the Hopf algebroid
(F2[a, σ
−1],F2[a, σ
−1][τi, ξi + 1, i ≥ 0]/τ
2
i = aτi+1 + ηR(σ
−1)ξi+1)
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with the same formulae as for the Z/2-equivariant dual Steenrod algebra for the
structure maps, that is:
∆(ξn) =
n∑
i=0
ξp
i
n−i ⊗ ξi
∆(τn) =
n∑
i=0
ξp
i
n−i ⊗ τi + τn ⊗ 1
We now recall the construction of the extension of objects for a small groupoid.
Definition 6.8. Let O be the set of objects andM the set of morphisms of a small
groupoid. A a left (O,M)-module structure on a set Y over O is a map
ψ :M×O Y → Y
whereM is seen as a set over O via the source morphism which is compatible with
projection, associative and unital.
Proposition 6.9. Let Y be a left (O,M)-module. Then there is a natural groupoid
structure on (Y,M×O Y) defined by:
(1) identity: Y = O ×O Y
e×Y
−→M×O Y where e is the identity,
(2) source: prY
(3) target: ψ
(4) inverse: c prM ×O ψ : M×O Y → M×O Y where c is the inverse in the
groupoid,
(5) composition: ◦ × Y :M×O Y ×Y M×O Y →M×O Y.
Proof. It suffices to check the axioms of a groupoid one by one. 
Lemma 6.10. The algebra HF2
Z/2
⋆
is a (H≥,A≥)-comodule algebra, via the left
unit, i.e. ψ(a) = a⊗ 1, ψ(σ−1) = σ−1 ⊗ 1 + a⊗ τ0, and ψ(σ
2) = σ2 ⊗ 1.
Proof. This is an immediate consequence of the formulae defining the product and
coproduct in (H≥,A≥). 
Proposition 6.11. The Hopf algebroid (H≥,A≥) satisfies the following properties.
(1) It is a deformation of the non equivariant dual modulo 2 Steenrod algebra,
with m = (a, 1− σ−1)
(2) The Hopf algebroid (HF2
Z/2
⋆
,A⋆) is isomorphic to HF2
Z/2
⋆
⊗H≥ (H≥,A≥).
Proof. For the first point, observe that by definition of the structure morphisms:
• on objects,
H≥/m = F2
• on morphisms, for the generators as H≥-algebra,
A≥/m→A∗
ξi 7→ξ
2
i
τi 7→ξi
For the second point, since a Hopf algebroid is a cogroupoid object in the category
of algebras, by naturality of the construction of Proposition 6.9 and because a
comodule algebra corepresents a functor whose values are left modules over the
groupoid corresponding to the Hopf algebroid, Proposition 6.9 provides a Hopf
algebroid structure on HF2
Z/2
⋆
⊗H≥ (H≥,A≥) = (HF2
Z/2
⋆
⊗H≥ H≥, HF2
Z/2
⋆
⊗H≥
A≥) by the (H≥,A≥)-comodule algebra structure on HF2
Z/2
⋆
of Lemma 6.10. The
assertion is then a consequence of the definitions. 
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6.3. Cofreeness. In this subsection, all algebras and Hopf algebroids are implicitly
finite dimensional F2-vector spaces.
The goal of this subsection is to understand when a RO(Z/2)-graded quotient
Hopf algebroid of (H,A) satisfies that (H,A) is free as a comodule over it.
Remark 6.12. In the non-equivariant case, A∗ is cofree as a comodule over all
its quotients Hopf algebras (see [14, Proposition 4.4]). For Hopf algebroids, the
situation is more tricky. We will use a modified version of [15, Theorem A.1.1.17]
(Comodule Algebra Structure Theorem) to understand the cofreeness of a RO(Z/2)-
graded quotient Hopf algebroid over its quotients.
We now study aspects of deformation theory for Hopf algebroids (we make a
slight abuse of terminology by talking about deformation in the context of aug-
mented graded rings, and not of complete local rings). The motivation comes from
Proposition 4.4, and the previous remark.
Definition 6.13. A deformation of a RO(Z/2)-graded connected Hopf algebroid
(H,A) is a RO(Z/2)-graded connected Hopf algebroid (H˜, A˜) together with an
ideal m ⊂ H˜ concentrated in degrees of the form ∗+nα for n non negative, and an
identification (H˜/m, A˜/A˜ηL(m)) ∼= (H,A). More precisely:
(1) H˜/m ∼= H
(2) via the unit ηL, we can consider the left ideal generated by m in A˜. Suppose
that A˜/A˜ηL(m) ∼= A
(3) these two isomorphisms induce an isomorphism of Hopf algebroid.
Theorem 6.14. Let (H˜, A˜) be a RO(Z/2)-graded connected Hopf algebroid and
I˜B ⊂ I˜C two RO(Z/2)-graded Hopf algebroid ideals of (H˜, A˜). We use the following
notations:
B˜ =A˜/I˜B
C˜ =A˜/I˜C
IB =I˜B/I˜B ∩ A˜ηL(m)
IC =I˜C/I˜C ∩ A˜ηL(m)
B =A/IB
C =A/IC .
Suppose moreover that
(1) The ideals IB and IC are Hopf algebroid ideals of A. Thus (H,B) and
(H,C) are Hopf algebroids, and there are Hopf algebroid morphisms A→ B
and A→ C.
(2) The map B = A/IB → A/IC = C makes B a cofree C-comodule.
(3) B˜ and C˜ are free H-modules.
Then, B˜ is a cofree C˜-comodule.
Proof. This proof is an appropriately modified version of [15, Theorem A1.1.17].
The C-comodule B is cofree, so let {1, bi} be a basis of B as a counital C-comodule
and denote ψ : B → C⊗HH{1, bi} the C-comodule isomorphism such that B ։ C
is the C-comodule map such that bi 7→ 0.
By hypothesis, C˜ is a free H-module. Choose a basis {1, yi} of C˜ as a H˜-module,
where 1 comes from ηL. The set {xi} = {1, yj} × {1, bk} is then a basis of B˜ as a
H˜-module.
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We also have the following identification
B ∼= B˜/B˜(m)
∼= H˜{xi}/((m)⊗F2 F2{xi})
∼= H˜/((m))⊗F2 F2{xi}
∼= H{xi}.
thus {xi} is also a H-module basis for B. Finally, the H˜-module morphism
ψ˜ : B˜ → H˜{1, bi}
induced by yi 7→ 0 extends (ǫ ⊗ 1) ◦ ψ : B → H{1, bi}.
Let φ˜ be the graded H˜-module morphism defined as the composite
B˜
∆
→ B˜ ⊗H˜ B˜ ։ C˜ ⊗H˜ B˜
id⊗ψ˜
−→ C˜ ⊗H˜ H˜{1, bi}.
And define φ as the C-comodule morphism
φ : B
∆
→ B ⊗H B ։ C ⊗H B
id⊗((ǫ⊗id)◦ψ)
−−−−−−−−−→ C ⊗H H{bi}.
The map φ is an isomorphism. Moreover, ψ is a C-comodule isomorphism, and
projection is compatible with the coproduct on
B → B ⊗H B
and
C → C ⊗H C,
so φ is also a C-comodule isomorphism.
We now show that φ˜ is an isomorphism. The strategy goes as follows: we define
two decreasing filtrations on B˜ and C˜⊗H˜ H˜{bi} which are compatible with the map
φ˜. We then show that φ˜ induces an isomorphism on the graded object associated
with this filtration.
The filtrations are defined on C˜ ⊗H˜ H˜{bi} and B˜ by:
F d(C˜ ⊗H˜ H˜{bi}) =〈c⊗ hbi|deg(hbi) ≥ d〉(7)
F d(B˜) =φ˜−1(F d(C˜ ⊗H˜ H˜{bi}))(8)
where 〈S〉, for a set S stands for the cofree C˜-comodule on S. We check that φ˜ is
an isomorphism on the graded object associated with this filtration.
Write ∆(b) =
∑
b′ ⊗ b′′ for b in B˜. By definition of φ˜, we have
φ˜(b) =
∑
[b′]⊗ ψ˜(b′′).
So, let b˜ be a homogeneous element of B˜, and write B˜ in the basis {xi}
b˜ =
∑
hixi.
Consider first an element of the form hixi. By definition of Hopf algebroid
deformation, m is concentrated in degrees of non negative twists, thus, the equality
∆B˜ = ∆B modulo m gives
∆B˜(hibi) ≡ hi∆B˜(bi) ≡ hi∆B(bi) (mod terms of lower twist);
thus, on the graded object associated to the filtration F •, the morphism φ˜ coincides
with the unique H˜-module morphism which extends φ.
Define now a a filtration F • on C ⊗H H{bi} by
F d(C ⊗H H{bi}) =< c⊗ hbi|deg(hbi) ≥ d >
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and one on B by pulling back along φ.
The map φ being an isomorphism, it induces an isomorphism on the associated
graded C⊗HH{bi} by the filtration F
d. But φ˜ coincides with φ on the graded object
associated to F •. We conclude that φ˜ induces an isomorphism on the graded object
associated with the filtration F •. Finally, the filtration is exhaustive, and the finite
dimensional hypothesis in each degree allows us to apply Mittag-Leffler criterion
to conclude that the filtration is also complete. Consequently, φ˜ is a C˜-comodule
isomorphism. 
Theorem 6.15. Let B and C be two quotient RO(Z/2)-graded Hopf algebroids of
(HF2
Z/2
⋆
,A⋆) defined by two profile functions (hB , kB) ≥ (hC , kC). Then there is a
RO(Z/2)-graded Hopf algebroid map B ։ C, and the induced C-comodule structure
on B is cofree.
Proof. We use that the non-equivariant modulo 2 dual Steenrod algebra is cofree
over all its Hopf algebra quotients, thus the hypothesis of Proposition 6.14 are satis-
fied for the deformation given in Proposition 6.11. The result is then a consequence
of Theorem 6.14. 
Corollary 6.16. For all n ≥ 0, the Hopf algebroid (HF2
Z/2
⋆
,A⋆) is cofree as a
comodule over its quotients E(n)⋆ and A(n)⋆, and these quotient Hopf algebroids
are cofree over one another.
Theorem 6.17. For all n ≥ 0, the Z/2-equivariant Steenrod algebra HF2
⋆
Z/2
HF2
is free as a module over E(n)⋆ and A(n)⋆, and these algebras are free over one
another.
Proof. Because of Corollary 4.3, Proposition 3.12 is satisfied for E = HF2. Thus,
Boardman’s duality theorem (cf Proposition 3.7) provides an equivalence between
modules over the Z/2-equivariant Steenrod algebra and comodules over (HF2
Z/2
⋆
,A⋆).
This is now a consequence of Corollary 6.16. 
As a consequence of this result, we have an easy computation in K-theory with
reality. We first recall a possible construction of this Z/2-equivariant cohomology
theory, following Atiyah [3]
Definition 6.18. Let X be a Z/2-space. A Real vector bundle over X is a complex
vector bundle over X such that the action of Z/2 is anti-linear on the fibers.
The following proposition is due to Atiyah [3].
Proposition 6.19. The functorKR0, defined on objects byKR
0(X) = Gr (V ectR(X))
extends to a cohomology theory. Denote by KR the corresponding Z/2-spectrum.
Corollary 6.20 (Corollary of Theorem 6.17). One has an isomorphism of F2[a]-
modules
HF2
⋆
Z/2
kR ∼= A⋆/E⋆(2).
Proof. The proof is similar to the computation of HF∗2(ku), in two step.
(1) First compute HF∗2(HZ) by the Bockstein spectral sequence associated to
the exact couple
A⋆ → HF2
⋆
Z/2
(HZ)
2
→ HF2
⋆
Z/2
(HZ)
which collapses by freeness ofA⋆ over E(1)⋆, givingHF2
⋆
Z/2
(HZ) ∼= A⋆/E(1)⋆.
(2) Then the Bockstein spectral sequence associated to the exact couple
HF2
⋆
Z/2
(HZ)→ HF2
⋆
Z/2
(kR)
v1→ HF2
⋆
Z/2
(kR)
collapses by freeness of A⋆ over E(2)⋆. The result follows.
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
Remark 6.21. Another use of Theorem 6.15 is to provide change of rings isomor-
phisms for the E2 page of the Z/2-equivariant Adams spectral sequence (cf [10,
Corollary 6.47]) which converges to cohomology with respect to spectra whose ho-
mology is of the form A⋆//B, for B = A(n)⋆ or E(n)⋆.
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