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Abstract
We present a perturbation theory of the market impact based on an extension of the
framework proposed by [Loeper, 2018] – originally based on [Liu and Yong, 2005] – in which
we consider only local linear market impact. We study the execution process of hedging
derivatives and show how these hedging metaorders can explain some stylized facts observed
in the empirical market impact literature. As we are interested in the execution process
of hedging we will establish that the arbitrage opportunities that exist in the discrete time
setting vanish when the trading frequency goes to infinity letting us to derive a pricing
equation. Furthermore our approach retrieves several results already established in the
option pricing literature such that the spot dynamics modified by the market impact. We
also study the relaxation of our hedging metaorders based on the fair pricing hypothesis
and establish a relation between the immediate impact and the permanent impact which is
in agreement with recent empirical studies on the subject.
Keywords: Market microstructure, option pricing, market impact, metaorders execution,
option hedging, metaorders relaxation, fair pricing.
1 Introduction
This paper presents a perturbation theory of the market impact. We will consider the framework
of covered options. To illustrate our perturbative approach, let us consider an option’s hedger
who has to deal with a feedback mechanism between the underlying price dynamics and the
option’s delta-hedging, better know as market impact. Let us consider a market impact rule
obeying:
S∗ → S∗ + f(S∗, N∗), (1)
which means that the impact on the stock price of an order to buy N∗ stocks at a price S∗ is
f(S∗, N∗). From the point of view of the option’s hedger, if the spot moves from S to S + dS0,
he will buy ΓdS0 stocks, but doing this, due to the market impact rule (1) the spot price
will move to S + dS0 + dS1 where dS1 will be given by dS1 = f(S + dS0,ΓdS0). But again
to adjust the hedging, he has to buy ΓdS1 stocks which in turns impacts the spot price by
dS2 = f(S + dS0 + dS1,ΓdS1) and so on and so forth. This perturbative approach taking to
the limit n → +∞, where n represent the number of transactions of the re-hedging procedure,
will move the spot:
S → S +
+∞∑
n=0
dSn. (2)
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From a realistic trading perspective, a re-hedging procedure leading to the divergence of the
market impact series
∑
n≥0 dSn cannot be acceptable, therefore we will need to study some
convergence properties of the market impact series derived from the market impact rule (1) de-
scribed above. The convergence of the market impact series
∑
n≥0 dSn has several main physical
consequences that seem necessary. First it implies that the market impact has only a limited
effect on the stock price, secondly the incremental impact dSn vanish where n → +∞. Those
properties have already been observed empirically in the U.S. equity market [Bucci et al., 2019a]
and in the European equity market [Said et al., 2018] highlighting the fact that at the end of
certain large metaorders the incremental impacts vanish letting the total market impact reaching
a plateau. In our framework, as we will only consider a perturbative approach, the initial exoge-
nous spot move dS will be supposed small enough. In that case, the following re-hedging trades
will be considered also small and we will show how this implies to consider at this scale local
linear market impact rule. Indeed it is well established that the response to individual small
orders are linear and it is only the aggregation of those small orders executed consecutively,
better known as metaorders, which lead to concave market impact in agreement to a square-root
law in the equity markets [Moro et al., 2009] [Bacry et al., 2015] [Toth et al., 2011] but also in
the options market [Toth et al., 2016] [Said et al., 2019]. The multi-timescale property of the
market impact has also been recently adressed in [Benzaquen and Bouchaud, 2018].
The rest of the paper is organized as follows. Section 2 presents our order book assumptions
and the way it leads in our perturbative approach to local linear market impact. Section 3
gives the main results presented in the paper. Section 4 introduces the main definitions of the
perturbation theory and gives the convergence results about the market impact series. Section
5 presents some results on the execution of metaorders in our setting. Section 6 presents the
derivation of the pricing equation based on the results of the previous sections. Section 7 studies
the shape and the relaxation of our hedging metaorders. Section 8 recalls and discusses our main
results and makes some connections with related works.
2 Order book modeling and local linear market impact
Let us consider an order book parametrized by a mid price S and a supply intensity η(t, s) such
as the units of stocks available at the instant t on the limit order book between S and S+ dS is
equal to η(t, S)dS. Of course the order book approach presented here is a trivial simplification
of what it is really observed on the markets. More accurate descriptions are given for instance
in [Biais et al., 1995] and [Toth et al., 2012]. For a more detailed order book modeling, see for
example [Cont et al., 2010] and [Abergel and Jedidi, 2013].
In our order book perspective, the execution of an amount A (expressed in currency) will
consume the order book up to S + ε(A), where ε(A) is defined such as
A =
∫ S+ε(A)
S
sη(t, s) ds,
whereas the number N(A) of stocks purchased to execute the amount A must satisfy
N(A) =
∫ S+ε(A)
S
η(t, s) ds.
In agreement with the intuition, we expect that a small order has only a small impact on the
spot price, hence we will assume that ε(0) = 0 and ε is continuous in 0. As we will consider only
small orders, we will be interested in the behaviour of ε around 0 at the leading order in A. The
function ε as defined above allows us to capture the liquid character or not of an underlying.
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Indeed to illustrate this, let us consider two particular cases: The one of a super liquid stock
with A ε(A) and the second one of a very poor liquid equity satisfying A ∼ ε(A) which reads
that A and ε(A) are the same order of magnitude. Those considerations motivate to define the
market depth L(t, S) at S by
L(t, S) := lim
A→0
A
ε(A)
.
We have
A
ε(A)
=
1
ε(A)
∫ S+ε(A)
S
sη(t, s) ds −−−→
A→0
η(t, S)S,
and
N(A)
ε(A)
=
1
ε(A)
∫ S+ε(A)
S
η(t, s) ds −−−→
A→0
η(t, S).
This gives that
ε(A) =
ε(A)
N(A)S
×N(A)S ∼A→0 1
η(t, S)S
×N(A)S.
By setting
λ(t, S) :=
1
L(t, S)
=
1
η(t, S)S
, (3)
we have ε(A) ∼A→0 λ(t, S)N(A)S corresponding to linear market impact for A small enough.
Therefore we have established the following local linear market impact rule:
S∗ → S∗ + λ(t, S∗)S∗N∗, (4)
which is valid when the order size N∗ is small enough. When λ(t, S) ≡ λ ∈ R+ we retrieve the
market impact rule given in [Abergel and Loeper, 2017] where the impact is given by
S∗(eλN∗ − 1) ∼N∗→0 λS∗N∗. (5)
The case λ(t, S) ≡ λS with λ ∈ R+ corresponds to the market impact rule presented in
[Loeper, 2018]:
S∗ → S∗ + λS2∗N∗. (6)
In what follows we will consider indifferently (5) or (6) by introducing
S∗ → S∗ + λS1+ζ∗ N∗, (7)
where ζ ∈ {0, 1}. One must notice that depending of the choice of ζ the dimension of the
parameter λ can vary.
3 Context and main results
Let us suppose the market impact rule (7) hold, and consider an agent who is short of an
european style option for instance. Taking in to account market impact, if the spot moves from
S to S + dS the agent is going to try to react to the exogenous market move dS by adjusting
his hedge by purchasing N stocks. This will result in a final state
S + dS + (S + dS)1+ζλN,
and as the trader wants to be hedged at the end of the day, N must satisfy the following equation
Γ(t, S + dS)(dS + (S + dS)1+ζλN) = N
3
leading to
N =
Γ(t, S + dS)dS
1− (S + dS)1+ζλΓ(t, S + dS) .
Let us assume that x 7−→ Γ(t, x)
1− λx1+ζΓ(t, x) has a Taylor series expansion in the neighbourhood
of any S, hence N can be read
N =
Γ(t, S + dS)
1− (S + dS)1+ζλΓ(t, S + dS)
=
Γ(t, S)dS
1− λS1+ζΓ(t, S) + c2(t, S)(dS)
2 + c3(t, S)(dS)
3 + . . . (8)
giving N ≈ Γ(t, S)dS
1− λS1+ζΓ(t, S) at the leading order in dS. So everything happens as if the market
impact has affected the dynamics of the spot in
dS˜ =
dS
1− λS1+ζΓ(t, S) (9)
at the first order. This approach was developped in [Loeper, 2018] by considering (9) as an
ansatz to derive his pricing equation. Modified spot dynamics generated by market impact has
been also discussed in [Bouchard et al., 2016]. As dS and dS˜ need to have the same sign, we
have necessarily
sup
(t,S)∈[0,T ]×R+
λS1+ζΓ(t, S) < 1 (10)
with T > 0 fixed. The condition (10) and its variants are admitted in several papers on the topic
(see [Liu and Yong, 2005] [Abergel and Loeper, 2017] and [Loeper, 2018] for instance). However
this important question has always been left aside and often assumed in order to derive a pricing
equation with exact replication of european style options. From a mathematical point of view
it is always possible to replace the pricing equation P = 0 by max(P, λS1+ζΓ(t, S)− 1) = 0 as
suggested in [Loeper, 2018].
At this stage, there is also an other point that needs to be discussed. Most papers on option
pricing and hedging with market impact deal with linear impact as done in [Bouchard et al., 2016]
[Bouchard et al., 2017] and [Loeper, 2018] for exemple. However, although this approach is ac-
ceptable for small trades is clearly not realistic for large orders in terms of market microstructure.
Besides when it comes trades with sufficiently large size, it is not realistic to state that a large
order can be executed in a single trade. Hence it becomes necessary to study the execution
process of hedging.
The main objective of this paper is to show however that the option pricing approaches
developped mainly in [Liu and Yong, 2005] [Abergel and Loeper, 2017] and [Loeper, 2018] are
compatible with the market impact foundations mainly based on the study of the metaorders.
The first step done in this direction has been presented in [Abergel and Loeper, 2017]. In their
paper the authors integrate in their option pricing model a relaxation factor to illustrate the
results obtained of the permanent impact in the metaorders. Our paper is a contribution of
this strand of research as our main goal is to provide some realistic connections between option
pricing theory and market impact empirical findings. To this end our approach is mainly inspired
by the original definition of a metaorder which is nothing less than a large order split into
several small orders to be executed incrementally. Besides it has been shown in two companion
papers ([Said et al., 2018] and [Said et al., 2019]) that the metaorders can obey to an algorithmic
definition. This implies that they are not necessarily driven by execution strategies but they are
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more often simply opportunistic or hedging trades. So as the vast majority of the meatorders
executed on the markets appear to be hedging trades they must explain the market impact
curves observed in several studies. We will introduce a hedging procedure – as presented in
Section 1 based on a local linear market impact rule (4) – composed of successive small orders
each of them impacting the price by dSn. Under a Gamma constant approximation we will show
that the market impact series
∑
n≥0 dSn is convergent if and only if the condition (10) holds.
This result gives a physical meaning to the condition (10) as it linked the convergence of the
market impact series with the possibility to derive a pricing equation. We will also show that
the sum of the market series
∑
n≥0 dSn can be expressed as in (8). Hence what was considered
as an ansatz (9) in [Loeper, 2018] is now simply a consequence of the convergence of the market
impact series.
4 Market Impact and Hedging: A perturbation theory of the
market impact
In this section we give the main results based on our perturbation theory of the market impact
which will be useful to derive the pricing equation. For ease of notations, we will not consider
any interest rates or dividends in the rest of the paper.
Let us consider that we have sold an european style option whose value is u(t, s) with a fixed
maturity T . Greeks are given as usual by
∆(t, s) = ∂su(t, s),
Γ(t, s) = ∂ssu(t, s) = ∂s∆(t, s),
Θ(t, s) = ∂tu(t, s).
In order to derive a pricing equation, we will be interested in small enough spot moves. We
have already established in Section 2 that this leads to consider linear market impact rule in the
framework of our perturbation theory. Therefore in what follows we will take a market impact
which reads:
S∗ → S∗ + λS1+ζ∗ N∗ (11)
i.e. the impact of an order to buy N∗ stocks at a price S∗ is λS
1+ζ
∗ N∗ when the size N∗ of the
order is sufficiently small (linear market impact). We set the parameter φ defined by
φ ≡ φ(t, S) := λS1+ζ∂ssu(t, S) = λS1+ζΓ(t, S). (12)
We assume an initial spot moves from S to S + dS, dS supposed to be small and S > 0. By
following an iterative hedging strategy one has to adjust the hedge by ΓdS stocks after the initial
spot move S → S + dS, which then again impacts the spot price by dS1 = λ(S + dS0)1+ζΓdS0
according to the linear market impact rule presented above with dS0 = dS. This spot move is
then followed by a second hedge adjustment of ΓdS1, which in turn impacts the spot price by
dS2 = λ(S + dS0 + dS1)
1+ζΓdS1 and so on and so forth. Hence one has
dS0 = dS
∀n ∈ N,dSn+1 = λ
(
S +
n∑
k=0
dSk
)1+ζ
ΓdSn = φ
(
1 +
1
S
n∑
k=0
dSk
)1+ζ
dSn
with the assumptions that Γ ≡ Γ(t, S) remain constant during the hedging procedure described
just above. The Gamma approximation appears also in [Almgren and Li, 2016] and considerably
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simplifies the problem by eliminating the dependence of the variable state St in the expression
of Γ. Hence the approximation that Γ is constant during the hedging procedure allows us
to exhibit the essential features of the local hedging without losing ourselves in complexities.
Furthermore from the numerical point of view, this hypothesis is clearly justified in the context of
the perturbative approach proposed here. In what follows we will show that for dS small enough,
the total market impact
+∞∑
n=0
dSn will be also small enough. In the context of our approach as
the market impact is only considered as a perturbation we have that
Γ
(
t, S +
+∞∑
n=0
dSn
)
≈ Γ(t, S) + ∂sΓ(t, S)
+∞∑
n=0
dSn ≈ Γ(t, S).
Besides considering the fact that the price is bounded below by 0 it is more relevant to write
dS0 = dS ∨ (−S)
∀n ∈ N,dSn+1 = φ
(
1 +
1
S
n∑
k=0
dSk
)1+ζ
dSn ∨
(
−
n∑
k=0
dSk − S
)
(13)
with for all a, b ∈ R, max(a, b) = a ∨ b. For all n ∈ N, dSn being a function of dS, we will
denote by now x for the exogenous spot move dS and un for the n− th impact dSn. Hence we
introduce for ease of notations the sequence of real valued functions (un)n∈N defined by for all
x ∈ R, 
u0(x) = x ∨ (−S)
∀n ∈ N, un+1(x) = φ
(
1 +
sn(x)
S
)1+ζ
un(x) ∨ (−sn(x)− S)
(14)
where sn :=
∑n
k=0 uk denote the partial sums of the series
∑
n∈N un. As sn represent the cumu-
lative market impact after n successive re-hedging trades, from a realistic trading perspective
this quantity cannot explosed, hence we will add the following constraint:
Assumption 1. For all x ∈ R, the sequence (sn(x))n∈N is bounded.
In the context of our perturbation theory of the market impact, it will be necessary to study
the convergence properties of the market impact series derived from the local linear market
impact rule (4) given previously. To this end, we introduce what we will call a market impact
scenario:
Definition 1. A sequence (un)n∈N defined by (14) is said to be a market impact scenario
starting from x ∈ R.
A market impact scenario can be seen as an extension of the definition given for a metaorder
(see Definition 8 given in Section 7). We have this first elementary result:
Proposition 1. Let (un)n∈N an φ−market impact scenario. Then (sn)n∈N is uniformly bounded
below by −S.
Proof. Let (un)n∈N an φ−market impact scenario starting from x ∈ R. We proceed by induction.
• s0(x) = u0(x) = x ∨ (−S) ≥ −S.
• Let n ∈ N and suppose that un(x) ≥ −S. We have un+1(x) ≥ −sn(x) − S which gives
sn+1(x) ≥ −S.
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Hence we have shown that for all x ∈ R, n ∈ N, sn(x) ≥ −S.
Among the market impact scenarios, we must distinguish between those that are acceptable
from those that are not. The following definition is here to give an admissibility criterion:
Definition 2. A market impact scenario (un)n∈N is said to be admissible from a trading
perspective if there exists R > 0 such that for any x ∈ (−R,R), ∑n∈N un(x) converges.
The following result will give an equivalent criterion on the parameter φ for a market impact
scenario to be admissible. We have that:
Theorem 1. The φ−market impact scenario (un)n∈N is admissible from a trading perspective
if, and only if, φ ∈ (−∞, 1).
Proof. see Appendix A.1.
The previous result establish a straightforward connection between the range values of the
parameter φ and the convergence of the market impact series. Actually the proofs of Theorem
1 given state much more than that. We have in fact the following result:
Theorem 2. Let (un)n∈N an φ−market impact scenario. The following statements are equiva-
lent:
(i) The market impact scenario (un)n∈N is admissible from a trading perspective.
(ii) φ ∈ (−∞, 1).
(iii) There exists R > 0 such that for any x ∈ (−R,R), ∑n≥0 un(x) converges.
(iv) There exists R > 0 such that for any x ∈ (−R,R), ∑n≥0 un(x) converges absolutely.
Proof. This result is an immediate corollary of the proofs given for the Propositions A.1.1, A.1.2,
A.1.3 and A.1.4.
From now on, we consider only market impact scenarios that are admissible from a trading
perspective which is, according to Theorem 1, equivalent to considering values of φ in (−∞, 1).
We give now an expression of the market impact series for admissible market impact scenarios,
in particular one can notice that we retrieve the first order term of the taylor expansion 8
introduced above.
Proposition 2. Let (un)n∈N an φ−market impact scenario admissible from a trading perspective
starting from x ∈ R and
N(x) := inf
{
n ∈ N
∣∣∣∣ sn(x) = −S} (15)
with the convention inf ∅ = +∞. Then there exists R > 0 such that for all x ∈ (−R,R),
N(x) ∈ N∗ ∪ {+∞} and
N(x)∑
n=0
un(x) =
x
1− φ +
1
S
(1 + ζ)φ
1− φ
N(x)∑
n=0
sn(x)un(x) +
1
S2
ζφ
1− φ
N(x)∑
n=0
s2n(x)un(x). (16)
Proof. see Appendix A.2.
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Among the admissible market impact scenarios, three can be distinguished. Firstly the trivial
scenario where nothing strictly happens which consists for the price in reaching 0 after the first
exogenous spot move. Namely this corresponds to u0(x) = −S. In this case there is nothing
much to say. The second is to reach 0 after a finite number of re-hedging trades. In that case
it is the market impact that brings the price stock to 0. And finally the third one and more
realistic one implying an infinite number of re-hedging trades and putting the stock price at a
non-zero different level. The definition given just below presents the three possibilities:
Definition 3. Let (un)n∈N an φ−market impact scenario admissible from a trading perspective
starting from x ∈ R and N(x) as defined in (15). The market impact scenario (un)n∈N is said
to be:
• null when N(x) = 0.
• chaotic when N(x) ∈ N∗.
• regular when N(x) = +∞.
In the rest of the section, we will only consider chaotic or regular market impact scenarios.
Especially we will show (see Proposition 3) that for φ ∈ (−1, 1), when the initial spot move
is small enough, which is clearly the case of interest in our perturbative approach, it is always
possible to consider only regular market impact scenarios. Particularly, it will be the case of our
hedging metaorders discussed later (see Section 7).
Proposition 3. Let (un)n∈N an φ−market impact scenario admissible from a trading perspective.
For any φ ∈ (−1, 1), there exists R > 0, such that for all x ∈ (−R,R), the φ−market impact
scenario (un)n∈N is regular.
Proof. see Appendix A.3.
The following proposition shows that in the case of regular market impact scenarios with
φ ∈ (−1, 1) the market impact series is nothing less than a power series. In particular we obtain
a closed form for the second order term of the market impact series. We recall that the first
linear order term has been already given in any case (chaotic or regular) in Proposition 2.
Proposition 4. Let φ ∈ (−1, 1) and (un)n∈N an φ−market impact scenario admissible from a
trading perspective. There exists R > 0, such that for all x ∈ (−R,R), the φ−market impact
scenario (un)n∈N is regular. Hence the series function
∑
n≥0 un can be expressed as a power
series on (−R,R), is of class C∞ on (−R,R) and the first two terms of the decomposition of∑
n≥0 un as a power series are given by
+∞∑
n=0
un(x) =
1
1− φx+
1
S
(1 + ζ)φ
(1− φ)3(1 + φ)x
2 + o(x2) as x→ 0.
Proof. see Appendix A.4.
5 Market Impact and Metaorders Execution
5.1 λ(t, S) ≡ λ
Let us consider the market impact rule (11) when ζ = 0
S∗ → S∗ + λS∗N∗. (17)
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Assume an agent wants to execute incrementally an order of size N with K ∈ N∗ child orders of
size n1, n2, . . . , nK satisfying
K∑
k=1
nk = N.
Without loss of generality we will suppose that N ∈ R∗+ and n1, . . . , nK ∈ R∗+ – i.e. a buy order,
the same holds for a sell order – such that
lim
K→+∞
sup
1≤k≤K
|nk| = 0. (18)
The condition (18) is needed to ensure that (17) can be applied to n1, . . . , nK for K large enough.
Applying this when K = 2 leads to
S
n1−→ S + λSn1 n2−→ S + λSn1 + λ(S + λSn1)n2,
which can be written
S
n1−→ S(1 + λn1) n2−→ S(1 + λ(n1 + n2) + λ2n1n2).
Let us denote n1,...,nK−−−−−→ the contraction of n1−→ . . . nK−−→. By a straightforward induction we have
for all K ∈ N∗,
S
n1,...,nK−−−−−→ S
1 + K∑
k=1
λk
∑
1≤i1<i2<···<ik≤K
ni1ni2 . . . nik
 .
Definition 4. Let N ∈ R∗+ and K ∈ N∗. A finite sequence (n1, . . . , nK) ∈ (R∗+)K such that
K∑
k=1
nk = N is said to be an (N,K)−execution strategy. An (N,K)−execution strategy is
considered admissible if it satisfies (18).
Definition 5. Let (n1, . . . , nK) an (N,K)−execution strategy. Let us denote by
SN,k(n1, . . . , nK) := S
1 + k∑
i=1
λi
∑
1≤j1<j2<···<ji≤k
nj1nj2 . . . nji

the k − th price of this (N,K)−execution strategy for k ∈ J0,KK. Then let us set its market
impact by
IN,K(n1, . . . , nK) := SN,K(n1, . . . , nK)− S
and its average execution price by
SN,K(n1, . . . , nK) :=
1
N
K∑
k=1
nkSN,k−1(n1, . . . , nK).
Proposition 5. Let N ∈ R∗+ and K ∈ N∗. The market impact of an (N,K)−execution strategy
depends only on the sizes of the K child orders. The order in which the child orders are executed
does not affect the final value of IN,K(n1, . . . , nK).
Proof. Let (n1, . . . , nK) an (N,K)−exection strategy and σ ∈ SK the set of the permutations ofJ1,KK. The result is a straightforward consequence of the fact that for any permutation σ ∈ SK,
IN,K
(
nσ(1), . . . , nσ(K)
)
= IN,K(n1, . . . , nK).
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Proposition 5 has shown that for a given (N,K)−execution strategy any permutation of
(n1, . . . , nK) is similar in terms of market impact. The point underlined by Proposition 5 is in
fact a well known property of market impact which appears in the litterature through the square
root formula or other related formulas. The square root formula expresses the final market
impact of a metaorder as a function of its size but it doest not tell much about the dynamics
itself of the metaorder.
The following result (Theorem 3) shows that among all the (N,K)−execution strategies the
one which impacts the most the market is the most predictable one. Indeed given a metaorder
size N and K child orders the first execution strategy that comes in mind is to split the metaorder
in lots of equal size. But doing that could be considerably increase the probability to be detected
by the market makers especially when K becomes large enough. Hence it seems normal that the
most expensive strategy in terms of market impact and average execution price corresponds to
the most obvious and the less clever.
Theorem 3. Let N ∈ R∗+ and K ∈ N∗. The market impact and the average execution price of
an (N,K)−execution strategy are bounded and reach their upper bound if, and only if the strategy
is equally-sized i.e. n1 = · · · = nK = NK . Besides the following inequalities hold
S + λSN ≤ SN,K(n1, . . . , nK) ≤ SeλN (19)
and
S +
1
2
λS
(
N − sup
1≤k≤K
nk
)
≤ SN,K(n1, . . . , nK) ≤ S e
λN − 1
λN
. (20)
Proof. see Appendix A.5.
The lower bound of (19) corresponds to the linear market impact model presented in [Loeper, 2018]
and the upper bound to the one presented in [Abergel and Loeper, 2017]. One can notice that
these two bounds do not depend of the execution strategy chosen – as they are independant of
the sizes and the number K of the child orders – but only of the final size N of the order. This has
the advantage of avoiding arbitrage opportunities, as well as not being sensitive to the hedging
frequency. One can notice that SN,K(n1, . . . , nK) ≈ S + γλNS when N → 0 in agreement with
(17). Hence the lower bound of (19) can be reached when N is small enough. More interesting,
regarding metaorders with a size N much larger, we will show that the upper bound of (19)
corresponds to the case when the number of child orders K goes to infinity. This result seems
pretty obvious from a market making perspective. Indeed when K → +∞ the probability that
the market makers detect the metaorder is going to converge towards 1 and the market impact
is going to attain its peak value.
Theorem 4. Let (n1, . . . , nK) an admissible (N,K)−execution strategy i.e. such that
lim
K→+∞
sup
1≤k≤K
|nk| = 0.
Then we have that
lim
K→+∞
SN,K(n1, . . . , nK) = SeλN (21)
and
lim
K→+∞
SN,K(n1, . . . , nK) = S
eλN − 1
λN
. (22)
Hence when K goes to infinity the market impact attains its peak value. Furthermore the
market impact and the average execution price do not depend longer of the execution strategy
chosen. This implies that arbitrage opportunities vanish when the trading frequency is going to
infinity.
10
Proof. see Appendix A.6.
Remark 1. Theorem 4 is actually true for n1, . . . , nK ∈ R not necessarily positive by weakening
(18) and assuming that for some ε > 0, sup
1≤k≤K
|nk| = O
((
1
K
)1/2+ε)
.
Remark 1 states in fact that when K → +∞ there does not exist any trading strategy that
could affect the average execution price or the final market impact. In other words it is not
possible to manipulate the price formation process by executing round trip trades as defined and
studied in [Gatheral, 2010] and [Alfonsi and Schied, 2010] for instance. Theorem 4 motivates to
extent market impact and average execution price definitions for continuous execution strategies
by:
Definition 6. Let N ∈ R. A function F : [0, 1] → R of bounded variation and continuous
such that F (0) = 0 and F (1) = N is said to be an (N,+∞)−execution strategy. Any
(0,+∞)−execution strategy is said to be a round trip trade.
Definition 7. Let N ∈ R. The market impact of an (N,+∞)−execution strategy is given by
IN,+∞ := Seλ
∫ 1
0 dF (s) − S = SeλN − S (23)
and the average execution price by
SN,+∞ :=
∫ 1
0 Se
λF (s) dF (s)∫ 1
0 λdF (s)
= S
eλN − 1
λN
. (24)
One can see in (23)-(24) how the choice of the continuous execution strategy F does not
affect the market impact and the average execution price in agreement with Theorem 4.
5.2 λ(t, S) ≡ λS
Let us consider now the market impact rule (11) when ζ = 1
S∗ → S∗ + λS2∗N∗. (25)
Let us show that under the condition (18) all the results of this case can be derived from the
previous one by considering the following approximation
(1 + x)2 ≈ 1 + 2x,
when x is small enough. When K = 2 we have
S
n1−→ S + λS2n1 n2−→ S + λS2n1 + λS2(1 + λSn1)2n2︸ ︷︷ ︸
≈λS2(1+2λSn1)n2
leading approximately to
S
n1−→ S + λS2n1 n2−→ S
(
1 +
1
2
(2λS)(n1 + n2) +
1
2
(2λS)2n1n2
)
.
A straightforward induction gives for all K ∈ N∗,
S
n1,...,nK−−−−−→ S
1 + 1
2
K∑
k=1
(2λS)k
∑
1≤i1<i2<···<ik≤K
ni1ni2 . . . nik
 .
Hence all the results derived in the previous section still hold. Particularly Theorems 3 and 4
can now be written
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Theorem 5. Let N ∈ R∗+ and K ∈ N∗. The market impact and the average execution price of
an (N,K)−execution strategy are bounded and reach their upper bound if, and only if the strategy
is equally-sized i.e. n1 = · · · = nK = NK . Besides the following inequalities hold
S + λS2N ≤ SN,K(n1, . . . , nK) ≤ S
2
(1 + e2λSN ) (26)
and
S +
1
2
λS2
(
N − sup
1≤k≤K
nk
)
≤ SN,K(n1, . . . , nK) ≤ S
2
(
1 +
e2λSN − 1
2λSN
)
. (27)
Theorem 6. Let (n1, . . . , nK) an admissible (N,K)−execution strategy i.e. such that
lim
K→+∞
sup
1≤k≤K
|nk| = 0.
Then we have that
lim
K→+∞
SN,K(n1, . . . , nK) =
S
2
(1 + e2λSN ) (28)
and
lim
K→+∞
SN,K(n1, . . . , nK) =
S
2
(
1 +
e2λSN − 1
2λSN
)
. (29)
6 Market Impact and Option Pricing
6.1 Pricing equation
We consider the framework of covered options, hence we start from a delta-hedged portfolio.
Let us assume that the stock price S moves initially by dS such that (dSn)n∈N is a regular
φ−market impact scenario given by (13) with
dS = S(νdt+ σdWt), (30)
where (Wt)t≥0 is a Brownian motion. By following the hedging strategy presented above we
move the spot from to S to S + d˜S where d˜S represents the cumulative market impact at the
end of the re-hedging procedure
d˜S :=
+∞∑
n=0
dSn, (31)
hence from (16) we have
d˜S =
dS
1− φ +
1
S
(1 + ζ)φ
1− φ
+∞∑
n=0
(
n∑
k=0
dSk
)
dSn +
1
S2
ζφ
1− φ
+∞∑
n=0
(
n∑
k=0
dSk
)2
dSn, (32)
which can be rewritten
d˜S =
dS
1− φ +
µ
S
(dS)2 + o((dS)2),
where µ is only a function of the parameter φ. Plugging equation (30) in the previous equation
leads to
d˜S =
dS
1− φ + µσ
2Sdt+ o(dt),
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as (dS)2 = σ2S2dt+ o(dt). This gives at the leading order
d˜S =
dS
1− φ + ν˜Sdt+ o(dt). (33)
The value V of the hedging portfolio containing ∆(t, S) stocks at t evolves as
dV = ∆d˜S +R
as S moves to S + d˜S with
R = N × (Final price of the stocks bought - Average execution price)
= N ×
S +
+∞∑
n=0
dSn −
+∞∑
n=0
ΓdSn
(
S +
n∑
k=0
dSk
)
+∞∑
n=0
ΓdSn

= N ×

+∞∑
n=0
dSn −
+∞∑
n=0
ΓdSn
(
n∑
k=0
dSk
)
+∞∑
n=0
ΓdSn

N = Γd˜S being the number of stocks bought during the re-hedging procedure. As dS → 0, we
have that sup
n∈N
|dSn| → 0. Besides the proof given of Theorem 1 shows that for n large enough
there exists r ∈ (0, 1) such that |dSn+1| < r|dSn|, hence we can apply Remark 1 and use the
results stated in Theorem 4. When λ(t, S) ≡ λ we have that
Final price of the stocks bought = S + S(eλN − 1)
and
Average execution price = S + S
(
eλN − 1
λN
− 1
)
,
giving at the leading order
R = 1
2
λSN2.
The same can be done when λ(t, S) ≡ λS and gives
Final price of the stocks bought = S +
S
2
(e2λSN − 1)
and
Average execution price = S +
S
2
(
e2λSN − 1
2λSN
− 1
)
,
impliying also at the leading order
R = 1
2
λS2N2.
Finally one can write in any case
R = 1
2
λN2S1+ζ
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with N = Γd˜S. This gives
dV = ∆d˜S +
1
2
λS1+ζ(Γd˜S)2. (34)
Besides assuming that the option is sold at its fair price, we have dV = du with at the leading
order, for S moving to S + d˜S,
du = ∂tudt+ ∂su d˜S +
1
2
∂ssu (d˜S)
2 + o(dt). (35)
Therefore from equations (34) and (35) we get
∂tudt+
1
2
(d˜S)2[∂ssu− λS1+ζ(∂ssu)2] = o(dt). (36)
If we plugg the spot dynamics (30) in the expression of d˜S (33), we obtain at the leading order
(d˜S)2 =
σ2S2
(1− φ)2 dt+ o(dt). (37)
By reinjecting (37) in (36), we obtain the pricing equation
∂tu+
1
2
σ2s2∂ssu
1
1− φ = 0, (38)
φ = λs1+ζ∂ssu.
6.2 Perfect replication
Any contingent claim can be perfectly replicated at zero cost, as long as one can exhibit a
solution to the pricing equation (38). This implies that we need to study the parabolicity of
the given pricing equation. Furthermore we have established that only market impact scenarios
admissible from a trading perspective have to be considered which leads according to Theorem
1 to the constraint
sup
(t,s)∈[0,T ]×R+
λs1+ζ∂ssu < 1, (39)
with T the maturity of the option. In fact we have the following result
Theorem 7. There holds the two following propositions:
(i) The non-linear backward partial differential operator
∂t·+ 1
2
σ2s2
∂ss·
1− λs1+ζ∂ss·
is parabolic.
(ii) Every european style contingent claim with payoff Φ satisfying the terminal constraint
sup
s∈R+
λs1+ζ∂ssΦ < 1
can be perfectly replicated via a δ−hedging strategy given by the unique, smooth away from
the maturity T , solution to equation (38).
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Proof. The parabolic nature of the operator is determined by the monotonicity of the function
F : p ∈ (−∞, 1) 7−→ p
1− p.
F is globally increasing, therefore the pricing equation is globally well-posed. Besides, given
that the payoff satisfies the terminal constraint, classical results on the maximum principle for
the second derivative of the solution ensure that the same constraint is satisfied globally for
t ≤ T which consitutes in fact the constraint (39). Hence, the perfect replication is possible.
Results on maximum principle for the second derivative can be found in [Wang, 1992a] and
[Wang, 1992b] for instance. A proof of this result in a more general setting is also given in
[Abergel and Loeper, 2017].
6.3 SDE formulation
6.3.1 The system of SDE
Let (Ω,F , (Ft)t≥0,P) a filtered probability space supporting an (Ft)t≥0 standard Brownian mo-
tion (Wt)t≥0. Considering the result established in Theorem 1, we will assume the following
uniform condition:
Assumption 2. There exists a constant ε > 0, such that for all t ≥ 0, P−a.s.,
1− λ(t, St)StΓt ≥ ε. (40)
Let us consider then the following system of stochastic differential equations:
dδt = atdt+ ΓtdSt, (41)
dSt
St
= σ(t, St)dWt +
(
ν(t, St) +
σ2(t, St)StΓt
(
λ(t, St) + ∂xλ(t, St)
)
1− λ(t, St)StΓt
)
dt+ λ(t, St)dδt, (42)
dVt = δtdSt +
1
2
λ(t, St)Std〈δ, δ〉t. (43)
where δ, S and V are three processes starting respectively from δ0, S0 and V0 at t = 0. We set
αt ≡ α(t, St,Γt) := σ˜(t, St)Γt
1− λ˜(t, St)Γt
,
and
βt ≡ β(t, St,Γt) := at
1− λ˜(t, St)Γt
+
Γt
1− λ˜(t, St)Γt
(
ν˜(t, St) +
σ˜2(t, St)Γt∂xλ˜(t, St)
1− λ˜(t, St)Γt
)
,
by introducing also for all t ∈ [0, T ], x ∈ R+,
σ˜(t, x) := xσ(t, x),
ν˜(t, x) := xν(t, x),
and
λ˜(t, x) := xλ(t, x).
Hence the system of stochastic differential equations (41)-(42)-(43) can be rewritten
dδt = αtdWt + βtdt, (44)
dSt = σ˜(t, St)dWt +
(
ν˜(t, St) + αt(σ˜∂xλ˜)(t, St)
)
dt+ λ˜(t, St)dδt, (45)
dVt = δtdSt +
1
2
λ˜(t, St)α
2
tdt. (46)
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Theorem 8. Suppose the following assumptions hold:
• (at)t≥0 and (Γt)t≥0 are uniformly bounded adapted processes
• (Γt)t≥0 satisfies uniformly the condition (40)
• there exists a constant K > 0, such that for all (t, x) ∈ [0, T ]× R,
|xσ(t, x)|+ |xν(t, x)| ≤ K
• there exists a constant K > 0, such that for all (t, x, y) ∈ [0, T ]× R× R,
|xσ(t, x)− yσ(t, y)|+ |xν(t, x)− yν(t, y)| ≤ K|x− y|
• (t, x) ∈ [0, T ]× R 7−→ λ(t, x) is of class C1,2 and all its partial derivatives are bounded.
• (t, x) ∈ [0, T ]× R 7−→ xλ(t, x) has all its partial derivatives bounded.
Then there exists a unique strong solution to the system of stochastic differential equations (41)-
(42)-(43) starting from (δ0, S0, V0) ∈ R3 at t = 0.
Proof. By plugging (44) in (45), we have
dSt =
(
σ˜(t, St) + αtλ˜(t, St)
)︸ ︷︷ ︸
:=a(t,St,Γt)
dWt +
(
ν˜(t, St) + αt(σ˜∂xλ˜)(t, St) + βtλ˜(t, St)
)︸ ︷︷ ︸
:=b(t,St,Γt)
dt (47)
with S starting from S0 ∈ R. a(t, St,Γt) and b(t, St,Γt) can be expressed as a sum of terms of
the form
h(t, St,Γt) := btf(λ˜(t, St)Γt)g(t, St)
where (bt)t≥0 is a uniformly bounded adapted process, f bounded Lipschitz-continous on (−∞, 1−
ε) and g bounded Lipschitz-continous in the space variable on [0, T ] × R. For all (t, x, y) ∈
[0, T ]× R× R,
h(t, x,Γt)− h(t, y,Γt) = bt
(
f(λ˜(t, x)Γt)g(t, x)− f(λ˜(t, y)Γt)g(t, y)
)
= bt
(
f(λ˜(t, x)Γt)− f(λ˜(t, y)Γt)
)
g(t, x)
+ btf(λ˜(t, y)Γt)
(
g(t, x)− g(t, y)).
Therefore there exists a constant C1 > 0 such that for all (t, x, y) ∈ [0, T ]× R× R,∣∣h(t, x,Γt)− h(t, y,Γt)∣∣ ≤ C1|x− y| P− a.s.
giving that there exists a constant C2 > 0 such that for all (t, x, y) ∈ [0, T ]× R× R,∣∣a(t, x,Γt)− a(t, y,Γt)∣∣+ ∣∣b(t, x,Γt)− b(t, y,Γt)∣∣ ≤ C2|x− y| P− a.s..
This leads that the stochastic differential equation (47) with the initial condition S0 ∈ R admits a
unique strong solution. Therefore we deduce that the system of stochastic differential equations
(44)-(45)-(46) admits a unique strong solution so does the system (41)-(42)-(43).
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In what follows we will show that the system of stochastic differential equations (44)-(45)-
(46) can be derived from a discrete rebalancing trading strategy taking to the limit n → +∞,
where n represent the number of auctions of the trading strategy. To this end, let us consider
for all n ∈ N∗, the following discrete time rebalancing time grid (tni )i∈J0,nK such that
0 = tn0 < t
n
1 < . . . < t
n
n−1 < t
n
n = T.
with T > 0 a fixed maturity. We set for all n ∈ N∗,
∆n := sup
1≤i≤n
|tni − tni−1|.
Let us set (δn, Sn, V n)n∈N∗ the sequence of processes defined on [0, T ] such that for all
t ∈ [0, T ],
δnt =
n−1∑
i=0
δtni 1{tni ≤t<tni+1} + δT1{t=T}, (48)
Snt := S0 +
n∑
k=1
1{tnk−1≤t≤T}
(∫ t∧tnk
tnk−1
σ˜(s, Sns ) dWs +
∫ t∧tnk
tnk−1
ν˜(s, Sns ) ds
)
+
n∑
k=1
1{tnk≤t≤T}(δtnk − δtnk−1)λ˜(t
n
k , S
n
tnk−). (49)
V nt := V0 +
n∑
k=1
1{tnk−1≤t≤T}δtnk−1(S
n
t∧tnk− − S
n
tnk−1
)
+
n∑
k=1
1{tnk≤t≤T}
[
1
2
(δtnk − δtnk−1)2λ˜(tnk , Sntnk−) + δtnk−1(δtnk − δtnk−1)λ˜(t
n
k , S
n
tnk−)
]
. (50)
Theorem 9. Suppose the assumptions of Theorem 8 hold. Let X := (δ, S, V ) the unique strong
solution of the system of stochastic differential equations (44)-(45)-(46) on [0, T ] starting from
(δ0, S0, V0) ∈ R3 at t = 0 and (Xn)n∈N∗ := (δn, Sn, V n)n∈N∗ defined as in (64)-(65)-(73).
Assume that ∆n = O
(
1
n
)
. Then there exists a constant C > 0 such that for all n ∈ N∗,
sup
t∈[0,T ]
E
[∥∥Xt −Xnt ∥∥22] ≤ C∆n.
In particular we have that
Xn
L2,P,L−−−−−→
n→+∞ X.
Furthermore if
+∞∑
n=1
∆n < +∞, we have also that
Xn
P−a.s.,L2,P,L−−−−−−−−→
n→+∞ X.
Proof. The first convergence result is a straightforward application of Propositions A.7.1, A.7.2
and A.7.3. Assume now that
+∞∑
n=1
∆n < +∞. Let t ∈ [0, T ], we have for all n ∈ N∗,
E
[∥∥Xt −Xnt ∥∥22] ≤ C∆n.
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Hence
+∞∑
n=1
E
[∥∥Xt −Xnt ∥∥22] = E
[
+∞∑
n=1
∥∥Xt −Xnt ∥∥22
]
< +∞,
which implies that
+∞∑
n=1
∥∥Xt −Xnt ∥∥22 < +∞ P− a.s.
and
lim
n→+∞
∥∥Xt −Xnt ∥∥2 = 0 P−a.s..
Corollary 1. Suppose the assumptions of Proposition 8 hold. Let X := (δ, S, V ) the unique
strong solution of the system of stochastic differential equations (44)-(45)-(46) on [0, T ] starting
from (δ0, S0, V0) ∈ R3 at t = 0 and (Xn)n∈N∗ := (δn, Sn, V n)n∈N∗ defined as in (64)-(65)-(73).
Assume that one of the two following conditions hold:
(i) There exists ε > 0 such that ∆n = O
(
1
n1+ε
)
.
(ii) (∆n)n∈N∗ is a non-increasing sequence such that
+∞∑
n=1
∆n < +∞.
Then we have
Xn
P−a.s.,L2,P,L−−−−−−−−→
n→+∞ X.
Proof. If we suppose (i), using the results on Riemann series and Theorem 9 leads to the con-
clusion. Let us suppose now (ii) and let us show that this implies that ∆n = o
(
1
n
)
when
n→ +∞. Let n ∈ N∗, we have
2n∑
k=1
∆k −
n∑
k=1
∆k =
2n∑
k=n+1
∆k ≥ n∆2n,
hence lim
n→+∞n∆2n = 0. Besides we have also
(2n+ 1)∆2n+1 ≤ (2n+ 1)∆2n
≤ 2n∆2n + ∆2n.
Therefore we have
lim
n→+∞ 2n∆2n = limn→+∞ (2n+ 1)∆2n+1 = 0,
wich implies that
lim
n→+∞n∆n = 0.
The conclusion is now a straightforward application of Theorem 9.
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6.3.2 The pricing equation
In option theory pricing the establishment of the valuation partial differential equation is often
connected to the replication problem which consists in finding a self-financed strategy and an
initial wealth V0 such that Φ(ST ) = VT , P−a.s. where Φ is a terminal payoff. Let (δ, S, V ) a
strong solution to the system of stochastic differential equations (44)-(45)-(46), which can take
the form given in (41)-(42)-(43), and u ∈ C1,2([0, T ]×R) a smooth function such that u(T, .) = Φ.
The absence of arbitrage opportunities implies that for all t ∈ [0, T ], P−a.s., u(t, St) = Vt. We
consider the strategy given by δ(t, St) = ∂su(t, St), hence we have Γt = ∂ssu(t, St), P−a.s. by
the unicity of the Ito decomposition. Applying Ito’s lemma to u gives
du(t, St) = ∂tu(t, St)dt+ ∂su(t, St)dSt +
1
2
∂ssu(t, St)d〈S, S〉t, (51)
besides we have also
dVt = ∂su(t, St)dSt +
1
2
λ(t, St)Γ
2
td〈S, S〉t. (52)
By combining (41) and (42), we obtain
dSt =
σ(t, St)St
1− λ(t, St)StΓtdWt +
µtSt + atλ(t, St)
1− λ(t, St)StΓt dt
with
µt := ν(t, St) +
σ2(t, St)Γt
(
λ(t, St) + St∂xλ(t, St)
)
1− λ(t, St)StΓt . (53)
hence
d〈S, S〉t = σ
2(t, St)S
2
t
(1− λ(t, St)StΓt)2 ,
which reads in the equality between (51) and (52)
∂tu(t, St) +
1
2
σ2(t, St)S
2
t Γt
1
1− λ(t, St)StΓt = 0,P− a.s..
Therefore u ∈ C1,2([0, T ]× R) is a solution of
∂tu+
1
2
σ2s2∂ssu
1
1− φ = 0, (54)
φ(t, s) = λ(t, s)s∂ssu(t, s), (55)
1− φ ≥ ε, (56)
u(T, .) = Φ. (57)
7 The Market Impact of Hedging Metaorders
In [Said et al., 2018] the authors define a metaorder as a large trading order split into small pieces
and executed incrementally the same day by the same agent on the same stock and all having
the same direction (buy or sell). This and Proposition 3 motivates the following definition:
Definition 8. Let (un)n∈N a regular φ−market impact scenario. The market impact scenario
(un)n∈N is said to be a metaorder if, and only if, φ ∈ (0, 1). We will also refer to these
metaorders as hedging metaorders.
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7.1 Dynamics of Hedging Metaorders
Let us consider an hedging metaorder (dSn)n∈N. The proofs given to establish Theorem 1 have
shown that there exists r ∈ (0, 1) such that for all n ∈ N, |dSn+1| ≤ r × |dSn|. Without loss of
generality we will consider for now in the rest of the section that (dSn)n∈N is a buy metaorder
i.e. dSn > 0 for any n ∈ N. Let us set for all n ∈ N,
In :=
n∑
k=0
dSk (58)
the temporary market impact after n trades. As the sequence (dSn)n∈N is strictly non-increasing,
the plot (n, In)n∈N has a concave non-decreasing shape reaching a plateau as n → +∞ since
we have that lim
n→+∞dSn = 0. In order to illustrate those ideas let us plot the dynamics of an
hedging metaorder in the case that the dSn+1 = r×dSn for any n ∈ N with r = 0.8 and dS1 = 5
bps.
7.2 Immediate Impact and Size of the Hedging Metaorder
Let us consider an hedging metaorder (dSn)n∈N and recall that the number of shares executed
during the hedging metaorder is given by
N = Γ
+∞∑
n=0
dSn.
This leads to the following linear relation
I = Γ−1N,
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7.3 Relaxation of Hedging Metaorders
Let us consider an hedging metaorder (dSn)n∈N. By Proposition 3 we can consider that N(dS) =
+∞. We have already established that at the leading order
R =
+∞∑
n=0
ΓdSn ×

+∞∑
n=0
dSn −
+∞∑
n=0
ΓdSn
(
n∑
k=0
dSk
)
+∞∑
n=0
ΓdSn
 =
1
2
λ
(
+∞∑
n=0
ΓdSn
)2
S1+ζ ,
leading to
+∞∑
n=0
ΓdSn
(
n∑
k=0
dSk
)
+∞∑
n=0
ΓdSn
=
(
1− φ
2
) +∞∑
n=0
dSn.
It has been shown in several empirical works that the market impact of metaorders possesses
two distinct phases: A temporary impact as a consequence of the execution of the order followed
by a relaxation phenomenon leading to a permanent impact. The relaxation phenomenon has
been studied from an empirical point of view in stocks market [Bershova and Rakhlin, 2013]
[Bacry et al., 2015] [Said et al., 2018] and with a theoretical insight in [Bouchaud et al., 2004]
[Gatheral et al., 2011] and [Farmer et al., 2013] for instance. Recently the same has been done
empirically concerning options market [Said et al., 2019]. Let us consider (dSn)n∈N a metaorder
starting from dS 6= 0, hence N(dS) = +∞. In the terminology of metaorders let us denote by
I :=
+∞∑
n=0
dSn (59)
as the temporary impact of the metaorder (dSn)n∈N. We will denote by I the permanent im-
pact of the metaorder (dSn)n∈N. According to the Fair Pricing condition – predicted theoreti-
cally in [Farmer et al., 2013] and validated empirically in equity [Said et al., 2018] and options
[Said et al., 2019] market – the permanent impact I satisfies the following identity:
S + I =
+∞∑
n=0
ΓdSn × (S + In)
+∞∑
n=0
ΓdSn
(60)
where for all n ∈ N, In :=
n∑
k=0
dSk as defined in (58), giving that
I =
+∞∑
n=0
ΓdSn × In
+∞∑
n=0
ΓdSn
. (61)
The fair pricing identity (60), introduced in [Farmer et al., 2013], is in fact a non-arbitrage
condition as it states that the final price – after the price reversion of the metaorder – reaches
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a level such that it equals to the volume-weighted average price of the metaorder. The fair
pricing identity (61) reads that the permanent impact is equal to the volume-weighted average
temporary impacts of the metaorder. Hence we have shown that:
Theorem 10.
I
I = 1−
φ
2
(62)
giving the level of the relaxation phenomenon of the metaorder. Hence
1
2
≤ II ≤ 1. (63)
Theorem 10 connects directly the intensity φ of the hedging metaorder with the intensity of
the price reversion after the end of the metaorder. Particularly it states that the more the inten-
sity is the more the relaxation will be. According to recent empirical and theoretical works
[Bershova and Rakhlin, 2013] [Farmer et al., 2013] [Said et al., 2018] [Bucci et al., 2019b], we
have that
〈
1− 12φ
〉
metaorders
= 2/3 for intraday metaorders where 〈...〉metaorders stand for a
mean value over all the metaorders. In [Bucci et al., 2019b] the authors precise that if we study
the price reversion ∼ 50 days after the end of the metaorder we have approximately II ≈ 0.5 also
in agreement with (62). Nevertheless in our framework the limit case
I
I →
1
2
corresponds to the
limit case when φ → 1 .i.e. when the market impact of the hedging metaorder become bigger
and bigger. Hence the lower bound of (63) can be attained in the case of very large metaorders.
This is in favor that by taking in consideration very large metaorders whom the execution can
last several days as in [Bucci et al., 2019b], we can find a mean-value that can be closed to 1/2.
8 Conclusion
In this paper we have presented a perturbation theory of market impact that connects option
pricing theory with market microstructure empirical findings. From the option pricing point
of view our model appears to be an extension of the model presented in [Loeper, 2018] in
which we study the hedging process. Furthermore we have introduced what we have called the
hedging metaorders to establish a connection between option hedging and market microstructure
metaorders. Particularly we have shown in our framework that our hedging metaorders obey
to linear market impact in the size of the metaorder and possess a relaxation factor in [1/2, 1]
directly connected to their intensity characterized by the parameter φ.
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A Proofs
A.1 Proof of Theorem 1
The proof of Theorem 1 is a consequence of the following propositions (see Propositions A.1.1,
A.1.2, A.1.3 and A.1.4). It gives an equivalent criterion on the parameter φ for a market impact
scenario to be admissible. We will establish that a market impact scenario is admissible from a
trading perspective if, and only if, φ ∈ (−∞, 1).
Proposition A.1.1. Let (un)n∈N an φ−market impact scenario. If φ ≥ 1, then (un)n∈N is not
admissible from a trading perspective.
Proof. Let R > 0 and x ∈ (0, R). Hence for all n ∈ N, un(x) > 0 which implies that for all
n ∈ N, sn(x) > 0. Thus for all n ∈ N,
−sn(x)− S ≤ 0
and
φ
(
1 +
sn(x)
S
)1+ζ
un(x) ≥ 0,
which gives for all n ∈ N,
un+1(x) = φ
(
1 +
sn(x)
S
)1+ζ
un(x) ≥ φun(x).
In that case the series
∑
n≥0 un(x) diverges and
+∞∑
n=0
un(x) = +∞.
Proposition A.1.2. Let (un)n∈N an φ−market impact scenario. If φ ∈ [0, 1), then (un)n∈N is
admissible from a trading perspective.
Proof. When φ = 0, for all n ∈ N, un = 0 and (un)n∈N is obviously admissible from a trading
perspective. We consider now the case φ ∈ (0, 1). Let r ∈ (φ, 1 ∧ 4φ), R = (1− r)S
(√
r
φ
− 1
)
and x ∈ [−R,R]. Set A(x) =
{
n ∈ N
∣∣∣∣ sn(x) = −S}.
• If A(x) 6= ∅, A(x) has a least element n0(x) and for all n > n0(x), un(x) = 0. This gives
the absolute convergence of the series
∑
n≥0 un(x).
• Let us suppose A(x) = ∅, hence for all n ∈ N, φ
(
1 +
sn(x)
S
)1+ζ
un(x) ≥ −sn(x)− S and
for all n ∈ N, un+1(x) = φ
(
1 +
sn(x)
S
)1+ζ
un(x). Let us show by induction that for all
n ∈ N, |un+1(x)| ≤ r|un(x)|.
? If n = 0, |u1(x)| = φ
∣∣∣1 + x
S
∣∣∣1+ζ |u0(x)| and |x| ≤ R < S. Thus
|u1(x)| ≤ φ
(
1 +
|x|
S
)2
|u0(x)|
with
|x|
S
≤ |x|
(1− r)S ≤
√
r
φ
− 1, which gives |u1(x)| ≤ r|u0(x)|.
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? Let n ≥ 1 and suppose that for all k ∈ J0, n − 1K, |uk+1(x)| ≤ r|uk(x)|. Hence for
all k ∈ J0, nK, |uk(x)| ≤ rk|x| and |sn(x)|
S
≤ 1
S
n∑
k=0
rk|x| ≤ |x|
(1− r)S ≤
√
r
φ
− 1 < 1
which implies
|un+1(x)| = φ
(
1 +
sn(x)
S
)1+ζ
|un(x)| ≤ φ
(
1 +
|sn(x)|
S
)2
|un(x)| ≤ r|un(x)|.
Thus for all n ∈ N, |un+1(x)| ≤ r|un(x)| leading to the absolute convergence of the series∑
n≥0 un(x).
Finally for all x ∈ [−R,R], ∑n≥0 un(x) converges absolutely.
Proposition A.1.3. Let (un)n∈N an φ−market impact scenario. If φ ∈ (−1, 0), then (un)n∈N
is admissible from a trading perspective.
Proof. Let r ∈ (|φ|, 1∧4|φ|), R = S
(√
r
|φ| − 1
)
and x ∈ [−R,R]. ∑n≥0 un(x) is an alternating
series and for all n ∈ N, |sn(x)| ≤ |x| ≤ R < S. Set A(x) =
{
n ∈ N
∣∣∣∣ sn(x) = −S}.
• If A(x) 6= ∅, A(x) has a least element n0(x) and for all n > n0(x), un(x) = 0. This gives
the absolute convergence of the series
∑
n≥0 un(x).
• Let us suppose A(x) = ∅, hence for all n ∈ N, φ
(
1 +
sn(x)
S
)1+ζ
un(x) ≥ −sn(x)− S and
for all n ∈ N, un+1(x) = φ
(
1 +
sn(x)
S
)1+ζ
un(x). We have for all n ∈ N,
|un+1(x)| ≤ |φ|
(
1 +
sn(x)
S
)2
|un(x)|
and
|φ|
(
1 +
sn(x)
S
)2
≤ |φ|
(
1 +
|x|
S
)2
≤ r.
Thus for all n ∈ N, |un+1(x)| ≤ r|un(x)| which gives the absolute convergence of the series∑
n≥0 un(x).
Finally for all x ∈ [−R,R], ∑n≥0 un(x) converges absolutely.
Proposition A.1.4. Let (un)n∈N an φ−market impact scenario. If φ ∈ (−∞,−1], then (un)n∈N
is admissible from a trading perspective.
Proof. Let x ∈ R, the case x = 0 being trivial let us consider now x 6= 0. Without loss of
generality let us assume x > 0, the proof would be similar for x < 0. As φ < 0,
∑
n≥0 un(x) is
an alternating series. Set
A(x) =
{
n ∈ N
∣∣∣∣ sn(x) = −S} .
• If A(x) 6= ∅ it has a least element denoted by n0(x). Hence for all n ≥ n0(x), un(x) = 0
and the series
∑
n≥0 un(x) converges absolutely.
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• Let us suppose A(x) 6= ∅. Hence for all n ∈ N, φ
(
1 +
sn(x)
S
)1+ζ
un(x) ≥ −sn(x)−S and
for all n ∈ N, un+1(x) = φ
(
1 +
sn(x)
S
)1+ζ
un(x). Let
B(x) =
{
n ∈ N
∣∣∣∣ sn(x) < −S + S|φ|1/(1+ζ)
}
.
Let us assume B(x) = ∅, hence for all n ∈ N, sn(x) ≥ −S + S|φ|1/(1+ζ) . As x 6= 0, for all
n ∈ N, un(x) 6= 0 and |un+1(x)||un(x)| = |φ|
(
1 +
sn(x)
S
)1+ζ
implying that |un+1(x)| ≥ |un(x)|.
Hence (s2n(x))n∈N is a non-decreasing real valued sequence and (s2n+1(x))n∈N is non-
increasing. The sequence (sn(x))n∈N being bounded by Assumption 1, (s2n(x))n∈N and
(s2n+1(x))n∈N are convergent. Let l(x) = lim
n→+∞ s2n+1(x) and l
′(x) = lim
n→+∞ s2n(x). As
l(x) < 0 and l′(x) > 0, we have l(x) < l′(x). Besides the sequence (|un(x)|)n∈N is
convergent and lim
n→+∞ |un(x)| = l
′(x) − l(x) > 0, hence lim
n→+∞
|u2n+1(x)|
|u2n(x)| = 1. We have
also for all n ∈ N,
|u2n+1(x)|
|u2n(x)| = |φ|
(
1 +
s2n(x)
S
)1+ζ
which gives
lim
n→+∞
|u2n+1(x)|
|u2n(x)| = |φ|
(
1 +
l′(x)
S
)1+ζ
.
This leads to l′(x) = −S + S|φ|1/(1+ζ) ≤ l(x) which implies a contradiction. Thus B(x) is
a non empty subset of N and has a least element n1(x). Without loss of generality let us
suppose that n1(x) is odd hence we can write n1(x) = 2k(x) + 1 with k(x) ∈ N. Set
C(x) =
{
n ∈ N
∣∣∣∣ sn(x) ∨ sn+1(x) < −S + S|φ|1/(1+ζ)
}
.
If C(x) = ∅ then (s2n(x))n≥k(x) and (s2n+1(x))n≥k(x) are two sequences non-increasing
bounded from below. Thus (s2n(x))n≥k(x) and (s2n+1(x))n≥k(x) are convergent. Let
denote by l(x) and l′(x) their respective limit such that l(x) = lim
n→+∞ s2n+1(x) and
l′(x) = lim
n→+∞ s2n(x). As l(x) < −S +
S
|φ|1/(1+ζ) and −S +
S
|φ|1/(1+ζ) ≤ l
′(x) we have
l(x) < l′(x). As previously this leads to l(x) = l′(x) = −S + S|φ|1/(1+ζ) which gives a con-
tradiction. Thus C(x) is a non empty subset of N and has a least element n2(x) ≥ n1(x)
since C(x) ⊂ B(x). For all n > n2(x), |un+1(x)||un(x)| = |φ|
(
1 +
sn2(x)(x)
S
)1+ζ
< 1.
Thus the series
∑
n≥0 un(x) is absolutely convergent for any x ∈ R.
A.2 Proof of Proposition 2
Proof. Let R′ > 0 such that (−R′, R′) ⊂ (−S,+∞). Besides by Theorem 2 there exists also
R′′ > 0 such that for all x ∈ (−R′′, R′′), ∑n≥0 un(x) converges absolutely. Let R = R′ ∧R′′, for
all x ∈ (−R,R), N(x) ≥ 1.
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• When N(x) < +∞, for all n ≥ N(x), sn(x) = −S and for all n ≥ N(x) + 1, un(x) = 0.
Hence for all n ∈ N, un+1(x) = φ
(
1 +
sn(x)
S
)1+ζ
un(x).
• When N(x) = +∞, for all n ∈ N, φ
(
1 +
sn(x)
S
)1+ζ
un(x) ≥ −sn(x)−S and for all n ∈ N,
un+1(x) = φ
(
1 +
sn(x)
S
)1+ζ
un(x).
In any case for all n ∈ N, un+1(x) = φ
(
1 +
(1 + ζ)sn(x)
S
+
ζs2n(x)
S2
)
un(x). This implies
N(x)∑
n=1
un(x) = φ
N(x)∑
n=0
un(x) +
(1 + ζ)φ
S
N(x)∑
n=0
sn(x)un(x) +
ζφ
S2
N(x)∑
n=0
s2n(x)un(x)
N(x)∑
n=0
un(x) = x+ φ
N(x)∑
n=0
un(x) +
(1 + ζ)φ
S
N(x)∑
n=0
sn(x)un(x) +
ζφ
S2
N(x)∑
n=0
s2n(x)un(x)
(1− φ)
N(x)∑
n=0
un(x) = x+
(1 + ζ)φ
S
N(x)∑
n=0
sn(x)un(x) +
ζφ
S2
N(x)∑
n=0
s2n(x)un(x)
which finally gives
N(x)∑
n=0
un(x) =
x
1− φ +
1
S
(1 + ζ)φ
1− φ
N(x)∑
n=0
sn(x)un(x) +
1
S2
ζφ
1− φ
N(x)∑
n=0
s2n(x)un(x).
A.3 Proof of Proposition 3
Proof. • φ = 0, in that case for all x ∈ R, N(x) = +∞.
• |φ| ∈ (0, 1), let r ∈ (|φ|, 1∧ 94 |φ|), R = (1− r)S
(√
r
|φ| − 1
)
and x ∈ [−R,R]. Let us show
by induction that for all n ∈ N, |un+1(x)| ≤ r|un(x)|.
? If n = 0, |u1(x)| = |φ|
∣∣∣1 + x
S
∣∣∣1+ζ |u0(x)| and |x| ≤ R < S. Thus
|u1(x)| ≤ |φ|
(
1 +
|x|
S
)2
|u0(x)|
with
|x|
S
≤ |x|
(1− r)S ≤
√
r
|φ| − 1, which gives |u1(x)| ≤ r|u0(x)|.
? Let n ≥ 1 and suppose that for all k ∈ J0, n− 1K, |uk+1(x)| ≤ r|uk(x)|. Hence for all
k ∈ J0, nK, |uk(x)| ≤ rk|x| and
|sn(x)| ≤
n∑
k=0
rk|x| ≤ |x|
(1− r) ≤ S
(√
r
|φ| − 1
)
< S.
Besides
−sn(x)− S ≤ −S + |x|
1− r
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and ∣∣∣∣∣φ
(
1 +
sn(x)
S
)1+ζ
un(x)
∣∣∣∣∣ ≤ |φ|
(
1 +
sn(x)
S
)2
|un(x)|
≤ |φ|
(
1 +
|sn(x)|
S
)2
|un(x)|
≤ r|un(x)|
≤ rn+1|x|
≤ |x|
1− r .
Hence
−sn(x)− S ≤ −S + |x|
1− r ≤ −
|x|
1− r ≤ φ
(
1 +
sn(x)
S
)1+ζ
un(x)
and
un+1(x) = φ
(
1 +
sn(x)
S
)1+ζ
un(x)
which implies
|un+1(x)| = |φ|
(
1 +
sn(x)
S
)2
|un(x)| ≤ |φ|
(
1 +
|sn(x)|
S
)2
|un(x)| ≤ r|un(x)|.
Thus for all x ∈ [−R,R], n ∈ N, |un+1(x)| ≤ r|un(x)| and |sn(x)| ≤ S
(√
r
|φ| − 1
)
which
gives the absolute convergence of the series
∑
n≥0 un(x) with∣∣∣∣∣
+∞∑
n=0
un(x)
∣∣∣∣∣ ≤ S
(√
r
|φ| − 1
)
< S.
Therefore for all x ∈ [−R,R], N(x) = +∞.
A.4 Proof of Proposition 4
Proof. • By Theorem 2 and Proposition 3 there exists R > 0 such that for all x ∈ (−R,R),
N(x) = +∞ and∑n≥0 un(x) converges absolutely. Let x ∈ (−R,R), by Proposition 2 we
have
+∞∑
n=0
un(x)︸ ︷︷ ︸
:=u(x)
=
x
1− φ +
1
S
(1 + ζ)φ
1− φ
+∞∑
n=0
sn(x)un(x) +
1
S2
ζφ
1− φ
+∞∑
n=0
s2n(x)un(x)
and for all n ∈ N, 
u0(x) = x
∀n ∈ N, un+1(x) = φ
(
1 +
sn(x)
S
)1+ζ
un(x).
Hence by induction for all n ∈ N, x ∈ (−R,R), un(x) = Pn(x) with Pn ∈ R[X] and the
sequence of polynomials (Pn)n∈N satisfying the following properties:
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?
P0 = X
∀n ∈ N, Pn+1 = φ
(
1 +
1
S
n∑
k=0
Pk
)1+ζ
Pn
? ∀n ∈ N, Pn(0) = 0.
The series
∑
n≥0 un(x) being absolutely convergent is also unconditionally convergent
which implies that
∑
n≥0 un has a power series expansion on (−R,R).
• For all n ∈ N, Pn(0) = 0 hence there exists Qn ∈ R[X] such that Pn = XQn. The sequence
of polynomials (Qn)n∈N satisfy the following recurrence relation
Q0 = 1
∀n ∈ N, Qn+1 = φ
(
1 +
1
S
n∑
k=0
Pk
)1+ζ
Qn
which implies for all n ∈ N, Qn(0) = φn. Besides
u(x) =
x
1− φ +
1
S
(1 + ζ)φ
1− φ
+∞∑
n=0
(
n∑
k=0
Pk(x)
)
Pn(x)︸ ︷︷ ︸
:=v(x)
+
1
S2
ζφ
1− φ
+∞∑
n=0
(
n∑
k=0
Pk(x)
)2
Pn(x)︸ ︷︷ ︸
:=w(x)
.
Let us show that v(x) =
+∞∑
n=0
(
n∑
k=0
Qk(0)
)
Qn(0)x
2 + o(x2) and w(x) = o(x2) as x → 0.
Let x ∈ R such that |x| < R ∧ (1− r)S
(√
r
|φ| − 1
)
with r ∈ (|φ|, 1 ∧ 94 |φ|). As shown in
Proposition 3 for all n ∈ N, |Pn(x)| ≤ rn|x| which gives for all n ∈ N, |Qn(x)| ≤ rn. Let
x 6= 0, we have v(x)
x2
=
+∞∑
n=0
(
n∑
k=0
Qk(x)
)
Qn(x) and for all n ∈ N,
∣∣∣∣∣
(
n∑
k=0
Qk(x)
)
Qn(x)
∣∣∣∣∣ ≤
(
n∑
k=0
|Qk(x)|
)
|Qn(x)|
≤
(
n∑
k=0
rk
)
rn
≤ 1− r
n+1
1− r r
n
and
+∞∑
n=0
(1− rn+1)rn < +∞. This leads to lim
x→0
v(x)
x2
=
+∞∑
n=0
(
n∑
k=0
Qk(0)
)
Qn(0). Similarly
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we have lim
x→0
w(x)
x2
=
+∞∑
n=0
(
n∑
k=0
Qk(0)
)2
Pn(0) = 0. We have also
+∞∑
n=0
(
n∑
k=0
Qk(0)
)
Qn(0) =
+∞∑
n=0
(
n∑
k=0
φk
)
φn
=
+∞∑
n=0
1− φn+1
1− φ φ
n
=
1
1− φ
+∞∑
n=0
[φn − φ2n+1]
=
1
1− φ
(
1
1− φ −
φ
1− φ2
)
=
1
1− φ
(
1
1− φ −
φ
(1− φ)(1 + φ)
)
=
1
(1 + φ)(1− φ)2
leading to
u(x) =
1
1− φx+
1
S
(1 + ζ)φ
(1− φ)3(1 + φ)x
2 + o(x2) as x→ 0.
A.5 Proof of Theorem 3
Proof. The final price of an (N,K)−execution strategy is given by
SN,K(n1, . . . , nK) = S
1 + K∑
k=1
λk
∑
1≤i1<i2<···<ik≤K
ni1ni2 . . . nik
 .
Using Maclaurin’s inequalities (see e.g. [Hardy et al., 1952]) we have
SN,K(n1, . . . , nK) ≤ S
(
1 +
K∑
k=1
(λN)k
Kk
(K
k
))
with equality exactly if and only if all the nk are equal. Furthermore we have
S
(
1 + λ
K∑
k=1
nk
)
≤ SN,K(n1, . . . , nK) ≤ S
(
1 +
K∑
k=1
(λN)k
k!
)
,
leading straightforwardly to (19). To derive (20) let us study the maximum of the following
function
f : RK −→ R
(x1, . . . , xK) 7−→
K∑
k=1
xk
k−1∏
i=1
(1 + xi)
on
Λ∗ :=
{
(x1, . . . , xK) ∈ (R∗+)K
∣∣∣∣ K∑
k=1
xk = λN
}
.
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by setting for all k ∈ J1,KK, xk := λnk. Let us consider the compact set
Λ :=
{
(x1, . . . , xK) ∈ (R+)K
∣∣∣∣ K∑
k=1
xk = λN
}
.
As the function f is continuous f|Λ is bounded and reaches its upper bound, so there exists
a ∈ Λ such that f(a) = sup
x∈Λ
f(x). Let us suppose that there exists i ∈ J1,KK such that ai = 0.
Without loss of generality by rearranging the terms ak we can take i = K. We set
k∗ := max
{
1 ≤ i ≤ K ∣∣ ai > 0} < K,
well-defined as
K∑
k=1
ak = 1. Let 0 < ε < ak∗ , we have that
f(a1, . . . , ak∗ − ε︸ ︷︷ ︸
k∗ first terms
, ε, 0, . . . , 0)− f(a1, . . . , ak∗︸ ︷︷ ︸
k∗ first terms
, 0, . . . , 0) = ε(ak∗ − ε)
k∗−1∏
i=1
(1 + ai) > 0
giving a contradiction. Hence for all i ∈ J1,KK, ai > 0 and sup
x∈Λ
f(x) = sup
x∈Λ∗
f(x) = f(a). Let us
set
g : RK −→ R
(x1, . . . , xK) 7−→
K∑
k=1
xk − λN
hence
{
x ∈ (R∗+)K
∣∣ g(x) = 0} = Λ∗. f and g are of class C1, so there exists a Lagrange multiplier
β ∈ R, such that for all k ∈ J1,KK,
∂f
∂xk
(a) = β
∂g
∂xk
(a)
which reads
∏
1≤i≤K
i 6=k
(1 + ai) =
∏
1≤i≤K
(1 + ai)
1 + ak
= β.
Thus we have that a1 = · · · = aK = λNK . Noticing that
1 +
K∑
k=1
λk
∑
1≤i1<i2<···<ik≤K
ni1ni2 . . . nik =
K∏
k=1
(1 + λnk),
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we get that
SN,K(n1, . . . , nK) ≤ SN,K
(
N
K , . . . ,
N
K
)
≤ 1
N
K∑
k=1
N
K S
k−1∏
i=1
(
1 +
λN
K
)
≤ SK
K−1∑
k=0
(
1 +
λN
K
)k
≤ SK
(
1 + λNK
)K − 1
λN
K
≤ S e
λN − 1
λN
.
Besides we have also
SN,K(n1, . . . , nK) ≥ 1
N
K∑
k=1
nkS
(
1 + λ
k−1∑
l=1
nl
)
≥ S + λS
N
∑
1≤l<k≤K
nknl
≥ S + 1
2N
λS
∑
1≤l,k≤K
l 6=k
nknl
≥ S + 1
2N
λS
 ∑
1≤k,l≤K
nknl −
K∑
k=1
n2k

≥ S + 1
2
λS
(
N − 1
N
K∑
k=1
n2k
)
≥ S + 1
2
λS
(
N − sup
1≤k≤K
nk
)
since the following inequality holds
N
K ≤
1
N
K∑
k=1
n2k ≤ sup
1≤k≤K
nk.
A.6 Proof of Theorem 4
Proof. Let us notice that
1 +
K∑
k=1
λk
∑
1≤i1<i2<···<ik≤K
ni1ni2 . . . nik =
K∏
k=1
(1 + λnk).
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We have
0 ≤ λN − ln
( K∏
k=1
(1 + λnk)
)
=
K∑
k=1
(λnk − ln(1 + λnk))
≤ λ
2
2
K∑
k=1
n2k
≤ λ
2
2
N sup
1≤k≤K
nk −−−−−→K→+∞ 0.
Hence
lim
K→+∞
1 + K∑
k=1
λk
∑
1≤i1<i2<···<ik≤K
ni1ni2 . . . nik
 = eγλN .
Besides we also have that∣∣∣∣∣eλN − 1λ −
K∑
k=1
nk
k−1∏
i=1
(1 + λni)
∣∣∣∣∣ =
∣∣∣∣∣
∫ N
0
eλn dn−
K∑
k=1
nk
k−1∏
i=1
(1 + λni)
∣∣∣∣∣
≤
∣∣∣∣∣
∫ N
0
eλn dn−
K∑
k=1
nke
λ
∑k−1
i=1 ni
∣∣∣∣∣
+
∣∣∣∣∣
K∑
k=1
nke
λ
∑k−1
i=1 ni −
K∑
k=1
nke
∑k−1
i=1 ln(1+λni)
∣∣∣∣∣
≤
∣∣∣∣∣
∫ N
0
eλn dn−
K∑
k=1
nke
λ
∑k−1
i=1 ni
∣∣∣∣∣
+
K∑
k=1
nk
(
eλ
∑k−1
i=1 ni − e
∑k−1
i=1 ln(1+λni)
)
.
In addition we have that,
0 ≤
K∑
k=1
nk
(
eλ
∑k−1
i=1 ni − e
∑k−1
i=1 ln(1+λni)
)
≤ eλN
K∑
k=1
nk
(
λ
k−1∑
i=1
ni −
k−1∑
i=1
ln(1 + λni)
)
≤ eλN
K∑
k=1
nk
λ2
2
N sup
1≤k≤K
nk
≤ eλN (λN)
2
2
sup
1≤k≤K
nk
where we have used that for all (a, b) ∈ [0, λN ]2, |ea − eb| ≤ eλN |a− b|. As
lim
K→+∞
sup
1≤k≤K
|nk| = 0,
we get that
lim
K→+∞
K∑
k=1
nk
k−1∏
i=1
(1 + λni) =
∫ N
0
eλn dn.
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Consequently,
lim
K→+∞
K∑
k=1
nk
k−1∏
i=1
(1 + λni) =
eλN − 1
λ
.
A.7 Proof of Theorem 9
Proposition A.7.1. Suppose the assumptions of Theorem 8 hold. Let (δn)n∈N a sequence of
processes defined on [0, T ] such that for all t ∈ [0, T ],
δnt :=
n−1∑
i=0
δtni 1{tni ≤t<tni+1} + δT1{t=T}. (64)
Assume that lim
n→+∞∆n = 0. Then there exists a constant C > 0 such that for all n ∈ N
∗,
sup
t∈[0,T ]
E[|δt − δnt |2] ≤ C∆n.
Proof. Let t ∈ [0, T ], if t = T , then we have δnt = δt. Let us take now t ∈ [tni−1, tni ) with i ∈ J1, nK.
For all t ∈ [tni−1, tni ),
δt − δnt = δt − δtni−1
=
∫ t
tni−1
αs dWs +
∫ t
tni−1
βs ds.
This gives by Ito’s lemma
d|δt − δtni−1 |2 = 2(δt − δtni−1)(αtdWt + βtdt) + α2tdt
= 2(δt − δtni−1)αtdWt + [2(δt − δtni−1)βt + α2t ]dt
and for all t ∈ [tni−1, tni ),
E[|δt − δtni−1 |2] = 2E
[∫ t
tni−1
(δs − δtni−1)βs ds
]
+ E
[∫ t
tni−1
α2s ds
]
≤ E
[∫ t
tni−1
|δs − δtni−1 |2 ds
]
+ E
[∫ t
tni−1
β2s ds
]
+ E
[∫ t
tni−1
α2s ds
]
≤
∫ t
tni−1
E[|δs − δtni−1 |2] ds+
∫ t
tni−1
(E[β2s ] + E[α2s]) ds.
Therefore there exists a constant C1 > 0 such that for all t ∈ [tni−1, tni ),
E[|δt − δtni−1 |2] ≤ C1
∫ t
tni−1
E[|δs − δtni−1 |2] ds+ C1∆n
which implies by Gronwall’s lemma, for all t ∈ [tni−1, tni ),
E[|δt − δtni−1 |2] ≤ C1∆n exp (C1(t− tni−1)) ≤ C1∆n exp (C1∆n)︸ ︷︷ ︸
=O(∆n)
,
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hence there exists a constant C2 > 0 such that for all t ∈ [tni−1, tni ),
E[|δt − δtni−1 |2] ≤ C2∆n.
Let (τ i,nk )k∈N a non-decreasing sequence such that limk→+∞
τ i,nk = t
n
i , by Fatou’s lemma we have
E
[
lim inf
k→+∞
|δ
τ i,nk
− δtni−1 |2
]
≤ lim inf
k→+∞
E[|δ
τ i,nk
− δtni−1 |2] ≤ C2∆n,
and
E
[
lim inf
k→+∞
|δ
τ i,nk
− δtni−1 |2
]
= E
[
lim
k→+∞
|δ
τ i,nk
− δtni−1 |2
]
= E[|δtni − δtni−1 |2]
since δ is a continuous process. Therefore we have for all n ∈ N∗, i ∈ J1, nK, t ∈ [tni−1, tni ],
E[|δt − δnt |2] ≤ C2∆n,
and
sup
t∈[0,T ]
E[|δt − δnt |2] = max
1≤i≤n
sup
t∈[tni−1,tni ]
E[|δt − δnt |2].
This gives that for all n ∈ N∗,
sup
t∈[0,T ]
E[|δt − δnt |2] ≤ C2∆n.
Proposition A.7.2. Suppose the assumptions of Theorem 8 hold. Let (Sn)n∈N a sequence of
processes defined on [0, T ] such that for all t ∈ [0, T ],
Snt := S0 +
n∑
k=1
1{tnk−1≤t≤T}
(∫ t∧tnk
tnk−1
σ˜(s, Sns ) dWs +
∫ t∧tnk
tnk−1
ν˜(s, Sns ) ds
)
+
n∑
k=1
1{tnk≤t≤T}(δtnk − δtnk−1)λ˜(t
n
k , S
n
tnk−). (65)
Assume that ∆n = O
(
1
n
)
. Then there exists a constant C > 0 such that for all n ∈ N∗,
sup
t∈[0,T ]
E[|St − Snt |2] ≤ C∆n.
Proof. Let n ∈ N∗, ∆Sn := S − Sn and t ∈ [tni−1, tni ) for i ∈ J1, nK. We have for all t ∈ [tni−1, tni ),
dSt = σ˜(t, St)dWt +
(
ν˜(t, St) + αt(σ˜∂xλ˜)(t, St)
)
dt+ λ˜(t, St)dδt,
dSnt = σ˜(t, S
n
t )dWt + ν˜(t, S
n
t )dt,
which gives
d∆Snt = dSt − dSnt
=
(
σ˜(t, St)− σ˜(t, Snt ) + αtλ˜(t, St)
)
dWt
+
(
ν˜(t, St)− ν˜(t, Snt ) + αt(σ˜∂xλ˜)(t, St) + βtλ˜(t, St)
)
dt.
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Hence by Ito’s lemma,
d|∆Snt |2 = 2∆Snt d∆Snt + d〈∆Sn,∆Sn〉t.
Therefore for all t ∈ [tni−1, tni ),
E[|∆Snt |2] = E[|∆Sntni−1 |
2]
+ 2E
[∫ t
tni−1
∆Sns
(
ν˜(s, Ss)− ν˜(s, Sns ) + αs(σ˜∂xλ˜)(s, Ss) + βsλ˜(s, Ss)
)
ds
]
+ E
[∫ t
tni−1
(
σ˜(s, Ss)− σ˜(s, Sns ) + αsλ˜(s, Ss)
)2
ds
]
= E[|∆Sntni−1 |
2]
+ 2E
[∫ t
tni−1
∆Sns
(
ν˜(s, Ss)− ν˜(s, Sns )
)
ds
]
+ 2E
[∫ t
tni−1
∆Sns
(
αs(σ˜∂xλ˜)(s, Ss) + βsλ˜(s, Ss)
)
ds
]
+ E
[∫ t
tni−1
(
σ˜(s, Ss)− σ˜(s, Sns ) + αsλ˜(s, Ss)
)2
ds
]
≤ E[|∆Sntni−1 |
2]
+ 2E
[∫ t
tni−1
|∆Sns ||ν˜(s, Ss)− ν˜(s, Sns )|ds
]
+ E
[∫ t
tni−1
(|∆Sns |2 + |αs(σ˜∂xλ˜)(s, Ss) + βsλ˜(s, Ss)|2) ds
]
+ 2E
[∫ t
tni−1
(|σ˜(s, Ss)− σ˜(s, Sns )|2 + |αsλ˜(s, Ss)|2) ds
]
,
hence there exists a constant C1 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆Snt |2] ≤ E[|∆Sntni−1 |
2] + C1∆n + C1
∫ t
tni−1
E[|∆Sns |2] ds. (66)
Applying Gronwall’s lemma we obtain for all t ∈ [tni−1, tni ),
E[|∆Snt |2] ≤
(
E[|∆Sntni−1 |
2] + C1∆n
)
exp(C1(t− tni−1))
≤
(
E[|∆Sntni−1 |
2] + C1∆n
)
exp(C1∆n). (67)
Plugging (67) in (66) leads to, for all t ∈ [tni−1, tni ),
E[|∆Snt |2] ≤ E[|∆Sntni−1 |
2] + C1∆n + C1∆n
(
E[|∆Sntni−1 |
2] + C1∆n
)
exp(C1∆n)
≤ E[|∆Sntni−1 |
2]
1 + C1∆n exp (C1∆n)︸ ︷︷ ︸
=O(∆n)
+ C1∆n + C21∆2n exp(C1∆n)︸ ︷︷ ︸
=O(∆n)
.
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This implies that there exists a constant C2 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆Snt |2] ≤ E[|∆Sntni−1 |
2](1 + C2∆n) + C2∆n. (68)
We have
d((δt − δtni−1)λ˜(t, Snt )) = (δt − δtni−1)d(λ˜(t, Snt )) + λ˜(t, Snt )d(δt − δtni−1) + d〈δ − δtni−1 , λ˜(., Sn)〉t
and
dλ˜(t, Snt ) = (σ˜∂xλ˜)(t, S
n
t )dWt +
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(t, Snt )dt.
This gives that
d((δt − δtni−1)λ˜(t, Snt )) =
(
(δt − δtni−1)(σ˜∂xλ˜)(t, Snt ) + αtλ˜(t, Snt )
)
dWt
+ (δt − δtni−1)
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(t, Snt )dt
+
(
βtλ˜(t, S
n
t ) + αt(σ˜∂xλ˜)(t, S
n
t )
)
dt,
which implies that for all t ∈ [tni−1, tni ),
(δt − δtni−1)λ˜(t, Snt ) = R
i,n
t ,
by setting for all t ∈ [tni−1, tni ],
Ri,nt :=
∫ t
tni−1
(
(δs − δtni−1)(σ˜∂xλ˜)(s, Sns ) + αsλ˜(s, Sns )
)
dWs
+
∫ t
tni−1
(δs − δtni−1)
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(s, Sns ) ds
+
∫ t
tni−1
(
βsλ˜(s, S
n
s ) + αs(σ˜∂xλ˜)(s, S
n
s )
)
ds.
We set for all t ∈ [tni−1, tni ), S˜nt := Snt + (δt − δtni−1)λ˜(t, Snt ). Hence
lim
t→(tni )−
S˜nt = S
n
tni − + (δtni − δtni−1)λ˜(t
n
i , S
n
tni −) = S
n
tni
.
Let us consider now for all t ∈ [tni−1, tni ), ∆S˜nt := St − S˜nt = ∆Snt −Ri,nt . We have
d∆S˜nt = d∆S
n
t − dRi,nt
=
(
σ˜(t, St)− σ˜(t, Snt ) + αtλ˜(t, St)
)
dWt
+
(
ν˜(t, St)− ν˜(t, Snt ) + αt(σ˜∂xλ˜)(t, St) + βtλ˜(t, St)
)
dt
− ((δt − δtni−1)(σ˜∂xλ˜)(t, Snt ) + αtλ˜(t, Snt ))dWt
− (δt − δtni−1)
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(t, Snt )dt
− (βtλ˜(t, Snt ) + αt(σ˜∂xλ˜)(t, Snt ))dt
This gives by Ito’s lemma,
d|∆S˜nt |2 = 2∆S˜nt d∆S˜nt + d〈∆S˜n,∆S˜n〉t
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which implies that for all t ∈ [tni−1, tni ),
E[|∆S˜nt |2] = E[|∆Sntni−1 |
2]
+ 2E
[∫ t
tni−1
∆S˜ns
(
ν˜(s, Ss)− ν˜(s, Sns )
)
ds
]
+ 2E
[∫ t
tni−1
∆S˜ns αs
(
(σ˜∂xλ˜)(s, Ss)− (σ˜∂xλ˜)(s, Sns )
)
ds
]
+ 2E
[∫ t
tni−1
∆S˜ns βs(λ˜(s, Ss)− λ˜(s, Sns )) ds
]
− 2E
[∫ t
tni−1
∆S˜ns (δs − δtni−1)
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(s, Sns ) ds
]
+ E
[∫ t
tni−1
(
σ˜(s, Ss)− σ˜(s, Sns ) + αs
(
λ˜(s, Ss)− λ˜(s, Sns )
)− (δs − δtni−1)(σ˜∂xλ˜)(s, Sns ))2 ds
]
leading to for all t ∈ [tni−1, tni ),
E[|∆S˜nt |2] ≤ E[|∆Sntni−1 |
2]
≤ E
[∫ t
tni−1
|∆S˜ns ||ν˜(s, Ss)− ν˜(s, Sns )| ds
]
+ 2E
[∫ t
tni−1
|∆S˜ns ||αs||(σ˜∂xλ˜)(s, Ss)− (σ˜∂xλ˜)(s, Sns )|ds
]
+ 2E
[∫ t
tni−1
|∆S˜ns ||βs||λ˜(s, Ss)− λ˜(s, Sns )| ds
]
+ E
[∫ t
tni−1
(
|∆S˜ns |2 + |δs − δtni−1 |2
∣∣∣∣(∂tλ˜+ ν˜∂xλ˜+ 12 σ˜2∂xxλ˜
)
(s, Sns )
∣∣∣∣2
)
ds
]
+ 3E
[∫ t
tni−1
|σ˜(s, Ss)− σ˜(s, Sns )|2 ds
]
+ 3E
[∫ t
tni−1
|α2s||λ˜(s, Ss)− λ˜(s, Sns )|2 ds
]
+ 3E
[∫ t
tni−1
|δs − δtni−1 |2|(σ˜∂xλ˜)(s, Sns )|2 ds
]
hence there exists a constant C3 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆S˜nt |2] ≤ E[|∆Sntni−1 |
2] + C3
∫ t
tni−1
(
E[|δs − δtni−1 |2] + E[|∆Sns |2] + E[|∆S˜ns |2]
)
ds. (69)
Besides by Proposition A.7.1 there exists a constant C4 > 0 such that for all t ∈ [tni−1, tni ),
E[|δt − δtni−1 |2] ≤ C4∆n, (70)
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therefore by plugging (68) and (70) in the inequality (69) we obtain that for all t ∈ [tni−1, tni ),
E[|∆S˜nt |2] ≤ E[|∆Sntni−1 |
2] + C3C4∆
2
n + C3∆n
(
E[|∆Sntni−1 |
2](1 + C2∆n) + C2∆n
)
+ C3
∫ t
tni−1
E[|∆S˜ns |2] ds
≤ E[|∆Sntni−1 |
2]
1 + C3∆n + C2C3∆2n︸ ︷︷ ︸
=O(∆n)
+ (C2 + C4)C3∆2n︸ ︷︷ ︸
=O(∆2n)
+C3
∫ t
tni−1
E[|∆S˜ns |2] ds.
Hence there exists a constant C5 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆S˜nt |2] ≤ E[|∆Sntni−1 |
2](1 + C5∆n) + C5∆
2
n + C5
∫ t
tni−1
E[|∆S˜ns |2] ds, (71)
which implies by Gronwall’s lemma that for all t ∈ [tni−1, tni ),
E[|∆S˜nt |2] ≤ exp(C5(t− tni−1))
(
E[|∆Sntni−1 |
2](1 + C5∆n) + C5∆
2
n
)
≤ exp(C5∆n)
(
E[|∆Sntni−1 |
2](1 + C5∆n) + C5∆
2
n
)
. (72)
By plugging the inequality (72) in (71), we get
E[|∆S˜nt |2] ≤ E[|∆Sntni−1 |
2](1 + C5∆n) + C5∆
2
n + C5∆n exp(C5∆n)
(
E[|∆Sntni−1 |
2](1 + C5∆n) + C5∆
2
n
)
≤ E[|∆Sntni−1 |
2]
1 + C5∆n + C5∆n exp(C5∆n) + C25∆2n exp(C5∆n)︸ ︷︷ ︸
=O(∆n)

+ C5∆
2
n + C
2
5∆
3
n exp(C5∆n)︸ ︷︷ ︸
=O(∆2n)
.
Therefore there exists a constant C6 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆S˜nt |2] ≤ E[|∆Sntni−1 |
2](1 + C6∆n) + C6∆
2
n.
Let (τ i,nk )k∈N a non-decreasing sequence such that limk→+∞
τ i,nk = t
n
i , by Fatou’s lemma we have
E
[
lim inf
k→+∞
|∆S˜n
τ i,nk
|2
]
≤ lim inf
k→+∞
E[|∆S˜n
τ i,nk
|2] ≤ E[|∆Sntni−1 |
2](1 + C6∆n) + C6∆
2
n,
and
E
[
lim inf
k→+∞
|∆S˜n
τ i,nk
|2
]
= E
[
lim
k→+∞
|∆S˜n
τ i,nk
|2
]
= E[|∆Sntni |
2]
since lim
t→(tni )−
∆S˜nt = ∆S
n
tni
. Therefore we have for all n ∈ N∗, i ∈ J1, nK,
E[|∆Sntni |
2] ≤ E[|∆Sntni−1 |
2](1 + C6∆n) + C6∆
2
n
≤ E[|∆Sntni−2 |
2](1 + C6∆n)
2 + C6∆
2
n(1 + C6∆n) + C6∆
2
n
. . .
≤ E[|∆Sntn0 |
2](1 + C6∆n)
i + C6∆
2
n
i−1∑
k=0
(1 + C6∆n)
k.
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Considering the fact that ∆Sntn0 = 0, we have for all n ∈ N
∗, i ∈ J1, nK,
E[|∆Sntni |
2] ≤ C6∆2n
(1 + C6∆n)
i − 1
C6∆n
≤ ∆n(1 + C6∆n)n
≤ ∆n exp
(
n ln(1 + C6∆n)
)
≤ ∆n exp(C6n∆n)︸ ︷︷ ︸
O(∆n)
.
Hence there exists a constant C7 > 0 such that for all n ∈ N∗, i ∈ J0, nK,
E[|∆Sntni |
2] ≤ C7∆n
and for all n ∈ N∗, i ∈ J0, nK, t ∈ [tni−1, tni ),
E[|∆Snt |2] ≤ E[|∆Sntni−1 |
2](1 + C2∆n) + C2∆
2
n
≤ C7∆n(1 + C2∆n) + C2∆2n︸ ︷︷ ︸
=O(∆n)
which implies that there exists a constant C8 > 0 such that for all n ∈ N∗, i ∈ J1, nK,
sup
t∈[tni−1,tni ]
E[|∆Snt |2] ≤ C8∆n.
This gives that for all n ∈ N∗,
sup
t∈[0,T ]
E[|∆Snt |2] = max
1≤i≤n
sup
t∈[tni−1,tni ]
E[|∆Snt |2] ≤ C8∆n.
Proposition A.7.3. Suppose the assumptions of Theorem 8 hold. Let (V n)n∈N a sequence of
processes on [0, T ] such that for all t ∈ [0, T ],
V nt := V0 +
n∑
k=1
1{tnk−1≤t≤T}δtnk−1(S
n
t∧tnk− − S
n
tnk−1
)
+
n∑
k=1
1{tnk≤t≤T}
[
1
2
(δtnk − δtnk−1)2λ˜(tnk , Sntnk−) + δtnk−1(δtnk − δtnk−1)λ˜(t
n
k , S
n
tnk−)
]
. (73)
Assume that ∆n = O
(
1
n
)
. Then there exists a constant C > 0 such that for all n ∈ N∗,
sup
t∈[0,T ]
E[|Vt − V nt |2] ≤ C∆n.
Proof. Let n ∈ N∗, ∆V n := V −V n and t ∈ [tni−1, tni ) for i ∈ J1, nK. We have for all t ∈ [tni−1, tni ),
dVt = δtdSt +
1
2
λ˜(t, St)α
2
tdt
dV nt = δtni−1dS
n
t ,
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which leads to
d∆V nt = dVt − dV nt
=
(
δtσ˜(t, St)− δtni−1 σ˜(t, Snt ) + δtαtλ˜(t, St)
)
dWt
+
(
δtν˜(t, St)− δtni−1 ν˜(t, Snt ) +
1
2
α2t λ˜(t, St) + δtβtλ˜(t, St) + δtαt(σ˜∂xλ˜)(t, St)
)
dt.
By Ito’s lemma we have
d|∆V nt |2 = 2∆V nt d∆V nt + d〈∆V n,∆V n〉t,
which gives for all t ∈ [tni−1, tni ),
E[|∆V nt |2] = E[|∆V ntni−1 |
2]
+ 2E
[∫ t
tni−1
∆V ns
(
δsν˜(s, Ss)− δtni−1 ν˜(s, Sns )
)
ds
]
+ 2E
[∫ t
tni−1
∆V ns
(
1
2
α2sλ˜(s, Ss) + δsβsλ˜(s, Ss) + δsαs(σ˜∂xλ˜)(s, Ss)
)
ds
]
+ E
[∫ t
tni−1
(
δsσ˜(s, Ss)− δtni−1 σ˜(s, Sns ) + δsαsλ˜(s, Ss)
)2
ds
]
≤ E[|∆V ntni−1 |
2]
+ E
[∫ t
tni−1
(|∆V ns |2 + |δsν˜(s, Ss)− δtni−1 ν˜(s, Sns )|2) ds
]
+ E
[∫ t
tni−1
(
|∆V ns |2 +
∣∣∣∣12α2sλ˜(s, Ss) + δsβsλ˜(s, Ss) + δsαs(σ˜∂xλ˜)(t, Ss)
∣∣∣∣2
)
ds
]
+ 2E
[∫ t
tni−1
(|δsσ˜(s, Ss)− δtni−1 σ˜(s, Sns )|2 + |δsαsf(s, Ss)|2) ds
]
.
Besides for all function h : (t, x) ∈ R2 7→ R bounded and Lipschitz in the space variable we have
for all t ∈ [tni−1, tni ),
E[|δsh(s, Ss)− δtni−1h(s, Sns )|2] ≤ 2E[|h(s, Sns )|2|δs − δns |2] + 2E[|δtni−1 |2|h(s, Ss)− h(s, Sns )|2]
≤ 2E[|h(s, Sns )|2|δs − δns |2] + 2
√
E[|δtni−1 |4]
√
E[|h(s, Ss)− h(s, Sns )|4]
which implies that there exists a constant Ch > 0 such that for all t ∈ [tni−1, tni ),
E[|δsh(s, Ss)− δtni−1h(s, Sns )|2] ≤ Ch
(
E[|Ss − Sns |2] + E[|δs − δns |2]
)
. (74)
Hence by (74) there exists a constant C1 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆V nt |2] ≤ E[|∆V ntni−1 |
2]
+ C1
∫ t
tni−1
(
1 + E[|∆V ns |2] + E[|Ss − Sns |2] + E[|δs − δns |2]
)
ds. (75)
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By plugging the Propositions A.7.1 and A.7.2 in the inequality (75), we obtain that there exists
a constant C2 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆V nt |2] ≤ E[|∆V ntni−1 |
2] + C2∆n + C2
∫ t
tni−1
E[|∆V ns |2] ds. (76)
By applying Gronwall’s lemma, similarly as the inequality (66) leads to the inequality (68), the
inequality (76) implies also that there exists a constant C3 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆V nt |2] ≤ E[|∆V ntni−1 |
2](1 + C3∆n) + C3∆n. (77)
We have for all t ∈ [tni−1, tni ),
d
(|δt−δtni−1 |2λ˜(t, Snt )) = |δt−δtni−1 |2d(λ˜(t, Snt ))+ λ˜(t, Snt )d(|δt−δtni−1 |2)+d〈|δ−δtni−1 |2, λ˜(., Sn)〉t
with
dλ˜(t, Snt ) = (σ˜∂xλ˜)(t, S
n
t )dWt +
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(t, Snt )dt,
and
d|δt − δtni−1 |2 = 2(δt − δtni−1)αtdWt +
(
2(δt − δtni−1)βt + α2t
)
dt.
Therefore for all t ∈ [tni−1, tni ),
d
(|δt − δtni−1 |2λ˜(t, Snt )) = |δt − δtni−1 |2(σ˜∂xλ˜)(t, Snt )dWt
+ 2(δt − δtni−1)αtλ˜(t, Snt )dWt
+ |δt − δtni−1 |2
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(t, Snt )dt
+
(
2(δt − δtni−1)βt + α2t
)
λ˜(t, Snt )dt
+ 2(δt − δtni−1)αt(σ˜∂xλ˜)(t, Snt )dt,
which implies that for all t ∈ [tni−1, tni ),
|δt − δtni−1 |2λ˜(t, Snt ) = S
i,n
t ,
by setting for all t ∈ [tni−1, tni ],
Si,nt :=
∫ t
tni−1
|δs − δtni−1 |2(σ˜∂xλ˜)(s, Sns ) dWs
+
∫ t
tni−1
2(δs − δtni−1)αsλ˜(s, Sns ) dWs
+
∫ t
tni−1
|δs − δtni−1 |2
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(s, Sns ) ds
+
∫ t
tni−1
(
2(δs − δtni−1)βs + α2s
)
λ˜(s, Sns ) ds
+
∫ t
tni−1
2(δs − δtni−1)αs(σ˜∂xλ˜)(s, Sns ) ds.
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We set for all t ∈ [tni−1, tni ), V˜ nt := V nt + δtni−1(δt − δtni−1)λ˜(t, Snt ) +
1
2
(δt − δtni−1)2λ˜(t, Snt ). Hence
lim
t→(tni )−
V˜ nt = V
n
tni − + δtni−1(δtni − δtni−1)λ˜(t
n
i , S
n
tni −) +
1
2
(δtni − δtni−1)2λ˜(tni , Sntni −) = V
n
tni
.
Let us consider now for all t ∈ [tni−1, tni ), ∆V˜ nt := Vt − V˜ nt = ∆V nt − δtni−1R
i,n
t −
1
2
Si,nt , where
Ri,n is defined, as previously, such that for all t ∈ [tni−1, tni ],
Ri,nt :=
∫ t
tni−1
(
(δs − δtni−1)(σ˜∂xλ˜)(s, Sns ) + αsλ˜(s, Sns )
)
dWs
+
∫ t
tni−1
(δs − δtni−1)
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(s, Sns ) ds
+
∫ t
tni−1
(
βsλ˜(s, S
n
s ) + αs(σ˜∂xλ˜)(s, S
n
s )
)
ds.
We have by Ito’s lemma
d|∆V˜ nt |2 = 2∆V˜ nt d∆V˜ nt + d〈∆V˜ n,∆V˜ n〉t,
hence for all t ∈ [tni−1, tni ),
d|∆V˜ nt |2 = 2∆V˜ nt
(
δtσ˜(t, St)− δtni−1 σ˜(t, Snt ) + δtαtλ˜(t, St)
)
dWt
+ 2∆V˜ nt
(
δtν˜(t, St)− δtni−1 ν˜(t, Snt ) +
1
2
α2t λ˜(t, St) + δtβtλ˜(t, St) + δtαt(σ˜∂xλ˜)(t, St)
)
dt
− 2∆V˜ nt δtni−1
(
(δt − δtni−1)(σ˜∂xλ˜)(t, Snt ) + αtλ˜(t, Snt )
)
dWt
− 2∆V˜ nt δtni−1(δt − δtni−1)
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(t, Snt )dt
− 2∆V˜ nt δtni−1
(
βtλ˜(t, S
n
t ) + αt(σ˜∂xλ˜)(t, S
n
t )
)
dt
− 2∆V˜ nt
1
2
|δt − δtni−1 |2(σ˜∂xλ˜)(t, Snt )dWt
− 2∆V˜ nt (δt − δtni−1)αtλ˜(t, Snt )dWt
− 2∆V˜ nt
1
2
|δt − δtni−1 |2
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(t, Snt )dt
− 2∆V˜ nt
1
2
(
2(δt − δtni−1)βt + α2t
)
λ˜(t, Snt )dt
− 2∆V˜ nt (δt − δtni−1)αt(σ˜∂xλ˜)(t, Snt )dt
+
∣∣(δtσ˜(t, St)− δtni−1 σ˜(t, Snt ) + δtαtλ˜(t, St))
− δtni−1
(
(δt − δtni−1)(σ˜∂xλ˜)(t, Snt ) + αtλ˜(t, Snt )
)
− 1
2
|δt − δtni−1 |2(σ˜∂xλ˜)(t, Snt )
− (δt − δtni−1)αtλ˜(t, Snt )
∣∣2dt.
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Therefore, for all t ∈ [tni−1, tni ),
E[|∆V˜ nt |2] = E[|∆V ntni−1 |
2]
+ 2E
[∫ t
tni−1
∆V˜ ns
(
δsν˜(s, Ss)− δtni−1 ν˜(s, Sns )
)
ds
]
+ 2E
[∫ t
tni−1
∆V˜ ns
1
2
α2s
(
λ˜(s, Ss)− λ˜(s, Sns )
)
ds
]
+ 2E
[∫ t
tni−1
∆V˜ ns βs
(
δsλ˜(s, Ss)− δtni−1 λ˜(s, Sns )
)
ds
]
+ 2E
[∫ t
tni−1
∆V˜ ns αs
(
δs(σ˜∂xλ˜)(s, Ss)− δtni−1(σ˜∂xλ˜)(s, Sns )
)
ds
]
− 2E
[∫ t
tni−1
∆V˜ ns δtni−1(δs − δtni−1)
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(s, Sns ) ds
]
− 2E
[∫ t
tni−1
∆V˜ ns
1
2
|δs − δtni−1 |2
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(s, Sns ) ds
]
− 2E
[∫ t
tni−1
∆V˜ ns (δs − δtni−1)
(
βsλ˜(s, S
n
s ) + αs(σ˜∂xλ˜)(s, S
n
s )
)
ds
]
+ E
[∫ t
tni−1
|γi,ns |2 ds
]
,
with γi,n defined such as for all t ∈ [tni−1, tni ),
γi,nt := δtσ˜(t, St)− δtni−1 σ˜(t, Snt )
+ αt
(
δtλ˜(t, St)− δtni−1 λ˜(t, Snt )
)
− (δt − δtni−1)
(
δtni−1(σ˜∂xλ˜)(t, S
n
t ) +
1
2
(δt − δtni−1)(σ˜∂xλ˜)(t, Snt ) + αtλ˜(t, Snt )
)
.
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Hence, this gives that for all t ∈ [tni−1, tni ),
E[|∆V˜ nt |2] ≤ E[|∆V ntni−1 |
2]
+ E
[∫ t
tni−1
(|∆V˜ ns |2 + |δsν˜(s, Ss)− δtni−1 ν˜(s, Sns )|2) ds
]
+ E
[∫ t
tni−1
(|∆V˜ ns |2 + ∣∣∣∣12α2s
∣∣∣∣2 |λ˜(s, Ss)− λ˜(s, Sns )|2) ds
]
+ E
[∫ t
tni−1
(|∆V˜ ns |2 + |βs|2|δsλ˜(s, Ss)− δtni−1 λ˜(s, Sns )|2) ds
]
+ E
[∫ t
tni−1
(|∆V˜ ns |2 + |αs|2|δs(σ˜∂xλ˜)(s, Ss)− δtni−1(σ˜∂xλ˜)(s, Sns )|2) ds
]
+ E
[∫ t
tni−1
(
|∆V˜ ns |2 +
∣∣∣∣(∂tλ˜+ ν˜∂xλ˜+ 12 σ˜2∂xxλ˜
)
(s, Sns )
∣∣∣∣2 |δtni−1(δs − δtni−1)|2
)
ds
]
+ E
[∫ t
tni−1
(
|∆V˜ ns |2 +
∣∣∣∣12
(
∂tλ˜+ ν˜∂xλ˜+
1
2
σ˜2∂xxλ˜
)
(s, Sns )
∣∣∣∣2 |δs − δtni−1 |4
)
ds
]
+ E
[∫ t
tni−1
(
|∆V˜ ns |2 +
∣∣∣(βsλ˜(s, Sns ) + αs(σ˜∂xλ˜)(s, Sns ))∣∣∣2 |δs − δtni−1 |2) ds
]
+ 5E
[∫ t
tni−1
|δsσ˜(s, Ss)− δtni−1 σ˜(s, Sns )|2 ds
]
+ 5E
[∫ t
tni−1
|αs|2|δsλ˜(s, Ss)− δtni−1 λ˜(s, Sns )|2 ds
]
+ 5E
[∫ t
tni−1
|(σ˜∂xλ˜)(s, Sns )|2|δtni−1(δs − δtni−1)|2 ds
]
+ 5E
[∫ t
tni−1
∣∣∣∣12(σ˜∂xλ˜)(s, Sns )
∣∣∣∣2 |δs − δtni−1 |4 ds
]
+ 5E
[∫ t
tni−1
|αsλ˜(s, Sns )|2|δs − δtni−1 |2 ds
]
.
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which implies that there exists a constant C4 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆V˜ nt |2] ≤ E[|∆V ntni−1 |
2]
+ C4
∫ t
tni−1
(
E[|∆V˜ ns |2] + E[|Ss − Sns |2] + E[|δs − δns |2]
)
ds
+ C4
∫ t
tni−1
(
E[|δtni−1(δs − δtni−1)|2] + E[|δs − δtni−1 |4]
)
ds
≤ E[|∆V ntni−1 |
2]
+ C4
∫ t
tni−1
(
E[|∆V˜ ns |2] + E[|Ss − Sns |2] + E[|δs − δns |2]
)
ds
+ C4
∫ t
tni−1
(√
E[|δtni−1 |4]
√
E[|δs − δtni−1 |4] + E[|δs − δtni−1 |4]
)
ds. (78)
Besides by the generalized Minkowski inequality and the Burkholder-Davis-Gundy inequality
(see for instance Section 7.8.1 in [Pagès, 2018]) we have that there exists K > 0 such that for
all t ∈ [tni−1, tni ), ∥∥δt − δtni−1∥∥4 ≤ K√∆n,
hence √
E[|δs − δtni−1 |4] =
∥∥δt − δtni−1∥∥24 ≤ K2∆n. (79)
By plugging (74), (79), Propositions A.7.1 and A.7.2 in the inequality (78), we obtain that there
exists a constant C5 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆V˜ nt |2] ≤ E[|∆V ntni−1 |
2] + C5∆
2
n + C5
∫ t
tni−1
E[|∆V˜ ns |2] ds. (80)
Hence by Gronwall’s lemma we have that for all t ∈ [tni−1, tni ),
E[|∆V˜ nt |2] ≤ exp(C5(t− tni−1))
(
E[|∆V ntni−1 |
2] + C5∆
2
n
)
≤ exp(C5∆n)
(
E[|∆V ntni−1 |
2] + C5∆
2
n
)
, (81)
wich leads to, by plugging the inequality (81) in (80), that for all t ∈ [tni−1, tni ),
E[|∆V˜ nt |2] ≤ E[|∆V ntni−1 |
2] + C5∆
2
n + C5∆n exp(C5∆n)
(
E[|∆V ntni−1 |
2] + C5∆
2
n
)
≤ E[|∆V ntni−1 |
2]
1 + C5∆n exp(C5∆n)︸ ︷︷ ︸
=O(∆n)
+ C5∆2n + C25∆3n exp(C5∆n)︸ ︷︷ ︸
=O(∆2n)
.
Therefore there exists a constant C6 > 0 such that for all t ∈ [tni−1, tni ),
E[|∆V˜ nt |2] ≤ E[|∆V ntni−1 |
2](1 + C6∆n) + C6∆
2
n. (82)
Let (τ i,nk )k∈N a non-decreasing sequence such that limk→+∞
τ i,nk = t
n
i , by Fatou’s lemma we have
E
[
lim inf
k→+∞
|∆V˜ n
τ i,nk
|2
]
≤ lim inf
k→+∞
E[|∆V˜ n
τ i,nk
|2] ≤ E[|∆V ntni−1 |
2](1 + C6∆n) + C6∆
2
n,
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and
E
[
lim inf
k→+∞
|∆V˜ n
τ i,nk
|2
]
= E
[
lim
k→+∞
|∆V˜ n
τ i,nk
|2
]
= E[|∆V ntni |
2]
since lim
t→(tni )−
∆V˜ nt = ∆V
n
tni
. Therefore we have for all n ∈ N∗, i ∈ J1, nK,
E[|∆V ntni |
2] ≤ E[|∆V ntni−1 |
2](1 + C6∆n) + C6∆
2
n
≤ E[|∆V ntni−2 |
2](1 + C6∆n)
2 + C6∆
2
n(1 + C6∆n) + C6∆
2
n
. . .
≤ E[|∆V ntn0 |
2] (1 + C6∆n)
i + C6∆
2
n
i−1∑
k=0
(1 + C6∆n)
k.
Considering the fact that ∆V ntn0 = 0, we have for all n ∈ N
∗, i ∈ J1, nK,
E[|∆V ntni |
2] ≤ C6∆2n
(1 + C6∆n)
i − 1
C6∆n
≤ ∆n(1 + C6∆n)n
≤ ∆n exp(n ln(1 + C6∆n))
≤ ∆n exp(C6n∆n)︸ ︷︷ ︸
O(∆n)
.
Hence there exists a constant C7 > 0 such that for all n ∈ N∗, i ∈ J0, nK,
E[|∆V ntni |
2] ≤ C7∆n
and for all n ∈ N∗, i ∈ J0, nK, t ∈ [tni−1, tni ),
E[|∆V nt |2] ≤ E[|∆V ntni−1 |
2](1 + C3∆n) + C3∆n
≤ C7∆n(1 + C3∆n) + C3∆n︸ ︷︷ ︸
=O(∆n)
which implies that there exists a constant C8 > 0 such that for all n ∈ N∗, i ∈ J1, nK,
sup
t∈[tni−1,tni ]
E[|∆V nt |2] ≤ C8∆n.
This gives that for all n ∈ N∗,
sup
t∈[0,T ]
E[|∆V nt |2] = max
1≤i≤n
sup
t∈[tni−1,tni ]
E[|∆V nt |2] ≤ C8∆n.
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