We consider a mean-field system of path-dependent stochastic interacting diffusions in random media over a finite time window. The interaction term is given as a function of the empirical measure and is allowed to be non-linear and path dependent. We prove that the sequence of empirical measures of the full trajectories satisfies a large deviation principle with explicit rate function. The minimizer of the rate function is characterized as a new object: the path-dependent McKean-Vlasov diffusion associated to the system. As corollary, we obtain hydrodynamics for the sequence of empirical measures. The proof is based on a decoupling technique by associating to the system a convenient family of product measures. To illustrate, we apply our results for the delayed stochastic Kuramoto model and for a SDE version of Galves-Löcherbach model. *
Introduction
Systems of interacting diffusions subject to random media have attracted great attention in statistical physics and have proven to be a fruitful model for neuronal networks.
In this paper, we consider interacting diffusions (θ i,ω ) 1≤i≤N modeled by mean-field systems of Itô stochastic differential equations (SDEs) subject to random media (ω i ) 1≤i≤N
where (B i ) 1≤i≤N are i.i.d Brownian motions and L N is the double-layer empirical measure
Here N is the size of the system, θ i,ω T is the path of particle i in the time interval [−τ, T ].
While the interaction between particles takes place only on the drift term, the diffusive terms of the system of SDEs are allowed to depend on an external random field. Besides, we are able to consider path-dependent interactions, where each bit can depend on the entire past of the system. Also, we assume that the interaction is a function of the empirical measure that is bounded and can be non-linear. We define the model precisely in Section 3.
Our goal here is two-fold. First, we perform a large deviations analysis for the double-layer empirical measure L N . In this case, we prove that the collection L N satisfies a large deviation principle with an explicit rate function.
Second, we study the hydrodynamics of the system, and prove that the evolution of a typical particle can be described by the solution of a path-dependent McKean-Vlasov equation.
Our main results are the following (see Section 4).
1. We prove an annealed large deviation principle for L N as N → ∞ and obtain an explicit representation for the rate function H.
2. We verify that the rate function H has a unique minimizer given by a solution to the annealed path-dependent McKean-Vlasov diffusion. This object is also characterized as the solution of the path-dependent McKean-Vlasov PDE.
The results above are precisely stated as Theorems 4.1 and 4.2, respectively. As an immediate corollary of the two previous statements, we obtain a law of large numbers for the empirical measures (L N ) N ∈AE , stating that they converge to the unique minimizer of the rate function H. In Subsection 3.3, we apply our results for the delayed stochastic Kuramoto model and for a SDE version of Galves-Löcherbach model. To the best of our knowledge, this is the first paper that proves large deviations for systems of interacting diffusions with interactions that depend of the past of the particle together with the past of the empirical measure. Furthermore, this is the first work that introduces path-dependent McKean-Vlasov diffusions.
Related works. There is a vast literature concerning large deviations for systems of interacting diffusions. An important example of such systems is when the interaction takes place instantaneously in the sense that the evolution of one diffusion at a certain time depends of other diffusions at the same instant of time. Certain attention was given to remove the mean-field assumption in order to consider more realistic interactions modeled by introducing random strengths or random graphs. We here give a partial review of some works and point the main differences between them and the model we consider here.
There are two main types of strategies to prove large deviations for the kind of systems we consider. The first one relies on finding good approximations of the original system. The other exploits the use of Stroock and Varadhan's martingale problem to the Markov process given by the solutions. Here, we use the first strategy.
The idea of using some comparison argument to control dependencies is already somewhat established. The nature of the approximation used varies according to the model considered. Budhiraja, Dupuis, and Fischer [2] consider controlled versions of the model and, under very general hypotheses, establish a large deviation principle for the empirical measure of the solution at time t ∈ [0, T ], with rate function that is given as a solution of a variational problem. In their model, they assume more relaxed conditions on the coefficients and allow the diffusion coefficient to also depend on the interaction. In [2, Section 7.2] they consider path-dependent SDEs with the stronger assumption of instantaneous dependence on the empirical measure. Our contribution in that setting is to allow a full path-dependency and obtain a result which is valid for the empirical measure of the solution in the whole time interval [−τ, T ] with an easily interpretable rate function. Also we consider the diffusions defined in a random environment. Our approach requires more restrictive hypotheses on the coefficients, mainly due to the use of Girsanov's Theorem. For example, we are not able to consider interactions on the diffusive term and, in order to apply Novikov's Condition, we assume that the function modelling the drift interaction is bounded.
Our approximation is closer to the one considered by Dawson and Gärtner [5] , whose model is not path dependent. Their proof is a combination of both techniques mentioned above and do not apply to our case because we lose the Markov property by considering path-dependent diffusions.
An approach that resembles ours is used in Dai Pra and den Hollander [4] , where the authors derive a large deviation principle for Hamiltonian dynamics through the use of Varadhan's Lemma. In our case, the regularity conditions required by Varadhan's Lemma are not met and we need to directly compare the original system to its approximation. Also, they are in the setting of instantaneous interactions given by a linear function of the empirical measure. Meanwhile, our assumptions are more general, allowing any bounded Lipschitz dependency on the empirical measure.
Luçon [13] combines the techniques from [5] and [4] to derive a quenched large deviation principle for a Hamiltonian dynamics, when the media variables ω are fixed. In this case, the idea is again to derive the result via Varadhan's Lemma. The main difficulty is in establishing the large deviation principle for the decoupled model, since one cannot directly apply Sanov's Theorem for the quenched case. The techniques from [5] come in hand when proving a quenched version of Sanov's Theorem. We emphasize that we prove only an annealed large deviation principle.
Cabana and Touboul [3] analyze randomly connected neural networks via delayed interacting diffusions with independent random interactions. It is a particular case of path dependence, similar to the spin-glass Langevin dynamics considered in works as Ben Arous and Guionnet [1] and Guionnet [9] . We remark that the dependence considered in [3] is not on the entire past trajectory of the process, but rather on a delayed time which is given by a bounded Lipschitz function (depending on random media variables). Even though we are not aware of works that consider path-dependent systems on other graphs, let us briefly discuss some works that consider different underlying graphs restricted to usual intantaneous dependence. By generalizing the approach of [5] , Müller [16] considers the case when the underlying dependence graph is given by a d-dimensional torus. Luçon and Stannat [14, 15] study convergence and fluctuations for similar models on the integer lattice, with decaying long range interactions.
When the underlying graph is chosen at random, Delattre, Giacomin and Luçon [6] establish bounds on the distance between the solutions of the system in the mean-field case and over the Erdös-Rényi random graph, provided the mean degree diverges with logarithmic speed. Without any condition on the velocity of divergence of the mean degree, Oliveira and Reis [17] provide large deviation estimates. Lacker, Ramanan and Wu [12] and Oliveira, Reis and Stolerman [18] study the case of constant average degree and deduce convergence of the solutions to the properly defined model on the Galton-Watson random tree.
Proof overview. The proof of Statement 1 is somewhat similar to the general approach proposed by Dai Pra and den Hollander [4] . Even though we are not able to apply Varadhan's Lemma, the rate function one guesses from this approach is still the correct one. In order to circumvent the new difficulties, we use a collection of reference product measures that are known to satisfy a large deviation principle. These product measures appear naturally in our model as the solution of the uncoupled system.
We draw intuition from the work of Cabana and Touboul [3] to find the collection of local approximations to the original systems. The goal of these approximations is two-fold: first, they help us to control the intrinsic dependencies of the model. Second, since they are obtained as product measures, as a consequence of Sanov's Theorem, it is easily verified that each of them satisfies a large deviation principle with a relatively simple rate function.
With these approximations in hand, we proceed to deduce the large deviation principle for the original process. There are two main steps one needs to verify (see Section 5) . We first establish a relation between the rate function of the original model and the approximations (Lemma 5.1). Once this is done, we provide a comparison lemma that relates the Radon-Nykodim derivatives of the two models (Lemma 5.2). Combining both results, we are able to conclude that the empirical measures (1.1) satisfy a large deviation principle. We remark that both central lemmas rely on estimates using convenient exponential martingales.
Let us now briefly turn our attention to the set of minimizers of the rate function H, Statement 2. Once we know Statement 1, we deduce that the rate function H is good, the set of minimizers of H is non-empty, and any minimizer µ satisfies H(µ) = 0. To prove that any such minimizer is a solution of the annealed McKean-Vlasov equation, we employ Lemma 5.1 that characterizes the rate function of Statement 1. Uniqueness follows from an application of Banach's fixed-point Theorem.
Organization of the paper. In Section 2, we introduce notations and collect some classical results we will use during the rest of the paper. In Section 3, we introduce the model we consider in its full generality, and state the complete versions of Statements 1 and 2 in Section 4. Section 5 contains the statement of the two main lemmas used in the proof of our results. The proof of these two lemmas are split into Sections 6 and 7. In Section 8, we conclude the proof of the large deviation principle. The proof of Statement 2 is the content of Section 9.
Notation
Throughout the text, let AE denote the set of nonnegative integers. For n ∈ AE\{0}, we write [n] := {1, . . . , n}.
Let (S, d) be a Polish space. We write C(S) for the set of bounded continuous functions φ : S → Ê endowed with the uniform norm φ ∞ := sup x∈S |φ(x)|.
For a Lipschitz function φ : S → Ê, let
denote the Lipschitz constant of φ. If φ is bounded and Lipschitz we define its BL-norm by
For the special case that S ⊂ Ê with S = [a, b] we write C([a, b]) = C b a and, to avoid confusion when dealing with different intervals, we sometimes write φ [a,b] for the norm of a function φ in C b a .
Given an element φ ∈ C b a and t ∈ [a, b], we denote by φ t the restriction of φ to [a, t] and by φ(t) the evaluation of φ at t.
If (S, d S ) and (S, dS) are Polish spaces, unless otherwise stated, we endow the space S ×S with the metric d (s 1 ,s 1 ), (s 2 ,s 2 ) = d S (s 1 , s 2 ) + dS(s 1 ,s 2 ).
Let M 1 (S) denote the set of probability measures over (the Borel sets of) S. If X ∈ S is a random element we denote δ X ∈ M 1 (S) the Dirac delta measure at X, which can be seen as a random measure in M 1 (S). Given a measure µ ∈ M 1 (S), we write X ∼ µ if X has distribution µ.
The topology of weak convergence in M 1 (S) is metrized by the Bounded-Lipschitz metric defined for µ, ν ∈ M 1 (S) as
If X and Y are random elements in S defined on the same probability space and X ∼ µ and Y ∼ ν then
For two probability measures µ, ν ∈ M 1 (S), the relative entropy between µ and ν is the quantity
where the supremum above is taken over all bounded functions φ : S → Ê.
Finally, let us collect some facts about the relative entropy. We refer the reader to the Appendix of [11] for a more detailed description and proofs.
By considering constant functions, we have I(µ|ν) ≥ 0. Besides, if I(µ|ν) = 0, then µ = ν. However, the relative entropy between two probability measures is not always finite. In fact, I(µ|ν) is finite if, and only if, µ is absolutely continuous with respect to ν. Lemma 2.1 (Entropy Inequality). For any measurable function g : S → Ê that is either µ-integrable or bounded from above or below, we have
4)
Proof. Directly from the definition, one obtain (2.4) for any bounded function g : S → Ê. The dominated convergence theorem can be applied to conclude that the inequality above also holds for measurable functions that are bounded only from above or below. Besides, one can also conclude that the inequality remains valid for µ-integrable functions using the monotone convergence theorem.
Metrics on
We will usually work with objects that take values on the space of measures
where τ > 0 is a fixed constant and t ∈ [0, T ]. For this reason, it will be useful to define a proper metric in this space.
On C t −τ × Ê d , we consider the metric given by
Given this metric, for two measures µ and ν on
Throughout the text, we use an abuse of notation whenever considering the push-forward of the measures by the projection map π t :
Remark 1. We remark that our techniques still hold if one chooses to replace the metrics dist t in (2.5) with any other collection of metrics d t that still make
for any two functions x, y ∈ C T −τ and two vectors ω,ω ∈ Ê d . This might be useful when considering different types of interactions in our general model, as we shall see in Subsection 3.3.
Large deviation principle
We recall the definition of large deviation principle (LDP), in its weak and strong form, and state a classical result that shows that a weak LDP together with exponential tightness implies a strong LDP (cf. [7, Section 1.2]).
Since all LDP considered in this work will hold with speed N we will omit this information. 
The importance of exponential tightness lies in the following result, that says that, in order to prove a LDP for an exponentially tight family of probabilities, it suffices to conclude a wLDP.
Theorem 2.6. If an exponentially tight sequence of probability measures satisfies a wLDP with a rate function I(·), then I is a good rate function and the LDP holds.
The mean-field model and related objects
In this section we fully specify the interacting diffusion model we will consider. We begin with some definitions that we will use, and introduce the complete model. In the next subsection, we list all the technical assumptions we make in order to prove our theorem and finish the section by introducing the decoupling family and precisely defining the path-dependent McKean-Vlasov diffusions.
Definition
In order to precisely define the model, we first introduce some notation. Throughout the text, T > 0 is a fixed time horizon and τ > 0 is a finite constant that bounds how much dependence of the past one can have at time zero. Consider also the following objects.
1.
A probability distribution µ 0 over C 0 −τ , for the initial states of the diffusions.
2.
A probability distribution µ med over Ê d , for the media variables.
A function
interactions between particles. These terms will depend on the state of the diffusions and on their media variables.
4.
A function h : Ê d → [0, +∞) that determines the single-particle diffusion term in our interacting model.
We postpone the introduction of the technical conditions we impose to these objects to the next subsection.
Let W denote the standard Wiener measure over C T 0 . To define our model for a given N ∈ AE, we first sample independent random vectors
The system of interacting diffusions we consider is given by the following definition.
Definition 3.1. In the previous setting, let N be fixed and consider a realization ω = ω i i∈ [N ] . We define the system of interacting diffusions
as the strong solution of the system of Itô Stochastic Differential Equations (SDEs) given by,
The double-layer empirical measure L N (θ ω , ω) introduced above is a measure on the space C T −τ ×Ê d and may be seen as a function of the solution of the system of SDEs (3.1).
We write Q ω N ∈ M 1 (C T −τ ) N for the law of the solution of the system (3.1) (taking into account the randomness of the initial condition) for a fixed collec-
We call Q N the annealed law and Q ω N the quenched law of θ ω , respectively. It is not always the case that the system (3.1) has a strong solution. The hypotheses we assume on the functions f and h will imply this. We will also present examples of cases that fall under our hypotheses.
General assumptions
In this subsection we list the collection of hypotheses we assume. In Subsection 3.3, we give examples of cases that fall under our assumptions.
Start with a probability space together with a filtration (Ω,
We assume that the collection of i.i.d. Brownian motions (B i ) i∈AE , on the time interval [0, T ], are defined in this space and (F t ) t∈[0,T ] is its natural filtration. A random continuous function X ∈ C T −τ defined on the filtered space
dom measure defined on the same space. The random measure ν can be seeing
About the function f , we assume that it is predictable in the sense that for each pair (X, ν)
In the examples, it will be the case that the function f will depend only of
We will write f (t, X t , ν, ω) to emphasize this dependence.
Furthermore, we assume that, for fixed t ∈ [0, T ] and ω ∈ Ê d , the function f (t, · , · , ω) is Lipschitz and the Lipschitz constant is uniform on (t, ω). More specifically, there exists a positive constant f SL ≥ 0 such that, for all t ∈ [0, T ]
and ω ∈ Ê d ,
where d t BL is the BL-distance introduced in (2.6). This constant resembles the definition of the Lipschitz constant. However, this is not exactly the case, since, for each t ∈ [0, T ], we consider different norms on the RHS of the equation above. If one thinks of f as a family of functions indexed by t ∈ [0, T ], the condition above reduces to requiring that all functions are Lipschitz with uniformly bounded constant. We also assume that f is a bounded function.
Regarding the function h, we assume it is a bounded Lipschitz function. Besides, we suppose that h is uniformly lower bounded by a positive constant h * > 0.
Under these hypotheses, [19, Chapter IX, Theorem 2.4] implies that, for any ω = ω i i∈[N ] and initial conditions (ξ i 0 ) i∈[N ] , the system (3.1) admits a unique strong solution θ ω .
Examples

Delayed interacting diffusions
Our results relate naturally with a generalization of Kuramoto model, where delays are introduced and whose system is given by
bounded Lipschitz function. One can interpret the field (ω i ) i∈[N ] as the positions of the particles, and the delay is a function of said positions.
We recover our original model by setting
The delayed Kuramoto model is given by the choice
and our result applies when one assumes that ω has a compactly supported distribution.
Let us now verify that the function f defined above satisfies the conditions required in Subsection 3.2. We employ Remark 1, and use the metric
(3.6)
Cabana and Touboul [3] prove in Remark 6 that each d K,t is, in fact, a distance and that
, and a vector ω ∈ Ê d . In order to verify Inequality (3.3), choose K = τ Lip . It is easy to see that the function φ(z T , σ) = F x(t), z(t − τ (ω, σ)), ω, σ is Lipschitz if we use the metric (3.6). Then
as required.
SDE mean-field version of Galves-Löcherbach model
Inspired by the systems of interacting chains with memory of variable length (cf. [8] ), we consider
can be parameters associated to θ i such as position and other chemical properties.
and it is easy to see that this function satisfies all assumptions of Subsection 3.2.
Remark 3. A more realistic variable to model spikes would be L t (θ i ) = sup{s < t : θ i (s) ≥ 1}. In plain words, L t (θ i ) is the last time the particle θ i was above the threshold 1 (similar to a spike). However our assumptions do not fit the use of L t (θ i ) since this function is not continuous on time. We remark that this can be a good subject for future study.
The decoupling family and McKean-Vlasov diffusions
In this subsection, we introduce the main tool we use to control dependencies of the solutions θ ω , see Definition 3.1.
If the measures Q N could be written as product measures, it would be possible to apply Sanov's Theorem to conclude that (Q N (L N ∈ · )) N ≥1 satisfies a large deviation principle. Unfortunately, this is not the case and to surpass the dependencies of the model we will use an auxiliary family of probability measures, that we call the decoupling family,
Our main strategy is to locally compare Q N to Q ⊗N ν , for suitable choices of
To conclude this subsection, we define the annealed path-dependent McKean-Vlasov law using the decoupling family of Definition 3.2. Let us first provide some heuristics for the definition.
Assume that L N converges to the law of a random element V = (V ω , ω), whose distribution we denote by L(V ). At the same time, due to symmetries of the system, one can infer that all paths (θ i,ω , ω) should be equally distributed, and that the limit law should be equal to the distributional limit of L N , L(V ). From this, we can use Equation
(3.10)
The heuristics above suggests that if L N converges to L(V ), then V ω satisfies (3.10). In light of Definition 3.2, this means that Q L(V ) = L(V ). 
In particular, in the definition above, we have ν * • π −1
The existence of such a measure is not immediately clear. In Theorem 4.2 below, we prove its existence and uniqueness, and characterize it as weak solution of a path-dependent McKean-Vlasov PDE and the unique minimizer of the rate function of the LDP satisfied by the family of probabilities (Q N (L N ∈ · )) N ≥1 .
Heuristics on the LDP and more definitions
In this subsection we present a brief heuristics of how one pursuits the proof of a LDP for the sequence Q N (L N ∈ · ). In parallel, we also motivate and define the rate function and related objects.
In order to prove a LDP for the sequence Q N (L N ∈ · ), we will prove that this sequence is exponentially tight and that it satisfies a weak LDP (cf. Section 2.3).
We will first prove the lower bound. The proof of the upper bound in the weak LDP follows a similar argument. In order to prove the lower bound, we need, for each fixed measure ν ∈ M 1 (C T −τ ×Ê d ) and δ > 0, to get an exponential lower bound for Q N (L N ∈ B(ν, δ) ).
(3.11)
Recall, however, that Sanov's Theorem gives us a lower bound when we replace Q N by Q ⊗N ν in (3.11) above. Since we are considering the event where L N is close to ν, one might expect that it is possible to compare the two probabilities and obtain the necessary bounds for (3.11) .
There are two main steps in formalizing the previous idea.
First step: Compare the probabilities Q N and Q ⊗N ν , by considering their Radon-Nikodym derivatives with respect to a common reference measure.
Second step: Obtain the rate function for Q N (L N ∈ · ) from the rate functions provided by Sanov's Theorem.
The common reference measure we will use is introduced in the following definition. 
In other words, P ω is characterized by the fact that, under P ω , (x ω t ) t∈[−τ,0] is distributed according to µ 0 and, for t ∈ [0, T ], B(t) = 1 h(ω) (x ω (t) − x ω (0)) is a Brownian motion independent of (x ω t ) t∈[−τ,0] . Let P be the probability measure on C T −τ × Ê d given on cylinders by
We will relate Q ⊗N ν to P ⊗N via Girsanov's Theorem. In order to do so, let
In Appendix A, we prove by applying Girsanov's Theorem that, almost surely with respect to P , 14) where L N = L N x T , ω is the empirical measure of the vector x T , ω . We also have dQ N dP ⊗N x T , ω = exp N D LN ,ω y T L N (dy T , dω) . For the second step in the proof, one might draw inspiration from Varadhan's Lemma. Assume for a moment that the function
is bounded and continuous. Under these hypotheses, a straightforward application of Varadhan's Lemma combined with (3.14) implies that the sequence of measures Q ⊗N ν (L N ∈ · ) N ≥1 satisfies a LDP with rate function
Even though (3.16) is not bounded nor continuous, this intuition leads to the correct answer, as we shall see. In Lemma 5.1, we argue that the function
is well defined. With this in hands, we are able to prove in Lemma 5.1 that the sequence Q ⊗N ν (L N ∈ · ) N ≥1 satisfies a LDP with rate function 19) in alignment with Varadhan's Lemma. A similar heuristics applies to the sequence Q N (L N ∈ · ) N ≥1 and we will prove that it satisfies a LDP with rate function H(µ) = H µ (µ), for each µ ∈ M 1 (C T −τ × Ê d ) (see Theorem 4.1).
Statement of main results
We are now in position to state our main results. Our main theorem states that the sequence of empirical measures of the system of SDEs (3.1) satisfies a large deviation principle with a good rate function. We will prove that the rate function has a unique minimizer given by the annealed path-dependent McKean-Vlasov law of Definition 3.3. As simple consequence of Borel-Cantelli's Lemma, we also have a strong law of large numbers for the empirical measures.
Our first result is the following. 
where the differential operator L ν * ,ω is defined by 
Overview of the proofs
Let us now briefly describe the proofs of Theorems 4.1 and 4.2.
The more demanding result is the full LDP of Theorem 4.1. According to Theorem 2.6, in order to conclude Theorem 4.1 it suffices to verify a weak LDP and exponential tightness of the sequence
We verify exponential tightness in Subsection 8.3. It relies on the exponential tightness of the sequence P ⊗N (L N ∈ · ) N ∈AE (cf. Definition 3.4) and some estimates on the Radon-Nikodym derivative of Q N with respect to P ⊗N .
In order to prove the weak LDP, we begin by providing bounds on the difference |H µ (µ) − H ν (µ)|, when µ and ν are close enough (see Lemma 5.1). Once this is done, the next step is to estimate the Radon-Nikodym derivative of Q N (L N ∈ · ) in a neighborhood of a given measure ν ∈ M 1 C T −τ × Ê d in terms of the Radon-Nikodym derivative of Q ⊗N ν (L N ∈ · ) (see Lemma 5.2). From these two main steps, we can conclude the weak LDP. Theorem 4.2 has a shorter proof presented in Section 9. The main idea is to observe that each minimizer µ ∈ M 1 (C T −τ × Ê d ) of H is a fixed point of the map ν → Q ν from Definition 3.2. In particular, the existence of minimizers implies the existence of delayed path-dependent McKean-Vlasov diffusions. To conclude uniqueness, it suffices to verify that the map ν → Q ν has a unique fixed point, which will be a consequence of Banach's fixed-point Theorem. The map ν → Q ν is not by itself a contraction, but we are able to verify that a sufficiently large interaction of it is, implying the uniqueness in the statement. The PDE characterization is a simple consequence of Itö's formula.
Fundamental Lemmas
In this section we state the main lemmas we need to prove weak LDP and exponential tightness for the sequence (Q N (L N ∈ · )) N ∈AE . Recall the motivations and definitions presented in Subsection 3.5.
In the first lemma, fixed ν ∈ M 1 (C T −τ ×Ê d ), we provide a different expression for the rate function associated to the sequence (Q ⊗N ν (L N ∈ · )) N ∈AE . After this, we relate the new expression to the candidate rate function for the sequence (Q N (L N ∈ · )) N ∈AE . In particular, Γ ν (µ) is finite whenever I(µ|P ) is finite.
The following equality holds:
H ν (µ) = I(µ|Q ν ).
3. There exists a constant c > 0, depending only on T, h * , and f SL , such that
We prove the first item above in Subsection 6.1. Item 2 is proved in Subsection 6.2 and the proof of 3 can be found in 6.3.
The second lemma states useful estimates that we need when comparing
1. There exists a positive constant C depending on h * , f ∞ and T such that
2. There exists a positive constant C, depending on f SL , h * , and T , such that, for any η ∈ (0, 1),
3. There exists a positive constant C, depending on f BL , h * , and T , such that, for any η ∈ (0, 1) and r > 1,
We prove Item 1 of Lemma 5.2 in Subsection 7.1. Item 2 of Lemma 5.2 is proved in Subsection 7.2. The last item is proved in Subsection 7.3.
In Section 8, we use Lemmas 5.1 and 5.2 to conclude the proof of the wLDP and exponential tightness. We use Lemma 5.1 in Section 9 to conclude the proof of Theorem 4.2. If the reader wishes, it is possible to assume the lemmas and skip directly to Section 8 or 9.
Rate-function Lemma
In this section we present the proof of Lemma 5.1. We divide the proof in three subsections. We prove the first statement of the lemma in Subsection 6.1. The proof of Item 2 can be found in Subsection 6.2. Finally, the proof of 3 is presented in 6.3.
When Γ ν (µ) is finite
We here prove Item 1 of Lemma 5.1. The idea of the proof is to use the entropy inequality to relate the integrals with respect to µ and with respect to P .
Combining the entropy inequality with the inequality e |x| ≤ e x + e −x , we obtain
Similarly, recall (3.14) to obtain
Therefore, assuming that either I(µ|P ) < ∞ or I(µ|Q ν ) < ∞, it suffices to verify that, for any α ∈ Ê,
In order to prove (6.1), we write e αD ν,ω (xT ) as a product of a positive martingale and a bounded term. Notice first that Novikov's Condition (see [10, Corollary 3.5.13] ) together with the fact that, under P ω , 1 h(ω) x(t) − x(0) is a Brownian motion independent of x(t) t∈[−τ,0] imply that, for each ω ∈ Ê d ,
, is a positive mean-one martingale with respect to P ω . Here, we use the independence between 1 h(ω) x(t) − x(0) and x(t) t∈[−τ,0] to obtain a martingale for each fixed realization of x(t) t∈[−τ,0] and afterwards integrating with respect to the distribution of these functions. This type of argument is going to appear throughout the text and we will not mention this technicality anymore.
With this in mind, we rewrite αD ν,ω (x T ) as
The equality above yields
Integrating the last expression with respect to µ med concludes the proof.
An alternative expression for I( · |Q ν )
The goal of this section is to prove Item 2 of Lemma 5.1. We want to prove that, for any µ,
We prove the equality in two steps:
Once again, the idea of the proof is to apply the entropy inequality in several ways.
First step: I(µ|Q ν ) ≤ H ν (µ). We consider two cases: either I(µ|P ) < ∞ or I(µ|P ) = ∞.
If I(µ|P ) = ∞ then, from Definition 3.19, we have H ν (µ) = ∞ and the bound I(µ|Q ν ) ≤ H ν (µ) holds trivially.
Assume now that I(µ|P ) < ∞. In this case, we know from Item 1 of 
Taking the supremum over all possible choices of φ, we have
concluding the first step. Second step: H ν (µ) ≤ I(µ|Q ν ). Notice that if I(µ|Q ν ) is infinite, the inequality holds trivially. Hence, we assume that I(µ|Q ν ) is finite. From Item 1 of Lemma 5.1, D ν,ω is µ−integrable.
Let us show that I(µ|P ) is finite. For any bounded function φ :
As consequence, 
Comparing
In this subsection, we prove Item 3 of Lemma 5.1. We can assume that I(µ|P ) < ∞ since otherwise the bound is trivial. Under this assumption we also know from Item 1 of Lemma 5.1 that
is finite. Therefore, we need to verify the bound
where D ν,ω is given in (3.13) as
We consider the stochastic integral separately from the usual integral and write (6.8) and
(6.9)
We will prove that
Once we verify the previous bounds the proof is completed with the evident choice of c. We proceed to prove the bound in (6.10). For this, recall our assumptions on f (cf. Section 3.2). Using the identity
which concludes the proof of (6.10). We now prove the bound in (6.11). We cannot apply the entropy inequality directly to |B 2 (x T , ω)| dµ(x T , ω), because it would yield an expression with a free factor I(µ|P ) that needs to be multiplied by d T  BL (µ, ν) . The trick here is to apply the entropy inequality for B 2 (x T , ω)/β, where β is a constant conveniently chosen. We write
and, by choosing β = 1 h * f BL T 1/2 d T BL (µ, ν), it suffices to verify that
Applying the entropy inequality
(6.14) We now need to estimate the second term of the RHS of the previous equation. For that, we will use a suitable martingale. From Novikov's Condition,
for s ∈ [0, T ], is a positive mean-one martingale with respect to P ω (see also Equation 6.2). Therefore, summing and subtracting the suitable term
Proceeding as in Equation (6.12) we have the following estimate, uniformly
in ω ∈ Ê d , for the quadratic variation at time T
and therefore,
As consequence, using the inequality e |x| ≤ e x + e −x ,
The choice of β together with (6.14) conclude the proof of (6.13).
Fundamental Estimates
This section contains the proof of Lemma 5.2. We prove Item 1 in Subsection 6.3. The proof of Item 2 can be found in Subsection 7.2, while the proof of Item 3 is presented in Subsection 7.3.
The moment generating function
In this subsection we prove the estimates in Item 1 of Lemma 5.2. Observe that the first estimate can be deduced from Estimate (6.1) since
and we are integrating over a product measure. Therefore, using (3.14) , we obtain the bound
for a positive constant C 1 depending on f ∞ , h * , and T . We now deal with the second estimate. From (3.15) our goal is to obtain bounds for the moment generating function
In the following, we omit the dependence of L N on the vector ( x T , ω).
Recall from (3.13) that
We will apply a similar strategy as in the proof of Estimate (6.1). The idea is to rewrite (7.1) as a product of a positive martingale and a bounded term.
Given a vector ( x T , ω), we have L N = 1 N N i=1 δ (x i T ,ω i ) , and directly from the definition of L N and D LN ,ω , we obtain
Notice that, for every α ∈ Ê, N ∈ AE, ω ∈ Ê N d ,
With this is mind, we write
dP ω i dµ med .
To conclude, we just need to plug the uniform estimate (cf. Section 3.2)
and use that the martingale has mean one.
The Radon-Nikodym derivatives -Part I
In this subsection, we prove Item 2 of Lemma 5.2. Our goal is to estimate
where E η (ν) is the event {L N ∈ B(ν, η)}. Notice that in the equation above we once again omitted the dependence of L N on the vector ( x T , ω).
In order to bound the quantity above, we will combine the ideas used in (6.1) and Item 1 of Lemma 5.2. We will expand the expression and decompose it as a product of a martingale and a bounded term.
Recalling from (3.13) that
Motivated by the previous expression, we notice that, for every α ∈ Ê, N ∈ AE,
for s ∈ [0, T ], is a positive mean-one martingale with respect to N i=1 P ωi (see Equation 6 .2).
Adding and subtracting the correct quantity, we obtain that
However, the expression in (7.2) is defined with an absolute value. To deal with that we use the bound e |x| ≤ e −x + e x to obtain
Assume for a moment the following bounds, proved in the end of this subsection,
In the following, using that the martingales M α,ν,N and M −α,ν,N are positive, we obtain
Since we are integrating on the event E η (ν) = {L N ∈ B(ν, η)}, we have
for a constant C depending on f SL , f ∞ , h * , and T . We dedicate the rest of this section to prove the bounds in (7.4) and (7.5) . Recall the assumption on the functions f and h made in Subsection 3.2 and
Similarly, with the identity
This verifies (7.4) and (7.5) and concludes the proof of Item 2 of Lemma 5.2.
The Radon-Nikodym derivatives -Part II
We now proceed to the proof of the last item of Lemma 5. 
where C 1 is a positive constant depending on f ∞ , h * , and T and C 2 is positive constant depending on f SL , h * , and T .
Combining these bounds, taking C = C 1 + C 2 , and using that 1/r + 1/s = 1, we obtain
This concludes the proof of Item 3 of Lemma 5.2.
Exponential tightness and weak LDP
In this section, we will prove that the sequence Q N (L N ∈ · ) is exponentially tight and satisfies a weak LDP with rate function H. This is equivalent to the statement of Theorem 4.1.
The lower bound for open sets is proven in Subsection 8.1. We will prove the upper bound on compact sets in Subection 8.2. In Subsection 8.3 we prove exponential tightness. Observe that the bound above can easily be deduced if we conclude that, for all ν ∈ O,
Lower bound for open sets
The idea of the proof is the following. Let ν ∈ O and η > 0 such that
By definition, H ν (ν) = H(ν). Then, we just need to relate the probabilities that appear in (8.1) and (8.2) . We now provide the details.
Fix ν ∈ O and η 0 > 0 such that B(ν, η 0 ) ⊂ O. Let η ∈ (0, η 0 ) and a, b ∈ (1, +∞) with 1/a + 1/b = 1. By applying Hölder's Inequality, we obtain
By Item 3 of Lemma 5.2, there exists a constant C = C( f SL , h * ) such that, for any r > 1 and η ∈ (0, min{η 0 , 1}),
.
Plugging this bound in (8.3) and using that 1/a = 1 − 1/b, we obtain
Taking the inferior limit as N → ∞ in the above, using the lower bound (8. 
We now take the limits η → 0 and b → ∞ to recover the lower bound in (8.1), concluding the proof.
Upper bound for compact sets
Let K ⊂ M 1 (C T −τ × Ê d ) be a compact set. We want to prove that lim sup
As in Subsection 8.1, we will use the upper bound we already have for the sequence Q ⊗N ν (L N ∈ K). To recover a bound for Q N (L N ∈ K) we will need to compare Radon-Nikodym derivatives and the rate functions using Lemmas 5.1 and 5.2. For this, we will cover K with balls B(ν, η) of small radius and our comparisons will take place on K ∩ B(ν, η).
To formalize the previous idea. Let η > 0 be arbitrary. Since K is compact, it is possible to find M η ∈ AE and a collection {ν i,η ∈ K :
In particular,
To take the logarithm in the bound above, we will use the following wellknown fact. If (A N ) N ∈AE and (B N ) N ∈AE are sequences of positive real numbers then lim sup
By directly applying this estimate, we obtain lim sup
We now proceed to estimate the RHS of (8.6). Using Hölder's Inequality, for any b ∈ (1, ∞),
. Imposing that η ∈ (0, 1), Item 3 of Lemma 5.2 says that there exists a constant C = C( f SL , h * ) such that, for all r > 1,
Therefore,
Taking the superior limit as N → ∞ and the bound we already have from the LDP of Q ⊗ νi η (L N ∈ · ) with rate function H νi,η we obtain lim sup
The inequality above together with (8.6) yields lim sup
. (8.7)
Now that we have the upper bound above in terms of the rate functions H νi,η , we will use Item 3 of Lemma 5.1 to obtain an upper bound in terms of H. Let c = c( f SL , h * , T ) the constant that the lemma provides. For any 
. 
Exponential tightness
The goal of this subsection is to prove exponential tightness for the sequence Q N (L N ∈ · ), that is, we want to prove that, for any M > 0, there exists a compact set
The proof will rely on the fact that P ⊗N (L N ∈ · ) is exponentially tight and that we can relate this sequence with Q N (L N ∈ · ) via Radon-Nikodym derivatives and Lemma 5.2.
Let M > 0 be fixed. From [7, Exercise 1.2.19], there exists a compact
On other hand,
By Cauchy-Schwartz Inequality and Item 1 of Lemma 5.2, there exists a constant C = C(h * , f ∞ , T ) such that
As an immediate consequence of (8.10),
which is enough to conclude, since the last bound goes to −∞ as M → ∞.
The minimizer of H
In this section, we prove Theorem 4.2. Existence and uniqueness is shown in the next subsection. We show the relation with the path-dependent McKean-Vlasov PDE in Subsection 9.2.
Existence and uniqueness
In this section we prove that H has a unique minimizer. The main idea is that we can translate the problem of finding minimizers of H to the problem of finding fixed points of the map µ → Q µ .
Since H is a good rate function, it admits at least one minimizer µ. Applying Definition 2.3 for the full space M 1 (C T −τ × Ê d ), one can easily see that inf ν H(ν) = 0. Therefore, any minimizer µ of H satisfies H(µ) = 0. It remains to verify that this minimizer is unique.
In view of the characterization provided by Goal: The map Q has a unique fixed point.
If Q were a contraction, we would be done since contraction maps have a unique fixed point. This is not the case, but we will prove that there is m ≥ 1 such that the composition Q m is a contraction. This concludes the claim, since any fixed point of Q is also a fixed point of Q m . Therefore we just need to prove the following.
Goal: For some m ≥ 1, the map Q m is a contraction.
Assume for a moment that there exists a constant C depending on f , g and T such that, for all t ∈ [0, T ], Choosing m such that (CT ) m /m! < 1, we obtain that the map Q m is a contraction and conclude the proof. We finish this section verifying (9.2), concluding the proof of the first part of Theorem 4.2.
Solving the PDE
We dedicate this subsection to complement Theorem 4.2, showing that ν * ,ω satisfy a family of coupled path-dependent McKean-Vlasov PDEs. The idea is to use Itö formula for a test function to see that ν * ,ω satisfy a PDE in the weak sense.
First recall that ν * = Q ν * is the annealed law of V ω that satisfy dV ω (t) = f t, V ω , ν * , ω dt + h ω dB(t), 0 ≤ t ≤ T, V ω 0 = ξ 0 .
By Itô Formula [10, Theorem 3.3.3], for any function φ : Ê → Ê with continuous derivatives up order 2, it holds that
We write ν * ,ω (t) for the law of V ω (t) for t ∈ [0, T ] and by ν * ,ω t the law of the path V ω t ∈ C t −τ . Since φ and its two derivatives are bounded, we can take expectation with respect to the Brownian motions to obtain that Ê φ(u)(ν * ,ω (t) − ν * ,ω (0))(du) = With this, we define the operator L ν * ,ω via L ν * ,ω (φ)(t, x T ) = f (t, x t , ν * , ω)φ ′ (x(t)) + h(ω) 2 2 φ ′′ (x(t)) to rewrite (9.7) as Ê φ(u)(ν * ,ω (t) − ν * ,ω (0))(du) = 
A The Radon-Nikodym derivative
Here we prove the claims about the Radon-Nikodym derivative of the solution of the system with respect to P (see Subsection 3.5).
Recall from (3.13) that 
Since f is bounded, Novikov's Condition implies that the process above is a martingale.
If we define dP := Z(T ) dW, then, by Girsanov's Theorem,
is an N -dimensional Brownian motion with respect toP . Since θ satisfies the system of SDEs in Equation 3.1, we can rewrite
Let A be a measurable subset of C T 0 . By definition,
where the integration above is with respect to the initial condition. Using the Radon-Nikodym derivative of Equation A.1 we get
By Girsanov's Theorem,
is a Brownian motion with respect toP . This implies that averagingP with respect to µ ⊗N 0 gives the law N i=1 P ω i . In particular, integrating with respect to µ ⊗N med , we obtain dQ N dP ⊗N x T , ω = exp N D LN ,ω y T L N (dy T , dω) , and conclude (3.15) . The verification of (3.14) is similar and we omit it here.
