INTRODUCTION
The Indian economy is now much more allied to the global economy than it was 20 years ago. In this globalised world, individual countries are more influenced by changes in world trade patterns and prices, changes in global capital market conditions and associated investor perceptions, and changes in technology etc. The impact of globalisation on the Indian economy presents opportunities and poses challenges and risks.
Economic and trade relations between the India and the United States (US) have experienced a number of swings since India's independence in 1947. During much of the 1950s and early 1960s, the US was a leading trading partner for the India, providing the nation with about a third of its imports. However, those economic ties swiftly collapsed when India promoted closer ties with the Soviet Union (SU) following the Indo-Pak war of 1965. For the next 40 years, political and economic associations between the India and the US were relatively cool. The United Nations Development Programme (UNDP) ranked India 119 th out of 169 countries on its 2010 Human * The author is thankful to the anonymous referee for useful comments and suggestions on the earlier draft of the paper. He is, however, solely responsible for any remaining errors.
Development Index (HDI), up from 127 th in both 2004 and 2005 . In the India, economic reforms begun in 1991, under the Congress-led government of Prime Minister Narsimha Rao and then finance minister, Dr. Manmohan Singh boosted growth and led to major new inbound foreign investment in the mid-1990s. However, economic reform efforts stagnated under weak alliance governments later in the decade, and combined with the 1997 Asian financial crisis and international sanctions on India (as a result of its 1998 nuclear tests) further dampened the economic outlook. Following the 1999 parliamentary elections, the Bhartiya Janata Party (BJP)-led government launched second-generation economic reforms, including major deregulation, privatisation, and tariff-reducing measures.
Since 2004, the Washington and the New Delhi have been pursuing a "strategic partnership" based on numerous shared values and improved economic and trade relations. 1 The India is in the midst of a rapid economic expansion, and many US companies view the India as a worthwhile market and a candidate for foreign investment. For its part, the current Indian government sees itself ongoing the economic reforms started in 1991, aimed at transforming a quasi-socialist economy into a more open, market-oriented economy. As India's largest trade and investment partner, the US strongly supports New Delhi's continuing economic reform policies; a US-India Trade Policy Forum was created in November 2005 to expand bilateral economic engagement and provide a venue for discussing multilateral trade issues. On March 2, 2006, President George W. Bush and Indian Prime Minister Dr. Manmohan Singh endorsed the goal of doubling bilateral trade in three years. Despite the growth in bilateral trade and the improvement in trade relations, there are still a number of economic and trade issues between India and the US. Both nations seek better market access to the other's domestic markets, as well as the lowering of perceived trade barriers. In addition, both India and the US would like to see changes in the other nation's legal and regulatory policies to help guard and encourage exports and foreign direct investment. India was the 22 nd largest export market for US goods in 2005 and US exports to and imports from India in 2007-08 had an estimated value of Rs. 84625.1 crore and Rs. 83388.1 crore respectively.
The rationale of this article partly lies with the importance of the bilateral trade between the India and US and how these trade flows respond in both the long run and the short run to changes in the relative prices and changes in the income. The relative price variation may result from changes in the national price levels, tariff reductions, and/or exchange rate changes. Previous studies have provided long-run estimates regarding the aggregate effects of changes in domestic incomes and relative prices, on overall trade flows, but relatively little with respect to bilateral trade particularly in the context of India and US. Therefore, in the present study we focus on this aspect by recognising the increasing political and economic relation of India with US.
If we see empirical studies in the area of trade flow determinants and free trade agreements, we find a number of studies in bilateral framework for developed countries and limited work for developing countries. For example, Cushman (1990) , Haynes et al. (1996) , Bahmani-Oskooee and Brooks (1999) , and Nadenichek (2000) , among others, studied on the bilateral trade between the US and one or more of its trading partners. This study aims to fill this gap and study bilateral trade elasticity between the India and her major trading partner that is US. In the present context, we will briefly focus on the recent studies that have analysed trade of one or more countries with the US. Bahmani- Oskooee and Harvery (2006) , by utilising the bounds approach, suggest that a real depreciation of the Malaysian Ringgit can increase Malaysians trade balance with China, France, Germany, Indonesia, and the U.S. Narayan (2006) investigated the nexus between China's trade balance and the real exchange rate vis-à-vis the US. Using the bounds testing approach to cointegration, the author found the evidence that China's trade balance and real exchange rate vis-à-vis the US are cointegrated. Further, using the autoregressive distributed lag model the author finds that in both the short run and the long run a real devaluation of the Chinese RMB improves the trade balance; as a result, there is no evidence of a J-curve type adjustment. Yol and Baharumshah (2007) utilised the panel cointegration technique to examine the effects of exchange rate changes on the bilateral trade balance between 10 African countries and the U.S. Their study revealed that a real exchange rate depreciation improves the bilateral trade balance for Botswana, Egypt, Kenya, Nigeria, Tunisia, and Uganda vis-à-vis the U.S., but worsens Tanzania's trade balance with the U.S. Halicioglu (2008) empirically analysed bilateral J-curve dynamics of Turkey with her 13 trading partners using quarterly time series data over the period . The empirical results indicated that whilst there is no J-curve effect in the short-run, but in the long-run, the real depreciation of the Turkish lira has positive impact on Turkey's trade balance in couple of countries. Kim (2009) assessing the impact of macroeconomic determinants on Korea's bilateral trade deficit with her trading partners, e.g., Japan and US, found the evidence of cointegrating relationship. Korean currency depreciation improved trade balance, while J-curve effect was found in the context of trade with Japan. Bahmani-Oskooee and Harvey (2010) examined the relation between the Malaysian trade balance and her real exchange rate. The authors utilised disaggregate data by country and consider Malaysia's bilateral trade balance with her 14 largest trading partners. However, the long-run results revealed improvement in Malaysia's bilateral trade balance at least in four cases. Furthermore, in two of these cases, the new definition of the J-curve received empirical support. Zhuang and Koo (2008) by analyzing another dimensions of the bilateral relation examined the effects of a U.S.-Korea free trade agreement (FTA) on various sectors of the economy in the two countries using a general equilibrium model. The authors found that the increase in U.S.-Korea bilateral trade volume in recent years is through intra-industry trade of high-technology products. They added "under a U.S.-Korea FTA, the bilateral trade volume would increase for virtually all the sectors and the GDP and social welfare would improve for both countries". They also mention that because of this FTA producers of textile products in the United States and producers of agriculture and food products in South Korea would suffer. Bahmani-Oskooee and Kara (2008) , by accounting for stationarity of the data and using cointegration and error-correction modeling, found no strong evidence in support of the Orcutt's hypothesis. Chang et al. (2005) used the unrestricted error correction model, the bounds test analysis to re-analyze the long-term relationships between the demand for imports and it's determinants for South Korea over the period 1980-2000. They found cointegration relationship among the volume of imports, income, and relative prices and the estimated long-run (short-run) elasticities of import demand with respect to income and relative price were 1.86 (0.86) and -0.2 (-0.05), respectively. Authors concluded that neither monetary nor fiscal policies may be used as instruments to maintain the trade balance in South Korea's favor during this sample period. Rey (2006) investigated the impact of nominal and real effective exchange rate volatility on exports of six Middle Eastern and North Africa (MENA) countries to 15 member countries of the European Union (EU), for the period 1970Q1-2002Q4. For the analysis they used moving average standard deviation and conditional standard deviation at ARCH model are used to generate four different measures of volatility for each country. The author found the cointegration relationship, negative for four countries (Algeria, Egypt, Tunisia, and Turkey), positive for the last two (Israel and Morocco), between MENA exports and exchange rate volatility. Further, the author showed by using an error correction model that the Granger-causality effects of the volatility on real exports are significant, whereas the effects of real exchange rate and the gross domestic product of EU are more contrasted. Bahmani-Oskooee and Cheema (2009) employed disaggregated data at bilateral level between Pakistan and her 13 major trading partners to determine if we can discover partners whose trade balances react to changes in the real bilateral exchange rate. The authors found from bounds testing approach that results are still inconclusive and show that only in half of the cases the real bilateral exchange rate plays a role. Jin et al. (2006) used a computable general equilibrium model to evaluate the economic effects of a free trade agreement among China, Japan, and South Korea on the world economy. The authors found that there are strong trade diversion effects of the FTA between the member countries and the rest of the world. They added further that the member countries under the FTA tend to specialize on the basis of resource endowments, but there exists a significant amount of intra-industry trade among the member countries in all sectors except agricultural and service/utility sectors. Finding from their study showed that the FTA stimulates the economies of the three countries through increased trade volume and a significant negative effect on economies of non-member countries.
Rest of the paper is organised as follows. Section 2 presents objectives, model, variables definition, and methodology adopted for empirical analysis, followed by presentation of the data analysis and findings in section 3. In section 4, we present the conclusions and policy implications, which we have drawn from the empirical analysis.
OBJECTIVES, MODEL AND METHODOLOGY
This paper has three objectives. First, to compute income and price elasticities (in decomposed form of US prices, Indian prices, and exchange rate) of export and import demand functions in bilateral trade framework. The second objective is to find out the direction of the causality among the test variables in a static framework and the third is to find out the direction of the causality among the test variables in a dynamic framework.
In a bilateral trade flow modeling framework (in our case trade flow is between the India and the US), the economic theory suggests that the long-run quantity demanded of imports is related to domestic income or activity variable in our country (that is GDP), the foreign currency price of imported goods (WPI of the US), the price of domestic goods competitive with imports (WPI of the India), and exchange rate relative to imports. Similarly, the long-run exports quantity demanded is a function of income of the partner/trading party (GDP of the India), the dollar price of exports (WPI of the India), the price of export substitute goods in India (WPI of the US), and the exchange rate.
The common practice of this type of research is to assume zero degree of homogeneity of price, in which case imports and exports prices can be defined as relative prices. That is, for example (as in our case), relative price of exports will be equal to the product of the ratio of WPI of India to WPI of US and exchange rate, and likewise for imports. However, in this study we are not making such kind of assumption because this kind of assumption has been in debate since the paper of Murray and Ginman (1976) . Further, we do not use homogeneity assumption because of few reasons as rightly pointed out by Fullerton and Sprinkle (2005) . First, the split-price specification is less restrictive and valid even if homogeneity assumption is fulfilled. Homogeneity assumption implicitly forces one to define imports and exports in terms of the domestic price of the importing country. Due to this reason, a significant amount of information is lost as it becomes impossible to determine the effects of exchange rate changes on trade flows in isolation from changes in relative prices. And this is more important if the effect of exchange rate is different in magnitude than changes in relative prices.
Therefore, in simplest form India's exports to and imports from US can be written as follows:
where QX is the value of exports of the India (measured in Rs. crore), QM is the value of imports of the India (measured in Rs. crore), GDPI is real Gross domestic product per capita of the India (measured in US dollar at constant prices of 2000), GDPUS is the Gross domestic product of the US (measured in US dollar at constant prices of 2000), WPI is the whole sale price index of the India (measured at constant prices of 2005 and based on period average), WPIUS is the whole sale price Index of the US (measured at constant prices of 2005 and based on period average), and ER is the market exchange rate (measured as period average Rs. per dollar). 2 We used data for the period of 1960-2007 with annual observations.
To know the causality among the test variables used in the Equations (1) and (2) in the vector error correction model (VECM) framework certain pre-estimations (like testing the stationarity of the variables included in the VECM analysis and seeking the cointegration of the series) we should carry out, without which conclusions drawn from the estimation will not be valid. Therefore, in the first step we have carried out unit root analysis by applying two different tests namely, (Augmented) Dickey Fuller (hereafter, DF/ADF) test, Phillips and Perron (hereafter, PP) (1988) test. In all cases, we will test the unit root property of the variables by employing the model suggested by the graphical plot of the variables in question. Augmented form of the DF test is used when there is problem of serial correlation and to choose appropriate lag length Schwarz Information Criteria (hereafter, SIC) has been preferred. Since PP test has advancements over DF/ADF test in the sense that whereas DF/ADF test use a parametric auto-regression to approximate the ARMA structure of the errors in the test regression, PP test correct for any serial correlation and heteroskedasticity in the errors in non-parametric framework. Therefore, it is also used for analysis. In PP test to select appropriate lag length, we have adopted Newey-West using Bartlet kernel method. In both tests, null hypothesis in that series is nonstationary, or the series has a unit root. For all cases if critical value (which is based on Mackinnon, 1996) exceeds the calculated value in absolute terms (less in negative terms) null hypothesis will not be rejected implying that that series is nonstationary. In both these tests, test involves the testing of coefficient associated with one year past value of dependent variable.
When it is found that variables used in this study are nonstationary and having same order of integration, we have proceeded for cointegration analysis. In this study we have preferred Johansen and Juselius (1990) Mackinnon, Haug, and Michelis (1999) which differs slightly from those provided by JJ. For both tests if the test statistic value is greater than the critical value, the null hypothesis of r cointegrating vectors is rejected in favor of the corresponding alternative hypothesis. It is, however, worthwhile to mention that the JJ test is found to be sensitive to the choice of deterministic assumptions used in testing the cointegration. There are five models of VARs based on different assumptions. Model 1 assumes no deterministic trend in data and no intercept or trend in the VAR and in the cointegrating equation. Model 2 assumes no deterministic trend in the data, but an intercept in the cointegrating equation, and no intercept in VAR. Model 3 assumes a linear trend in the data and an intercept in cointegrating equation. Model 4 assumes a linear deterministic trend in the data, intercept and trend in cointegrating equation, and no trend in VAR. Model 5 assumes a quadratic deterministic trend in the data, intercept and trend in VAR, and linear trend in VAR. Johansen (1991) suggested that in order to choose right model we should test the joint hypothesis of the rank order and the deterministic components. This test is known as Pantula Principal. As we are not very sure that in data used in this study, whether deterministic trend is present and VAR also has linear trend or not, we have carried out joint test for all five models. The model chosen is the of that minimizes the value of SIC and in case that it is found that two models are giving the minimum value of SIC, the better (theoretically appropriate) has been chosen.
Once the cointegrating vectors have been estimated among a set of variables one can proceed to carry out VECM analysis. If variables in the system are nonstationary and cointegrated, the Granger-causality test in VECM framework will be based on the following equations in case of say t X and t Y two variables:  coefficients are not statistically significant in both the regressions. On the other hand, the significance of the lagged error-correction term(s) (measured through t-test) will indicate the Granger causality (or endogenity of the dependent variable). The coefficient of the lagged error-correction term, however, is a short-term adjustment coefficient and represents the proportion by which the long-term disequilibrium (or imbalance) in the dependent variable is being corrected in each short period. The non-significance or elimination of any of the lagged error-correction terms affects the implied long-term relationship and may be a violation of theory. The non-significance of any of the 'differenced' variables which reflects only the short-term relationship, does not involve such a violation because the theory typically has nothing to say about short-term relationships. The non-significance of both the t-test(s) as well as the Wald Chi-square ( 2  ) tests in the VECM will imply econometric exogenity of the dependent variable.
3
Diagnostic checks analysis has been performed to the models used for VECM to test the stochastic properties of the model such as residuals autocorrelation, heteroskedasticity, normality parameters stability (by applying Chow's test), Wald-test of lag exclusion, and ARCH-LM test. 4 Finally VECM stability 5 analysis has been 3 The lagged error-correction term contains the log-run information, since it is derived from the long-term cointegration relationship(s). Weak exogenity of the variable refers to ECM-dependence, i.e., dependence upon stochastic trend. 4 Presence of autocorrelation/serial correlation has been tested by using Lagrange Multiplier (LM) test and adopted same lag order as that of corresponding lag order in VECM by following Harris (1995, p. 82) .
Presence of heteroskedasticity has been tested by using White heteroskedasticity test. Normality of residuals has been tested through Jarque-Bera (JB) normality test following Urzua's (1997) Masih and Masih, 1996) . These tests do not provide information regarding the relative strength of the Granger causal chain amongst the variable beyond the period under study. In order to analyse the dynamic properties of the system the Impulse Response Functions (IRFs) are computed. 6 Impulse response function traces the impact of a shock in a variable into the system, over a period of time (in present study 10 years). More specifically, an IRF traces the effect of a one standard deviation shock to one of the innovations (error terms) and its impact on current and future values of the endogenous variables.
DATA ANALYSIS AND RESULTS INTERPRETATION
First, we analysed descriptive statistic (see Table 1 in appendix) and then unit root test has been carried out for all variables using Dickey-Fuller (DF) or Augmented Dickey-Fuller test (ADF) (if the problem of autocorrelation is found to exist) and Phillips-Perron (PP) test. Model for unit root analysis has been decided based on the graphical plot of variables, which we presented in Figure 1 of appendix. Results of descriptive statistics are presented Table 1 of appendix, which shows that all variables are not log normally distributed at 5% level of significance. Results of unit roots are reported in Table 1. 5 If the estimated VECM is stable then the inverse roots of characteristics Autoregressive (AR) polynomial will have modulus less than one and lie inside the unit circle. There will be kp roots, where k is the number of endogenous variables and p is the largest lag.
6 To compute IRFs generalized approach has been preferred over Choleskey orthogonalization approach or other orthogonalization approaches because it is invariant of ordering of the variables, as results of IRFs are sensitive to the ordering of the variables. It is evident from the Table 1 that all variables are nonstationary in their level form and they are turning to be stationary after first difference i.e., I(1). Since all variable are I(1) we can proceed for cointegration analysis. To proceed for cointegration first step is selection of appropriate lag length. Therefore, we have carried out a joint test of lag length selection for exports and import function separately, which suggests (basing upon SIC) we should take one lag of each variable 7 in both cases. Therefore, we have chosen lag intervals (1, 1) and then joint test for cointegrating vector and model selection has been performed, 8 in order to know the trend assumption to be made for cointegration as well as VECM analysis. We found from the results of Pantula Principle that SIC has preferred model 3 and model 4 equally, for our export function as well as import function. However, if we use model 4 for analysis for export function we found that VECM results are not confirmed by diagnostic checks analysis and if we choose model 3 and 4 for import function both are found not to be well fit through diagnostic checks analysis. Therefore, in this paper we have presented results of all analysis based on 7 Results of lag length selection can be obtained by request to the author's. 8 Results of model selection test and results of model 4 and its diagnostic analysis can be obtained by request to the author. model 3 for export function and model 5 (which is suggested by AIC) for import function as these models passes diagnostic checks. 9 First, we present result of cointegration test for export function in Table 2 , which is based on model 3, i.e., assumption of a linear trend in the data, an intercept in cointegrating equation and lag interval (1, 1). Thereafter we present results of cointegration test of import function in the following Table 3 , which is based on model 5, i.e., assumption of a quadratic deterministic trend in the data, intercept and trend in VAR, and linear trend in VAR and lag interval (1, 1). Note: * and ** denotes rejection of the hypothesis at the 0.05 and 0.10 level respectively.
Source: Author's calculation
It is evident from the Table 2 that both Trace and Eigenvalue criteria rejects the null hypothesis of at most none cointegrating vector against the alternative of at most one cointegrating vector for export function.
9 Model 3 assumes a linear trend in the data, an intercept in cointegrating equation. Model 4 assume a linear deterministic trend in the data, intercept and trend in cointegrating equation, and no trend in VAR.
Model 5 assumes a quadratic deterministic trend in the data, intercept and trend in VAR, and linear trend in VAR. It is evident from the Table 3 that Trace criteria rejects the null hypothesis of at most none cointegrating vector against the alternative of at most one cointegrating vector at 5 percentage significance level while Eigenvalue test rejects the null hypothesis of at most one cointegrating relation against the alternative of at most two cointegrating relations at 10 percentage significance level. However, we have chosen one cointegration relation only for the analysis because JJ (1990) has suggested that results of Trace criteria is more robust vis-à-vis Eigenvalue criteria. Since we find evidence of one cointegrating equation of export function as well as for import function, we present results of cointegrating equation for both functions (i.e., export and import function respectively) in Table 4 . It is evident from first panel of Table 4 , which presents cointegration equation of export function that coefficient of GDP per capita of US, WPI of India and US, and exchange rate have significant impact on the India's exports to US. We also found that only coefficient of exchange rate has the expected sign and coefficients all other variables under consideration have unexpected signs. In addition, the magnitude of the coefficients of the variables show that India's exports to the US are very sensitive to the changes in the GDP of US, WPI of India and less sensitive to the changes in the WPI of US and exchange rate.
Second panel of Table 4 , which presents cointegrating equation of import function, shows that only coefficient of India's GDP per capita and WPI of India is significantly different from zero. The coefficient of India's GDP and WPI of US has correct sign and WPI of India and exchange rate have negative signs. The results indicate that the primary long-run determinants of India's import demand from US include India's GDP and WPI. Further, these results also indicate that India's imports from US are quite sensitive to India's GDP vis-à-vis India's WPI.
In the next step, in order to see the long run adjustment and short-run dynamics we have carried out Engle-Granger causality analysis by using lag interval (1, 1) and model 3 for export function, lag interval (1, 1) and model 5 for import function, and one cointegrating relationship in both functions. Results of Engle-Granger causality analysis for both the function have been reported in the following Table 5 and 6 respectively. Notes: (1) *, **and ***denotes significant at 1%, 5%, and 10% level respectively; (2) 'D" denotes first difference; (3) (k) denotes lag length.
Source: Author's calculation It is evident from Table 4 that WPI of US Granger causes India's exports to US. Further, WPI of US and WPI of India Granger cause GDP of US and exchange rate Granger causes WPI of US.
Cointegrating vectors i.e., error terms are significant when dependent variable is India's export to US, GDPPC of US, WPI of India, and WPI of US. Value of error correction term (-0.020056), when dependent variable is India's export to US, indicates that any disequilibrium in India's export to US will get corrected in the next year by 2.0 percentage only. This implies that speed of error correction is very slow in case of disequilibrium in India's export to US. Notes: (1)*, **and ***denotes significant at 1%, 5%, and 10% level respectively; (2) 'D" denotes first difference.
Source: Author's calculation It is evident from Table 8 that GDP of India Granger causes India's imports from US and WPI of India. Further, exchange rate Granger causes WPI of US.
Cointegrating vectors i.e., error terms are significant when dependent variable is India's import from US and WPI of US. Value of error correction term (-0.5522) of equation India's import from US indicates that in the next year itself any disequilibrium in the India's import from US will get adjusted by 55 percentage.
To check the validity of VECM and Granger causality for both functions, we have carried out diagnostic checks analysis employing LM test for serial correlation, White test with cross products to test for the presence of the problem of heteroskedasticity and correctness of the specification of VECM, and J-B test of normality of residuals. Results of diagnostic checks are reported in the following Table 7 for both functions in panel 1 and 2 respectively. It is evident from the panel 1 of Table 7 that the specification of VECM of export function is correct as no test is rejecting the null hypothesis. Similar results are found for import function from panel 2 of Table 7 .
Finally, we have carried out VECM stability test for both export and import function, respectively, and presented results in Figure 1 and 2. It is evident from Figure 1 and 2 that all inverse roots of characteristics Autoregressive (AR) polynomial are having modulus less than one and lie inside the unit circle. Therefore, the estimated VECM of export and import function is stable. Since our model of export and import function used in VECM has correct specification, we can proceed for further analysis. In the next step, in order to see the causality among the variable in dynamic framework/outside the period under consideration we have performed Impulse response functions analysis. Figure 3 and Figure 4 represents the IRFs of the variable under consideration in export and import function respectively.
It is evident from Figure 3 that response of India's export to US in one SD shock/innovation in WPI and GDP per capita of US is negative in the second year and in third year onwards response becomes positive for any shock in WPI of US and for all other cases response of India's exports is positive. Response of GDP of US is negative for any shock in all the test variables except for the WPI of India. Response of WIP of India in one SD shock in any of the test variable is positive while response of WPI of US in one SD shock in GDP and WPI of US is negative and in case of all other variables, it is positive. Finally, response of exchange rate in one SD shock in WPI and GDP of US is negative and for all other cases, it is positive.
It is evident from Figure 4 that response of India's imports to US in one SD shock/innovation in exchange rate is negative and negligible in case of GDP of India. Response of GDP of India is negative in one SD shock in WPI of India, WPI of US and exchange rate and for other cases, it is positive. Response of WIP of India is negative only in case of one SD shock in GDP of India and response of WPI of US is negative only in case of one SD innovation in exchange rate and WPI and GDP of India. Moreover, response of exchange rate is negative only in case of one SD innovation in GDP of India and WPI of US. 
CONCLUSIONS AND POLICY IMPLICATIONS
In the study we attempted to analyse the bilateral trade relationship between the India and the US. We estimated the long run elasticity of exports of the India to the US and imports of the India from the US. We have also attempted to know the direction of causal relationship between the test variables of our study in both static and dynamic framework. For the analysis, we have used annual data spanning from 1960 to 2007.
From the cointegration analysis of the India's exports to the US equation, we found that GDP per capita of the US, WPI of the India and the US, and exchange rate have significant impact on India's exports to the US. We also found that only exchange rate has expected sign and all other variables under consideration have unexpected signs. In addition, the magnitude of the coefficient of the variable shows that the India's exports to the US are very much sensitive to the changes in the GDP of US and WPI of the India while they are less sensitive to the changes in the WPI of the US and exchange rate. As far as the cointegration analysis of the India's import demand to the US is concerned we found that primary long-run determinants of the India's import demand from the US are the India's GDP and WPI. However, only the coefficient of the India's GDP and WPI of US has correct sign (but insignificant) and WPI of the India and exchange rate have unexpected sign (but insignificant). Further, we found that the India's imports from US are quite sensitive to the India's GDP vis-à-vis her WPI. In addition to that, we found that speed of adjustment of disequilibrium in the India's export to the US is too slow vis-à-vis India's imports from the US.
Static analysis of Granger causality asserts that WPI of US Granger causes India's exports to US and GDP of US. Further, WPI of India Granger causes GDP of US and exchange rate Granger causes WPI of US. Additionally, GDP of India Granger causes India's imports from US and WPI of India and exchange rate Granger cause WPI of US.
Dynamic Granger causality analysis of variables export function shows that response of India's imports to the US in one SD innovation in exchange rate is negative and negligible in case of GDP of the India. Response of GDP of the India is negative in one SD shock in WPI of the India, WPI of the US and exchange rate and for other cases, it is positive. The dynamic Granger causality analysis of variables of import function shows that response of the India's export to US is negative in the second year. Further, response of India's exports is positive in one SD innovation in WPI and GDP per capita of the US and from third year onwards, response turned to be positive for any one SD shock in WPI of the US. Response of GDP of the US is negative for any shock in all the test variables except for the WPI of the India.
Hence, findings of this study indicate that policymakers in India may use exchange rate policy to promote large balance of trade surpluses as a mechanism of exports enhancement (in the context of the US particularly) and hence economic growth, particularly in the long run. Further, to boost exports to the US, the India can use WPI as instrument as in one way it is found to increase exports to the US (as WPI of the India has unexpected sign that its coefficient is positive) and on the other side it will curb imports from the US. Therefore, the implications of studies finding are very clear. They suggest that, provided the sufficient time, devaluations can improve the balance of trade of the India via increasing exports to the US. Hence, policy makers can thus improve the trade balance by changing the nominal exchange rates, given that relative domestic price movements do not offset such nominal exchange rate realignments. Put differently, findings of the study provide empirical support for the elasticity optimists who view exchange rate changes as effective mechanisms for correcting trade imbalances. Further, Indian government should focus on policies through money supply too (as money supply is directly linked with WPI of the India) but not income or economic growth as economic growth has been found to having negative impact on trade balance. This is because with the growth of the income, the Indian consumption shifts over imported commodities from the US and hence deteriorates trade balance as our empirical evidence reveals too this fact. Since, the Indian economy had traditionally been agrarian, which is transforming very rapidly towards service sector. However, a huge potential lies in the agriculture sector to earn foreign income and help in improving trade balance in two ways particularly first, by preventing the imports of consumption goods and second, by exports of the commodities. And for that, government should open agricultural research and technical institutes to enhance the market share at local and international level. In addition to that, to perk up the markets share of exports help of marketing activities i.e. good advertisements, well communication, introducing the hidden qualities of new exports items through research should also be utilized. Incentive policy should be explored to enhance exports especially to agricultural sector.
In nutshell, few key points emerge from our empirical investigation. First, a depreciation of the Indian currency can lead to an improvement in her trade balance in the long run via exports enhancement. Second, long run equilibrium will be restored if any deviation occurs in the India's exports to the US with the speed of adjustment 2% and if deviation occurs in the India's import it will get corrected with the speed of adjustment of 55%. Third, our results point to the potential role of exchange rate and WPI of the India in influencing the trade balance through exports and imports. Fourth, a very interesting point, our results indicate that an increase in aggregate income of the India, that is GDP can lead to deteriorate in her trade balance with the US as it increases imports from the US. Similarly, increase in aggregate income of the US, i.e., GDP can lead to deteriorate in the India's trade balance with the US as it decreases imports from the India. 
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