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Let A be an n x n matrix whose entries belong to a field F. A is said 
to be a cyclic matrix over F if A = (u~_~+~); i, j = 1, 2, . . . , n; a, = a, 
for Y E s mod n. It was proved by Silva in [4] that, if the characteristic 
of F is ~5 (a prime), if 1% is equal to ptm, and if $J does not divide m, then 
its determinant is 
where the CQ run through the m distinct mth roots of unity in the finite 
field GF(p”) for a suitable k. Silva’s proof of this result depended strongly 
on Theorem 1 in [4] which is stated and proved in our Section 1. The 
method which we use in Section 1 for reestablishing Silva’s theorem is 
very elementary; we use Hankel’s determinant (see [Z], p. 102) which 
amounts to subtracting certain rows and columns of a given determinant. 
It was pointed out in [3] and [4] that, if A is a cyclic matrix over F, 
then there exist polynomials f(x) and g(x) of F [x] such that their resultant, 
R(f, g), is equal to det A. Since a cyclic matrix over F can be considered 
as an element of a cyclic group algebra over F with cyclic permutation 
matrices as a basis and since a cyclic group is an abelian group, it seems 
natural to ask whether there exist polynomials in F [x] whose resultant 
is equal to the det N where N is any element of an abelian group algebra 
over F with Kronecker product of cyclic permutation matrices as a basis. 
In Section 2, we present an affirmative answer which is included in 
Theorem 2, a more general case. 
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1. HAiYKEL’S DETERMINANT 
Let 
&[; ii 1;; 21 
be an PZ x n symmetric matrix over a field F. Then det B is equal to the 
Hankel’s determinant of B (see 
/ Xl 
de&B = 
[2], p. 103), namely, 
A1x, . . . An--lx1 
A%, . . . A’bl 
where A”x, = cfco (- l)i 
k 0 
k 
~~~+i_~, k = 1, 2, . . . , 292 - 2, and (i are i i 
the binomial coefficients. We obtain det, B from det B by the following 
steps (for convenience, we shall call them Hankel’s operations): 
(i) In det B, substract the (s - 1)th row from the nth row, the 
(PZ - 2)th row from the (w. - 1)th row, . . . , the kth row from the (k + 1)th 
row, . . . , and, finally, the second row from the first row; we call this new 
determinant det B,. 
(ii) In det B,, subtract the (ti - 1)th row from the nth row, the 
(n - 2)th row from the (n - 1)th row, . . . , the kth row from the (k + 1)th 
row, . . . , and, finally, the third row from the second row (leave the first 
row alone); this new determinant is called det B,. 
(iii) Repeat the same process in det B, to obtain det B, (leave the 
first two rows alone), . . . , and repeat the same process in det B,_, to 
obtain det B,_, (leave the first (YZ - 2) rows alone). 
(iv) In det B,_l, apply operations (i), (ii), and (iii) on the columns 
instead of rows to obtain det, B. Since the substraction of rows and 
columns does not change the determinant, we have det, B = det B. 
Let C be a symmetric matrix over F which can be partitioned as 
follows : 
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where each Ci is an m x m submatrix over F. Then the Hankel’s opera- 
tions on C are still valid; for instance, in det C, to subtract the first row 
of submatrices from the second row of submatrices is the same as to say 
that in det C we simultaneously substract the first row from the (m + l)th 
row, the second row from the (m + 2)th row,. . . , and the mth row from 
the (2m)th row. Hence we have det C equal to 
where AT1 = ~zk,O (- l)i k Clc+7_i, K = 1, 2,. 
0 
..,2n-2,and are 
a 
the binomial coefficients, and the addition of matrices and the multiplica- 
tion of a scalar to a matrix are the usual operations of matrices. 
THEOREM 1 (Silva). Let p be a prime, n = ptm, ptrn, ad A = (ai_i+l), 
i,j=l,2 )...) n; let a, = a, for r -_ s mod n be a cyclic matrix of order 
n ovey a field F whose characteristic is p. Then det A = (det D)pt, where 
D = (&_,+I), i, i = 1, 2, . . , m ; d, = d, for u E u mod m is a cyclic 
matrix of order m with 
pi-1 
4 = 2 azuniuj u= 1,2 ,..., m. 
Ww=O 
Proof. The theorem trivially holds for t = 0. Consider the case of 
t > 0. We obtain the determinant of a symmetric matrix A’ from det A 
by interchanging the ith row with the (VZ - i + 2)th row for i = 2, 3, . . . , 
(n/2) if rz is even, and for i = 2, 3, . . . , (vz + 1)/2 if M is odd. Then 
det A = (- l)“detA’, (1) 
wherecl=Oifn~1mod4orn-_2mod4,andy.=1ifnr3mod4 
or 92 E 0 mod 4. We partition A’ into m x m submatrices. There are 
fit distinct ones: 
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where the subscripts are taken modulo pt and 
%n+1 aim+2 . . aim+m 
aim+2 aim+3 
i: : 
. . 
Ai+ = 
ahim+ 
I 1, i==O,l)...) pi- 1. aimCm aim+m+l . . . aim+m+m 
By using Hankel’s operations on det A’, the characteristic of F being 
p and the subscripts of A being taken modulo pt, we have, in det,A’, 
dkA1 = 0 for k > fit - 1, i.e., 
detH A1 = det 
where D’ = dPtA1AI = cFLl Ai. After interchanging 
have 
D’ e 
detH A’ = (- l)P det D’ 
i 1, 0 D’ 
the columns we 
(2) 
where p = 1 if pt E 3 mod 4 and m is odd, and p = 0 otherwise. 
In the symmetric matrix D’, by interchanging the ith row with the 
(m - i + 2)th row for i = 2, 3, . . ., m/2 if m is even and for i = 2, 3, . . . , 
(m + 1)/2 if m is odd, we obtain a cyclic matrix D whose entries are 
pt-1 
4 = C awm+u, 26=1,2 ,..., m. 
WJ=O 
Hence det(D’) = (- l)?‘det(D), where y = 0 if m s 1 mod4 or m G 
2mod4 and y= 1 if m r3mod4 or m GOmod4. 
Combine (l), (2), and (3) ; we have 
det A = (- l)“(- l)O(- l)y (det D)@‘. (4) 
We claim that (- l)a(- l)“( - 1)” = 1. Clearly, it holds for the case 
of p, the characteristic of F, being 2. Consider the case p > 2. Then 
p” E 1 or 3 (the congruences are taken modulo 4). Since n = ptm, n is 
determined by pt and m. With m E 1, 2, 3, 0 and pt G 1, 3 there are 
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eight cases. We have 
for the cases m E 1, pt E 1, n E 1; m E 2, ~5” z 1, n E 2; m E 2, 
pt E3, 12 -2; 
io = 0, y=a= I 
for the cases m E 3, pt z 1, n E 3; m -_ 0, pt =_ 1, n E 0; m E 0, 
pt ~3, n ~0; 
y = 0, p=a=l 
for the case m E 1, fit E 3, vz G 3. Also, 
Gc = 0, r==P=l 
for the case m E 3, pt E 3, n z 1. Hence, in any case, we have (- 1)” * 
(- l)P(- 1)Y = 1 and det A = (det D)O”. 
Remark. A similar proof holds in Theorem 1 if we replace each entry 
of A by a square matrix of order n, >, 1 as in [4, Theorem 11. 
COROLLARY 1.1. Let A be a cyclic matrix of order pt as in Theorem 1 
(i.e., m = 1). Then det A = ~~~l (ai)Pt, 
2. KRONECKER PRODUCT OF CYCLIC MATRICES 
Let A = (aj_i+l) be a cyclic matrix of order n over F. It was pointed 
out in [3] and [4] that, if we let f(x) = al + apx + a@ + * * . + a,x’+’ 
and g(x) = xn - 1, then det A is equal to the resultant R(f, g), of f(x) 
and g(x). 
Let us consider the Kronecker product of cyclic matrices. Let 
where each M, is a cyclic matrix of order n, over F for a = 1, 2, . . . , t, 
and the product @ is the Kronecker product of matrices. Hence, the order 
of M is n = n1n2.** n,. 
THEOREM 2. There exist Polynomials f(x) and g(x) in F[x] such that 
R(f, g) = det M. 
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In order to prove the theorem we need the following. 
LEMMA 1. The product of two cyclic matrices of order n oveY F is again 
a cyclic matrix of order n over F. 
Proof. Consider the cyclic matrices as elements of a cyclic group 
algebra over F. Then Lemma 1 follows at once. 
LEMMA 2. Let B be a cyclic matrix of order m over F. If n = my, 
the?% there exists a permutation matrix P of order n such that P-l(I, @ B) P 
is a cycla’c matrix of order n, where I, is the identity matrix of order 7. 
Proof. We know that any cyclic matrix A = (aj_i+l) of order n over 
F is of the form A = alIn + a2e1 + a3e2 + * 1 * + a,e,_,, where e, is a 
permutation matrix of order n, e, = elk for k = 1, 2, . . . , n - 1, and 
ein = I,. Also, we write B = (b,_,+l) as B = b,I, + b,E, + b,E, + . . . + 
bnZ,-1 where E, is a permutation matrix of order m. E, = Elk for 
k = 1, 2,. . .) m - 1, and E,” = I,,. Then I, @ E, is a permutation 
matrix of order n. Consider I, @ E, as a permutation on ‘yc letters; then 
it consists of Y cycles each of which is of length m. Since e, considered 
as a permutation also consists of Y cycles each of which is of length m, 
by using [l, Theorem 5.1.3, p. 541, we know that e, and I, @ E, are 
conjugate to each other as permutations. In the form of matrices this 
means that there exists a permutation matrix P of order PZ such that 
e, = P-l(I, @ E,)P. 
By using the elementary properties of Kronecker product of matrices 
we have 
P-‘(i,@B)P=P-+@~biEi)P 
= gl bi [P-V, 8 WPI 
= 5 b,[P-l(I, @ E1)Pli 
i=l 
= 5 bie$ = 5 bie,,. 
i=l i=l 
This means that P-l(I, 6 B)P is a cyclic matrix of order n. 
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The proof of Theorem 2 goes as follows. Since n = n1n2 * * . n,, 
wewriten=n,r,forcc=1,2,..., t. By using Lemma 2 there exists a 
permutation matrix P, of order n such that P,-l(IY6 @ MJP, is a cyclic 
matrix of order n over F for cc = 1, 2, . . ., t, and by using properties of 
determinants we have 
detM=n 
x=1 
= det 
[(det M,17"l = fi [det(l,a Q M,)l 
z-1 
[deW,-l(~,a Q MPJI 
ri (P,?(La 0 M,)P,). 
x=1 
By Lemma 1, nLzI (P,-l(I,, @ M,)P,) is a cyclic matrix of order n, 
and we denote it by C = (c?_~+~). Then the polynomials f(x) = c1 + 
cBx + . * * + cnxszpl and g(x) = P - 1 are in F [x] and R(f, g) = det M. 
Let G be a finite abelian group of order n. Then G is a product of 
cyclic groups Gi, 
G = G, x G, x . . . x G,, 
where Gi is of order ni for i = 1, 2, . . . , t, and tii is divisible by PZ,+~ for 
i= 1,2,..., t - 1, and YZ = Z1n22**.n,. The group algebra of G over 
F is isomorphic to the group algebra JV of matrices of the form 
N = N, @ N, @ . . . @ Nt, 
where Ni is a cyclic matrix of order n, over F for i = 1, 2, . . . , t, and n’i 
is divisible by %<+I for i = 1, 2, . . . , t - 1, and the order of N is nllzZ . . - nt. 
COROLLARY 2.1. For any N in JV there exist polynomials f,(x) and 
gN(x) in F [x] such that det N = R(f,\-, gLy). 
THEOREM 3. Let F be a field of characteristic ~5 (a prime) and M = 
M, @MM, 0.e. @MM,, where each M, = (“wz_~_~) is a cyclic matrix of 
order pk” ouey F. Then det M = J&1 x$“I (%J*, where n = fi’1$a3. . -pa’. 
Proof. We know that det M = nizl (det MJliPka. Apply Corollary 
1.1 to complete the proof. 
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