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DEGREE AND BIRATIONALITY OF MULTI-GRADED RATIONAL MAPS
LAURENT BUSE´, YAIRON CID-RUIZ, AND CARLOS D’ANDREA
Abstract. We give formulas and effective sharp bounds for the degree of multi-graded rational
maps and provide some effective and computable criteria for birationality in terms of their
algebraic and geometric properties. We also extend the Jacobian dual criterion to the multi-
graded setting. Our approach is based on the study of blow-up algebras, including syzygies, of
the ideal generated by the defining polynomials of the rational map. A key ingredient is a new
algebra that we call the saturated special fiber ring, which turns out to be a fundamental tool
to analyze the degree of a rational map. We also provide a very effective birationality criterion
and a complete description of the equations of the associated Rees algebra of a particular class
of plane rational maps.
1. Introduction
Questions and results concerning the degree and birationality of rational maps are classical in
the literature from both an algebraic and geometric point of view. These problems have been
extensively studied since the work of Cremona in 1863 and are still very active research topics (see
e.g. [2, 13, 14, 23, 33, 51] and the references therein). However, there seems to be very few results
and no general theory available for multi-graded rational maps, i.e. maps that are defined by a
collection of multi-homogeneous polynomials over a subvariety of a product of projective spaces.
At the same time, there is an increasing interest in those maps, for both theoretic and applied
purposes (see e.g. [4, 5, 31, 49, 50]). This paper is the first step towards the development of a
general theory of rational and birational multi-graded maps, providing also new insights in the
single-graded case. We give formulas and effective sharp bounds for the degree of multi-graded
rational maps and provide some effective criteria for birationality in terms of their algebraic and
geometric properties. Sometimes we also improve known results in the single-graded case. Our
approach is based on the study of blow-up algebras, including syzygies, of the ideal generated by
the defining polynomials of a rational map, which is called the base ideal of the map. This idea
goes back to [33] and since then a large amount of papers has blossomed in this direction (see
e.g. [5, 14, 16, 25, 26, 40, 46, 47, 51]).
One of our main contributions is the introduction of a new algebra that we call the saturated
special fiber ring (see Definition 2.3). The fact that saturation plays a key role in this kind of
problems has been already observed in previous works in the single-graded setting (see [25], [35,
Theorem 3.1], [45, Proposition 1.2]). Based on that, we define this new algebra by taking certain
multi-graded parts of the saturation of all the powers of the base ideal. It can be seen as an
extension of the more classical special fiber ring. We show that this new algebra turns out to be a
fundamental ingredient for computing the degree of a rational map (see Theorem 2.4), emphasizing
in this way that saturation has actually a prominent role to control the degree and birationality
of a rational map. In particular, it allows us to prove a new general numerical formula (see
Corollary 2.12) from which the degree of a rational map can be extracted.
Next, we refine the above results for rational maps whose base locus is zero-dimensional. We
begin by providing a purely algebraic proof (see Theorem 3.3) of the classical degree formula in
intersection theory (see e.g. [18, Section 4.4]) adapted to our setting. Then, we investigate the
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properties that can be extracted if the syzygies of the base ideal of a rational map are used. This
idea amounts to use the symmetric algebra to approximate the Rees algebra and it allows us to
obtain sharp upper bounds (see Theorem 3.9) for the degree of multi-graded rational maps. Some
applications to the more specific cases of multi-projective rational maps (see Proposition 3.12)
and projective rational maps (see Theorem 3.22) are also discussed, with the goal of providing
efficient birationality criteria in the low-degree cases (see e.g. Proposition 3.15, Theorem 3.16 and
Proposition 3.23).
The problem of detecting whether a rational map is birational has attracted a lot of attention
in the past thirty years. A typical example is the class of Cremona maps (i.e. birational) in the
projective plane that have been studied extensively (see e.g. [2]). Obviously, the computation of
the degree of a rational map yields a way of testing its birationality. Nevertheless, this approach is
not very efficient and various techniques have been developed in order to improve it and to obtain
finer properties of birational maps. Among these specific techniques, the Jacobian dual criterion
introduced and fully developed in [14, 47, 51] has its own interest. In Section 4 of this paper, we
will extend the theory of the Jacobian dual criterion to the multi-graded setting (see Theorem 4.4)
and will derive some consequences where the syzygies of the base ideal are used instead of the
higher-order equations of the Rees algebra (see Theorem 4.9).
We finish the paper with a study of the particular class of plane rational maps whose base ideal
is saturated and has a syzygy of degree one. In this setting, we provide a very effective birationality
criterion (see Theorem 5.14) and a complete description of the equations of the associated Rees
algebra (see Theorem 5.12). This latter result is of interest on its own because finding the equations
of the Rees algebra is currently a very active research topic (see e.g. [11, 32, 39, 41, 42, 59]).
Acknowledgments. All the examples in this paper were computed with the help of the computer
algebra software Macaulay2 [22]. A package containing some computational results is publicly
available at the second author’s web page. The three authors were supported by the European
Union’s Horizon 2020 research and innovation programme under the Marie Sk lodowska-Curie grant
agreement No. 675789. The last two authors also acknowledge financial support from the Span-
ish MINECO, through the research project MTM2015-65361-P, and the “Mar´ıa de Maeztu” Pro-
gramme for Units of Excellence in R&D (MDM-2014-0445).
2. The degree of a multi-graded rational map
In this section we focus on the degree of a rational map between an integral multi-projective
variety and an integral projective variety. Our main tool is the introduction of a new algebra which
is a saturated version of the special fiber ring. The study of this algebra yields an answer for the
degree of a rational map.
Our main result here is Theorem 2.4 where we show that the saturated special fiber ring
(Definition 2.3) carries very important information of a rational map. Another fundamental re-
sult is Corollary 2.12, which is the main tool for making specific computations.
2.1. Preliminaries on multi-graded rational maps. Let K be a field, X1 ⊂ P
r1
K
, X2 ⊂ P
r2
K
, . . . , Xm ⊂
P
rm
K
and Y ⊂ Ps
K
be integral projective varieties over K. For i = 1, . . . ,m, the homogeneous co-
ordinate ring Xi is denoted by Ai = K[xi]/ai = K[xi,0, xi,1, . . . , xi,ri ]/ai, and S = K[y0, y1, . . . , ys]/b
stands for the homogeneous coordinate ring of Y.We setR = A1⊗KA2⊗K· · ·⊗KAm ∼= K[x]/ (a1, a2, . . . , am).
We also assume that the fiber productX = X1×KX2×K · · ·×KXm is an integral scheme (a condition
that is satisfied, for instance, when K is algebraically closed; see e.g. [19, Lemma 4.23]).
Since we will always work over the field K, for any two K-schemesW1 andW2 their fiber product
W1 ×K W2 will simply be denoted by W1 ×W2. Similarly, for any k ≥ 1, Pk will denote the k-th
dimensional space Pk
K
over K.
Let F : X = X1 × X2 × · · · × Xm 99K Y ⊂ Ps be a rational map defined by s + 1 multi-
homogeneous elements f = {f0, f1, . . . , fs} ⊂ R of the same multi-degree. We say that F is
birational if it is dominant and it has an inverse rational map given by a tuple of rational maps
G : Y 99K (X1, X2, . . . , Xm).
DEGREE AND BIRATIONALITY OF MULTI-GRADED RATIONAL MAPS 3
For i = 1, . . . ,m, each rational map Y 99K Xi ⊂ Pri is defined by ri + 1 homogeneous forms
gi = {gi,0, gi,1, . . . , gi,ri} ⊂ S of the same degree.
Definition 2.1. The degree of a dominant rational map F : X = X1 × X2 × · · · × Xm 99K Y
is defined as deg(F) = [K(X) : K(Y )], where K(X) and K(Y ) represent the fields of rational
functions of X and Y , respectively.
Now, we recall some basic facts about multi-graded rings; we refer the reader to [34], [21] and
[20] for more details.
The ring R = A1 ⊗K A2 ⊗K · · · ⊗K Am has a natural multi-grading given by
R =
⊕
(j1,...,jm)∈Zm
(A1)j1 ⊗K (A2)j2 ⊗K · · · ⊗K (Am)jm .
Let N be the multi-homogeneous irrelevant ideal of R, that is
N =
⊕
j1>0,...,jm>0
Rj1,...,jm .
Similarly to the single-graded case, we can define a multi-projective scheme from R. The multi-
projective schemeMultiProj(R) is given by the set of all multi-homogeneous prime ideals in R which
do not contain N, and its scheme structure is obtained by using multi-homogeneous localizations.
For any vector c = (c1, . . . , cm) of positive integers we can define the multi-Veronese subring
R(c) =
∞⊕
j=0
Rj·c,
which we see as a standard graded K-algebra. The canonical injection R(c) →֒ R induces an isomor-
phism of schemes MultiProj(R)
∼=
−→ Proj
(
R(c)
)
(see e.g. [24, Exercise II.5.11, Exercise II.5.13]). In
particular, if we set ∆ = (1, . . . , 1), then Proj(R(∆)) corresponds with the homogeneous coordinate
ring of the image of X under the Segre embedding
P
r1 × Pr2 × · · · × Prm −→ PN ,
with N = (r1+1)(r2+1) · · · (rm+1)−1. Therefore, for any positive vector c we have the following
isomorphisms
(1) X ∼= MultiProj(R) ∼= Proj
(
R(∆)
)
∼= Proj
(
R(c)
)
.
Given a multi-graded R-module M, we get an associated quasi-coherent sheaf M = M˜ of OX -
modules. We have the following relations between sheaf and local cohomologies (see e.g. [34],
[15, Appendix A4.1]):
(i) There is an exact sequence of multi-graded R-modules
(2) 0→ H0N(M)→M →
⊕
n∈Zm
H0(X,M(n))→ H1N(M)→ 0.
(ii) For j ≥ 1, there is an isomorphism of multi-graded R-modules
(3) Hj+1N (M)
∼=
⊕
n∈Zm
Hj(X,M(n)).
Let I be the multi-homogeneous ideal I = (f0, . . . , fs). Since F is a dominant rational map, the
homogeneous coordinate ring S is often called the special fiber ring in the literature. Using the
canonical graded morphism associated to F
K[y0, . . . , ys]/b → R
yi 7→ fi,
we classically identify S with the standard graded K-algebra K[Id], which can be decomposed as
S = K[Id] =
∞⊕
n=0
[In]n·d
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(see the next subsection for more details). For the rest of this section we shall assume the following.
Notation 2.2. Let F : X = X1×X2×· · ·×Xm 99K Y ⊂ Ps be a dominant rational map defined by
s+1 multi-homogeneous forms f = {f0, f1, . . . , fs} ⊂ R of the same multi-degree d = (d1, . . . , dm).
Let δi be the dimension δi = dim(Xi) of the projective variety Xi, and δ = δ1 + · · · + δm the
dimension of X. Let I be the multi-homogeneous ideal generated by f0, f1, . . . , fs. Let S be the
homogeneous coordinate ring S = K[f0, f1, . . . , fs] = K[Id] of Y and let T be the multi-Veronese
subring T = R(d) = K[Rd]. After regrading, we regard S ⊂ T as standard graded K-algebras.
2.2. The saturated special fiber ring. In this section, we introduce and study an algebra which
is the saturated version of the special fiber ring. For any ideal J ⊂ R, the saturation ideal (J : N∞)
with respect to N will be written as J sat.
Definition 2.3. The saturated special fiber ring of I is the graded S-algebra
S˜ =
∞⊕
n=0
[
(In)
sat
]
n·d
.
Interestingly, the algebra S˜ turns out to be finitely generated (Lemma 2.8(ii)).
The central point of our approach is a comparison between the two algebras S and S˜. Perhaps
surprisingly, we show that assuming the condition of S being integrally closed, then F is birational
if and only if these two algebras coincide, and more generally, we show that the difference between
them yields the degree of F . In addition, we also prove that the algebra S˜ reduces the study of
the rational map F to the study of a finite morphism.
Theorem 2.4. Let F : X = X1×X2×· · ·×Xm 99K Y be a dominant rational map. If dim(Y ) = δ,
then we have the following commutative diagram
X
Proj(T ) Y
Proj(S˜)
∼=
H
F
F
′
G
where the maps F
′
: Proj(T ) 99K Y , G : Proj(T ) 99K Proj(S˜) and H : Proj(S˜) → Y are induced
from the inclusions S →֒ T , S˜ →֒ T and S →֒ S˜, respectively.
Also, the statements below are satisfied:
(i) H : Proj(S˜)→ Y is a finite morphism with deg(F) = deg(H).
(ii) G is a birational map.
(iii) e(S˜) = deg(F) · e(S).
(iv) Under the additional condition of S being integrally closed, then F is birational if and only
if S˜ = S.
The rest of this section is dedicated to the proof of this theorem. Before, we need some inter-
mediate results and definitions. We begin with the following lemma that has its roots in a similar
result for the single-graded case (see e.g. [53, Proof of Theorem 6.6], [14, Proof of Proposition 2.11],
[40, Remark 2.10]).
Lemma 2.5. The degree of F is given by deg(F) = [T : S].
Proof. By definition we have that deg(F) = [K(X) : K(Y )] =
[(
R(d)
)
(0)
: S(0)
]
. Let 0 6= f ∈ Id.
Then, we have
Quot(S) = S(0)(f) and Quot(T ) =
(
R(d)
)
(0)
(f).
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Finally, since f is transcendental over
(
R(d)
)
(0)
and S(0), then it follows that
deg(F) =
[(
R(d)
)
(0)
: S(0)
]
=
[(
R(d)
)
(0)
(f) : S(0)(f)
]
= [T : S],
as claimed. 
Now, we introduce a new multi-graded algebra A defined by A = R[y0, y1, . . . , ys]. By an abuse
of notation, for any multi-homogeneous element g ∈ A we will write bideg(g) = (a, b) if a ∈ Zm
corresponds with the multi-degree part in R and b ∈ Z with the degree part in K[y]. We give
the multi-degrees bideg(xi) = (deg(xi), 0), bideg(yi) = (0, 1), where 0 ∈ Zm denotes a vector
0 = (0, . . . , 0) of m copies of 0.
Given a multi-graded A-module M and a multi-degree vector c ∈ Zm, then Mc will denote the
c-th multi-graded part in R, that is
Mc =
⊕
n∈Z
Mc,n.
We remark that Mc has a natural structure as a graded K[y]-module.
We can present the Rees algebra R(I) =
⊕∞
n=0 I
ntn ⊂ R[t] as a quotient of the multi-graded
algebra A = R[y0, y1, . . . , ys] by means of the map
Ψ : A −→ R(I) ⊂ R[t](4)
yi 7→ fit.
We set bideg(t) = (−d, 1), which implies that Ψ is multi-homogeneous of degree zero. Thus, the
multi-graded structure of R(I) is given by
R(I) =
⊕
c∈Zm,n∈Z
[R(I)]c,n and [R(I)]c,n = [I
n]c+n·d.
We shall denote [R(I)]c =
⊕∞
n=0 [R(I)]c,n, and of particular interest is the case [R(I)]0 =⊕∞
n=0 [I
n]n·d. We note that each local cohomology module H
i
N(R(I)) has a natural structure of
multi-gradedA-module (see e.g. [10, Lemma 2.1]), and also that
[
HiN(R(I))
]
c
=
⊕
n∈Z
[
HiN(I
n)
]
c+n·d
has a natural structure as a graded K[y]-module. Let b = Ker(K[y] → K[ft]) be the kernel of the
map
K[y]→ K[ft] ⊂ R(I), yi 7→ fit,
then we have that S ∼= K[y]/b and that for any h ∈ b the multiplication map R(I)
·h
−→ R(I) is
zero. So the induced map on local cohomology
[
HiN(R(I))
]
c
·h
−→
[
HiN(R(I))
]
c
is also zero for any
h ∈ b. This implies that
[
HiN(R(I))
]
c
has a natural structure as a graded S-module.
Remark 2.6. The blow-up X˜ = BlI(X) of X along V (I) is defined as the multi-projective scheme
obtained by considering the Rees algebra R(I) as a multi-graded A-algebra. We shall use the
notation
X˜ = MultiProjA-gr(R(I)) ⊂ X × P
s,
where X˜ can be canonically embedded in X × Ps.
By considering the Rees algebra R(I) only as a multi-graded R-algebra, then we obtain a multi-
projective scheme which is an “affine version” of the blow-up X˜, and that we shall denote by
MultiProjR-gr (R(I)) ⊂ X × A
s+1,
where MultiProjR-gr (R(I)) can be canonically embedded in X × A
s+1.
Proposition 2.7. For each i ≥ 0 and c = (c1, . . . , cm), we have the following statements:
(i)
[
HiN(R(I))
]
c
is a finitely generated graded S-module.
(ii) Hi
(
MultiProjR-gr(R(I)),OMultiProjR-gr(R(I))(c)
)
is a finitely generated graded S-module.
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Proof. (i) It is enough to prove that
[
HiN(R(I))
]
c
is a finitely generated K[y]-module. Suppose
that F• : · · · → F2 → F1 → F0 → 0 represents the minimal free resolution of R(I) as an A-module.
Let C•N be the Cˇech complex with respect to the ideal N.We consider the double complex F•⊗RC
•
N.
Computing cohomology by rows and then by columns, gives us a spectral sequence that collapses
on the first column and the terms are equal to HiN(R(I)). On the other hand, by computing
cohomology via columns, we get the spectral sequence
E−p,q1 = H
q
N(Fp) =⇒ H
q−p
N (R(I)).
Since each [HqN(Fp)]c is a finitely generated (free) K[y]-module, then it follows that
[
Hq−pN (R(I))
]
c
is also finitely generated as a K[y]-module.
(ii) When i ≥ 1, we get the result from (3) and the previous part (i). By (2) we have the exact
sequence
0→ [R(I)]c → H
0
(
MultiProjR-gr(R(I)),OMultiProjR-gr(R(I))(c)
)
→
[
H1N(R(I))
]
c
→ 0.
The S-module [R(I)]c is clearly finitely generated, and from part (i) the S-module
[
H1N(R(I))
]
c
is also finitely generated. Therefore, the exact sequence above gives us the result for i = 0. 
By Proposition 2.7, the multi-projective schemeMultiProjR-gr (R(I)) yields the following finitely
generated S-algebra
Ŝ := H0
(
MultiProjR-gr(R(I)),OMultiProjR-gr(R(I))
)
.
We will see that Ŝ carries the same information as S˜, but has the advantage of having some
geometrical content as the global sections of an “affine version” of the blow-up X˜, a fact which is
going to be fundamental in the proofs of Theorem 2.4 and Corollary 2.12.
Let {ϑ1, . . . , ϑr} be a set of generators of N, then MultiProjR-gr(R(I)) has an affine open cover
(5) U = (Ui)i=1,...,r, Ui = Spec
(
R(I)(ϑi)
)
,
where R(I)(ϑi) denotes the graded S-module
R(I)(ϑi) =
[
R(I)ϑi
]
0,∗
obtained by restricting to multi-degree 0 in the multi-grading corresponding with R. Since
R(I) ∼=
∞⊕
n=0
In(n · d),
then computing Cˇech cohomology with respect to U gives us the following equality
Ŝ =
∞⊕
n=0
H0 (X, (In)
∼
(n · d)) .
In the next lemma, with some simple remarks, we show that S˜ and Ŝ are almost the same.
Lemma 2.8. The following statements hold:
(i) There is an inclusion S˜ ⊂ Ŝ, which becomes an equality S˜n = Ŝn for n≫ 0.
(ii) S˜ is a finitely generated S-module.
(iii) The two algebras have the same multiplicity, that is e(S˜) = e(Ŝ).
(iv) Proj(S˜) ∼= Proj(Ŝ).
(v) If grade(N) ≥ 2, then S˜ = Ŝ.
Proof. (i) Since we have an isomorphism of sheaves (In)
∼
(n · d) ∼=
(
(In)
sat
)∼
(n · d), then from
(2) we get the short exact sequence
(6) 0→
[
(In)
sat
]
n·d
→ H0 (X, (In)∼(n · d))→
[
H1N
(
(In)
sat
)]
n·d
→ 0
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for each n ≥ 1. The short exact sequence 0→ (In)sat → R→ R/(In)sat → 0 yields the long exact
sequence
(7)
[
H0N
(
R/(In)sat
)]
n·d
→
[
H1N
(
(In)sat
)]
n·d
→
[
H1N(R)
]
n·d
→
[
H1N
(
R/(In)sat
)]
n·d
.
We always have that H0N
(
R/(In)
sat
)
= 0, and that
[
H1N(R)
]
n·d
= 0 for n≫ 0 (see e.g. [38, Lemma
4.2]). Hence, we get that
[
H1N
(
(In)
sat
)]
n·d
= 0 for n≫ 0, and so the result follows.
(ii) Straightforward from part (i) and Proposition 2.7(ii).
(iii) It is clear from part (i).
(iv) Follows from part (i) (see e.g. [24, Exercise II.2.14]).
(v) The condition grade(N) ≥ 2 implies that H1N(R) = 0, then the required equality is obtained
from (6) and (7). 
All the rational maps that are considered in specific applications are usually such that grade(N) ≥
2. So, in practice, we always have S˜ = Ŝ. Nevertheless, we give an example where S˜ and Ŝ are
different.
Example 2.9. Let R = K
[
s4, s3t, st3, t4
]
be the homogeneous coordinate ring of the rational quartic
C in the three projective space parametrized by
P
1 → C ⊂ P3, (s : t) 7→ (s4 : s3t : st3 : t4).
Computing directly with Macaulay2 [22] or using [15, Exercise 18.8], we get the isomorphism
R ∼=
K[x0, x1, x2, x3]
(x1x2 − x0x3, x32 − x1x
2
3, x0x
2
2 − x
2
1x3, x
3
1 − x
2
0x2)
and that R is not Cohen-Macaulay with dim(R) = 2 and depth(R) = 1. Moreover, by setting
B = K[x0, x1, x2, x3] and m = (x0, x1, x2, x3) ⊂ B, further computations with Macaulay2 [22] show
that
Ext3B
(
R,B(−4)
)
∼=
(
B/m
)
(1),
and so the graded local duality theorem (see e.g. [7, Theorem 3.6.19]) yields the isomorphism
H1m(R)
∼=
(
B/m
)
(−1).
Let I = (x0, x1, x3) ⊂ R be the ideal corresponding with the morphism
C = Proj(R)
(x0:x1:x3)
−−−−−−→ P2.
Since we have Isat = R, then our previous computation gives[
H1mR
(
Isat
)]
1
∼=
[
H1m
(
Isat
)]
1
=
[
H1m(R)
]
1
∼=
[(
B/m
)
(−1)
]
1
∼= K 6= 0.
Finally, from (6) we obtain that S˜1 6= Ŝ1.
We are now ready to give the proof of the main result of this section.
Proof of Theorem 2.4. From our previous discussions (1), we have the following commutative dia-
gram
X
Proj(T ) Y
∼=
F
F
′
The rational map F
′
can be given by the tuple (f0 : f1 : · · · : fs) because each fi ∈ T . From a
geometrical point of view, here we are embedding X in the “right” projective space
P
M of dimension M =
m∏
i=1
(
ri + di
ri
)
− 1,
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where the fi’s are actually linear forms. Then the rational map F
′
: Proj(T ) 99K Y = Proj(S) is
induced from the canonical inclusion S →֒ T . Since we have the canonical inclusions S →֒ S˜ →֒ T
then F
′
is given by the composition of the rational maps
Proj(T ) 99K Proj(S˜) 99K Proj(S).
From the condition dim(X) = dim(Y ), we have that
Quot(S) ⊂ Quot(S˜) ⊂ Quot(T )
are algebraic extensions. Therefore, by using the same argument of Lemma 2.5, we get the equali-
ties deg(F) = [T : S], deg(G) = [T : S˜] and deg(H) = [S˜ : S].
(i) First we check that the rational map H : Proj(S˜) 99K Y is actually a finite morphism. Since
S˜ is a finitely generated S-module (Lemma 2.8(ii)), we even have that S˜ is integral over S. By
the Incomparability theorem (see e.g. [15, Corollary 4.18]), the inclusion S →֒ S˜ induces a (well
defined everywhere) morphism
H : Proj(S˜)→ Proj(S).
Indeed, for any q ( S˜+ we necessarily have that q ∩ S ( S+. The finiteness of S˜ as an S-module
yields that H is a finite morphism.
Next we will prove that deg(H) = deg(F). Let us denote by X˜ = MultiProjA-gr(R(I)) the
blow-up of X along B = V (I), which can also be seen as the closure of the graph of F . We then
have the commutative diagram
X˜ ⊂ X × Ps
X Y ⊂ Ps
π1
F
π2
with π1 being an isomorphism outside B (see e.g. [9, Proposition 2.3], [24, Proposition II.7.13]).
Let ξ be the generic point of Y and consider the fiber product W := X˜ ×Y Spec (OY,ξ). De-
noting η as the generic point of X˜, since π2 is assumed to be generically finite, then we have the
isomorphism Spec
(
OX˜,η
)
∼=W ; this is a classical result, for a detailed proof see [57, Tag 02NV].
Even though W is just a point, we will consider a convenient (and trivial) affine open cover of
it. The scheme Y has an affine open cover given by Yj = Spec
(
S(yj)
)
for j = 0, . . . , s. The open
set π−12 (Yj) is isomorphic to MultiProjR-gr
(
R(I)(yj)
)
, where R(I)(yj) denotes the multi-graded
R-module
R(I)(yj) =
[
R(I)yj
]
*,0
defined by restricting to elements of degree zero in the grading corresponding with S. Then W
can be obtained by glueing the open cover
Wj := MultiProjR-gr
(
R(I)(yj)
)
×
Spec
(
S(yj )
) Spec (OY,ξ)
for j = 0, . . . , s.
Fix 0 ≤ j ≤ s. Similarly to (5), the scheme MultiProjR-gr
(
R(I)(yj)
)
has an affine open cover(
Spec
(
R(I)(ϑiyj)
))
i=1,...,r
,
where we are using the similar notation R(I)(ϑiyj) =
[
R(I)ϑiyj
]
0,0
. Now, Wj is obtained by
glueing the affine open cover given by
(8)
(
Spec
(
R(I)(ϑiyj) ⊗S(yj) OY,ξ
))
i=1,...,r
.
Since OY,ξ ∼= S(0), then we have that the ring R(I)(ϑiyj) ⊗S(yj) OY,ξ does not depend on j.
Therefore we obtain that W =Wj .
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Let K be the multiplicative set of homogeneous elements of S and B be the localized ring
B = K−1S. We denote by W = (Wi)i=1,...,r the affine open cover of (8). Since we have the
following isomorphisms of multi-graded A-modules
R(I)ϑi1ϑi2 ···ϑityj
⊗Syj B
∼= R(I)ϑi1ϑi2 ···ϑit
⊗S B for any 1 ≤ i1 < i2 < · · · < it ≤ r,
the corresponding Cˇech complex is given by
C•(W) : 0→
⊕
i
R(I)ϑi ⊗S B →
⊕
i<k
R(I)ϑiϑk ⊗S B → · · · → R(I)ϑ1···ϑr ⊗S B → 0.
Using the affine open cover (5) of MultiProjR-gr(R(I)), we get the similar Cˇech complex
C•(U) : 0→
⊕
i
R(I)ϑi →
⊕
i<k
R(I)ϑiϑk → · · · → R(I)ϑ1···ϑr → 0.
Since B is flat over S, we get the isomorphism of multi-graded A-modules
H0(C•(U))⊗S B ∼= H
0(C•(W)),
and restricting to the multi-degree 0 part in R, we get the following isomorphisms of graded
S-modules
Ŝ ⊗S B = H
0
(
MultiProjR-gr(R(I)),OMultiProjR-gr(R(I))
)
⊗S B
∼=
[
H0(C•(U))
]
0
⊗S B ∼=
[
H0(C•(W))
]
0
.
From the fact that S →֒ Ŝ is an algebraic extension, we have Quot(Ŝ) = Ŝ ⊗S Quot(S). So, by
restricting to the degree zero part, we get the following isomorphisms of rings
Ŝ(0) =
[
Ŝ ⊗S B
]
0
∼=
[[
H0(C•(U))
]
0
⊗S B
]
0
∼=
[
H0(C•(W))
]
0,0
∼= H0(W,OW ) = OX˜,η.
Finally, since π1 is a birational morphism and S˜(0) = Ŝ(0) (Lemma 2.8(iv)), we obtain
deg(H) =
[
S˜(0) : S(0)
]
=
[
Ŝ(0) : S(0)
]
=
[
OX˜,η : OY,ξ
]
= deg(π2) = deg(F).
(ii) From part (i) we have deg(F) = deg(H). Then, the equality deg(F) = deg(G) deg(H) gives
us that deg(G) = 1.
(iii) From the associative formula for multiplicity [7, Corollary 4.6.9] and part (i), we get
e(S˜) =
[
S˜ : S
]
e(S) = deg(F)e(S).
(iv) We only need prove that assuming the birationality of F and that S is integrally closed,
then we get S˜ = S. The equality deg(F) = deg(H) =
[
S˜ : S
]
and the birationality of F imply
that Quot(S˜) = Quot(S). Therefore we have the following canonical inclusions
S ⊂ S˜ ⊂ Quot(S˜) = Quot(S),
and so from the fact that S is integrally closed and that S →֒ S˜ is an integral extension, we obtain
S˜ = S. 
We end this subsection by providing a relation between the j-multiplicity of an ideal and the
multiplicity of the corresponding saturated special fiber ring. The j-multiplicity of an ideal was in-
troduced in [1]. It serves as a generalization of the Hilbert-Samuel multiplicity, and has applications
in intersection theory (see e.g. [17]).
Let A be a standard graded K-algebra of dimension δ+1 which is an integral domain. Let n be
its maximal irrelevant ideal n = A+. For a non necessarily n-primary ideal J ⊂ A its j-multiplicity
is given by
j(J) = δ! lim
n→∞
dimK
(
H0n
(
Jn/Jn+1
))
nδ
.
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Lemma 2.10. Let J ⊂ A be a homogeneous ideal equally generated in degree d. Suppose J has
maximal analytic spread ℓ(J) = δ + 1. Then, we have the equality
j(J) = d · e(D),
where D =
⊕∞
n=0
[
(Jn)
sat
]
nd
is the saturated special fiber ring of J .
Proof. We consider the associated dominant rational map G : Proj (A) 99K Proj (K[Jd]), that
satisfies dim(A) = dim(K[Jd]) because ℓ(J) = δ + 1. From [40, Theorem 5.3] and Theorem 2.4(iii)
we obtain
j(J) = d · deg(G) · e (K[Jd]) and e(D) = deg(G) · e (K[Jd]) ,
respectively. So the result follows by comparing both equations. 
As a direct consequence of this lemma we obtain a refined version of [35, Theorem 3.1(iii)].
Corollary 2.11. Let J ⊂ A be a homogeneous ideal equally generated in degree d. Suppose J has
maximal analytic spread ℓ(J) = δ + 1. If
[
(Jn)sat
]
nd
= [Jn]nd for all n≫ 0, then
j(J) = d · e(K[Jd]).
2.3. Formula for the degree of multi-graded rational maps. In this subsection, we prove a
new formula that relates the degree of F with the multiplicity of the S-module
[
H1N(R(I))
]
0
and
the degree of the image. This result will be our main tool for making specific computations. To
state it, we will need the following additional notation: for any finitely generated graded S-module
N , the (δ + 1)-th multiplicity is defined by (see e.g. [7, §4.7])
eδ+1(N) =
{
e(N) if dim(N) = δ + 1,
0 otherwise.
Corollary 2.12. Let F : X = X1 × X2 × · · · × Xm 99K Y be a dominant rational map. If
dim(Y ) = δ, then the degree of F can be computed by
deg
Ps
(Y )(deg(F)− 1) = eδ+1
([
H1N(R(I))
]
0
)
= δ! lim
n→∞
dimK
([
H1N(I
n)
]
n·d
)
nδ
.
In particular, we have that F is birational if and only if dimS
([
H1N (R(I))
]
0
)
< δ + 1.
Proof. From (2) we have the exact sequence
0→ [R(I)]0 → H
0
(
MultiProjR-gr(R(I)),OMultiProjR-gr(R(I))
)
→
[
H1N(R(I))
]
0
→ 0
which by using our previous notations can be written as
0→ S → Ŝ →
[
H1N(R(I))
]
0
→ 0.
We clearly have eδ+1(S) = degPs(Y ), then it follows that
eδ+1(Ŝ) = eδ+1(S˜) (by Lemma 2.8(iii))
= deg(F) · eδ+1(S) (by Theorem 2.4(iii))
= deg(F) · deg
Ps
(Y ).
Therefore, the previous exact sequence yields the equality
eδ+1
([
H1N(R(I))
]
0
)
= eδ+1(Ŝ)− eδ+1(S) = degPs(Y )(deg(F)− 1),
as claimed. 
Remark 2.13. Let J be an ideal in the polynomial ring K[x1, . . . , xp], and m the maximal irrelevant
ideal (x1, . . . , xp). In [12], it was shown that the limit
lim
n→∞
λ(H1m(J
n))
np
= lim
n→∞
λ(H0m(R/J
n))
np
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always exists under the assumption that K is a field of characteristic zero, but, interestingly, it is
proved that it is not necessarily a rational number. Later, in [30] it was obtained that when J is a
monomial ideal this limit is a rational number. From the previous Corollary 2.12 we have that a
similar limit obtained by restricting to certain graded strands, is always rational and also can give
valuable information for a (multi-graded) rational map.
3. Rational maps with zero-dimensional base locus
In this section we restrict ourselves to the case where the base locus B = V (I) has dimension
zero, i.e. that B is finite over K. In this case, we obtain four main different lines of results, that
we gather in four subsections. Firstly, in §3.1, we provide an algebraic proof of the degree formula
in the general multi-graded case. Then, in §3.2, we derive bounds for the degree of a rational map
from Corollary 2.12, in terms of the symmetric algebra. Thirdly, in §3.3, we apply our methods
in the case of rational maps defined over multi-projective spaces. And we conclude by providing
an upper bound for the degree of a single-graded rational map in terms of certain values of the
Hilbert function of the base ideal in §3.4.
We shall see that these upper bounds are sharp in some cases, and also that we obtain new
effective birationality criteria under certain conditions.
3.1. The degree formula. We give a formula for the degree of a multi-graded rational map,
which depends on the degrees of the source and the image, and the multiplicity of the base points.
This known formula can also be obtained with more geometric techniques (see [18, Section 4.4]).
It can be seen as a generalization of the same result in the single-graded case (see [9, Theorem 2.5]
and [53, Theorem 6.6]). Hereafter we use the same notations and conventions of §2.1. We begin
with two preliminary results.
Proposition 3.1. Assume that F : X = X1× · · ·×Xm 99K Y is generically finite. Then, we have
that dimS
([
HiN(R(I))
]
0
)
< dim(S) for all i ≥ 2.
Proof. We have defined MultiProjR-gr(R(I)) by considering R(I) as a multi-graded R-algebra, and
so we have the following morphisms
π2 : MultiProjA-gr(R(I)) ⊂ X × P
s −→ Proj(S) ⊂ Ps
v : MultiProjR-gr(R(I)) ⊂ X × A
s+1 −→ Spec(S) ⊂ As+1
where both π2 and v are determined by the inclusion S = K[y]/b →֒ R(I) that sends yi into fit,
and the only difference consists on whether we take into account the grading in y or not. Therefore,
we have that v is also generically finite, and there exists some L ∈ S for which the morphism
vL : MultiProjR-gr(R(I)L)→ Spec(SL)
is finite (see [24, Exercise II.3.7]). Thus, it follows that MultiProjR-gr(R(I)L) is affine (see [24,
Exercise II.5.17]).
From the vanishing of sheaf cohomology (see [24, III.3]) and (3), we get([
HiN(R(I))
]
0
)
L
∼=
[
HiN
(
R(I)L
)]
0
∼= Hi−1
(
MultiProjR-gr(R(I)L),OMultiProjR-gr(R(I)L)
)
= 0
for all i ≥ 2. Since
[
HiN(R(I))
]
0
is a finitely generated graded S-module then it is annihilated by
some power of L, and the claimed result follows. 
We define the degree of X as the degree of its corresponding projectively embedded variety in
P
N by means of the Segre embedding. We have the following relation between the degree of X
and the degrees of the projective varieties Xi ⊂ Pri , i = 1, . . . ,m.
Lemma 3.2. The degree of X = X1 × · · · ×Xm can be computed as
deg
PN
(X) =
δ!
δ1!δ2! · · · δm!
deg
Pr1 (X1) degPr2 (X2) · · · degPrm (Xm).
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Proof. Since the homogeneous coordinate ring of the image of X in the Segre embedding is given
by R(∆), then we have the following equality
PR(∆)(t) = PA1(t)PA2(t) · · ·PAm(t)
between the Hilbert polynomials of the standard graded K-algebras A1, . . . , Am and R
(∆). By
comparing the leading terms of both sides of the equation we get the claimed result. 
Under the present condition dim(B) = 0, we define the multiplicity of B in X by the following
formula
(9) e(B) := δ! lim
n→∞
dimK
(
H0
(
X,OX/(In)∼
))
nδ
.
Since we have the equalities
dimK
(
H0
(
X,OX/(I
n)∼
))
=
∑
p∈B
dimK
((
OX/(I
n)∼
)
p
)
=
∑
p∈B
[K(p) : K] · lengthOX,p
((
OX/(I
n)∼
)
p
)
=
∑
p∈B
[K(p) : K] · lengthRp
(
Rp/I
n
p
)
,
the expression dimK
(
H0
(
X,OX/(In)∼
))
becomes a polynomial for n≫ 0. Also, we can compute
(9) with the following equation
e(B) =
∑
p∈B
[K(p) : K] · eIp(Rp),
where eIp(Rp) denotes the Hilbert-Samuel multiplicity of the local ring Rp with respect to the
pRp-primary ideal Ip (see [7, Section 4.5]).
The degree of the base locus B = V (I) is defined in a similar way to its multiplicity (9). When
dim(B) = 0, deg(B) is given by the formula
deg(B) := dimK
(
H0
(
X,OX/I
∼
))
=
∑
p∈B
dimK
((
OX/I
∼
)
p
)
=
∑
p∈B
[K(p) : K] · lengthOX,p
((
OX/I
∼
)
p
)
=
∑
p∈B
[K(p) : K] · lengthRp
(
Rp/Ip
)
.
The theorem below provides a new algebraic proof of the degree formula for a multi-graded
rational map with finitely many base points.
Theorem 3.3. Let F : X = X1×X2×· · ·×Xm 99K Y be a dominant rational map. If dim(Y ) = δ
and dim(B) = 0, then
dδ11 · · · d
δm
m degPN (X) = degPs(Y ) deg(F) + e(B),
or equivalently
dδ11 · · · d
δm
m
δ!
δ1! · · · δm!
deg
Pr1
(X1) · · · degPrm (Xm) = degPs(Y ) deg(F) + e(B).
Proof. For n ≥ 1 we have the exact sequence of sheaves
0→ (In)∼(n · d)→ OX(n · d)→
OX
(In)
∼ (n · d)→ 0,
that gives us the following equation relating Euler characteristics:
χ
(
X, (In)∼(n · d)
)
+ χ
(
X,
OX
(In)∼
(n · d)
)
= χ(X,OX(n · d)).
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The term χ(X,OX(n · d)) for sufficiently large n becomes
χ(X,OX(n ·d)) = dimK
(
H0(X,OX(n ·d))
)
= dimK(Rn·d) =
dδ11 · · · d
δm
m degPN (X)
δ!
nδ+lower terms
the Hilbert polynomial of the standard graded K-algebra T (= R(d)) (recall that Hi(X,OX(n ·d)) =
0 for i ≥ 1 and n≫ 0; see [34, Theorem 1.6]).
Since dim(B) = 0, the summand χ
(
X, OX(In)∼ (n · d)
)
for all n≫ 0 is a polynomial
χ
(
X,
OX
(In)
∼ (n · d)
)
= dimK
(
H0
(
X,
OX
(In)
∼
))
=
e(B)
δ!
nδ + lower terms
whose leading coefficient is equal to the multiplicity of the base points.
We clearly have that F is a generically finite map, so Proposition 3.1 yields that for any i ≥ 1
and n≫ 0, the expression
dimK
(
Hi(X, (In)
∼
(n · d))
)
= dimK
([
Hi+1N (R(I))
]
0,n
)
becomes a polynomial of degree strictly less than δ. This implies that the leading coefficient of the
polynomial determined by χ
(
X, (In)
∼
(n ·d)
)
coincides with the one of the polynomial determined
by
dimK
(
H0(X, (In)
∼
(n · d))
)
.
From Theorem 2.4(iii), for n ≫ 0 the function χ
(
X, (In)
∼
(n · d)
)
is also a polynomial that has
the form
χ
(
X, (In)
∼
(n · d)
)
=
deg
Ps
(Y ) deg(F)
δ!
nδ + lower terms.
Finally, comparing the leading coefficients of these polynomials, the equation
dδ11 · · · d
δm
m degPN (X) = degPs(Y ) deg(F) + e(B)
follows. The other formula is equivalent from Lemma 3.2. 
3.2. Degree and syzygies of the base ideal. In this subsection, using the close link between
the Rees and the symmetric algebras, we derive some consequences of Corollary 2.12 in terms of
the symmetric algebra of the base ideal of a rational map. Under the assumption of having a zero
dimensional base locus, we bound the multiplicity eδ+1
([
H1N(R(I))
]
0
)
of the Rees algebra with
the corresponding multiplicity eδ+1
([
H1N
(
Sym(I)
)]
0
)
of the symmetric algebra, and the later one
is bounded by using the Z• approximation complex.
We keep here similar notations with respect to the previous one, but we assume that the image
Y is the projective space Pδ. We take this assumption because in general the symmetric algebra
Sym(I) is only a K[y]-module and not an S-module (Notation 2.2). To be precise, we restate the
notations that we use in this subsection.
Notation 3.4. Let F : X = X1 ×X2 × · · · ×Xm 99K Pδ be a dominant rational map defined by
δ+1 multi-homogeneous forms f = {f0, f1, . . . , fδ} ⊂ R of the same multi-degree d = (d1, . . . , dm),
where δ is the dimension of X. Let I be the multi-homogeneous ideal generated by f0, f1, . . . , fδ.
Let S be the homogeneous coordinate ring S = K[y0, y1, . . . , yδ] of P
δ.
Remark 3.5. Given a finitely generated S-module N , from the associative formula for multiplicity
[7, Corollary 4.6.9], we get
eδ+1 (N) = rank (N) .
The Rees algebra R(I) has a natural structure of multi-graded A-module by (4). Also, from
the minimal graded presentation of I
F1
ϕ
−→ F0
(f0,...,fδ)
−−−−−−→ I → 0,
the symmetric algebra
Sym(I) ∼= A/I1
(
(y0, · · · , yδ) · ϕ
)
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has a natural structure of multi-graded A-module. Therefore, we have a canonical exact sequence
of multi-graded A-modules relating both algebras
(10) 0→ K → Sym(I)→ R(I)→ 0.
Remark 3.6. From the pioneering work [44] (see also Lemma 4.10) we have that the torsion
submodule K is given by
K = H0I (Sym(I)) .
The following result is likely part of the folklore, but we include a proof for the sake of com-
pleteness.
Lemma 3.7. Let M be a multi-graded R-module (not necessarily finitely generated) and Z ⊂ X
be a closed subset of dimension zero. If (SuppR(M) ∩X) ⊂ Z, then we have H
j
N(M) = 0 for any
j ≥ 2.
Proof. Let i : Z → X be the inclusion of the closed set Z, M the sheafification M = M˜(n) of M
twisted by n ∈ Zm, andM |Z the restriction ofM to Z. Since the support ofM is contained in Z,
then extending M |Z by zero gives the isomorphismM
∼= i∗ (M |Z) (see [24, Exercise II.1.19(c)]).
Using (3), [24, Lemma III.2.10] and the Grothendieck vanishing theorem [24, Theorem III.2.7], we
get [
HjN
(
M
)]
n
∼= Hj−1 (X,M) ∼= Hj−1 (X, i∗ (M |Z)) = H
j−1 (Z,M |Z) = 0
for any j ≥ 2 and n ∈ Zm. 
Lemma 3.8. The following statements hold:
(i) For each i ≥ 0,
[
HiN(Sym(I))
]
0
is a finitely generated graded S-module.
(ii) If dim(B) = 0, then
rank
([
H1N(Sym(I))
]
0
)
= rank
([
H1N(R(I))
]
0
)
+ rank
([
H1N
(
H0I(Sym(I))
)]
0
)
.
Proof. (i) The proof of Proposition 2.7(i) applies verbatim.
(ii) From Remark 3.6, we can make the identification K = H0I(Sym(I)) in the short exact
sequence (10). Hence, we can obtain the following long exact sequence in local cohomology
H0N(R(I))→ H
1
N
(
H0I(Sym(I))
)
→ H1N(Sym(I))→ H
1
N(R(I))→ H
2
N
(
H0I(Sym(I))
)
.
We clearly have that H0N(R(I)) = 0, and from Lemma 3.7 we get that H
2
N
(
H0I(Sym(I))
)
= 0.
Therefore, the assertion follows. 
In the rest of this subsection one of the main tools to be used will be the so-called approximation
complexes. These complexes were introduced in [56], and extensively developed in [27], [28] and
[29]. In particular, we will consider the Z• complex in order to obtain an approximation of a
resolution of Sym(I).
We fix some notations regarding the approximation complexes, and for more details we refer
the reader to [29]. Let K• = K(f0, . . . , fδ;R) be the graded Koszul complex of R-modules:
K• : 0→ Kδ+1
dδ+1
−−−→ Kδ
dδ−→ . . .
d2−→ K1
d1−→ K0
d0−→ 0
associated to the sequence {f0, . . . , fδ}. For each i ≥ 0, let Zi be the i-th Koszul cycle and Hi
be the i-th Koszul homology, that is Zi = Ker(di) and Hi = Hi(K•). Using the Koszul complex
K(y0, . . . , yδ;A), one can construct the approximation complexes Z• andM• (see [29, Section 4]).
The Z• complex is given by
Z• : 0→ Zδ+1 → Zδ → · · · → Z1 → Z0 → 0,
where Zi =
[
Zi⊗RA
]
(i ·d,−i) for all 1 ≤ i ≤ δ+1. We have that H0(Z•) ∼= Sym(I) and Zδ+1 = 0.
Similarly, the M• complex is given by
M• : 0→Mδ+1 →Mδ → · · · →M1 →M0 → 0,
where Mi =
[
Hi ⊗R A
]
(i · d,−i) for all 1 ≤ i ≤ δ + 1.
DEGREE AND BIRATIONALITY OF MULTI-GRADED RATIONAL MAPS 15
The next theorem contains the main results of this subsection.
Theorem 3.9. Let F : X = X1×X2×· · ·×Xm 99K Pδ be a dominant rational map. If dim(B) = 0,
then the following statements hold:
(i) deg(F) = rank
([
H0N
(
H1I(Sym(I))
)]
0
)
+ 1.
(ii) We have
deg(F) ≤ rank
([
H1N
(
Sym(I)
)]
0
)
+ 1,
with equality if I is of linear type.
(iii) In terms of the Koszul cycles Zi, we get the following upper bound
deg(F) ≤ 1 +
δ∑
i=0
dimK
([
Hi+1N (Zi)
]
i·d
)
.
Proof. (i) We will consider the double complex F •,• = C•N ⊗R C
•
I ⊗R Sym(I), where C
•
N and C
•
I
are the Cˇech complexes corresponding with N and I, respectively. We have the spectral sequence
Ep,q2 = H
p
N
(
HqI(Sym(I))
)
=⇒ Hp+q(Tot(F •,•)) ∼= H
p+q
N (Sym(I)).
From Lemma 3.7 we obtain that Ep,q2 = 0 for p ≥ 2. Therefore, the spectral sequence converges
with Ep,q2 = E
p,q
∞ .
The filtration of the term H1(Tot(F •,•)) ∼= H1N(Sym(I)) yields the equality
rank
([
H1N(Sym(I))
]
0
)
= rank
([
H0N
(
H1I(Sym(I))
)]
0
)
+ rank
([
H1N
(
H0I(Sym(I))
)]
0
)
,
and assembling with Remark 3.5, Corollary 2.12, and Lemma 3.8(ii) we get
deg(F) = rank
([
H0N
(
H1I(Sym(I))
)]
0
)
+ 1.
(ii) It follows from Remark 3.5, Corollary 2.12 and Lemma 3.8(ii).
(iii) For any i ≥ 0, we have that I ·Hi = 0 and so the support of Hi is contained in B = V (I).
Hence, for any p 6∈ B we have (M•)p = 0. Applying basic properties of approximation complexes
(see e.g. [29, Corollary 4.6]), we can obtain that Hi(Z•)p = 0 for any p 6∈ B and i ≥ 1. Therefore,
from Lemma 3.7 we get that HjN(Hi(Z•)) = 0 for any j ≥ 2 and i ≥ 1.
Let {ϑ1, . . . , ϑr} be a set of generators of N and G
•,• be the corresponding double complex
0 Zδ ⊗R CrN Zδ−1 ⊗R C
r
N · · · Z0 ⊗R C
r
N 0
...
...
...
0 Zδ ⊗R C1N Zδ−1 ⊗R C
1
N · · · Z0 ⊗R C
1
N 0
0 Zδ ⊗R C0N Zδ−1 ⊗R C
0
N · · · Z0 ⊗R C
0
N 0
given by Z• ⊗R C•N. The double complex above is written in the second quadrant. Then, the
spectral sequence corresponding with the second filtration is given by
IIEp,−q2 =

HpN (Sym(I)) if q = 0
HpN (Hq(Z•)) if p ≤ 1 and q ≥ 1
0 otherwise.
Thus, it converges with Ep,−q2 = E
p,−q
∞ . In particular, we have H
1(Tot(G•,•)) ∼= H1N(Sym(I)).
On the other hand, by computing with the first filtration we get
IE−p,q1 = H
q
N(Zp).
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Therefore we obtain the following upper bound
rank
([
H1N(Sym(I))
]
0
)
≤
δ∑
i=0
rank
([
Hi+1N (Zi)
]
0
)
.
For each 0 ≤ i ≤ δ, since Zi = [Zi ⊗R A] (i · d,−i) then we have that
rank
([
Hi+1N (Zi)
]
0
)
= rank
([
Hi+1N (Zi)
]
i·d
⊗K S(−i)
)
= dimK
([
Hi+1N (Zi)
]
i·d
)
.
Finally, the inequality follows from part (ii). 
3.3. Rational maps defined over multi-projective spaces. Here we specialize further our
approach to the special case of a multi-graded dominant rational map from a multi-projective
space to a projective space. The main results of this subsection are given in Theorem 3.16 and
Theorem 3.18, where we provide effective criteria for the birationality of a bi-graded rational map
of the form P1 × P1 99K P2 with low bi-degree. We set the following notation.
Notation 3.10. Let m ≥ 1. For each i = 1, . . . ,m, let Xi be the projective space Xi = Pri and Ai
be its coordinate ring Ai = K[xi] = K[xi,0, xi,1, . . . , xi,ri ]. Let F : X = X1 ×X2 × · · · ×Xm 99K P
δ
be a dominant rational map defined by δ+1 multi-homogeneous polynomials f = {f0, f1, . . . , fδ} ⊂
R := A1⊗KA2⊗K · · ·Am of the same multi-degree d = (d1, . . . , dm), where δ = r1+ r2+ · · ·+ rm is
the dimension of X. Let I be the multi-homogeneous ideal generated by f0, f1, . . . , fδ. Let S be the
homogeneous coordinate ring S = K[y0, y1, . . . , yδ] of P
δ. Let N be the irrelevant multi-homogeneous
ideal of R, which is given by N =
⊕
j1>0,...,jm>0
Rj1,...,jm .
First we give a description of the local cohomology modules HjN(R), with special attention to
its multi-graded structure. We provide a shorter proof than the one obtained in [4, Section 6.1].
Given any subset α of {1, . . . ,m}, then we define its weight by ||α|| =
∑
i∈α ri. For i ∈
{1, . . . ,m}, let mi be the maximal irrelevant ideal mi = (xi) = (xi,0, xi,1, . . . , xi,ri). We then
have that
Hjmi(Ai)
∼=
{
1
xi
K[x−1i ] if j = ri + 1
0 otherwise.
Proposition 3.11. For any j ≥ 0 we have that
HjN(R)
∼=
⊕
α⊂{1,...,m}
||α||+1=j
(⊗
i∈α
1
xi
K[x−1i ]
)
⊗K
⊗
i6∈α
Ai
 .
Proof. First we check that H0N(R) = H
1
N(R) = 0. It is clear that H
0
N(R) = 0, and using (2) we get
the exact sequence
0→ R→
⊕
n∈Zm
H0(X,OX(n))→ H
1
N(R)→ 0.
From the Ku¨nneth formula (see [57, Tag 0BEC] for a detailed proof) and [24, Proposition II.5.13]
we obtain
H0(X,OX(n)) ∼= H
0 (X1,OX1(n1))⊗K · · ·⊗K H
0 (Xm,OXm(nm))
∼= [A1]n1 ⊗K · · ·⊗K [Am]nm
∼= Rn,
so we conclude that H1N(R) = 0.
Let j ≥ 2. Then, the Ku¨nneth formula and (3) yield the following isomorphisms
HjN(R)
∼=
⊕
n∈Zm
Hj−1(X,OX(n))
∼=
⊕
n∈Zm
 ⊕
j1+···+jm=j−1
Hj1 (X1,OX1(n1))⊗K · · · ⊗K H
jm (Xm,OXm(nm))
 .
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For each i = 1, . . . ,m we have that
⊕
n∈Z
Hji (Xi,OXi(n)) ∼=

Ai if ji = 0
Hri+1mi (Ai) if ji = ri
0 otherwise.
Therefore, we get the formula
HjN(R)
∼=
⊕
j1+···+jm=j−1
ji=0 or ji=ri
 ⊗
{i|ji=ri}
Hri+1mi (Ai)
 ⊗K
 ⊗
{i|ji=0}
Ai
 ,
which is equivalent to the statement of the proposition. 
Now we give a different proof of Theorem 2.4(iv); in this case we recover the equivalence between
the birationality of F and the equality S˜ = S. The following result is a generalization of [45,
Proposition 1.2].
Proposition 3.12. Let F : Pr1 × Pr2 × · · · × Prm 99K Pδ be a dominant rational map with
r1 + r2 + . . .+ rm = δ. Then, the map F is birational if and only if for all n ≥ 1 we have
[In]n·d =
[
(In)
sat
]
n·d
.
Proof. From Theorem 2.4(iii), the equality above implies the birationality of F .
For the other implication, let us assume that F is birational. Since F is dominant, then S =
K[y0, . . . , yδ] is isomorphic to the coordinate ring S ∼= K[Id] = K[f0, . . . , fδ] of the image. Let
T be the multi-Veronese subring T = K[Rd], then after regrading we have a canonical inclusion
S ∼= K[Id] ⊂ T of standard graded K-algebras. From Lemma 2.5 and the assumption of birationality
we get
[T : S] = deg(F) = 1.
So we have Quot(S) = Quot(T ) and the following canonical inclusions
S ⊂ T ⊂ Quot(T ) = Quot(S).
Let n ≥ 1. It is enough to prove that for any w ∈
[
(In)
sat
]
n·d
⊂ Tn, we have that w is integral
over S. Indeed, since S is integrally closed, it will imply that w ∈ Sn ∼= [In]n·d.
Let w ∈
[
(In)
sat
]
n·d
. We shall prove the equivalent condition that S[w] is a finitely generated
S-module (see e.g. [3, Proposition 5.1]). From the condition w ∈
[
(In)
sat
]
n·d
, we can choose some
r > 0 such that
Trn · w = Rrn·d · w ⊂ [I
n](r+1)n·d.
We claim that for any q ≥ r + 1 we have wq ∈ S ·Rrn·d. If we prove this claim, then it will follow
that S[w] is a finitely generated S-module.
Let {F1, . . . , Fc} be a minimal generating set of the ideal In. For q = r + 1, since wr ∈ Rrn·d
we can write
wr+1 = wrw = h1F1 + h1F1 + · · ·+ hcFc,
where deg(hi) = rn · d for each i = 1, . . . , c. For q = r + 2, since hi ∈ Rrn·d we get
wr+2 = wwr+1 =
c∑
i=1
(hiw)Fi =
c∑
i=1
 c∑
j=1
hijFj
Fi =∑
i,j
hijFiFj ,
where each hij has degree deg(hij) = rn · d. Following this inductive process, we have that for
each q ≥ r + 1 we can write
wq =
∑
β
hβF
β ,
where deg(hβ) = rn ·d for each multi-index β. This gives us the claim that wq ∈ S ·Rrn·d for each
q ≥ r + 1. 
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From Proposition 3.12 we deduce that for single-graded birational maps with non saturated
base ideal, the module Isat/I is generated by elements of degree ≥ d+ 1.
Corollary 3.13. Let F : Pr 99K Pr be a birational map whose base ideal I = (f0, · · · , fr) is given
by r + 1 relatively prime polynomials of the same degree d. Then, we have that[
Isat/I
]
≤d
= 0.
Proof. From Proposition 3.12 we already have [Isat]d = Id. If we assume that there exists 0 6= h ∈
[Isat]d−1, then we get the contradiction Id = (x0h, x1h, · · · , xrh). Therefore, we have [I
sat/I]≤d =
0. 
For multi-graded birational maps the previous condition must not be necessarily satisfied.
Example 3.14. Let F : P1 × P1 99K P2 be the birational map given by
(x1,0 : x1,1)× (x2,0 : x2,1) 7→ (x1,0x2,0 : x1,1x2,0 : x1,1x2,1).
Here, the base ideal I = (x1,0x2,0, x1,1x2,0, x1,1x2,1) is generated by forms of bi-degree (1, 1) and
N = (x1,0, x1,1) ∩ (x2,0, x2,1). The map F is birational, but we have that Isat = (I : N∞) =
(x1,1, x2,0) and so [
Isat/I
]
(1,0)
6= 0 and
[
Isat/I
]
(0,1)
6= 0.
From now on, we focus on a dominant rational map of the form F : P1 × P1 99K P2. We shall
adapt our previous results to this case and obtain a general upper bound for the degree of F .
More interestingly, we give a criterion for birationality when the bi-degrees of the fi’s are of the
form d = (d1, d2) and d1 = 1. This result extends the work of [5], where a criterion was given
for the bi-degrees (1, 1) and (1, 2). Also, in the case d = (d1, d2) = (2, 2) we provide a general
characterization for the birationality of F (see [5, Theorem 16] for a more specific result).
Proposition 3.15. Let F : P1 × P1 99K P2 be a dominant rational map such that dim(B) = 0.
Then, we have the inequality
deg(F) ≤ 1 + (d1 − 1)(d2 − 1) + dimK
([
Isat/I
]
d
)
.
Proof. From Theorem 3.9(iii) we have the inequality
deg(F) ≤ 1 + dimK
([
H3N(Z2)
]
2·d
)
+ dimK
([
H2N(Z1)
]
d
)
+ dimK
([
H1N(Z0)
]
d
)
.
By Proposition 3.11 and the fact that Z0 ∼= R and Z2 ∼= R(−3 · d), we obtain the isomorphisms
H1N(Z0) = 0 and
H3N(Z2)
∼= H3N(R)(−3 · d) ∼=
(
1
x1
K[x−11 ]
)
(−3d1)⊗K
(
1
x2
K[x−12 ]
)
(−3d2).
Thus, we get that
dimK
([
H3N(Z2)
]
2·d
)
= dimK
([
1
x1
K[x−11 ]
]
−d1
⊗K
[
1
x2
K[x−12 ]
]
−d2
)
= (d1 − 1)(d2 − 1).
The exact sequences
0→ Z1 → R
3(−d1,−d2)→ I → 0
0→ I →R→ R/I → 0
and Proposition 3.11 yield the isomorphisms
dimK
([
H2N(Z1)
]
d
)
= dimK
([
H1N(I)
]
d
)
= dimK
([
H0N(R/I)
]
d
)
= dimK
([
Isat/I
]
d
)
.
Therefore, by combining these computations, we get the claimed upper bound. 
Theorem 3.16. Let F : P1 × P1 99K P2 be a dominant rational map such that dim(B) = 0 and
d = (1, d2). Then, F is birational if and only if Id = [Isat]d.
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Proof. We get one implication from Proposition 3.12 and the other by specializing the data in the
inequality of Proposition 3.15. 
To illustrate this theorem, let F be as above and assume moreover that there exists a nonzero
syzygy of I of bi-degree (0, 1). As in [5, Remark 10], we deduce that x2,0(
∑2
i=0 αifi)−x2,1(
∑2
i=0 βifi) =
0 for some αi’s and βi’s in K and hence we deduce that there exist three polynomials p, q, r of bi-
degree (1, d2 − 1) such that I = (x2,0p, x2,1p, x2,0q + x2,1r). Therefore, the ideal I admits a
Hilbert-Burch presentation of the form
F• : 0→ R(−1,−1− d2)⊕R(−2,−2d2 + 1)→ R(−1,−d2)
3 → R.
Studying the two spectral sequences coming from the double complex F• ⊗R C•N, together with
Proposition 3.11, it is then easy to see that [Isat/I]d
∼=
[
H0N(R/I)
]
d
= 0. Thus, Theorem 3.16
implies that F is birational, a fact that can be deduced more directly and that is the main ingredient
to ensure birationality in [49]. But Theorem 3.16 provides actually a finer result. Indeed, suppose
that the ideal I admits the following more general Hilbert-Burch presentation
0→ R(−1,−µ− d2)⊕R(−2,−2d2 + µ)→ R(−1,−d2)
3 → R
where µ is a positive integer. Then, a similar computation shows that
[
H0N(R/I)
]
d
∼=
[
H2N(R)
]
(0,−µ)
and from here we deduce that F cannot be a birational map if µ > 1.
Lemma 3.17. Let F : P1 × P1 99K P2 be a dominant rational map such that dim(B) = 0 and
d = (2, 2). Then, Id = [I
sat]d if and only if deg(B) = 6.
Proof. From (2) we have the short exact sequence
0→
[
H0N(R/I)
]
d
→ [R/I]d → H
0 (X, (OX/I
∼) (d))→
[
H1N(R/I)
]
d
→ 0.
Using [5, Lemma 5] we deduce that
[
H1N(R/I)
]
d
= 0. Therefore, we obtain
deg(B) = dimK
(
H0 (X, (OX/I
∼) (d))
)
= dimK ([R/I]d)− dimK
([
H0N(R/I)
]
d
)
= 6− dimK
([
H0N(R/I)
]
d
)
from the exact sequence above, and so the claimed result follows. 
Theorem 3.18. Let F : P1 × P1 99K P2 be a dominant rational map. Suppose that dim(B) = 0
and d = (2, 2). Then, F is birational if and only if the following conditions are satisfied:
(i) Id = [I
sat]d.
(ii) I is not locally a complete intersection at its minimal primes.
Proof. The degree formula of Theorem 3.3 applied in our setting gives
deg(F) = 8− e(B).
Hence, we deduce that e(B) ≤ 7 and that F is birational if and only if e(B) = 7. We know that
deg(B) ≤ e(B), and that deg(B) = e(B) if and only if I is locally a complete intersection at its
minimal primes. Moreover, we have already seen that the condition Id = [I
sat]d is necessary for
the birationality of F (Proposition 3.12) and that it is equivalent to deg(B) = 6 (Lemma 3.17).
Therefore, assuming Id = [I
sat]d, we have that I is not locally a complete intersection at its
minimal primes if and only if
6 = deg(B) < e(B) = 7,
and the later one is equivalent to the birationality of F . 
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3.4. An explicit upper bound for the degree of a rational map defined over a projective
space. In this subsection we consider the more specific case of single-graded dominant rational
maps. The main result here is Theorem 3.22 where the upper bound for the degree of a rational
map given in Theorem 3.9(iii), is expressed solely in terms of the Hilbert functions of R/I and
Isat/I, instead of some local cohomology modules of Koszul cycles. We also show that this bound
is sharp in some cases. We set the following notation.
Notation 3.19. Let R be the standard graded polynomial ring R = K[x0, x1, . . . , xr], and m be
the maximal irrelevant ideal m = (x0, . . . , xr). Let F : Pr 99K Pr be a dominant rational map
defined by r + 1 homogeneous polynomials f = {f0, f1, . . . , fr} ⊂ R of the same degree d. Let I
be the homogeneous ideal generated by f0, f1, . . . , fr. Let S be the standard graded polynomial ring
S = K[y0, y1, . . . , yr]. Let A be the bigraded polynomial ring A = R⊗K S, where bideg(xi) = (1, 0)
and bideg(yj) = (0, 1). For any graded R-module M , we set M
∨ = ∗HomK(M,K) to be the graded
Matlis dual of M (see e.g. [7, Section 3.6]).
The following lemma is equivalent to [8, Lemma 1] in our setting; we include a proof for the
sake of completeness and the convenience of the reader.
Lemma 3.20. Let Zi and Hi be the cycles and homology modules of the Koszul complex K(f ;R),
respectively. Assume that dim(R/I) ≤ 1 and let ξ = (r + 1)(d− 1). Then,
(i) Zr+1 = 0, Zr ∼= R (−(r + 1)d), Z0 = R, Hi = 0 for i > 1, H1 = 0 if and only if dim(R/I) = 0.
If dim(R/I) = 1, then H1 ∼= ωR/I(−ξ).
(ii) If r ≥ 2 and 1 ≤ p < r, then
Hqm(Zp)
∼=

Hq−2m (R/I) if p = 1 and q ≤ r
H∨q−p−1(−ξ) if 2 ≤ p < r and q ≤ r
Z∨r−p(−ξ) if q = r + 1.
Proof. (i) This part follows from well known properties of the Koszul complex (see e.g. [7, Section
1.6]).
(ii) We only need to compute the local cohomology modules of Zp for 1 ≤ p < r.
Let 2 ≤ ℓ < r. We denote by K>ℓ• the truncated Koszul complex
K>ℓ• : 0→ Kr+1 → Kr → · · · → Kℓ+1 → Zℓ → 0,
which is exact from the condition dim(R/I) ≤ 1. Let F •,• be the double complex given by
F •,• = K>ℓ• ⊗RC
•
m. The exactness of K
>ℓ
• implies that H
• (Tot(F •,•)) = 0. Hence computing with
the first filtration we get the spectral sequence IE−p,q1 = H
q
m(K
>ℓ
p )⇒ 0, which at the first page is
given by
Hr+1m (Kr+1) H
r+1
m (Kr) · · · H
r+1
m (Kℓ+1) H
r+1
m (Zℓ)
0 0 · · · 0 Hrm(Zℓ)
...
...
...
...
0 0 · · · 0 H0m(Zℓ).
From the graded local duality theorem (see e.g. [7, Theorem 3.6.19]) and the self-duality of the
Koszul complex, we have the following isomorphisms of complexes
Hr+1m (K•)
∼=
(
HomR (K•, R(−r − 1))
)∨ ∼= (K•[r + 1] ((r + 1)d− r − 1) )∨ ∼= (K•[r + 1])∨(−ξ),
where [r + 1] denotes homological shift degree. So the top row of the diagram above is given by
the complex
K∨0 (−ξ)→ K
∨
1 (−ξ)→ · · · → K
∨
r+1−(ℓ+1)(−ξ)→ H
r+1
m (Zℓ).
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For each q ≤ r, when we compute cohomology in the page r + 3− q, we get the exact sequence
0→ IE
−(ℓ+r+2−q),r+1
r+3−q → H
∨
q−ℓ−1(−ξ)→ H
q
m(Zℓ)→
IE−ℓ,qr+3−q → 0.
Since IE
−(ℓ+r+2−q),r+1
r+3−q =
IE
−(ℓ+r+2−q),r+1
∞ = 0 and IE
−ℓ,q
r+3−q =
IE−ℓ,q∞ = 0, then we get the
isomorphism Hqm(Zℓ)
∼= H∨q−ℓ−1(−ξ) when q ≤ r.
In the case of q = r + 1, we have the exact sequence
K∨r+1−(ℓ+2)(−ξ)→ K
∨
r+1−(ℓ+1)(−ξ)→ H
r+1
m (Zℓ)→ 0,
that induces the isomorphism Hr+1m (Zℓ)
∼= Z∨r−ℓ(−ξ).
When ℓ = 1, we consider the truncated Koszul complex
K>1• : 0→ Kr+1 → Kr → · · · → K2 → Z1 → 0,
that is not exact only at the module Z1. The double complex G
•,• = K>1• ⊗R C
•
m now yields the
spectral sequence
IE−p,q1 = H
q
m(K
>ℓ
p ) =⇒ H
−p+q (G•,•) =
{
H1m(H1) if− p+ q = 0
0 otherwise.
Thus again we have the exact sequence
K∨r−2(−ξ)→ K
∨
r−1(−ξ)→ H
r+1
m (Z1)→ 0,
and this gives us the isomorphism Hr+1m (Z1)
∼= Z∨r−1(−ξ).
Finally, using the following two short exact sequences
0→ Z1 → K1 → I → 0
0→ I → R→ R/I → 0
we can obtain the isomorphisms Hqm(Z1)
∼= Hq−1m (I)
∼= Hq−2m (R/I) for q ≤ r. 
Since the linear type condition has almost no geometrical meaning, we briefly restate the equality
of Theorem 3.9(ii) in the locally complete intersection case.
Lemma 3.21. Let F : Pr 99K Pr be a dominant rational map with a dimension 1 base ideal I. If
I is locally a complete intersection at its minimal primes then
deg(F) = rank
([
H1m
(
Sym(I)
)]
0
)
+ 1.
Proof. From either [29, Section 5] or [56, Proposition 3.7] we get that I is of linear type. Thus,
the assertion follows from Theorem 3.9(ii). 
The next theorem translates Theorem 3.9(iii) in terms of the Hilbert functions of R/I and
Isat/I.
Theorem 3.22. Let F : Pr 99K Pr be a dominant rational map with base ideal I. If dim(R/I) ≤ 1,
then we have the following upper bound
deg(F) ≤ 1 +
(
d− 1
r
)
+ dimK
([
Isat/I
]
d
)
+
r−1∑
i=2
dimK
(
[R/I](r+1−i)d−r−1
)
.
Proof. Since Z0 = R and Zr ∼= R(−(r + 1)d), we have H
1
m(Z0) = 0 and
dimK
([
Hr+1m (Zr)
]
rd
)
= dimK
([
1
x
K[x−1]
]
−d
)
=
(
(d− r − 1) + r
r
)
=
(
d− 1
r
)
.
From Lemma 3.20 we obtain that
dimK
([
H2m(Z1)
]
d
)
= dimK
([
H0m (R/I)
]
d
)
= dimK
([
Isat/I
]
d
)
and
dimK
([
Hi+1m (Zi)
]
id
)
= dimK
(
[H∨0 ](i−r−1)d+r+1
)
= dimK
(
[R/I](r+1−i)d−r−1
)
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for any 2 ≤ i ≤ r − 1. Finally, by substituting these computations in Theorem 3.9(iii), we obtain
the required upper bound. 
To end this subsection, we show that the above upper bound becomes sharp for dominant plane
rational maps when the base ideal is of linear type and is defined by polynomials degree d ≤ 3.
Proposition 3.23. Let F : P2 99K P2 be a dominant rational map with a dimension 1 base ideal
I. Then, the following statements hold:
(i) deg(F) ≤ (d−1)(d−2)2 + dimK
(
[Isat/I]d
)
+ 1.
(ii) If I is of linear type and is generated in degree d ≤ 3, then
deg(F) =
(d− 1)(d− 2)
2
+ dimK
([
Isat/I
]
d
)
+ 1.
Proof. (i) It follows from Theorem 3.22.
(ii) FromTheorem 3.9(ii), the linear type assumption implies deg(F) = rank
([
H1m
(
Sym(I)
)]
0
)
+
1. The spectral sequence IE−p,q1 = H
q
m(Zp) of the proof of Theorem 3.9(iii) is given by:
H3m(Z2) H
3
m(Z1) H
3
m(Z0)
0 H2m(Z1) 0
0 0 0
0 0 0
Therefore, if we prove that
[
H3m(Z1)
]
0
= 0 then the convergence of this spectral sequence implies
the required equality. Since Z1 =
[
Z1⊗RA
]
(d,−1), then it is enough to check that
[
H3m(Z1)
]
d
= 0.
The short exact sequence
0→ Z1 → R
3(−d)→ I → 0
yields the following exact sequence
0→ H2m(I)→ H
3
m(Z1)→ H
3
m(R
3)(−d),
and so we have
[
H3m(Z1)
]
d
∼=
[
H2m(I)
]
d
∼=
[
H1m(R/I)
]
d
. Finally, from [25, Theorem 1.2(ii)] we have
that end(H1m(R/I)) ≤ 2d− 4, and so under the assumption d ≤ 3 we have
[
H1m(R/I)
]
d
= 0. 
4. Multi-graded Jacobian dual criterion of birationality
A rational map is birational if and only if its degree is equal to one, so the results we have
previously developed provide birationality criteria. Nevertheless, because of its theoretical and
practical importance, some more specific techniques have been developed to decide birationality,
mostly for single-graded rational maps. In particular, it has been shown that birationality is
controlled by a single numerical invariant that corresponds to the rank of a certain matrix called
the Jacobian dual matrix (see [52], [51], [14, §2.3 and §2.4] and [5, Section 2.2]). In this section, we
extend this theory to the multi-graded setting. In §4.1, the multi-graded version of the Jacobian
dual matrix is introduced and a general birationality criterion is proved (Theorem 4.4). As an
illustration, a very simple birationality criterion is deduced for certain monomial multi-graded
maps (Corollary 4.6). Then, in §4.2, we investigate how birationality can be detected by using
only the syzygies of the base ideal I of a rational map, instead of the whole collection of equations
of the Rees algebra of I (Proposition 4.8), which are required for the Jacobian dual matrix. Under
the assumption that I is of linear type, we also obtain a syzygy-based birationality criterion
(Theorem 4.9).
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In this section we use the same notations and conventions of §2.1. If the dominant rational map
F : X = X1 ×X2 × · · · ×Xm 99K Y has an inverse, then it is denoted by
G : Y 99K (X1, X2, . . . , Xm).
Each rational map Y 99K Xi ⊂ Pri is defined by ri+1 homogeneous polynomials gi = {gi,0, gi,1, . . . , gi,ri} ⊂
S of the same degree. For each i = 1, . . . ,m, we set Ji to be the homogeneous ideal generated by
gi.
4.1. Jacobian dual matrices and the main criterion. We begin this section with the following
preliminary lemma which is based on [5, Lemma 1], [51, Proposition 2.1] and [14, Theorem 2.18].
Lemma 4.1. Assume that F is a birational map with inverse G. Let I = (f) and J1 = (g1), . . . , Jm =
(gm). Then, the identity map of K[x,y] induces a K-algebra isomorphism between the Rees algebra
RR(I) and the multi-graded Rees algebra RS(J1 ⊕ J2 ⊕ · · · ⊕ Jm).
Proof. First we note that both algebras can be identified as a quotient of R⊗K S ∼=
K[x,y]
a1,...,am,b
. The
algebra RR(I) has a presentation given by
K[x]
a1, . . . , am
[y] ։ RR(I) = R[ft]
yi 7→ fit.
Let I = (I, a1, . . . , am)/(a1, . . . , am) denote the kernel of this map. Since Y can be identified with
Proj(K[f ]) and the two algebras K[f ] and K[ft] are isomorphic, then we get b = Ker(K[y] ։ K[f ]) =
Ker(K[y]։ K[ft]) ⊂ I, as required.
Similarly, the algebra RS(J1 ⊕ · · · ⊕ Jm) has a presentation
K[y]
b
[x] ։ RS(J1 ⊕ · · · ⊕ Jm) = S[g1t1, . . . ,gmtm]
xi,j 7→ gi,jti.
We denote by J = (J , b)/b the kernel of this map. For each i = 1, . . . ,m, we can identify Xi with
Proj(K[gi]) and as before we get ai = Ker(K[xi]։ K[gi]) = Ker(K[xi]։ K[giti]) ⊂ J .
Since now we can regard RR(I) and RS(J1 ⊕ · · · ⊕ Jm) as quotients of
K[x,y]
a1,...,am,b
, then it is
enough to prove that J ⊂ (I, a1, . . . , am) and that I ⊂ (J , b).
Let F (y,x1, . . . ,xm) ∈ J be multi-homogeneous, then we have
F (y,g1t1, . . . ,gmtm) = 0 ∈ S[g1t1, . . . ,gmtm]
and using the multi-homogeneity of F we get F (y,g1, . . . ,gm) = 0 ∈ S. From the canonical
injection S ∼= K[f ] →֒ R we make the substitution yi 7→ fi, and we obtain
F (f ,g1(f), . . . ,gm(f)) = 0 ∈ R.
By the assumption of F being birational, there exist nonzero multi-homogeneous formsD1, . . . , Dm
in R, possibly of different multi-degrees, such that
g1(f) = D1x1, g2(f) = D2x2, . . . , gm(f) = Dmxm.
Again, from the multi-homogeneity of F we get
F (f ,g1(f), . . . ,gm(f)) = D
α1
1 · · ·D
αm
m F (f ,x1, . . . ,xm) = 0 ∈ R,
and so F (f ,x1, . . . ,xm) = 0 because R is an integral domain. From the identification K[f ] ∼= K[ft]
we get
F (ft,x1, . . . ,xm) = 0 ∈ R[ft],
then by definition we get F ∈ (I, a1, . . . , am). Therefore, J ⊂ (I, a1, . . . , am).
We can prove the other containment with similar arguments. 
Let (a1, . . . , am, I) ⊂ K[x,y] be the defining equations of the Rees algebra RR(I). We shall
adopt the following notation.
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Notation 4.2. For each 1 ≤ i ≤ m, let {hi,1, . . . , hi,ki} be a minimal set of generators of the
multi-graded part of (a1, . . . , am, I) of multi-degree
(0, . . . , 1︸︷︷︸
i-th
, . . . , 0, ∗),
where ∗ denotes arbitrary degree in y. We denote by ψi the Jacobian matrix of the collection of
polynomials {hi,1, . . . , hi,ki} with respect to xi, that is
ψi =

hi,1
∂xi,0
hi,1
∂xi,1
· · · hi,1∂xi,ri
hi,2
∂xi,0
hi,2
∂xi,1
· · · hi,2∂xi,ri
...
...
...
hi,ki
∂xi,0
hi,ki
∂xi,1
· · ·
hi,ki
∂xi,ri
 .
Following [5,14,51], the matrix ψi will be called the xi-partial Jacobian dual matrix. We note that
its entries are polynomials in K[y]. Finally, the matrix obtained by concatenating all the ψi’s in
the main diagonal
ψ =

ψ1 0 · · · 0
0 ψ2 · · · 0
...
...
...
0 0 · · · ψm

will be called the full Jacobian dual matrix.
The next proposition is based on [14, Proposition 2.15]. It shows that the ranks of the Jacobian
dual matrices are sensitive to the dimensions of the source and the target.
Proposition 4.3. Let F : X1 × · · · ×Xm 99K Y be a dominant rational map. Then, we have the
following inequalities:
dim(X1) + · · ·+ dim(Xm)− dim(Y ) ≤
m∑
i=1
ri −
m∑
i=1
rankS(ψi ⊗K[y] S).(11)
rankS(ψi ⊗K[y] S) ≤ ri for each i = 1, . . . ,m.(12)
Proof. We begin with the first inequality. For each 1 ≤ i ≤ m. Let Ei be the S-module Ei =
CokerS(ψ
t
i ⊗K[y] S) with presentation
Ski
ψti⊗K[y]S
−−−−−−→ Sri+1 → Ei → 0.
The direct sum E = E1 ⊕ E2 ⊕ · · · ⊕ Em is an S-module with presentation
Sk1 ⊕ Sk2 ⊕ · · · ⊕ Skm
ψt⊗K[y]S
−−−−−−→ Sr1+1 ⊕ Sr2+1 ⊕ · · · ⊕ Srm+1 → E → 0.
By the definition of the Jacobian dual matrices we have that I1(x·ψt) ⊂ I, and we saw in the proof
of Lemma 4.1 that b ⊂ I. Hence, we get a canonical surjective homomorphism SymS(E)։ RR(I)
of S-algebras given by
α : SymS(E)
∼= S[x]/I1(x ·
(
ψt ⊗K[y] S)
)
∼= K[y][x]/
(
b, I1(x · ψ
t)
)
։ R[y]/
(
b, I1(x · ψ
t)
)
։ RR(I).
Following [54], we have that RS(E) = SymS(E)/T where T represents the S-torsion submodule
of SymS(E). Let G ∈ T , there exists some s ∈ S \ 0 such that s ·G = 0 ∈ SymS(E). By using the
isomorphisms S ∼= K[f ] ∼= K[ft] ⊂ RR(I), we can see that
0 = α(s ·G) = α(s)α(G) = s(ft)α(G) ∈ RR(I)
where s(ft) 6= 0. Since RR(I) is an integral domain then it follows that α(G) = 0, and so we have
a canonical surjective homomorphism
(13) RS(E)։ RR(I)
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of S-algebras.
Finally, from [54, Proposition 2.2] we get
dim
(
RR(I)
)
≤ dim
(
RS(E)
)
dim(R) + 1 ≤ dim(S) +m+
m∑
i=1
ri −
m∑
i=1
rankS(ψi ⊗K[y] S),
and using the equality dim(R) = dim(A1) + · · ·+ dim(Am), we substitute
dim(X1) + · · ·+ dim(Xm) +m+ 1 ≤ dim(Y ) + 1 +m+
m∑
i=1
ri −
m∑
i=1
rankS(ψi ⊗K[y] S)
dim(X1) + · · ·+ dim(Xm)− dim(Y ) ≤
m∑
i=1
ri −
m∑
i=1
rankS(ψi ⊗K[y] S).
Now, we turn to the proof of the second claimed inequality. We follow one of the steps in the
proof of [5, Proposition 3]. Fix i = 1, . . . ,m. We have that A1⊗K · · ·⊗KAi−1⊗KAi+1⊗K · · ·⊗KAm
is an integral domain, then let us denote by L its quotient field. Let X
′
i = Proj
(
L[xi]/(ai)
)
, we
define a rational map
F
′
: X
′
i 99K Y
′ = Proj(S
′
) ⊂ Ps
L
given by the classes of f0, . . . , fs inside L[xi]/(ai), and we denote S
′
:= L[f ]. Using the field
inclusion K →֒ L we can check that any polynomial in the defining equations of the Rees algebra
RR(I) is also contained in the defining equations of the Rees algebra RL[xi]/(ai)
(
I
)
. In particular,
we have that the row space of ψi ⊗K[y] S is contained in the row space of ψ
′
⊗L[y] S
′
, where ψ
′
denotes the Jacobian dual matrix of F
′
. Hence, rankS(ψi ⊗K[y] S) ≤ rankS′ (ψ
′
⊗L[y] S
′
) ≤ ri, and
the last inequality follows from [14, Corollary 2.16] or (11). 
The following birationality criterion is the main result of this section; it is the multi-graded
version of [14, Theorem 2.18] and [5, Theorem 2].
Theorem 4.4. Let F : X1 × · · · × Xm 99K Y be a dominant rational map. Then, the following
three conditions are equivalent:
(i) F is birational.
(ii) rankS(ψi ⊗K[y] S) = ri for each i = 1, . . . ,m.
(iii) rankS(ψ ⊗K[y] S) = r1 + r2 + · · ·+ rm.
In addition, if F is birational then its inverse is of the form G : Y 99K X1 × · · · ×Xm, where
each map Y 99K Xi is given by the signed ordered maximal minors of an ri × (ri +1) submatrix of
ψi of rank ri.
Proof. (i) ⇒ (ii). Let us suppose that F is birational. From Lemma 4.1 we get an isomor-
phism RR(I) ∼= RS(J1 ⊕ · · · ⊕ Jm) induced by the identity of K[x,y]. So we obtain the equality
(I, a1, . . . , am) = (J , b) that in particular gives us
(14) [(I, a1, . . . , am)](0, . . . , 1, . . . , 0︸ ︷︷ ︸
x
, ∗︸︷︷︸
y
) = [(J , b)]( ∗︸︷︷︸
y
,0, . . . , 1, . . . , 0︸ ︷︷ ︸
x
)
for each i = 1, . . . ,m. By reducing modulo b, the right hand side of (14) yields a presentation
0→ [(J , b)/b](∗,0,...,1,...,0) → S[xi]→ SymS(gi)→ 0
of the symmetric algebra SymS (gi) of gi. On the other hand, from the definition of Jacobian dual
matrices we have
[(I, a1, . . . , am)/b](0,...,1,...,0,∗) = I1
(
xi · (ψ
t
i ⊗K[y] S)
)
.
Let SyzS(gi) be the matrix of syzygies of gi. By the two previous reductions of (14), we obtain
(15) I1
(
xi · (ψ
t
i ⊗K[y] S)
)
= I1(xi · SyzS(gi)).
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Since both matrices ψti⊗K[y]S and SyzS(gi) have entries in S, the column space of SyzS(gi) is equal
to the one of ψti⊗K[y]S. Finally, the fact that rankS(SyzS(gi)) = ri implies that rankS(ψ
t
i⊗K[y]S) =
ri.
(ii) ⇒ (i). We assume that rankS(ψi ⊗K[y] S) = ri for each i = 1, . . . ,m. Let i = 1, . . . ,m.
Let Mi be a ri × (ri + 1) submatrix of ψi such that rankS
(
Mi ⊗K[y] S
)
= ri. Denote by
∆0(y),∆1(y), · · · ,∆ri(y) the ordered signed minors ofM
t
i . The Hilbert-Koszul lemma ([14, Proposi-
ton 2.1]) implies that the vector ea∆b(y) − eb∆a(y) belongs to the column space of M
t
i , and
so also to the one of ψti . Since by definition I1(xi · ψ
t
i) = [(I, a1, . . . , am)](0,...,1,...,0,∗), we get
xi,a∆b(y) − xi,b∆a(y) ∈ [(I, a1, . . . , am)](0,...,1,...,0,∗).
Making a substitution via the canonical homomorphism K[x,y]→RR(I), we automatically get
xi,a∆b(f)− xi,b∆a(f) = 0 ∈ R, for every pair a, b.
From the inclusion S ∼= K[f ] ∼= K[ft] ⊂ RR(I) and the rank assumption, we have that the tuple
(∆0(f), . . . ,∆ri(f))
does not vanish on R. Let G : Y 99K X1× · · · ×Xm where each map Y → Xi is given by the tuple
(∆0(y), . . . ,∆ri(y)) ⊗K[y] S. We have proven that G is the inverse of F .
(ii)⇔ (iii). This part follows from the inequalities of (12) and the fact that rankS(ψ⊗K[y]S) =∑m
i=1 rankS(ψi ⊗K[y] S). 
To illustrate this theorem, we provide two corollaries. The first one is a rigorous translation of
birationality in terms of an isomorphism between the corresponding Rees algebras; this result is
the multi-graded version of [51, Proposition 2.1]. The second is a specific birationality criterion
dedicated to some particular monomial maps.
Corollary 4.5. The rational map F : X = X1×· · ·×Xm 99K Y is birational with inverse G if and
only if F is dominant, the image of G is X, and the identity map of K[x,y] induces a K-algebra
isomorphism between the Rees algebra RR(I) and the multi-graded Rees algebra RS(J1⊕J2⊕· · ·⊕
Jm).
Proof. One implication was proved in Lemma 4.1. Let us assume that F and G are dominant and
the identity map of K[x,y] induces an isomorphism between RR(I) and RS(J1 ⊕ · · · ⊕ Jm).
As in Proposition 4.3, let E = CokerS(ψ
t⊗K[y]S). Identity (15) gives us a canonical isomorphism
of S-algebras
SymS(E)
∼= SymS(J1 ⊕ · · · ⊕ Jm).
From the assumption RS(J1 ⊕ · · · ⊕ Jm) ∼= RR(I), we get the following isomorphisms
RS(E) ∼= RS(J1 ⊕ · · · ⊕ Jm) ∼= RR(I),
which are induced by the identity map on K[x,y].
Performing the same computation of Proposition 4.3, now we get
dim(S) +
m∑
i=1
(ri + 1)− rankS(ψ ⊗K[y] S) = dim(R) + 1
dim(Y ) +m+ 1 +
m∑
i=1
ri − rankS(ψ ⊗K[y] S) = dim(X1) + · · ·+ dim(Xm) +m+ 1.
Since F and G are dominant, we have dim(Y ) = dim(X1) + · · · + dim(Xm). So it follows that
rankS(ψ ⊗K[y] S) =
∑m
i=1 ri.
Therefore, from Theorem 4.4 we have that F is birational. Let us denote by G
′
its inverse. Let
J
′
1, . . . , J
′
m be the base ideals of G
′
. Applying Lemma 4.1, we have that the identity map of K[x,y]
induces the following isomorphisms
RS(J
′
1 ⊕ · · · ⊕ J
′
m)
∼= RR(I) ∼= RS(J1 ⊕ · · · ⊕ Jm).
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In particular, we have an isomorphism between the symmetric algebras of J1 ⊕ · · · ⊕ Jm and
J
′
1 ⊕ · · · ⊕ J
′
m over S, which implies an equality between their syzygies. Therefore, the tuples
defining G and G
′
are proportional and so they define the same rational map. 
Now, we focus on the case of a monomial multi-graded rational map F :
(
P
1
)s
99K P
s. We
assume that I = (xα0 ,xα1 , . . . ,xαs), where each αi = (αi,1, . . . , αi,2s) is a vector of 2s entries, and
xαi denotes the monomial
xαi = x
αi,1
1,0 x
αi,2
1,1 · · · x
αi,2s−1
s,0 x
αi,2s
s,1 .
In this setting, the presentation (4) of R(I) can be encoded by the following matrix:
(16) M =

e1 e2 . . . e2s α0,1 α1,1 . . . αs,1
...
...
...
...
α0,2s α1,2s . . . αs,2s
1 1 . . . 1
 ,
where e1, e2, . . . e2s are the first 2s unit vectors in Z
2s+1. For any integer vector β ∈ Z3s+1, we
denote by xyβ the following monomial
xyβ = xβ11,0x
β2
1,1 · · · x
β2s−1
s,0 x
β2s
s,1 y
β2s+1
0 y
β2s+2
1 · · · y
β3s+1
s .
The ideal of defining equations of R(I) is a toric ideal (see [58, Chapter 4]). It is generated by the
following binomials
(17) I =
(
xyβ
+
− xyβ
−
|Mβ = 0, β = β+ − β−, β+, β− ≥ 0
)
.
The following corollary contains a very effective way of testing the birationality of F , which can
be done for instance by using Hermite normal form algorithms.
Corollary 4.6. Let F :
(
P
1
)s
99K P
s be a monomial dominant multi-graded rational map. Let A
be the submatrix of M in (16) given by the last s + 1 columns. Then, F is birational if and only
if the following conditions are satisfied for each i = 1, . . . , s:
(18)
{
γ ∈ Zs+1 | Aγ = e2i−1 − e2i
}
6= ∅.
Proof. From Theorem 4.4 we only need to check that
I(0,..., 1︸︷︷︸
i-th
,...,0,∗) 6= 0 for each i = 1, . . . ,m.
By the description of (17), this inequality is equivalent to the solution of the systems of equations
given in (18). 
4.2. Linear syzygies and some consequences. The birationality criterion provided in Theorem 4.4
requires the computation of the equations of the Rees algebra of the base ideal of a rational map.
In this subsection, we investigate how the syzygies of the base ideal can be used instead in order
to deduce, or to characterize, the birationality of a multi-graded rational map.
Notation 4.7. Let ϕ be the matrix of syzygies of I whose entries are multi-homogeneous polyno-
mials. We denote by ϕ1 the submatrix of ϕ whose columns are the columns of ψ corresponding to
syzygies of I of multi-degree (1, . . . , 0), (0, 1, 0, . . .),. . ., or (0, . . . , 1). The matrix ϕ1 is called the
linear part of the matrix ϕ.
The following proposition is based on [14, Theorem 3.2] and [5, Proposition 3].
Proposition 4.8. Let F : Pr1×· · ·×Prm 99K Pr1+···+rm be a dominant rational map. If rank(ϕ1) =
r1 + · · ·+ rm, then F is birational.
Proof. We choose a matrix ρ with entries in S such that y ·ϕ1 = x · ρ. Let E = Coker(ρ), then the
previous equality gives us the isomorphism SymR (Coker(ϕ1))
∼= SymS (E). We present the Rees
algebras RR(Coker(ϕ1)) and RS(E) by
RR(Coker(ϕ1)) =
K[x,y]
(I1(y · ϕ1), T1)
and RS(E) =
K[x,y]
(I1(x · ρ), T2)
,
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where T1 represents the R-torsion of SymR(Coker(ϕ1)) and T2 is the S-torsion of SymS(E), both
lifted to K[x,y]. Since S is an integral domain and E has rank, then RS(E) is an integral domain
and so (I1(x · ρ), T2) is a prime ideal.
Let G(x,y) ∈ T1. There exists F (x) ∈ K[x]\0 such that F (x)G(x,y) ∈ I1(y ·ϕ1) ⊂ (I1(x·ρ), T2).
We assume G(x,y) 6∈ (I1(x ·ρ), T2), then it follows that F (x) ∈ T2 due to the fact that (I1(x ·ρ), T2)
is prime and the ideal I1(x ·ρ) is generated by multi-homogeneous polynomials with positive degree
on y. Thus, there exists a polynomial H(y) ∈ K[y]\0 such that H(y)F (x) ∈ I1(x·ρ). Since I1(x·ρ)
is generated by syzygies of I, when we substitute yj 7→ fj then we get H(f)F (x) = 0. From the
fact that H(f) 6= 0 (note that here we have S ∼= K[y]), it follows the contradiction F (x) = 0.
Therefore, we have a surjective R-algebra map RR(Coker(ϕ1)) ։ RS(E), and so we get the
inequality
dim(RS(E)) ≤ dim(RR(Coker(ϕ1)))
dim(S) +
m∑
i=1
(ri + 1)− rank(ρ) ≤ dim(R) + 1 +
m∑
i=1
ri − rank(ϕ1).
Substituting rank(ϕ1) =
∑m
i=1 ri, dim(S) = 1 +
∑m
i=1 ri and dim(R) =
∑m
i=1(ri + 1), we get
m∑
i=1
ri ≤ rank(ρ).
The inclusion I1 (x · ρ) ⊂ I1 (x · ψt) gives us the inequality rank(ρ) ≤ rank(ψt). Combining this
with Proposition 4.3 we necessarily get rankS(ψ ⊗K[y] S) =
∑m
i=1 ri. Therefore, the result follows
from Theorem 4.4. 
The above proposition gives a sufficient syzyzy-based property to ensure birationality. In the
next result we prove that it becomes also a necessary condition under the assumption that the
base ideal is of linear type. This effective birationality criterion is the multi-graded version of
[14, Proposition 3.4].
Theorem 4.9. Let F : Pr1 × · · · × Prm 99K Pr1+···+rm be a rational map whose base ideal I = (f)
is of linear type. Then, the following conditions are equivalent:
(i) F is birational.
(ii) rank(ϕ1) = r1 + · · ·+ rm.
To prove this theorem, we will need the following preliminary lemma on the torsion of symmetric
algebras in the multi-graded setting. It is essentially an adaptation of [44] to the multi-graded case.
As we are following the general setup of [54], RR(I1⊕ · · ·⊕ In) means SymR(I1⊕ · · ·⊕ In) modulo
its R-torsion.
Lemma 4.10. Let R be a Noetherian commutative ring and I1, . . . , In be ideals having rank one.
Then, we have the following relation between (multi-graded) symmetric and Rees algebras
RR(I1 ⊕ · · · ⊕ In) =
SymR(I1 ⊕ · · · ⊕ In)
H0I1···In
(
SymR(I1 ⊕ · · · ⊕ In)
) .
In particular, if R is local with maximal ideal m and each Ii is m-primary then we have
RR(I1 ⊕ · · · ⊕ In) =
SymR(I1 ⊕ · · · ⊕ In)
H0m
(
SymR(I1 ⊕ · · · ⊕ In)
) .
Proof. As part of the proof of this lemma we shall obtain that RR(I1 ⊕ · · · ⊕ In) coincides with
the usual multi-graded Rees algebra
RR(I1, . . . , In) =
⊕
i1,...,in
Ii11 · · · I
in
n t
i1
1 · · · t
in
n .
By the assumption that each ideal Ii has rank one then we have grade(Ii) ≥ 1, and from the
Unmixedness Theorem (see e.g. [7, Exercise 1.2.21], [37, Theorem 125]) we can assume that Ii = (fi)
where fi = (fi,1, . . . , fi,mi) and each fi,j is an R-regular element.
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Let A be the polynomial ring A = R[T1, . . . ,Tn] where Ti = {Ti,1, . . . , Ti,mi} for each i =
1, . . . , n. The symmetric algebra SymR(I1 ⊕ · · · ⊕ In) can easily be presented by
0→ I1 → A → SymR(I1 ⊕ · · · ⊕ In)→ 0,
where I1 =
(
I1(T1 · Syz(fi)), . . . , I1(Tn · Syz(fn))
)
. On the other hand, the Rees algebra can be
presented by
0→ I → A → RR(I1, . . . , In)→ 0
Ti 7→ fiti,
where I is the ideal generated by the multi-homogeneous polynomials F (T1, . . . ,Tn) ∈ A such
that F (f1, . . . , fn) = 0. Therefore, we want to analyze the canonical exact sequence
0→ (I/I1)→ SymR(I1 ⊕ · · · ⊕ In)
α
−→ RR(I1, . . . , In)→ 0.
It is clear that the R-torsion submodule of SymR(I1 ⊕ · · · ⊕ In) is contained in Ker(α), and in
particular, by the assumption on the ideals Ii, the elements of SymR(I1 ⊕ · · · ⊕ In) annihilated by
some power (I1 . . . In)
l
are also contained in Ker(α). If we prove that any element in Ker(α) is
contained in the R-torsion submodule of SymR(I1 ⊕ · · · ⊕ In) and is annihilated by some power
(I1 · · · In)
l
, then we are done because we get the following equality and isomorphism
RR(I1 ⊕ · · · ⊕ In) =
SymR(I1 ⊕ · · · ⊕ In)
H0I1···In
(
SymR(I1 ⊕ · · · ⊕ In)
) ∼= RR(I1, . . . , In).
By the assumption that all the fi,j are R-regular, the proof of the two previous assertions will
follow from the next claim.
Claim. Let F ∈ I. Then, for any element of the form f1,j1f2,j2 · · · fn,jn (i.e. a generator of
I1 · · · In), there exists some integer l > 0 such that (f1,j1f2,j2 · · · fn,jn)
lF ∈ I1.
Proof of the claim. Fix any generators f1,j1 ∈ I1, f2,j2 ∈ I2, . . . , fn,jn ∈ In. Let F ∈ I be multi-
homogeneous of multi-degree (d1, d2, . . . , dn) we shall proceed by induction on d = d1 + · · · + dn.
In the inductive step, it is enough to prove that there exists integers α1 ≥ 0, . . . , αn ≥ 0 such that
fα11,j1f
α2
2,j2
· · · fαnn,jnF ∈ I1.
If d = 1 then F clearly satisfies the previous condition. So, we assume that d > 1 and by simply
ordering the variables Ti we may suppose that d1 ≥ 1. We can write F in the following way
F =
m1∑
k=1
T1,kHk
(
T1,k, . . . , T1,m1 ,T2, . . . ,Tn
)
Then we define the following polynomial
G =
m1∑
k=1
T1,kHk
(
f1,k, . . . , f1,m1, f2, . . . , fn
)
which belong I1. We compute the polynomial
fd1−11,j1 f
d2
2,j2
· · · fdnn,jnF − T
d1−1
1,j1
T d22,j2 · · ·T
dn
n,jn
G =
m1∑
k=1
T1,k
(
fd1−11,j1 f
d2
2,j2
· · · fdnn,jnHk
(
T1,k, . . . , T1,m1,T2, . . . ,Tn
)
−
T d1−11,j1 T
d2
2,j2
· · ·T dnn,jnHk
(
f1,k, . . . , f1,m1 , f2, . . . , fn
))
,
where each polynomial
fd1−11,j1 f
d2
2,j2
· · · fdnn,jnHk
(
T1,k, . . . , T1,m1 ,T2, . . . ,Tn
)
−T d1−11,j1 T
d2
2,j2
· · ·T dnn,jnHk
(
f1,k, . . . , f1,m1 , f2, . . . , fn
)
belongs to I and has total degree smaller than d. Therefore, the proof of the claim follows by
induction. 
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Proof of Theorem 4.9. (ii)⇒ (i) Since I is of linear type then the polynomials of f are algebraically
independent. Therefore, this implication follows from Proposition 4.8.
(i)⇒ (ii) From the assumption of F being birational, let g1, . . . ,gm be a set of representatives
of the inverse map G : Pr1+···+rm 99K Pr1 × · · · × Prm .
Since I is of linear type, we have I = I1(y · ϕ) and so we obtain the following equality
(19) I1 (y · ϕ1) = I1
(
x · ψt
)
.
Due to the isomorphism obtained in Lemma 4.1, the module (g1) ⊕ · · · ⊕ (gm) has the following
presentation
Sp
ψt
−→ Sr1+···+rm+m → (g1)⊕ · · · ⊕ (gm)→ 0.
We also also consider the module E = Coker(ϕ1) with presentation
Rp
ϕ1
−→ Rr1+···rm+1 → E → 0.
From the equality (19) we get an isomorphism SymS
(
(g1) ⊕ · · · ⊕ (gm)
)
∼= SymR(E) induced
by the identity map of K[x,y]. Then, we have the following
SymS
(
(g1)⊕ · · · ⊕ (gm)
)
∼= SymR(E)։ RR(I).
Let T be the S-torsion of SymS
(
(g1)⊕ · · · ⊕ (gm)
)
and λ be the isomorphism
λ : SymS
(
(g1)⊕ · · · ⊕ (gm)
) ∼=
−→ SymR(E)
If we prove that λ(T ) is contained in the R-torsion of SymR(E), we will get the following epimor-
phims
RS
(
(g1)⊕ · · · ⊕ (gm)
)
։ RR(E)։ RR(I).
Therefore, from Lemma 4.1 we get RS((g1) ⊕ · · · ⊕ (gm)) ∼= RR(E) ∼= RR(I) and so rank(E) = 1
which implies the statement.
Thus we shall focus on the claim below:
Claim: λ(T ) is contained in the R-torsion of SymR(E).
Proof of the claim. First, by applying Lemma 4.10 we get that there exists some l such that(
(g1) · · · (gm)
)l
T = 0. Here, we are considering (g1) · · · (gm) ⊂ S ⊂ SymS
(
(g1) ⊕ · · · ⊕ (gm)
)
,
thus
(
(g1) · · · (gm)
)l
lifts to K[x,y] exactly as
(
(g1) · · · (gm)
)l
. We map into SymR(E) using the
canonical map
K[x,y]→ SymR(E)
xi 7→ xi, yi 7→ ei,
where ei are the homogeneous generators of E given by its presentation. Summarizing, we have
that
λ
((
(g1) · · · (gm)
)l
T
)
=
(
(g1(e)) · · · (gm(e))
)l
λ(T ).
We have the canonical surjections
SymR(E)
φ1
−→ RR(E)
φ2
−→ RR(I) ⊂ R[t].
Also, we can make the identification
φ2
(
φ1
((
(g1(e)) · · · (gm(e))
)l))
=
(
(g1(ft)) · · · (gm(ft))
)l
∈ RR(I),
and from the birationality assumption we have that
(
(g1(ft)) · · · (gm(ft))
)l
6= 0. Hence, it follows
that
φ1
((
(g1(e)) · · · (gm(e))
)l)
φ1
(
λ(T )
)
= 0 ∈ RR(E)
with φ1
((
(g1(e)) · · · (gm(e))
)l)
6= 0. SinceRR(E) is an integral domain, we get our claim φ1
(
λ(T )
)
=
0. 
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5. Rational maps in the projective plane with saturated base ideal
In this section we focus on dominant rational maps F : P2 99K P2 whose base ideal I is saturated
and has dimension 1. To emphasize our interest in these cases, we recall, for instance, that the
base ideal of birational maps of degree d ≤ 4 must be saturated (see [25, Corollary 1.23]).
A straightforward application of the Auslander-Buchsbaum formula yields that the conditions
of I being saturated and perfect are equivalent. Therefore, we will assume that I has a Hilbert-
Burch presentation (see e.g. [15, Theorem 20.15]). We adopt Notation 3.19 with r = 2, and also
the following
Notation 5.1. Assume that I = (f0, f1, f2) ⊂ R(= K[x0, x1, x2]) is saturated and dim(R/I) = 1.
The presentation of I is given by
(20) 0→ R(−d− µ1)⊕R(−d− µ2)
ϕ
−→ R(−d)3 → I → 0,
where I is generated by the maximal minors of ϕ, µ1 + µ2 = d and µ1 ≤ µ2. The matrix of ϕ,
which we just denote by ϕ, is
ϕ =
 a0,1 a0,2a1,1 a1,2
a2,1 a2,2
 .
The main result of this section is Theorem 5.14 where we derive a very simple birationality
criterion for rational maps F whose base ideal satisfy (20) with the additional assumption that
µ1 = 1. This result is based on a complete description of the equations of the Rees algebra of I in
this setting, which is given in Theorem 5.12.
Before going further, we first notice that the degree of F under our assumptions is connected
to the couple of integers (µ1, µ2) defined in (20).
Proposition 5.2. Let F : P2 99K P2 be a dominant rational map with a dimension 1 base ideal I
that is saturated. Then,
deg(F) ≤ µ1µ2
with equality if and only if I is locally a complete intersection at its minimal primes.
Proof. The degree formula of Theorem 3.3 gives us deg(F) = d2 − e(B). We also know that
deg(B) ≤ e(B) and deg(B) = e(B) if and only if I is locally a complete intersection at its minimal
primes. Now, using the resolution (20) and a simple computation with Hilbert polynomials , we
get
deg(B) = PR/I(t) =
(
t+ 2
2
)
− 3
(
t− d+ 2
2
)
+
(
t− d− µ1 + 2
2
)
+
(
t− d− µ2 + 2
2
)
= d2 −µ1µ2.
Therefore, we deduce that deg(F) ≤ µ1µ2 and deg(F) = µ1µ2 if and only if I is locally a complete
intersection at its minimal primes. 
5.1. Properties of saturated base ideals. Below, we gather three technical results on some
properties of the base ideal I under our assumptions. We will need them in the sequel.
Lemma 5.3. Assume that dim(R/I) = 1 and I is saturated. Then, the following statements hold:
(i) HjI(R) 6= 0 if and only if j = 2.
(ii) AssR
(
H2I(R)
)
is a finite set and equal to
AssR
(
H2I(R)
)
= AssR
(
Ext2R(R/I,R)
)
= AssR (R/I) .
Proof. (i) From the Grothendieck vanishing theorem [6, Theorem 6.1.2] we get that HjI(R) = 0
for j > 3. The connection of grade(I) with local cohomology [6, Theorem 6.2.7] implies that
HjI(R) = 0 for j < 2 and H
2
I(R) 6= 0. Finally, a graded version of the Lichtenbaum-Hartshorne
theorem [6, Theorem 14.1.16] yields H3I(R) = 0.
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(ii) From [43, Proposition 1.1(b)] we have that AssR
(
H2I(R)
)
= AssR
(
Ext2R(R/I,R)
)
. The
module Ext2R(R/I,R) is the so-called canonical module ωR/I , and its associated primes are given
by the unmixed part Iun of I (see [48, page 250, Lemma 1.9(c)]), that is
AssR
(
Ext2R(R/I,R)
)
=
{
p ∈ AssR(R/I) | dim(R/p) = 1
}
.
Since dim(R) = 3, we finally get that Iun coincides with Isat = I. 
Using the present hypotheses we would like to better exploit the exact sequence
0→ K → Sym(I)→ R(I)→ 0.
We recall that the symmetric algebra can be easily described with the presentation (20) of I, and
its defining equations are given by
(21) (g1, g2) = (y0, y1, y2) · ϕ.
Hence, we have an isomorphism
Sym(I) ∼= A/ (g1, g2) .
We also have that {g1, g2} is a regular sequence in A (see [55, Corollary 2.2]) and so the corre-
sponding Koszul complex
(22) L• : 0→ A(−d,−2)
(
−g2
g1
)
−−−−−−→ A(−µ1,−1) ⊕ A(−µ2,−1)
(g1,g2)
−−−−→ A
is exact.
Lemma 5.4. Assume that dim(R/I) = 1, and I is saturated. Then, the torsion submodule K is
described by the exact sequence
0→ K → H2I
(
A
)
(−d,−2)
(
−g2
g1
)
−−−−−−→ H2I
(
A
)
(−µ1,−1) ⊕ H
2
I
(
A
)
(−µ2,−1).
Proof. We consider the double complex L•⊗RC•I . Computing with the second filtration we obtain
the spectral sequence
IIEp,−q2 =
{
HpI(Sym(I)) if q = 0
0 otherwise.
On the other hand, by using the first filtration we get that IE−p,q1 = H
q
I(Lp). Hence, from
Lemma 5.3(i), the only row that does not vanish in IE•,•1 is given by the complex
H2I(L•) : 0→ H
2
I
(
A
)
(−d,−2)→ H2I
(
A
)
(−µ1,−1) ⊕ H
2
I
(
A
)
(−µ2,−1)→ H
2
I
(
A
)
→ 0.
Thus we obtain
IE−p,q2 =
{
Hp
(
H2I(L•)
)
if q = 2
0 otherwise.
Since both spectral sequences collapse, from Remark 3.6 we get
K = H0I
(
Sym(I)
)
∼= H2
(
H2I(L•)
)
,
and so the assertion follows. 
Notation 5.5. For z = xi or z = yj and F ∈ A, we denote with degz(F ) the maximal degree of
the monomials of F in terms of z.
Using the presentation matrix ϕ of I, we characterize when I is of linear type.
Lemma 5.6. Assume that dim(R/I) = 1 and I is saturated. Then, I is of linear type if and only
if I1(ϕ) is an m-primary ideal.
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Proof. Using Notation 5.1, we have that g1 = a0,1y0 + a1,1y1 + a2,1y2 and g2 = a0,2y0 + a1,2y1 +
a2,2y2.
(⇒) Let us assume that I1(ϕ) is not m-primary. Then, we have that I1(ϕ) ⊃ I2(ϕ) = I and
ht(I1(ϕ)) = ht(I) = 2. So the minimal primes of I1(ϕ) are contained in the set of associated
primes of I. In particular, there exists some p ∈ AssR(R/I) with I1(ϕ) ⊂ p. From Lemma 5.3(ii)
we have that p ∈ AssR
(
H2I(R)
)
, and this implies the existence of an element 0 6= v ∈ H2I(R) that is
annihilated by I1(ϕ). Considering v as an element in H
2
I(A), we get g1 · v = g2 · v = 0. Therefore,
from Lemma 5.4 we obtain K 6= 0.
(⇐) Here we suppose that I1(ϕ) is m-primary. By contradiction, we assume K 6= 0, and choose
0 6= w ∈ K. Since H2I(A)
∼= H2I(R)⊗K S, w can be written as w =
∑l
i=1 vi⊗Kmi where vi ∈ H
2
I(R)
and mi is a monomial in S. For each 0 ≤ j ≤ 2, we have a unique decomposition
w = wj + w
∗
j ,
where wj 6= 0 is obtained by adding all the terms vi ⊗K mi such that the value of degyj (mi)
is maximal. From the condition g1 · w = g2 · w = 0, we automatically get that aj,1 · wj =
aj,2 · wj = 0. Therefore, we have obtained that I1(ϕ) is composed of zero divisors in H
2
I(A).
By the isomorphism H2I(A)
∼= H2I(R) ⊗K S and Lemma 5.3(ii), we have that AssR
(
H2I(A)
)
=
AssR
(
H2I(R)
)
= AssR(R/I). Finally, the prime avoidance lemma implies that I1(ϕ) ⊂ p for some
p ∈ AssR(R/I), and this contradicts the fact that I is saturated. 
Remark 5.7. As in [25], an alternative proof of Lemma 5.6 can be obtained from either [29, Section
5] or [56, Proposition 3.7]. Indeed, one can note that I is locally a complete intersection at its
minimal primes if and only if I1(ϕ) is an m-primary ideal. Therefore, the result follows from the
fact that I is an almost complete intersection.
5.2. An effective birationality criterion in the case µ1 = 1. In this subsection, we focus
on computing the defining equations of the Rees algebra in the case µ1 = 1 (Notation 5.1). As a
corollary of this computation, we obtain a simple characterization of birationality in the particular
case µ1 = 1 (Theorem 5.14) by means of the Jacobian dual criterion (see Section 4, but also [14]).
Our proof is inspired by the method used in [11]. We shall see that it is enough to treat the
following special case.
Notation 5.8. Assume that dim(R/I) = 1 and I is saturated. Suppose that the presentation
matrix in (20) is of the form
ϕ =
 x0 p0−x1 p1
0 p2
 .
Here we have that g1 = x0y0 − x1y1 and g2 = p0y0 + p1y1 + p2y2.
We now give a version of Lemma 5.4 that uses the more amenable ideal (x0, x1) as the support
of the local cohomology modules.
Lemma 5.9. Using Notation 5.8, the following statements hold:
(i) K = H0(x0,x1) (Sym(I)).
(ii) The torsion submodule K is determined by the following exact sequence
0→ K → H2(x0,x1)
(
A
)
(−d,−2)
(
−g2
g1
)
−−−−−−→ H2(x0,x1)
(
A
)
(−1,−1) ⊕ H2(x0,x1)
(
A
)
(−d+ 1,−1).
(iii) Via this identification, we have that K is generated by
K ∼= A ·
{
wn | 0 ≤ n ≤ d− 2 and g2 · wn = 0
}
where each wn is of the form
wn =
d−2−n∑
i=0
1
xi+10 x
d−1−n−i
1
yd−2−n−i0 y
i
1 ∈
[
H2(x0,x1)(A)(0,−2)
]
n−d
.
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Proof. (i) From Lemma 5.4 we have that any F ∈ K can be written as F =
∑l
i=1 aiy
γi , where
each ai ∈ H
2
I(R), and satisfies g1 · F = g2 · F = 0. Since g1 = x0y0 − x1y1, we can conclude that
there exists some u > 0 such that xu0F = x
u
1F = 0. From the fact that I ⊂ (x0, x1), we get a
neater description of K given by
K = H0(x0,x1) (K) = H
0
(x0,x1)
(
H0I (Sym(I))
)
= H0(x0,x1) (Sym(I)) .
(ii) To obtain the required exact sequence we follow the same arguments as in the proof of
Lemma 5.4. We consider the double complex L• ⊗R C•(x0,x1), where L• is the Koszul complex
of (22). Examining the spectral sequences corresponding to the first and second filtrations of
L• ⊗R C•(x0,x1), we obtain
K = H0(x0,x1)(Sym(I))
∼= H2
(
H2(x0,x1)(L•)
)
.
From this isomorphism we get the claimed exact sequence.
(iii) First we note that H2(x0,x1)(A)
∼= 1x0x1 K[x
−1
0 , x
−1
1 , x2, y0, y1, y2]. In this part, we describe a
set of generators of the kernel of the multiplication map
(23) H2(x0,x1)
(
A
)
(−d,−2)
g1
−→ H2(x0,x1)
(
A
)
(−d+ 1,−1).
Using that g1 = x0y0−x1y1 does not depend on the variables x2 and y2, then a set of generators of
the kernel of this map is given by just considering elements inside the subring 1x0x1 K[x
−1
0 , x
−1
1 , y0, y1].
Let F ∈ 1x0x1 K[x
−1
0 , x
−1
1 , y0, y1], then we expand it as follows:
F =
m∑
i=l
Fiy
βi
0 y
i
1
where each Fi ∈
1
x0x1
K[x−10 , x
−1
1 ]. The condition (x0y0 − x1y1)F = 0 gives the relations
x0Fly
βl+1
0 y
l
1 = 0, x1Fmy
βm
0 y
m+1
1 = 0, and
(
x0Fiy
βi+1
0 − x1Fi−1y
βi−1
0
)
yi1 = 0 for l+1 ≤ i ≤ m.
We can easily conclude that a set of generators of the kernel of (23) is given by elements of the
form
1
x0x
m+1
1
ym0 +
1
x20x
m
1
ym−10 y1 + · · · +
1
xm+10 x1
ym1
where m ≥ 0. Therefore, to conclude we only need to take into account the shifting of −d in the
grading part corresponding with R, and intersect with the elements that are also anihilated by the
other equation g2. 
Now, we describe the process of computing the so-called Sylvester forms that have been success-
fully used in several papers like [11, 25, 32].
Algorithm 5.10. Using Notation 5.8, we compute iteratively the set of forms Sylv(x0,x1)(ϕ), as
follows.
(I) Set i = 0, F0 = g2 and Sylv(x0,x1)(ϕ) = ∅.
(II) While Fi ∈ (x0, x1) we perform the following steps:
(a) Write Fi in the convenient form Fi = (Fi)x0x0 + (Fi)x1x1 to get the equation(
g1
Fi
)
=
(
y0 −y1
(Fi)x0 (Fi)x1
)(
x0
x1
)
.
Then, the (i+ 1)-th Sylvester form is computed with the determinant
Fi+1 = det
(
y0 −y1
(Fi)x0 (Fi)x1
)
.
(b) Set Sylv(x0,x1)(ϕ) = Sylv(x0,x1)(ϕ) ∪ {Fi+1}.
(c) Set i = i+ 1.
(III) Set m = i and return the set of computed forms Sylv(x0,x1)(ϕ) = {F1, . . . , Fm}.
We emphasize for later use that bideg(Fi) = (d− 1− i, i+ 1) for each 0 ≤ i ≤ m.
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The next lemma relates the torsion of the symmetric algebra with the Sylvester forms.
Lemma 5.11. In Algorithm 5.10, for each 1 ≤ i ≤ m the following statements hold:
(i) {g1, Fi} is a regular sequence.
(ii) There is an isomorphism[(
0 :Sym(I) (x0, x1)
i)]
d−1−i
∼=
[
(g1, Fi)
(g1)
]
d−1−i
.
Proof. The proof is obtained by induction on i.
Let i = 1. Since {x0, x1} and {g1, g2} are regular sequences, from Wiebe’s lemma (see e.g. [36,
Proposition 3.8.1.6]) we get the following exact sequence
(24) 0→ A/(x0, x1)
F1−→ A/(g1, g2)
(
x0
x1
)
−−−−−→ [A/(g1, g2)]
2
,
where F1 is the first Sylvester form. Thus we have F1 6∈ (g1, g2), and since g1 is an irreducible
polynomial, we get that {g1, F1} is a regular sequence. From the fact that bideg(g2) = (d − 1, 1),
for any v ∈ A with degx(v) ≤ d− 2 the exact sequence (24) gives the following equivalences
v ∈
(
(g1, g2) : (x0, x1)
)
⇐⇒ v ∈ (g1, g2, F1)⇐⇒ v ∈ (g1, F1) .
In other words, we obtain the isomorphisms[(
0 :Sym(I) (x0, x1)
)]
d−2
∼=
[
(g1, g2, F1)
(g1, g2)
]
d−2
∼=
[
(g1, F1)
(g1)
]
d−2
.
Therefore, both conditions hold for i = 1.
Let 2 ≤ i ≤ m. By induction we assume that conditions (i) and (ii) are satisfied for i−1. Again,
from Weibe’s lemma we get the exact sequence
(25) 0→ A/(x0, x1)
Fi−→ A/(g1, Fi−1)
(
x0
x1
)
−−−−−→ [A/(g1, Fi−1)]
2
,
where Fi is the i-th Sylvester form. By the same previous argument, it is clear that (g1, Fi) is a
regular sequence. Using the exactness of (25) and similar degree considerations, we have that
v ∈
(
(g1, Fi−1) : (x0, x1)
)
⇐⇒ v ∈ (g1, Fi−1, Fi)⇐⇒ v ∈ (g1, Fi)
for any v ∈ A with degx(v) ≤ d− 1− i. Thus, we also have the isomorphisms[(
(g1, Fi−1) : (x0, x1)
)
(g1, Fi−1)
]
d−1−i
∼=
[
(g1, Fi−1, Fi)
(g1, Fi−1)
]
d−1−i
∼=
[
(g1, Fi)
(g1)
]
d−1−i
.
Since degx(Fi−1) = d− 1− (i− 1) and [Sym(I)]≤d−2
∼= [A/(g1)]≤d−2, we get[(
(g1, Fi−1) : (x0, x1)
)
(g1, Fi−1)
]
d−1−i
∼=
[(
(g1, Fi−1)
(g1)
:Sym(I) (x0, x1)
)]
d−1−i
.
From the inductive hypothesis we already have[(
0 :Sym(I) (x0, x1)
i−1)]
d−1−(i−1)
∼=
[
(g1, Fi−1)
(g1)
]
d−1−(i−1)
.
By assembling these isomorphisms we conclude that the condition (ii)[(
0 :Sym(I) (x0, x1)
i)]
d−1−i
∼=
[
(g1, Fi)
(g1)
]
d−1−i
also holds for the form Fi. Therefore, we have that both conditions are satisfied for all the Sylvester
forms. 
The following theorem gives explicit generators for the presentation of R(I). It can be seen as
a natural generalization of both [11, Theorem 2.3] and [25, Theorem 2.7(i)].
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Theorem 5.12. Let Sylv(x0,x1)(ϕ) be the set of Sylvester forms computed in Algorithm 5.10. Then,
the defining equations of R(I) are minimally generated by
{g1, g2} ∪ Sylv(x0,x1)(ϕ).
In particular, it is minimally generated in the bi-degrees
(1, 1), (d− 1, 1), (d− 2, 2), . . . , (d− 1−m,m+ 1).
Proof. Let e = d− 1−m. In Lemma 5.11(ii) we proved that[(
0 :Sym(I) (x0, x1)
m)]
e
∼=
[
(g1, Fm)
(g1)
]
e
,
which implies that for any j > 0 we have
(26)
[(
0 :Sym(I) (x0, x1)
m+j)]
e−j
∼=
[(
(g1, Fm)
(g1)
:Sym(I) (x0, x1)
j
)]
e−j
.
Since Fm 6∈ (x0, x1) and g1 ∈ (x0, x1), we deduce that the term on the right is always equal to
zero.
From Lemma 5.9(iii), a set of generators for K is given by elements of the form
wn =
d−2−n∑
i=0
1
xi+10 x
d−1−n−i
1
yd−2−n−i0 y
i
1 ∈
[
H2(x0,x1)(A)(0,−2)
]
n−d
.
Hence, for any j > 0 we have that (x0, x1)
m+j · we−j = 0. The vanishing of the equation (26)
implies that we−j 6∈ K for all j > 0. Therefore, the elements wd−2, wd−1, . . . , we generate K.
Using the isomorphisms of Lemma 5.9(iii) and Lemma 5.11(ii), we identify wd−1−i as a multiple
of Fi, and this implies that F1, F2, . . . , Fm is also a set of generators of K. Finally, simple degree
considerations yield that {g1, g2, F1, F2, . . . , Fm} is a minimal set of generators. 
We are now ready for providing our birationality criterion. We notice that from Proposition 5.2,
we have that the rational map F is birational for d ≤ 2 under our assumptions. Therefore, we only
need to consider the cases d ≥ 3. Before stating the main result we make the following point.
Remark 5.13. In the presentation matrix ϕ of (20), if µ1 = 1 and ht(I1(ϕ)) = 2 then the vector
space spanned by the linear forms of the first column has dimension 2. Therefore, in this case we
can make a linear change of coordinates and assume that ϕ is given as in Notation 5.8.
The following result covers a family of birational maps that include the classical de Jonquie`res
maps (see e.g. [25, §2.1]).
Theorem 5.14. Let F : P2 99K P2 be a dominant rational map with a dimension 1 base ideal I
that is saturated. Suppose that ϕ in (20) satisfies µ1 = 1 and d ≥ 3. Then, F is birational if and
only if the following conditions are satisfied:
(i) ht(I1(ϕ)) = 2.
(ii) After the linear change of coordinates of Remark 5.13, in Algorithm 5.10 we have m = d− 2.
Proof. After a linear change of coordinates the condition of birationality remains invariant. From
the Jacobian dual criterion ([14, Theorem 2.18] or Theorem 4.4) we have that F is birational if
and only if there is another equation of bi-degree (1, ∗), and by Theorem 5.12 this is equivalent to
m = d− 2. 
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