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Résumé Partant du odage arithmétique préditif adaptatif et utilisant le prinipe du Mi-
nimum Desription Length, nous arrivons à un outil eae pour la séletion de modèles :
le ritère d'information RIC. Nous présentons ensuite une extension de es tehniques de
odage à l'estimation non-paramétrique d'une distribution et l'illustrons sur l'histogramme
des niveaux de gris d'une image.
Mots lés Critères d'information, MDL, séletion de modèles, estimation non-paramétrique,
histogrammes.
1 Introdution
Le odage arithmétique, présenté par Rissanen [7℄, est optimal en terme d'entropie. Une
version simple de e odage, pour laquelle nous renvoyons à [6℄, est utilisée dans JPEG2000
où plusieurs modèles de référene sont utilisés. Nous présentons en partie 2 une version
préditive et adaptative, utilisée notamment dans le odeur d'images médiales CALIC,
qui est un outil eae pour la séletion de modèles. Sa longueur entre en eet dans le
adre plus général des ritères d'information ou d'entropie pénalisée, introduits par exemple
dans [1,10℄ et dont les domaines d'appliations sont nombreux dès qu'il s'agit de dérire
de manière optimale une distribution, itons [2,4℄. Nous présentons aussi en partie 4 une
proédure de séletion de la partition, non néessairement régulière, d'un histogramme,
basée sur es tehniques de odage. Elle fait suite à la méthode proposée dans [9℄ et entre
dans le adre général des méthodes proposées dans [3℄ pour la séletion d'un histogramme.
2 Codage entropique et arithmétique préditif adaptatif
2.1 Codage entropique
Soit E un ensemble de m symboles. Un ode binaire sur E est une appliation injetive
C : E → ∪i∈N∗{0, 1}
i
. La longueur de C(x) est notée L(x). Si L vérie l'inégalité de
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Kraft, voir par exemple [5℄, on sait qu'elle est la longueur d'un ertain ode qui satisfait
la ondition du préxe, indispensable au déodage. Prenant P une probabilité sur E et
L = ⌈− log P ⌉, où log est le logarithme à base 2, L vérie ette inégalité et est don la
longueur d'un ode que nous onfondrons ave P . Ainsi, si P (x) est grand, L(x) est faible.
Rappelons l'inégalité de onvexité de Jensen : si P et Q sont deux probabilités sur E,
en notant IE P l'espérane sous P , on a :
H(P ) := IE P [− logP ] ≤ IE P [− logQ] =: H(P,Q) (1)
Sur des données provenant de P inonnue, l'objetif est don de trouver un odage Q
dont l'entropie roisée H(P,Q) se rapprohe de H(P ). A et eet, le odage de Human
est optimal. Cependant le odage arithmétique donne de meilleurs résultats en traitant
plusieurs symboles simultanément.
2.2 Chaînes de Markov multiples
Les Chaînes de Markov Multiples (CMM) sont le adre naturel du odage arithmétique.
Un proessus (Xn)n∈N∗ à valeurs dans E est une CMM d'ordre k ∈ N si k est le plus petit
entier vériant l'égalité P (Xn|Xn−1, . . . ,X0) = P (Xn|Xn−1, . . . ,Xn−k) pour tout n. Nous
nous plaerons toujours dans le as où ette loi onditionnelle ne dépend pas de n ; la
haîne est alors dite homogène. Une CMM d'ordre 0 est une suite de variables aléatoires
indépendantes.
Prenons les k premières variables d'une CMM d'ordre k indépendantes et de distribu-
tion uniforme sur E. Notons i ∈ E un état, j ∈ Ek un état omposé et θ(i|j) la probabilité
de voir apparaitre i après j. La donnée des (m − 1)mk réels θ(i|j), pour j ∈ Ek i par-
ourant m − 1 états de E, sut à dérire l'évolution de X. Pour θ un tel paramètre et
xn = x1, . . . , xn une haîne d'éléments de E, la vraisemblane de x
n
relativement à θ
s'érit :
P (xn|θ) =
1
mk
∏
j∈Ek
∏
i∈E
θ(i|j)n(i|j) (2)
ave n(i|j) le nombre d'ourenes de i après j dans xn.
2.3 Codage arithmétique préditif adaptatif
Soit l'intervalle ourant Ic = [0, 1[. Soit à oder x
n ∈ En à l'ordre k hoisi au préalable,
on proède par itération. Pour t ≥ 0 posons xt = x1, . . . , xt et supposons traités les t
premiers symboles, t ≥ 0 ; t = 0 signiant que le odage n'a pas enore ommené. Pour
traiter le (t+ 1)−ième, on atualise les probabilités de transitions omme suit :
θˆ(t)(i|j) =
n(t)(i|j) + 1
n(t)(j) +m
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où i ∈ E, j ∈ Ek, n(t)(i|j) et n(t)(j) sont les nombres d'ourenes respetifs de i après j
et de j dans xt ; n(t)(j) ne devant pas ompter une apparition de j à la n de ette haîne.
On pose j = xt−k+1, . . . , xt l'état atuel et on déoupe Ic selon les probabilités θˆ
(t)(i|j), un
intervalle orrespondant à un état i de E. On hoisit omme nouvel Ic elui orrespondant
à xt+1.
Une fois le dernier symbole traité et notant Ic = [a, b[, il existe deux nombres dyadiques
de longueur ⌈− log(b−a)⌉ onséutifs dans Ic. On prend pour ode de x
n
la partie fration-
naire du plus grand de es nombres. Pour illustration, prenons E = {a, b} et odons dans
la table 1 la haîne abaa à l'ordre k = 1. Puisque ⌈− log(7/24 − 1/4)⌉ = 5, le ode 01001
onvient ar son prédeesseur est 01000 et 1/4 ≤ 2−2 + 2−5 < 7/24, 1/4 ≤ 2−2 < 7/24.
Tab. 1. Codage arithmétique préditif adaptatif de la haîne abaa à l'ordre k = 1
t xt Ic θˆ
(t)(.|.) Déoupage
0 ∅ [0, 1)
(a|a) = 1/2
(a|b) = 1/2
[0, 1
2
, 1)
1 a [0, 1
2
)
(a|a) = 1/2
(a|b) = 1/2
[0, 1
4
, 1
2
)
2 ab [ 1
4
, 1
2
)
(a|a) = 1/3
(a|b) = 1/2
[ 1
4
, 3
8
, 1
2
)
3 aba [ 1
4
, 3
8
)
(a|a) = 1/3
(a|b) = 2/3
[ 1
4
, 7
24
, 3
8
)
4 abaa [ 1
4
, 7
24
)
. . .
. . .
. . .
Remarque : lors de e odage, nous apprenons les régularités d'ordre k de la haîne
à mesure que nous la déouvrons. Par onséquent, plus la haîne est régulière à et ordre,
plus nous hoisirons les grands intervalles et plus la longueur de odage sera faible.
3 Séletion de modèles par Minimum Desription Length (MDL)
Considérons le problème de séletion de modèles suivant : étant donné une haîne xn,
séletionner l'ordre kˆ d'une CMM dont xn serait une réalisation.
Pour k ∈ N, notons Θk le modèle des CMM d'ordre k et Θ la réunion des Θk. Le
nombre de omposantes libres d'un paramètre θ ∈ Θk est noté |Θk| = (m−1)m
k
. Appelons
omplexité stohastique de xn relativement au modèle Θk la longueur du ode arithmétique
de xn à l'ordre k, notée Ck(x
n). Suivant la remarque du paragraphe préédent, si xn est
une réalisation d'une CMM d'ordre k⋆, alors k⋆ minimise Ck(x
n), et don son espérane.
Le MDL préonise don de hoisir pour kˆ l'ordre minimisant Ck(x
n) ou IE [Ck(x
n)].
3.1 Estimation de la omplexité stohastique
Le alul des Ck(x
n) étant omplexe, Rissanen eetue dans [8℄ une étude détaillée de
IE [Ck(x
n)] dont le résultat essentiel est : pour k ∈ N, ε > 0, presque-tout θk ∈ Θk et n
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assez grand on a :
nH(θk) + (1− ε)
|Θk|
2
log n ≤ IE θk [Ck(x
n)] ≤ nH(θk) +
|Θk|
2
log n+ o(log n). (3)
Il est intéressant de noter que l'inégalité de gauhe est un ranement de l'inégalité
d'information de Shannon (1) : sur des données provenant de θk inonnu, le odage adaptatif
à l'ordre k donne en moyenne un nombre de bits par symbole, IE θk [Ck(x
n)]/n, plus élevé
que H(θk) + |Θk| log n/2n. Le terme |Θk| log n/2n apparait ainsi omme une obstrution
empêhant l'entropie du odage adaptatif de se rapproher de l'entropie théorique H(θk).
A partir de xn, nous estimons H(θk) par −1/n log P (x
n|θˆk), où θˆk est l'estimateur
au sens du maximum de vraisemblane de θk au sein du modèle Θk. Les inégalités (3)
suggèrent d'estimer IE θk [Ck(x
n)] par :
RIC(xn, k) = − log P (xn|θˆk) +
|Θk|
2
log n, (4)
et le prinipe du MDL répond alors au problème de séletion de modèles posé par le hoix
de kˆ = Argmin{RIC(xn, k) | k ∈ N}.
Ce ritère RIC (Rissanen Information Criterion) prend la même forme que BIC (Baye-
sian Information Criterion) proposé par Shwarz [10℄ et étudié dans le adre des CMM par
Zhao et al. [11℄.
On peut onstruire un odage arithmétique non-adaptatif, que nous appellerons simple,
il est dérit dans [6℄. Ave e odage la haîne xn est odée, à l'ordre k et ave le paramètre
θˆk, en ⌈− log P (x
n|θˆk)⌉ bits. Ainsi, minimiser la longueur de e odage revient simplement
à maximiser la vraisemblane. En termes de ritères d'information, 'est don le fait de
oder de manière adaptative qui rée la pénalité
|Θk|
2 log n, permettant ainsi la séletion du
bon modèle. Cela est illustré dans le paragraphe suivant.
3.2 Comparaison des odages et ritères sur simulation d'une CMM
Nous générons une réalisation xn, n = 2000, d'une CMM d'ordre k⋆ = 5 à 2 états.
L'entropie du paramètre θ5 utilisé est H(θ5) = 0.527. Sur ette haîne, pour k = 0, . . . , 7,
nous eetuons le odage arithmétique simple à l'ordre k, le odage arithmétique adaptatif
à l'ordre k, le alul du maximum de vraisemblane MV(xn, k) = − log P (xn|θˆk) et le alul
de RIC(xn, k). Les résultats divisés par n sont donnés en gure 1.
Les ourbes de odage adaptatif et RIC présentent nettement un minimum en l'ordre
reherhé k⋆ ; ela s'explique par la remarque du paragraphe 2.3. L'absene d'adaptivité
du odage simple justie la superposition des deux autres ourbes et don le phénomène
de surparamétrisation observé : le ritère MV préfère un ordre 7.
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Fig. 1. Comparaison des diérentes longueurs de odages et du ritère étudié.
4 Appliation à la desription d'une distribution par histogramme
Nous présentons ii une appliation du odage arithmétique adaptatif au adre non-
paramétrique de l'estimation de densité par histogramme. Soit une densité f inonnue sur
I, xn un éhantillon de ette distribution et Π une partition de I àm intervalles (Ij)j∈[[1,m]].
4.1 Le ritère proposé
Il s'appuie sur un odage sans perte des données xn, eetué à l'aide de Π, que nous
présentons ii.
Pour i ∈ [[1, n]], on note yi ∈ E = [[1,m]] le numéro de l'intervalle dans lequel tombe
xi. Par indépendane des xi, le odage arithmétique adaptatif de y
n
à l'ordre k = 0 sera le
meilleur. Notons L(yn|Π) la longueur de e odage. A i xé, nous pouvons retrouver le xi
orrespondant à un yi en eetuant, à l'intérieur de l'intervalle Iyi , un odage à longueur
xe log lyi/r où lyi est la longueur de Iyi et r la préision de la mahine. La longueur du ode
néessaire pour retrouver xn à partir de yn est alors L(xn|yn) :=
∑m
j=1 nj log lj − n log r
où nj est le nombre de xi tombant dans Ij .
La longueur du ode sans perte de xn est L(xn|Π) := L(yn|Π)+L(xn|yn). Il faut, pour
déoder, onnaitre la partition utilisée ; la longueur néessaire à son odage étant faible
devant L(xn|Π), nous l'omettons. Estimons L(yn|Π) par RIC(yn, 0) (4) et dénissons le
nouveau ritère :
Crit(xn|Π) = RIC(yn, 0)+L(xn|yn) = − log P (yn|θˆ0)+
m− 1
2
log n+
m∑
j=1
nj log lj−n log r
où θˆ0(j) = nj/n est estimé au sens du maximum de vraisemblane. Utilisant (2) il vient
Crit (xn|Π) = −
m∑
j=1
nj log
nj
nlj
+
m− 1
2
log n− n log r (5)
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qui entre dans le adre général des ritères utilisés par exemple par Birgé [3℄ pour la
séletion d'un histogramme.
Le prinipe du MDL préonise de hoisir pour partition elle qui minimise e ritère.
Le nombre de partitions de I étant trop élevé, on se restreint à la lasse des sous-partitions
d'une partition Π
max
à R intervalles donnée. Nous utilisons la méthode de programmation
dynamique proposée par Rissanen et al. [9℄ qui permet de trouver la sous-partition optimale
de Π
max
en cR2 opérations seulement, où c est une onstante.
4.2 Exemples
Pour une densité Laplaienne e−|x|/2 (par exemple une distribution de oeients AC
de blos DCT 8 × 8 dans JPEG), ave I = [−5, 5] et Πmax la partition régulière de
pas 2.10−2, on obtient la partition présentée en gure 2.(a) ; la distribution théorique est
également représentée. Sur l'histogramme des 256 niveaux de gris de l'image Léna, ave
I = [0, 255], la partition hoisie 2.(b) a 39 intervalles. Dans les deux as, le ritère hoisit
plus d'intervalles aux endroits où la densité présente de fortes variations. La reonstrution
de l'image Léna sur les 39 niveaux de gris hoisis est donnée en gure 3.(b). Elle présente
un PSNR de 38,52 dB par rapport à l'image originale et est visuellement très aeptable.
(a) (b) ()
Fig. 2. Histogramme hoisi sur une Laplaienne (a) et histogramme hoisi sur l'image
Léna en 39 lasses () à partir de la distribution initiale en 256 lasses (b).
4.3 Conlusion
Nous avons présenté, à partir du MDL, un proédé de desription d'une distribution
par un histogramme. L'obtention d'un tel histogramme à partir des données numériques
peut-être exploitée dans un ontexte de reonnaissane de formes. De plus, l'utilisation du
ritère présenté peut aussi être d'un intérêt ertain dans la haîne de odage soure d'une
image ou d'une vidéo.
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(a) (b)
Fig. 3. L'image originale (a) et l'image reonstruite (b) sur 39 niveaux pour un PSNR de
38,52 dB.
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