discrete by Ghislaine Gayraud & Christophe Pouet
Goodness-of-ﬁt test with a composite null hypothesis in the
discrete regression scheme.
Ghislaine Gayraud
CREST, Timbre J340, 3 av. P. Larousse, 92241 Malakoﬀ Cedex, and,
Laboratoire de Math´ ematiques Raphael Salem, Universit´ e de Rouen,
&
Christophe Pouet
Centre de Math´ ematiques et Informatique,
Universit´ e de Provence
39, rue Joliot Curie, 13453 MARSEILLE CEDEX 13, France.
August 8, 2008
Abstract
We consider the problem of testing hypotheses on the regression function from data
observed on the regular grid on [0,1]. We are interested in choosing the optimal sequence
ψn decreasing to zero as the number of observations increases, so that it gives the minimal
distance between the parametric class and the alternative set such that a successful testing is
possible. To solve this problem, we use the minimax approach. We propose a goodness-of-ﬁt
test that achieves the optimal distance ψn, and ﬁnally we prove the lower bound showing
that no test can be consistent if the distance between the parametric class and the alternative
set is of order smaller than ψn.
Key words : Parametric versus nonparametric hypotheses testing, minimax rate of testing,
goodness-of-ﬁt, regression model.
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1 Introduction
Discrete regression models are frequently used in statistics and in econometrics. If the model is
mispeciﬁed, it can lead to very inaccurate results. Therefore, the problem of test on regression
function is essential since it allows to check a speciﬁcation of the model. Nonparametric methods
seem to be natural if you don’t have in mind the correct type of model departure. Moreover,
the choice of goodness-of-ﬁt tests is reasonable since they don’t require a speciﬁc knowledge on
the regression function and they ﬁt the model to the data.
There have been a number of papers concerning nonparametric hypothesis testing in the
regression model. The main approach used to evaluate the eﬃciency of test is based on sequences
of local alternatives : Eubank and Hart (1992), H¨ ardle and Mammen (1993) (they also have
a minimax result), Zheng (1996), Stute (1997), Durot and Tocquet (1998), Ramil Novo and
Gonzalez Manteiga (1998), Stute et al. (1998), Dette (1999), H¨ ardle and Kneip (1999). Most of
those papers also consider the null hypothesis to be all linear combinations of ﬁxed regression
functions. On the other hand, some papers contain minimax results as in H¨ ardle et al. (1997)
where the regression function is supposed to belong to an H¨ older class, in Spokoiny (1997a,
1997b) and Feldman et al. (1998) in which the null hypothesis is the set of linear functions, in
1Gayraud and Tsybakov (1999) who considered the case of the bi-dimensional binary regression
model and in Baraud et al. (2000) in which their test is minimax over classes of vectors related to
Besov bodies and no assumption on f is required. Finally, the closest paper from our approach
is Horowitz and Spokoiny (2001) who have adaptive minimax results with a composite null
hypothesis for H¨ older spaces.
We consider the usual regression model deﬁned as follows
Yi = f (xi) + ξi, i = 1,...,n, (1)
where f deﬁned on [0,1], belongs to the class Σ(K) = {f continuous on [0,1] : V (f) ≤ K} (with
V (f) the total variation of f, see Rudin (1974), Chapter 8), where ξi, i ∈ {1,...,n} are i.i.d.
real random variables with zero mean and unknown variance σ2 > 0, and where xi are deter-
ministic equispaced on [0,1] and numbered in such a way that |xi − xi−1| = 1/n,∀i = 2,...,n.
Assume that a parametric family FΘ = {fθ ∈ Σ(K),θ ∈ Θ} is given, where Θ ⊆ Rd, is some
set of parameters.
Given the sample Y1,...,Yn, we consider the problem of testing the composite parametric hy-
pothesis
H0 : f ∈ FΘ,
against the nonparametric alternative,
H1 : f ∈ Λn(ψn),
where
Λn(ψn) =
 
f ∈ Σ(K) : inf
θ∈Θ
 f − fθ 2 ≥ ψn
 
,
where      2 denotes the L2-norm and ψn is a sequence of positive numbers decreasing to zero
as n goes to inﬁnity. Note that Λn(ψn) is deﬁned by three parameters : the class Σ(K), the
L2–norm and ψn. The sequence ψn will be chosen so that it gives the minimal distance between
the set of hypotheses FΘ and the set of alternatives such that a successful testing is possible.
Let ∆n denote a test, i.e. a function with values 0,1 (we do not consider randomized test
here) which is measurable with respect to the observations Y1,...,Yn. We accept H0 if ∆n = 0
and we reject H0 if ∆n = 1. Introduce the ﬁrst-type error,
R0(∆n) = sup
θ∈Θ
Pfθ{∆n = 1},
and the second-type error,
R1(∆n,ψn) = sup
f∈Λn(ψn)
Pf{∆n = 0}.
The index f means that the measure Pf is generated by the observations Yi, when their mean
is f(xi). The properties of tests ∆n are characterized by both errors R0(∆n) and R1(∆n,ψn).
As usual, we call ∆n a test of asymptotical level α if
limsup
n→∞
R0(∆n) ≤ α, (2)
where α ∈ (0,1) is a given value.
2In this paper we deﬁne a test ∆n of asymptotical level α having the property that for any
β ∈ (0,1), one can ﬁnd a constant A > 0 such that
limsup
n→∞
R1(∆n,An−1/3) ≤ β. (3)
In other words, the power of our test ∆n on the alternatives Λn(Aψn) with ψn = n−1/3 can be
made arbitrary close to 1 by choosing A large enough.
At the ﬁrst glance, it is not clear that the choice ψn ∼ n−1/3 used in (3) is the right one. In
fact, why one cannot get the result (3) with ψn = o(n−1/3) in place of An−1/3, i.e. to distinguish
successfully the hypothesis from the alternatives that are much closer than n−1/3 from FΘ in
     2-norm? The answer is given by proving the following lower bound : there exists a > 0
(small enough) such that
liminf
n→∞
inf
∆n
R1(∆n,an−1/3) ≥ β, (4)
where the inﬁmum is taken over all tests ∆n of asymptotical level α. Thus, choosing a > 0
small enough we cannot guarantee that limsupn→∞ R1(∆n,an−1/3) ≤ β for β arbitrarily close
to 0, whatever is the test ∆n of level α. This is reciprocal to (3). Taken together, the results (3)
and (4) imply that n−1/3 is the minimax rate of testing M.R.T. (borrowing the terminology of
Ingster (1993)). Our result is interesting since the M.R.T. we obtain is between the worst one
that can be obtained in nonparametric estimation i.e. n−1/4 and the parametric one.
The paper is organized as follows. In the next section, we deﬁne a goodness–of–ﬁt test which
is optimal in the sense that both relations (2) and (3) are satisﬁed. The results are stated in
Section 3 and the proof are postponed in Section 5. Section 4 is devoted to remarks.
2 Deﬁnition of test which achieves the M.R.T.
From now, suppose without loss of generality that m is integer. First, the interval [0,1] is divided
into m subintervals of length 1
m, A1,...,Am :
Ak =
 k−1
m , k
m
 
for k = 1,...,m − 1, and Am =
 m−1
m ,1
 
.
Denote Ik = {i : xi ∈ Ak}. The construction of the test statistic is then based on the family of
statistics Tn(θ) deﬁned by
Tn (θ) =
1
m
m  
k=1
m2
n2ˆ σ2
 
i∈Ik,j∈Ik
i =j
(Yi − fθ (xi))(Yj − fθ (xj)), (5)
where
ˆ σ2 =
1
2(n − 1)
n  
i=2
(Yi − Yi−1)2.
Finally, the test statistic is deﬁned as follows
∆n = 1IinfΘ Tn(θ)>c0ρn, (6)
where c0 = Φ−1(1 − α) (respectively Φ) is the (1 − α)–quantile (respectively the c.d.f.) of the
standard normal distribution N(0,1) and ρn =
√
m
n .
3Some remarks are in order here. First, it would be more natural to consider ˜ Tn(θ) =
1
(n−1)ˆ σ2
 n
i=2 (Yi − fθ (xi))(Yi−1 − fθ (xi−1)) instead of Tn(θ) (see (5)) but it does not lead to
the M.R.T. since it allows to achieve the rate n−1/4. Moreover, a nice feature of Tn(θ) is to deal
with a number m, growing with n, of independent variables. From a practical point of view, it
is interesting to notice that our test statistic is a completely data-driven test and that it has a
simple form for implementation.
3 Assumptions and Results
Assume the following:
(A1) Θ is a compact set in I Rd and ∀θ,θ′ ∈ Θ,sup0≤x≤1 |fθ (x) − fθ′ (x)| ≤ Q θ − θ′ 
ν, where
ν is a positive number, and       denotes the Euclidean norm in I Rd.
(A2) The random variables ξ1,...,ξn are i.i.d., with zero mean and with unknown ﬁnite variance
σ2 and unknown ﬁnite fourth moment. Their density function, g, is strictly positive over
the whole real line.
(A3.Sup) IP(|ξi| ≥ y) = O
 
y−(3+δ) 
, ∀i ∈ {1,...,n} and for some δ > 0.
(A3.Inf) The density function, g, is twice diﬀerentiable, and there exists C1 > 0 such that
∀y,|y| < C1 :
   
   
 
 
g′ (x)
2
g (x)
dx
   
   
 
≤ K1, (7)
   
   
 
 
1
g (x)
   1
0
g(2) (x + yt)(1 − t)dt
 2
dx
   
   
 
≤ K2, (8)
 
   
 
 
g′ (x)
g(x)
   1
0
g(2) (x + yt)(1 − t)dt
 
dx
 
   
  ≤ K3, (9)
 
   
 
 
1
g (x)
   1
0
g(2) (x + yt)(1 − t)dt
    1
0
g(2) (x − yt)(1 − t)dt
 
dx
 
   
  ≤ K4. (10)
Theorem 1 deals with the upper bound. It states that our test can achieve asymptotically
given ﬁrst-type and second-type errors under some mild conditions (A1)-(A3.Sup).
Theorem 1 (Behaviour of ∆n under the null hypothesis and under the alternative)
Under (A2), the test ∆n is of asymptotical level α.
With m = n
2
3, suppose that assumptions (A1)–(A3.Sup) hold. Then, for any β ∈ (0,1) there
exists a constant A > 0 such that relation (3) holds.
Theorem 2 states that the result of Theorem 1 cannot be improve i.e. it gives the lower
bound on the distance between the null hypothesis and the alternative such that a test with a
given second type error is impossible. The main diﬃculty in studying minimax testing problems
in the case of composite null hypothesis is to prove the lower bound; this diﬃculty lies in the
construction of the parametric family which must be included in the whole class Σ(K) and also
which must be separated from the null hypothesis by ψn in the L2–norm. This is achieved
4by randomizing the alternative class of functions. For this result, we need some more pointed
assumptions :
- ﬁrst, the result holds under assumption (A3.Inf), which is satisﬁed in the particular case
of normal densities of probability.
- second, as usual with a composite null hypothesis, the existence of one particular θ0 ∈ Θ
such that fθ0 belongs to Σ(K/2) is needed in order to construct the randomized alternative class
of functions.
Theorem 2 (Minimax lower bound)
Suppose that (A1)–(A3.Inf) hold and that there exists fθ0 ∈ FΘ such that fθ0 ∈ Σ(K/2). Then,
there exists a > 0 such that (4) holds, where ∆n is the inﬁmum over all tests ∆n of asymptotical
level α ∈ (0,1).
Proposition 1 Under assumption (A2), the estimate ˆ σ2 satisﬁes
∀γ > 0 sup
f∈Σ(K)
IPf(|ˆ σ2 − σ2| > γ) −→n→∞ 0.
4 Remarks
1. The choice of the class of bounded variation functions.
In the minimax estimation or testing problems, one usually considers functional classes like
Sobolev balls, H¨ older classes, ellipsoids in lp, Besov balls, and therefore the question of the
choice of bounded variation functions naturally arises. The answer would be that we technically
need a kind of assumption on f which concerns a rich class of functions. To demonstrate
that, ﬁrst note that absolutely continuous functions and monotone functions form subclasses of
bounded variation functions of one variable. Moreover, in the case of several variables, Sobolev
functions are contained within the class of bounded variation; the multivariate theory have been
extensively studied since it produces a nice structure that draws heavily from geometric measure
theory (for more details on this topic see Ziemer, 1989). Second, the bracketing number for the
space of functions with total variation bounded by 1 is growing exponentially fast, which means
that this space is quite large (see Van der Vaart, Section 19.2, 1998). Finally, the bounded
variation functions have a countable set of discontinuity of ﬁrst type and no discontinuity of
second-type (see Bruneau, Chapter 5, 1974). Although we consider functions that are also
continuous, it means that the set Σ(K) includes functions with very fast increase on intervals as
small as we want. This feature seems rather natural in many applications since there are large
areas where the change is very slow and a small number of areas where external factors cause
very fast increase or decrease (e.g. political crisis).
2. The particular case of H¨ older functions.
We are able to compute the minimax rate of testing hypothesis in the same set-up with the
H¨ older space H (β,L) with β > 1/4, instead of the space of bounded variation functions. In
this case the M.R.T. is n
−
2β
4β+1 and the test which achieves the M.R.T., is deﬁned exactly as our
test ∆n (see (6) for its deﬁnition) with m = n
2
4β+1 in place of m = n
2
3. Horowitz and Spokoiny
(2001) have an adaptive result in this set-up but their assumptions on the regularity of the
parameter θ are stronger than ours. In the particular case of a class of H¨ older functions, it can
be shown that the M.R.T. improves the corresponding minimax rate of estimation (M.R.E.) of
the regression function; actually the M.R.T. is the same as the M.R.E. in the estimation of the
regression function of the L2–norm (Donoho and Nussbaum, 1990) .
53. Comparaison between bounded variation functions and H¨ older functions.
It is interesting to note that the M.R.T. obtained for the class of bounded variation functions is
the same as the one obtained for H¨ older spaces when β = 1
2. Moreover, both tests are exactly
the same for a special choice of K and L. It means that our test provides a kind of adaptivity
which we will call “horizontal adaptivity” (by opposition to adaptivity of scales of embedded
spaces or nearly embedded spaces). There exist functions which are H¨ olderian such that they
have inﬁnite variation over [0,1]; the converse also holds. A striking example is the family of
functions as simple as
 
xk,k ≥ 0
 
which becomes very spiky around 1 as k increases but which
does not belong to any H¨ older spaces. This fact must be further investigated and raises many
questions.
4. The importance of the choice of the distance which deﬁnes the alternative.
The diﬃculty in the proof of Theorem 1 is to “measure” the approximation of the L2–norm
by the discrete sum of square terms f − fθ calculated in the design points xi,i = 1,...,n. To
solve this point, the assumption of bounded variation of the regression functions is needed and
the “measurement” is made via Koksma’s inequality. If we had deﬁned the alternative class of
functions separated from those in FΘ with the discrete sum as in Baraud, Huet and Laurent
(2000), no regular assumption on f would be needed.
5. Possible extensions.
We should be able to extend our result to the case of a design in d-dimension since Koksma’s in-
equality has a counterpart in d-dimension (Koksma-Hlawka’s inequality, see Kuipers and Nieder-
reiter, p.151, 1974).
5 Proofs
5.1 Proof of the upper bound
5.1.1 Proof of Theorem 1
Proof of relation (2) :
Let us prove that our test (6) is of asymptotical level α. Let fτ be the true regression
function. Then,
Tn (θ) =
1
m
m  
k=1
m2
n2ˆ σ2
 
i∈Ik,j∈Ik
i =j
(ξi + fτ (xi) − fθ (xi))(ξj + fτ (xj) − fθ (xj)),
and
inf
θ∈Θ
Tn(θ) ≤
1
m
m  
k=1
m2
n2ˆ σ2
 
i∈Ik,j∈Ik
i =j
ξiξj.
Thus, for any τ ∈ Θ, the ﬁrst-type error can be uniformly bounded,
sup
Θ
IPfθ(∆n = 1) ≤ IP




1
m
m  
k=1
m2
n2ˆ σ2
 
i∈Ik,j∈Ik
i =j
ξiξj > c0ρn



. (11)
Note that the right-hand side of (11) does not depend on τ. According to Proposition 1, the
central limit theorem and the value of c0 entail that its limit is α. Thus, relation (2) is then
proved.
6Proof of relation (3) :
Next, let us study the asymptotic behavior of the test (6) under the alternative. Let f be
the true regression function. The random variable Tn(θ) can be rewritten in the following way
Tn(θ) =
1
m
m  
k=1
m2
n2ˆ σ2
 
i∈Ik,j∈Ik
i =j
(ξi + f (xi) − fθ (xi))(ξj + f (xj) − fθ (xj)),
=
1
m
m  
k=1
m2
n2ˆ σ2
 
i∈Ik,j∈Ik
i =j
ξiξj + 2
1
m
m  
k=1
m2
n2ˆ σ2
 
i∈Ik,j∈Ik
i =j
(f (xi) − fθ (xi))ξj
+
1
m
m  
k=1
m2
n2ˆ σ2
 
i∈Ik,j∈Ik
i =j
(f (xi) − fθ (xi))(f (xj) − fθ (xj)).
Set
Tn,1 =
1
m
m  
k=1
m2
n2σ2
 
i∈Ik,j∈Ik
i =j
ξiξj,
Tn,2(θ) = 2
1
m
m  
k=1
m2
n2σ2
 
i∈Ik,j∈Ik
i =j
(f (xi) − fθ (xi))ξj,
Tn,3(θ) =
1
m
m  
k=1
m2
n2σ2
 
i∈Ik,j∈Ik
i =j
(f (xi) − fθ (xi))(f (xj) − fθ (xj)).
Since Tn,1 is independent of θ, we have
sup
f∈Λn(Aψn)
IPf
 
∆n = 0
 
= sup
f∈Λn(Aψn)
IPf
 
Tn,1 + inf
θ∈Θ
(Tn,2 (θ) + Tn,3 (θ)) ≤ c0ρn
ˆ σ2
σ2
 
.
For any β ∈ (0,1), denote c1 = Φ−1 (1 − α)−Φ−1 (β) and D1 =
 
infθ∈Θ (Tn,2 (θ) + Tn,3 (θ)) ≤ c1ρn
ˆ σ2
σ2
 
.
Thus,
sup
f∈Λn(Aψn)
IPf
 
∆n = 0
 
= sup
f∈Λn(Aψn)
IPf
  
∆n = 0
 
∩ Dc
1
 
+ sup
f∈Λn(Aψn)
IPf
  
∆n = 0
 
∩ D1
 
,
≤ sup
f∈Λn(Aψn)
IPf
 
Tn,1 ≤ (c0 − c1)ρn
ˆ σ2
σ2
 
+ sup
f∈Λn(Aψn)
IPf (D1). (12)
Since Tn,1 is independent of f and c0 −c1 = Φ−1 (β), the central limit theorem and Proposition
1 entail that for any f ∈ Λn(Aψn),
lim
n→∞
IPf
 
Tn,1 ≤ (c0 − c1)ρn
ˆ σ2
σ2
 
= β. (13)
To evaluate supf∈Λn(Aψn) IPf (D1) in (12), we use the following Lemma.
7Lemma 1 Let ˆ A =
 
(Φ−1 (1 − α) − Φ−1 (β))σ2 + 8K2, and A = (1 + γ) ˆ A where γ > 0 and
Φ is the c.d.f. of the standard normal distribution. Then, under (A1)–(A3.Sup), uniformly over
Λn(Aψn), IPf (D1) → 0 as n goes to inﬁnity.
Proof of Lemma 1 is given in Appendix.
From (12), (13) and applying Lemma 1, there exists A deﬁned in Lemma 1 such that relation
(3) is satisﬁed.
5.1.2 Proof of Proposition 1
For any f in Σ(K) :
ˆ σ2 =
1
2(n − 1)
n  
i=2
(Yi − Yi−1)2,
=
1
2(n − 1)
n  
i=2
(ξi − ξi−1)2 +
1
2(n − 1)
n  
i=2
(f(xi) − f(xi−1))2
+
1
(n − 1)
n  
i=2
(f(xi) − f(xi−1))(ξi − ξi−1). (14)
It can be shown easily that under (A2), the ﬁrst part in the RHS of (14) tends to σ2 in
probability as n goes to inﬁnity. For the third part, Chebyshev’s inequality yields for any
f ∈ Σ(K) and any τ > 0 :
IPf
 
1
(n − 1)
n  
i=2
(ξi − ξi−1)(f(xi) − f(xi−1)) > τ
 
→ 0 as n goes to ∞.
Finally, for the second part,
n  
i=2
|f (xi) − f (xi−1)||f (xi) − f (xi−1)| ≤
 
|f (xi) − f (xi−1)|V (f),
≤ V (f)
2 .
Therefore,
1
2(n − 1)
n  
i=2
(f(xi) − f(xi−1))2 ≤
1
2(n − 1)
V (f)
2 ,
which goes to zero as n → ∞.
5.2 Proof of the lower bound
First, we deﬁne a parametric set of functions and a probability measure on this set. Let φ be a
function in Σ(K/2) with support in [0,1] which satisﬁes φ(0) = φ(1) = 0,
  1
0 φ(x)dx = 0 and
  1
0 φ(x)
2 dx = λ2.
8Let ρ2
n =
 
1+ψ
1
4
n
 
λ2 (aψn)
2, h = ρn, and m = 1
h (without loss of generality, we suppose that m
is integer). Denote Ξ = {−1;+1}
m, η = (η1,...,ηm) ∈ Ξ, zk = k−1
m , and Ak = [zk,zk+1[ for
k = 1,...,m − 1 and Am = [zm−1,1]. Let Ik = {i : xi ∈ Ak} for k = 1,...,m. Set
fη (x) = fθ0 (x) +
m  
k=1
ηkρn
√
hφk,h (x),
where φk,h (x) = 1 √
hφ
 x−zk
h
 
. The considered parametric set of functions, F÷, is {fη,η ∈ Ξ}.
Clearly, there is a one-to-one application between Ξ and F÷.
Next, we deﬁne a probability measure on F÷. Consider η1,...,ηm to be i.i.d. Bernoulli ran-
dom variables, and let πm be the corresponding probability measure. We have to check three
conditions on the set F÷ :
V (fη) ≤ K, (15)
fη is continuous, (16)
πm
 
inf
θ∈Θ
 fη − fθ 2 ≥ aψn
 
→ 1 as n → ∞. (17)
First, we prove (15). For any partition of [0,1] of r points ti,i = 1,...,r, we obtain
r−1  
i=1
|fη(ti+1) − fη(ti)| ≤
r−1  
i=1
|fθ0(ti+1) − fθ0(ti)| +
m  
k=1
ρn
√
h
 
r−1  
i=1
|φk,h(ti+1) − φk,h(ti)|
 
,
≤ V (fθ0) +
m  
k=1
ρn
√
h
√
h
V (φ),
≤ K, (18)
where the last inequality holds by assumption on fθ0 and φ.
Condition (16) is directly satisﬁed since fθ0 and φ are continuous.
Finally, we prove (17). By means of the triangular inequality,  fη − fθ 2 is greater than aψn
when either  fθ0 − fθ 2 ≥ 2ρnλ, or  fθ0 − fθ 2 = 0. Thus, considering Θ′ =
 
θ ∈ Θ : 0 <  fθ0 − fθ 2 < 2ρnλ
 
,
we only need to prove
lim
n→∞πm
 
inf
θ∈Θ′  fη − fθ 2 ≥ aψn
 
= 1. (19)
Since
 fη − fθ 
2 =  fθ0 − fθ 
2 + ρ2
nλ2 + 2
m  
k=1
ρn
√
hηk
  1
0
φk,h (x)(fθ0 (x) − fθ (x))dx,
and inf(u) = −sup(−u), we can set a lower bound for the left-hand side of (19)
πm
 
inf
θ∈Θ′  fη − fθ 2 ≥ aψn
 
≥ πm
 
sup
θ∈Θ′
2
m  
k=1
ρn
√
hηk
  1
0
φk,h (x)(fθ (x) − fθ0 (x)) dx ≤ ρ2
nλ2 − (aψn)
2
 
.
In order to get (19), we need to prove that the lower bound tends to 1, or equivalently
πm
 
sup
θ∈Θ′
2
m  
k=1
ρn
√
hηk
  1
0
φk,h (x)(fθ (x) − fθ0 (x)) dx > ψ
1
4
n (aψn)
2
 
(20)
9tends to 0. Let b > 0 be such that bν > 5
12, where ν is deﬁned in assumption (A1). We construct
an n−b-net Θ′
n in the Euclidean metric on the subset Θ′. For any θ ∈ Θ′, denote ˜ θ the element
in Θ′
n closest to θ (in the Euclidean sense). Then, for any θ ∈ Θ′ and by assumption (A1), we
have
   
   
 
m  
k=1
ρn
√
hηk
  1
0
φk,h (x)
 
fθ (x) − f˜ θ (x)
 
dx
   
   
 
≤ ρn
√
h
m  
k=1
   IAk
 
fθ − f˜ θ
    
2  φk,h 2 ,
≤ ρnλ
 
 fθ − f˜ θ
 
 
2 ,
≤ ρnλQn−bν.
The choice of b entails that limn→∞
ρnn−bν
ψ
1
4
n (ψn)2 = 0.
Thus, we can replace the supremum over Θ′ by the supremum over Θ′
n in (20), with a minor
modiﬁcation
πm
 
sup
θ∈Θ′
n
2
m  
k=1
ρn
√
hηk
  1
0
φk,h (x)(fθ (x) − fθ0 (x)) dx > ψ
1
4
n (aψn)
2 − ρnλQn−bν
 
,
which is less than
 
θ∈Θ′
n
πm


m  
k=1
ρn ηk
  1
0
φk,h (x)(fθ (x) − fθ0 (x)) dx >
ψ
1
4
n (aψn)
2 − ρnλQn−bν
2
√
h

. (21)
It is suﬃcient to ﬁnd an adequate majorant for each member of the sum in (21). Applying
Bernstein’s inequality (see, e.g., Pollard (1984), Appendix B), we deﬁne
Zk = ρn ηk
  1
0
φk,h (x)(fθ (x) − fθ0 (x)) dx.
Let us check the conditions for applying Bernstein’s inequality. Clearly, the variables Zk are
independent and E (Zk) = 0. Furthermore, |Zk| ≤ 2ρ2
nλ2 and
 m
k=1 E
 
Z2
k
 
≤ 4ρ4
nλ4.
Then, Bernstein’s inequality entails
πm


m  
k=1
Zk >
ψ
1
4
n (aψn)
2 − ρnλQn−bν
2
√
h


≤ exp





−
 
ψ
1
4
n (aψn)2−ρnλQn−bν
2
√
h
 2
2
 
4ρ4
nλ4 + 2
3 ρ2
nλ2 ψ
1
4
n (aψn)
2−ρn Qn−bν
2
√
h
 





. (22)
The choice of ψn,ρn,m, and h shows that the right-hand side of (22) is O
 
exp
 
−ψ
− 3
4
n
  
.
Thus, we only need to bound the cardinality of the net Θ′
n. This number is lower than the
cardinality of an n−b–net on the whole set Θ which, in turn, is less than
 
Tnb k. Therefore, the
choice of m entails
lim
n→∞
 
Tnb
 k
exp
 
−m
1
4
 
= 0.
10Thus, (20) holds and (17) is true. Relations (15), (16) and (17) entail that πm (fη ∈ Λ(aψn)) → 1
as n goes to inﬁnity.
Now, let us come to the lower bound. Let Pn,θ0 (Pn,η respectively) be the joint probability
measure of (Y1,...,Yn) when fθ0 (fη respectively) is the true regression function in (1), and
Pn,πm =
 
Ξ Pn,ηdπm (η). As Ingster (Section 4.1, 1993), we use the following inequality
γn ≥ γn,πm = 1 −
1
2
var(Pn,θ0,Pn,πm),
where var(P,Q) is the total variation distance (see Le Cam (1986), Chapter 4 for deﬁnition
and properties). It can be shown easily that a lower bound for γn gives a lower bound for
the second-type error for any test of a given asymptotical level α. Thus, it is suﬃcient to get
an upper bound for var(Pn,θ0,Pn,πm). Recall that var(Pn,θ0,Pn,πm) = 1
2
   
 
 
dPn,θ0
dµ −
dPn,πm
dµ
 
 
 dµ,
where µ is a measure such that Pn,θ0 and Pn,πm are absolutely continuous with respect to µ.
Let us consider
     
 
dPn,θ0
dµ −
dPn,πm
dµ
   
 dµ. The Cauchy-Buniakowsky inequality entails
     
   
dPn,θ0
dµ
−
dPn,πm
dµ
   
   dµ =
     
   1 −
dPn,πm
dPn,θ0
   
   dPn,θ0,
≤
    
dPn,πm
dPn,θ0
− 1
 2
dPn,θ0
 1
2
. (23)
Therefore, it is suﬃcient to get an upper bound (greater than 1) for
   
dPn,πm
dPn,θ0
 2
dPn,θ0. First,
set Ri
n = ρnφ
 
Xi−zk
h
 
. Then,
dPn,πm
dPn,θ0
(y1,...,yn) =
m  
k=1
 
1
2
 

 
i∈Ik
g
 
yi − fθ0 (xi) + Ri
n
 
g (yi − fθ0 (xi))
+
 
i∈Ik
g
 
yi − fθ0 (xi) − Ri
n
 
g (yi − fθ0 (xi))

,
 
dPn,πm
dPn,θ0
 2
(y1,...,yn) =
m  
k=1
1
4


 
i∈Ik
 
g
 
yi − fθ0 (xi) + Ri
n
 
g (yi − fθ0 (xi))
 2
+
 
i∈Ik
 
g
 
yi − fθ0 (xi) − Ri
n
 
g (εj)
 2
+2
 
i∈Ik
g
 
yi − fθ0 (xi) − Ri
n
 
g (yi − fθ0 (xi))
g
 
yi − fθ0 (xi) + Ri
n
 
g (yifθ0 (xi))

.
The Taylor expansion of the density function g leads to
g(yi + Ri
n) = g(yi) + Ri
ng′(yi) +
 
Ri
n
 2
2
  1
0
g(2)(yi + Ri
nt)(1 − t)dt,
g(yi − Ri
n) = g(yi) − Ri
ng′(yi) +
 
Ri
n
 2
2
  1
0
g(2)(yi − Ri
nt)(1 − t)dt.
Denote also Ii
+ =
  1
0 g(2)(yi + Ri
nt)(1 − t)dt and Ii
− =
  1
0 g(2)(yi − Ri
nt)(1 − t)dt.
11Recall that
 
g′ (x)dx = 0 is assumed, which implies that
 
Ii
+dyi =
 
Ii
−dyi = 0. Thus, we have
 
g
 
yi − fθ0 (xi) + Ri
n
 2
g(yi − fθ0 (xi))
dyi =
 
g
 
yi + Ri
n
 2
g (yi)
dyi,
= 1 +
 
Ri
n
 2
 
g′ (yi)
2
g (yi)
dyi +
 
Ri
n
 3
 
g′ (yi)
g(yi)
Ii
+dyi,
+
 
Ri
n
 4
   
Ii
+
 2
4g (yi)
dyi,
= 1 + ui,
 
g
 
yi − fθ0 (xi) − Ri
n
 2
g (yi − fθ0 (xi))
dyi, =
 
g
 
yi − Ri
n
 2
g (yi)
dyi,
= 1 +
 
Ri
n
 2
 
g′ (yi)
2
g (yi)
dyi −
 
Ri
n
 3
 
g′ (yi)
g(yi)
Ii
−dyi
+
 
Ri
n
 4
   
Ii
−
 2
4g (yi)
dyi,
= 1 + vi,
 
g
 
yi − fθ0 (xi) + Ri
n
 
g
 
yi − fθ0 (xi) − Ri
n
 
g (yi − fθ0 (xi))
dyi, =
 
g
 
yi + Ri
n
 
g
 
yi − Ri
n
 
g (yi)
dyi,
= 1 −
 
Ri
n
 2
 
g′ (yi)
2
g (yi)
dyi −
 
Ri
n
 3
2
 
g′ (yi)
g(yi)
Ii
+dyi
+
 
Ri
n
 3
2
 
g′ (yi)
g (yi)
Ii
−dyi +
 
Ri
n
 4
4
 
Ii
+Ii
−
g(yi)
dyi,
= (1 + wi).
Let us denote
Bk =
 
i∈Ik
 
g
 
yi + Ri
n
 2
g (yi)
dyi +
 
i∈Ik
 
g
 
yi − Ri
n
 2
g (yi)
dyi + 2
 
i∈Ik
 
g
 
yi + Ri
n
 
g
 
yi − Ri
n
 
g (yi)
dyi,
=
 
i∈Ik
(1 + ui) +
 
i∈Ik
(1 + vi) + 2
 
i∈Ik
(1 + wi). (24)
Now, let us bound each product in (24).
Lemma 2 The following inequality holds
exp(u) ≤ 1 + u + u2 exp(|u|).
Thus,
 
i∈Ik
(1 + ui) ≤
 
i∈Ik
exp(ui),
≤ 1 +
 
i∈Ik
ui +


 
i∈Ik
ui


2
exp


   
 
   
 
 
i∈Ik
ui
   
 
   
 

. (25)
12Inequality (25) also holds with either vi or wi in place of ui. These results lead to a bound for
Bk :
Bk ≤ 4 +
 
i∈Ik
 
Ri
n
 4
4
    
Ii
+
 2
g (yi)
dyi +
   
Ii
−
 2
4g (yi)
dyi + 2
 
Ii
+Ii
−
g (yi)
dyi
 
(26)
+


 
i∈Ik
ui


2
exp


 
 
   
   
 
i∈Ik
ui
 
 
   
   

 +


 
i∈Ik
vi


2
exp


 
 
   
   
 
i∈Ik
vi
 
 
   
   


+2


 
i∈Ik
wi


2
exp


 
 
   
   
 
i∈Ik
wi
 
 
   
   

. (27)
According to Assumption (A3.Inf), and since V (φ) is bounded by K/2, one can obtain uniform
upper bounds for n large enough,  
   
 
   
 
i∈Ik
ui
 
   
 
   
≤ ρ2
n
n
m
K5,
and    
 
   
 
 
i∈Ik
ui
   
 
   
 
2
≤ ρ4
n
  n
m
 2
K6,
where K5 and K6 are positive constants depending on K1,K2,K3,K/2. Those inequalities are
also obtained for
   
 
 
i∈Ik vi
   
 , and
   
 
 
i∈Ik wi
   
 .
Now, if we put all the results together, we obtain
ln
    
dPn,πm
dPn,θ0
 2
dPn,θ0
 
≤
m  
k=1
ln
 
1
4
Bk
 
,
≤
1
4
m  
k=1
 
i∈Ik
 
Ri
n
 4
4
    
Ii
+
 2
g (yi)
dyi +
   
Ii
−
 2
4g (yi)
dyi + 2
 
Ii
+Ii
−
g (yi)
dyi
 
+


 
i∈Ik
ui


2
exp


   
   
 
 
 
i∈Ik
ui
   
   
 
 

 +


 
i∈Ik
vi


2
exp


   
   
 
 
 
i∈Ik
vi
   
   
 
 


+2


 
i∈Ik
wi


2
exp


   
   
 
 
 
i∈Ik
wi
   
   
 
 

,
≤ mρ4
n
n
m
K7 + mρ4
n
  n
m
 2
K8. (28)
As ρ2
n ≃ a
√
m
n , the RHS of (23) can be made arbitrarily close to 0 provided a is chosen small
enough. This statement entails the lower bound for γπm and γn.
APPENDIX
Proof of Lemma 1
This is made in three steps :
13-(a) ﬁrst, we replace the inﬁmum over Θ by an inﬁmum over a ﬁnite set Θη.
-(b) second, we obtain a lower bound for Tn,3(θ), θ ∈ Θη.
-(c) third, we use Bernstein’s inequality.
-(a) Let η =
 
n
2
3+ 1
3+ δ
2
 − 2
ν
, where δ > 0 is the positive constant appearing in (A3.Sup)
and ν > 0 is the one appearing in (A1). Denote Θη an η-net on Θ, and u( ) a function on Θ
deﬁned by
u : Θ → Θη,
θ → u(θ) such that d(u(θ),θ) ≤ η,
where d( , ) denotes the Euclidean distance in I Rd. Let us prove that Tn,2 (u(θ)), Tn,3 (u(θ))
are respectively close to Tn,2 (θ) and Tn,3 (θ).
|Tn,2 (θ) − Tn,2 (u(θ))| ≤ 2
n
m − 1
n
mσ2 sup
0≤x≤1
 
 fθ (x) − fu(θ) (x)
 
  sup
i=1,...,n
|ξj|,
≤
2
σ2Qην sup
i=1,...,n
|ξi|. (29)
Denote gκ( ) = f( )−fκ( ), where κ is either θ in Θ or u(θ) in Θη and g[θ−u(θ)]( ) = fθ( )−fu(θ)( )
and g[u(θ)−θ]( ) = fu(θ)( ) − fθ( ). By the deﬁnition of the class Σ(K), the bivariate function
gθ (x)gθ (y)−gu(θ) (x)gu(θ) (y) is continuous on {(x,y) : 0 ≤ x ≤ 1,0 ≤ y ≤ 1}. Thus, there exist
˜ x and ˜ y in [0,1]2 such that
|Tn,3 (θ) − Tn,3 (u(θ))| =
   
   
n
m − 1
n
mσ2
 
gθ (˜ x)gθ (˜ y) − gu(θ) (˜ x)gu(θ) (˜ y)
 
   
   ,
=
   
   
n
m − 1
n
mσ2 g[θ−u(θ)] (˜ y)g[θ−u(θ)] (˜ x) + g[θ−u(θ)] (˜ x)gu(θ)(˜ y) + g[θ−u(θ)] (˜ y)gu(θ)(˜ x)
   
   ,
≤
n
m − 1
n
mσ2
 
2Qην sup
x∈[0,1]
 
 gu(θ)(x)
 
  + Q2η2ν
 
.
Lemma 3 Let h be a continuous function in L2 [0,1] with variation bounded by K. Then,
sup
0≤x≤1
|h(x)| ≤  h 2 + V (h).
To evaluate supx∈[0,1]
 
 gu(θ)(x)
 
 , we apply Lemma 3 which leads to an upper bound for |Tn,3 (θ) − Tn,3 (u(θ))|
that is :
|Tn,3 (θ) − Tn,3 (u(θ))| ≤ Qην 1
σ2
 
2
   gu(θ)
   
2 + 4K + Qην
 
. (30)
Thus, from (29) and (30)
inf
θ∈Θ
(Tn,2 (θ) + Tn,3 (θ)) ≥ inf
θ∈Θη
 
Tn,2 (θ) + Tn,3 (θ) −
2
σ2Qην sup
i=1,...,n
|ξi| − Qην 1
σ2 (2 gθ 2 + 4K + Qην)
 
,
≥ inf
θ∈Θη
 
Tn,2 (θ) + Tn,3 (θ) − Qην 2
σ2  gθ 2
 
− Qην 1
σ2
 
4K + Qην + 2 sup
i=1,...,n
|ξi|
 
.
14Denote B (n) = n
1
3+ δ
2 , and D2 =
 
supi=1,...,n |ξi| > B (n)
 
. Then, by Assumption (A3.Sup) and
the choice of B (n), IP(D2) → 0 as n goes to inﬁnity. Moreover, the choice of η entails that
Qην 1
σ2 (4K + Qην + 2B (n)) = o(ρ2
n).
-(b) Next, let us obtain a lower bound for Tn,3 (θ).
Tn,3 (θ) =
1
m
m  
k=1
m2
n2σ2
 
i∈Ik
i =j
gθ (xi)gθ (xj),
=
1
m
m  
k=1
1
σ2

m
n
 
i∈Ik
gθ (xi)


2
−
1
2m
m  
k=1
m2
n2σ2
 
i∈Ik
g2
θ (xi),
=
1
m
m  
k=1
1
σ2gθ (˜ xk)
2 −
1
2m
m2
n2σ2
n  
i=1
g2
θ (xi),
= Tn,4 (θ) − Tn,5 (θ),
where ˜ xk is a point lying in Ak. The equality is available since f and fθ are supposed to be
continuous.
We use Koksma’s Inequality (see Kuipers and Niederreiter, Theorem 5.1 p. 143, 1974):
Theorem 3 (Koksma’s Inequality)
Let h be a function on [0,1] of bounded variation V (h), and suppose we are given N points
x1,...,xN in [0,1[ with discrepancy D∗
N. Then,
 
   
   
1
N
N  
n=1
h(xn) −
  1
0
h(t)dt
 
   
   
≤ V (h)D∗
N.
In the particular case of xj =
j−1
N , one has D∗
N = 1
N.
Consequently, we have
|Tn,4(θ) −
1
σ2
  1
0
g2
θ(x)dx| ≤
1
mσ2V (g2
θ),
which yields to
Tn,4(θ) ≥
1
σ2
  1
0
g2
θ(x)dx −
1
mσ2V (g2
θ). (31)
Next, we obtain an upper bound for V (g2
θ) using the following lemma :
Lemma 4 Let h be a continuous function in L2 [0,1] with bounded variation V (h). Then,
V
 
h2 
≤ 2V (h)(V (h) +  h 2).
Applying Lemma 4 with gθ in place of h, and from inequality (31), the lower bound for Tn,4 is
Tn,4 ≥
1
σ2  gθ 
2
2 −
4K (2K +  gθ 2)
mσ2 . (32)
15Concerning the term Tn,5 (θ), note that using Koksma’s inequality, we obtain
|Tn,5 (θ) −
m
2σ2n
  1
0
g2
θ(x)dx| ≤
m
2σ2n2V (g2
θ). (33)
From Lemma 4, inequalities (32) and (33) lead to a minoration for Tn,3(θ) :
Tn,3(θ) ≥
1
σ2 gθ 2
2 −
4K(2K +  gθ 2)
mσ2 −
m
2σ2n
 gθ 2
2 −
m4K(2K +  gθ 2)
2σ2n2 . (34)
The choice of ˆ A entails that the RHS of (34) is always positive provided n is large enough, and
we have
Tn,3(θ) ≥ ρn
1
σ2
 
A2 − 8K2 
.
Recall that ρn = ψ2
n, then
inf
θ∈Θη
(Tn,2 (θ) + Tn,3 (θ)) ≥ ψn
 
1
σ2 (A2 − 8K2) inf
θ∈Θη
 
Tn,2 (θ)
 
Tn,3 (θ)
+
 
Tn,3 (θ)
 
,
≥ ψn
 
1
σ2 (A2 − 8K2)
 
inf
θ∈Θη
Tn,2 (θ)
 
Tn,3 (θ)
+
 
1
σ2 (A2 − 8K2)ψn
 
.
Then, as −sup(−x) = inf (x), we obtain for any f ∈ Λn(Aψn),
IPf(D1) ≤ IPf

 c1ρn
ˆ σ2
σ2
ψn
 
1
σ2 (A2 − 8K2)
≥ −sup
Θη
 
   
 
 
Tn,2 (θ)
 
Tn,3 (θ)
 
   
 
 
+ ψn
 
1
σ2 (A2 − 8K2)

,
= IPf

sup
Θη
 
   
   
Tn,2 (θ)
 
Tn,3 (θ)
 
   
   
≥ ψn
 
1
σ2 (A2 − 8K2) −
c1ρn
ˆ σ2
σ2
ψn
 
1
σ2 (A2 − 8K2)

,
≤
 
Θη
IPf


 
   
   
Tn,2 (θ)
 
Tn,3 (θ)
 
   
   
≥ ψn
 
1
σ2 (A2 − 8K2) −
c1ρn
ˆ σ2
σ2
ψn
 
1
σ2 (A2 − 8K2)

. (35)
-(c) Let us consider the event D3(θ) =
  
 
   
Tn,2(θ) √
Tn,3(θ)
 
 
    > ψn
 
1
σ2 (A2 − 8K2) −
c1ρn
ψn
 
1
σ2 (A2−8K2)
 
.
We use a lemma to prove that the event is negligible in probability.
Lemma 5 Under (A1)–(A3.Sup), we obtain for any f ∈ Λn(Aψn)
 
Θη
IPf(D3) = o(exp(−nκ)) with some positive κ and as n large enough.
Then, using step (a), relation (35) in step (b) and applying Lemma 5 and Proposition 1, Lemma
1 is proved.
Proof of Lemma 2 It is clearly proved in studying the function x → 1 + u + u2 exp(|u|) −
exp(u).
16Proof of Lemma 3 Since h is continuous on [0,1], there exists y ∈]0,1[ such that |h(y)| =   1
0 |h(x)|dx which is less than  h 2. It follows that for any point xi ∈ [0,1], we get
|h(xj)| ≤ V (h) +  h 2 .
Proof of Lemma 4 From Lemma 3, we obtain
V
 
h2 
=
 
|h(xj+1) − h(xj)||h(xj+1) + h(xj)|,
≤ 2
 
|h(xj+1) − h(xj)|(V (h) +  h 2),
≤ 2V (h)(V (h) +  h 2).
Proof of Lemma 5 Recall that for any f ∈ Λn(Aψn), and any θ ∈ Θη
IPf(D3(θ)) = IPf


 
   
   
Tn,2 (θ)
 
Tn,3 (θ)
 
   
   
> ψn
 
1
σ2 (A2 − 8K2) −
c1ρn
ψn
 
1
σ2 (A2 − 8K2)

.
We use Bernstein’s inequality. Therefore let us verify the conditions required for its application.
Let
Zj = 2
m
σ2n2ξj
 
i∈Ik :i =j
(f (xi) − fθ (xi))
 
Tn,3 (θ)
, ∀j ∈ Ik.
The random variables Z1,...,Zn are independent with zero mean due to assumption (A2).
When Dc
2 holds (see Proof of Lemma 1 for the deﬁnition of D2), from Koksma’s inequality and
(34), we get a upper bound for |Zj|:
|Zi| ≤ |ξi|
2m
σn
1 √
m  gθ 2 + 2K
n  
 gθ 
2
2 −
4K(2K+ gθ 2)
m − m
2n gθ 2
2 −
m4K(2K+ gθ 2)
2n2
,
≤ c2
B (n)2
√
m
nσ
,
where c2 depends only on K, α and β.
Next, from assumption (A2) and using the continuity of g2
θ for the numerator of Zj, it can be
shown that
n  
j=1
IEf
 
(Zj − IEf (Zj))
2
 
≤
c3
n
, (36)
where c3 is a positive constant depending on K and A.
Now, we can apply Bernstein’s inequality. Since A > ˆ A, and with the values of m, ψn and B(n),
we get
17 
Θη
IPf (D3(θ)) ≤
 
T
η
 d
exp



 


−
  
1
σ2 (A2 − 8K2)ψn −
c1ρn
ψn
 
1
σ2 (A2−8K2)
 2
2
 
c3
n +
c2B(n)2
√
m
3nσ
  
1
σ2 (A2 − 8K2)ψn −
c1ρn
ψn
 
1
σ2 (A2−8K2)
  



 


≤
 
T
η
 d
exp
 
−2nκ′ 
,
where κ′ = 1/3 − 1/(3 + δ/2) and T is the diameter of Θ. Due to the value of η, Lemma 5 is
then proved with κ > 0 less than κ′.
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