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SUMMARY 
Viruses and their microbial hosts are widely distributed in the environment, 
including in oceans, soils, fresh water, and even in extreme environments such as the deep 
ocean, hot springs and the upper atmosphere. Given the ubiquity of viruses of microbes, it 
is critical to understand virus-host interactions and their effects on ecosystem functioning. 
My work addresses the problem of virus-host interactions through three motivating 
questions: 1) to what extent do viruses and hosts interact in a given environment and who 
interacts with whom, 2) how do interactions shape the coevolutionary dynamics of viruses 
and hosts and 3) what is the genetic basis for determining both who infects whom and the 
efficiency of viral infections. Here, I report findings stemming from analysis of virus-host 
interactions in a natural environment (Yellowstone National Park hot springs) and from an 
experimental study of coevolution in vitro.  First, I characterized virus-host interactions in 
a hot spring’s environment, combining evidence from single-amplified genomes and 
metagenomes to characterize a natural virus-host interaction network, finding that the 
majority of cells were infected by one (or more) viruses. Second, I developed a new 
approach to infer the genetic basis for both qualitative and quantitative changes in virus-
host interactions unfolding during coevolution. In doing so, I leveraged whole genome 
analysis to identify novel mutational candidates that could drive large-scale changes in 
infectivity; the approach can also be applied to characterize the genotype-phenotype map 
in other phage-host systems. Overall, the findings help deepen our understanding of virus-





CHAPTER 1. INTRODUCTION 
1.1 Virus and host 
Viruses can infect organisms in different domains from the tree of life, including 
Eukaryota, Bacteria and Archaea [1]. Since the discovery of the first virus – tobacco mosaic 
virus – in the 1890’s, many different types of viruses have been discovered [2, 3]. These 
include viruses that infect plants, i.e. plant virus [4], viruses that infect bacteria, i.e. 
bacteriophage (or phage) [5], and viruses that infect archaea, i.e. archaea virus [6]. Viruses 
and their hosts can be found across different environments on our planet, such as the ocean, 
soils, fresh water and also even extreme conditions such as the deep ocean, hot springs and 
the upper atmosphere [7-15]. Among all hosts of viruses, the microbes – mainly bacteria, 
archaea and fungi – are the most abundant host types [16, 17]. Many studies have estimated 
the virus-to-microbial cell ratio (VMR) in different environments and showed that the 
viruses outnumber their hosts by orders of magnitude. For example, in the ocean, the 
estimated VMR is about 10:1 [18-20]. A recent study has found a nonlinear, power-law 
relation better describes the VMR [21]. 
Given the widespread abundance and distribution of viruses and their microbial 
hosts, the interactions between the two are also commonly observed in different 
environments and could have a profound ecological impact [22-24]. In fact, the initial 
discovery of bacteriophage in 1915 was based on the observed outcomes of phage-host 
interaction by Frederick Twort and Feilx D’Herelle [25-28]. Viruses mainly interact with 
hosts through infection. As a result, phage may be able to regulate the population size and 
density of their hosts. The host distributions, in turn, also determine the phage production 
and distribution [29]. Recent studies in oceans and lakes have shown that phages and their 
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hosts could impact climate change through the release of biogenic particles and dimethyl 
sulfide as a result of viral lysis [15, 30].  
To systematically evaluate the phage-host interactions, many characteristics of the 
interactions such as burst size, latent period and lysis-lysogeny decision have been 
measured and investigated [31-35]. One important life history trait of viruses is the host 
range, which measures the variety of host cells that a virus can infect. Previous studies have 
shown that some viruses are generalists, that is they can infect a wide variety of host 
species, while others are specialists that only infect a few host strains [36-40].  
 
1.2 Virus life cycle 
Since viruses do not have their own metabolism system, they depend on their host 
cells to reproduce. Therefore, each step of viral replication involves interactions with host 
cells. For a virus to infect a host cell, it first attaches to the cell surface and injects its 
genome into the host cell [41]. After this step, the virus mainly interacts with its host 
through two different pathways: the lytic pathway or the lysogenic pathway [42-44]. For 
viruses that activate the lytic pathway, the virus chromosome integrates into the host 
genome. Virus genes are turned on and off to actively produce the viral DNA, head and 
tail proteins, and other components required for viral replication. New virus particles are 
assembled inside the host cell and eventually released to the environment after lysing of 
the host. For the lysogenic pathway, most virus genes are turned off after integration. The 
virus chromosome is passively replicated with the host multiplication. In this case, the host 
cell will not be ‘killed’ and the virus in lysogeny mode is described as ‘temperate’. The 
host cell with the virus chromosome integrated into its own genome is called a lysogen and 
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the integrated virus is called a prophage. Studies have shown that the temperate phage can 
switch from lysogeny to lysis mode when the environment changes, such as introduction 
of irradiation from UV light [42].  
The decision between a lytic cycle or a lysogenic cycle has been extensively studied 
using bacteriophage l and its host E. coli as the model system [42, 43, 45, 46]. To attach 
to the host cell, l phage binds to the cell surface with its J protein in the tail fiber. The J 
protein interacts with the LamB porin and the phage DNA is injected to the cytoplasm. 
Afterwards, the lysis-lysogeny decision for l phage is mainly determined by one factor – 
the density of a protein that is called l repressor, which is encoded by the cI gene. When 
its density is high, the phage will go into the lysogenic pathway and when its density is 
low, the phage will go into the lytic pathway. When UV light is introduced to a lysogen, 
the host protein RecA is activated and cleave the l repressors under the threat of DNA 
damage. As a consequence, the density of l repressor is reduced and the prophage switches 




Figure 1 – Life cycle of bacteriophage l 
The l phage may go either lytic or lysogenic pathway after entering the host cell. The 
lysogen can be inducted with environmental factor change, such as UV light, and switch 
to lytic mode. Adapted and remade from Ptashne, M. 2004 
 
1.3 Host defense mechanisms 
In response to virus infection, hosts have developed different systems to resist 
viruses. Extracellular defense mechanisms of the host resist the viral infection through 
changes in outer membrane receptors caused by genetic mutations. Additionally, adaptive 
immunity of the host includes various types of mechanisms, including clustered regularly 
interspaced short palindromic repeats–CRISPR-associated proteins (CRISPR-Cas) [47-
54], BREX [55, 56], DISARM [57] and so on. For example, the CRISPR-Cas system is an 
adaptive immune system of bacteria and archaea. This system is estimated to exist in about 
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40% of bacterial and 90% of archaeal genomes [48]. The system contains two parts: the 
CRISPR sequences mainly serve as a biological database for identifying foreign DNA 
while the cas sequences encode proteins that degrade the foreign DNA. There are two 
major classes for the CRISPR-Cas system, namely class 1 and class 2. They differ by the 
cas genes and the molecular mechanism which generates the CRISPR RNA (crRNA) and 
cleaves the foreign DNA. The CRISPR sequences comprise three parts: 1. Leader 
sequence, 2. Repeat sequences and 3. Spacer sequences (Figure 2). The leader sequence, 
which is located upstream of the CRISPR, is AT-rich and conservative. The repeat 
sequences are the identical contents to separate the spacer sequences and the length ranges 
from 23 – 47 bp. The spacer sequences, which are captured from phage or plasmid nucleic 
acid, are the main identifier to recognize the foreign DNA. The length ranges from 21 – 72 
bp. Each different spacer sequence targets a specific foreign DNA fragment which allows 
a host to have adaptive immunity to multiple different phages. The common number of 
repeat-spacer units is less than 50.  
 
 
Figure 2 – Schematic of CRISPR-Cas system 
The green block indicates the cas genes in the CRISPR locus. L stands for the leader 
sequences and its typical length is 20 – 534 bp. The black diamonds represent the repeat 
sequences. The typical length of these invariant repeat sequences is 23 – 47 bp. The last 
black diamond with red outline indicates the end of CRISPR locus. The colored rectangle 
shows the spacer sequences. The spacer sequences are highly variable and are originally 
captured from the foreign DNA. The typical length of spacer sequences is 21 – 72 bp. There 
can be as many as 375 repeat-spacer units in one CRISPR locus.  
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1.4 Virus-host interactions in natural environments 
In natural environments, virus-host interactions form bipartite interaction networks. 
In the bipartite network, the viruses and hosts form two disjoint and independent sets of 
vertices. The edges connect the vertices from one set with the other, rather than within each 
set. In this case, edges indicate interactions between viruses and hosts. Such networks have 
different patterns, including modular and nested patterns (Figure 3) [37, 58, 59]. In the 
modular networks, the edges that connects viruses and hosts tend to occur among distinct 
groups. In contrast, in the nested networks, the edges that connects viruses and hosts 
typically forms a hierarchical structure. These interactions have a profound ecological 
impact [20, 29]. Therefore, it is fundamental to quantitatively characterize virus-microbe 
interaction networks and understand their impact on nutrient cycles, energy transformation, 
and ecosystem dynamics. This ‘who infects whom’ question remains one of the 
fundamental but open questions in studying virus-host interactions. 
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Figure 3 – Patterns of nested and modular bipartite virus-host interaction networks 
Schematic showing the nested (left) and modular (right) patterns of the bipartite virus-host 
interaction networks. Adapted from Weitz et al. Trends in Microbiology, 2013.  
 
Traditional approaches to study virus-host systems depend on laboratory cultures. 
However, culture-based experiments are limited by the number of culturable virus and host 
strains and thus do not necessarily recapitulate virus-host interactions in natural 
environments. It is estimated that only 2% of all microbes on earth can be cultured [60-62]. 
Additionally, the behavior of the microbes in the cultured condition may not fully reflect 
their behavior under natural conditions. Since cross-infection experiments need to be done 
in a pairwise fashion, they require large amount of time and experimental work. In recent 
years, culture-independent approaches, such as metagenomic based approaches, have also 
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been applied to study virus-host interactions [63-65]. While such approaches provide 
population level virus-host interactions in natural environments, they often lack the 
precision to capture within-population diversity.  
In Chapter 2, we performed integrated analysis to characterize the structure of 
virus–host interactions in a Yellowstone National Park (YNP) hot spring microbial 
community. To reconstruct the virus-host interaction network, we applied bioinformatics 
approaches to analyze the single cell sequencing data and overlaid evidence at the single-
cell level with viral and cellular community structure. We performed three sets of analysis 
to identify putative virus-host interactions. These analyses were hexanucelotide analysis, 
network-based analysis based on single cell sequencing and CRISPR-based analysis. Using 
these approaches, we were able to characterize virus-host interactions in an extreme 
environment and demonstrated that the virus-host interactions were ubiquitous and 
complex. 
 
1.5 The linkage between infection/interaction and genetic basis 
Host range is an important trait of the virus which can be measured based on virus-
host interactions. Such interactions present a strong selection on both the virus and the host. 
While virus and the host coevolve, both their genomes accumulate mutations that could 
potentially have an impact on host range. Many different approaches have been used to try 
to link the changes in host range with their genetic basis [66-71]. Previous studies have 
been focusing on a limited number of genes or mutations that were known to be involved 
in phage-host interaction [66, 67]. Recent studies analyzed the association between the host 
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range and the genetic mutations at a genome-wide scale, but only from a static point of 
view rather than a coevolutionary perspective [68-70].  
In chapter 3, we proposed a framework to link the changes in host range as well as 
the efficiency of phage infection with the changes in host and phage genetic profiles from 
a 37-day coevolution experiment. We constructed features based on whole-genome 
mutation profiles of phage and host and systematically evaluated the impact of these 
changes on host range and efficiency of infection. Our framework revealed both the genes 
that were previously known to participate in phage-host interactions and ones that could 
potentially participate.  Since our approach is purely data-driven (i.e. it does not require 
prior knowledge on genes or mutations of specific phage or host strains) it could help 
prioritizing for the downstream validation on the mutations found to be important for virus-
host interaction systems, including the ones that are not the same as what we have used. 
 
1.6 Change of infection/interaction over time 
The interactions of bacteriophage and their hosts form a complex network [13, 37]. 
Yet such networks do not remain static over the phage-host coevolution. In fact, both the 
environment and the underlying genetic basis together shape the network of interactions 
over time. Under experimental conditions, the interactions between single-species phage 
and host can be characterized by host range. Two competing theories, namely the arms race 
dynamic (ARD) and the fluctuating selection dynamic (FSD), have emerged to explain the 
patterns of phage-host coevolutionary dynamics [72-76]. In ARD, both the host and virus 
populations accumulate “improved” alleles over time. In FSD, virus populations need to 
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constantly update the allele frequency in order to infect the currently most abundant host 
genotypes. 
In chapter 4, we are not only interested in distinguishing between ARD and FSD 
based on the observed changes, but also, we are interested in evaluating the dynamics 
underlying the genetic basis, and how that can be related to the observed phenotypical 
dynamics. To do so, we investigated the dynamics of genotypes and phenotypes in 
coevolving virus-microbe, via analysis of full genome sequencing of Escherichia coli and 
bacteriophage l. In contrast to expectations, we found that the emergence of resistant E. 
coli hosts and host-range mutant l, in later stages of the experiment arose from rare 
subpopulations rather than the most recent, dominant lineages. This lineage leap-frog 
dynamic was enabled by fluctuations in ecological conditions that rescue rare lineages with 
increasing resistance and infectious genotypes, rather than enabling the progressive 
genomic changes envisioned in an arms race.  We discussed the consequences of leapfrog 
dynamics for inferring evolutionary dynamics from phenotypes alone, whether in the case 
of coevolving phage-bacteria systems or in the evolution of human viruses in a changing 
landscape of adaptive immune cells. 
 
1.7 Thesis summary 
In this thesis, I propose to 1) Identify and characterize virus-host interaction 
networks under extreme environmental conditions, 2) Understand the driving forces in the 
arms race between the virus and its host by linking infectivity phenotypes with host and 
viral genomic mutations, and 3) Systematically characterize the evolutionary trajectories 
of viruses and hosts and identify the coevolutionary dynamics. For part 1, I have leveraged 
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single cell sequencing technology with knowledge from metagenomics to reconstruct the 
complex virus-host interaction network based on samples from YNP hot springs [77]. By 
identifying virus-host interactions and characterizing the interaction networks, results from 
this chapter would improve our fundamental understanding of who infects whom under 
extreme environmental conditions. For part 2, I have modeled the observed virus-host 
interaction phenotypes and genetic profiles from a coevolutionary perspective and linked 
the phenotype and genotype for specific virus-host interactions. Results from this chapter 
would improve our understanding of the genetic basis for coevolution. For part 3, I have 
used computational approaches to reconstruct the coevolutionary trajectory of viruses and 
their hosts based on genotypical changes and phenotypical changes. Results from this 
chapter would reveal the consistency between both the genotypical and phenotypical 
coevolution dynamics. Taken together, the results showed that virus-host interactions are 
ubiquitous in natural environments, including extreme conditions. The virus-host 
interactions with the ubiquity and complexity, shapes the coevolution trajectory of both 





CHAPTER 2. A VIRUS OR MORE IN (NEARLY) EVERY CELL: 
UBIQUITOUS NETWORKS OF VIRUS-HOST INTERACTIONS IN 
EXTREME ENVIRONMENTS 
 
Adapted from Munson-McGee, Jacob H., Shengyun Peng, Samantha Dewerff, 
Ramunas Stepanauskas, Rachel J. Whitaker, Joshua S. Weitz, and Mark J. Young. "A virus 
or more in (nearly) every cell: ubiquitous networks of virus–host interactions in extreme 
environments." The ISME journal (2018): 1.. Munson-McGee, Jacob H. and Shengyun 
Peng are the joint first-authors. Shengyun Peng designed the bioinformatics pipeline and 
performed the analysis for host and virus species identification and classification, as well 
as the reconstruction of the infection network at cellular and species level. In addition, the 
statistical test for contamination was conducted by Shengyun Peng. 
 
2.1 Abstract 
 The application of viral and cellular metagenomics to natural environments has 
expanded our understanding of the structure, functioning, and diversity of microbial and 
viral communities. The high diversity of many communities, e.g., soils, surface ocean 
waters, and animal-associated microbiomes, make it difficult to establish virus-host 
associations at the single cell (rather than population) level, assign cellular hosts, or 
determine the extent of viral host range from metagenomics studies alone. Here we 
combine single-cell sequencing with environmental metagenomics to characterize the 
structure of virus-host associations in a Yellowstone National Park (YNP) hot spring 
microbial community. Leveraging the relatively low diversity of the YNP environment, we 
are able to overlay evidence at the single-cell level with contextualized viral and cellular 
 13 
community structure. Combining evidence from hexanucelotide analysis, single cell read 
mapping, network-based analytics, and CRISPR-based inference, we conservatively 
estimate that >60% of cells contain at least one virus type and a majority of these cells 
contain two or more virus types. Of the detected virus types, nearly 50% were found in 
more than 2 cellular clades, indicative of a broad host range. The new lens provided by the 
combination of metaviromics and single-cell genomics reveals virus-host interactions in 
extreme environments, provides evidence that extensive virus-host associations are 
common, and further expands the unseen impact of viruses on cellular life. 
 
2.2 Introduction 
 For most natural environments, we lack a comprehensive inventory of both viruses, 
their microbial hosts and the virus-host networks they form [78, 79]. A comprehensive 
understanding is necessary because viruses likely play a central role in controlling 
microbial community structure and function [80-83]. Culture-based assays have revealed 
complex networks of infection between bacteriophage and bacterial hosts where a single 
bacteriophage is able to infect multiple bacterial species, and each bacterial species is a 
host for multiple different phage types [37, 59, 84, 85]. Comparative genomics of bacterial 
and archaeal strains also identified the presence of many different proviral elements [86-
88]. However, culture-based infection assays and host range determination are limited in 
scope by the small number of microbial species and their viruses that can presently be 
cultured. 
 In recent years, several culture-independent methods have been developed to 
investigate host–virus associations [65]. These include analysis by metaviromics [13, 89], 
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CRISPR spacer sequences [90-92], phageFISH [93], viral tagging [94, 95], microfluidic 
digital PCR [96], and single-cell genomics (SCG) [97-100]. Of these methods, SCG has 
provided some of the most detailed in situ insights into virus-host associations. For 
example, analysis of 58 single-cell amplified genomes (SAGs) from marine surface 
bacterioplankton showed that 20 of the SAGs contained viral sequences, some of which 
were shown to be actively replicating [101]. As a second example, analysis of 127 
uncultivated SUP05 bacterial SAGs from an oxygen minimum zone revealed that ~1/3 
were infected and that viruses reshaped core cellular metabolism [98]. Yet, few studies 
combine methods to provide a comprehensive inventory of virus-host associations for the 
entire microbial community. 
 
2.3 Materials and Methods 
2.3.1 Sample site 
 Water samples (1 mL) were collected from the Nymph Lake 01 (NL01) hot spring 
in Yellowstone National Park (YNP, Figure 4). At the time of sampling, the hot spring 
conditions were 83.3˚C, pH 2.45, and 1.085 mS conductivity. Samples were preserved on 
site with 5% glycerol and immediately flash frozen in a dry ice–ethanol bath. Samples were 




Figure 4 – Picture of the Yellowstone National Park NL01 hot spring from which 
cells were collected (Photo credit: Mark J. Young) 
 
2.3.2 Single cell genome sequencing 
Flow cytometric separation of individual cells and whole genome amplification 
were performed at the Bigelow Laboratory Single Cell Genomics Center using previously 
described methods [102, 103]. Based on effective MDA amplification of genetic material, 
a 384–well plate was selected for low coverage shotgun sequencing with an Ilumina end-
paired HiSeq. The obtained reads were trimmed with trimmomatic v0.32 [104], normalized 
with kmernorm 1.05 (https://sourceforge.net/projects/kmernorm/), and assembled with 
SPAdes version 3.0.0 [105]. All contigs over 2.2kb were used to estimate genome size and 
completeness using CheckM [106]. 
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2.3.3 Cellular classification 
Cells were classified based on average nucleotide identity (ANI) using an ANI.pl 
script (https://github.com/chjp/ANI). All cells were compared to previously sequenced 
single-cell genomes from the same hot spring (Munson-McGee et al., 2015) as well as 18 
thermophile reference genomes (Table 1). ANI scores were combined with the percent of 
SAG base pairs to generate an ANI bar code for every SAG against the 32 reference 
genomes (https://github.com/psy106616/SAG_hot_spring_YNP). All ANI matches 
covering <5% of the SAG genome were discarded. SAGs with two or more species present 
at ≥91% ANI were examined for the presence of double cells. Twelve SAGs showed 
evidence of having two cells present. Eight of these SAGs were classified as double cells 
and the remaining 4 were unclassified and removed from further analysis. SAGs with only 
a single species present at ≥95% ANI using at least 30% of the SAG genome were classified 
as belonging to the same species as the reference genome(s). SAGs that failed to meet the 
above categories (≥95% ANI, and or ≥30% coverage) were classified as likely single cells 
(ANI≥95% coverage <30%) (14 SAGs) or unclassifiable (28 SAGs) and removed from 
further analysis. ANI results were clustered hierarchically and a heatmap of ANI (Figure 
5) and bp coverage (Figure 18) was generated for every classified SAG against every 
reference genome. 16S rRNA sequences were identified in 8 SAGs and compared to the 
reference genomes as a means to evaluate the accuracy of ANI-based taxonomic 
identification. 
2.3.4 Hexamer frequency analysis 
The contigs from SAGs classified as the same species were grouped together for 
hexamer frequency analysis. The hexamer frequency distribution of the grouped SAGs as 
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well as a dataset of the viral types present in the NL01 hot spring [13] were generated using 
VirusHostMatcher [107]. The virus-host pair with the lowest hexamer distance was 
calculated by d2* [107] and pairs with a distance value <0.3 were used as an indication of 
a potential virus-host pair. 
2.3.5 Viral sequence identification 
All sequence reads obtained from SAG sequencing were used as the query of a 
BLASTn search against the viral database previously described [13]. Reads with a 
significant match (e-value <1.0-10) to the viral database were filtered and classified as 
having a viral origin if they matched at >95% nucleotide identity over 100 bp. Identified 
viral reads were subsequently mapped back to their viral group previously established 
using network analytics [13] using a custom script. Reads that mapped to multiple viral 
groups were assigned to the viral group with the most reads from that individual SAG to 
reduce false positives. To test if this mapping protocol resulted in false identification of 
viruses, controls were performed where the same SAG reads were mapped to the contigs 
from the Tara Oceans Virome (TOV) datasets (18SUR 66 Mbp and 18DCM 99 Mbp) [89]  
and a virome from the human gut (6 Mbp) [108] both of which were not expected to contain 
viruses found in hot spring environments. Additionally, sequence reads from 25 publically 
available SAGs generated from non-hot spring environments from the JGI IMG 
(http://jgi.doe.gov/) representing 10 bacterial and two archaeal phyla (703.7 million total 
reads) were compared against the viral database at the same stringency described above.  
We used the following rationale to establish a threshold criteria for identifying 
virus-host associations within an individual SAG dataset. Since the estimated genome 
completeness for each SAG varied, we first determined the ratio of identified unique viral 
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sequence reads (average of 150bp in length) to the total unique host base pairs for each 
SAG. The number of unique viral base pairs was determined by mapping SAG reads to the 
NL01 viral dataset using BLASTn and removing any overlap to the reference viral 
genomes. The unique number of host base pairs was calculated using the ANI base 
composition statistic [109, 110] for each SAG calculated with respect to the 32 reference 
genomes, minus the unique viral base pairs. These ratios were compared to expected ratios 
using an average viral genome size of 30 kb, a host genome size from 1.5-3.0 MB, and 
assuming no sequencing bias towards either virus or host or a 2X bias towards virus or host 
(arbitrarily chosen to account for variation in amplification). Using this rationale, we 
determined that a minimum of 2-5 unique 150bp viral sequence reads should be present in 
an individual SAG dataset if that SAG were in fact infected by a virus.  
After determining the profile of viral content in each individual SAG, the dataset 
was treated as a bipartite network. The BiMat algorithm [111] was applied to the bipartite 
viral–host network for modularity analysis. The binary network was generated using a 
minimum cutoff of 2 or 5 unique viral sequence reads from a SAG to the 110 viral groups 
previously identified in the NL01 hot spring [13]. 
2.3.6 CRISPR spacer sequence identification 
CRISPR spacer sequences were identified in SAG contigs using Piler-CR [112]. 
Identified CRISPR spacer sequences were extracted and compared against the viral 
database with virus-host associations assigned to CRISPR spacer sequences that match 
≥90% identity over the entire spacer length. Contigs with CRISPR matches were selected 
and the viral group they belonged to was identified using a custom python script. As 
controls for the false identification of CRISPR spacer-virus associations, a CRISPR spacer 
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dataset of 966 unique spacers from a human gut microbial community was analyzed against 
the NL01 viral database. In addition, the SAG CRISPR spacer sequences were compared 
to the viral dataset of the human gut bacterial community [108] under the same conditions 
described above. 
2.3.7 Statistical test for contamination 
To identify the possibility of sample contamination within adjacent wells on the 
384-well plates during sample preparation, a statistical approach was used to evaluate the 
correlation between the physical distance and the sequence similarity between adjacent 
wells. First, the physical distance between two neighboring wells from the same row or the 
same column as a unit was defined. A distance matrix with all pairwise distances was 
computed based on the Euclidean distance between any two wells. Second, the sequence 
similarity between two wells was calculated based on the number of unique and shared 
viral groups of the two wells. The Jaccard index of a given pair of wells A and B was 
calculated as 𝐽 = (𝑆% ∩ 𝑆') (𝑆% ∪ 𝑆')⁄ , where 𝑆% denotes the set of viral groups in SAG A 
and 𝑆' denotes the set of detected viral groups in SAG B. Third, the Spearman’s rank 
correlation was calculated to evaluate the relationship between physical distances of the 
wells and the Jaccard index. A series of distance cutoffs between 1.5 and 3 were used to 
calculate the Spearman’s correlation of two wells to focus on the cross contamination in 
nearby wells. Finally, to evaluate the statistical significance of the observed Spearman’s 
correlation coefficients at different distance cutoffs, a permutation test was performed to 
obtain the null distribution of the Spearman’s coefficients. For the permutation test, the 
plate layout was randomly shuffled 100 times and the Spearman’s correlation coefficients 
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were re-calculated at corresponding distance cutoffs. The observed Spearman’s correlation 
coefficients were then compared with the null distributions. 
 
2.4 Results and Discussion 
In this study, we combined single-cell genomics and community metagenomics to 
characterize virus-host interactions. Single cells were randomly isolated directly from hot 
spring samples, their genomes amplified and sequenced. 109,930,697 total paired end reads 
were produced from 307 single amplified genomes (SAGs, average ~358,000 reads per 
cell) with a maximum of 2,015,593 and a minimum of 3,823 reads per SAG (Table 2). A 
total of 34.1 Mbp was assembled ranging from a minimum total bp of 7,806 to a maximum 
of 380,184 with an average total assembled length of 110,997 bp per cell. This correlates 
to an average genome completeness of approximately 9% but ranges from <1% to 44% 
complete based on CheckM analysis. 
In order to determine the cellular identity of each SAG a multistep process was 
developed (Figure 19). First, the Average Nucleotide Identity (ANI) [109, 110] for all 
contigs greater than 2kb for each SAG was calculated with respect to 32 reference 
genomes. The reference genomes consisted of a combination of SAGs previously 
sequenced at high depth (17-90% genome completeness) from the same hot spring and 
other complete or near complete thermophilic archaeal and bacterial reference genomes 
from the NCBI database (WGS release 212, February, 2016). Second, the percentage of 
sequence homology between a SAG and the reference genomes were determined. SAGs 
were hierarchically clustered and assigned to their closest cellular species based on ANI 
score in combination with the percentage of sequence homology between the SAG and its 
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closest reference genome (Figure 5, online Supplemental Table 3). We utilized an ANI 
score of 95% in combination with 30% sequence coverage to classify the majority of SAGs 
(253/307 SAGs). The 54 SAGs that were not classified were either double cells of the 
symbiont Nanoarchaea with its Acidocryptum host (8 examples, discussed below), or 46 
SAG cells that failed to meet our classification criteria. These 54 SAGs were removed from 
further analysis. To further support cellular identification, all SAGs were examined for 16S 
rRNA gene sequences. 16S rRNA sequences were present in only 8 SAGs and cellular 
classification based on their 16S rRNA was determined by alignment to reference genomes. 




Figure 5 – Cellular classification of SAGs 
Heatmap of the average nucleotide identity (ANI) of 253 classified single cell SAGs 
sequenced in this study compared against 32 reference genomes including 13 SAGs 
previously sequenced at high coverage from the same hot spring [29] (red text). SAGs were 
hierarchically clustered using complete linkage (left hierarchical dendrogram). The 
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column directly to the right of the hierarchical dendrogram indicates classified cell species 
(color key provided) for all SAGs classified as single cells. Partial length 16S rRNA 
sequences from the 32 reference genomes were used to construct a maximum likelihood 
phylogenetic tree and nodes with greater than 95% posterior probability are bolded. The 
E. coli strain served as the outgroup. The scale bar is in substitutions per site. 
 
The classification of SAGs revealed a low-diversity microbial community 
consisting of 8 cellular clades, dominated by Archaea (Figure 5), consistent with our 
previous studies [113]. The 253 SAGs classified to one of 8 cellular clades. Of these, 247 
were classified as one of 7 clades of Archaea (97.6%), 6 were classified as members of a 
single clade of Bacteria (2.4%), and none were classified as Eukaryotic. The vast majority 
(98%) of the Archaeal cells are members of the Crenarchaeota (241/247 SAGs) while 
Nanoarchaeota (6) make up the remaining 2.0%. The only bacterial species detected 
belonged to the Aquificales. The NL01 microbial community structure was nearly identical 
to the community structure determined by 16S rRNA amplicon sequencing from a sample 
taken 12 months previously. Overall, 6 of the 8 clades identified in this study have not been 
cultured to date, and these 6 uncultured clades comprise 96% of the SAGs in this study 
(244/253 SAGs).  
As a first step in characterizing virus-host associations, we generated a distance 
matrix based on hexamer nucleotide analysis using the d2* metric [107] of the 8 cellular 
clades against the 110 viral types previously determined to be present in the hot spring [13] 
(online Supplemental Table 4). If the smallest measured d2* between a cell type and a virus 
type was <0.3 it was used as indication of a possible virus-host association. Previous 
studies have indicated that hexamer nucleotide analysis can be a useful predictor of virus-
host associations, given a cutoff of <0.3 as a conservative identification of possible virus-
host pairs [107]. Hexamer nucleotide analysis indicated that 61 virus types were associated 
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with the 7 archaeal cell types. The number of virus types associated with a particular 
archaeal cell type ranged from 28 virus types for the Acidilobus clade to 1 for the 
Sulfolobus sp 1, clade. Controls consisting of 75 bacterial genomes unlikely to serve as 
hosts for the hot spring viruses along with the grouped sequences from the 8 SAG cellular 
clades of this study, found no false virus-host associations to the bacterial genomes (online 
Supplemental Table 4). A limitation of hexanucleotide analysis is that it only suggests a 
possible virus-host association and does not indicate viral host range [107]. Moreover, 
hexanucelotide analysis lacks resolution when closely related cellular species/strains are 
compared [107]. Therefore, this analysis provides an indication of possible virus-host 
associations and not definitive proof of the association.  
Further identification of individual virus types within each SAG was accomplished 
by mapping sequencing reads from individual SAGs to the 110 viral types present in NL01 
previously established by network-based analytics using time-series community viromics 
data [13]. We first established a rationale for how many viral base pairs would be expected 
to be detected in given SAGs given the low level of genome completeness obtained 
(average host genome completion was 9%). This was accomplished by determining the 
ratio of viral sequence to host base pairs for each SAG (Figure 20) and comparing observed 
ratios to expectations (see Methods). We estimate that finding two or more unique SAG 
viral sequences (at least 300 bp) represents a reasonable minimum for detecting virus-host 
associations. A conservative threshold for virus-host association assumes a two-fold bias 
in sequence amplification, suggesting a threshold of five or more unique sequence reads 
(at least 750bp) to a given viral group in a SAG. Using the more conservative requirement 
of ³5 SAG viral reads (750bp) matching a virus type, viral sequences were detected in 160 
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of the 253 classified single cell SAGs (63% of SAGs) (Figure 6, online Supplemental Table 
5), virus-host associations identified using the lower value of ³2 viral reads (300 bp) 
matching a virus type are provided in online Supplemental Table 5. Viral sequences were 
detected in all cellular groups except for Hydrogenobaculum. Of the 110 viral types, 26, 
were detected (24% of total vial types) in the 253 SAGs. For example, over 49,851 reads 
mapped to 34.5kb of continuous sequence represented on the entirety of 3 contigs 
assembled from a single Acidocryptum nanophilum SAG (AD-903-K19). This 34.5kb 
segment likely represents the near-full length genome of a new archaeal virus.  
 26 
 
Figure 6 – Detection of viral types in 160 SAGs 
26 of 110 virus types were detected by BLASTn identification of SAG sequencing reads to 
NL01 viral community. Viral group numbers are taken from Bolduc et al.. Blue indicates 
the detection of a viral group in a SAG and white indicates that a viral group was not 
detected in a SAG. SAGs are grouped by cell type (vertical axis, a color key for cell the 




Next, we examined the number of virus types found in each infected SAG. 
Surprisingly, more than one viral type was detected in a majority of the cells. Of the 160 
SAGs where viral reads were detected, 95 (59%) had ≥750 bp sequence reads from 2 or 
more viral types, with an average of 2 viral types detected per cell (Figure 6). This data 
suggests that co-infection may be common in the hot spring environment. Indeed, 63% of 
cells randomly sampled by SAG analysis had evidence of virus association. Given the low 
depth of average SAG genome coverage (approx. 9%), we anticipate that actual association 
levels are much higher, suggesting that (nearly) all cells in the hot spring interact with 
viruses. This work extends the scope of virus associations measured in previous reports in 
marine environments where viral sequences were found in 30–50% of cells [98, 101].  
 Several lines of evidence indicate that the detected virus-host associations are 
biologically relevant and not a consequence of random associations. First, no sequencing 
reads from any of the 307 SAGs were recruited onto two much larger marine viral 
metagenomic or a human gut viral metagenomic datasets using the identical mapping 
stringency conditions (Table 3). Additionally, sequencing reads from 25 publicly available 
non-hot spring associated SAGs from the JGI IMG (https://img.jgi.doe.gov/) representing 
10 bacterial and two archaeal phyla were compared against the viral database used in this 
study. These SAG’s isolated from other environments, totaling 703.7 million reads, did not 
match any of the 110 viral groups used in this study at the same stringency settings (Table 
4). These controls support the conclusion that the conditions used in this study strike a 
balance between viral detection sensitivity and stringency sufficient to detect biologically 
relevant virus-host associations in individual SAGs. Future targeted virus RTqPCR 
analysis on single cells should clarify if the detected viruses are actively replicating. 
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Analysis of CRISPR spacer sequences were used to detect additional virus-host 
associations. CRISPR spacer sequences were extracted from SAGs and mapped to the 110 
viral types (online Supplemental Table 8). A total of 2,321 unique CRISPR spacer 
sequences were detected in 135 SAGs. Spacer sequences were found in all cell types except 
for the Nanobsidianus. Previous studies had also failed to identify CRISPR sequences in 
Nanobsidianus sp from YNP hot springs [113, 114]. CRISPR spacer-virus matches were 
found for 695 (30%) spacer sequences to 38 of the 110 viral types from 121 SAGs (90% 
of spacer-containing SAGs). The majority of spacers with matches were found in 
Acidocryptum cells (541/695). Twenty-two viral types were identified by both read 
mapping and by CRISPR spacer matching to the same cellular species. As expected, 
controls of comparing 966 non-relevant CRISPR spacer sequences derived from the human 
gut microbial community to the 110 hot springs viral types failed to detect any virus-host 
associations under the same conditions. Overall, 47 of the 110 viral types (42%) were 
detected by either mapping of SAG reads or by SAG CRISPR spacer matching. 
Furthermore, 18 of these 47 virus types were predicted by hexamer distance analysis to the 
same host. Taken together, these 3 independent measures support the conclusion that virus-
host associations are a common feature in this hot spring environment.  
It is worthwhile to retrospectively consider how useful it is to relay on ANI to 
accurately connect viruses to potential hosts. In this work we have the advantage of having 
internal standards of viral sequences present within individual SAGs to compare against 
ANI analysis at different threshold cut offs. We observe that ANI cut off values of <0.3 are 
reasonable values reduce detecting false positives while maintaining the detection of 
meaningful host-virus pairs. 
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The contextualized virus-host associations and CRISPR spacer analysis (Figure 7, 
online Supplemental Tables 8) provide complementary information on the realized and 
potential host range of viruses, respectively. By combining these two lines of evidence we 
asked: what is the host range of individual virus types? Twenty-four viruses infected only 
a single cellular clade. In contrast, 23 virus types were detected in >2 host genera within 
the Sulfolobaceae family. Every previously characterized virus detected was found in at 
least one new host species. For example, STIV previously shown to infect S. solfataricus 
[115], was also detected in Acidocryptum cells. These results demonstrate that culture-
independent approaches can be used to investigate the host range of uncultured viruses 
across the entire microbial community. Despite finding multiple new associations, it is 
important to recognize that reported host ranges remain lower bounds, i.e., increased depth 
of sampling could reveal even more virus types within classified SAGs. 
 
Figure 7 – Ubiquitous interaction of multiple viruses with cells 
The heatmap indicates the detection frequency of 47 viral groups detected by BLASTn 
analysis or the matching of CRISPR spacer sequences. Viral groups are arranged from 
least frequently detected to the most frequently detected. Numbers below the heatmap are 
viral group numbers taken from [16] and numbers in parenthesis indicate the number of 
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species and cells that a group was detected in. The number after the species name on the 
right hand side is the number of cells classified as members of that species. Partial length 
16S sequences from representative genomes were used to make a ML tree and nodes with 
greater than 0.95 posterior probability are bolded. The scale bar is in substitutions per 
base. Detected viral groups with described members are: group 0 = SIRV1,2, group 23 = 
ASV1, SSV1,2, 4–9, group 26 = ATV, group 28 = AFV1, group 29 = STIV1,2 and group 
32 = STST1,2 and ARSV1 
 
The inference methods in the present analysis are made possible by network-based 
analytics that determine viral groups but also limited by relatively low SAG coverage 
(~9%). As a consequence, we cannot easily distinguish actively replicating viruses within 
individual SAGs, define their viral lifestyles (lytic, lysogenic, or chronic) or define 
individual viruses at the species level. Despite these limitations, it is remarkable that we 
detect in situ the majority of host and viral types – currently identifiable from whole 
community sequencing projects – and their associations within a relatively low number of 
SAGs.  
This work shows the advantage of combining single-cell genomics with 
metagenomics to establish a comprehensive understanding of virus-host associations in a 
focal environment. Unlike previous studies of virus-microbe interactions, we are able to 
contextualize virus-host infection networks and link the identity of viruses found in 
different cells. In doing so, we both identify the hosts and host-range of virus types. Guided 
by the knowledge of the overall virus community, the incorporation of SAG analysis – 
including contextualized community network mapping and CRISPR detection – allows for 
the identification of individual hosts and the host range of an individual virus type in a 
culture-independent fashion. This study shows that nearly all cells in the NL01 hot spring 
interact with viruses, that multiple, concurrent interactions are common, and that a broad 
spectrum of virus types from specialists to generalists coexist in a relatively low-diversity 
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community. These results should encourage the development of more robust empirical 
methods and theoretical models to assess the relevance of superinfection and a diversity of 




CHAPTER 3. LINKING GENOTYPE WITH PHENOTYPE IN 
THE BACTERIOPHAGE LAMBDA AND ESCHERICHIA COLI 
INTERACTION NETWORK 
 
This chapter is being prepared for publication as: Shengyun Peng, Chung Yin (Joey) 
Leung, Animesh Gupta, Justin R. Meyer and Joshua S. Weitz. ‘Linking genotype with 
phenotype in the bacteriophage lambda and host interaction network’.  
 
3.1 Abstract 
Characterization of species interaction networks has led to a better understanding 
of microbial community structure and function. Interaction networks are typically 
established by phenotypic assays, little is known regarding the link between phenotypic 
changes and underlying changes in genotypes. Previous approaches and theories developed 
to address this question relies on prior knowledge of the functional role of the gene or 
mutation, and thus were typically limited by prior knowledge. In this study, we proposed a 
data-driven framework that systematically evaluated such link between phage-host 
interaction phenotype and genotype. We measured the changes in host range and efficiency 
of infection for bacteriophage l strains sampled from a 37-day coevolution experiment. 
We also characterized the changes in the genetic profiles of both the phage strains and host 
strains based on whole genome sequencing data. A two-step framework was built to link 
the phenotypical changes in terms of the host range and efficiency of infection with the 
changes in the genetic profiles. Overall, our framework systematically evaluated the 
genetic basis for phage-host interaction phenotypes, identified several important genes that 
 33 
have been experimentally validated to participate in phage-host interactions and also 
revealed new genes that could potentially participate in the phage-host interaction. 
 
3.2 Introduction 
Next-generation sequencing technology has revealed widespread diversity in 
microbial communities [63, 77]. In parallel, the development of analytical tools to 
characterize species interaction networks has led to a better understanding of microbial 
community structure and function [116-118]. Despite the parallel rise of these fields, there 
have been relatively few exchanges between the two. Interaction networks are typically 
established by phenotypic assays and not genome sequences. Theoretically, it should be 
possible to predict the interaction network of microbial species from genome sequences 
alone, since their genetics determine traits which, in turn, modulate the identity, mode, and 
quantitative rate of interactions with other microbes. For example, a bacteriophage (phage) 
can only infect bacterial strains they can adhere to [119-121]; such adsorption requires 
expression of a cell-surface receptor (e.g., protein, lipid, carbohydrate). Despite significant 
progress in linking microbial genotype to phenotype, less progress has been made in 
linking pairs of microbial genotypes to an interaction phenotype [23, 37, 58, 71, 122-127]. 
The problem of understanding the genetic basis for interactions requires the 
development of new computational approaches to construct a genotype-by-phenotype map. 
Current approaches to estimate this map try to correlate phenotypic differences with 
genetic variation (e.g., this is true for the broad scope of work in genome-wide associated 
studies [128-130]). The challenge for inferring interaction-associated phenotype, is that 
such interactions arise due to the interaction of multiple genotypes, e.g., phage and host 
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genotypes. For example, mutation-based association approaches have been used to find the 
combination of virus and host mutations that are associated with the virus-host interaction 
phenotype [68-70]. Such approaches have similarities to the more general problem of 
studying complex traits that are affected by gene by gene (G x G) interactions and gene by 
environment (G x E) interactions. The importance of such interactions may explain the 
“missing heritability” problem where genetic effects discovered by association analysis do 
not sum to the estimated heritability of the trait [131-133].  
Predicting virus-microbe interactions is highly dependent on taxonomic scale. For 
example, computational approaches are increasingly used to predict the host range of 
viruses, e.g., leveraging tetranucleotide frequencies and other sequence-specific 
information (reviewed in Edwards et al. and Dutilh et al. [88, 134]). However, predicting 
strain-specific interactions remains poorly understood, particularly in light of the fact that 
taxonomic markers are a poor proxy for infection profiles [135]. Prior work on 
microevolutionary changes in infectivity have focused on changes to genes or proteins with 
known functions in model organisms [66, 67, 136]. Such approaches are dependent on the 
existing annotation of genes or mutations, and thus are limited by both the quality and 
quantity of annotations available. Such a dependence limits our ability to identify novel 
loci that could modulate infection phenotypes. 
Here, our work aims to link whole genome-wide changes in both the phage and 
host with the observed changes in interaction phenotypes. We do so leveraging 
measurements of whole genotypes and phenotypes amongst coevolving populations of 
Escherichia coli B strain REL606 and bacteriophage l strain cI26 during a 37 day 
experiment. By jointly measuring phenotypes and genotypes, we set out to develop a 
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framework that could identify the link between genotypes and phenotypes. In doing so, we 
also address the question: do host mutations, virus mutations, or some combination, serve 
as better predictors of infection outcome? 
 
3.3 Materials and Methods 
3.3.1 Experimental setup and data collection 
The Escherichia coli B strain REL606 and bacteriophage l strain cI26 were used 
as ancestral strain for host and virus respectively (Figure 8). Phage and host were 
cocultured for a 37-day period. Samples were taken on checkpoint days for pairwise 
quantitative plaque assays as described in Chapter 4. The EOP value measures the 
efficiency of a phage infecting a derived host strain relative to that for infecting the 




× 𝑑:(2,4);:(567,4) ,     (1) 
where 𝑞(.,/) is the number of plaques on the petri dish for phage 𝑗 against host 𝑖, 𝑞(=>?,/) is 
the number of plaques on the petri dish for phage 𝑗 against the ancestral host strain, 𝑠(.,/) 
is the number of dilutions performed to get distinguishable and countable clear plaques for 
phage 𝑗 against host 𝑖, 𝑠(=>?,/) is the number of dilutions performed to get distinguishable 
and countable clear plaques for phage 𝑗 against the ancestral host strain and 𝑑 is the dilution 
ratio which is 5 in our experiment. A positive EOP value from the cross-infection plaque 
assay indicates a successful infection event for a given phage-host pair. In contrast, a zero 
EOP value indicates the absence of the infection event for a phage-host pair. A larger EOP 
value from the cross-infection plaque assay indicates that the phage can infect a given host 




Figure 8 – Experimental design of the cross-infection plaque assay 
 
For each phage and host samples taken from each checkpoint, the DNA extraction, 
library preparation and sequencing experiment was performed as described in Chapter 4. 
Mutation profiles based on the genome sequencing data were constructed using breseq as 
described in Chapter 4. In addition to the mutations revealed by breseq results, for both 
host and phage we created an artificial mutation as the indicator for the ancestral strain in 
order to add the ancestral strain into the mutation profile table. For this artificial mutation, 
only the ancestral strain is indicated to have this mutation. All other strains were shown to 
not have this mutation in the mutation profile table. 
3.3.2 Feature construction 
For a total number of 𝑈 host samples and 𝑉phage samples, we denote the EOP 
value for the 𝑖-th host against 𝑗-th phage as 𝑒./ where 𝑖 ∈ [1, 𝑈] and 𝑗 ∈ [1, 𝑉]. Let 𝑁 be 
the total number of unique mutations observed for the host and 𝑀 be the total number of 
unique mutations observed for the phage, the host mutation profile 𝐻 is a matrix of 
E. coli REL606 Phage λ CI26 
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dimension 𝑈 by 𝑁, and the phage mutation profile 𝑃 is a matrix of dimension 𝑉 by 𝑀. Let 
ℎ.L be an element from 𝐻, then ℎ.L = 1 corresponds to the presence of the 𝑙-th mutation in 
the 𝑖-th host whereas ℎ.L = 0 corresponds to the absence of the 𝑙-th mutation in the 𝑖th host. 
Similarly, let 𝑝/P be an element from 𝑃, then 𝑝/P = 1 corresponds to the presence of the 
𝑘-th mutation in 𝑗-th phage whereas 𝑝/P = 0 corresponds to the absence of the 𝑘-th 
mutation in the 𝑗-th phage. 
Five sets of features were constructed based on the mutation profiles of the host 
and phage. The H:MF is constructed based on only the host mutation profiles. Model Φ 
that utilizes the H:MF can be represented as: 
𝜙./
(T) = 	 𝛾T + ∑ 𝛼Lℎ.LYLZT  ,        (2) 
where 𝛾T represents a scalar of the bias term and 𝛼L is the coefficient for the 𝑙-th host 
mutation. 𝛾T and 𝛼L will be learned from the model. The model utilizing H:MF can also be 
represented in matrix form as: 
Φ(T) = ΓT + 𝐻 ⋅ 𝑅^	,        (3) 
where ΓT is a 𝑈 by 𝑉 matrix by repeating 𝛾T, i.e. ΓT = [𝛾T]_×`, 𝑅^ is a 𝑁 by 𝑉 matrix by 
stacking the same coefficient vector 𝛼 horizontally, i.e. [𝛼|𝛼|⋯ |𝛼|𝛼]Y×`.  
The P:MF is constructed based on only the phage mutation profiles. Model Φ that 
utilizes the P:MF can be represented as: 
𝜙./
(c) = 	 𝛾c + ∑ 𝛼dP𝑝/P	ePZT ,        (4) 
where 𝛾c represents a scalar of the bias term and 𝛼dP is the coefficient for the 𝑘-th phage 
mutation. 𝛾c and 𝛼dP will be learned from the model. The model utilizing P:MF can also be 
represented in matrix form as: 
Φ(c) = Γc + [𝑃 ⋅ 𝑅f̂]g ,       (5) 
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where Γc is a 𝑈 by 𝑉 matrix by repeating 𝛾c and 𝑅f̂  is a 𝑀 by 𝑈 matrix by stacking the 
same coefficient vector 𝛼d horizontally, i.e. [𝛼d|𝛼d|⋯ |𝛼d|𝛼d]e×_. 
Model Φ that utilizes P+H:MF can be represented as: 
𝜙./
(h) = 	 𝛾h + ∑ 𝛼Lℎ.LYLZT + ∑ 𝛼dP𝑝/P	ePZT ,        (6) 
where 𝛾h represents a scalar of the bias term, 𝛼L is the coefficient for the 𝑙-th host mutation 
and 𝛼dP is the coefficient for the 𝑘-th phage mutation. 𝛾h, 𝛼L and 𝛼dP will be learned from 
the model. The model utilizing P+H:MF can also be represented in matrix form as: 
Φ(h) = Γh + 𝐻 ⋅ 𝑅^ + [𝑃 ⋅ 𝑅f̂]g ,       (7) 
where Γh is a 𝑈 by 𝑉 matrix by repeating 𝛾h, i.e. Γh = [𝛾h]_×`, 𝑅^ is a 𝑁 by 𝑉 matrix by 
stacking the same coefficient vector 𝛼 horizontally, i.e. [𝛼|𝛼|⋯ |𝛼|𝛼]Y×` and 𝑅f̂  is a 𝑀 
by 𝑈 matrix by stacking the same coefficient vector 𝛼d horizontally, i.e. [𝛼d|𝛼d|⋯ |𝛼d|𝛼d]e×_. 
The assumption for P+H:MF is that the impact of mutations from both the phage or host 
have additive effects on the observed outcome. 
Model Φ that utilizes P´H:MF as the input can be represented as:  
𝜙./
(i) = 	 𝛾i + ∑ ∑ 𝛽LPℎ.L𝑝/PePZTYLZT  ,       (8) 
where 𝛾i represents a scalar of the bias term, 𝛽LP denotes the coefficient for the 𝑙-th host 
mutation and 𝑘-th phage mutation in the corresponding 𝑖-th host and 𝑗-th phage pair. 𝛾i 
and 𝛽LP will be learned from the model. The model utilizing P´H:MF can also be 
represented in the matrix form as:  
Φ(i) = 	Γi + 𝐻 ⋅ 𝐵 ⋅ 𝑃g ,       (9) 
where Γi is a 𝑈 by 𝑉 matrix by repeating 𝛾i, i.e. Γi = [𝛾i]_×`, Β is the 𝑁 by 𝑀 coefficient 
matrix. The assumption for the P´H:MF is that the impact of the genetic mutations on the 
observed outcome comes from the additive effects of co-occurring phage-host mutation 
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pairs. In other words, ℎ.L𝑝/P = 1	only when both the host 𝑖 has mutation 𝑙 and phage 𝑗 has 
mutation 𝑘. 
Based on the definition of P+H:MF and P´H:MF, it is natural to combine both 
features to get a more sophisticated input feature, Joint:MF, by adding up both effects. 
Model Φ that utilizes the Joint:MF can be represented as: 
𝜙./
(m) = 	 𝛾m + ∑ 𝛼Lℎ.LYLZT + ∑ 𝛼dP𝑝/P	ePZT + ∑ ∑ 𝛽LPℎ.L𝑝/PePZTYLZT  .       (10) 
The matrix form of Joint:MF is:  
Φ(m) = 	Γm + 𝐻 ⋅ 𝑅^ + [𝑃 ⋅ 𝑅f̂]g + 𝐻 ⋅ 𝐵 ⋅ 𝑃g ,       (11) 
where Γm is a 𝑈 by 𝑉 matrix by repeating 𝛾m, i.e. Γm = [𝛾m]_×`. 
3.3.3 Framework design 
In order to link the phenotypical changes of phage-host interactions with their 
genotypes, we designed a framework comprised of two steps. This is because the capability 
of a phage to infect a host and the efficiency of a phage infecting a host may have different 
underlying molecular mechanisms. The first step of our framework is designed for 
predicting the existence of phage infectivity. The step 1 model tries to find the set of 
features that can best distinguish between the successful infections and the failed ones by 
using classification models. The second step is based on the subset of phage-host pairs 
where the host is susceptible to the phage (EOP > 0). The step 2 model of our framework 
is designed to evaluate the potential impact of the genotype on this observed phenotype by 
modeling the efficiency of the phage in infecting a host. 
3.3.4 Model for predicting existence of phage infectivity 
For a given phage-host pair, in order to determine the presence or absence of a 
successful infection event, we binarized the EOP values 𝑒./ into 0 and 1, i.e. 
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𝑑./ = 𝟏{p24	q	r} ,       (12) 
where 𝑑./ = 0 indicates a failure of the infection and 𝑑./ = 1  indicates success. As a result, 
this problem became a classification problem. Here we used logistic regression to model 
the relationship between mutation profiles and the existence of successful infection in 
phage-host pairs, that is 
𝜙./
(⋅) = ln	(	 v24
T;v24
	) .       (13) 
Each of the five sets of features, namely H:MF, P:MF, P+H:MF, P´H:MF and Joint:MF, 






In practice, we used LASSO for feature selection and regularization. The penalty term 
parameter for LASSO was determined by using 10-fold cross-validation on the training 
data. Finally, the prediction classification error, calculated as 
#	x=L:p	yz:.{.|p:	}	#	x=:Lp	Yp~={.|p:
#	gp:{	=Lp:
, was used to assess the performance for this model. The 
mean classification error was calculated by taking the mean of classification error from 
200 runs. 
3.3.5 Model for predicting infection efficiency 
Since the EOP values are continuous, neither the zero-inflated Poisson or negative 
binomial models are appropriate for modeling the outcomes. As a result, we applied a log 
transformation on the positive EOP values to make the distribution more normal-like. For 
a given phage-host pair where a successful infection event is present, that is 𝑒./ > 0, we 
denote the natural log transformed EOP value as: 
𝑒./ = ln	(𝑒./) .       (14) 
Shapiro-Wilk test was performed to check the normality of the distribution of 𝑒./ .  
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Linear regression was used to model the relationship between mutation profiles and 
the intensity of successful infections in phage-host pairs, that is 
𝜙./
(⋅) = 𝑒./  .       (15) 
Each of the five sets of features, namely H:MF, P:MF, P+H:MF, P´H:MF and Joint:MF, 






For the linear model, we also used LASSO for feature selection and regularization. The 
penalty term parameter for LASSO was determined by using 10-fold cross-validation on 
the training data. Finally, the MAE was used to evaluate the performance of the model. 
3.3.6 Train-validation split and feature evaluation 
To assess the performance of different features for the logistic regression model, 
we performed 200 bootstrap runs to predict the existence of phage infection. Specifically, 
in each run the training set was generated by randomly select 𝑈 × 𝑉 samples from the entire 
dataset with replacement. The 𝑑./ values that were not selected as training samples form 
the validation set. As a control, for each run, a null model was built to predict the outcomes 
by randomly sample 𝑑./ values from a Bernoulli distribution 𝐵𝑒𝑟𝑛(	?̂?) where ?̂? is the 
maximum likelihood estimator (MLE) of the proportion of successful infection from the 
training set of that run. After the 200 runs, the training and validation prediction error were 
compared between pairs of the models including the null model and models based on 
H:MF, P:MF, P+H:MF, P´H:MF and Joint:MF.  
Similarly, we also performed 200 bootstrap runs for the linear model to predict the 
infection efficiency. Specifically, in each run the training set was generated by randomly 
sample 𝑒./  with replacement. The size of 𝑒./  sampled as the training set in each run matches 
the total number of the 𝑒./ . The 𝑒./  that were not selected in the training set forms the 
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validation set. As a control, for each run, a null model was built by always predicting the 
efficiency of infection as the mean 𝑒./  of the training set for that run. After the 200 runs, 
the training and validation MAEs were compared between pairs of the models including 
the null model and models based on H:MF, P:MF, P+H:MF, P´H:MF and Joint:MF. 
3.3.7 Final model and predictions 
After comparing the training and validation performance of models based on H:MF, 
P:MF, P+H:MF, P´H:MF and Joint:MF with 200 bootstrap runs, a final model, which 
contains both the step 1 and step 2 model was constructed. The penalty term parameter for 
each of the step 1 and step 2 models was chosen as the mean of the best penalty term 
parameter from each of the 200 bootstrap runs. After model fitting, the predicted outcome 
𝑑./ for step 1 and ?̃?./  for step 2.  For each step of the final models, the importance of feature 
was measured by the absolute value of coefficients learned from each step. 
  
3.4 Results 
3.4.1 The mutation and cross-infection matrices for phage and host 
To quantify the relative quantity of plaques formed by a phage strain infecting a 
host strain, we computed the efficiency of plating (EOP) values for all phage-host pairs 
sampled during the 37-day coevolution experiments. The EOP value measures the relative 
quantity of plaques formed by a phage strain infecting a host strain. Details of the EOP 
calculation are described in the Materials and Methods section. The resulting EOP values 
exhibited a skewed distribution with 95% of values ranging from 0 to 1.5. At the beginning 
of the experiment, the ancestral host strain was susceptible to all phage strains (EOP > 0), 
while at the end of the experiment, the majority of the host samples from day 37 were 
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resistant to all phage strains (EOP = 0) (Figure 22). Overall, the EOP matrix showed the 
complexity of the observed phenotype from phage-host interactions (Figure 9). A total of 
2295 phage-host interaction pairs were observed, among which 913 pairs denoted 
successful phage infections (EOP > 0) and 1382 denoted unsuccessful infections (EOP = 
0). Since the observed positive EOP values span a wide range and has a long-tailed 
distribution, there was large variance in the observed phenotype in terms of the efficiency 
of phage infection (Figure 22). For the observed genotypes, the mutation profiles of the 
host and phage revealed a number of changes in their genomes, including 18 and 176 
unique mutations for the host and phage, respectively (Figure 9, Table 5). As a result, we 




Figure 9 – Heatmaps showing the EOP value matrix as well as host and phage 
mutation profiles 
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The upper panel is showing phage mutation profile. The left panel is showing host mutation 
profile. Black cell indicates the presence of a mutation. Gray cell represents the absence 
of a mutation. The heatmap is showing the EOP value bands. The color key showing the 
color and the corresponding EOP value range. 
 
3.4.2 Model for predicting phage-host interaction network 
We developed a framework for predicting the effect of genetic mutations on the 
presence or absence of successful infection (POA) of phage-host pairs embedded in a 
phage-microbe interaction network. We began with logistic regression models that utilize 
mutations as features to predict qualitative variation in the infection network, i.e., ‘whom 
infects whom’. We classified different models in terms of the distinct feature sets that 
underlie predictions, including a host-only mutational feature (H:MF), a phage-only 
mutational feature (P:MF), and an additive phage and host mutational feature (P+H:MF). 
All of these models leveraged differences in phage or host genotypes. However, it is 
possible that combinations of mutations of phage and host act in a nonlinear way to impact 
phenotype. For that reason we also included the phage-cross-host mutational feature set 
(P´H:MF) as well as models that include both ‘first-order’ (phage and host mutations) and 
‘second-order’ (phage-cross-host mutations) effects (i.e., the combined feature set model, 
Joint:MF). These features were constructed based on the genetic mutation profiles of the 
host and phage. By comparing the performance of the logistic regression models built 
based on different sets of features, we found that the additive phage and host model 
(P+H:MF) outperforms all other features on the validation set (P < 9.44e-5) with a mean 
classification error of 15.07% (Figures 10 and 23). Our results showed that the P+H:MF 
contains the best set of features for predicting the POA for a given phage-host pair. One 
explanation for this result could be that each of the important mutations that occurred 
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during the coevolution process have sufficiently large effect size to impact the presence or 
absence of the interaction. Overall, we built a final model based on P+H:MF for step 1 
(Figure 11). Feature importance analysis revealed 7 host mutations and 27 phage mutations 
that were shown to have a positive effect on the observed phage infection, comparing with 
5 host mutations and 15 phage mutations that were shown to have a negative effect (Table 
7). 
 
Figure 10 – Model performance for different feature sets on validation set 
(A) Boxplot for validation set classification error for step 1 on 200 bootstrap runs for null 
model and models based on H:MF, P:MF, P+H:MF, P´H:MF and Joint:MF. (B) Boxplot 
for validation set MAE for step 2 on 200 bootstrap runs for null model and models based 




Figure 11 – Results from final model for step 1 based on P+H:MF, P´H:MF and 
Joint:MF 
Top panel: The true phage-host interaction network based on observed EOP from 
experiment. Middle panel: The predicted interaction network based on P+H:MF, P´H:MF 
and Joint:MF, respectively. Bottom panel: The coefficients learned from the P+H:MF, 
P´H:MF and Joint:MF features, respectively. 
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3.4.3 Model for predicting the efficiency of infection 
As the next step in our framework, we extended the prior prediction framework so 
as to identify phage and host mutations that have large impacts on the efficiency of phage 
infection (EFF) with the presence of phage infection (EOP > 0). Since the log-transformed 
positive EOP values followed a normal distribution (P = 3.283e-8), here we used linear 
regression to model the quantitative impact of mutations on EFF (Figure 24). We examined 
models based on five sets of features, namely the H:MF, P:MF, P+H:MF, P´H:MF and 
Joint:MF. Model performances were compared based on the validation mean absolute error 
(MAE). The results showed that the linear regression model with the additive feature set 
(P+H:MF) gives the lowest validation MAE (P < 3.95e-14) with median MAE to be 1.05 
(Figures 10 and 23). Overall, we built a final linear model based on P+H:MF for step 2 
(Figure 12). Feature importance analysis revealed that there were 7 host mutations and 34 
phage mutations that were shown to have a positive effect on promoting the efficiency of 
phage infection, compared with 7 host mutations and 33 phage mutations that were 
predicted to have a negative effect (Table 8). 
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Figure 12 – Results from final model for step 2 based on P+H:MF, P´H:MF and 
Joint:MF 
Top panel: The true phage infection efficiency based on the observed positive EOP from 
experiment. Middle panel: The predicted infection efficiency based on P+H:MF, P´H:MF 
and Joint:MF, respectively. Bottom panel: The coefficients learned from the P+H:MF, 
P´H:MF and Joint:MF features, respectively. 
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3.4.4 Molecular mechanism behind the important features 
Several putatively important mutations were revealed by the feature analysis using 
final predictive models for step 1 and step 2 (Figure 25). The top five important features 
that contributed to the increase of POA includes the indicator variable for the ancestral host 
strain, one point mutation in the phage S gene region, two mutations in the phage J gene 
region and one mutation in the bor gene region. For the decrease of POA, the top five 
important features included a 16 bp deletion in the host manXYZ gene region, three point 
mutations in the phage J gene region and one point mutation in the phage intergenic region 
between the lambda p79 gene and the end of the genome. Similarly, the top five important 
features that contributed to the increase of EFF includes the indicator variable for the 
ancestral host strain and four mutations on the phage J gene region. For the decrease of 
EFF, the top five important features included one mutation in the intergenic region between 
bor and lambda p78 gene region and four mutations in the phage J gene region.  
A 16 bp deletion was found to be the most important feature for predicting POA, 
but was not found to be important for predicting EFF. The mutation profile table showed 
that this mutation was shared by 10 host strains, 2 of which were sampled from day 28 and 
8 were from day 37. These 10 host strains were super-resistant, that is, the 10 host strains 
were resistant to the ancestral strain and all the phage isolates from the experiment. This 
mutation was located in the region of the host ManXYZ gene, which encodes the PTS 
mannose transporter subunit IID. This protein could be exploited by the phage to inject 
their DNA into the host. Our findings were consistent with a previous study that showed 
that the mutations in ManXYZ lead to the host super-resistant phenotype [66].  
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Another important feature was the ancestor indicator variable that was found to be 
important for the increase of both the POA and EFF. This was consistent with the fact that 
the ancestral host strain is susceptible to the ancestral phage strain as well as all the phage 
samples collected during the experiment. Finally, several mutations located in the phage J 
gene region were found to be important for both POA and EFF. The J gene encodes the 
tail fiber of phage l which participated in the process of injecting phage DNA into the host. 
Thus, it played an important role in the host-phage interaction and the mutations in the J 
gene region could have a large impact on phage-host interaction [120, 137, 138]. This was 
consistent with our model predicting the mutations to be important for both POA and EFF. 
 
3.5 Discussion 
In this study, we developed a computational framework for predicting the network 
and efficiency of phage-host interactions by linking phenotypes with the genetic mutation 
profiles of both phage and host. The basis for our inference was an assumption that 
mutations can contribute directly, or via mutational-interactions, to changes in phenotype. 
Our comparative analysis revealed that an additive model that incorporates mutational 
effects of phage and host separately had the highest predictive value in linking genotype to 
phenotype. In doing so, the framework identified gene regions already recognized in 
mediating phage-bacteria infections for bacteriophage l and E. coli. The model also 
identified important features that were located in gene regions that could potentially 
participate in phage-host not previously known to contribute to the phage-host interaction. 
Hence, the framework has the potential to identify novel genes and mutations that modulate 
virus-microbe interactions. 
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For example, based on the feature importance analysis, we identified one mutation 
located in the phage S gene region that is found to be uniquely important for predicting the 
presence (or not) of infection. This gene encodes holin which is a small inner membrane 
protein required for phage-induced host lysis [139]. Notably, the phage-host interaction 
network observed in our experiment is based on the quantitative plaque assay, in which 
clearings (plaques) would appear where bacterial cells were infected and lysed by the phage 
[140, 141]. Thus, it was possible for the mutation in the S gene to have a direct impact on 
the lysis of the host cells, which would then have an impact on the final observed 
phenotype.  
Another mutation that occurred in the phage lom gene region was exclusively 
important for the quantitative infection efficiency. The lom gene encodes an outer 
membrane protein that is putatively associated with the host’s ability to adhere to human 
buccal epithelial cells [142]. Although this protein is not currently known to be directly 
involved in the process of phage infecting the host, the fact that it encodes an outer 
membrane protein and that it has an impact on the host phenotype suggest that it could 
have potential role in the phage-host interaction. 
Although our analysis suggested that individual mutations act independently, rather 
than together, to determine infection outcome, we recognized that this finding may reflect 
the nature of our training and test sets. During the model construction, regularization terms 
were used for each of the five models built based on H:MF, P:MF, P+H:MF, P´H:MF and 
Joint:MF. At the training stage, P+H:MF did not outperform the P´H:MF and Joint:MF 
models both in step 1 and step 2. However, at the test stage, the P+H:MF model 
outperformed both the P´H:MF and Joint:MF models. Nevertheless, it was possible that 
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the performance of P´H:MF and Joint:MF models was limited by the number of samples 
observed. There were many possible combinations of phage-host mutation pairs in the 
feature space of P´H:MF and Joint:MF, but majority of them were not observed. Although 
expanding the feature space allows the model to capture the interaction between host and 
phage mutation pairs, however, when more features were introduced to the linear model, 
due to the limited number of samples, the system became under-determined. Even with the 
penalty terms, the solution was still suboptimal. It may be worthwhile to consider the 
P´H:MF or Joint:MF models in future work, particularly given a larger number of samples.  
Our inference framework could detect the importance of previously identified 
adaptive mutations that modify phage-host interactions. However, we must be cognizant 
of the potential for both false positives and false negatives. False detection may arise due 
to evolutionary effects including genetic hitchhiking of neutral mutations, recombination, 
and identification of adaptive mutations that are unrelated to the infection process. 
Moreover, we did not expect the identification of adaptive mutations to be comprehensive. 
We linked genotype to phenotypic changes arising in a specific coevolutionary process as 
measured by a subset of clonal phage and host isolates, hence there will be significant 
regimes of mutational space left unexplored. 
In summary, we have developed a framework for predicting genotypic drivers of 
both the qualitative and quantitative nature of host-pathogen interactions. In doing so the 
framework recapitulated the finding of mutations known to influence infection outcome as 
well as novel sites. In doing so, this framework could help prioritize molecular work to 
identify novel drivers of infection. Although we applied this framework in the context of 
phage-bacteria coevolutionary dynamics, the data-driven approach does not necessarily 
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require prior knowledge on specific genes or mutations and can be applied to other host-






CHAPTER 4. GENOME SEQUENCING REVEALS A 
DISCONNECT BETWEEN COEVOLUTIONARY PATTERN AND 
PROCESS 
 
This chapter is being prepared for publication as: Animesh Gupta*, Shengyun 
Peng*, Chung Yin Leung, Joshua S. Weitz and Justin R. Meyer. ‘Genome sequencing 
reveals a disconnect between coevolutionary pattern and process’. Animesh Gupta*, 
Shengyun Peng* contributed equally. Shengyun Peng performed bioinformatics analysis 
for the coevolution dynamic and phylodynamic analysis, including constructing the host 
and phage mutation profile from raw sequencing data, performing the time-shift analysis 
and reconstructing the phylodynamic trees, running tests for selection on phage samples 
and jointly proposing the leap-frog dynamic hypothesis.  
 
4.1 Abstract 
New analytical techniques have revealed that ecological networks, whether they are 
between antagonists like hosts and parasites or cooperators like pollinators and flowers, 
possess similar nonrandom patterns. The first step to understanding why these network 
structures exist is to understand how they evolved in the first place. Here we studied E. coli 
and bacteriophage l’s coevolution under controlled laboratory settings. The experiment 
was initiated with isogenic strains, but they rapidly evolved to form a rich interaction 
network. Like most phage-bacterial interactions networks (PBINs), the structure was 
nested such that the host-range of an ancestral phage fell within the more derived 
genotypes. This pattern has been predicted to occur through arms race dynamics, where 
bacteria gain ever increasing resistance and phages expand their host ranges to infect the 
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resistant bacteria. Full genome sequencing revealed a much more complex progression. 
Multiple lineages of the bacteria and phage coexist and the lineages that dominate late in 
the arms race evolve from cryptic subpopulations rather the dominant lineage. These 
findings help resolve the mechanisms underlying PBIN structure and provide a cautionary 




Phage and their bacterial hosts are ubiquitous in nature and play a key role in 
regulating microbial ecosystems [37, 89, 143, 144]. These viruses have multifaceted 
effects: Phages drive mortality which can regulate bacterial population size and enhance 
nutrient cycling [145, 146]. The mortality also triggers bacteria to evolve resistance 
through a number of mechanisms including resistance mutations or even the develop 
diverse anti-phage defense systems, including CRISPR-Cas and restriction-modification 
proteins [147]. The proliferation of defense strategies can impact bacterial diversity [84, 
148], which can feedback to trigger the evolution of phage counter defenses and drive their 
diversification too [147, 149-151]. As a result, such interactions between antagonistically 
coevolving host and phage can drive the formation of complex interaction networks [58, 
59]. These eco-evolutionary dynamics often have profound impacts on the larger 
ecosystems the microbes are embedded in [22-24]. 
One common way to study the complex networks that develop between phage and 
bacteria is to construct a phage-bacteria interaction networks (PBINs) [37]. PBINs are 
bipartite matrices with values that describe how well each phage can infect each bacterial 
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strain. The data for the matrices is typically collected by challenge experiments, where an 
array of different hosts is subjected to infection by an array of phage types. PBINs have 
been used to generate hypothesis for the types of coevolutionary dynamics that occur 
between phages and their hosts. For example, the most common PBIN structure observed 
is called nested [59], where phage host ranges fall one within another like a set of Russian 
dolls. Nested structures are thought to arise from arms race dynamics (ARD) where 
bacteria evolve resistance, and phages counter by expanding their host-range to include the 
new resistant type [152, 153]. Phage continue to evolve towards a broader host-range (and, 
similarly, host towards increasing the number of phages they are resistant to) giving rise to 
nestedness [154, 155].  
An alternative structure is modular where phages have more specialized host-
ranges. The phrase modularity stems from the observation that groups of phages tend to 
infect the same bacteria creating dense clumps of interactions in the network. Modularity 
is thought to arise from an alternative coevolutionary sequence known as fluctuating 
selection dynamics (FSD) [74-76, 152]. Under this dynamic, bacteria evolve resistance and 
when the phage counters it, it loses infectivity on other bacteria, resulting in narrow host-
ranges. The dynamic is fluctuating because a range of hosts and phages can be maintained 
by negative frequency-dependent selection that leads to kill-the-winner fluctuations [156]. 
While ARD and FSD are two examples, the patterns in the network can be more complex 
and even share characteristics of both [157].  
The different coevolutionary dynamics are thought to arise from the underlying 
genetic architecture of their interactions. ARD is commonly referred to as gene-for-gene 
because it is thought that the interaction between the phage and bacteria depends on a 
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number of different genes. Bacteria evolve resistance through disrupting one locus, and 
then phage respond by not requiring that locus for infection. By reducing the number of 
host genes required for infection the coevolved phages will be able to infect the 
contemporary and ancestral bacterial genotypes. FSD is often called allele-for-allele (or 
matching alleles) because it is thought that this type of coevolution occurs when the 
interaction is controlled by a single locus. For example, the bacteria could evolve resistance 
by altering the phage receptor to deflect infection, and then the phages could evolve to 
exploit the new receptor at the cost of losing function on the ancestral form. This is often 
referred to as lock and key dynamics, where there are specialized keys that open specific 
locks.     
Ideally, in order to determine how different coevolutionary dynamics yield 
different PBINs, times series of the changing interactions would be measured, as well as 
full genome sequencing to determine the genetic architecture of their coevolution. Previous 
studies have used phenotypic assays to determine how host range and resistance change 
over coevolutionary time [158]. Others have attempted to analyze the genetic basis of 
coevolution by linking mutations in the host or virus to resistance or host range expansion, 
respectively [159]. To the best of our knowledge, no study has measured PBINs and also 
sequenced full genomes of both the host and bacteria. 
To provide a more comprehensive understanding of the formation of PBINs, we 
measured the changes in cross-infectivity using pairwise quantitative plaque assay amongst 
51 host and 45 phage strains sampled at different times in a 37-day coevolution experiment. 
We constructed the PBINs to identify if they show any patterns of modularity on nestedness 
and then confirmed the type of coevolutionary dynamics at play using time-shift analysis. 
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We also sequenced the whole genomes of isolated phage and host strains to understand the 
genomics of coevolution. 
 
4.3 Methods 
4.3.1 Experimental setup and sample isolation 
Meyer et. al [40] performed the original coevolution experiment with the strain 
REL606 of Escherichia coli B and an obligatory lytic strain of l.  Both, E. coli and l, were 
co-cultured in a carbon-limited minimal glucose media at 37°C and allowed to evolve for 
37 days by transferring 1% of the community to fresh medium at the end of each day. 
Periodically, 2 ml of community was preserved by adding ~15% of glycerol and freezing 
the mixture at -80 °C.  
We randomly isolated ten host and eleven phage clones from frozen stocks of a 
population from days 8, 15, 22, 28 and 37. In total, 50 strains of E. coli and 44 ls were 
isolated from the coevolution experiment (no phage were detected on day 37). To isolate 
bacterial clones, a small amount of frozen population was diluted in 0.9% wv sodium 
chloride solution and then spread on a Luria-Bertani (LB) agar plates [41]. The plates were 
then incubated at 37 °C for 24 h to pick individual colonies. The picked colonies were re-
streaked and grown two more times on LB agar plates in the same manner to get rid of any 
phage particles. Finally, ten colonies from each day-timepoint were picked at random and 
grown overnight at 37 °C to run pairwise infection assays. These isolated clones were also 
preserved with ~15% of glycerol at -80 °C. 
Phage clones were isolated by first mixing appropriate dilution (in sodium chloride) 
of frozen community with 4 ml of molten (~50 °C) soft agar (LB agar except with only 
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0.8% wv agar) and ~5 x 108 cells of bacterial strain REL606, and then pouring the mixture 
over an LB agar plate. The plates were dried and incubated overnight at 37 °C to pick 11 
individual plaques at random. Clonal phage stocks were made by growing these picked 
plaques overnight with  ~5 x 108 bacterial cells in 4 ml of the evolution medium shaken at 
220 rpm and 37 °C. Stocks were created the next morning by removing cells with 
centrifugation and treatment with 100 µl chloroform. 2 ml of phage was also preserved 
with 15% of glycerol at -80 °C. 
4.3.2 Pairwise infection assays 
Pairwise quantitative infection assays were performed for all the combination of 
host strains and phage strains isolated (online Supplemental Table 1 at 
https://github.com/speng32/thesis_supp_files). Specifically, 7 serial 1/10th dilutions were 
made of each phage culture. 2 µl of each dilution plus the full-strength phage stock was 
spotted on top of E. coli lawns. Bacterial lawns were made for every single genotype and 
REL606, meaning 17,952 spots were plated. Efficiency of plaquing (EOP) was calculated 
as the phage density calculated on a coevolved isolate divided by the density calculated on 
the sensitive REL606 ancestor. This method provides a quantitative measurement for the 
infectivity of a given phage on a specific host.  
4.3.3 Analysis of Nestedness and Modularity 
BiMat [111] was used to assess the nestedness of the PBIN. The raw EOP value 
matrix was binarized into 0 for EOP = 0 and 1 for EOP > 0. Two preprocessing setting 
were applied on the input EOP matrix. In the first setting (setting 1), the rows and columns 
that contain all zeros were removed. In the second setting (setting 2), a row with all 1’s 
was added to the EOP value matrix to represent that the ancestral host strain can be infected 
 61 
by all phage strains. BiMat was ran with each of the two preprocessed EOP matrix as input 
with default settings and revealed qualitatively similar results. Here we report on results 
from setting 1.   
4.3.4 Resistance and infectivity calculation and statistical test 
For a total number of 𝑛 host samples and 𝑚 phage samples, we denote the EOP 
value for the 𝑖th host sample against 𝑗th phage sample as 𝑒./ where 𝑖 ∈ [1, 𝑛] and 𝑗 ∈
[1,𝑚]. We denote the five checkpoint days of day 8, 15, 22, 28 and 37 for host by 𝑘, where 
𝑘 = 1,2,3,4,5, and the four checkpoint days of day 8, 15, 22 and 28 for phage by 𝑙 where 
𝑙 = 1,2,3,4. Host resistance for a host sample 𝑖 is calculated as 
𝑟. = ∑ 𝟏{p24qr}

/ZT ,     (16) 
which measures the number of phage strains that the host is resistant to. The host range of 
a phage sample 𝑗 is calculated as 
ℎ/ = ∑ 𝟏{p24qr}
>
.ZT ,     (17) 
which measures the number of host strains that the phage can successfully infect. The 




,     (18) 
where 𝐴P denotes the range of the host sample that belongs to the 𝑘th checkpoint and |𝐴P| 
denotes the cardinality of the set 𝐴P, i.e. the number of host samples at the 𝑘th checkpoint. 




,     (19) 
where 𝐵L denotes the range of the phage sample that belongs to the 𝑙th checkpoint and |𝐴P| 
denotes the cardinality of the set 𝐵L, i.e. the number of phage samples at the 𝑙th checkpoint. 
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To evaluate the changes of in the resistance of host and the host range of phage, we used 
Analysis of Variance (ANOVA) to compare these measurements across different sampling 
days. 
4.3.5 Time-shift analysis 
We performed time-shift analysis to compare the mean EOP values of samples 
when they interact with their past, contemporary and future counterparts.  For the host 





.     (20) 
Each data point on the host time-shift curve represents an 𝐸𝐵.L value and the values from 
the same host were connected with dotted lines. For the phage sample 𝑗, the average EOP 




.     (21) 
Each data point on the phage time-shift curve represents an 𝐸𝑃/P value and the values from 
the same phage were connected with dotted lines. 
To test if there is a significant increasing trend in the host time-shift curves, we 
performed one-sided paired t-test by comparing the average EOP values from the last phage 
checkpoint – day 28 – against that from each previous checkpoint, namely day 8, 15 and 
22. Similarly, to test if there is a significant decreasing trend in the phage time-shift curves, 
we also performed one-sided paired t-test by comparing the average EOP values from the 
initial host checkpoint – day 8 – against that from each later checkpoint, namely day 15, 
22, 28 and 37. 
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4.3.6 Whole Genome Sequencing for l and E. coli clones and pre-analysis 
4.3.6.1 Preparing clonal l stocks for DNA extraction 
l clones from each timepoint were revived by growing ~3 µl of frozen stocks 
overnight with 100µl of ~5x109 cells of strain DH5a (a E. coli K-12 derivative) at 37 °C 
in 4 ml of LBM9 medium shaken at 220 rpm supplemented with 40 µl of additional 1M 
magnesium sulphate to facilitate l growth, where LBM9 is 10 g tryptone, 5 g yeast extract, 
12.8 g sodium phosphate heptahydrate, 3 g potassium phosphate monobasic, 0.5 g sodium 
chloride, 1 g ammonium chloride, 1.2 g magnesium sulphate, 11 mg calcium chloride per 
L water. 100 µl of chloroform was added to the overnight cultures to kill the host cells, and 
then centrifuged at 3900rpm for 10 min to pellet the cells and debris. l lysates obtained 
were filtered and stored at 4°C with 2% chloroform. 10 µl of these l lysates were again 
grown overnight with DH5a in the same manner to propagate high phage densities for 
genomic DNA extraction. Final l stocks were obtained by centrifuging the overnight l 
cultures at 3900 rpm for 10 min and then filtering it with 0.22 µm filter tips to remove all 
cells and debris.  
4.3.6.2 Removal of any bacterial DNA 
Any remaining bacterial DNA was first removed from l stocks before extracting l 
DNA. 1 mL of the l stocks was added to 200 µL of ice cold L2 buffer (PEG6000/NaCl 
from TekNova Cat #P4168) in 1.5 ml centrifuge tubes and mixed well by inverting the 
tubes. These were incubated for 1 h before centrifuging tubes at 4°C for 10 min at 12,000 
g. Supernatant was discarded, and tubes were dried by inverting for 10 min. 100 µl of 
DNase solution (65 µl molecular biology grade water with 10 µl of 10x DNase I buffer and 
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25 µl of DNase I (RNase free) from New England Biolabs ) was carefully pipetted into the 
tubes to resuspend the pellets. The suspended solution was incubated for 1 hr at 37°C 
before a heat shock of 10 min at 75°C after which tubes were placed on ice before 
extracting DNA. 
4.3.6.3 Extraction of l genomic DNA 
We used Invitrogen’s PureLink Pro 96 Genomic DNA kit (Catalog no. K1821-04A) 
to extract l genomic DNA. Purified l from above was transfer into wells of 96 Deep Well 
Block provided in kit and kit protocol was followed from step 3 of ‘Preparing lysates for 
gram negative bacterial cells’. 
4.3.6.4 Preparing clonal E. coli stocks for DNA extraction 
E. coli clonal stocks were revived by growing ~3 µl of frozen stocks overnight in 
LB.  
4.3.6.5 Extraction of E. coli genomic DNA 
Invitrogen’s PureLink Pro 96 Genomic DNA kit (Catalog no. K1821-04A) was 
used to extract genomic DNA from overnight cultures of E. coli clonal stocks. 
4.3.6.6 Preparation of genomic library and sequencing 
We used ref. [46] for both E. coli and l to prepare genomic libraries. Sequencing 
was done at UC San Diego IGM Genomics using paired-end Illumina HiSeq 4000 
platform. 
4.3.6.7 Pre-analysis of sequenced reads 
After collecting the raw reads, the adapters were removed using cutadapt [160] and 
quality control (QC) was performed for each isolated strain using FastQC [161].  
4.3.7 Mutation profile tables for isolated host and phage clones 
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The QC filtered sequencing reads were then analyzed using the breseq (v0.32.1) 
pipeline [162]. We ran the pipeline in the consensus mode with default parameters except 
for the consensus-frequency-cutoff, which was set to 0.5. The breseq pipeline first aligns 
the reads to the reference genome using bowtie2 [163]. It then analyzes the mapped reads 
to identify mutations based on new junction, missing coverage and read alignment 
evidences. Finally, it generates a summary mutation profile table with a list of mutations 
and corresponding evidence (online Supplemental Table 2 at 
https://github.com/speng32/thesis_supp_files). The same breseq settings were used to 
analyze both host and phage data. 
4.3.8 Test for selection on phage samples 
The 𝐷Y/𝐷	 ratio was computed for phage whole genome as well as phage J protein 
region to test for the presence of selection [164, 165]. We only performed this test for phage 
since their evolution was dominated by nucleotide substitutions in protein coding genes, 
and the host mutation profiles consisted of many large indels and intergenic changes. To 
compute the 𝐷Y/𝐷 ratio, a pseudo count of 𝛼 = 0.5 was added to both the 𝐷Y and 𝐷 
counts to avoid dividing by zeros.  
4.3.9 Phylogenetic reconstruction 
Due to the prevalence of large insertions and deletions in the host genomes, 
conventional nucleotide substitution models were not suitable for estimating the host 
phylogenetic tree. However, such models are still suitable for estimating the maximum-
likelihood phylogenetic tree for phage genomes. As a result, two different approaches were 
taken to reconstruct the evolutionary trajectories of the host and virus. 
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To construct the phage phylogeny, multiple sequence alignments were performed 
for all recovered genomes and the ancestral genome using mafft (v7.305b) [166] with 
default settings except that retree was set to 2 and maxiterate was set to 1000. A maximum 
likelihood tree was constructed using raxml-ng [167]. We performed root-to-tip regression 
analysis to confirm the existence of temporal signal in the maximum likelihood tree 
(Figures 29 and 30). This was done by regressing tip distance from the root against the 
sample time. The significance of correlation between tip distance from the root and the 
sample time was evaluated by comparing the observed with the null distribution of 
coefficient of determination (𝑅c). The null distribution of 𝑅c was generated by randomly 
permuting the sample times for 500 times. Finally, the TreeTime [168] program was used 
to generate the phylogenetic tree. 
To reconstruct the host evolutionary trajectory, a pairwise Hamming distance 
matrix was first computed using the R packages e1071 and phangorn [169]. Specifically, 
the hamming distance between a pair of host genomes was calculated as the number of 
different mutations from the two genomes. This approach is different from the approaches 
used by nucleotide substitution models where each base pair change in the two genomes 
was counted as a single mutation event. The neighbor-joining (NJ) trees were then built 
based on the hamming distance matrix using T-REX [170]. Similar root-to-tip regression 
analysis was performed to confirm the temporal signal as described in the previous 
paragraph. Finally, the TreeTime program was used to build the host phylodynamic tree.  
4.3.10 Genomic analyses of whole community from Day 8 
120 µl of frozen stock of whole community was grown for 24 h in 10 ml of media 
similar to the original coevolution experiment [40] to revive the population. Phage and 
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bacteria were then separated, and their genomic DNA was extracted in the same manner as 
described above for clonal stocks. Genomic library was prepared using NexteraXT kit at 
UC San Diego IGM Genomics. IGM also sequenced the samples using 75 base single reads 
on the Illumina HiSeq 4000 platform. breseq v0.32.0 was used to analyze whole population 
sequencing data of Day 8. We ran breseq in polymorphism mode with default settings to 
construct the mutation profile tables. 
 
4.4 Results 
4.4.1 Coevolutionary changes in resistance and infectivity 
To study the coevolutionary arms race between E. coli and l, we quantified changes 
in cross-infectivity amongst multiple host and phage strains sampled at different timepoints 
from the coevolution experiment (Figure 8). We isolated ten host and eleven phage clones 
from populations preserved at Day 8, 15, 22, 28 and 37 (no phage at day 37 due to 
extinction), and performed quantitative pairwise plaque assays between them (online 
Supplemental Table 1 at https://github.com/speng32/thesis_supp_files). The cross-
infection matrix revealed a complex but ordered pattern of nestedness as is typically 
observed in most phage-bacterial interaction networks (PBINs) (Figure 13) [43]. 
Additionally, we did not uncover evidence for a modular pattern based on bimat result 
(data not shown).  The ordered pattern of nestedness emerges when an arms race between 
bacteria and phage leads to bacteria evolving resistance and phage evolving counter-
resistance to it while retaining the ability to infect the previous sensitive host. 
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Figure 13 – Phage (columns) and bacterial (rows) interaction network 
The Filled squares indicate a combination of host and phage that result in successful 
interactions. The original network was reassembled to maximize nestedness using the 
software BiMat. The red line highlights the isocline using the NTC algorithm. The 
nestedness value of the network based on NODF algorithm is 0.839. Null models based on 
200 random shuffles have a mean of 0.638 and std of 0.011. 
 
Note that although all isolated hosts on Day 8 were resistant to all Day 8 phage 
clones (Figure 14), the phage population did not go extinct in the coevolution experiment 
due to “leaky-resistance” of host [42]. This is a phenomenon where a small fraction of 
susceptible host cells is maintained because of a high rate of genetic reversion from 
resistant to susceptible. The reversion rate is high enough to sustain the phage population 
through daily serial dilution transfers, but lower than what we can sample from picking 
individual colonies. Eventually, resistance levels had reached such high levels and the 




Figure 14 – Host resistance and phage infectivity measured by pairwise plaque assay 
 (A) Heatmap showing the plaque assay result where grey cells represent no infection, 
yellow represents low infectivity and red represents high infectivity. (B) Line plot showing 
the resistance percentage of host and the host range percentage of phage at each 
checkpoint. (C) Boxplot showing the average resistance of hosts from the same sampling 
day across five checkpoints. (D) Boxplot showing the average infectivity of phages from 
the same sampling day across four checkpoints. The statistical significance of the 
difference between the average resistance and host range from different checkpoints were 
evaluated using ANOVA. 
 
In line with the nested pattern, Figure 14B shows the average increase in host-
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resistance percentage – the proportion of host genomes from a given sampling day that are 
resistant to infection –increases monotonically as the coevolution time increases; and for l 
too, the host range percentage – the proportion of host genomes that can be infected by 
phage sampled at a given day – also increases with time. ANOVA results show that the 
resistance of the host increased significantly (P = 4.453e-09, F = 51.01) during the 
experiment (Figure 14C). Similarly, by comparing the infectivity of the phage samples 
from different days, we also observe significant changes (P = 4.143e-17, F = 188.81) in 
host-range (Figure 14D) over the course of the coevolution experiment. 
4.4.2 Time-shift analysis and signatures of coevolutionary dynamics 
To further dissect the complex network of cross-infection, we zoomed in on each 
sampling day and performed a time-shift analysis on host and phage clones isolated from 
that day against their counterparts from the past, contemporary and the future. Specifically, 
we compared the EOP values that quantifies the interaction between hosts and phage 
isolated from any two given days. A higher EOP value implies lower host resistance or 
higher phage infectivity. A mean EOP value was calculated for each host isolate from its 
EOP values with all the phage isolates from a given day. These mean EOP values of host 
clones isolated from a given day were then plotted over time (Figure 15B). Host samples 
from Day 8 showed increased susceptibility to l isolated from future days when compared 
with l clones isolated from Day 8 (P < 2.546e-4). For days 15 and 22, hosts had higher 
EOP for phage samples from the future versus that from the past and contemporary (P < 
2.883e-3 and P < 1.923e-4). Hosts isolated from Day 28 and 37 showed similar resistance 
to previous days; no future phage population were present for hosts isolated from Day 28 
and 37. Similar analysis was performed for phage isolates, where mean EOP values of all 
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phage isolates from a given day were plotted for different days (Figure 15C). Since all 
isolated hosts were resistant to all Day 8 phages, all EOP values were zero for Day 8 
phages. No statistically significant difference was observed in mean EOP values across 
time for phage isolates from day 15. However, for phage samples from day 22 and 28, 
infectivity on past hosts were higher than that from contemporary and the future (P < 
3.173e-7 and P < 2.417e-4). This pattern is consistent with the arms race dynamics (ARD), 
where the infectivity of the evolved phage on hosts from the past is always higher than that 
on hosts from the future [158].  
 
Figure 15 – Time-shift analysis results from different checkpoints 
(A) Schematic for the time-shift analysis that compares the mean EOP from hosts or phages 
interacting with their counterparts from the past, contemporary and the future. (B) Time-
shift results from host checkpoints day 8, 15, 22, 28 and 37, respectively. The gray dotted 
line shows the time-shift curve for each individual host and the black line shows the 
average. The vertical dashed line represents the host sample day. The P-values shown here 
are the maximum P-value from one-sided paired t tests comparing the final checkpoints 
with each of the previous checkpoints. (C) Time-shift results from phage checkpoints day 
8, 15, 22 and 28 respectively. The gray dotted line shows the time-shift curve for each 
individual phage and the black line shows the average. The vertical dashed line represents 
the phage sample day. The P-values shown here are the maximum P-value from one-sided 
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4.4.3 Bacteria and phage whole-genome sequence analysis 
Whole genome sequencing revealed a total of 18 and 176 unique mutations for the 
host and phage strains respectively, resulting in 15 unique host genotypes and 34 unique 
phage genotypes (Figures 31, 32 and online Supplemental Tables 2 and 3 at 
https://github.com/speng32/thesis_supp_files). For E. coli, the 18 unique mutations consist 
of 7 nonsynonymous point mutations, 1 intergenic point mutation, 7 deletions and 3 
duplications.  These 18 unique mutations collectively affected a total of 1,021 nucleotides 
in the ancestral genome. The most abundant mutation that occurred in 38 out of 50 host 
genomes was a frameshift mutation caused by a 25-base duplication in the malT gene. This 
is consistent with the previously observed mutations from the coevolution experiment [40]. 
MalT is a positive regulator of an outer-membrane LamB protein of E. coli that l uses to 
infect E. coli. The mutation in the malT gene of E. coli interferes with the expression of 
lamB, and confers resistance to phage. A frameshift mutation in the manZ gene emerges 
later in the experiment which was previously shown to confer high levels of resistance [40]. 
It appears to have the same affect here, all of the host with this mutation are resistant to all 
l genotypes. manZ encodes an inner-membrane pore protein which transports l’s DNA 
across E. coli’s inner membrane. Another common mutation was a 777 bp deletion that 
was detected in 15 genomes. This mutation caused by the excision of an IS element and is 
known to occur at a high rate in REL606 [171]. None of the affected genes (ECB_RS14915 
which encodes the SDR family oxidoreductase, ECB_RS14920 which encodes the IS1 
family transposase and ECB_RS14925 which encodes a hypothetical protein) are known 
to have any effect on l resistance [172]. This mutation is likely just a genomic hitchhiker 
that occurs because of its high mutation rate.  
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In l isolates, a total of 176 unique mutations consisting of 53 nonsynonymous 
SNPs, 87 synonymous SNPs, 2 insertions, 3 deletions and 31 intergenic mutations, 
affecting a total of 182 nucleotides were identified. All the insertions and deletions detected 
were small indels that involved only 1 or 2 bases. Out of all mutations, 116 were in the J 
gene which encodes the host recognition protein of l. J protein initiates infection by 
binding to E. coli’s LamB protein and some of these J mutations have been shown to 
increase adsorption rates to LamB and allow l to exploit a novel receptor, OmpF [173, 
174]. During the coevolution, we observed strongest selection for phage on Day 8 (Figure 
33) and as phage population approached extinction by Day 37, the 𝐷Y/𝐷 ratio decreased. 
Overall, the high 𝐷Y/𝐷 shows that the phage experienced strong selection throughout the 
study in line with the ARD model. 
4.4.4 Phylogenomics of coevolving phage and bacteria 
A typical ARD pattern was observed in the l-E. coli interaction network, but was 
it driven by the gene-for-gene model of coevolution at the genomic level? To answer this, 
we reconstructed the phylogenetic trees for both host and phage from whole genome 
sequences sampled at different days (Figure 16). Due to the prevalence of large insertions 
and deletions in the host genomes, conventional substitution models were not suitable to 
estimate phylogenetic trees for the host. The temporal signal was checked (Figures 29 and 
30). As a result, we used an alternative approach as described in the Methods. We consider 
the ancestral strain as the root and all samples collected between the root and the last sample 
day as derived strains. Samples on the last day are described as the final strains. A typical 
ARD pattern at the genomic level would result in a directed phylogenetic tree where at 
each timestep the most dominant genotype is carried forward by accumulating more 
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mutation in response to higher selection pressure by phage. This would result in the derived 
strains of Day 37 (tip of the tree) to be the furthest away from the ancestral strain (root of 
the tree).  But interestingly, the phylogenomic pattern of host indicates a much more 
complex dynamic. We see that the strain with the highest level of resistance occurs at Day 
37 (marked in red), but it is in fact most closely related to the sensitive ancestor. None of 
the intermediate derived strains were predicted to be the ancestor for the most dominant 
types present at the end of the coevolution. We hypothesize that this lineage had evolved 
early on in the experiment, but had remained at low levels until later in the experiment 
when broad host-range phages evolve and apply more pressure on the bacteria. We call this 
a ‘leap-frog’ dynamic where a rare lineage overtakes a dominant lineage later during 
coevolution.   
A similar leap-frog dynamic was observed from the phylogenomics of l (Figure 
16B). None of the derived strains from Day 8 were predicted to be the ancestor of the final 
strains sampled on Day 28. When we compared the number of derived strains on the early 
dominant branch (green) versus the dominant later branch (blue), there was a gradual shift 
from day 8 and 28. The majority of the genotypes on Day 8 were located on the green 
branch, whereas by Day 22, about half the population had shifted to blue branch. Finally, 
all the genotypes of Day 28 were located on the blue branch. 
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Figure 16 – Reconstructed phylogenomic trees of the hosts and phage 
(A) The host phylodynamic tree reconstructed based on host mutation profiles. All super-
resistant host strains are located on the red branch. The bar above the time scale 
represents the proportion of host strains from each colored branch across different 
checkpoints. (B) The phage phylodynamic tree reconstructed based on the phage mutation 
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scale represents the proportion of host strains from each colored branch across different 
checkpoints. 
 
4.4.5 Whole population sequencing of the early community 
To test whether the later dominant lineages were present earlier, we sequenced full 
genomes of E. coli and l extracted from the mixed community on day 8. We predicted that 
we would be able to detect mutations that were on the late-dominant lineages that we not 
observed in the early-dominant lineages. Indeed, we uncovered the 16-base deletion in the 
manZ gene for E. coli and the single base substitution in H gene of l which defined the 
final dominant clade in the coevolution (Figure 17, Tables 9 and 10). This confirms our 
lineage leap-frog dynamic hypothesis where a rare lineage from earlier timesteps emerges 
later in the arms race. Notably, the population sequencing revealed many more mutations 
than observed by sequencing isolates (Figures 34 and 35), suggesting that there are high 
levels of cryptic genetic variants in this coevolving population. As seen for the manX and 
H mutations, this variation can provide the genetic ‘ammunition’ important for later stages 
of the arms race.   
 77 
 
Figure 17 – Genomic diversity in whole population versus isolated clones on Day 8 
The outer gray ring represents the whole population and the inner black circles represent 
all the isolated clones at Day 8 for a) E. coli b) l. All the marks show different mutations 
present in them. The mutations marked in red (in gene manZ for E. coli and H for l) is in 
the lineage dominant at the end of coevolution but whose evidence is found only in whole 
population sequencing. 
 
4.4.6 Molecular mechanism underlying leap-frog dynamic 
In order to study the molecular mechanism underlying the observed coevolutionary 
dynamics, we analyzed the gene functional annotation of several key players in the phage-
host interaction. The ancestral phage strain uses the J protein to target the host porin LamB 
and injects the phage DNA into the periplasm [175, 176]. One positive regulator of the 
LamB porin is the HTH-type transcriptional regulator malT. As a result, mutations in the 
host malT protein downregulates the expression of LamB and affects phage-host 
interaction by mitigating l’s ability to exploit LamB.  
Our results show that during the early stage of our experiment, the most common 
mutation in host genotypes – the 25-base duplication within the gene region that encodes 
a) b)
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malT – occurs amongst many of the day 8 host strains. As the coevolution plays forward, 
the majority of the derived host strains from later days, including all Day 15 and Day 22 
derived strains, also carries this duplication. In contrast, none of the super-resistant strains 
of Day 37 have this mutation. Instead, they have a common 16-base deletion in the manXYZ 
gene. This gene encodes a permease for mannose, which is an inner membrane protein that 
l uses to finally inject its DNA into the cytoplasm of the cell after attaching to an outer 
membrane protein of E. coli [177, 178]. Mutations in manXYZ have been shown to lead to 
the super-resistant phenotype in host strains [66]. But manXYZ gene is also shown to help 
E. coli uptake glucose, so mutation in this gene should hinder E. coli’s growth rate in our 
experimental conditions. Alternatively, malT mutants have been shown to confer a slight 
benefit to growth rate in glucose medium [45]. Thus, the hosts with manXYZ mutations 
were overshadowed by malT which experienced high levels of cost-free resistance. As l 
evolved to use a new receptor and increase its infectivity, manZ mutant’s superior levels 
of resistance began to payoff. Cryptic genetic variation that arose early during the arms 
race were selected for at later stages when the ecology of the system, namely phage 
infectivity, change to favor its rise. 
 
4.5 Discussion 
To comprehensively understand the dynamics of l-E. coli coevolution at different 
levels, we constructed the PBINs at phenotypic level and analyzed whole genomes of both 
l and E. coli. We measured cross-infectivity amongst 51 hosts and 45 viruses sampled at 
5 different days that coevolved over the course of a 37-day coevolution experiment and 
performed time-shift analysis on the observed changes. We then also sequenced all host-
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phage strains used to construct the PBINs and whole community of host-phage from a 
single day of an early timepoint of coevolution to relate interactions at phenotypic level 
with dynamics at genomic level.  
The nested pattern of l-E. coli PBIN revealed a typical ARD between phage and 
its bacterial host. However, the genomic data revealed that the arms race was not driven by 
this model’s predicted steady accumulation of resistance or host-range mutations. Instead, 
the genomic data revealed ‘leap-frog’ dynamics for both the host and virus where an “old” 
lineage is maintained in the population for long duration until the ecological conditions 
change to favor it and drive it to dominance. The genomic data are more in line with FSD, 
where a large number of variants can be maintained in a population and different types are 
selected at varying times during coevolution. Reality falls somewhere in the middle of 
these two coevolutionary models.   
The assumption of parsimony led to the misinterpretation of the dynamics that yield 
nestedness. A single evolving lineage is much more likely than a huge diversity of 
contending lineages. However, the reality is that the eco-evolutionary dynamics observed 
here yield the emergence and maintenance of vast genetic diversity and much more 
complex dynamics. This realization in line with other recent genomic-based studies that 
have reveal much more rare genetic variation than previously anticipated [179]. Our result 
for viruses is particularly important because the parsimonious assumption that modern 
lineages stem from previously observed lineages is also made for constructing phylogenies 
of human viruses such as influenza [180]. If this assumption is flawed for influenza, then 
researchers may misinterpret the number of molecular changes and its evolutionary 
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dynamics. This would interfere with the analysis of its genomic evolution and 










CHAPTER 5. CONCLUSION 
5.1 Summary of research advances 
5.1.1 Research advance 1 
An integrated analysis based on single cell sequencing, metagenomics and 
bioinformatics approaches was applied to evaluate virus-host interaction in a Yellowstone 
National Park (YNP) hot spring. The recovered virus-host relationships at both cell and 
species levels illustrated the ubiquity and complexity of the virus-host interaction network. 
Specifically, the results shown that the majority of the hosts in the environment contain 
viruses. Furthermore, most host cells contain viruses from multiple different viral 
partitions. In turn, within the relatively low-diversity community, the coexistence of a 
broad spectrum of virus types from specialists to generalists was observed. Taken together, 
these results should inspire new methods to assess the relevance of superinfection and the 
variation in the viral lifestyles in natural environments.  
5.1.2 Research advance 2 
During a coevolutionary experiment, the phenotype of phage-host interactions was 
quantified using quantitative plaque assays. Whole genome sequencing was performed for 
the isolated strains at different time points to reveal the genotypical variations that had 
occurred and accumulated. Machine learning algorithms were applied to link the 
phenotypical changes and genotypical changes. Quantitative models were built based on a 
two-step modelling framework and different sets of features.  The outcomes revealed 
important genes, some of which have been experimentally validated for their roles in 
phage-host interactions, while others were genes that could potentially be involved. The 
flexibility of this framework allows for application on data from other host-pathogen 
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system to reveal the most impactful mutations during the coevolution process in a 
quantitative way.  
5.1.3 Research advance 3 
Time-shift analysis was performed based on the host range of phage during the 
coevolutionary experiment. The arms-race dynamic (ARD) pattern was observed from the 
result of time-shift analysis. The phylodynamic trees for both host and phage were 
reconstructed based on the mutation profiles and sampling day to provide a comprehensive 
understanding of the coevolutionary process. The phylodynamic trees revealed a leap-frog 
dynamic which suggested that the current populations arose from rare subpopulations 
rather than the most recent, dominant lineages. The different conclusions based on 
phenotype and genotype evidences reveals that coevolutionary dynamics are much more 
complex than simple models can explain. The assumptions of linear genomic evolution 
could lead to misinterpretations of the evolutionary pattern and process. 
 
5.2 The ubiquitous of viral-host interactions 
In Chapter 2, we characterized the structure of virus-host interactions in a 
Yellowstone National Park (YNP) hot spring microbial community to quantitatively 
measure the extend of virus-host interactions in natural environments. By performing an 
integrated hexanucelotide, single cell sequencing and CRISPR-based analysis, we 
conservatively estimated that >60% of host cells contain at least one virus type. The 
majority of these cells contain two or more virus types. In conclusion, in the published 
work, we found that nearly all cells in the YNP NL01 hot spring interact with viruses, that 
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multiple, concurrent interactions are common and that a broad spectrum of virus types from 
specialists to generalists coexist in a relatively low-diversity community [77]. 
These results should encourage the development of more robust empirical methods 
and theoretical models to assess the relevance of superinfection and a diversity of viral 
lifestyles in shaping natural communities. Current single-cell sequencing results do not 
fully capture the diverse sequences found in a cell due to coverage limitations. Higher-
coverage sequencing data would provide more confidence and possibly new insights for 
investigating superinfection.  Beyond the ubiquity of the virus-host interaction network in 
the hot spring, the viral lifestyles can also be further characterized across different spatial 
and temporal scales. Time series samples can be used to further investigate the dynamics 
of the virus-host interaction network. If we consider different hot springs as independent 
systems, by including samples from other similar hot springs, we could assess the diversity 
and similarity of the virus-host interaction networks. 
 
5.3 The link between host range and genetic basis 
Given a pair of virus and host that is known to interact with each other, in this case 
bacteriophage l and Escherichia coli, we measured the changes in host range and the 
genetic profiles of both phage and E. coli. We proposed a two-step framework to link the 
phenotypical changes in terms of the host range and efficiency of infection with the 
changes in the genetic profiles.  Overall, our framework confirmed several genes that were 
consistent with experimental validations, suggesting that our framework is capable of 
identifying the mutations in canonical genes that were known to involve in phage-host 
interactions. Our framework also revealed several genes that could potentially participate 
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in such interactions, suggesting that it is capable of discovering novel genes that could 
participate in phage-host interactions. Although downstream experimental validation on 
the mutation or mutation pairs found are still necessary to confirm our newly identified 
sites, our framework can help prioritize experiments that genetically manipulate phage and 
host genomes. 
For future work, experimental validations could be performed to evaluate the role 
of the novel genes predicted to be involved with the infection process (S and lom). Also, it 
is possible that the models which we term P´H:MF and Joint:MF have not yet reached 
their full potential due to the limited number of samples. These models could be refined 
given more sample data Finally, since our framework is very flexible, the logistic 
regression and linear regression used in the two steps can be replace by other models that 
also generate classification and regression results. 
 
5.4 The genotypical and phenotypical coevolution dynamic 
Under experimental conditions, samples taken at different checkpoints not only 
allow us to observe the genotypical and phenotypical changes, but also allow us to track 
the patterns of coevolution dynamic. Therefore, we investigated the dynamics of genotypes 
and phenotypes in coevolving virus-microbe, via analysis of full genome sequencing of 
Escherichia coli and bacteriophage l. In contrast, we found that the phenotypical changes 
support the arms race dynamic. We also found that the emergence of resistant E. coli hosts 
and host-range mutant l phage in later stages of the experiment arose from rare 
subpopulations rather than recent, dominant lineages. This lineage leap-frog dynamic is 
enabled by fluctuations in ecological conditions that rescue rare lineages with increasing 
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resistance and infectious genotypes, rather than enabling the progressive genomic changes 
envisioned in an arms race.   
Due to the limit number of samples taken at each checkpoint, we were not able to 
the shift in allele frequency spectrum in either host or phage. By performing metagenomic 
sequencing and analysis, such results would provide additional evidence to support the 
phage-host interaction dynamic. 
 
5.5 Perspective 
Taken together, our results showed that virus-host interactions are ubiquitous in 
natural environments, including extreme conditions. The observed virus-host interaction 
network that consists virus species that are generalists and specialists is highly complex. 
The observed changes in phage-host interactions can be tied to the genetic basis. And the 
theoretical framework based on genotypical changes, in turn, can also reveal potential 
genes that could participate in phage-host interactions. From a coevolutionary stand point, 
the observed phenotypical changes support the arms race dynamic while the genotypical 
changes supports the leap-frog dynamic. This shows the complexity in virus-host 
coevolution dynamic. In conclusion, virus-host interactions with the ubiquity and 
complexity, shape the coevolution trajectory of both virus and host and have a profound 





APPENDIX A.  
SUPPLEMENTARY INFORMATION FOR CHAPTER 2 
 
 
Figure 18 – Heatmap of the percent of the SAG genome used to calculate ANI for all 
classified SAGs against 32 reference genomes 
SAGs are in the same order as Figure 5. Matches where less then 5% of the SAG genome 




Figure 19 – Schematic overview of the logic pipeline used to classify single amplified 
genomes (SAG)  
The average nucleotide identity (ANI) was calculated using the script provided here 
(https://github.com/chjp/ANI) and the base pair coverage (BPC) was calculated using a 






Figure 20 – Graphical representation showing the ratio of viral reads to assembled 
cellular contigs 
The boxes showing expected biases were calculated using 30kb as the average size of 
thermophilic Archaeal viral genomes and an average thermophilic Archaeal genome size 
of 1.5-2Mbp. On all graphs different read cutoff levels from 1-10 150bp are shown. A. The 
number of infected SAGs, B. the percentage of infected SAGs with two or more viral types 




Figure 21 – Receiver operating characteristic (ROC) curves assuming A. 5 viral 
sequence reads (750bp) or B. 2 viral sequence reads (300bp). Optimal 




Table 1 – Reference genomes used in this study and a reference for each 
Reference Genome Reference 
Hydrogenobaculum sp. 3684 GCA_000213785.1 
Metallosphaera yellowstonensis MK1 GCA_000243315.1 
Nanoarchaeum equitans GCA_000008085.1 
Nanodsidianus stetteri GCA_000387965.1 
Sulfolobus acidocaldarius DSM 639 GCA_000012285.1 
Sulfolobus islandicus HVE10/4 GCA_000189575.1 
Sulfolobus solfataricus P2 GCA_000007005.1 
Sulfolobus tokodaii str. 7 GCA_000011205.1 
Vulcanisaeta distributa DSM 14429 GCA_000148385.1 
Vulcanisaeta moutnovskia 768-28 GCA_000190315.1 
Nanoarchaeota archaeon 7A GCA_001552015.1 
Acidilobus sp. 7A CP010515.1 
Ignicoccus hospitalis KIN4/I GCA_000017945.1 
Acidilobus sulfurireducans 636559880 
Acidilobus saccharovorans 345-15 GCA_000144915.1 
Acidianus hospitalis W1 GCA_000213215.1 
Acidocryptum nanophilium GCA_000389735.1 
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Table 3 – Recruitment of reads from SAGs used in this study onto publicly available 










AD-903-A01 A. nanophilium 89488 0 0 0 
AD-903-A03 A. nanophilium 107965 0 0 0 
AD-903-A04 A. nanophilium 113889 0 0 0 
AD-903-A05 A. nanophilium 123098 0 0 0 
AD-903-A06 Unclassified 179648 0 0 0 
AD-903-A07 Acidilobus sp 65901 0 0 0 
AD-903-A08 Vulcanisaeta sp 82440 0 0 0 
AD-903-A10 A. nanophilium 165630 0 0 0 
AD-903-A11 Sulfolobus sp 2 171882 0 0 0 
AD-903-A13 A. nanophilium 99068 0 0 0 
AD-903-A14 A. nanophilium 179664 0 0 0 
AD-903-A15 Acidilobus sp 133078 0 0 0 
AD-903-A16 
Likely Vulcanisaeta 
sp 184523 0 0 0 
AD-903-A17 Unclassified 116492 0 0 0 
AD-903-A18 A. nanophilium 215165 0 0 0 
AD-903-A19 A. nanophilium 188757 0 0 0 
AD-903-A20 Unclassified 242016 0 0 0 
AD-903-A21 A. nanophilium 187093 0 0 0 
AD-903-A22 
Likely Sulfolobus sp 
1 186319 0 0 0 
AD-903-A23 Sulfolobus sp 1 164471 0 0 0 
AD-903-B02 Unclassified 641140 0 0 0 
AD-903-B03 Unclassified 383585 0 0 0 
AD-903-B04 Vulcanisaeta sp 628444 0 0 0 
AD-903-B05 A. nanophilium 250119 0 0 0 
AD-903-B06 A. nanophilium 323260 0 0 0 
AD-903-B07 A. nanophilium 241217 0 0 0 
AD-903-B08 A. nanophilium 503149 0 0 0 
AD-903-B09 Vulcanisaeta sp 363926 0 0 0 
AD-903-B10 A. nanophilium 435310 0 0 0 









A. nanophilium & 
Nanoarchaea 1033018 0 0 0 
AD-903-B15 
Acidianus hospitalis 
W1 456758 0 0 0 
AD-903-B16 A. nanophilium 543906 0 0 0 
AD-903-B17 A. nanophilium 139639 0 0 0 
AD-903-B18 Vulcanisaeta sp 386263 0 0 0 
AD-903-B19 A. nanophilium 220125 0 0 0 
AD-903-B20 A. nanophilium 402788 0 0 0 
AD-903-B21 A. nanophilium 278599 0 0 0 
AD-903-B22 
Nanoarchaea & 
Sulfolobus sp 1 614168 0 0 0 
AD-903-B23 Unclassified 377888 0 0 0 
AD-903-C02 A. nanophilium 197180 0 0 0 
AD-903-C03 Sulfolobus sp 1 160366 0 0 0 
AD-903-C04 A. nanophilium 138807 0 0 0 
AD-903-C05 Vulcanisaeta sp 97279 0 0 0 
AD-903-C06 A. nanophilium 300127 0 0 0 
AD-903-C07 A. nanophilium 140629 0 0 0 
AD-903-C08 A. nanophilium 193542 0 0 0 
AD-903-C09 
Likely Sulfolobus sp 
1 133869 0 0 0 
AD-903-C10 A. nanophilium 307971 0 0 0 
AD-903-C11 A. nanophilium 238079 0 0 0 
AD-903-C13 A. nanophilium 97919 0 0 0 
AD-903-C14 A. nanophilium 369975 0 0 0 
AD-903-C15 Vulcanisaeta sp 111532 0 0 0 
AD-903-C16 A. nanophilium 285444 0 0 0 
AD-903-C17 A. nanophilium 222957 0 0 0 
AD-903-C18 A. nanophilium 256121 0 0 0 
AD-903-C19 A. nanophilium 251536 0 0 0 
AD-903-C20 A. nanophilium 203679 0 0 0 
AD-903-C22 A. nanophilium 292488 0 0 0 
AD-903-C23 A. nanophilium 382351 0 0 0 
AD-903-D02 A. nanophilium 329361 0 0 0 
AD-903-D03 A. nanophilium 440098 0 0 0 
AD-903-D04 A. nanophilium 456977 0 0 0 




sp. 3684 1109461 0 0 0 
AD-903-D07 Vulcanisaeta sp 250140 0 0 0 
AD-903-D08 Vulcanisaeta sp 351823 0 0 0 
AD-903-D09 
A. nanophilium & 
Nanoarchaea 428817 0 0 0 
AD-903-D10 A. nanophilium 493731 0 0 0 
AD-903-D11 A. nanophilium 365038 0 0 0 
AD-903-D13 
Likely Sulfolobus sp 
1 598110 0 0 0 
AD-903-D14 A. nanophilium 943540 0 0 0 
AD-903-D15 A. nanophilium 543229 0 0 0 
AD-903-D16 A. nanophilium 947564 0 0 0 
AD-903-D17 Acidilobus sp 279031 0 0 0 
AD-903-D18 A. nanophilium 731863 0 0 0 
AD-903-D19 A. nanophilium 403206 0 0 0 
AD-903-D20 Acidilobus sp 915334 0 0 0 
AD-903-D21 A. nanophilium 680668 0 0 0 
AD-903-D22 A. nanophilium 487279 0 0 0 
AD-903-D23 
Nanoarchaea & 
Vulcanisaeta sp 645657 0 0 0 
AD-903-E02 A. nanophilium 145886 0 0 0 
AD-903-E03 A. nanophilium 232073 0 0 0 
AD-903-E04 
Hydrogenobaculum 
sp. 3684 128464 0 0 0 
AD-903-E05 
Likely Vulcanisaeta 
sp 123375 0 0 0 
AD-903-E06 A. nanophilium 160847 0 0 0 
AD-903-E07 A. nanophilium 87317 0 0 0 
AD-903-E08 A. nanophilium 182642 0 0 0 
AD-903-E09 Sulfolobus sp 2 93514 0 0 0 
AD-903-E10 A. nanophilium 168282 0 0 0 
AD-903-E11 A. nanophilium 131658 0 0 0 
AD-903-E13 A. nanophilium 453201 0 0 0 
AD-903-E15 A. nanophilium 139459 0 0 0 
AD-903-E16 A. nanophilium 354566 0 0 0 
AD-903-E17 A. nanophilium 69564 0 0 0 
AD-903-E18 Unclassified 189281 0 0 0 
AD-903-E20 A. nanophilium 245110 0 0 0 
AD-903-E21 Sulfolobus sp 2 121697 0 0 0 





Sulfolobus sp 1 112499 0 0 0 
AD-903-F02 A. nanophilium 349081 0 0 0 
AD-903-F03 A. nanophilium 168091 0 0 0 
AD-903-F04 A. nanophilium 303574 0 0 0 
AD-903-F05 Nanoarchaea 271770 0 0 0 
AD-903-F06 Acidilobus sp 1559582 0 0 0 
AD-903-F07 
Hydrogenobaculum 
sp. 3684 200477 0 0 0 
AD-903-F08 Sulfolobus sp 2 362402 0 0 0 
AD-903-F09 Unclassified 194878 0 0 0 




Sulfolobus sp 1 170625 0 0 0 
AD-903-F13 Unclassified 273143 0 0 0 
AD-903-F14 Unclassified 407926 0 0 0 
AD-903-F15 
Likely Vulcanisaeta 
sp 196514 0 0 0 
AD-903-F16 A. nanophilium 487115 0 0 0 
AD-903-F17 A. nanophilium 216313 0 0 0 
AD-903-F18 Nanoarchaea 680409 0 0 0 
AD-903-F19 A. nanophilium 375799 0 0 0 
AD-903-F20 Unclassified 286017 0 0 0 
AD-903-F21 A. nanophilium 352309 0 0 0 
AD-903-F22 A. nanophilium 324977 0 0 0 
AD-903-F23 A. nanophilium 193334 0 0 0 
AD-903-G02 Sulfolobus sp 2 159307 0 0 0 
AD-903-G03 A. nanophilium 230029 0 0 0 
AD-903-G04 
Likely Sulfolobus sp 
1 137937 0 0 0 
AD-903-G05 
Acidianus hospitalis 
W1 140623 0 0 0 
AD-903-G06 Vulcanisaeta sp 172556 0 0 0 
AD-903-G07 Sulfolobus sp 2 116837 0 0 0 
AD-903-G08 A. nanophilium 330186 0 0 0 
AD-903-G09 Vulcanisaeta sp 40936 0 0 0 
AD-903-G10 A. nanophilium 223187 0 0 0 
AD-903-G11 Unclassified 79135 0 0 0 
AD-903-G13 Unclassified 161673 0 0 0 
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AD-903-G14 A. nanophilium 174484 0 0 0 
AD-903-G15 
Likely Sulfolobus sp 
2 93996 0 0 0 
AD-903-G16 A. nanophilium 343248 0 0 0 
AD-903-G17 A. nanophilium 138557 0 0 0 
AD-903-G18 A. nanophilium 281809 0 0 0 
AD-903-G20 A. nanophilium 359264 0 0 0 
AD-903-G21 A. nanophilium 205898 0 0 0 
AD-903-G22 
Likely Sulfolobus sp 
1 146551 0 0 0 
AD-903-G23 A. nanophilium 304912 0 0 0 
AD-903-I02 Vulcanisaeta sp 264212 0 0 0 
AD-903-I03 Acidilobus sp 120241 0 0 0 
AD-903-I04 Unclassified 250230 0 0 0 
AD-903-I05 A. nanophilium 155696 0 0 0 
AD-903-I06 A. nanophilium 127171 0 0 0 
AD-903-I07 A. nanophilium 39318 0 0 0 
AD-903-I08 A. nanophilium 209431 0 0 0 
AD-903-I09 Unclassified 180364 0 0 0 
AD-903-I10 
Hydrogenobaculum 
sp. 3684 411186 0 0 0 
AD-903-I11 A. nanophilium 164719 0 0 0 
AD-903-I13 A. nanophilium 87081 0 0 0 
AD-903-I14 
A. nanophilium & 
Nanoarchaea 438446 0 0 0 
AD-903-I15 A. nanophilium 231283 0 0 0 
AD-903-I16 A. nanophilium 328685 0 0 0 
AD-903-I17 A. nanophilium 106030 0 0 0 
AD-903-I18 A. nanophilium 314932 0 0 0 
AD-903-I19 Sulfolobus sp 2 218126 0 0 0 
AD-903-I20 A. nanophilium 269208 0 0 0 
AD-903-I21 
Hydrogenobaculum 
sp. 3684 119452 0 0 0 
AD-903-I22 A. nanophilium 287508 0 0 0 
AD-903-I23 Acidilobus sp 205664 0 0 0 
AD-903-J02 A. nanophilium 531378 0 0 0 
AD-903-J03 A. nanophilium 242504 0 0 0 
AD-903-J04 Unclassified 316604 0 0 0 
AD-903-J05 Unclassified 235907 0 0 0 
AD-903-J06 Sulfolobus sp 1 583363 0 0 0 
AD-903-J07 A. nanophilium 434995 0 0 0 
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AD-903-J08 A. nanophilium 795203 0 0 0 
AD-903-J09 A. nanophilium 350989 0 0 0 
AD-903-J10 Unclassified 697419 0 0 0 
AD-903-J11 A. nanophilium 633100 0 0 0 
AD-903-J13 A. nanophilium 410286 0 0 0 
AD-903-J14 A. nanophilium 1041988 0 0 0 
AD-903-J15 Acidilobus sp 373795 0 0 0 
AD-903-J16 A. nanophilium 658696 0 0 0 
AD-903-J17 A. nanophilium 555445 0 0 0 
AD-903-J18 Acidilobus sp 19145 0 0 0 
AD-903-J19 A. nanophilium 638406 0 0 0 
AD-903-J20 A. nanophilium 825646 0 0 0 
AD-903-J21 A. nanophilium 500716 0 0 0 
AD-903-J22 A. nanophilium 882855 0 0 0 
AD-903-J23 A. nanophilium 697008 0 0 0 
AD-903-K02 A. nanophilium 130163 0 0 0 
AD-903-K03 Sulfolobus sp 2 143199 0 0 0 
AD-903-K04 A. nanophilium 331708 0 0 0 
AD-903-K05 A. nanophilium 150428 0 0 0 
AD-903-K06 A. nanophilium 277715 0 0 0 
AD-903-K07 A. nanophilium 174497 0 0 0 
AD-903-K08 
Likely A. 
nanophilium 158452 0 0 0 
AD-903-K09 A. nanophilium 169743 0 0 0 
AD-903-K10 Acidilobus sp 399951 0 0 0 
AD-903-K11 A. nanophilium 178950 0 0 0 
AD-903-K13 A. nanophilium 91914 0 0 0 
AD-903-K14 A. nanophilium 203920 0 0 0 
AD-903-K15 A. nanophilium 70106 0 0 0 
AD-903-K16 A. nanophilium 282014 0 0 0 
AD-903-K17 A. nanophilium 111382 0 0 0 
AD-903-K18 Acidilobus sp 174575 0 0 0 
AD-903-K19 A. nanophilium 302286 0 0 0 
AD-903-K20 A. nanophilium 292367 0 0 0 
AD-903-K21 Sulfolobus sp 2 200912 0 0 0 
AD-903-K22 Unclassified 172718 0 0 0 
AD-903-K23 A. nanophilium 293695 0 0 0 
AD-903-L02 A. nanophilium 957966 0 0 0 
AD-903-L03 Vulcanisaeta sp 228332 0 0 0 
AD-903-L04 Nanoarchaea 582705 0 0 0 
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AD-903-L05 A. nanophilium 331305 0 0 0 
AD-903-L06 Unclassified 6434 0 0 0 
AD-903-L07 Sulfolobus sp 2 329153 0 0 0 
AD-903-L08 
Likely Sulfolobus sp 
1 842961 0 0 0 
AD-903-L09 A. nanophilium 1530395 0 0 0 
AD-903-L10 Unclassified 1816814 0 0 0 




Sulfolobus sp 1 353314 0 0 0 
AD-903-L14 A. nanophilium 480910 0 0 0 
AD-903-L16 A. nanophilium 626832 0 0 0 
AD-903-L17 Unclassified 160818 0 0 0 
AD-903-L18 A. nanophilium 408052 0 0 0 
AD-903-L19 A. nanophilium 455435 0 0 0 
AD-903-L20 A. nanophilium 333693 0 0 0 
AD-903-L21 
A. nanophilium & 
Sulfolobus sp 1 676716 0 0 0 
AD-903-L22 A. nanophilium 434902 0 0 0 
AD-903-L23 A. nanophilium 688190 0 0 0 
AD-903-M02 Sulfolobus sp 2 156403 0 0 0 
AD-903-M03 Acidilobus sp 119162 0 0 0 
AD-903-M04 A. nanophilium 138892 0 0 0 
AD-903-M05 
Likely Sulfolobus sp 
2 102395 0 0 0 
AD-903-M06 A. nanophilium 194704 0 0 0 
AD-903-M07 A. nanophilium 101557 0 0 0 
AD-903-M08 A. nanophilium 131583 0 0 0 
AD-903-M10 Unclassified 353985 0 0 0 
AD-903-M11 A. nanophilium 102484 0 0 0 
AD-903-M13 
A. nanophilium & 
Nanoarchaea 127891 0 0 0 
AD-903-M14 A. nanophilium 213388 0 0 0 
AD-903-M15 Unclassified 115868 0 0 0 
AD-903-M16 Vulcanisaeta sp 169716 0 0 0 
AD-903-M17 A. nanophilium 263294 0 0 0 
AD-903-M18 A. nanophilium 175202 0 0 0 
AD-903-M19 A. nanophilium 94572 0 0 0 
AD-903-M20 
Nanoarchaea & 
Sulfolobus sp 2 324664 0 0 0 
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AD-903-M21 A. nanophilium 116594 0 0 0 
AD-903-M23 A. nanophilium 546464 0 0 0 
AD-903-N02 Sulfolobus sp 2 325445 0 0 0 
AD-903-N03 A. nanophilium 195663 0 0 0 
AD-903-N04 Acidilobus sp 944591 0 0 0 
AD-903-N05 Nanoarchaea 398308 0 0 0 
AD-903-N06 A. nanophilium 349295 0 0 0 
AD-903-N07 A. nanophilium 628377 0 0 0 
AD-903-N08 A. nanophilium 550303 0 0 0 
AD-903-N09 A. nanophilium 452504 0 0 0 
AD-903-N10 A. nanophilium 644001 0 0 0 
AD-903-N11 A. nanophilium 681375 0 0 0 
AD-903-N13 A. nanophilium 732858 0 0 0 
AD-903-N14 A. nanophilium 536564 0 0 0 
AD-903-N15    0 0 0 
AD-903-N16 A. nanophilium 314714 0 0 0 
AD-903-N17 
Hydrogenobaculum 
sp. 3684 930502 0 0 0 
AD-903-N18 Acidilobus sp 125366 0 0 0 
AD-903-N19 A. nanophilium 555753 0 0 0 
AD-903-N20 A. nanophilium 553075 0 0 0 
AD-903-N21 A. nanophilium 338631 0 0 0 
AD-903-N22 Sulfolobus sp 1 536275 0 0 0 
AD-903-N23 A. nanophilium 316816 0 0 0 
AD-903-O02 A. nanophilium 200272 0 0 0 
AD-903-O03 A. nanophilium 109314 0 0 0 
AD-903-O04 
Likely Sulfolobus sp 
1 152680 0 0 0 
AD-903-O05 A. nanophilium 180655 0 0 0 
AD-903-O06 A. nanophilium 335747 0 0 0 
AD-903-O07 
Acidianus hospitalis 
W1 197567 0 0 0 
AD-903-O08 A. nanophilium 113036 0 0 0 
AD-903-O09 Vulcanisaeta sp 51840 0 0 0 
AD-903-O10 
Likely A. 
nanophilium 255751 0 0 0 
AD-903-O11 A. nanophilium 215696 0 0 0 
AD-903-O13 A. nanophilium 130992 0 0 0 
AD-903-O14 A. nanophilium 301931 0 0 0 
AD-903-O15 Acidilobus sp 144062 0 0 0 
AD-903-O16 Vulcanisaeta sp 399671 0 0 0 
 120 
AD-903-O17 A. nanophilium 46964 0 0 0 
AD-903-O18 A. nanophilium 207981 0 0 0 
AD-903-O19 A. nanophilium 122701 0 0 0 
AD-903-O20 A. nanophilium 334230 0 0 0 
AD-903-O21 A. nanophilium 306907 0 0 0 
AD-903-O22 A. nanophilium 279079 0 0 0 
AD-903-O23 A. nanophilium 135782 0 0 0 
AD-903-P01 A. nanophilium 159269 0 0 0 
AD-903-P02 A. nanophilium 325681 0 0 0 
AD-903-P03 Unclassified 184752 0 0 0 
AD-903-P04 Unclassified 327899 0 0 0 
AD-903-P05 A. nanophilium 149411 0 0 0 
AD-903-P06 A. nanophilium 316700 0 0 0 
AD-903-P07 A. nanophilium 165046 0 0 0 
AD-903-P08 A. nanophilium 425782 0 0 0 
AD-903-P09 A. nanophilium 261285 0 0 0 
AD-903-P10 A. nanophilium 390696 0 0 0 
AD-903-P11 A. nanophilium 252227 0 0 0 
AD-903-P13 A. nanophilium 297116 0 0 0 
AD-903-P14 A. nanophilium 538728 0 0 0 
AD-903-P15 Nanoarchaea 419644 0 0 0 
AD-903-P16 Nanoarchaea 623249 0 0 0 
AD-903-P17 A. nanophilium 191929 0 0 0 
AD-903-P18 Unclassified 507474 0 0 0 
AD-903-P19 A. nanophilium 400825 0 0 0 
AD-903-P20 A. nanophilium 647426 0 0 0 
AD-903-P21 A. nanophilium 170873 0 0 0 
AD-903-P22 Unclassified 272864 0 0 0 





Table 4 – Recruitment of reads from publically available SAGs onto the NL01 viral 
dataset 
metagenome used in this study at 95% 
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APPENDIX B.  
SUPPLEMENTARY INFORMATION FOR CHAPTER 3 
 
Figure 22 – Distribution of the observed EOP values 




Figure 23 – Model performance for different feature sets on training set 
(A) Boxplot of training set classification error for step 1 based on 200 bootstrap runs for 
null model and models based on H:MF, P:MF, P+H:MF, P´H:MF and Joint:MF. (B) 
Boxplot of training set MAE for step 2 on 200 bootstrap runs for null model and models 




Figure 24 – Log transformed positive EOP value distribution 
(A) Distribution of the log positive EOP values (B) Q-Q plot for log positive EOP values 





Figure 25 – Rank ordered coefficients from the final step 1 model (A) and step 2 






Figure 26 – Results from final model for step 2 based on P+H:MF, P´H:MF and 
Joint:MF in log scale 
Top panel: The true log transformed phage infection efficiency based on observed positive 
EOP from experiment. Middle panel: The predicted log transformed phage infection 
efficiency based on P+H:MF, P´H:MF and Joint:MF, respectively. Bottom panel: The 




Figure 27 – Results from final model for step 1 based on H:MF and P:MF 
Top panel: The predicted interaction network based on H:MF and P:MF, respectively. 





Figure 28 – Results from final model for step 2 based on H:MF and P:MF 
Top panel: The predicted infection efficiency based on H:MF and P:MF, respectively. Mid 
panel: The predicted log transformed phage infection efficiency based on H:MF and P:MF, 
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N268K (AAC
→AAA)  ECB_RS04930 ← phosphoporin PhoE 
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L34M (CTG





8    
W214* (TGG
→TAG)  ECB_RS05820 → 




6    
N90K (AAC





2    
coding (142-
151/801 nt) ECB_RS09445 → 
PTS 
mannose/fructose/sorbose 
transporter subunit IIC 
1,88
2,91
5 100%  100% 
coding (442-
457/852 nt) ECB_RS09450 → 




8    
coding (185/2
16 nt) ECB_RS23820 → hypothetical protein 
2,10
3,91
8    
coding (185/2
16 nt) ECB_RS23820 → hypothetical protein 
2,24
7,49
3    
coding (141/6
24 nt) ECB_RS11220 ← 
cytochrome c biogenesis 




5    
coding (1297
-1299/2145 n
t) ECB_RS11915 ← 
multifunctional fatty acid 




9    
I432N (ATC
→AAC)  ECB_RS11915 ← 
multifunctional fatty acid 























2   100% 
coding (1118
-1258/2706 n





3    
Q420P (CAA





2 100%  100% 
coding (1584
-1595/1650 n





7    
coding (1125/













2 P_D_8_3 P_D_8_4 P_D_8_5 
175 T→G      
327 C→T      
332 A→G      
384 G→A      
412 G→A      
429 A→G      
483 A→G      
489 G→A      
583 C→A      
9,067 T→C      
11,45
1 C→T      
15,89
0 A→G     100% 
16,21
8 G→T      
16,22
7 T→C      
16,29
9 A→G      
16,31
8 2 bp→CC     
16,35
0 T→C      
16,44
9 C→T   100%   
16,48
5 G→C   ?   
16,49
7 A→G      
16,52
4 C→T      
16,59
6 G→A   ?   
16,59
9 G→A      
16,60
6 2 bp→GT     
16,72
5 C→T      
16,77
4 2 bp→CT     
16,79
1 T→C      
16,79
4 T→C      
16,86
6 A→G      
16,86
9 A→G      
 139 
16,89
3 T→C      
16,90
2 C→G      
16,90
5 C→T      
16,90
8 A→C      
16,93
8 T→C      
16,97
2 A→C   100%   
16,98
0 T→C   ?   
16,98
3 T→G   ?   
16,98
6 T→C      
16,99
8 G→A   100%   
17,04
9 C→T      
17,05
5 T→C      
17,05
9 G→A      
17,08
1 +G      
17,08
2 A→C      
17,08
5 Δ1 bp      
17,08
8 C→G      
17,09
0 A→G      
17,13
6 A→G      
17,16
0 T→C      
17,18
3 A→G      
17,20
0 C→T      
17,21
1 A→C      
17,28
0 G→A      
17,32
8 A→C      
17,33
4 T→C      
17,34
3 G→A      
17,39
1 T→C      
17,40
9 T→C      
17,42
1 G→C      
17,42
4 A→C      
17,43
0 C→T      
17,43
3 A→G      
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17,45
7 T→C      
17,46
6 C→T      
17,46
9 T→C      
17,47
8 2 bp→GG     
17,48
7 C→T      
17,49
4 A→C      
17,50
2 G→A      
17,53
5 A→T      
17,54
7 G→A      
17,55
6 G→T      
17,58
6 G→A      
17,61
3 T→G      
17,65
2 A→G      
17,65
9 2 bp→CA     
17,67
3 G→A      
17,67
9 C→G      
17,71
2 C→G      
17,72
1 C→T      
17,75
9 A→G      
17,77
5 A→G      
17,78
8 +CA      
17,79
3 G→A      
17,79
5 Δ2 bp      
17,79
6 T→C      
17,79
7 Δ1 bp      
17,80
5 T→C      
17,86
2 C→T      
17,86
8 T→C      
17,91
3 C→T      
17,91
6 C→T      
17,91
9 T→C      
17,92
1 G→A      
17,92
3 G→C      
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17,92
8 C→T      
17,93
7 2 bp→AT     
17,93
7 4 bp→ATCC     
17,94
0 A→C      
17,94
3 T→C      
17,94
6 C→T      
17,95
0 G→A      
17,96
4 2 bp→AG     
18,25
5 G→T      
18,25
7 2 bp→GT     
18,26
5 A→G      
18,26
7 C→T      
18,28
5 C→A      
18,29
7 4 bp→ATAT     
18,30
9 C→T      
18,33
0 C→T      
18,34
2 C→A      
18,46
3 A→G  100%    
18,50
3 C→T 100% 100% 100% 100% 100% 
18,53
5 A→C  100%    
18,53
8 A→G      
18,73
1 C→T      
18,73
4 T→C 100% 100% 100% 100% 100% 
18,81
4 C→T      
18,82
3 G→A 100% 100% 100% 100% 100% 
18,82
5 T→A      
18,82
5 T→G  100%    
18,86
8 A→C    100% 100% 
18,86
8 A→G      
18,86
8 A→T  100%    
18,88
4 T→C      
19,26
0 T→C      
19,79
1 C→G      
 142 
20,20
0 A→G      
39,18
3 (G)5→6      
39,19
8 G→A      
40,14
0 T→C      
40,15
8 G→A      
40,16
1 C→G      
40,16
6 C→A      
40,18
9 G→A      
40,19
4 T→G      
40,43
4 T→C      
40,60
1 G→A      
40,61
2 T→C      
40,61
6 C→T      
40,62
5 A→C      
40,63
7 A→G      
40,66
3 C→T      
40,67
2 C→T      
40,68
3 2 bp→CC     
40,72
3 2 bp→TT     
40,89
8 G→C      
40,90
5 T→C      
40,90
9 T→A      
40,91
2 2 bp→GT     
40,91
9 Δ1 bp      
40,92
9 C→T      
40,93
1 T→C      
40,93
3 +T      
40,93
9 G→T      
40,94
6 C→G      
40,95
7 T→C      
40,97
3 A→C      
42,10
4 2 bp→AC     
42,11
5 C→T      
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42,12
0 T→A      
42,12
9 T→C      
42,13
1 2 bp→GG     
42,16
5 C→T      
42,20
7 G→A      
42,30
0 C→A      
42,43
2 C→G      
42,43
4 2 bp→AG     
42,43
7 C→T      
42,44
9 T→C      
42,46
4 C→T      
42,47
2 C→T      
42,47
6 A→G      
42,49
1 T→C      








8 P_D_8_9 P_D_8_10 P_D_8_11 
175       
327       
332       
384       
412       
429       
483       
489       
583       
9,067 100%      
11,45
1       
15,89
0       
16,21
8       
16,22
7       
16,29
9       
16,31
8       
16,35
0       
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16,44
9       
16,48
5       
16,49
7       
16,52
4       
16,59
6       
16,59
9       
16,60
6       
16,72
5       
16,77
4       
16,79
1       
16,79
4       
16,86
6       
16,86
9       
16,89
3       
16,90
2       
16,90
5       
16,90
8       
16,93
8       
16,97
2       
16,98
0       
16,98
3       
16,98
6       
16,99
8       
17,04
9       
17,05
5       
17,05
9       
17,08
1       
17,08
2       
17,08
5       
17,08
8       
17,09
0       
17,13
6       
17,16
0       
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17,18
3       
17,20
0       
17,21
1       
17,28
0       
17,32
8       
17,33
4       
17,34
3       
17,39
1       
17,40
9       
17,42
1       
17,42
4       
17,43
0       
17,43
3       
17,45
7       
17,46
6       
17,46
9       
17,47
8       
17,48
7       
17,49
4       
17,50
2       
17,53
5       
17,54
7       
17,55
6       
17,58
6       
17,61
3       
17,65
2       
17,65
9       
17,67
3       
17,67
9       
17,71
2       
17,72
1       
17,75
9       
17,77
5       
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17,78
8       
17,79
3       
17,79
5       
17,79
6       
17,79
7       
17,80
5       
17,86
2       
17,86
8       
17,91
3       
17,91
6       
17,91
9       
17,92
1       
17,92
3       
17,92
8       
17,93
7       
17,93
7       
17,94
0       
17,94
3       
17,94
6       
17,95
0       
17,96
4       
18,25
5       
18,25
7       
18,26
5       
18,26
7       
18,28
5       
18,29
7       
18,30
9       
18,33
0       
18,34
2       
18,46
3       
18,50
3 100% 100% 100% 100% 100% 100% 
18,53
5       
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18,53
8       
18,73
1       
18,73
4  100% 100%  100% 100% 
18,81
4       
18,82
3  100% 100% 100% 100% 100% 
18,82
5       
18,82
5       
18,86
8      100% 
18,86
8       
18,86
8       
18,88
4 100%      
19,26
0       
19,79
1       
20,20
0 100%      
39,18
3       
39,19
8       
40,14
0      100% 
40,15
8      100% 
40,16
1      100% 
40,16
6      100% 
40,18
9      100% 
40,19
4      100% 
40,43
4      100% 
40,60
1      100% 
40,61
2      100% 
40,61
6      100% 
40,62
5      100% 
40,63
7      100% 
40,66
3       
40,67
2       
40,68
3       
40,72
3       
40,89
8       
 148 
40,90
5       
40,90
9       
40,91
2       
40,91
9       
40,92
9       
40,93
1       
40,93
3       
40,93
9       
40,94
6       
40,95
7       
40,97
3       
42,10
4       
42,11
5       
42,12
0       
42,12
9       
42,13
1       
42,16
5       
42,20
7      100% 
42,30
0      100% 
42,43
2       
42,43
4       
42,43
7       
42,44
9       
42,46
4       
42,47
2       
42,47
6       
42,49
1       








_3 P_D_15_4 P_D_15_5 P_D_15_6 
175       
327       
332       
384       
 149 
412       
429       
483       
489       
583       
9,067       
11,45
1 100%  100% 100%   
15,89
0 100%  100%    
16,21
8 100%  100%    
16,22
7 100%  100%    
16,29
9 100%  100%    
16,31
8 100%  100%    
16,35
0 100%  100%    
16,44
9 100%  100%    
16,48
5 100%  100%    
16,49
7 100%  100%    
16,52
4 100%  100%    
16,59
6 100%  100%    
16,59
9 100%  100%    
16,60
6 100%  100%    
16,72
5 100%  100%    
16,77
4 100%  100%    
16,79
1 100%  100%    
16,79
4 100%  100%    
16,86
6 100%  100%    
16,86
9 100%  100%    
16,89
3 100%  100%    
16,90
2 100%  100%    
16,90
5 100%  100%    
16,90
8 100%  100%    
16,93
8 100%  100%    
16,97
2 100%  100%    
16,98
0 100%  100%    
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16,98
3 100%  100%    
16,98
6 100%  100%    
16,99
8 100%  100%    
17,04
9   100% 100%   
17,05
5   100% 100%   
17,05
9   100% 100%   
17,08
1   100% 100%   
17,08
2   100% 100%   
17,08
5   100% 100%   
17,08
8   100% 100%   
17,09
0   100% 100%   
17,13
6   100% 100%   
17,16
0   100% 100%   
17,18
3   100% 100%   
17,20
0   100% 100%   
17,21
1   100% 100%   
17,28
0   100% 100%   
17,32
8   100% 100%   
17,33
4   100% 100%   
17,34
3   100% 100%   
17,39
1   100% 100%   
17,40
9   100% 100%   
17,42
1   100% 100%   
17,42
4   100% 100%   
17,43
0   100% 100%   
17,43
3   100% 100%   
17,45
7   100% 100%   
17,46
6   100% 100%   
17,46
9   100% 100%   
17,47
8   100% 100%   
17,48
7   100% 100%   
17,49
4   100% 100%   
17,50
2   100% 100%   
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17,53
5   100% 100%   
17,54
7   100% 100%   
17,55
6   100% 100%   
17,58
6   100% 100%   
17,61
3   100% 100%   
17,65
2   100% 100%   
17,65
9   100% 100%   
17,67
3   100% 100%   
17,67
9   100% 100%   
17,71
2   100%    
17,72
1   100% 100%   
17,75
9   100% 100%   
17,77
5   100% 100%   
17,78
8       
17,79
3    ?   
17,79
5       
17,79
6    100%   
17,79
7   100%    
17,80
5   100% 100%   
17,86
2   100% 100%   
17,86
8   100% 100%   
17,91
3   100% 100%   
17,91
6   100% 100%   
17,91
9   100% 100%   
17,92
1   100% 100%   
17,92
3   100% 100%   
17,92
8   100% 100%   
17,93
7    100%   
17,93
7   100%    
17,94
0    100%   
17,94
3   100% ?   
17,94
6   100% ?   
17,95
0   100% 100%   
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17,96
4   100% ?   
18,25
5   100% ?   
18,25
7   100% ?   
18,26
5   100% 100%   
18,26
7   100% 100%   
18,28
5   100% 100%   
18,29
7   100% 100%   
18,30
9   100%    
18,33
0   100%    
18,34
2   100%    
18,46
3       
18,50
3 100% 100% 100% 100% 100% 100% 
18,53
5       
18,53
8 100%  100% 100%   
18,73
1       
18,73
4 100% 100% 100%  100% 100% 
18,81
4 100%  100% 100%   
18,82
3 100% 100% 100% 100% 100% 100% 
18,82
5 100%  100% 100%   
18,82
5       
18,86
8   100%    
18,86
8 100%      
18,86
8    100%   
18,88
4       
19,26
0       
19,79
1       
20,20
0       
39,18
3       
39,19
8       
40,14
0       
40,15
8       
40,16
1       
40,16
6       
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40,18
9       
40,19
4       
40,43
4       
40,60
1       
40,61
2       
40,61
6       
40,62
5       
40,63
7       
40,66
3       
40,67
2       
40,68
3       
40,72
3       
40,89
8       
40,90
5       
40,90
9       
40,91
2       
40,91
9       
40,92
9       
40,93
1       
40,93
3       
40,93
9       
40,94
6       
40,95
7       
40,97
3       
42,10
4       
42,11
5       
42,12
0       
42,12
9       
42,13
1       
42,16
5       
42,20
7       
42,30
0       
42,43
2       
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42,43
4       
42,43
7       
42,44
9       
42,46
4       
42,47
2       
42,47
6       
42,49
1       








_9 P_D_15_10 P_D_15_11 P_D_22_1 
175       
327       
332       
384       
412       
429       
483       
489       
583       
9,067       
11,45
1 100%  100%  100% 100% 
15,89
0   100% 100% 100%  
16,21
8   100% 100% 100%  
16,22
7   100% 100% 100%  
16,29
9   100% 100% 100%  
16,31
8   100% 100% 100%  
16,35
0   100% 100% 100%  
16,44
9   100% 100% 100%  
16,48
5   100% 100% 100%  
16,49
7   100% 100% 100%  
16,52
4   100% 100% 100%  
16,59
6   100% 100% 100%  
16,59
9   100% 100% 100%  
16,60
6   100% 100% 100%  
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16,72
5  100% 100% 100% 100%  
16,77
4  100% 100% 100% 100%  
16,79
1  100% 100% 100% 100%  
16,79
4  100% 100% 100% 100%  
16,86
6  100% 100% 100% 100%  
16,86
9  100% 100% 100% 100%  
16,89
3  100% 100% 100% 100%  
16,90
2  100% 100% 100% 100%  
16,90
5  100% 100% 100% 100%  
16,90
8  100% 100% 100% 100%  
16,93
8  100% 100% 100% 100%  
16,97
2  100% 100% 100% 100%  
16,98
0  100% 100% 100% 100%  
16,98
3  100% 100% 100% 100%  
16,98
6  100% 100% 100% 100%  
16,99
8   100% 100% 100%  
17,04
9   100% 100% 100% 100% 
17,05
5   100% 100% 100% 100% 
17,05
9   100% 100% 100% 100% 
17,08
1   100%  100% 100% 
17,08
2   100% 100% 100% 100% 
17,08
5   100% 100% 100% 100% 
17,08
8   100% 100% 100% 100% 
17,09
0   100% 100% 100% 100% 
17,13
6   100% 100% 100% 100% 
17,16
0   100% 100% 100% 100% 
17,18
3   100% 100% 100% 100% 
17,20
0   100% 100% 100% 100% 
17,21
1   100% 100% 100% 100% 
17,28
0   100% 100% 100% 100% 
17,32
8   100% 100% 100% 100% 
17,33
4   100% 100% 100% 100% 
17,34
3   100% 100% 100% 100% 
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17,39
1   100% 100% 100% 100% 
17,40
9   100% 100% 100% 100% 
17,42
1   100% 100% 100% 100% 
17,42
4   100% 100% 100% 100% 
17,43
0   100% 100% 100% 100% 
17,43
3   100% 100% 100% 100% 
17,45
7   100% 100% 100% 100% 
17,46
6   100% 100% 100% 100% 
17,46
9   100% 100% 100% 100% 
17,47
8   100% 100% 100% 100% 
17,48
7   100% 100% 100% 100% 
17,49
4   100% 100% 100% 100% 
17,50
2   100% 100% 100% 100% 
17,53
5   100% 100% 100% 100% 
17,54
7   100% 100% 100% 100% 
17,55
6   100% 100% 100% 100% 
17,58
6   100% 100% 100% 100% 
17,61
3   100% 100% 100% 100% 
17,65
2   100% 100% 100% 100% 
17,65
9   100% 100% 100% 100% 
17,67
3   100% 100% 100% 100% 
17,67
9   100% 100% 100% 100% 
17,71
2   100% 100% 100%  
17,72
1   100% 100% 100% 100% 
17,75
9   100% 100% 100% 100% 
17,77
5   100% 100% 100% 100% 
17,78
8   100%  100%  
17,79
3       
17,79
5   100%  100%  
17,79
6   Δ 100% Δ ? 
17,79
7       
17,80
5   100% 100% 100% 100% 
17,86
2   100% 100% 100% 100% 
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17,86
8   100% 100% 100% 100% 
17,91
3    ?  100% 
17,91
6    ?  100% 
17,91
9      100% 
17,92
1    ?  100% 
17,92
3    ?  100% 
17,92
8    ?  100% 
17,93
7       
17,93
7      100% 
17,94
0       
17,94
3      100% 
17,94
6      100% 
17,95
0      100% 
17,96
4      100% 
18,25
5      100% 
18,25
7      100% 
18,26
5    ?  100% 
18,26
7    ?  100% 
18,28
5    100%  100% 
18,29
7    100%  100% 
18,30
9   100% 100% 100%  
18,33
0    100%   
18,34
2    100%   
18,46
3       
18,50
3 100% 100% 100% 100% 100% 100% 
18,53
5       
18,53
8 100% 100% 100% 100% 100% 100% 
18,73
1 100%      
18,73
4  100% 100%  100%  
18,81
4  100% 100%  100% 100% 
18,82
3 100% 100% 100% 100% 100% 100% 
18,82
5  100% 100%  100% 100% 
18,82
5       
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18,86
8   100%  100%  
18,86
8       
18,86
8      100% 
18,88
4       
19,26
0      100% 
19,79
1  100%  100%   
20,20
0       
39,18
3  100%    100% 
39,19
8       
40,14
0       
40,15
8       
40,16
1       
40,16
6       
40,18
9       
40,19
4       
40,43
4   100%    
40,60
1   100%    
40,61
2   100%    
40,61
6   100%    
40,62
5   100%    
40,63
7   100%    
40,66
3   100%    
40,67
2   100%    
40,68
3   100%    
40,72
3   100%    
40,89
8   100%    
40,90
5   100%    
40,90
9   100%    
40,91
2   100%    
40,91
9   100%    
40,92
9   100%    
40,93
1   100%    
40,93
3   100%    
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40,93
9   100%    
40,94
6   100%    
40,95
7   100%    
40,97
3   100%    
42,10
4   100%    
42,11
5   100%    
42,12
0   100%    
42,12
9   100%    
42,13
1   100%    
42,16
5   100%    
42,20
7   100%    
42,30
0   100%    
42,43
2   100%    
42,43
4   100%    
42,43
7   100%    
42,44
9   100%    
42,46
4   100%    
42,47
2   100%    
42,47
6   100%    
42,49
1   100%    








_4 P_D_22_5 P_D_22_6 P_D_22_7 
175       
327       
332       
384       
412       
429       
483       
489       
583       
9,067       
11,45
1      100% 
 160 
15,89
0       
16,21
8       
16,22
7       
16,29
9       
16,31
8       
16,35
0       
16,44
9       
16,48
5       
16,49
7       
16,52
4       
16,59
6       
16,59
9       
16,60
6       
16,72
5       
16,77
4       
16,79
1       
16,79
4       
16,86
6       
16,86
9       
16,89
3       
16,90
2       
16,90
5       
16,90
8       
16,93
8       
16,97
2       
16,98
0       
16,98
3       
16,98
6       
16,99
8       
17,04
9      100% 
17,05
5      100% 
17,05
9      ? 
17,08
1       
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17,08
2       
17,08
5       
17,08
8       
17,09
0       
17,13
6       
17,16
0       
17,18
3       
17,20
0       
17,21
1       
17,28
0      100% 
17,32
8      ? 
17,33
4      100% 
17,34
3      100% 
17,39
1      100% 
17,40
9      100% 
17,42
1      100% 
17,42
4      100% 
17,43
0      100% 
17,43
3      100% 
17,45
7      100% 
17,46
6      100% 
17,46
9      100% 
17,47
8      100% 
17,48
7      100% 
17,49
4      100% 
17,50
2      100% 
17,53
5      100% 
17,54
7      100% 
17,55
6      100% 
17,58
6      100% 
17,61
3       
17,65
2       
17,65
9       
 162 
17,67
3      ? 
17,67
9      ? 
17,71
2       
17,72
1      100% 
17,75
9      100% 
17,77
5      ? 
17,78
8       
17,79
3       
17,79
5       
17,79
6       
17,79
7       
17,80
5       
17,86
2      100% 
17,86
8      100% 
17,91
3       
17,91
6       
17,91
9       
17,92
1       
17,92
3       
17,92
8       
17,93
7       
17,93
7       
17,94
0       
17,94
3       
17,94
6       
17,95
0       
17,96
4       
18,25
5       
18,25
7       
18,26
5       
18,26
7       
18,28
5       
18,29
7       
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18,30
9       
18,33
0       
18,34
2       
18,46
3       
18,50
3 100% 100% 100% 100% 100% 100% 
18,53
5       
18,53
8      100% 
18,73
1       
18,73
4 100%  100% 100% 100% 100% 
18,81
4       
18,82
3 100%  100% 100% 100% 100% 
18,82
5       
18,82
5       
18,86
8       
18,86
8       
18,86
8       
18,88
4  100%     
19,26
0       
19,79
1       
20,20
0       
39,18
3       
39,19
8  100%     
40,14
0       
40,15
8       
40,16
1       
40,16
6       
40,18
9       
40,19
4       
40,43
4       
40,60
1       
40,61
2       
40,61
6       
40,62
5       
 164 
40,63
7       
40,66
3       
40,67
2       
40,68
3       
40,72
3       
40,89
8       
40,90
5       
40,90
9       
40,91
2       
40,91
9       
40,92
9       
40,93
1       
40,93
3       
40,93
9       
40,94
6       
40,95
7       
40,97
3       
42,10
4       
42,11
5       
42,12
0       
42,12
9       
42,13
1       
42,16
5       
42,20
7       
42,30
0       
42,43
2       
42,43
4       
42,43
7       
42,44
9       
42,46
4       
42,47
2       
42,47
6       
42,49
1       
 165 








_10 P_D_22_11 P_D_28_1 P_D_28_2 
175       
327       
332       
384       
412       
429       
483       
489       
583       
9,067       
11,45
1 100% 100% 100% 100% 100% 100% 
15,89
0       
16,21
8       
16,22
7       
16,29
9       
16,31
8       
16,35
0       
16,44
9       
16,48
5       
16,49
7       
16,52
4       
16,59
6       
16,59
9       
16,60
6       
16,72
5       
16,77
4       
16,79
1       
16,79
4       
16,86
6       
16,86
9       
16,89
3       
 166 
16,90
2       
16,90
5       
16,90
8       
16,93
8       
16,97
2       
16,98
0       
16,98
3       
16,98
6       
16,99
8       
17,04
9 100% 100% 100% 100% 100% 100% 
17,05
5 100% 100% 100% 100% 100% 100% 
17,05
9 100% 100% 100% 100% 100% 100% 
17,08
1  100% 100%  100% 100% 
17,08
2  100% 100% 100% 100% 100% 
17,08
5  100% 100% 100% 100% 100% 
17,08
8 100% 100% 100% 100% 100% 100% 
17,09
0 100% 100% 100% 100% 100% 100% 
17,13
6 100% 100% 100% 100% 100% 100% 
17,16
0 100% 100% 100% 100% 100% 100% 
17,18
3 100% 100% 100% 100% 100% 100% 
17,20
0 100% 100% 100% 100% 100% 100% 
17,21
1 100% 100% 100% 100% 100% 100% 
17,28
0 100% 100% 100% 100% 100% 100% 
17,32
8 100% 100% 100% 100% 100% 100% 
17,33
4 100% 100% 100% 100% 100% 100% 
17,34
3 100% 100% 100% 100% 100% 100% 
17,39
1 100% 100% 100% 100% 100% 100% 
17,40
9 100% 100% 100% 100% 100% 100% 
17,42
1 100% 100% 100% 100% 100% 100% 
17,42
4 100% 100% 100% 100% 100% 100% 
17,43
0 100% 100% 100% 100% 100% 100% 
17,43
3 100% 100% 100% 100% 100% 100% 
17,45
7 100% 100% 100% 100% 100% 100% 
 167 
17,46
6 100% 100% 100% 100% 100% 100% 
17,46
9 100% 100% 100% 100% 100% 100% 
17,47
8 100% 100% 100% 100% 100% 100% 
17,48
7 100% 100% 100% 100% 100% 100% 
17,49
4 100% 100% 100% 100% 100% 100% 
17,50
2 100% 100% 100% 100% 100% 100% 
17,53
5 100% 100% 100% 100% 100% 100% 
17,54
7 100% 100% 100% 100% 100% 100% 
17,55
6 100% 100% 100% 100% 100% 100% 
17,58
6 100% 100% 100% 100% 100% 100% 
17,61
3 100% 100% 100% 100% 100% 100% 
17,65
2 100% 100% 100% 100% 100% 100% 
17,65
9 100% 100% 100% 100% 100% 100% 
17,67
3 100% 100% 100% 100% 100% 100% 
17,67
9 100% 100% 100% 100% 100% 100% 
17,71
2       
17,72
1 100% 100% 100% 100% 100% 100% 
17,75
9 100% 100% 100% 100% 100% 100% 
17,77
5 100% 100% 100% 100% 100% 100% 
17,78
8      100% 
17,79
3    100% ?  
17,79
5   100%   100% 
17,79
6 ?  Δ 100% 100% Δ 
17,79
7  100%     
17,80
5 100% 100% 100% 100% 100% 100% 
17,86
2 100% 100% 100% 100% 100% 100% 
17,86
8 100% 100% 100% 100% 100% 100% 
17,91
3 ? 100%  100% 100%  
17,91
6  100%  100% 100%  
17,91
9  100%  100% 100%  
17,92
1  100%  100% 100%  
17,92
3  100%  100% 100%  
17,92
8  100%  100% 100%  
 168 
17,93
7  ?     
17,93
7  ?  100% 100%  
17,94
0  ?     
17,94
3  ?  100% 100%  
17,94
6  ?  100% 100%  
17,95
0  ?  100% 100%  
17,96
4    100% 100%  
18,25
5  100%  100% 100%  
18,25
7  100%  100% 100%  
18,26
5  100%  100% 100%  
18,26
7  100%  100% 100%  
18,28
5 100% 100%  100% 100%  
18,29
7 100% 100%  100% 100%  
18,30
9       
18,33
0       
18,34
2       
18,46
3       
18,50
3 100% 100% 100% 100% 100% 100% 
18,53
5       
18,53
8 100% 100% 100% 100% 100% 100% 
18,73
1       
18,73
4 100% 100% 100%    
18,81
4 100% 100% 100% 100% 100% 100% 
18,82
3 100% 100% 100% 100% 100% 100% 
18,82
5  100% 100% 100% 100% 100% 
18,82
5       
18,86
8  100% 100%    
18,86
8       
18,86
8    100% 100% 100% 
18,88
4       
19,26
0  100%  100%  100% 
19,79
1       
20,20
0       
 169 
39,18
3 100% 100% 100% 100% 100% 100% 
39,19
8       
40,14
0       
40,15
8       
40,16
1       
40,16
6       
40,18
9       
40,19
4       
40,43
4       
40,60
1       
40,61
2       
40,61
6       
40,62
5       
40,63
7       
40,66
3 100%      
40,67
2 100%      
40,68
3 ?      
40,72
3       
40,89
8       
40,90
5       
40,90
9       
40,91
2       
40,91
9       
40,92
9       
40,93
1       
40,93
3       
40,93
9       
40,94
6       
40,95
7       
40,97
3       
42,10
4       
42,11
5       
42,12
0       
 170 
42,12
9       
42,13
1       
42,16
5 100%      
42,20
7 100%      
42,30
0 100%      
42,43
2       
42,43
4       
42,43
7       
42,44
9       
42,46
4       
42,47
2       
42,47
6       
42,49
1       








_5 P_D_28_6 P_D_28_7 P_D_28_8 
175      100% 
327      100% 
332      100% 
384      100% 
412      100% 
429      100% 
483      100% 
489      100% 
583      100% 
9,067       
11,45
1 100% 100% 100% 100% 100% 100% 
15,89
0       
16,21
8       
16,22
7       
16,29
9       
16,31
8       
16,35
0       
16,44
9       
 171 
16,48
5       
16,49
7       
16,52
4       
16,59
6       
16,59
9       
16,60
6       
16,72
5       
16,77
4       
16,79
1       
16,79
4       
16,86
6       
16,86
9       
16,89
3       
16,90
2       
16,90
5       
16,90
8       
16,93
8       
16,97
2       
16,98
0       
16,98
3       
16,98
6       
16,99
8       
17,04
9 100% 100% 100% 100% 100% 100% 
17,05
5 100% 100% 100% 100% 100% 100% 
17,05
9 100% 100% 100% 100% 100% 100% 
17,08
1 100% 100% 100% 100% 100% 100% 
17,08
2 100% 100% 100% 100% 100% 100% 
17,08
5 100% 100% 100% 100% 100% 100% 
17,08
8 100% 100% 100% 100% 100% 100% 
17,09
0 100% 100% 100% 100% 100% 100% 
17,13
6 100% 100% 100% 100% 100% 100% 
17,16
0 100% 100% 100% 100% 100% 100% 
17,18
3 100% 100% 100% 100% 100% 100% 
 172 
17,20
0 100% 100% 100% 100% 100% 100% 
17,21
1 100% 100% 100% 100% 100% 100% 
17,28
0 100% 100% 100% 100% 100% 100% 
17,32
8 100% 100% 100% 100% 100% 100% 
17,33
4 100% 100% 100% 100% 100% 100% 
17,34
3 100% 100% 100% 100% 100% 100% 
17,39
1 100% 100% 100% 100% 100% 100% 
17,40
9 100% 100% 100% 100% 100% 100% 
17,42
1 100% 100% 100% 100% 100% 100% 
17,42
4 100% 100% 100% 100% 100% 100% 
17,43
0 100% 100% 100% 100% 100% 100% 
17,43
3 100% 100% 100% 100% 100% 100% 
17,45
7 100% 100% 100% 100% 100% 100% 
17,46
6 100% 100% 100% 100% 100% 100% 
17,46
9 100% 100% 100% 100% 100% 100% 
17,47
8 100% 100% 100% 100% 100% 100% 
17,48
7 100% 100% 100% 100% 100% 100% 
17,49
4 100% 100% 100% 100% 100% 100% 
17,50
2 100% 100% 100% 100% 100% 100% 
17,53
5 100% 100% 100% 100% 100% 100% 
17,54
7 100% 100% 100% 100% 100% 100% 
17,55
6 100% 100% 100% 100% 100% 100% 
17,58
6 100% 100% 100% 100% 100% 100% 
17,61
3 100% 100% 100% 100% 100% 100% 
17,65
2 100% 100% 100% 100% 100% 100% 
17,65
9 100% 100% 100% 100% 100% 100% 
17,67
3 100% 100% 100% 100% 100% 100% 
17,67
9 100% 100% 100% 100% 100% 100% 
17,71
2       
17,72
1 100% 100% 100% 100% 100% 100% 
17,75
9 100% 100% 100% 100% 100% 100% 
17,77
5 100% 100% 100% 100% 100% 100% 
17,78
8     100%  
 173 
17,79
3  ? 100%    
17,79
5  100%  100% 100% 100% 
17,79
6 100% Δ 100% Δ Δ Δ 
17,79
7       
17,80
5 100% 100% 100% 100% 100% 100% 
17,86
2 100% 100% 100% 100% 100% 100% 
17,86
8 100% 100% 100% 100% 100% 100% 
17,91
3       
17,91
6       
17,91
9       
17,92
1       
17,92
3       
17,92
8       
17,93
7       
17,93
7       
17,94
0       
17,94
3       
17,94
6       
17,95
0       
17,96
4       
18,25
5       
18,25
7       
18,26
5       
18,26
7       
18,28
5  100%     
18,29
7  100%     
18,30
9       
18,33
0       
18,34
2       
18,46
3       
18,50
3 100% 100% 100% 100% 100% 100% 
18,53
5       
18,53
8 100% 100% 100% 100% 100% 100% 
 174 
18,73
1       
18,73
4  100% 100% 100%  100% 
18,81
4 100% 100% 100% 100% 100% 100% 
18,82
3 100% 100% 100% 100% 100% 100% 
18,82
5 100% 100% 100% 100% 100% 100% 
18,82
5       
18,86
8  100% 100% 100%  100% 
18,86
8       
18,86
8 100%    100%  
18,88
4       
19,26
0 100% 100% 100% 100%  100% 
19,79
1       
20,20
0       
39,18
3 100% 100% 100% 100% 100% 100% 
39,19
8       
40,14
0   100%   100% 
40,15
8   100%   100% 
40,16
1   100%   100% 
40,16
6   100%   100% 
40,18
9   100%   100% 
40,19
4   100%   100% 
40,43
4   100%   100% 
40,60
1 100%  100%   100% 
40,61
2 100%  100%   100% 
40,61
6 100%  100%   100% 
40,62
5 100%  100%   100% 
40,63
7 100%  100%   100% 
40,66
3 100%  100%   100% 
40,67
2 100%  100%   100% 
40,68
3 100%  100%   100% 
40,72
3 100%      
40,89
8 ?      
40,90
5 ?      
 175 
40,90
9 ?      
40,91
2 ?      
40,91
9 100%      
40,92
9 ?      
40,93
1 ?      
40,93
3 100%      
40,93
9 100%      
40,94
6 100%      
40,95
7 100%      
40,97
3 ?      
42,10
4 ?      
42,11
5 100%  100%    
42,12
0 100%  100%    
42,12
9 100%  100%    
42,13
1 100%  100%    
42,16
5 100%  100%   100% 
42,20
7 100%  100%   100% 
42,30
0   100%   100% 
42,43
2   100%   100% 
42,43
4   100%   100% 
42,43
7   100%   100% 
42,44
9      100% 
42,46
4      100% 
42,47
2      100% 
42,47
6      100% 
42,49
1      100% 








_11 annotation gene description 
175    intergenic (–/-15) – / → nu1 –/DNA packaging protein 
327    V46V (GTC→GTT)  nu1 → DNA packaging protein 
332    
K48R (AAA→AGA)
  nu1 → DNA packaging protein 
384    
E65E (GAG→GAA)
  nu1 → DNA packaging protein 
412  100%  
A75T (GCA→ACA)
  nu1 → DNA packaging protein 
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429  100%  
G80G (GGA→GG
G)  nu1 → DNA packaging protein 
483  100%  
E98E (GAA→GAG)
  nu1 → DNA packaging protein 
489  100%  
K100K (AAG→AAA
)  nu1 → DNA packaging protein 
583  100%  L132I (CTC→ATC)  nu1 → DNA packaging protein 
9,067    
R38R (CGT→CGC
)  V → tail component 
11,45
1 100% 100% 100% 
A304V (GCA→GT
A)  H → tail component 
15,89
0    
D129G (GAC→GG
C)  J → tail:host specificity protein 
16,21
8    
L238L (CTG→CTT)
  J → tail:host specificity protein 
16,22
7    
R241R (CGT→CG
C)  J → tail:host specificity protein 
16,29
9    
K265K (AAA→AAG
)  J → tail:host specificity protein 
16,31
8    
coding (814-815/33
99 nt) J → tail:host specificity protein 
16,35
0    
H282H (CAT→CA
C)  J → tail:host specificity protein 
16,44
9    
G315G (GGC→GG
T)  J → tail:host specificity protein 
16,48
5    
A327A (GCG→GC
C)  J → tail:host specificity protein 
16,49
7    
T331T (ACA→ACG
)  J → tail:host specificity protein 
16,52
4    
S340S (AGC→AG
T)  J → tail:host specificity protein 
16,59
6    
P364P (CCG→CC
A)  J → tail:host specificity protein 
16,59
9    
S365S (TCG→TCA
)  J → tail:host specificity protein 
16,60
6    
coding (1102-1103/
3399 nt) J → tail:host specificity protein 
16,72
5    
N407N (AAC→AAT
)  J → tail:host specificity protein 
16,77
4    
coding (1270-1271/
3399 nt) J → tail:host specificity protein 
16,79
1    
N429N (AAT→AAC
)  J → tail:host specificity protein 
16,79
4    
V430V (GTT→GTC
)  J → tail:host specificity protein 
16,86
6    
T454T (ACA→ACG
)  J → tail:host specificity protein 
16,86
9    
E455E (GAA→GA
G)  J → tail:host specificity protein 
16,89
3    
D463D (GAT→GA
C)  J → tail:host specificity protein 
16,90
2    
V466V (GTC→GT
G)  J → tail:host specificity protein 
16,90
5    
G467G (GGC→GG
T)  J → tail:host specificity protein 
16,90
8    
A468A (GCA→GC
C)  J → tail:host specificity protein 
16,93
8    
V478V (GTT→GTC
)  J → tail:host specificity protein 
16,97
2    
S490R (AGC→CG
C)  J → tail:host specificity protein 
16,98
0    
G492G (GGT→GG
C)  J → tail:host specificity protein 
16,98
3    
G493G (GGT→GG
G)  J → tail:host specificity protein 
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16,98
6    
R494R (CGT→CG
C)  J → tail:host specificity protein 
16,99
8    
V498V (GTG→GT
A)  J → tail:host specificity protein 
17,04
9 100% 100% 100% 
S515S (TCC→TCT
)  J → tail:host specificity protein 
17,05
5 100% 100% 100% 
G517G (GGT→GG
C)  J → tail:host specificity protein 
17,05
9 100% 100% 100% 
A519T (GCG→AC
G)  J → tail:host specificity protein 
17,08
1 100% 100% 100% 
coding (1577/3399 
nt) J → tail:host specificity protein 
17,08
2 100% 100% 100% 
G526G (GGA→GG
C)  J → tail:host specificity protein 
17,08
5 100% 100% 100% 
coding (1581/3399 
nt) J → tail:host specificity protein 
17,08
8 100% 100% 100% 
G528G (GGC→GG
G)  J → tail:host specificity protein 
17,09
0 100% 100% 100% 
N529S (AAT→AGT
)  J → tail:host specificity protein 
17,13
6 100% 100% 100% 
V544V (GTA→GT
G)  J → tail:host specificity protein 
17,16
0 100% 100% 100% 
G552G (GGT→GG
C)  J → tail:host specificity protein 
17,18
3 100% 100% 100% 
E560G (GAG→GG
G)  J → tail:host specificity protein 
17,20
0 100% 100% 100% 
L566L (CTG→TTG
)  J → tail:host specificity protein 
17,21
1 100% 100% 100% 
R569R (CGA→CG
C)  J → tail:host specificity protein 
17,28
0 100% 100% 100% 
V592V (GTG→GT
A)  J → tail:host specificity protein 
17,32
8 100% 100% 100% 
E608D (GAA→GA
C)  J → tail:host specificity protein 
17,33
4 100% 100% 100% 
S610S (AGT→AG
C)  J → tail:host specificity protein 
17,34
3 100% 100% 100% 
V613V (GTG→GT
A)  J → tail:host specificity protein 
17,39
1 100% 100% 100% 
T629T (ACT→ACC
)  J → tail:host specificity protein 
17,40
9 100% 100% 100% 
Y635Y (TAT→TAC
)  J → tail:host specificity protein 
17,42
1 100% 100% 100% 
A639A (GCG→GC
C)  J → tail:host specificity protein 
17,42
4 100% 100% 100% 
R640R (CGA→CG
C)  J → tail:host specificity protein 
17,43
0 100% 100% 100% 
D642D (GAC→GA
T)  J → tail:host specificity protein 
17,43
3 100% 100% 100% 
T643T (ACA→ACG
)  J → tail:host specificity protein 
17,45
7 100% 100% 100% 
S651S (AGT→AG
C)  J → tail:host specificity protein 
17,46
6 100% 100% 100% 
L654L (CTC→CTT)
  J → tail:host specificity protein 
17,46
9 100% 100% 100% 
R655R (CGT→CG
C)  J → tail:host specificity protein 
17,47
8 100% 100% 100% 
coding (1974-1975/
3399 nt) J → tail:host specificity protein 
17,48
7 100% 100% 100% 
D661D (GAC→GA
T)  J → tail:host specificity protein 
17,49
4 100% 100% 100% 
S664R (AGT→CG
T)  J → tail:host specificity protein 
17,50
2 100% 100% 100% 
R666R (CGG→CG
A)  J → tail:host specificity protein 
17,53
5 100% 100% 100% 
T677T (ACA→ACT
)  J → tail:host specificity protein 
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17,54
7 100% 100% 100% 
T681T (ACG→ACA
)  J → tail:host specificity protein 
17,55
6 100% 100% 100% 
A684A (GCG→GC
T)  J → tail:host specificity protein 
17,58
6 100% 100% 100% 
A694A (GCG→GC
A)  J → tail:host specificity protein 
17,61
3 100% 100% 100% 
D703E (GAT→GA
G)  J → tail:host specificity protein 
17,65
2 100% 100% 100% 
A716A (GCA→GC
G)  J → tail:host specificity protein 
17,65
9 100% 100% 100% 
coding (2155-2156/
3399 nt) J → tail:host specificity protein 
17,67
3 100% 100% 100% 
T723T (ACG→ACA
)  J → tail:host specificity protein 
17,67
9 100% 100% 100% 
G725G (GGC→GG
G)  J → tail:host specificity protein 
17,71
2    
A736A (GCC→GC
G)  J → tail:host specificity protein 
17,72
1 100% 100% 100% 
D739D (GAC→GA
T)  J → tail:host specificity protein 
17,75
9 100% 100% 100% 
Q752R (CAG→CG
G)  J → tail:host specificity protein 
17,77
5 100% 100% 100% 
R757R (AGA→AG
G)  J → tail:host specificity protein 
17,78
8    
coding (2284/3399 
nt) J → tail:host specificity protein 
17,79
3 100% ?  
T763T (ACG→ACA
)  J → tail:host specificity protein 
17,79
5   100% 
coding (2291-2292/
3399 nt) J → tail:host specificity protein 
17,79
6 100% 100% Δ 
R764R (CGT→CG
C)  J → tail:host specificity protein 
17,79
7    
coding (2293/3399 
nt) J → tail:host specificity protein 
17,80
5 100% 100% 100% 
G767G (GGT→GG
C)  J → tail:host specificity protein 
17,86
2 100% 100% 100% 
Y786Y (TAC→TAT
)  J → tail:host specificity protein 
17,86
8 100% 100% 100% 
Y788Y (TAT→TAC
)  J → tail:host specificity protein 
17,91
3    
A803A (GCC→GC
T)  J → tail:host specificity protein 
17,91
6    
V804V (GTC→GTT
)  J → tail:host specificity protein 
17,91
9    
G805G (GGT→GG
C)  J → tail:host specificity protein 
17,92
1    
R806Q (CGG→CA
G)  J → tail:host specificity protein 
17,92
3    
A807P (GCG→CC
G)  J → tail:host specificity protein 
17,92
8    
S808S (AGC→AG
T)  J → tail:host specificity protein 
17,93
7    
coding (2433-2434/
3399 nt) J → tail:host specificity protein 
17,93
7    
coding (2433-2436/
3399 nt) J → tail:host specificity protein 
17,94
0    
E812D (GAA→GA
C)  J → tail:host specificity protein 
17,94
3    
G813G (GGT→GG
C)  J → tail:host specificity protein 
17,94
6    
Y814Y (TAC→TAT
)  J → tail:host specificity protein 
17,95
0    
D816N (GAT→AAT
)  J → tail:host specificity protein 
17,96
4    
coding (2460-2461/
3399 nt) J → tail:host specificity protein 
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18,25
5    
V917V (GTG→GTT
)  J → tail:host specificity protein 
18,25
7    
coding (2753-2754/
3399 nt) J → tail:host specificity protein 
18,26
5    
N921D (AAC→GA
T)  J → tail:host specificity protein 
18,26
7    
N921D (AAC→GA
T)  J → tail:host specificity protein 
18,28
5    
D927E (GAC→GA
A)  J → tail:host specificity protein 
18,29
7    
coding (2793-2796/
3399 nt) J → tail:host specificity protein 
18,30
9    
A935A (GCC→GC
T)  J → tail:host specificity protein 
18,33
0    
G942G (GGC→GG
T)  J → tail:host specificity protein 
18,34
2    
A946A (GCC→GC
A)  J → tail:host specificity protein 
18,46
3    
T987A (ACG→GC
G)  J → tail:host specificity protein 
18,50
3 100% 100% 100% 
A1000V (GCG→G
TG)  J → tail:host specificity protein 
18,53
5    
S1011R (AGC→C
GC)  J → tail:host specificity protein 
18,53
8 100% 100% 100% 
S1012G (AGT→G
GT)  J → tail:host specificity protein 
18,73
1    
A1076V (GCG→G
TG)  J → tail:host specificity protein 
18,73
4 100% 100% 100% 
V1077A (GTA→GC
A)  J → tail:host specificity protein 
18,81
4 100% 100% 100% 
H1104Y (CAT→TA
T)  J → tail:host specificity protein 
18,82
3 100% 100% 100% 
D1107K (GAT→AA
G)  J → tail:host specificity protein 
18,82
5 100% 100% 100% 
D1107K (GAT→AA
A)  J → tail:host specificity protein 
18,82
5    
D1107K (GAT→AA
G)  J → tail:host specificity protein 
18,86
8 100% 100%  
I1122L (ATT→CTT
)  J → tail:host specificity protein 
18,86
8    
I1122V (ATT→GTT
)  J → tail:host specificity protein 
18,86
8   100% 
I1122F (ATT→TTT)
  J → tail:host specificity protein 
18,88
4    
L1127P (CTG→CC
G)  J → tail:host specificity protein 
19,26
0  100% 100% 
L99P (CTG→CCG)
  lom → outer host membrane 
19,79
1    
R48G (CGT→GGT
)  orf-401 → Tail fiber protein 
20,20
0    
E184G (GAA→GG
A)  orf-401 → Tail fiber protein 
39,18
3 100% 100% 100% intergenic (+364/-7) orf-64 → / → S hypothetical protein/anti-holin 
39,19
8    M3I (ATG→ATA)  S → anti-holin 
40,14
0    
R57R (CGT→CGC
)  Rz → cell lysis protein 
40,15
8    
A63A (GCG→GCA
)  Rz → cell lysis protein 
40,16
1    L64L (CTC→CTG)  Rz → cell lysis protein 
40,16
6    
A66E (GCA→GAA)
  Rz → cell lysis protein 
40,18
9  100%  D74N (GAT→AAT)  Rz → cell lysis protein 
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40,19
4  100%  
A75A (GCT→GCG)
  Rz → cell lysis protein 
40,43
4  100%  intergenic (+3/+29) Rz → / ← bor 
cell lysis protein/Bor protein 
precursor 
40,60
1  100%  V52V (GTC→GTT)  bor ← Bor protein precursor 
40,61
2  100%  
K49E (AAG→GAG)
  bor ← Bor protein precursor 
40,61
6  100%  
G47G (GGG→GG
A)  bor ← Bor protein precursor 
40,62
5  100%  S44S (TCT→TCG)  bor ← Bor protein precursor 
40,63
7  100%  
H40H (CAT→CAC)
  bor ← Bor protein precursor 
40,66
3  100%  
A32T (GCA→ACA)
  bor ← Bor protein precursor 
40,67
2  100%  
A29T (GCA→ACA)
  bor ← Bor protein precursor 
40,68
3  100%  
coding (73-74/294 
nt) bor ← Bor protein precursor 
40,72
3    
coding (33-34/294 
nt) bor ← Bor protein precursor 
40,89
8    
intergenic (-142/+1
49) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,90
5    
intergenic (-149/+1
42) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,90
9    
intergenic (-153/+1
38) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,91
2    
intergenic (-156/+1
34) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,91
9    
intergenic (-163/+1
28) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,92
9    
intergenic (-173/+1
18) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,93
1    
intergenic (-175/+1
16) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,93
3    
intergenic (-177/+1
14) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,93
9    
intergenic (-183/+1
08) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,94
6    
intergenic (-190/+1
01) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,95
7    
intergenic (-201/+9
0) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
40,97
3    
intergenic (-217/+7
4) 
bor ← / ← lamb
dap78 
Bor protein precursor/putative 
envelope protein 
42,10
4    intergenic (+155/–) 
lambdap79 → /
 – hypothetical protein/– 
42,11
5    intergenic (+166/–) 
lambdap79 → /
 – hypothetical protein/– 
42,12
0    intergenic (+171/–) 
lambdap79 → /
 – hypothetical protein/– 
42,12
9    intergenic (+180/–) 
lambdap79 → /
 – hypothetical protein/– 
42,13
1    intergenic (+182/–) 
lambdap79 → /
 – hypothetical protein/– 
42,16
5  100%  intergenic (+216/–) 
lambdap79 → /
 – hypothetical protein/– 
42,20
7  100%  intergenic (+258/–) 
lambdap79 → /
 – hypothetical protein/– 
42,30
0  100%  intergenic (+351/–) 
lambdap79 → /
 – hypothetical protein/– 
42,43
2  100%  intergenic (+483/–) 
lambdap79 → /
 – hypothetical protein/– 
42,43
4  100%  intergenic (+485/–) 
lambdap79 → /
 – hypothetical protein/– 
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42,43
7  100%  intergenic (+488/–) 
lambdap79 → /
 – hypothetical protein/– 
42,44
9  100%  intergenic (+500/–) 
lambdap79 → /
 – hypothetical protein/– 
42,46
4  100%  intergenic (+515/–) 
lambdap79 → /
 – hypothetical protein/– 
42,47
2  100%  intergenic (+523/–) 
lambdap79 → /
 – hypothetical protein/– 
42,47
6  100%  intergenic (+527/–) 
lambdap79 → /
 – hypothetical protein/– 
42,49
1  100%  intergenic (+542/–) 
lambdap79 → /
 – hypothetical protein/– 
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Table 7 – Ordered features with non-zero coefficients from final model for step 1 
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Table 8 – Ordered features with non-zero coefficients from final model for step 2 
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APPENDIX C.  
SUPPLEMENTARY INFORMATION FOR CHAPTER 4 
 
Figure 29 – Temporal signal analysis for the host phylodynamic tree 
(A) Root-to-tip regression analysis results from the neighbor-joining tree based on 
hamming distance matrix for E. coli. (B) Significance level assessed by comparing the fitted 
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Figure 30 – Temporal signal analysis on the phage phylodynamic tree 
(A) Root-to-tip regression analysis results from the maximum likelihood tree built for 
phage. (B) Significance level assessed by comparing the fitted R squared value versus 500 
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Figure 31 – Recovered unique genomes for E. coli 
The outer gray ring represents the reference host genome. The orange bars represent the 
genes that harbors the observed mutation. The colored rings represent samples taken 
during the experiment. The color groups represent the sampling days. Inner grey bars 
represent the unique mutations observed from all samples. Different shades of the same 
color represent different unique genotypes from the same sampling day. White gaps in the 




















































































































Figure 32 – Recovered unique genomes for the bacteriophage l 
The outer gray ring represents the reference phage genome. The inner grey bars represent 
the genes that harbors the observed mutations. The colored rings represent samples taken 
during the experiment. The color groups represent the sampling days. Different shades of 
the same color represent different unique genotypes from the same sampling day. White 




















































Figure 33 – DN/DS ratios for phage whole genome (A) and J protein region (B) 





Figure 34 – Difference in genomic variation observed between whole population 
sequencing and 11 isolated clones of l on Day 8 
The large error bar for clones is because of a recombination event between prophage and 
























Figure 35 – Difference in genomic variation observed between whole population 





















Figure 36 – Regression analysis of host genotype against coevolution time and 
phenotype 
(A) Regression of the number of mutations in E. coli samples against sampling time (B) 
Regression of the number of mutations against host resistance. Jittering is applied for 
better visualization. Significance level assessed by comparing the fitted R squared value vs 
500 random permuted ones for the regression against time (C) and regression against 
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Figure 37 – Regression analysis of phage genotype against coevolution time and 
phenotype 
(A) Regression of the number of mutations in bacteriophage l samples against sampling 
time. (B) Regression of the number of mutations against host resistance. Jittering is applied 
for better visualization. Significance level assessed by comparing the fitted R squared value 
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Table 9 – Genomic variation present in the phage population on Day 8 of the 










11,445 C→T A->V H → Tail component 
11,451 C→T A->V H → Tail component 












J → Tail- host specificity 
protein 
16,318 A→C M->L J → Tail- host specificity 
protein 




























J → Tail- host specificity 
protein 
16,606 A→G T->A J → Tail- host specificity 
protein 




J → Tail- host specificity 
protein 
16,774 G→C A->P J → Tail- host specificity 
protein 





































J → Tail- host specificity 
protein 
















J → Tail- host specificity 
protein 
18,503 C→T A->V J → Tail- host specificity 
protein 
18,734 T→C V->A J → Tail- host specificity 
protein 
18,823 G→A D->N J → Tail- host specificity 
protein 





Table 10 – Genomic variation present in E. coli population on Day 8 compared to 






38,192 G→T carB → / → c
aiF 
carbamoyl-phosphate synthase large 
subunit/DNA-binding transcriptional activator 
38,193 C→T carB → / → c
aiF 
carbamoyl-phosphate synthase large 
subunit/DNA-binding transcriptional activator 
38,194 C→T carB → / → c
aiF 
carbamoyl-phosphate synthase large 
subunit/DNA-binding transcriptional activator 
38,195 C→T carB → / → c
aiF 
carbamoyl-phosphate synthase large 
subunit/DNA-binding transcriptional activator 
38,196 A→T carB → / → c
aiF 
carbamoyl-phosphate synthase large 
subunit/DNA-binding transcriptional activator 
38,199 A→T carB → / → c
aiF 
carbamoyl-phosphate synthase large 
subunit/DNA-binding transcriptional activator 
38,200 A→T carB → / → c
aiF 
carbamoyl-phosphate synthase large 
subunit/DNA-binding transcriptional activator 
386,921 C→T phoR → sensory histidine kinase in two-component regulatory 
system with PhoB 
519,803 G→T fdrA → membrane protein FdrA 
519,808 A→C fdrA → membrane protein FdrA 
560,154 C→T ompT ← outer membrane protease VII (outer membrane 
protein 3b) 
863,867 G→A yliC → predicted peptide transporter subunit: membrane 
component of ABC superfamily 
863,868 G→T yliC → predicted peptide transporter subunit: membrane 
component of ABC superfamily 
863,873 A→C yliC → predicted peptide transporter subunit: membrane 
component of ABC superfamily 
863,874 T→C yliC → predicted peptide transporter subunit: membrane 
component of ABC superfamily 




dual regulator, leucine-binding 
1,368,412
:1 




1,418,284 G→T rzpR → predicted defective peptidase 
1,605,635 Δ1 bp stfR ← predicted tail fiber protein 
1,605,636 T→G stfR ← predicted tail fiber protein 
1,605,637 G→T stfR ← predicted tail fiber protein 
1,605,637
:1 
+T stfR ← predicted tail fiber protein 
1,881,837 Δ1 bp manY → mannose-specific enzyme IIC component of PTS 
1,881,838 Δ1 bp manY → mannose-specific enzyme IIC component of PTS 




+A manZ → mannose-specific enzyme IID component of PTS 
1,882,915 Δ16 bp manZ → mannose-specific enzyme IID component of PTS 
2,111,270 C→A ECB_01999 
→ 
putative phage protein 
2,250,122
:1 
+G napG ← quinol dehydrogenase periplasmic component 
2,250,126 A→C napG ← quinol dehydrogenase periplasmic component 
2,250,129 Δ1 bp napG ← quinol dehydrogenase periplasmic component 
2,310,865 G→A yfaZ ← / → y
faO 
predicted outer membrane porin protein/predicted 
NUDIX hydrolase 
2,310,868 C→A yfaZ ← / → y
faO 
predicted outer membrane porin protein/predicted 
NUDIX hydrolase 
2,401,525 Δ1 bp yfcX ← fused enoyl-CoA hydratase and epimerase and 
isomerase/3-hydroxyacyl-CoA dehydrogenase 
2,401,526 G→A yfcX ← fused enoyl-CoA hydratase and epimerase and 
isomerase/3-hydroxyacyl-CoA dehydrogenase 
2,401,527 C→A yfcX ← fused enoyl-CoA hydratase and epimerase and 
isomerase/3-hydroxyacyl-CoA dehydrogenase 
2,401,529 A→T yfcX ← fused enoyl-CoA hydratase and epimerase and 
isomerase/3-hydroxyacyl-CoA dehydrogenase 
2,940,619 A→T ygfB ← hypothetical protein 







malT → transcriptional regulator MalT 
3,483,094
:1 
+C malT → transcriptional regulator MalT 
3,483,094
:2 
+T malT → transcriptional regulator MalT 
3,942,902 T→A yifK → predicted transporter 
4,236,155 T→A lexA → LexA repressor 
4,236,156 T→A lexA → LexA repressor 
4,236,158 C→G lexA → LexA repressor 
4,236,160 T→A lexA → LexA repressor 
4,236,161 T→A lexA → LexA repressor 
4,300,483 C→T phnG ← carbon-phosphorus lyase complex subunit 
4,504,878 T→A insA-25 → / 
→ ECB_0416
2 
IS1 protein InsA/hypothetical protein 
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