We construct a space of quantum states and an algebra of quantum observables, over the set of all metrics of arbitrary but fixed signature, defined on a manifold. The construction is diffeomorphism invariant.
Introduction
In the late 70's of the last century, Jerzy Kijowski proposed a construction method of quantum states for field theories, based on projective techniques, and applied it to a scalar field theory [1] . In recent years his method was developed [2, 3, 4, 5] , and this development allowed to apply it to a canonical formulation of the teleparallel equivalent of general relativity (GR) [6, 7, 8, 9] , and to GR described in terms of the real Ashtekar variables [10, 11] . Since the method was successfully applied to these two canonical formulations of GR, it is natural to ask if it can yield a space of quantum states for the ADM formulation of GR [12] , being perhaps the best known canonical formulation of this theory.
To work well, the Kijowski's method requires a very special choice of degrees of freedom (d.o.f) on the phase space of a field theory. So far we were not able to find suitable d.o.f. on the ADM phase space. However, in some cases [13] it is possible to employ a simplified version of the method, which uses only "position" d.o.f. on the phase space, discarding momentum ones. This simplified method can be easily applied to the ADM formulation of GR, and yields a space of quantum states.
The "position" or configuration variable on the ADM phase space is a Riemannian metric, defined on a three-dimensional manifold. Thus the space of quantum states for the ADM formulation of GR mentioned above, is built over the set of all Riemannian metrics on the manifold. It turns out, however, that the construction of this space makes no essential use of the specific signature of the metric, and the specific dimension of the manifold. Consequently, the simplified method provides a space of quantum states, related to metrics of arbitrary but fixed signature, defined on any manifold. In this paper we will present this general construction.
Regarding possible applications of the spaces of quantum states provided by the general construction: perhaps each such space can be used to define a sort of quantum (pseudo-) Riemannian geometry, akin to the quantum Riemannian geometry known from Loop Quantum Gravity (see e.g. [14] ). An interesting question is if the space of quantum states built over Riemannian metrics on a three-dimensional manifold, or that constructed over Lorentzian metrics on a four-dimensional manifold, can be used for quantization of GR. This paper is organized as follows. Section 2 contains preliminaries: an outline of the Kijowski's method of constructing quantum states, and a description of a homogeneous space of scalar products, which will be a basis for the construction of the space of quantum states for the set of metrics. In Section 3 we will construct the space, and in Section 4 we will shortly discuss the construction.
Preliminary

Outline of the Kijowski's method
The Kijowski's method requires to choose some d.o.f. on the phase space of a field theory, and organize them into a directed set (Λ, ≥)-each element λ ∈ Λ corresponds to a finite number of d.o.f., and λ ′ ≥ λ if λ ′ represents all d.o.f. related to λ. Next, one associates with every λ ∈ Λ a Hilbert space H λ . These two steps of the construction have to be done in such a way that the resulting family {H λ } λ∈Λ of Hilbert spaces, is extendable to a structure defined as follows [4] :
1. Λ is a directed set, 2. for every λ ∈ Λ, H λ is a Hilbert space, 3. for every λ ′ ≥ λ,H λ ′ λ is a Hilbert space, and
is a Hilbert space isomorphism; furthermore dim H λλ = 1 and Φ λλ is trivial 1 .
for every λ
is a Hilbert space isomorphism such that the following diagram
5.H λ ′ λ and Φ λ ′ λ for other pairs (λ ′ , λ), and Φ λ ′′ λ ′ λ for other triplets (λ ′′ , λ ′ , λ), are not defined.
In some cases it can be quite difficult to construct a family of factorized Hilbert spaces (see e.g. [11] ), but once it is obtained, the remaining steps of the construction of quantum states are straightforward [4, 15] . For every λ ∈ Λ one denotes by B λ the C * -algebra of all bounded operators on H λ , and by S λ the set of all states (i.e. normed positive linear functionals) on B λ . For every λ ′ ≥ λ the map (2.1) and the unit operator 1 λ ′ λ onH λ ′ λ , induce a unital injective * -homomorphism:
Then the pull-back
is a surjection. Furthermore, the commutativity of the diagram (2.3) guarantees that {S λ , π λλ ′ } λ∈Λ is a projective family. The desired space S of quantum states for the field theory, is defined as the projective limit of the family. A byproduct of this construction is the inductive family {B λ , ι λ ′ λ } λ∈Λ of C * -algebras. Its inductive limit B is again a C * -algebra, which can be regarded as the algebra of quantum observables for the field theory.
The space S of quantum states coincides with the set of all states on the algebra B [15].
Homogeneous space of scalar products
To construct the space of quantum states for the set of all metrics on a manifold, we will choose very natural d.o.f.-each of these d.o.f. will map a metric to its value at a point of the manifold. Therefore, in the remaining part of the preliminaries, we will describe some properties of the set of all scalar products, defined on a vector space.
Let V be a real n-dimensional (0 < n < ∞) vector space. A scalar product γ on V is a real-valued bilinear symmetric form on V , which satisfies the following non-degeneracy condition: if γ(v, v ′ ) = 0 for every v ∈ V then v ′ = 0. Each scalar product γ on V is characterized by its signature (p, p ′ )-p is the number of vectors in an orthonormal basis (v i ) i=1,...,n of V , such that γ(v j , v j ) = 1, and p ′ is the number of vectors in the basis such that γ(v j , v j ) = −1.
Let us fix a pair (p, p ′ ) of non-negative integers such that p + p ′ = n, and denote by Γ the space of all scalar products on V of signature (p, p ′ ). Each basis (v i ) of V defines a global coordinate frame (γ ij ) i≥j on Γ:
Obviously, coordinate frames given by all bases of V form an analytic atlas on Γ. Thus Γ is a real-analytic manifold of dimension n(n + 1)/2.
Let us consider now the group GL(V ) of all linear automorphisms of V . Given basis (v i ) of V , each element g ∈ GL(V ) can be represented by numbers (g i j ) i,j=1,...,n such that
where gv j denotes the action of g on the vector v j . It is clear that the map
defines a global coordinate frame on GL(V ), and that the atlas on GL(V ) consisting of coordinate frames given by all bases of V , is analytic. Moreover, the following map
is analytic with respect to this atlas [16] . Thus GL(V ) is a Lie group. There exists a natural action of the Lie group GL(V ) on the space Γ of scalar products:
where g −1 * is the pull-back:
For every g, g ′ ∈ GL(V ) and every γ ∈ Γ g ′ (gγ) = (g ′ g)γ, eγ = γ -e denotes here the identity of the group. The action (2.5) is also transitive i.e., for every γ,
Indeed, let (v i ) be a basis of V , orthonormal with respect to the scalar product γ, and let (v ′ i ) be a basis of V , orthonormal with respect to γ ′ . Assume that the ordering of elements of the bases is such that
and (2.6) follows. It is easy to see that the map (2.5), when expressed in terms of coordinates (γ ij ) and (g i j ) (defined by the same basis of V ), is a rational function of non-zero denominator. This implies that the map is analytic.
The properties of the space Γ and the action (2.5) described above, allow us to conclude that the pair (GL(V ), Γ) equipped with the map (2.5), is a homogeneous space (see e.g. [16] ). It is isomorphic to the homogeneous space GL(V )/H, where H is the isotropy group of a scalar product γ 0 ∈ Γ:
Note finally that GL(V ) is isomorphic to GL(dim V, R), and H is isomorphic to the (pseudo-)orthogonal group O(p, p ′ ), where (p, p ′ ) is the signature of scalar products constituting the space Γ. Thus the homogeneous space (GL(V ), Γ) of scalar products is isomorphic to GL(dim V, R)/O(p, p ′ ).
Invariant measure on Γ-existence
In this section we will show that on every space Γ of scalar products, there exists a measure invariant with respect to the action (2.5) of the group GL(V ).
Let us begin by recalling some notions. Let ϕ : Y → Y ′ be a bijection. If the space Y is equipped with a measure dµ then we can define a pushforward measure ϕ ⋆ dµ on Y ′ by the following formula:
be a homogeneous space. We will denote byḡ the map
Let dµ be a left-invariant Haar measure on a Lie group G, and let r g : G → G, g ′ → g ′ g −1 , be a map defined by the right action of an element g ∈ G. Then there exists a positive real number δ G (g) such that [16] r g⋆ dµ = δ G (g)dµ.
(2.9) Proof. We will treat the cases (i ) dim V = 1 and (ii ) dim V > 1 separately.
The case dim V = 1 In global coordinates γ 11 on Γ and g 1 1 on GL(V ) given by a basis of V , the group action (2.5) read as follows:
Therefore, an invariant measure dµ on Γ can be constructed analogously to a Haar measure on the multiplicative group of non-zero real numbers [16] :
(if the signature of scalar products in Γ is (0, 1), then γ 11 < 0, and this is why there is the absolute value of γ 11 in the expression above).
The case dim V > 1 Let G be a Lie group. Assume that (G, Y ) is a homogeneous space, and that dµ is
φ being an isomorphism of the homogeneous spaces, commutes with the action of the group G,ḡ • φ = φ •ḡ, and consequentlȳ
Since each homogeneous space Γ is isomorphic to GL(V )/H with H given by (2.7), it is enough to prove the existence of an invariant measure on every homogeneous space GL(V )/H. This latter task will be achieved by showing that both GL(V ) and H are unimodular, and applying Lemma 2.2.
The
The group GL(dim V, R) is unimodular [16] . The group O(2) is compact [17] and thereby unimodular [16] .
Regarding the group O(1, 1): it can be easily shown that
Therefore SO(1, 1) is commutative 2 . Since for every element A of the Lie algebra o(1, 1), and for every t ∈ R, the exponential exp(tA) belongs to SO(1, 1), the equality g exp(tA)g −1 = exp(tA) holds as long as g ∈ SO(1, 1) . This means that if Ad denotes the adjoint representation of O(1, 1) on its Lie algebra, then the operator Ad(g) is the identity on o(1, 1) for every g ∈ SO(1, 1) .
On the other hand, if g ∈ O(1, 1) then det g = ±1, and therefore g 2 ∈ SO(1, 1). Thus the operator Ad(g 2 ) is the identity, and consequently 1 = det Ad(g 2 ) = det Ad(g) 1) is not commutative-if h = diag(1, −1) then h ∈ O(1, 1) and hgh −1 = g −1 for every g ∈ SO(1, 1). on the whole O(1, 1). But for every Lie group G its modular function δ G satisfies the following equation [16] :
δ G (g) = det Ad(g −1 ) .
(2.10)
Thus O(1, 1) is unimodular.
Regarding the group O(p, p ′ ) with p + p ′ > 2: in this case the Lie algebra o(p, p ′ ) is semisimple [17] , which means that the Killing form K on the algebra is non-degenerate (the Cartan's criterion of semisimplicity). The Killing form is invariant with respect to the adjoint representation Ad of O(p, p ′ )-this fact can be expressed in a basis (τ α ) of o(p, p ′ ) as follows: for every g ∈ O(p, p ′ )
Calculating the determinant of both sides of this equation, and taking into account the non-degeneracy of the Killing form, we conclude that for every g ∈ O(p, p ′ ) det Ad(g) 2 = 1.
Now to see that O(p, p ′ ) is unimodular, it is enough to apply (2.10).
Invariant measure on Γ-properties
Let V 0 , V 1 and V 2 be real vector spaces of the same dimension, and let Γ i be the space of all scalar products of signature (p, p ′ ) on V i (the signature is the same for all i). Any linear isomorphism l : V j → V i defines a pull-back l * : Γ i → Γ j , being a diffeomorphism between the manifolds Γ i and Γ j .
Lemma 2.4. Let dµ be an invariant measure on Γ 0 , and let l, l ′ : V 1 → V 0 be linear isomorphisms. Then the pushforward measure l * ⋆ dµ on Γ 1 coincides with l ′ * ⋆ dµ.
Proof. Note first that l ′ • l −1 ≡ g −1 0 is an element of GL(V 0 ) and consequently
where we used (2.8). By virtue of this observation and invariance of dµ l ′ * ⋆ dµ = l * ⋆ḡ0⋆ dµ = l * ⋆ dµ.
Lemma 2.5. Let dµ be an invariant measure on Γ 0 and let l : V 1 → V 0 be linear isomorphisms. Then the pushforward measure l * ⋆ dµ on Γ 1 is invariant.
Proof. Let g 1 be an element of GL(V 1 ). Then l • g −1
Suppose that dµ is an invariant measure on Γ 0 . Then the measure l * 1⋆ dµ on Γ 1 pushed forward by l * coincides with the measure l * 2⋆ dµ on Γ 2 .
Proof. Note that l 1 • l : Obviously, if q is a metric belonging to Q(M) then its value q x at the point x, is an element of Γ x . As mentioned earlier, maps of the following form:
given by all points in M, will be treated as d.o.f. A proof of this lemma can be found in Appendix A. Since d.o.f. (3.1) are unambiguously labeled by points of M, each finite subset of the manifold represents unequivocally a finite set of d.o.f. It is then natural to define the set Λ to be the set of all finite subsets of the manifold M. We say that λ ′ ∈ Λ is greater or equal to λ ∈ Λ,
Diffeomorphism invariant field of invariant measures
The next step of the construction of quantum states, is to associate with every λ ∈ Λ a Hilbert space H λ . Here we will first associate with every x ∈ M a Hilbert space L 2 (Γ x , dµ x ), given by an invariant measure dµ x -we choose the measure on Γ x to be invariant, because we see no reason to distinguish any scalar product in Γ x , and an invariant measure treats all the scalar products equally. Then we will define H λ by the obvious tensor product of Hilbert spaces corresponding to points in λ. But again, we have no reason to distinguish any point of the manifold and therefore the assignment x → dµ x should be chosen in a diffeomorphism invariant manner. We will describe an example of such an assignment in the present section. Let us choose a measure dµ x on Γ x for every x ∈ M. The resulting assignment x → dµ x can be thought of as a field of measures or a measure field on the manifold M.
Let χ : M → M be a diffeomorphism. If x 1 = χ(x 2 ) then χ induces the tangent map T χ : T x 2 M → T x 1 M being a linear isomorphism. The corresponding pull-back T χ * is a diffeomorphism from Γ x 1 onto Γ x 2 . Therefore the pull-back can be used to push forward the measure dµ x 1 to a measure T χ * ⋆ dµ x 1 on Γ x 2 . It this way the diffeomorphism χ transforms the measure field x → dµ x to another measure field
We will say that the measure field
for every x ∈ M and for every diffeomorphism χ of M.
We will now construct a diffeomorphism invariant field of measures. Let us choose a point x 0 ∈ M and an invariant measure dµ x 0 on the space Γ x 0 . Define
where l x is any linear isomorphism from T x M onto T x 0 M. By virtue of Lemma 2.4 the measure dµ x does not depend on the choice of the isomorphism l x , and Lemma 2.5 guarantees that dµ x is an invariant measure on the homogeneous space Γ x . Proof. Consider any point x 1 ∈ M and any diffeomorphism χ of M. Let x 1 = χ(x 2 ), and let l x 1 and l x 2 be linear isomorphisms used to define the measures, respectively, dµ x 1 and dµ x 2 via (3.3). For i = 0, 1, 2, denote V i ≡ T x i M and
Then apply Lemma 2.6 and Equation (3.2) to conclude that
We can then say that the measure field (3.3) is a diffeomorphism invariant field of invariant measures.
Family of factorized Hilbert spaces
In this section we will construct a family of factorized Hilbert spaces over the set Q(M).
Let x → dµ x be a diffeomorphism invariant field of invariant measures, defined on the spaces {Γ x } x∈M . This field makes it possible to define a Hilbert space H x over every Γ x :
(3.4)
Now we will extend the family {H λ } λ∈Λ to a family of factorized Hilbert spaces. Below we will write λ ′ > λ, if λ ′ ≥ λ and λ ′ = λ. Note that if λ ′ > λ, then λ ′ \ λ is again an element of Λ. LetH
where the set C of all complex numbers, equipped with the standard hermitian product z|z ′ =zz ′ , is treated as a one-dimensional Hilbert space. We choose the maps Φ λ ′ λ and Φ λ ′′ λ ′ λ (see (2.1) and (2.2)) in the following way:
where 1 ∈ C. Taking into account that
it is not a difficult, but somewhat tedious exercise to show that the quintuplet (Λ, H λ , 
Discussion
The construction of the space S of quantum states over a set Q(M), seems to be rather natural, except perhaps the choice of the invariant measure dµ x 0 on the space Γ x 0 , used in Section 3.2 to generate the diffeomorphism invariant field of measures. Note also that the space S and the related algebra B exists for every manifold M and every signature (p, p ′ ), even if the corresponding space Q(M) of smooth metrics is empty.
The construction of the space S is also very simple, at least in comparison with similar spaces built in [9, 11] for GR. Thanks to this simplicity, it is easy to describe explicitly some elements of S. Indeed, let us choose for every x ∈ M a normed element Ψ x of H x and define for λ = {x 1 , . . . ,
where π λλ ′ is given by (2.4) . Consequently, the net {s λ } λ∈Λ is an element of the projective limit S (see e.g. [19] ). Thus S contains elements built solely of pure states, whereas in general there is no guarantee that a space of quantum states constructed by the Kijowski's method contains any element built solely of normal states (i.e. of states given by density operators) [20, 15] . We mentioned in the introduction that the space S built in this paper and the related C * -algebra B of quantum observables, can be possibly used to define a kind of quantum geometry, which can be understood as a quantum counterpart of the underlying (pseudo-) Riemannian geometry. Let us note that the results presented in this paper offer another possibility to define quantum geometry. Namely, given x ∈ M, denote by B x the C *algebra of all bounded operators on H x , and by S x the set of all states on B x . Since any metric on M, that is, a field on the manifold valued in the spaces {Γ x } x∈M , defines a (classical) geometry on M, then it would perhaps make sense to say that a field on M valued in the spaces {S x } x∈M (or in {H x } x∈M ), defines a quantum (pseudo-)Riemannian geometry on the manifold.
Let us finally comment on the homogeneous space Γ of all scalar products of signature (p, p ′ ) on a vector space V . Recall that in the proof of transitivity of the group action (2.5) presented in Section 2.2, we used two bases (v i ) and (v ′ i ) of the vector space V . Without loss of generality we can assume that both bases define the same orientation of V -if it is not the case then it is enough to make a simple change v 1 → −v 1 to obtain bases of the desired property. This means that g in (2.6) can be always chosen to be a linear automorphism of V of positive determinant. Consequently, if GL + (V ) denotes the group of all linear automorphisms of V of positive determinant, then (GL + (V ), Γ) with the action (2.5), is also a homogeneous space and is isomorphic to
show that q can be transformed to a smooth metric q on M of the same signature such that its value qx atx coincides with γ.
It follows from the comment presented in the last paragraph of the previous section that there exists g ∈ GL(TxM) of positive determinant such that g * qx = γ.
(A.1)
Let (y i ) be a coordinate frame defined on a neighborhood U ofx such that y i (x) = 0. We assume moreover that the set of values of the coordinates contain the closed unit ball in R dim M centered at 0.
The equation (A.1) expressed in the coordinates (y i ) reads qx ij g i m g j n = γ mn .
Note now that the matrix (g i j ) is an element of the group GL + (dim M, R) of all dim M × dim M real matrices of positive determinant. This group is known to be (path) connected [17] -there exists a continuous curve ξ : [0, 1] → GL + (dim M, R), which starts at (g i j ) and ends at the identity e of the group. A piecewise smooth curve ζ in the group GL + (dim M, R), which starts at (g i j ) and ends at e, can be obtained from ξ by connecting by smooth curves appropriately chosen points of the image of ξ-ζ is composed of a finite number of smooth curves {ζ 1 , ζ 2 , . . . , ζ N } such that: (i ) ζ 1 starts at (g i j ), (ii ) ζ I , 1 < I ≤ N , starts where ζ I−1 ends, and (iii ) ζ N ends at e.
There exists a smooth non-decreasing function f : [0, 1] → [0, 1] such that it is equal 0 on the interval [0, ǫ], and is equal 1 on the interval [1 − ǫ, 1] for some ǫ ∈ [0, 1/2[. Using this function one can reparameterize each ζ I to obtain so called "lazy" curve [21] , that is, a smooth map [0, 1] ∋ t →ζ I (t) ∈ GL + (dim M, R), such that: (i ) it is constant on [0, ǫ] and is constant on [1− ǫ, 1], (ii )ζ I starts (ends) where ζ I does and (iii ) the images of both curves coincide. The composition of "lazy" curves is again a "lazy" curve [21] . This fact implies that the composition of the "lazy" curves {ζ 1 ,ζ 2 , . . . ,ζ N } is a "lazy" (and thereby smooth) curve [0, 1] ∋ t →ζ(t) ∈ GL + (dim M, R) which starts at (g i j ) and ends at e. Let ζ i m (t) be the components of the matrixζ(t) and let r 2 : U → R be a smooth map defined as follows:
x → r 2 (x) := (y 1 (x)) 2 + (y 2 (x)) 2 . . . + (y dim M (x)) 2 .
It is easy to realize that the assignment M ∋ x → q x = q xijζ i m (r 2 (x))ζ j n (r 2 (x)) dy n dy m for x ∈ U such that r 2 (x) ≤ 1, q x otherwise, defines a smooth metric q ∈ Q(M) such that qx = γ.
