ABSTRACT
INTRODUCTION
Dimensionality reduction problem has been studied by scientific communities for statistics and machine learning purposes for many years [1, 2] . It has received more attention recently because of the promising results in data mining. It is not also surprising that dimensionality reduction is an enthusiastic research area for machine learning and for pattern recognition; both fields share the common task of classification.
The dimensionality reduction problem often arises when it comes to consider a very large number of variables. In recent years the need has evolved with the manipulation of very large databases and especially in areas such as genetic field and image processing field [3] . Consequently the number of features should be reduced.
Dimensionality reduction methods try to find a projection of the data in a new space of reduced dimension, without losing the information. This projection may be linear or nonlinear. They are generally classified into three categories: the Wrapper, Filter, and Embedded [4] . The Wrapper approaches use the classification error rate as a evaluation criteria [5] . They then incorporate the classification algorithm in the search and selection of attributes. These methods allow the obtaining of high performance. However, the use of such methods requires for each subspace of attributes to perform classification, which can become costly in calculation time especially when the dimension d of the input space is large. These methods are very dependent of the used classification algorithm.
Filter approaches use an evaluation function based on the characteristics of all data, independently of any classification algorithm [6] [7] [8] [9] [10] . These methods are fast, general and less expensive in computation time, which allows them to operate more easily with databases of very large dimensions. However, as they are independent of the classification stage, they do not guarantee to reach the best classification accuracy.
In order to combine the advantages of both methods, hybrid algorithms "embedded" have been proposed. The dimensionality reduction process is performed in conjunction with the classification process. A filter-type evaluation function is first used to screen the most discriminating feature subspace. Then the error rates of misclassification, by considering each discriminant subspace previously selected, are compared in order to determine the final subspace [11, 12] .
Due to their computational efficiency and independence of any classification algorithm, the "filter" approaches are more popular and commonly used. The application of cluster analysis has been demonstrated to be more effective than traditional dimensionality reduction algorithms [3] . Our goal in this paper is to perform a validation study of the dimensionality reduction methods effect on the classification accuracies of breast cancer (mammographic image). The quality of such dimensionality reduction process determines the purity of classification and hence it is very important to evaluate the results of the dimensionality reduction algorithms. Due to this, validation of reduced space dimension had been a major and challenging task. The main goal of this paper is to measure some validation indices such as Xi-Beni, Dunn and Alternative Dunn indices
MATERIALS AND METHODS

Features extraction.
Initially, features are calculated to form the feature vector for subsequent learning step. Features were extracted from a set of tow classes labeled images). Images are firstly pre-processed and transformed by the discrete double density wavelet transform (3DWT). The following features are extracted: Texture descriptors [13] , -Statistical moments [14] , Tamura parameters [15, 16] , Radon's characteristics [17, 18] and Zernike's moments [19] 
2.2.Features selection
For dimensionality reduction task we will test the following methods:
Locality Preserving Projections (LPP): A graph incorporating neighborhood information of the data set is built [20] . This linear transformation optimally preserves local neighborhood information in a certain sense. The generated map may be viewed as a linear discrete approximation to a continuous map [21] .
Locally linear embedding (LLE) applies dimensionality-reduction to the data for learning and classification. The objective of this method is to determine a locally-linear fit, so that each data point can be represented by a linear combination of its closest neighbors [22] . It consists of three main steps: -Find the K nearest neighbors of each D-dimensional input data point Xi , i = 1, ..., N. The Euclidean distance is used as a similarity measure. -Calculate the weights Wij that best reconstruct each data point Xi from its neighbors by minimizing the following equation:
-Calculate the low-dimensional embedding Yi . The weights Wij are kept fixed and the following cost function is minimized:
Isometric Feature Mapping has been introduced by Tenenbaum [23] . This is a non-linear extension of multidimensional scaling (MDS) [24] . The procedure also consists of three main steps:
-Search the K nearest neighbors for each data point Xi.
-Build the neighborhood graph G and calculate the shortest path dG(i; j) between any two given data points. Construct an embedding of the data by applying classical MDS to the matrix of graph distances DG ={dG(i;j)}.
Spectral regression (SR): the background of this method can be consulted in [25, 26] .
2.3.Benchmark
Our benchmark (Figure 1 ) is divided in four parts. The original image will first be preprocessed to reduce noise and enhance the presentation. In the next part we apply the discrete double density wavelet transform to the image. The third step deals with the extraction of features as described above. In the fourth part, the studied Dimensionality reduction methods will be applied to the complete dataset. The low-dimensional datasets will then be classified by the K Nearest Neighbors classifier. We will compare the performance of each method. The classification accuracies of KNN will be plotted versus reduced dimension. Finally we will measure the validation indices. The studied methods were tested on the MIAS images [27]. 
3.2.Validation indices measurement
After identifying the partitions by the previous step, the question immediately arises: what is the optimum distance to choose for a good partition. The answer to this question is included in the field of cluster Validation assessment. The goal of clusters validation techniques is to measure the best partition relative to others obtained by other partitioning algorithms or by using the same algorithms but with different parameters. The evaluation and the validation of the optimal discrimination is based on two criteria [28, 29] :
Compactness: It measures the uniformity and consistency of data in each class. Data from the same class generate highly compact partition. The evaluation of the compactness of a partition depends on the used measure. For example, if the variance is measured, a minimum value means a great compactness. Conversely, if the average similarity is used; more this value is higher more the partition is compact [30] .
Separation: A "good" partitioning means classes are well separated. Measuring the separation between the two classes can be performed in three ways: (i) -measuring the distance between the closest data of the two classes, (ii) -by measuring the distance from the most distant data and (iii) -measuring the distance between cluster centers. A large value of this distance leads to good separation. If the similarity between classes is used, more this value is weak, more the classes are well separated [31] .
For the presentation of the different indices, the following notations are adopted: c is the number of clusters, n the number of features, i χ the iith cluster, i ν the center of iith cluster and
the distance between two objects.
Dunn index (DI):
One way to assess the quality of a group is to compare its dispersion to the distance between the nearest groups. Indeed, if the inter-distance is larger than the dispersion of objects within a group, these groups are disjoint. The ratio of these distances is a good indicator of the group quality.
Dunn index [32] , takes this approach by calculating the ratio of the minimum distance intra-class (diameter classes) and the maximum interclass distance (dissimilarity between classes). Let S and T are two non-empty subsets of 2 ℜ . The diameter ∆ of S and distance δ are then:
The main objective of this index is to maximize the inter-cluster distance and minimize the intracluster distance. The objective is to maximize the index Dunn.
Alternative Dunn index (ADI)
The calculation of the original Dunn index becomes easier when the dissimilarity between cluster centers respects this relationship [33] : The numerator represents the compactness measured by the sum of the squared distances intra classes while the denominator represents the measured separation by the minimum interclass's distance. The Xie-Beni index will be a small value when the partition is good.
Evaluation and validation of different partitions are based on the Validation indices presented above. For each of these indices, we accept that dimension is optimal for good classification. All the results are presented in Figures 3 and 4 . The results are in coherence with the quantitve results:
For the XB V index that measures the compactness of the cluster, we find that the best value (minimum) for this test was obtained for d = 60 with the Spectral regression method.
For Dunn index that measures the distance between the obtained clusters, we notice that it finds its best value (maximum) for d = 60. 
CONCLUSION
The dimensionality reduction problem is justified when the data to be treated are very large. This topic has been widely studied and we have made some contribution concerning classification of mammographic images. Our goal in this paper was to validate our results previously found and reported in our previous works [35, 36] .
During the experimental phase, we compared the different techniques of feature selection methods associated with a wavelet transform applied to the image before the features extraction process. We have reached a classification accuracy of 100% for spectral regression method. We also found that generally the classification accuracy increases with the dimension but stabilizes after a certain value which is d=60.
We proceeded to validate the obtained results by measuring certain Validation indices: Xie-Beni Index, Dunn and alternative Dunn indices. The measurement of these indices confirms the quantitative obtained results; the growth of classification accuracy with the dimension and the optimal value of d in the studied case is d = 60.
