An perturbation-iteration method for multi-peak solitons in nonlocal
  nonlinear media by Hong, Weiyi et al.
ar
X
iv
:1
71
1.
08
11
1v
1 
 [p
hy
sic
s.o
pti
cs
]  
22
 N
ov
 20
17
An perturbation-iteration method for multi-peak solitons in
nonlocal nonlinear media
Weiyi Hong,1 Bo Tian,1 Rui Li,1 Qi Guo,1, ∗ and Wei Hu1
1Guangdong Provincial Key Laboratory of Nanophotonic Functional Materials and Devices,
South China Normal University, Guangzhou 510631, P. R. China
Abstract
An perturbation-iteration method is developed for the computation of the Hermite-Gaussian-like
solitons with arbitrary peak numbers in nonlocal nonlinear media. This method is based on the
perturbed model of the Schro¨dinger equation for the harmonic oscillator, in which the minimum
perturbation is obtained by the iteration. This method takes a few tens of iteration loops to
achieve enough high accuracy, and the initial condition is fixed to the Hermite-Gaussian function.
The method we developed might also be extended to the numerical integration of the Schro¨dinger
equations in any type of potentials.
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I. INTRODUCTION
Nonlocal spatial optical solitons have been a hot topic in the current research on nonlinear
optics in the past few decades. In the Snyder and Mitchell’s work[1], the nonlocal nonlinear
Schro¨dinger equation (NNLSE), which models the optical beam propagation in the nonlocal
nonlinear media[2, 3], can be simplified to a linear equation, so-called Snyder-Mitchell (SM)
model, in the strongly nonlocal case, and then an exact Gaussian-shaped stationary solution
called an accessible soliton has been obtained. This pioneer work raised much attention,
and many theoretical [1–6] and experimental[2, 3, 7–10] works have been focused on the
propagation of nonlocal spatial solitons.
It is well known that the complex-form solitons with multi-peak structure cannot be
self-guided in the local nonlinear media due to the natural repulsion existing between lobes
of opposite phase. It has been found by Christodoulides et al. in 1998 that multi-peak
solitons are possible in saturable nonlinear media[11]. Meanwhile, it is also found in nonlocal
nonlinear media that the repulsion can be overcome by the nonlocality[12–14], and the multi-
peak solitons have been observed both numerically [15–17]and experimentally[13, 18], and
their stability has also been discussed[19]. In the strongly nonlocal case, Multi-peak solitons
can also be analytically obtained based on SM model[16, 20–22].
Generally, most of the solitons defy analytical expressions and have to be computed nu-
merically. So far, a number of numerical methods have been developed. Examples include
the shooting method[23], the Petviashvili-type method[24–26], the imaginary time evolu-
tion method and its accelerated version[27, 28], the Newton’s method[29–31], the squared-
operator iteration method and its modified version[32], Newton-conjugate-gradient (Newton-
CG) methods[33], etc. Generally, the first three methods can only converge to the ground
states[26, 28, 34, 35], i.e., the single-peak solitons. The Newton’s method has been widely
used for iterating both single- and multi-peak solitons. However, it requires that the initial
condition should be close enough to the exact solution[31]. The squared-operator iteration
method and its modified version, based on the idea of time-evolving a “squared” operator
equation, can converge to any solitons, including multi-peak solitons[32]. However, these
methods are quite slow, especially when the propagation gets near the edge of the continu-
ous spectrum (detailed discussions can be found in Ref.[33] ). The Newton-CG method is
based on Newton iteration, coupled with conjugate-gradient iterations to solve the resulting
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linear Newton-correction equation. It can be applied to compute both single- and multi-peak
solitons and is faster than the other leading methods as concluded by the author. Although
this method can tolerate wider ranges of initial conditions than that of the Newton method,
it still require that the initial condition is reasonably close to the exact solution[33].
In this paper, we develop a method for the computation of the Hermite-Gauss-like solitons
with arbitrary peak numbers for arbitrary degree of nonlocality (as long as the nonlocality
can support the soliton). The idea is inspired by the work of Ouyang et. al.[36], where the
NNlSE is approximated to a linear equation of a perturbed harmonic oscillator, and the ap-
proximate analytical soliton solutions with the peak numbers up to three have been obtained
in the second-order approximation using the standard procedure of the perturbation theory
in quantum mechanics[37]. In the method we developed, named as perturbation-iteration
(PI) method, we start from the perturbed model of the harmonic oscillator, determine the
“minimum” perturbation by means of the weighted least-squares (WLS) method[31], use
the formal expression of infinite-order perturbation expansions[38] to numerically calculate
the eigenfunctions and eigenvalues of the perturbed model, and iterate this perturbation to
obtained the multi-peak solitons with enough high accuracy. The initial condition of this
method is fixed to the Hermite-Gaussian functions, since it iterates the perturbation rather
than iterating the profile directly.
II. METHODS
We start from the (1+1)-D dimensionless NNLSE which reads[3]:
i
∂u
∂z
+
1
2
∂2u
∂x2
+ u
∫ ∞
−∞
R(x− ξ)|u(ξ, z)|2dξ = 0, (1)
with u(x, z) the complex amplitude envelop of the optical beam, x and z the transverse and
longitude coordinates respectively, and R(x) the nonlocal response function of the media.
One can look for the multi-peak-soliton solutions of Eq. (1) with the form
un(x, z) =
√
Anψn(x) exp(−iβnz) (n = 0, 1, 2, 3...), (2)
where An is a coefficient related to the power of soliton, ψn(x) and βn are respectively the
transverse distribution and propagation constant of soliton, and n is the order of soliton.
Note that An, ψn(x) and βn are all real. n = 0 corresponds to the first-order (fundamental)
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soliton with one peak, n = 1 corresponds to the second-order soliton with two peaks, and
so on. Then Eq. (1) becomes a stationary equation which reads:[
−1
2
d2
dx2
− An
∫ ∞
−∞
R(x− ξ)ψ2n(ξ)dξ
]
ψn(x) = βnψn(x). (3)
It has been discussed in Ref. [36] that Eq. (3) can be treated as a perturbed model of
the harmonic oscillator, and the approximate analytical soliton solutions up to n = 2 has
been obtained there by means of the perturbation theory in Quantum Mechanics[37]. In
order to apply the perturbation theory for searching the numerical soliton solution ψn(x)
with arbitrary order n, we start from a perturbed model of the harmonic oscillator with the
following form [
−1
2
d2
dx2
+
1
2µ4
x2 + fn(x)
]
ψn(x) = Enψn(x), (4)
where ψn(x) and En are respectively the eigenfunctions and the eigenvalues of Eq. (4), fn(x)
is the perturbation compared to the term x2/(2µ4) (the potential of the harmonic oscillator),
and is expressed as fn(x) = −An
∫∞
−∞
R(x− ξ)ψ2n(ξ)dξ−Vn0−x2/(2µ4) with Vn0 a constant.
The eigenfunction series and the eigenvalues of the unperturbed equation for the harmonic
oscillator, which is (
−1
2
d2
dx2
+
1
2µ4
x2
)
φ(0)n = ε
(0)
n φ
(0)
n , (5)
are [37] the Hermite-Gaussian function (HGF) φ
(0)
n (x) = NnHn(x/µ) exp(−x2/2µ2) and
ε
(0)
n = (n+1/2)/µ2 respectively, where Hn(x) are the n-order Hermite polynomials and Nn =
(µ
√
pi2nn!)−1/2 are normalization coefficients such that
∫∞
−∞
[φ
(0)
n (x)]2dx = 1. We emphasize
here the meaning of the function fn(x): mathematically, fn(x)ψn(x) is the difference between
Eq. (3) and Eq. (5) at the zero-order approximation about the perturbation such that
ψn(x) ≈ φ(0)n and Vn0 = βn − ε(0)n ; physically, fn(x) is the difference between the soliton-
induced nonlinear refraction An
∫∞
−∞
R(x − ξ)ψ2n(ξ)dξ and the parabolic refraction −Vn0 −
x2/(2µ4).
For the given fn(x), En and ψn can be obtained using the standard procedure of the per-
turbation theory[37]. The formal expressions of the infinite-order perturbation expansions
of En and ψn can be respectively expressed as[38]:
En = ε
(0)
n +
∞∑
m=1
ε(m)nn , (6)
ψn(x) = φ
(0)
n (x) +
∞∑
m=1
φ(m)n , (7)
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and
φ(m)n =
∞∑
k=0(k 6=n)
ζmkφ
(0)
k (x) (8)
with ε
(m)
kn =
∫ +∞
−∞
φ
(0)
k fnφ
(m−1)
n dx, ζmk = (
m−1∑
s=0
ε
(m−s)
nn ζsk−ε(m)kn )/(ε(0)k −ε(0)n ) and ζ0k = 0, where
the summation indices m and k in Eqs.(6)-(8) are respectively the order of the expansion
and the order of the HGF. Note that although the convergency of the expansions (6) and (7)
is lacking in mathematical rigor, our numerical computations (presented in the next section)
indicate that the expansions are in physical precision.
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FIG. 1: The amplitude distributions of the solitons for the two responses (a). eR versus Mm
for different Mk respectively for RG(x) (b) and RE(x) (c). The eR diagrams versus the iteration
numbers (d).
In the following, we are going to search a ψn(x) under the expected degree
of the nonlocality σ = wmat/ws, with wmat the characteristic length of the me-
dia and ws the root-mean-square(RMS) width of the soliton (expressed as ws =√∫ +∞
−∞
2x2|ψn(x)|2dx/
∫ +∞
−∞
|ψn(x)|2dx). Since ws is unknown, we can use the RMS width of
its zeroth-order approximation [φ
(0)
n (x)] instead, which is w = µ
√
2n+ 1[37], and then give
an apriori value of σ which reads
σ =
wmat
µ
√
2n+ 1
. (9)
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The reason is that ws mainly depend on φ
(0)
n according to the expansion (7), and the higher-
order corrections in the expansion only slightly deviate the RMS width ws from w, as will be
discussed below. Therefore, by setting µ = wmat/(σ
√
2n + 1), we determine a “minimum”
fn(x) by means of the WLS method[31], of which the procedure is as follows. For a given
transverse distribution of the optical beam
√
Anψn(x), the deviation, which is sampled by
the optical beam, between the nonlinear refraction and the parabolic refraction is
δ(An, Vn0) =
∫ ∞
−∞
f 2n(x)ψ
2
n(x)dx. (10)
By letting the first derivative of δ(An, Vn0) with respect to An and that to Vn0 equal zero
respectively, we have 

aAn − bVn0 = d
bAn − cVn0 = e,
(11)
where a =
∫∞
−∞
V 2n (x)ψ
2
n(x)dx, b =
∫∞
−∞
Vn(x)ψ
2
n(x)dx, c =
∫∞
−∞
ψ2n(x)dx, d =∫∞
−∞
x2Vn(x)ψ
2
n(x)dx/(2µ
4), e =
∫∞
−∞
x2ψ2n(x)dx/(2µ
4), and Vn(x) = −
∫∞
−∞
R(x−ξ)ψ2n(ξ)dξ.
By easily solving this equation set, An and Vn0 can be obtained as
An =
dc− be
ac− b2 , Vn0 =
bd− ae
ac− b2 . (12)
Then, the perturbation fn(x) which makes the deviation δ reaches its minimum is obtained
through the relationships of Eq. (12). As a result, we can calculate En and ψn via Eqs. (6)
and (7) by truncating the summations by the maxima of m and k (marked as Mm and Mk,
respectively) when the error of the numerical solution can hardly decreases.
We can repeat the above procedure to achieve higher accuracy by the iteration. First,
we let ψ
(1)
n = φ
(0)
n as an input wave function [ψ
(j)
n is the real wavefunction in the j-th
loop(j = 1, 2, 3...)], and algorithmize this procedure according to Eqs. (6), (7), and (12)
through the following iterating process: within the j-th loop, we have
A(j)n =
d(j)c(j) − b(j)e(j)
a(j)c(j) − (b(j))2 , (13)
V
(j)
n0 =
b(j)d(j) − a(j)e(j)
a(j)c(j) − (b(j))2 , (14)
f (j)n = A
(j)
n V
(j)
n − V (j)n0 − x2/(2µ4), (15)
E(j+1)n = ε
(0)
n +
Mm∑
m=1
∫ +∞
−∞
φ(0)n f
(j)
n φ
(m−1)
n dx, (16)
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FIG. 2: The comparisons of the computer times of the solitons with different n, taken by our
method (PI) and the Newton-CG method, for RG(x) (a) and RE(x) (b), respectively. The needed
values of the pair (Mm, Mk) and the iteration number J for every soliton are marked.
ψ(j+1)n = φ
(0)
n +
Mm∑
m=1
Mk∑
k=0(k 6=n)
ζ
(j)
mkφ
(0)
k . (17)
At last, the soliton solutions of Eq. (1) are obtained as un(x, z) =√
A
(J)
n ψ
(J+1)
n (x) exp(−iβnz) with βn = E(J+1)n + V (J)n0 , where J is the number of iter-
ation. Note that Ej+1n inside the loop is used to compute the error within the loop. In
principle, Mk for every m-order of the expansion(17) can be individually chosen. For
the practical convenience, however, Mk is set to the same value for every m-order in our
computation below. .
For the obtained soliton solution with the form given by Eq. (2), the corresponding
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residual is
eA =
∣∣∣∣
√
An
2
d2
dx2
ψn(x)− A3/2n ψn(x)Vn(x) +
√
Anβnψn(x)
∣∣∣∣
=
√
AneR,
(18)
with
eR =
∣∣∣∣12
d2
dx2
ψn(x)−Anψn(x)Vn(x) + βnψn(x)
∣∣∣∣ . (19)
Although the residual is the function of x, we consider its average value within the region
quadruple larger than the width of the soliton, since the data in the domain far from the soli-
ton are meaningless for discussing the error. Obviously, eA consists of
√
An and eR that we
defined as the relative residual, and eR is more reasonable than eA to be used to discuss the er-
ror of the numerical results, since
√
An of the solitons with different n are quite different. The
iteration process are terminated when the criterion λ
(
λ =
√∫∞
−∞
[ψ
(j+1)
n (x)− ψ(j)n (x)]2dx
)
is sufficiently small.
III. EXAMPLES
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.
We show in Fig. 1 the computation of 2-peak solitons (n = 1) for Gaussian
and exponential-decay response functions which respectively reads[3, 40] RG(x) =
exp[−x2/(2w2mat)]/(
√
2piwmat) and RE(x) = exp(−|x|/wmat)/(2wmat), where wmat is the
characteristic length of the media. In our computation, for convenience, we let µ =
1/
√
2n+ 1 to make the RMS widths of φ
(0)
n equal to 1, and then σ = wmat [see Eq. (9)
above)], which is chosen to be 2 in this example. The computational domain is taken as
−20 < x < 20, discretized by 8192(213) points (The below computations are the same with
these parameters). Figure 1(a) are the amplitude distributions of the solitons for the two
responses. In order to chose proper Mm and Mk, we present the eR diagrams versus Mm
for different Mk in Figs. 1(b) and (c) respectively for RG(x) and RE(x). Here we terminate
the iterations when λ is sufficiently small. For both two cases, it is clear that eR rapidly
declines when Mm increases and becomes nearly unchangeable. As Mk keeps on increasing,
eR also declines and becomes unchangeable. The results above indicate the best accuracy
can be achieved when Mm and Mk are both large enough. In detail, for the 2-peak solitons,
Mm = 12 and Mk = 31 are found for RG(x) to reach the best accuracy of 2.1 × 10−11 and
Mm = 18 and Mk = 151 for RE(x) to reach 1.5 × 10−10. However, for other achievable ac-
curacies one required, it is difficult to obtain the proper values of Mm and Mk in a fast way.
One can start for small values ofMm andMk (typically, Mm = 3 andMk = 15), fix the value
of Mm and increase Mk, until eR reaches the required value; if eR cannot reach the required
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value, then increase Mm and repeat the procedure above. By setting Mm and Mk for the
best accuracy mentioned above, we further calculate the eR diagrams versus the number of
iterations shown in Fig. 1(d) for the cases of the two responses. It is shown that the eR
rapidly declines with the iteration, and becomes nearly unchangeable when the number of
the iteration is larger than 9 and 13 respectively for the cases of RG(x) and RE(x).
Our method can be used to calculate multi-peak solitons with an arbitrary order of soliton
n. For the given eR = 10
−9, the computer times for the solitons with different n are shown
in Figs. 2(a) and (b) for RG(x) and RE(x), respectively. In addition, the needed values of
the pair (Mm, Mk) and the iteration number J for every soliton are marked in the figures.
For comparison, the results taken by Newton-CG method[33] are also presented. It is shown
that our method takes even shorter times than the Newton-CG method for RG(x), but much
longer times for RE(x), since the case of RE(x) takes much larger values of Mm, Mk and J
than that of RG(x). Even so, our method is quite accessible, since the cost computer times
are in the order of seconds, and the initial condition is fixed to φ
(0)
n (x), rather than careful
choosing of an initial profile. Note that the Newton-CG method requires that the initial
condition is reasonably close to the exact solution[33]. In our realization of the Newton-CG
method, therefore, we choose Bφ
(0)
n (x) (with B the initial amplitude) as the initial condition,
and B should be carefully chose to ensure the convergence of the iteration. Moreover, the
sensitivity of B also increases as the peak number increases, according to our computation.
We also present the RMS widths of the solitons ws with different n as a function of the
characteristic length wmat, i.e, the degree of the nonlocality, for RG(x) and RE(x), which are
shown in Figs. 3(a) and (b), respectively. The request values of eR are the same with those
in Fig. 2. As expected above, the higher-order corrections in the expansion (7) only slightly
deviate the RMS widths from 1. As wmat increases, ws for the case of RG(x) tends to 1,
while that for the case of RE(x) tends to a value deviated from 1. This asymptotic behavior
can be understood as follows[3, 40]: as wmat increases, namely, the degree of the nonlocality
increases, Eq. (3) with RG(x) tends to the SM model, i.e., the model for harmonic oscillator
described by Eq. (5) [1], and then ws tends to 1; for the case of RE(x), in the strongly
nonlocal limit, i.e., wmat →∞, Eq. (3) does not tend to Eq. (5) due to the discontinuity in
the derivative of RE(x) at the origin (detailed discussions can be found in [3, 40]), therefore
this deviation is in expectation. It is worth mentioning that the best of achievable eR is not
sensitive to wmat, i.e., the degree of the nonlocality, according to our computation. Figs. 3(c)
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and (d) are the power of the solitons (shown in logarithmic coordinate) with different n as
the function of wmat for RG(x) and RE(x), respectively. As n and wmat increase, the power
of the solitons increases rapidly, which is the reason why eR is more proper than eA to discuss
the error of the solitons, as mentioned above.
Finally, we show in Fig. 4 the computation of the 2-peak soliton with the sine-oscillation
response RS(x) = − sin(|x|/wm)/(2wm)[41, 42], which could hardly be obtained by other
known methods as far as we have tried. The best accuracy of 3.2 × 10−11 is achieved when
Mm = 25 and Mk = 179. The physical properties for such multi-peak solitons with RS(x)
will be further discussed otherwhere.
IV. CONCLUSION
In this work, we develop a method for the numerical computations of the Hermite-Gauss-
like solitons with arbitrary peak numbers in nonlocal nonlinear media. We start from the
perturbed model of the harmonic oscillator, determine the “minimum” perturbation by
means of the WLS method, and use the formal expression of infinite-order perturbation
expansions to numerically calculate the eigenfunctions and eigenvalues of the perturbed
model. Finally we iterate the procedure above to achieve a sufficient high accuracy. This
method takes a few tens of iteration loops, and the initial condition is fixed to the Hermite-
Gaussian function. It is worth mentioning that our method is not restricted to the NNLSE,
but might also be able to be extended to the Schro¨dinger equations in any type of potentials.
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