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Neurons in Cat V1 cluster by degree of tuning 




Neighboring neurons in cat primary visual cortex (V1) have similar preferred orientation, 
direction, and spatial frequency. How diverse is their degree of tuning for these properties? Are 
they also clustered in their tuning for the spatial phase of a flashed grating (“absolute spatial 
phase”) or the temporal phase of a drifting grating (“temporal response phase”)? To address 
these questions, we used tetrode recordings to simultaneously isolate multiple cells at single 
recording sites and record their responses to flashed and drifting gratings of multiple 
orientations, spatial frequencies, and spatial/temporal phases. We recorded the responses of 761 
cells presented with drifting gratings and 409 cells presented with flashed gratings. We found 
that orientation tuning width, spatial frequency tuning width and direction selectivity index all 
showed significant clustering. Absolute spatial phase and temporal response phase, however, 
showed no clustering. 
 
We also present an algorithm that improves the performance of spike-sorting algorithms, for use 
in analyzing cells recorded using tetrodes. A cluster of spikes corresponding to a putative cell 
obtained through automatic or manual spike sorting algorithms may contain spikes from other 
cells with similarly-shaped waveforms. Our algorithm preferentially removes contaminating 
spikes from other cells, thereby decreasing the level of contamination of each unit. We call this 
  
 
procedure “pruning”, as it entails removing portions of the cluster that are determined to be 
more likely to contain contaminating spikes than the cluster as a whole. Testing of the 
algorithm on data in which “ground truth” is known shows excellent performance, for example 
on average giving a percentage reduction in false positive spikes 8.2 times the percentage 
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Neurons in Cat V1 cluster by degree of tuning 
but not by absolute spatial phase or temporal response phase  
 
 
Neighboring neurons in cat primary visual cortex (V1) have similar preferred orientation, 
direction, and spatial frequency. How diverse is their degree of tuning for these properties? Are 
they also clustered in their tuning for the spatial phase of a flashed grating (“absolute spatial 
phase”) or the temporal phase of a drifting grating (“temporal response phase”)? To address 
these questions, we used tetrode recordings to simultaneously isolate multiple cells at single 
recording sites and record their responses to flashed and drifting gratings of multiple 
orientations, spatial frequencies, and spatial/temporal phases. We recorded the responses of 761 
cells presented with drifting gratings and 409 cells presented with flashed gratings. We found 
that orientation tuning width, spatial frequency tuning width and direction selectivity index all 
showed significant clustering. Absolute spatial phase and temporal response phase, however, 








1. Introduction  
Neurons in the cerebral cortex of many mammals show columnar organization: certain response 
properties are similar among neurons across the depth of cortex at any given cortical position, 
and these properties change gradually with tangential movement across cortex (Mountcastle 
1957; Hubel and Wiesel 1962). In cat V1, properties that show such organization include 
preferred stimulus orientation (e.g. Hubel and Wiesel 1962; Hubel and Wiesel 1963; Albus 1975; 
Lee, Albus et al. 1977; Berman, Wilkes et al. 1987; Maldonado and Gray 1996; DeAngelis, 
Ghose et al. 1999; Hetherington and Swindale 1999; Maldonado, Gödecke et al. 1997; Ohki, 
Chung et al. 2005; 2006), preferred stimulus direction of movement (e.g., Payne, Berman et al. 
1981; Tolhurst, Dean et al. 1981; Berman, Wilkes et al. 1987; DeAngelis, Ghose et al. 1999; 
Kim, Matsuda et al. 1999; Ohki, Chung et al. 2005), and preferred spatial frequency of a drifting 
grating stimulus (e.g., Maffei and Fiorentini 1977; Tolhurst and Thompson 1982; DeAngelis, 
Ghose et al. 1999; Kim, Matsuda et al. 1999; Issa, Trepel et al. 2000; Mallik, Husson et al. 
2008).  
While neurons cluster by these preferred stimulus features, it is largely unknown whether 




orientation or spatial frequency curves, or the degree of direction selectivity. Neurons are also 
selective for the phase of a flashed or drifting grating, with the cells showing strongest phase 
selectivity generally labeled simple cells (Skottun, De Valois et al. 1991), but whether the 
preferred phase of a flashed or drifting grating is also a feature by which neurons cluster has not 
been established. Knowing the local degree of variability or clustering in response properties has 
important implications for models of the development of spatial maps of response features (e.g. 
for preferred phase: Miller 1994; Kayser and Miller 2002; Antolik and Bednar 2011; Paik and 
Ringach 2011; Jin, Wang et al. 2011) and may have important implications for mature circuit 
organization in species that develop V1 spatial maps. In this study, we use tetrode recording, 
which allows simultaneous isolation of multiple cells at single recording sites, to characterize the 
variability among nearby neurons in cat V1 in their tuning for stimulus phase and in their 
degree of tuning for orientation, direction, and spatial frequency.  
Clustering of the degree of tuning has been studied previously only for direction 
selectivity: DeAngelis et al. (1999) found no spatial clustering of direction selectivity index 
among pairs of simple cells recorded on a single electrode. However, that study did not examine 
complex cells, examined a relatively small number of cells, and inferred the direction selectivity 
index from space-time receptive fields rather than measuring it directly, a method that typically 
strongly underestimates the true degree of direction selectivity (Reid, Soodak et al. 1987; 
Albrecht and Geisler 1991; Reid, Soodak et al. 1991; Tolhurst and Dean 1991; DeAngelis, 
Ohzawa et al. 1993; McLean, Raab et al. 1994; Murthy, Humphrey et al. 1998). We revisit this 




studies have examined the spatial map of orientation and direction selectivity in optical imaging 
(e.g., Swindale, Grinvald et al. 2003). While some spatial structure was found, regions of lower 
selectivity were strongly correlated with regions in which preferred stimuli changed quickly. 
Thus, the structure may have largely represented spatial variation in the degree to which the 
optical signal averaged over cells with differing preferred stimuli, so that conclusions could not 
be drawn about clustering of individual neurons by their degree of tuning. 
We examine two aspects of tuning for stimulus phase. First, we examine whether 
neurons are clustered by their tuning for the phase of a flashed grating stimulus, which we refer 
to as preferred absolute spatial phase. The term “absolute” refers to the fact that the phase is 
measured relative to absolute position in retinotopic space. This is in contrast to “relative” 
spatial phase, which is the phase relative to the center of the receptive field, a quantity that was 
found not to cluster in Cat V1 (DeAngelis, Ghose et al. 1999). Unless otherwise specified, we 
will refer to “absolute spatial phase” simply as “spatial phase”. Aronov et al. (2003) found strong 
correlations in preferred spatial phase of nearby neurons in macaque V1, but no studies have 
addressed this question in cat V1. 
A related but distinct property of V1 neurons is their tuning for temporal response 
phase, i.e. for the phase of a drifting grating stimulus. The temporal response as a function of 
grating phase depends both on spatial properties of a cell’s receptive field (e.g. preferred spatial 
phase) and temporal properties (such as response latency). Studies by Pollen et al (1981; 1992) 
of temporal response phase in cat V1 found that adjacent cells tended to form quadrature or 




180°, but numbers were small and no subsequent studies have since replicated these findings. 
We revisit the issue with a much larger number of cell pairs. 
In this study we also characterize the local diversity of preferred orientation, direction, 
and spatial frequency. This provides calibration for our studies, both by showing the degree of 
clustering revealed by our methods for features that are known to cluster, and by providing a 
point of comparison of our methods with previous studies. 
Abstracts of this work have appeared previously (Emondi, Rebrik et al. 2000; Emondi, 









2. M ethods 
2.1 Animal preparation 
2.1.1  Surgery and Anesthesia 
We recorded from area 17 of 19 anesthetized male and female cats aged from 3 to 6 months. 
Several hours before surgery, dexamethasone (0.5-5 mg/kg, IV) was given to reduce anticipated 
cerebral edema. Initially the cat was anesthetized using 1.5-5% Isoflurane. After intubation was 
performed, the Isoflurane was discontinued and the animal was given pentobarbital (Nembutal, 
25 mg/kg initial dose, IV) for the remainder of the experiment. The animal was switched to 
external ventilation with an O2-Nitrous oxide (up to 1:2) mixture, with the overall flow chosen 
to keep lung pressure within physiological limits (8-12 cmH2O). The animal was mounted in a 
stereotaxic apparatus and a small craniotomy was made above the visual cortex. The dura was 
removed and care was taken thereafter to keep the cortical surface in good physiological 
condition. The surface was kept moist and/or was protected by applying agar and covering the 
agar surface with silicone oil to maintain moisture. The animal was then paralyzed with a 
continuous IV infusion of Gallamine (10mg/kg/hr.) diluted with Lactated Ringers and 2.5% 
Dextrose (5-10 ml/kg/hr.). Every 6-12 hours atropine sulfate (0.04 mg/kg, SQ) was given to 




administered to prevent infection. Contact lenses were used to protect the corneas and to focus 
the eyes on a tangent screen at a viewing distance of 30-40cm. 
 
2.1.2  Vital parameter monitoring 
A set of vital parameters – heart rate, EEG, respiratory rate, lung pressure, O2 saturation, 
expiratory CO2, and body temperature – were continuously monitored throughout the entire 
experiment. The entire set of parameters was displayed numerically and represented graphically 
by vital monitor software which also sampled those parameters once a minute and stored them 
into a database. Instantaneous values and long term trends of heart rate, CO2 expiration level, 
and EEG spectrum were used to control proper anesthesia level, along with monitoring of heart-
rate responses to noxious stimuli (paw pinch). 
 
2.1.3  Recording Locations 
Most of our recordings were from penetrations down the medial bank of V1. This means that 
tetrodes typically ran roughly parallel to the cortical layers. As a result, we have no reason to 
think that we have uniformly sampled the cortical layers. In total, we recorded from 321 sites in 
63 different electrode penetrations in 19 animals. 
2.2  Apparatus 
2.2.1  Tetrodes 
We used different types of tetrodes to record from cat striate cortex. Some were made by 




fabricated in our lab, made of either 12.5 μm NiCr or 7.5-12.5 μm tungsten with recording tips 
gold plated, using a technique similar to Wilson and McNaughton (1992) and Gray et al. (1995). 
In all the tetrodes, single electrode impedance varied from 0.7 to 1.4 Mohms measured at 
1 KHz. 
 
2.2.2  Data Acquisition 
The tetrode was connected to a custom-made head stage amplifier (based on the INA110 chip 
by Burr-Brown) providing a gain of 10, DC coupled. The signal was further amplified and 
bandpass filtered by a CyberAmp 380 (Axon Instruments) with the following settings: gain of 
1000, AC coupling at 300 Hz, a Bessel-type fourth-order high cut filter at 3000 Hz, and a notch 
filter at 60Hz. The voltage traces were sampled at 20 kHz with 12- bit resolution and streamed 
to disk. Recording to a file was initiated approximately one second before the stimulus onset 
and was terminated approximately one second after the stimulus presentation was completed. 
 
2.2.3  Visual Stimulator 
Gamma-corrected visual stimuli were shown on a FlexScan FX-E8 21 inch color display monitor 
(Model MA-21A2, NANAO Corporation) with 120 Hz frame update rate. The monitor was 
calibrated and gamma-corrected in software. Synchronization between the data acquisition 
system and the visual stimulator running on a different computer was achieved by generating 
pulses in software at the start of each frame and recording them on a separate channel along 




2.3  Visual stimuli 
Each site was driven by one or more of the following stimulus sets: drifting gratings sets, Sorient 
and Sspat, and flashed gratings, Sflashed.  
 
2.3.1  Drifting Gratings 
In the drifting-gratings set of experiments, we studied responses of V1 neurons to drifting full-
field (36° in diameter), sinusoidally modulated luminance gratings. Two sets of stimuli, Sorient 
and Sspat, were used for these experiments. Sorient was used to estimate direction selectivity and 
orientation tuning at a site. It included drifting gratings (100% contrast) of 72 different 
directions of movement covering 0-360° in 5° steps, with spatial frequency 0.5 cyc/deg. We 
needed to cover 360° (rather than 180°) because cells of opposite preferred direction could be 
found at the same site. Using 5° steps gives essentially the same statistical power as using 10° 
steps with twice the number of repetitions, but helps ensure that even the occasional very 
narrowly tuned cell will be well stimulated. Sspat was used to assess spatial frequency tuning. It 
consisted of drifting gratings (100% contrast) of 10 spatial frequencies, spaced approximately 
evenly on a logarithmic scale from 0.1 to 4.0  cyc/deg, and of multiple orientations chosen 
according to the preferred orientations measured at the site using Sorient (see next section). For 
both sets, temporal frequency was set to either 2 or 3 Hz. A block consisted of multiple 
repetitions of Sorient or Sspat, with all of the gratings in a block shown in pseudorandom order. 
Each grating was shown for 4 seconds, with successive gratings separated by a blank period 




At every cortical site, we first tested whether the site responded reasonably to visual 
stimulation. For this we used a set of drifting gratings of different orientations (0-360°, 10° 
steps) with spatial frequency 0.5 cyc/deg and temporal frequency 2 or 3 Hz. If the site was 
stable and showed reasonable visual responses, then orientation tuning was measured by 
showing a block of two repetitions of Sorient. The block contained 144 gratings and lasted 
approximately 5 sec×144 = 12 minutes. To correctly measure spatial frequency tuning, it is 
important that a cell be studied at its preferred orientation (e.g. Issa, Trepel et al. 2000). We 
did a preliminary on-line sorting and analysis of the data from the Sorient stimulus presentations 
to estimate the preferred directions of the various cells isolated at the site; this took less than 5 
minutes. If preferred directions for any pair of extracted cells were within 5° of one another, 
then both cells were considered as sharing the same preferred direction. We then showed a block 
consisting of 4 repetitions of the Sspat stimulus set at each preferred direction (typically between 
1-6) found at that site. The entire Sspat block contained 4 repetitions × 10 spatial frequencies × 
(Number of different directions) gratings, each lasting 4 seconds followed by a 1 second blank 
period, and lasted from 7 to 20 minutes depending on the number of different grating directions. 
 
2.3.2  Flashed Gratings 
In the flashed-grating set of experiments, we studied the responses of V1 neurons to stationary 
sinusoidal luminance gratings (8° in diameter), which we call Sflashed. The set of stimuli consisted 
of gratings of 36 orientations (in 5° steps), 10 spatial frequencies (evenly spaced on a logarithmic 
scale from 0.05 to 4.0 cycles per degree), and either 4 or 8 spatial phases (spaced 90° or 45° 




stimulus set (Ringach, Sapiro et al. 1997). The monitor was updated with a new grating at a 
frame rate of 10 Hz, 24 Hz or 60 Hz (monitor refresh rate was 120 Hz). The set Sflashed consisted 
of multiple presentations of this set of frames, each time in a pseudorandom order. To minimize 
the effect of electrode drift, recording times were limited to 10-20 minutes, and so the full set of 
gratings was presented 4 times (for 10 Hz frame rate) 10 times (for 24 Hz frame rate) or 16 
times (for 60 Hz frame rate). 
 
2.4 Data processing 
At the next stage, data were analyzed (offline) in order to detect spikes from the continuous 
voltage traces and then sort the spikes from the unsorted multiunit pool into clusters 
corresponding to isolated single cells. The sorting of spikes was conducted separately for the 
responses to the Sorient, Sspat and Sflashed blocks of stimuli. We did not attempt to “link” clusters 
found in response to the different stimulus types, that is, to determine which cluster in the 
responses to one type corresponds to the same cell as a given cluster in the responses to another 
type (Emondi, Rebrik et al. 2004). Rather, we sorted the spikes from responses to each of the 
three sets of stimuli separately, without attempting to draw correspondences between the cells 
found with differing stimulus types. We analyzed the responses to the Sorient stimulus for 
orientation and direction tuning; the responses to the Sspat stimulus for spatial frequency tuning 
at the preferred direction and for temporal phase tuning, and the responses to the Sflashed stimuli 
for orientation, spatial frequency, and spatial phase tuning. The only correspondence that was 




isolated in response to the Sspat stimulus block were actually shown in that block, that is, that 
new cells with different preferred directions had not appeared in the time between the showing 
of the Sorient block and the showing of the Sspat block. 
 
2.4.1  Spike Detection and Sorting 
The detection and sorting of spikes were performed using custom-made Matlab software.  
 
Spike Detection. The set of voltage traces from the four electrodes in the tetrode can be 
thought of as tracing out a trajectory in a 4-dimensional space of voltages, v(t), where v is a 4-
dimensional vector. The voltage trace v(t) was high-pass filtered at 300 Hz using a 1
st
 order 
Butterworth filter.. We calculated the 4×4 cross-channel covariance matrix, C, of this 4-
dimensional voltage data, using randomly selected time segments containing no potential spikes 
(see below). We then marked a spike event whenever the Mahalanobis distance, √ ( )     ( ), 
of the trajectory exceeded a threshold θ (we used θ = 8). This is the multidimensional 
generalization of setting a threshold to be θ standard deviations of the background voltage 
fluctuations. Geometrically, this can be thought of as using a hyper-ellipsoidal threshold in the 
4D space to detect spikes, with the axes of the ellipsoid corresponding to the directions of 
independent variance in the 4D voltages (independent at the level of 2-point correlations; there 
might be higher-order correlations) and the lengths of the axes proportional to the standard 
deviation of the voltage fluctuations in that direction, scaled by θ (Wright, Rebrik et al. 1998; 
Rebrik, Wright et al. 1999). We detected “potential spikes” by bootstrapping with an initial 




and then marking as a potential spike any deviation of the Mahalanobis distance 
√ ( )      
    ( ) beyond a conservative threshold of θ = 5. The samples of v(t) that occurred 1 
ms before and 3 ms after each of these potential spikes were removed before computing C, the 
cross-channel covariance matrix above used for spike detection. 
For each spike, we recorded its time of occurrence as the time at which the Mahalanobis 
distance reached a maximum during that particular spike, as well as the surrounding waveform, 
from 0.9 ms before the negative peak on each channel until 1.2 ms after it. The voltage sampling 
rate was 20 kHz, and so the waveform consisted of 43 samples from each channel. Since the 
peaks do not always occur at precisely the same time, the waveforms from each channel were 
aligned by the negative peak amplitude on each channel. To increase the accuracy of this 
alignment process, the waveforms were first up-sampled by a factor of 10 using Fourier 
interpolation with the surrounding 80 samples, then aligned by their negative peak, then down-
sampled again. 
 
Spike Sorting I: Feature Extraction, Cluster ing. After spike detection, we assigned each 
spike to an initial cluster, as follows.  
The “data point” for each spike is the concatenated waveform, i.e. the four waveforms 
from each channel concatenated together. Each spike consists of 4 voltages at each of 43 time 
points and so can be thought of as a 43×4 = 172-dimensional vector. If N spikes are detected 




We first transformed these vectors to a basis in which redundancy across the 4 channels 
was eliminated. The voltage signals in a tetrode recording are highly correlated across channels: 
the 4D scatter of negative amplitudes of the spikes from a single cell are typically elongated 
along the [1;1;1;1] direction (Wright, Rebrik et al. 1998). It is beneficial for the purposes of 
clustering to transform the voltage traces to a coordinate basis in which the signals along each 
basis vector are uncorrelated with one another and of equal magnitude. This process is called 
“cross-channel whitening”: after calculating the cross-channel covariance matrix C, we found its 
eigenvectors, Vi and eigenvalues λi. The new basis dimensions are the eigenvectors Vi. We 
constructed a whitening matrix, W, whose ith row is  
  
√  
   
  (1) 
where the prefactor of   √   normalizes the variance in each dimension to unity. From the 4-
vector of raw voltages at a particular time point,  ( ), we then obtained the 4-vector of channel-
whitened voltage   ( ) by: 
   ( )    ( ) (2)  
Each spike thus consists of 43 4-vectors of channel-whitened voltage. 
Much of the information across the 172 dimensions representing each spike is redundant, 
and running the clustering algorithm on the spikes in the full 172-dimensional space would be 
computationally expensive. Instead, we found a lower-dimensional subspace of the spike 
waveforms that retained a high degree of information from the full 172-dimensional space, using 
the Graph-Laplacian Feature (GLF) algorithm (Ghanbari, Papamichalis et al. 2011). This 
algorithm chooses dimensions (directions in the 172-dimensional space) that optimize two 




PCA) and (2) it minimizes the weighted pairwise distances between points in the lower-
dimensional subspace, with more weight given to points that were closer in the original (high) 
dimensional space. This second criterion favors dimensions that result in clusters that are more 
compact and distinct, and so this algorithm for dimensionality reduction is better suited for 
spike sorting than traditional PCA methods. We used the first 8 dimensions of the GLF 
projection as the low-dimensional feature subspace. Thus each spike is represented by an 8-
vector representing the projections along each of these 8 GLF dimensions. 
Although the waveform shape is usually very similar on each electrode, the relative 
amplitude on each one carries important information that helps distinguish spikes from different 
cells. (Indeed, many studies that use manual spike sorting on tetrode data use only the negative 
amplitudes when spike sorting). For this reason, we applied the GLF algorithm to the 
concatenated waveform and not on the waveform from each channel separately. The GLF 
algorithm would then find the optimal dimensions that take into account both the shape of the 
waveform and the relative amplitudes on each channel (this information is still implicitly 
present in the channel-whitened basis). 
Finally, these 8-dimensional spike vectors were sorted into clusters automatically using 
the Klustakwik program (klustakwik.sourceforge.net), which uses Expectation Maximization 
(EM) to fit a Gaussian Mixture Model (GMM) to a distribution of data points (spikes).  
 
Spike Sorting II: Cluster “Pruning” . To “clean up” the clusters and remove contaminating 




cell’s refractory period (i.e. they occur less than 1-2 ms from another spike in the cluster). These 
pairs of spikes that violate the refractory period are indicators of the presence of spikes from 
multiple cells, and so reducing the size of the cluster so that one of the two spikes in each pair is 
removed may reduce the contamination from other cells. The pruning was done by cutting the 
space of spikes (in the 4-dimensional space of negative amplitudes) with a set of hyper-planes, 
each of which eliminates one refractory-violating spike while removing as few spikes as possible 
from the cluster. This procedure focuses on removing spikes that are as far as possible from the 
main densities of spikes in the cluster, which would be most likely to come from cells. In tests of 
this algorithm against a dataset of tetrode recordings in which “ground truth” was known for 
one intracellularly recorded cell, we have found that it performs well, eliminating a far higher 
percentage of the spikes that did not belong to the cell than of spikes that did come from the 
cell. We describe the algorithm and these tests more fully in a separate paper. 
 
Spike Sorting III: Cluster M erging . The Gaussian Mixture Model applied to neural spike 
data typically tends to “over-cluster” the spikes (i.e. we usually get many more clusters than 
there are cells). This happens because the clusters of spikes are not exactly Gaussian shaped, 
but have slightly longer tails (Harris, Henze et al. 2000). This can happen for multiple reasons, 
for example: (1) the spikes from a cell can change shape during a burst of spikes; (2) If two 
spikes occur close together and their waveforms partially overlap, this change in the shape of 
the spike can “displace” the spike (in the 172-dimensional waveform space) far from the rest of 




during the recording (“tetrode drift”), resulting in the amplitudes of spikes changing over the 
course of the experiment. Factors such as these will distort the shape of the cluster further from 
a Gaussian, resulting in the Gaussian Mixture Model preferring to fit one Gaussian to the center 
of the cluster, and one or more Gaussians to the tails. To complete the spike sorting, it is 
necessary to inspect the output clusters and identify which of the output clusters came from the 
same cell and update their cell labels accordingly. This inspection and merging of the clusters 
was performed manually using custom-built Matlab software, described in Supplementary 
Materials (section ‎S1.1). 
 
2.4.2  Cell Response Profile Estimation  
For each recorded cell we computed a cell “response profile”, a three-dimensional array that 
contains the mean firing rate of the cell to all the drifting or flashed grating stimuli presented. 
Each of the three dimensions of the array corresponds to one of the three parameters of the 
drifting (flashed) grating stimuli: (1) direction (orientation) (2) spatial frequency and (3) 
temporal (spatial) phase. So, for example, a cell driven with Sorient at 2 Hz would be exposed to 
72 different directions, 1 spatial frequency, and 60 temporal phases (the reason for the number 
of phases is explained below), so its response profile had dimensions 72×1×60. A cell responding 
to a Sflashed batch with 36 orientations, 10 spatial frequencies and 8 spatial phases would have a 
response profile with dimensions 36×10×8. 
 
Drifting gratings. For the analysis of temporal phase tuning using drifting gratings, we 




phase. For this, we can ignore the separate issues of selectivity for stimulus spatial phase and of 
temporal response lag, and simply consider the phase of response of each neuron relative to 
some absolute external clock. We chose as this clock the stimulus itself: the response of a neuron 
at phase φ of its response cycle was simply defined to be its firing rate at the time that the 
grating stimulus is presented at phase φ, averaged across cycles. Each grating frame was present 
on the screen for 8.33 ms (monitor refresh rate was 120 Hz), and so one cycle of a 2 Hz drifting 
grating would consist of 60 frames, while a 3 Hz drifting grating would consist of 40 frames. 
Accordingly, we divided up each cycle into 60 bins of 8.33 ms and counted the number of spikes 
in each. To reduce sampling noise, we smoothed the cycle-averaged phase tuning curves by 
convolving with a Gaussian filter with a width (σ) of 1.5 bins (=12.5 ms). 
We found it necessary to discard the first cycle of each drifting grating presentation, 
which often contained a response to the sudden increase in contrast (from a uniform screen at 
mean luminance to a drifting grating at full contrast) consisting of an increase in firing rate in 
the 30-60 ms after the beginning of the first cycle. Inclusion of this first cycle would introduce a 
bias towards a specific temporal phase of response across all cells and confound our measures of 
clustering of temporal phase tuning. 
 
Flashed gratings. For the flashed grating experiments, calculating the cell response profile was 
not as straightforward. Since stimuli of different orientations and spatial frequencies were 
interleaved, it was important to determine which flashed grating frame(s) were most likely to be 
responsible for evoking a particular spike, particularly in the cases where the frame rate was 60 




grating typically occurs in a window that can lie anywhere in a window from 30 to 80 ms after 
the stimulus is first displayed on the screen (and this epoch is different for each cell), we first 
had to determine the extent of this window so we could correctly attribute spikes to the 
corresponding stimuli that caused them. For simplicity, we used a single window for all stimuli 
even though in many cases, the responses to different stimuli had slightly different latencies (for 
example, cells tend to have shorter latencies to gratings of lower spatial frequencies (Bredfeldt 
and Ringach 2002; Mazer, Vinje et al. 2002). 
To determine the extent of the optimal post-stimulus window, we used the following 
algorithm, modeled after that of Mazer and Gallant (2002). The spikes following the onset of 
each stimulus were binned into 5 ms bins. To overcome the relatively high amount of sampling 
noise with short (5 ms) bins, we considered response in a set of 5 bins centered on a given bin. 
Recall that each grating stimulus is presented multiple (between 4 and 16) times during the 
experiment. We construct rodd, which is the set of responses to all stimuli, averaged over the 
odd-numbered presentations, using the spikes evoked during this particular set of 5 bins after 
each stimulus; and reven, averaging over the even-numbered presentations. We called the central 
time bin ‘reproducible’ if rodd and reven were significantly correlated (p < 0.001 using a one-sided 
Pearson correlation test). The window for a particular cell was then simply the concatenation of 
all reproducible time bins.  
We wanted our algorithm to select windows that consisted of a contiguous set of time 
bins. Usually, all the reproducible bins formed a single continuous sequence, so this was not an 




reproducible time bins, sometimes relatively far apart (more than 15 ms). In such cases, we used 
the reproducibility of the entire window (as opposed to that of individual time bins) to arbitrate 
between three possible windows: the window consisting of (i) the first set of bins, (ii) the second 
set of bins, (iii) both sets of bins, including the non-reproducible time bins in between them. We 
chose whichever of these three windows was the most reproducible (i.e. produced the highest 
correlation coefficient between rodd and reven). 
Across all cells, the start times of the window (relative to the stimulus onset) were 33 ± 
12 ms (mean ± standard deviation), and ranged from 21 - 55 ms (5th and 95th percentiles). The 
width of a cell’s response window was strongly correlated with the duration that each grating 
was present on the screen (i.e. 1/frame rate). For cells responding to gratings flashed at 60 Hz 
(frame duration 16.7 ms), window widths were 46 ± 20 ms, and ranged from 21 – 104 ms. For 
24 Hz gratings (frame duration 41.7 ms, window widths were 60 ± 26 ms, and ranged from 25 – 
113 ms. For 10 Hz gratings (frame duration 100 ms, window widths were 106 ± 35 ms, and 
ranged from 35 – 158 ms. 
 
2.4.3  Receptive field estimation 
For each cell that was driven by flashed gratings, in addition to the cell’s response profile, we 
also estimated the cell’s receptive field (RF) for our study of clustering of absolute spatial phase 
tuning. Since each stimulus (a sinusoidal grating) had a high degree of spatial correlation, the 
spike triggered average (STA) would, in general, be a biased estimate of the receptive field, with 
the on- and off- subregions of the STA being longer and wider than the true receptive field. 




Gaussian. Instead, we used the Maximally Informative Dimension (MID) (Sharpee, Rust et al. 
2004) as an estimate of the receptive field. For a given candidate RF vector v, (where the length 
of v is same as the number of pixels in each frame of the stimulus), we can compute the dot 
product with a particular stimulus image, s, as x = sTv. We can calculate the distribution   ( ), 
the distribution of x for a given v across the entire stimulus ensemble, as well as   (  spike), the 
distribution of x for that v across the stimuli that elicited a spike. The MID is defined as the 
vector v that maximizes the mutual information  (  spike) between x and the spike arrival 
times, or equivalently that maximizes the Kullback-Leibler divergence between   (  spike) and 
  ( ). Since the gradient of the information can be expressed analytically in terms of   ( ) and 
  (  spike), a gradient ascent algorithm was used to find the MID, with a simulated annealing 
schedule to help avoid getting trapped in local maxima.(Sharpee, Rust et al. 2004). 
Because v is very high-dimensional (typically 64×64 = 4096 dimensions), a jackknife 
procedure was used in the MID estimation to reduce over-fitting. The stimulus ensemble was 
divided into 4 quarters; one quarter was used as a test set, and the other three as the training 
set. This was repeated 4 times, and each time a different quarter of the data was used as the 
test set. The MID that was used was the average of the MIDs obtained in each of these 4 
repeats. We used the code available at cnl-t.salk.edu/Code to compute the MIDs for our data. 
The receptive field of a cell has temporal as well as spatial dynamics, and a MID could be 
calculated for the response in different time windows after the stimulus (e.g., Sharpee, Miller et 
al. 2008). However, we were interested in the response of each cell during the time window that 




preference for the cell. Thus, we initially restricted our analysis to a single MID obtained from 
each cell, using the spikes produced by the cell during the most reproducible time window 
calculated above. In subsequent analyses, however, we also calculated the MID for each cell 
using a set of fixed post-stimulus time windows, so that we could compare the MIDs of two cells 
computed at the same latency after a stimulus. 
Since the receptive field of V1 cells is often shaped like a Gabor function (a 2D Gaussian 
envelope with a sinusoidal modulation), we also found the parameters of the Gabor function 
that provided the best fit to the MID.  
 
2.5 Studies of orientation and direction tuning  
2.5.1  Measures of response 
We first studied the orientation tuning properties of cells responding to drifting gratings (using 
responses to the Sorient stimulus block) and to flashed gratings (using responses to the Sflashed 
block). For each cell, we computed the orientation tuning curve, rk, where rk represents the 
average number of spikes elicited by gratings of the kth orientation, θk (averaged over phases). 
For drifting gratings, orientation tuning was measured at only one spatial frequency. However, 
for flashed gratings we have an orientation tuning curve for each of the 10 spatial frequencies 
used. Since preferred orientation is largely independent of stimulus spatial frequency (Webster 
and De Valois 1985; Issa, Trepel et al. 2000), we averaged over the responses to all spatial 
frequencies when estimating the preferred orientation. We took the raw spike rates (i.e. the DC 




In the main text below we simply used the raw firing rates without subtracting the 
spontaneous firing rates (the firing rate in the absence of any stimulus), similar to works 
assaying a “global” measure of orientation tuning (circular variance) that used the spontaneous-
included definition (e.g., Ringach, Hawken et al. 2003; Alitto and Usrey 2004). However, many 
other works have considered the properties of the response measured as the difference from the 
spontaneous firing rate (e.g., Gizzi, Katz et al. 1990; Swindale, Grinvald et al. 2003; Gur, Kagan 
et al. 2005), and so we also applied our analyses to the spontaneous-subtracted responses 
(presented in Supplementary Materials, section ‎S2.1). In most cases, the results are qualitatively 
similar to those obtained using the spontaneous-included response definition. 
 
2.5.2  Cell selection criteria 
Prior to using the computed orientation tuning curves for the estimation of orientation/direction 
tuning parameters, we used a set of three criteria to determine which cells had reliable responses 
to different orientations. Our criteria were that (1) the cells showed orientation selectivity (2) 
they gave reproducible responses to the presented stimuli and (3) they were well fit by a 
Gaussian-shaped orientation tuning curve. This selection process is necessary because the 
tetrode samples all separable cells at a given site regardless of their responsiveness, but tuning 
could only be characterized in cells that showed reproducible and selective responses. In single-
cell recordings, similar exclusion is typically done in the process of isolating a cell for study. 
To check if the response of a cell was orientation selective, we first calculated the cell’s preferred 
orientation. We took rk, the vector of average firing rates in response to each of the stimulus 
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This amounts to associating each direction θk with a vector of length rk and orientation 2θk and 
taking the vector sum of these vectors. The preferred orientation was then taken to be the half 
the angle of the resultant vector: 
  pref  
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} (4)  
The angles are initially doubled so that opposite directions correspond to the same angle and are 
added together, while directions that are 90° apart correspond to opposite angles and are 
subtracted from each other. The division by 2 in equation (4) is to undo the initial doubling. 
We then determined whether the preference for this particular orientation was 
statistically significant, as follows. We calculated the magnitude of the orientation resultant 
vector,       . If a cell is tuned for orientation, the clustering of relatively high firing rates 
around the preferred orientation will result in R having a large amplitude in the direction 2θk. 
Conversely, if the cell is not tuned for orientation, the responses of the cell will be randomly 
distributed across the vector rk and will mostly cancel out in their contribution to R, resulting 
in R having a small amplitude in a random direction. Note that even in the absence of 
orientation tuning, random fluctuations in the responses to different orientations will result in a 
small bias in the set of rk towards a particular (random) orientation, resulting in a relatively 
small but non-zero s0. We used a Monte Carlo randomization test to determine whether s0 was 
significantly larger than what would be expected in the absence of tuning: the vector rk was 




orientations); a new orientation resultant vector Rrand was calculated for this randomized rk 
using equation (3), and we calculated its magnitude, srand = |Rrand|. This process was repeated 
Nrep = 10,000 times, yielding Nrep samples of srand. Our null hypothesis is that there is no 
orientation tuning, and the original s0 could have been obtained from any random permutation 
of rk. The alternative is that there is some degree of orientation tuning, and s0 is larger than 
would be expected from a random rearrangement of rk. The probability of obtaining the 
observed value s0 under the null hypothesis is given by  
   
   
      
 (5)  
where L is the number of values of srand that are greater than or equal to s0. (This formula for 
the probability is known as Laplace’s rule, see Jaynes (2003), Chapter 18; for a simple 
derivation see Erwin and Miller (1999), Appendix A). We accept the response of the cell as 
orientation-selective if the probability of obtaining s0 under the null hypothesis is less than 
p = 0.01. (The choice of level 0.01 in this and other cell selection criteria is an ad hoc one, but 
one that we see as a conservative criterion that rejects marginal cases.) 
To assess the reproducibility of the orientation tuning curves, we first computed a 
smoothed orientation tuning curve, by convolving with a Gaussian with a width (σ) of 5°. This 
was done because we had only a limited number of repetitions of each orientation but we 
sampled on a very fine scale (every 5°), so we are now “coarsening” our sampling and attaining 
the equivalent of more observation time per orientation before assessing reproducibility. We 
computed rodd and reven, the (smoothed) orientation tuning curves averaged over the odd- and 




phases. (For drifting gratings, these will be the consecutive phases in one drifting grating cycle. 
For flashed gratings, each set of phases will not be in consecutive frames, but rather distributed 
amongst gratings of other orientations and spatial frequencies). Under the null hypothesis that 
the response to each orientation is not reproducible, we would expect that rodd and reven would 
be uncorrelated. We calculated the correlation coefficient between rodd and reven, and the one-
sided p-value, testing the significance that the correlation coefficient was significantly greater 
than zero. We rejected the null hypothesis (and defined the cell as having reproducible 
responses) if the correlation coefficient was positive and the one sided p-value was less than 
0.01. 
The third criterion for acceptance was that the cell had a good fit (R2 > 0.5) to a 
Gaussian (see equation (8) below). Ideally, we would measure tuning width parameters without 
imposing any a priori assumptions about the shape of the orientation tuning curve. However, in 
practice, most of the units that exhibited reliable tuning fit this shape very well. The ones that 
showed significant deviations from this shape (and had low values of R
2
) were either extremely 
noisy, or had more than one peak. These latter cases are likely to be units that may contain 
contaminating spikes from another cell, with a different preferred orientation. In cases like 
these, θpref took on a value in between the two peaks, and our measures of orientation width 
were not designed to handle such cases. We found that using the goodness of fit criterion was an 
effective way to exclude these units from our analysis. Furthermore, one of our measures of 




use of this measure of width implicitly assumes that the Gaussian tuning curve is a good 
description of the orientation tuning curve. 
From a total of 1091 (537) cells responding to drifting (flashed) gratings, 853 (402) cells 
passed the orientation selectivity criterion, 1020 (414) cells passed the reproducibility criterion, 
and 840 (378) passed both of these criteria. The orientation tuning curves of 761 (336) of these 
orientation-selective and reproducible cells also had good fits to a Gaussian tuning curve. Thus, 
a total of 69.8% (62.6%) of our cells passed all three selection criteria and were accepted for 
further analysis. These numbers are comparable to those found in other tetrode recording 
studies in V1, in which no reproducibility criterion was used and somewhat different measures 
were used to assess orientation tuning and responsiveness: Maldonado and Gray (1995) reported 
that 68.8% of cells were both responsive and orientation tuned, Maldonado et al (1997) reported 
that 76.9% of cells met the same two criteria, and Hetherington and Swindale (1999) reported 
that 72% of cells “demonstrated both good orientation and receptive-field tuning”.  
 
2.5.3  Measures of preferred stimuli and selectivity  
For all cells that met the above three criteria, their preferred direction/orientation, orientation 
tuning widths, and direction selectivity indices were computed. Preferred orientation was 
computed from equation (4). For orientation tuning width, we considered both a “global” and a 
“local” measure. A “global” measure, such as the circular variance (e.g., Ringach, Hawken et al. 
2003; Alitto and Usrey 2004), is one that is sensitive not only to the width of the tuning curve 




measured width. A “local” measure, conversely, is one that is sensitive only to the width of the 
tuning curve peak. 
As a global measure of orientation tuning width, we first considered the ordinary (non-
circular) standard deviation of the distribution of responses rk: 
 
     √
∑  (        )
 
   
 
   
∑   
 
   
 (6)  
where  (        ) is the shortest distance around a circle of 180°, e.g. the difference between 
5° and 175° is 10°. Equation (6) is applicable because the orientation tuning curve, rk, does not 
take negative values, and so can be treated as a distribution. wstd has the advantage that it is 
expressed in degrees, and so its meaning is intuitive – i.e., we have some sense of what a 
standard deviation of 30° represents. An alternative global measure is based on the circular 
variance CV, which for orientation data rk is defined by 
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While this is the typical global measure that has been used (e.g., Ringach, Hawken et al. 2003; 
Alitto and Usrey 2004), it is more convenient to convert this circular variance into a circular 
standard deviation that can be expressed in degrees and thus compared to other measures of 
width. Two such measures, in degrees, are standard in the literature (Batschelet 1981; Fisher 
1996): either  
circ- 
     √       or  circ-      √    
(    )     (note, there is an extra 
factor of 2 in the denominator relative to standard definitions, because orientation is circular 
over 180° rather than 360°). For CV close to 0 (tight tuning), the two definitions are equivalent, 




finite. We have found empirically that, for our data, σcirc-1 is almost perfectly correlated with 
wstd: σcirc-1 = 1.488 wstd + 4.441; R
2
 = 0.989. Accordingly, for a global measure of orientation 
tuning we simply report wstd, which we will call   lobal
 RI , since its meaning is the most intuitive 
and it can be easily converted to σcirc-1 and thus to CV from these formulae. 
As a local measure, we fit the orientation tuning curve to a Gaussian plus a constant 
term: 
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Here θ is restricted to the range θpref ± 90°. The parameters A, B, and σ were simultaneously fit 
to minimize the least square error between f(θ) and the orientation tuning curve. The constant 
term, B, absorbs any response far from the preferred (when fitting, B is constrained to be at 
least as large as the smallest value of rk in the range θpref ± 90°), and so the Gaussian ends up 
fitting the peak without much effect of such far-from-peak responses. The width parameter of 
the Gaussian, σ, is then taken as the local measure of orientation tuning width, which we refer 
to as  Local
 RI . 
We also considered several measures of response at 90° from the preferred. Because we 
were not able to draw firm conclusions about clustering of such responses using these measures, 
we present this data in the Supplementary Materials (section ‎S2.4). 
For responses to drifting gratings, we defined the preferred direction as one of two 
values, θpref or π + θpref, depending on which of the two directions gave a greater “integrated 
response”. We define the integrated response    associated with a specific direction θ to be the 




the range (θ − π/2, θ + π/2), where the bounding directions θ − π/2 and θ + π/2 are excluded 
from the sum. The direction selectivity index (DSI) was then defined according to the formula: 
     
          
          
 (9)  
where Npref is the integrated response associated with the cell’s preferred direction, and Nopp is 
the integrated response associated with the opposite direction. 
In addition to studying the individual cells at a site, we also considered the multiunit 
activity consisting of all spikes detected at a site. This was typically dominated by the many 
spikes too small to be sorted into clusters corresponding to distinct cells. This multiunit activity 
was also orientation and direction selective, and so we calculated its preferred orientation and 
direction.  
2.6  Studies of spatial frequency tuning 
2.6.1  Response measures and cell selection criteria 
For each isolated cell studied with the Sspat and Sflashed stimulus sets, a spatial frequency tuning 
curve was computed. According to the experimental design, every cell had multiple spatial 
frequency tuning curves. For each cell, we selected the spatial frequency tuning curve at the 
cell’s preferred orientation/direction. For the drifting grating stimulus set, Sspat, spatial 
frequency tuning was measured for each of the handful (1-6) of directions that were determined 
to give good responses, and so preferred direction was defined as the direction that had the 
highest firing rate averaged over spatial frequencies. As discussed previously, for Sspat we are 




had a spatial frequency curve for all 36 orientations, and so the preferred orientation was 
calculated using equation (4).  
From the pool of selected spatial frequency tuning curves, we accepted for further 
analysis only those that met the following two criteria: The spatial frequency tuning curve was 
(1) reproducible across repetitions, and (2) was well fit by a Skewed Lognormal function 
(equation (9 below). 
Reproducibility was assessed in a similar way as for the orientation tuning data: We 
computed rodd and reven, the spatial frequency tuning curves averaged over the odd- and even-
numbered presentations of the stimulus (averaged across phase). We then calculated the 
correlation coefficient between these two vectors, and considered the spatial frequency tuning 
reproducible if the correlation coefficient was positive with a one-sided p-value less than 0.01.  
Goodness of fit to a spatial frequency tuning curve was defined as having an R
2
 > 0.5, for the fit 
of the tuning curve to the Skewed Lognormal function (equation (9 below), and having the peak 
of the fitted spatial frequency curve lie within the range of stimulus spatial frequencies (see next 
section). 
Of the 650 (537) cells whose spatial frequency tuning in response to drifting (flashed) 
gratings was studied, 564 (249) had tuning curves that were reproducible, and 518 (227) of these 
reproducible tuning curves were well fit by a Skewed Lognormal function. Thus, a total of 





2.6.2  Measures of preferred stimuli and selectivity  
For cells that passed the selection criteria above, the preferred spatial frequency and the spatial 
frequency tuning width were obtained from the fit of the spatial frequency tuning curve to what 
we call a Skewed Lognormal (SLN) function. The SLN has the following form, which has 
sufficient flexibility to capture the essential features of the real tuning curves (e.g. either right- 
or left- sided skewness): 
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This functional form resembles a skewed version of a standard lognormal distribution with the 
exception that it might take negative values; examples of the fit are shown in Supplementary 
Materials (section ‎S1.2) Here rmax is the maximum response, rbkg characterizes a DC level 
(untuned component of response), f is spatial frequency, fopt is the optimal (preferred) spatial 
frequency, w is a width parameter, and s determines the degree of skewness for the curve.  
Note that the function is unchanged if the sign of both w and s is switched, so, without 
loss of generality, we constrained w to be positive; then, positive and negative values of s 
correspond to right-and left-sided skewness, respectively. To ensure that the curve fitting 
provided a plausible spatial frequency tuning curve, we constrained rmax to be at most 1.5 times 
the maximum response in the tuning curve. This constraint prevented the curve from taking on 
unrealistically large values to fit the peak of the tuning curve (see Figure S2 for examples). 
Preferred spatial frequency was taken to be the position of the peak of the fitted SLN 
curve, fopt. For four cells responding to Sspat that otherwise had reproducible tuning curves and 




range of the spatial frequencies of the grating stimuli. For these cells, we could not get a good 
sampling of the responses of the cell close to and around its optimal spatial frequency and so we 
excluded these cells from our analysis of optimal spatial frequency and spatial frequency tuning 
width. 
The spatial frequency tuning width was defined as        ( hi  lo⁄ ), where  hi and  lo 
are the spatial frequencies higher and lower than  opt that gave half-maximal responses in the 
fitted SLN curve. We found that the width parameter, w, was strongly correlated with Bl (best 
fit equation: w = 0.368 Bl +0.02, R = 0.983. However, we use the    measure because its 
relation to the tuning curve is more straightforward and explicit. We also examined an 
alternative measure of spatial frequency tuning width, the “normalized bandwidth” (Tolhurst 
and Thompson 1981) which is      ( hi     lo)   opt . This was also well correlated with Bl, 
with a correlation coefficient 0.873 and a best fit equation                     . We tried a 
number of methods of characterizing the spatial frequency tuning curves, and found them all to 
give roughly consistent results, but fitting of the SLN curve seemed most robust. 
 
2.7 Studies of spatial and temporal phase tuning 
2.7.1  Cell selection criteria 
For phase tuning comparisons, we used the responses to the drifting grating set Sspat to measure 
clustering of temporal phase tuning, and responses to the flashed grating set Sflashed to measure 
clustering of absolute spatial phase tuning.  ur only selection criterion was that the cell’s 




optimal post-stimulus time window, we computed rodd, the vector containing the response to 
each combination of orientation and spatial frequency averaged over phases, and then averaged 
over odd-numbered presentations, and reven, averaged over the even-numbered presentations. 
For the cell to be included in our analysis, we required that the one-sided p-value of the 
correlation coefficient between rodd and reven be less than 0.01. A total of 589/650 (90.6%) cells 
recorded during the drifting gratings and 409/537 (76.2%) of the cells recorded during the 
flashed grating experiments passed this reproducibility test.  
We also studied clustering of phase tuning in response to flashed gratings using the 
Maximally Informative Dimension (MID) as an estimate of the receptive field, and we also used 
a reproducibility criterion for these estimates. We applied a reproducibility criterion similar to 
that used for the phase tuning tests. We calculated MIDodd and MIDeven, the MIDs using only 
odd-numbered or even-numbered presentations, respectively. We accepted the MID as 
reproducible if MIDodd and MIDeven were positively correlated with a correlation coefficient of at 
least R > 0.5. (This criterion was chosen empirically after an examination of pairs of odd- and 
even-trial MIDs. Pairs of odd-trial and even-trial MIDs with a correlation coefficient above 0.5 
consistently had well-matched receptive fields, and we could thus be confident that the MID 
was a good estimate of the receptive field)  
We initially computed the MID using the spikes produced by a cell during its most 
reproducible time window (see section ‎2.4.3). When calculating the MID with this set of spikes, 
142 out of the 409 cells with reproducible responses (34.7%) had reproducible MIDs. This low 




(45/283) of the complex cells passed our criterion. In comparison, 77.0% (97/126) of the MIDs 
from simple cells were reproducible. (For responses to flashed gratings, cells were designated 
simple or complex according to whether the F1/DC ratio of the phase tuning curve at the 
preferred orientation and spatial frequency was greater or less than 1.) In a subsequent set of 
analyses, we also calculated the MID for each cell using a set of fixed post-stimulus time 
windows: either 30-60 ms, or 60-90 ms. Since these fixed windows were typically not the optimal 
time window for the cell, the response profile (and thus the MIDs) calculated using these 
windows were less reproducible, resulting in fewer MIDs passed reproducibility criterion. When 
we calculated the MIDs using the spikes in the 30-60 ms post-stimulus window, 31.3% of the 
total (77/123, or 62.6%, of simple cells, and 42/257, or 15.3% of complex cells) were 
reproducible. For the MIDs using the 60-90 ms window, only 12.9% of the total (25/90, or 
27.8% of simple cells, and 24/290, or 8.3% of complex cells) were reproducible. 
For every MID that was reproducible, we also computed the 2D Gabor fit to the MID. 
We accepted the Gabor fit to the MID if the R
2
 goodness of fit measure was above our chosen 
threshold of 0.25 (equivalent to a correlation coefficient R > 0.5) A total of 89/142 (62.7%) of 
the Gabor fits satisfied this criterion. 
 
2.7.2  Selecting a mutually optimal stimulus  
Ideally, we would study a cell’s phase tuning properties at its preferred orientation and spatial 
frequency. However, when comparing the phase tuning of two cells, this was usually not possible 
because their preferred orientations/spatial frequencies are different. Instead, we tried to 




that was mutually optimal, i.e. at which both cells were driven as close to their maximum as 
possible. To do this, we considered the vector r of a cell’s phase-averaged response profile, as 
described above, and computed the normalized vector R = r/max(r). For a particular pair of 
cells, with normalized profiles R1 and R2, we calculated “argmax(Min(R1, R2))”, that is, we took 
the element-by-element minimum of R1 and R2, and found the maximum of the resulting array. 
This corresponded to the orientation and spatial frequency at which the cell with lower 
normalized response was firing as close to its maximum as possible. 
We also applied a reproducibility criterion to the individual phase tuning curves at the 
particular orientation and spatial frequency that were selected by the argmax(Min(R1, R2)) 
algorithm. For each cell, we compared the phase tuning curves obtained from different sets of 
trials in the experiment, and required that they had a correlation coefficient of at least 
R > 0.25. (For reasons explained below, we did not compare phase tuning curves from even and 
odd-numbered trials when applying this criterion, but rather the first half vs. the second half of 
the trials, see section ‎2.8.2). The argmax(Min(R1, R2)) algorithm only considers stimuli 
(orientation and spatial frequency) for which the phase tuning curves for both cells satisfy this 
reproducibility criterion. 
For certain pairs of cells that had significantly different preferred orientations and 
spatial frequencies, it was occasionally not possible to find a stimulus for which both cells 
responded well. If there was no stimulus for which (i) both cells were responding at least 25% of 
their maximum (i.e. we could not find a stimulus such that max(Min(R1, R2)) ≥ 0.25) and (ii) 




our analysis. Out of a total of 1322 pairs of drifting grating cells, we were able to find such a 
mutually optimal stimulus for 601 of the pairs (45.4%). For the flashed grating cells, 599 out of 
736 (81.4%) pairs satisfied this criterion. 
We tested other methods to select the orientation and spatial frequency: for example, 
one alternative was “argmax(R1×R2)”: i.e. the stimulus for which the element-by-element 
product, R1×R2 is maximized. In addition, we tried using the responses to all orientations and 
spatial frequencies, and taking either the average or the weighted average (weighted by the 
elements of R1×R2) of these responses. The results obtained using any of these selection 
methods were qualitatively the same, and so we have just presented the results obtained by 
using the argmax(Min(R1, R2)) method. 
 
2.8  M easures of clustering 
2.8.1  Preferred Stimuli and Degree of Tuning Comparisons  
For our studies of clustering of preferred features or degree of tuning, we measured the degree to 
which a given scalar response property (for example, orientation tuning width) tends to spatially 
cluster. For a particular response property, x, we first calculated the pairwise differences in x 
between all pairs of cells. Here, “difference” is the shortest distance around a circle of 180° for 
pairs of orientations, or around a circle of 360° for pairs of directions; the absolute value of the 
log2 of the ratio for pairs of spatial frequencies; and the absolute value of the difference for other 
quantities. We can then determine:   ( ), the distribution of differences of in x among pairs of 




differences among pairs of cells recorded from different sites (the “between-site” distribution). 
We used three measures of clustering for the comparisons of preferred features and of degree of 
tuning: (1) the median ratio: the median of   ( ) divided by median of   ( ); (2) the mean 
ratio: the mean of   ( ) divided by the mean of   ( ); and (3) the Kolmogorov-Smirnov (KS)-
statistic: the maximum absolute value of the difference between the cumulative distributions of 
  ( ) and   ( ).  
 
2.8.2  Phase Tuning Comparisons 
In our study of clustering of phase tuning, we are not comparing scalar values between cells. 
Instead, we are comparing vectors (the phase tuning curves). Thus, we used the following scalar 
measures of similarity: (1) the correlation coefficient, cc, between the two phase tuning curves 
and (2) the peak of the cross-correlation, which we called   . This is the absolute value of the 
circular shift in one of the tuning curves (wrapping around at 360°) that would maximize their 
correlation coefficient. For instance, a    of 90° for two phase tuning curves would indicate that 
the correlation coefficient is maximized when one of the tuning curves is shifted over (left or 
right) by 90°. Phase tuning curves are circular around 360°, and so a left shift of 270° is 
equivalent to a right shift of 90°. We used whichever shift has the smaller absolute value, and 
thus    can take on values between 0° and 180°. If two different shifts of one of the phase 
tuning curves both gave the same (maximal) correlation coefficient,    was left as undefined for 
that pair. 
Our goal was to measure correlations in the phase tuning curves that are stimulus-




(“noise correlations”). This was not an issue with the degree of tuning measures, since each 
characteristic of the cell was measured using the responses to many (often hundreds of) stimuli 
(e.g. orientation tuning width is measured using the entire orientation tuning curve, averaged 
over phases), which included the most preferred stimuli of the cell, and so any contribution of 
“noise correlations” (i.e. correlations due to coincident responses to spontaneous activity) would 
be negligible. However, a phase tuning curve consists of firing rates to individual stimuli (of a 
particular orientation, spatial frequency, and phase) that are often not among the preferred 
stimuli of the cell (for example, when the mutually optimal stimulus only drives the cells at a 
fraction of their maximum firing rates). Thus, the coincidence of a few spikes from both cells 
that are not stimulus driven, but are rather due to noise correlations can significantly affect the 
measured correlation of their phase tuning curves. In the case of an orientation and spatial 
frequency that drive both cells poorly, a few noise-driven coincident spikes from both cells can 
place a small “bump” at the same point in both tuning curves, giving a bias towards a positive 
correlation. To remove these spurious correlations that were not stimulus-driven, we only 
compared phase tuning curves that were obtained from different sets of times during the 
experiment. We did this by computing the tuning curves averaged separately over the odd- and 
even-numbered trials (as we did for when performing the reproducibility tests). For cell i, we 
call the odd-trial-averaged and even-trial-averaged tuning curves ri-odd and ri-even. When we 
calculate a measure of phase tuning similarity, Cij, between cells i and j (where C is either the 
correlation coefficient or   ) we obtain two values: Cij1 = C(ri-odd, rj-even) and 
Cij2
 




In the phase-tuning curve reproducibility criterion described above (section ‎2.7.2), we 
required that the phase tuning curves obtained from the first half vs. second half of the trials be 
correlated (R > 0.25). We found that it was necessary to use this different division of trials (i.e. 
1st vs. 2nd half of trials) when assessing the phase tuning reproducibility of a single cell (“within-
cell reproducibility”) and when comparing phase tuning between two cells (“between-cell 
correlations”), for which we used odd- vs. even- numbered trials. This was because occasionally, 
when computing the “within-cell”  reproducibility for a stimulus that drives the cell poorly, the 
tuning curves from odd- and even-numbered trials in a particular cell were strongly correlated 
due to a handful of spikes that happened to be generated in the same phase in some of the even-
numbered and some of the odd-numbered trials, and, due to noise correlations, another cell at 
the same site also generated a similar set of spikes on a similar set of trials. If we had then used 
this same division (odd vs. even) of trials to measure the between-cell correlations between these 
two cells, we would be biased towards detecting a positive correlation, even though the 
coincidence of the spikes on the even and odd-numbered trials was only caused by noise-driven 
spikes. Thus, when assessing the within-cell reproducibility, we instead used a different division 
of trials (first half vs. second half of trials). Then, even if the phase tuning curves from a single 
cell pass the reproducibility criterion due to random coincident spikes at the same phase when 
the trials are divided in one way (1st vs. 2nd half of trials), these will not tend to bias towards 





For cells driven with flashed grating stimuli, in addition to comparing phase tuning 
curves, we also calculated the correlation coefficient between MIDs, and the correlation 
coefficient between the Gabor fits to the MIDs. When calculating these correlation coefficients, 
we took the same precautions to remove any effects of noise-correlations: For each cell i, we 
calculated both MIDi-odd and MIDi-even (the MID for cell i obtained by only using the responses 
to odd-/even-numbered trials). To compute correlation coefficients between MIDs or between 
Gabor functions derived from them, letting C stand for either correlation coefficient, we 
computed the two values Cij1 = C(MIDi-even, MIDj-odd) and Cij2 = (MIDi-odd, MIDj-even), and 
placed both of these values into the within-site distribution. 
2.9  Significance tests 
2.9.1  Degree of tuning comparisons: Cell Permutation test  
A Monte Carlo randomization procedure is used to assay the statistical significance of the 
measures of clustering, similar to the cluster index introduced by DeAngelis et al (1999). 
Suppose we have calculated PW(x), the within-site distribution of the pairwise differences for a 
particular property x, and we want to know whether the distribution is significantly different 
from the distribution that would be expected if there were no spatial clustering of the property. 
To compute significance, we did not simply test for significant differences between the 
distributions PW(x) and PB(x) (using, for example, a Kolmogorov-Smirnov test), because this 
would not control for the fact that cells are over- or under-represented in PW(x) according to the 




to the number of other cells recorded at the same site). To control for this, we proceeded as 
follows. We first computed a statistic of interest, s (say for example, the median), of PW(x) for 
our original within-site distribution. Call this sW. We then randomly permuted the cells among 
the recording sites (leaving the number of cells at each site unchanged), recalculated the 
distribution of the difference measure using the new rearrangement of cells, and computed the 
statistic again for this new distribution. We repeat this randomization process 
Nrep = 10,000 times, obtaining a set of Nrep randomized “within-site” distributions, {PW-rand(x)}, 
and a statistic from each one, {srand}. Our null hypothesis is that there is no spatial clustering, 
and the observed PW(x) could have been obtained from any random assignment of cells to sites. 
The alternative is that there is spatial clustering, and sW is significantly different (smaller, for 
the median or mean; or larger, for the KS-statistic, see below) than would be expected from a 
random rearrangement of cells.  
For studies of clustering of preferred features and degree of tuning, we used a one-sided 
test. Using the median as an example: the one-sided “median probability”, i.e. the probability of 
getting a median of PW(x) as small (or smaller) as that observed under the null hypothesis, is 
given by (L+1)/(Nrep +2), where L is the number of random medians in the set {srand} that are 
less than or equal to sW (Laplace’s Rule, see section ‎2.5.2 above). For the degree of tuning 
comparisons, we calculated the p-value (using this randomization test) for three statistics of 
PW(x): the median, the mean, and the Kolmogorov-Smirnov (KS) statistic (the maximum 
absolute value of the difference between the cumulative distributions of PW(x) and PB(x)). The 




true within-site statistic (without randomization), while the p-values are computed using this 
randomization procedure. The use of Nrep = 10,000 gives our significance tests a “resolution 
limit” of p ≈ 1/Nrep = 10
-4
. 
Note that we cannot use the standard KS test, based on calculations of the probability 
of the KS statistic, to compare PW(x) and PB(x), because each sample point is not independent 
(the N(N – 1)/2 pairwise differences between N cells at a particular site are constructed from 
only N independent values). The p-values of the standard KS test are calculated on the 
assumption that all values in each sample are independently drawn from their underlying 
distributions, and so cannot be used here. Instead, we calculated the probability of obtaining a 
KS statistic of a particular magnitude under the null hypothesis using the randomization test 
described above. Throughout this paper, whenever we refer to a KS test, we refer to this 
randomization-based calculation of the probability of the KS statistic. 
 
 
2.9.2  Phase tuning comparisons: Phase Tuning Curve 
Permutation test 
The above randomization control for degree of tuning comparisons was used to sample the 
between-site distribution and compare it to the within-site distribution for each measure. This is 
appropriate because the properties being compared (e.g. orientation tuning width) are properties 
that are measured independently for each cell. However, our measure of correlation of phase 
tuning between two cells involves calculating the phase tuning curves of each cell at a mutually 




cells have very little overlap in their preferred stimuli (which will be more common for pairs of 
cells from different sites), the cells may have relatively low firing rates at this mutually optimal 
stimulus, so that phase tuning curves will be sparser than for stimuli that evoked stronger 
responses. The distribution of correlation coefficients between sparse, uncorrelated vectors is 
different from that from non-sparse, uncorrelated vectors (in general, it is more skewed to the 
right), even though the mean of both distributions is zero. Thus, even under the null hypothesis 
that there is no clustering of preferred phase, we expect the distribution of the within-site 
distribution of correlation coefficients (PW(cc)) to be different from the between site distribution 
(PB(cc)).
1 Thus the above randomization procedure, which compares PW(cc) with samples from 
PB(cc), is not a good control, since it is confounded by the inherent difference in the shapes of 
the null distributions. We therefore used a different randomization procedure to test for the 
statistical significance of the phase tuning correlations. When calculating the null distribution of 
phase tuning curve correlation coefficients, instead of sampling from PB(cc), we applied a 
circular shift (wrapping around at 360°) of a random amount to one of the phase tuning curves 
each time the correlation coefficient (or the Δφ measure) was calculated. For the cells 
responding to flashed gratings, where each tuning curve consists of either 4 or 8 phases, there 
are 4 or 8 possible shifts, respectively, of one tuning curve relative to the other. For the drifting 
gratings, where each tuning curve consists of 40 or 60 phases, there are 40 or 60 possible shifts, 
respectively. We defined a sample of the “randomly-shifted” within-site distribution, denoted 
Prand(cc), as the within-site distribution obtained when a new random shift was applied to the 
                                                             
1
 This is only true for the distribution of correlation coefficients. The distribution of Δφ is approximately 




tuning curve of a cell each time it was compared to that of another cell from the same site. We 
repeat this process for all pairs of cells Nrep = 10,000 times, obtaining Nrep samples of Prand(cc). 
We then compared the means and medians of these random distributions with those of our 
observed PW(cc) in the same way as we did for the degree-of-tuning comparisons. 
For the purposes of performing a test on the KS statistic, we used a control distribution, 
Pcomplete(cc), which contains, for each pair of tuning curves in the within-site distribution, all ni 
possible shifts of those two phase tuning curves relative to each other (where ni is the number of 
sampled phases in the tuning curves of ith pair of cells, i.e. ni = 4 or 8 for flashed gratings, or 
40 or 60 for drifting gratings). In order to ensure that each pair of tuning curves contributes 
equally to the control distribution regardless of the number of sampled phases, the values from 
tuning curves with fewer sampled phases were given proportionally more weight (e.g. for flashed 
gratings, values from tuning curves with ni = 4 were given twice the weight as values from 
tuning curves with ni = 8). Pcomplete(cc) thus consisted of the correlation coefficients from all 
possible shifts of all pairs of tuning curves (i.e. it contained all the values that appeared in 
PW(cc) and in each sample of Prand(cc)), while each of the Nrep samples of Prand(cc) contained 
one random shift from each cell pair. 
The within-site KS statistic, KSW was computed by comparing PW(cc) with Pcomplete(cc), 
while the Nrep randomized KS statistics {KSrand} were obtained by comparing each of the 
Prand(cc) distributions with Pcomplete(cc). Under the null hypothesis that there is no clustering of 
absolute spatial phase, KSW would simply be drawn out of the distribution of {KSrand}. 




larger than the values in KSrand. The p-value we report is given by (L+1)/(Nrep + 2), where L is 
the number of values of KSrand that are greater than KSW.  
We performed a similar set of tests on the distribution of correlation coefficients of 
MIDs, PW(ccMID). As with the comparison of phase tuning curves, the between-site distribution 
is an unsuitable control, for the following reason. Consider that two Gabor-shaped receptive 
fields with similar orientations, spatial frequencies, and positions of their centers but with 
random preferred phases can be strongly correlated or anti-correlated (correlation coefficient 
large positive or large negative). In contrast, two receptive fields with differing orientations, 
spatial frequencies or positions of their centers and random preferred phases can show only 
weaker correlations or anti-correlations (absolute value of the correlation coefficient closer to 
zero). Thus, even under the null hypothesis that there is no clustering of preferred phase, we 
expect the within-site distribution PW(ccMID) to be different from the between-site distribution 
PB(ccMID) (specifically, it will be wider), simply due to the aligning of the position and 
orientation of the receptive fields at a particular site, and not necessarily due to preferential 
overlapping of subregions. Thus, to test for any interaction between MIDs at the same site, we 
performed a phase shuffling analogous to the random shifting of the phase tuning curves. For 
one of the MIDs in each pair we randomly (with probability p = 0.5) multiplied it by -1, 
thereby inverting the on- and off- preferring regions of its receptive field. A sample of the 
randomized within-site distribution Prand(ccMID) consists of the distribution where this random 
flip was performed randomly on one of the MIDs (with p = 0.5) for each pair of MIDs. If a MID 




so this procedure is equivalent to randomly taking half of the values in PW(ccMID) and changing 
their sign, making the distribution roughly symmetric. We calculated this Prand(ccMID) 
distribution Nrep times and compared the means and medians of these random distributions with 
our observed PW(ccMID). For the purpose of computing the KS-statistic, we constructed a 
control distribution Pcomplete(ccMID) that consisted of each value from PW(ccMID), the within-site 
distribution, as well as its negative. Thus, Pcomplete(ccMID) contained all the values that were 
present in PW(ccMID) and in each sample of {Prand(ccMID)}. 
For the correlation coefficients between the Gabor fits to the MIDs (ccGabor), we can 
perform a more sophisticated control, since the on-and off subregions of each Gabor are 
determined by a set of parameters. Each Gabor consisted of a two-dimensional Gaussian 
envelope centered at 2-dimensional position xctr, modulated by a sinusoid, cos(k(x – xctr)+φ). 
The value of φ is called the “relative spatial phase” of the  abor, which, in combination with 
xctr, determines the “absolute spatial phase” preference of a cell, i.e. the positioning in visual 
space of the on- and off- subregions of the Gabor. To test whether the on-and off- subregions of 
cells at a site were preferentially aligned (or anti-aligned), we randomly sampled a value of φ for 
the  abor of each cell from the interval [0, 2π] and then calculated the correlation coefficients 
between these phase-shifted Gabors. We did this for each pair of cells at the same site to 
compute the randomized within-site distribution Prand(ccGabor). We recalculated this distribution 
Nrep times and compared the statistics of these random distributions with our observed 




randomized distributions Prand(ccGabor), together with the values from original within-site 
distribution PW(ccGabor). 
For our analysis of clustering of absolute spatial phase and temporal phase tuning, we 
computed the mean, median, and the KS-statistic of PW(ccphase), the distribution of correlation 
coefficients of phase tuning curves, and of PW(Δφ), the distribution of Δφ values. For absolute 
spatial phase, we also computed the mean, median and KS-statistic of PW(ccMID), and 
PW(ccGabor). For all these distributions, the within-site KS-statistic, KSW, was calculated by 
comparing the cumulative within-site distribution PW with the respective control distributions 
Pcomplete. The significance of KSW was calculated by comparing it with the set of KS-statistics 
{KSrand} obtained by comparing the set of randomized distributions Prand with Pcomplete. 
For calculating significance of the means and medians of the distributions of correlation 
coefficients and of Δφ, we used a two-sided test, since we do not want to assume that 
correlations between pairs of phase tuning curves would necessarily tend to be positive or 
negative.. Recall that {srand} is the set of statistics (medians or means) obtained from each of 
the randomized distributions Prand, and sW is the statistic obtained from the original within-site 
distribution PW. For a two-sided test, we define Mrand as the mean of {srand}, and L as the 
number of values of srand that satisfy |srand – Mrand| > |sW – Mrand|. The probability is determined 
by Laplace’s rule (section ‎2.5.2) using this value of L. (Compare with the one-sided probability 
described above, where L is defined simply as the number of values of srand that satisfy srand > 
sW for a right-tailed test, or srand < sW for a left-tailed test). This two sided p-value estimates 




(positive or negative) from Mrand as big as (or bigger than) the one observed, under the null 
hypothesis that no phase clustering exists. For the KS-statistic, we used a one-sided (right-
tailed) test, since, if the null hypothesis is false, deviations of PW from Pcomplete should always 







3.1 Studies of orientation and direction selectivity  
For studies of orientation and direction selectivity, we used the responses of cells to (1) Sorient, 
the stimulus set consisting of drifting grating stimuli at 72 directions and 1 spatial frequency, 
and (2) the Sflashed stimulus set, containing flashed gratings at 36 orientations, and 10 spatial 
frequencies. We only analyzed cells that passed our selection criteria, i.e. they were significantly 
orientation selective and had a reproducible orientation tuning curve that was well fit by a 
Gaussian (see Methods). We recorded from 761 such cells that responded to Sorient from 257 sites 
(mean 2.96 cells/site; 47 sites contained only 1 isolated cell), yielding 1120 pairs of 
simultaneously recorded cells. For the responses to Sflashed, we recorded 336 cells from 111 sites 
(mean 3.04 cells/site; 27 sites had only 1 isolated cell) and obtained 532 pairs of simultaneously 
recorded cells. There was a significant overlap between the identities of the cells in these two 
sets of stimuli, as in many instances both Sorient and Sflashed were presented while recording from 
the same site. However, we did not try to determine correspondences between cells recorded 
using drifting gratings and those recorded using flashed gratings. 
 
3.1.1  Local scatter of orientation tuning width  
For responses to drifting gratings, we only studied orientation tuning of cells at a single spatial 




the spatial frequency of the stimulus, becoming narrower with increasing spatial frequency 
(Vidyasagar and Sigüenza 1985; Jones, Stepnoski et al. 1987; Hammond and Pomfrett 1990; 
Issa, Trepel et al. 2000; Lampl, Anderson et al. 2001). Thus, ideally, orientation tuning width 
should be assessed at the cell’s preferred spatial frequency. Nonetheless we can examine the 
distribution of tuning widths that we observed at this single spatial frequency. For orientation 
tuning of cells in response to flashed gratings, we used a range of spatial frequencies, and were 
thus able to study orientation tuning at each cell’s preferred spatial frequency.  
We considered two measures of orientation tuning width.  ne is a “global” measure, 
meaning that it is influenced by the entire orientation tuning curve, not only by the shape of 
the region around the peak. Responses far from the peak increase the width by such a measure. 
For a global measure, we took the standard deviation of the orientation tuning curve, treated as 
Table 1: D istribution of Cell Parameters  
Parameter Mean Std Median P25 P75 N of cells 
Orientation / Direction 
w lobal
 RI  28.4° / 31.9° 11.1° / 10.7° 27.8° / 33.0° 19.3° / 24.7° 37.9° / 40.6° 761 / 336 
wLocal
 RI  19.9° / 19.7° 10.3° / 9.5° 17.8° / 17.9° 12.3° / 12.3° 24.6° / 25.5° 761 / 336 
DSI 0.45_ 0.30_ 0.41_ 0.18_ 0.71_ 761_ 
Spatial Frequency 
Width (octaves) 1.70 / 1.28 0.86 / 0.53 1.61 / 1.19 1.09 / 0.93 2.13 / 1.53 518 / 227 
Pref (cyc/deg) 0.61 / 0.52 0.38 / 0.24 0.50 / 0.48 0.33 / 0.35 0.81 / 0.64 518 / 227 
 
Table 1.  Statistics for distributions of orientation, direction and spatial frequency tuning across all cells. For 
orientation and spatial frequency measures, two numbers are given separated by a slash, which refer to the responses 
to drifting and flashed gratings, respectively. Direction selectivity could only be studied for responses to drifting 
gratings, so only one number is given. For each distribution, the mean, standard deviation (std), median, 25
th
 
percentile (P25) and 75th percentile (P75) are given. In the final column, the number of cells constituting the 
distribution is given. The preferred orientations and preferred directions have nearly uniform distributions, so we do 





a distribution, which is linearly related to the square root of the circular variance (see Methods). 
We refer to this as   lobal
 RI . The second measure is a “local” measure, meaning that it reflects  
only the width of the peak of the orientation tuning curve. For this we fit a Gaussian plus a 
constant to the orientation tuning curve and took the standard deviation of the Gaussian as the 
Figure 1: Pairs of Orientation W idths 
 
 
Figure 1: Scatterplots of orientation tuning width for pairs of simultaneously recorded cells. Left columns,   lobal
 RI  
(global measure of orientation tuning width, which takes into account both peak and flanks of tuning curve); right 
columns,  Local
 RI  (local measure of orientation tuning width, which takes into account only the peak. Top row, responses 
to drifting gratings; bottom row: responses to flashed gratings. In this and all other scatterplots, each pair of cells is 
plotted twice, once for each choice of cell-axis pairings; thus, the scatterplots are necessarily symmetric about the 
diagonal. Axes show orientation tuning width in degrees. 

































































local measure. We refer to this as  Local
 RI . As found in previous work (e.g., Ringach, Hawken et 
al. 2003; Alitto and Usrey 2004) it is generally true that   lobal
 RI  >  Local
 RI  (a scatter-plot of 
  lobal
 RI  vs.  Local
 RI  roughly fills out the triangle below the diagonal; the few points above the 
diagonal are close to it.) The distributions of   lobal
 RI  and  Local
 RI  across recorded cells are 
summarized in Table 1. 
The pairwise distributions of these measures across simultaneously-recorded cell pairs 
can be seen in Fig. 1 (A,C:   lobal
 RI ; B,D:  Local
 RI ). The correlation between the values of   lobal
 RI  
recorded on nearby cells can be seen in the fact that the upper right and lower left corners in 
panels A,C are more dense while the upper left and lower right corners are more sparse, 
indicating that very widely and very narrowly tuned cells tended to be found at separate sites. 
In the plots of  Local
 RI  (panels B,D), the dense clump of cells with smaller values shows some tilt 
(very weakly for flashed gratings), indicating some correlation. 
To quantify the degree of clustering, we considered two distributions of differences in a 
given measure of orientation tuning width: the within-site distribution of differences 
PW(Δ  RI), consisting of differences among cell pairs recorded at the same site; and the 
between-site distribution PB(Δ  RI), consisting of differences among cell pairs recorded from 
different sites. The cumulative within-site and between-site distributions for orientation tuning 
width are shown in Fig. 2, and the statistics of these distributions are given in Table 2. As can 





To determine whether these shifts are significant and to quantify the degree of clustering, we 
considered three measures. The first two were the median ratio (median of PB(Δ  RI)/median 
of PW(Δ  RI); and the mean ratio (mean of PB(Δ  RI)/mean of PW(Δ  RI)). Ratios larger  




Figure 2. Cumulative distributions of differences of orientation tuning widths of simultaneously recorded 
cell pairs (“within-site diffs”, blue circles, solid lines) and of pairs of cells from different sites (“Between-site 
diffs”, red squares, dashed lines). Y-axis value shows fraction of cell pairs having a difference less than or 
equal to the X-axis value. Left columns,   lobal
 RI ; right columns,  Local
 RI . Top row: responses to drifting 
gratings. Bottom row: responses to flashed gratings. Insets: within-site probability distribution (blue) and 
between-site probability distribution (red). 
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than 1 indicate that pairs recorded at the same site tended to have more similar values than 
pairs selected at random. We used a Monte Carlo randomization procedure to determine the 
Table 2: D istributions of D ifferences  
Parameter Mean Std Median P25 P75 N of items 
Orientation 
w lobal
 RI : 
Same-site 9.4° / 9.8° 7.5° / 7.8° 7.6° / 8.0° 3.3° / 3.2° 13.9° / 14.4° 1120 Pr; 714 Cl / 532 Pr; 309 Cl 
Diff-site 12.8° / 12.2° 9.1° / 8.9° 11.2° / 10.5° 5.2° / 4.9° 19.2° / 17.9° 288060 Pr;  / 55748 Pr;  
wLocal
 RI : 
Same-site 8.5° / 9.4° 7.7° / 7.8° 6.1° / 7.7° 2.7° / 3.5° 12.1° / 13.4° 1120 Pr; 714 Cl / 532 Pr; 309 Cl 
Diff-site 11.0° / 10.5° 9.5° / 8.3° 8.4° / 8.6° 3.8° / 4.0° 15.4° / 15.3° 288060 Pr;  / 55748 Pr;  
Pref Ori 
Same-site 21.0° / 21.1° 20.0° / 21.7° 14.6° / 13.6° 6.5° / 5.9° 29.1° / 27.2° 1120 Pr; 714 Cl / 532 Pr; 309 Cl 
Diff-site 45.1° / 45.2° 26.1° / 26.5° 45.2° / 45.2° 22.5° / 21.7° 67.8° / 68.6° 288060 Pr;  / 55748 Pr;  
Direction 
DSI 
Same-site 0.32 0.25 0.25 0.10 0.50 1120 Pr; 714 Cl 
Diff-site 0.35 0.25 0.30 0.13 0.54 288060 Pr;  
Pref Dir 
Same-site 76.8° 70.6° 36.9° 11.2° 159.2° 1120 Pr; 714 Cl 
Diff-site 89.9° 51.9° 89.8° 45.1° 134.7° 288060 Pr;  
Spatial Frequency 
Width 
Same-site 0.84 / 0.44 0.75 / 0.37 0.65 / 0.36 0.30 / 0.14 1.16 / 0.60 995 Pr; 491 Cl / 298 Pr; 191 Cl 
Diff-site 0.93 / 0.57 0.78 / 0.47 0.74 / 0.46 0.34 / 0.21 1.29 / 0.81 132908 Pr;  / 25353 Pr;  
Pref 
Same-site 0.80 / 0.68 0.65 / 0.55 0.65 / 0.57 0.29 / 0.25 1.15 / 0.95 995 Pr; 491 Cl / 298 Pr; 191 Cl 
Diff-site 
Same-pen 
0.87 / 0.73 0.65 / 0.55 0.76 / 0.62 0.35 / 0.29 1.25 / 1.04 6720 Pr;  / 2066 Pr; 
Diff-site 0.98 / 0.78 0.72 / 0.62 0.84 / 0.64 0.40 / 0.30 1.42 / 1.10 132908 Pr;  / 25353 Pr;  
Temporal / Spatial Phase 
cc 
Same-site 0.00 / 0.02 0.23 / 0.46 -0.04 / -0.03 -0.15 / -0.32 0.14 / 0.37 601 Pr; 382 Cl / 599 Pr; 368 Cl 
Shuffled 0.00 / 0.00 0.22 / 0.45 -0.05 / -0.07 -0.15 / -0.33 0.13 / 0.34 601 Pr; 382 Cl / 599 Pr; 368 Cl 
Δφ  
Same-site 86.9° / 89.7° 53.4° / 58.5° 90.0° / 90.0° 36.0° / 45.0° 132.0°/135.0° 439 Pr; 338 Cl / 585 Pr; 367 Cl 
Shuffled 90.0° / 89.9° 52.0° / 57.6° 90.0° / 90.0° 45.0° / 45.0° 135.0°/ 35.0° 439 Pr; 338 Cl / 585 Pr; 367 Cl 
ccMID 
Same-site -0.01 0.30 -0.00 -0.20 0.19 240 Pr; 163 Cl 
Shuffled -0.00 0.30 -0.00 -0.19 0.19 240 Pr; 163 Cl 
ccGabor 
Same-site -0.01 0.45 -0.00 -0.34 0.30 209 Pr; 143 Cl 
Shuffled -0.00 0.41 -0.00 -0.28 0.27 209 Pr; 143 Cl 
Table 2. Statistics for pairwise differences between cells, for measures related to orientation, direction, spatial frequency and 
temporal/spatial phase. As in Table 1, for orientation and spatial frequency measures, numbers from responses to both drifting and 
flashed gratings are given, separated by a slash. Direction selectivity could only be measured for responses to drifting gratings, and 
receptive field estimates (MIDs and Gabors) could only be measured for responses to flashed gratings, so only one number is given for 
these distributions.  “Difference” between two measured values means: for preferred orientations (directions), the absolute value of the 
smallest distance between the two values around a circle of 180° (360°); for preferred spatial frequencies, the absolute value of the log2 
of the ratio of the two values; and for DSI and difference in spatial frequency tuning width, the absolute value of the difference 
between the two values.    For temporal and spatial phase, the statistics of the correlation coefficient distribution and Δφ 
distribution between the phase tuning curves are reported. Under N of items, “Pr” means pairs, “Cl” means cells: for example, for 
orientation and direction (drifting gratings), there were 761 cells from 257 sites, but since 47 sites had only one cell, only 714 cells 
could contribute to the 1120 pairs of cells that that made up the within-site distribution. Pairings of the 761 cells across sites created 





significance of the differences quantified by these ratios (see Methods; the median ratio and the 
method used to assay its significance are essentially identical to the cluster index of DeAngelis 
et al (1999)). The third statistic to assay clustering was the Kolmogorov-Smirnov (KS) statistic 
(Press et al. 1992), which is the maximum absolute-value of the difference between the within-
site and between-site cumulative distributions. While the KS test is a standard one for 
determining if two distributions differ from one another, there are problems with using the 
standard calculations of the p-value for the KS test for our distributions of pairwise data, as 
discussed in Methods. (In brief, the reason is that each sample point is not independent: for N 
cells, N(N − 1)/2 pairwise differences are constructed from only N independent values, whereas 
the KS test requires that each sample point be independent). Therefore, we used the same 
randomization procedure that we used for the median and mean ratios to estimate the p-value, 
i.e. the probability of obtaining the observed KS statistic under the null hypothesis that no 
spatial clustering exists. 
As shown in detail in Table 3,   lobal
 RI  shows strong clustering (median ratios 1.48/1.32, 
mean ratios 1.36/1.24, for drifting / flashed grating responses respectively) that is highly 
significant (p < 10-4 for median and mean ratios for flashed and drifting gratings. 10-4 is the 
resolution limit of our significance test, see Methods).  Local
 RI  also shows significant clustering 
with median ratios of 1.38/1.11 and mean ratios of 1.30/1.12 (p < 10-4 for both drifting grating 
measures. For flashed gratings, p < 0.03 for the median ratio p < 0.004 for the mean ratio). 
Note, however, that, since spontaneous firing rates impact   lobal
 RI , the clustering of   lobal
 RI  could 




 section ‎S2.4), which in turn could result simply from changes from time to time in the animal’s 
state under anesthesia (we recorded only one site at a time). Indeed, if we use the spontaneous-
subtracted responses to measure the median ratio for   lobal
 RI , the clustering indices are reduced 
and are comparable to the degree of clustering of  Local
 RI ; significance levels are comparable, 
Table 3: Clustering Statistics 
Degree of Tuning Statistics 
Parameter Med Ratio P(Median) Mean Ratio P(Mean) KS statistic P(KS Stat) 
w lobal
 RI  1.48 / 1.32 <10-4 / <10-4 1.36 / 1.24 <10-4 / <10-4 0.2 / 0.1 <10-4 / <10-4 
wLocal
 RI  1.38 / 1.11 <10-4 / 0.03 1.30 / 1.12 <10-4 / 0.004 0.1 / 0.08 <10-4 / 0.005 
Pref Ori 3.09 / 3.31 <10-4 / <10-4 2.15 / 2.14 <10-4 / <10-4 0.4 / 0.4 <10-4 / <10-4 
DSI 1.21 <10-4 1.09 0.0003 0.07 <10-4 
SF Width 1.13 / 1.27 0.002 / 0.002 1.11 / 1.32 0.0008 / <10-4 0.06 / 0.1 0.002 / 0.0003 
Pref SF 1.28 / 1.12 <10
-4
 / 0.07 1.23 / 1.14 <10
-4
 / 0.008 0.1 / 0.08 <10
-4
 / 0.08 
Pref SF (same 
Penetr.) 
1.16 / 1.08 0.0004 / 0.1 1.09 / 1.06 0.0008 / 0.06 0.06 / 0.05 0.0004 / 0.4 
F1/DC Ratio 1.26 / 1.84 <10-4 / <10-4 1.14 / 1.46 <10-4 / <10-4 0.08 / 0.19 0.0003 / <10-4 
Phase Tuning Statistics 
Parameter Median P(Median) Mean P(Mean) KS statistic P(KS Stat) 
cc -0.04 / -0.03 0.5 / 0.09 0.00 / 0.02 0.9 / 0.1 0.03 / 0.03 0.2 / 0.2 
Δφ 90.0° / 90.0° 1.0 / 1.0 86.9° / 89.7° 0.2 / 0.9 0.04 / 0.01 1.0 / 1.0 
ccMID -0.00 0.8 -0.01 0.3 0.02 0.6 
 ccGABOR -0.00 0.7 -0.01 0.7 0.05 0.3 
ccSTA -0.02 0.2 -0.02 0.2 0.03 0.4 
φREL  -0.03 0.08 -0.02 0.2 0.06 0.04 
 
Table 3. Statistics for indices of clustering. Degree of tuning statistics: Median and mean ratios are ratios of the 
median or mean of the between-site distribution (the distribution of pairwise differences between cells from different 
sites) to that of the within-site distribution (the distribution of pairwise differences between cells recorded at the same 
site). KS statistic is computed between the within-site and between-site distributions. P(median), P(mean) and P(KS) 
correspond to the probabilities that the observed medians, means, or KS statistics of the distributions would be 
obtained in the absence of spatial clustering, as determined by a randomization test (described in Methods). Phase 
tuning statistics: Medians and means are of the distributions of correlation coefficients and Δφ, while KS statistic is 
computed between the within-site distribution and Pcomplete (see Methods). The P(median), P(mean), and P(KS) 
correspond to the probabilities that these statistics could have been obtained under the null hypothesis that no 
correlation in absolute spatial or temporal phase exists, as determined by a randomization test (described in Methods). 
     indicates the relative spatial phase parameter of the fitted Gabor function, which was found not to cluster in a 






though slightly reduced for flashed gratings, see Supplementary Table 3). This suggests that 
some, but not all, of the clustering of   lobal
 RI  using the spontaneous-included responses may be 
inherited from the clustering of spontaneous activity.  
We wondered whether cells with similar preferred orientation were more likely to have 
similar orientation tuning widths. We found a significant positive correlation between the 
difference in  Local
 RI  and difference in preferred orientation (correlation coefficient = 0.22, 
p < 10
-11
). This is in contrast to differences in   lobal
 RI , which showed no correlation with 
differences in preferred orientation (correlation coefficient = -0.01, p > 0.6). 
 
3.1.2  Local scatter of preferred orientation 
The distribution of preferred orientations across simultaneously-recorded cell pairs is shown in 
Figure. 3A (for drifting gratings) and 3C (for flashed gratings). As expected, there is obviously 
strong clustering, with nearby cells tending to prefer similar orientations. This is also apparent 
in the comparison of the cumulative within-site and total distributions for differences of 
preferred orientation, which are dramatically different, see Figure. 3B,D and Table 2. This is 
confirmed quantitatively by our clustering measures: preferred orientation shows a median ratio 
of 3.09 / 3.31 and a mean ratio of 2.15 / 2.14 (for drifting/flashed gratings respectively), both of 
which are highly statistically significant (p < 10-4). (Table 3). 
Interestingly, in addition to the cluster of cell pairs with smaller differences, we observed 
a number of pairs with differences in orientation greater than 45°. (Fig. 4A,C; see also Table 2): 




the differences between an individual cell’s preferred orientation and the preferred orientation of 
the multiunits recorded at the same site (Fig. 4B,D; see also Table 2). The multiunits consist of 
all detected spikes, and are typically dominated by the many spikes too small to be sorted into  





Figure 3. A ,C . Scatterplot of preferred orientations of simultaneously recorded cell pairs. B,D. 
Cumulative distributions of differences in preferred orientation between simultaneously recorded cell pairs 
(circles) or between all pairs regardless of recording site (squares). Top row: responses to drifting gratings. 
Bottom row: responses to flashed gratings. 
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clusters. Thus, the preferred orientation of the multiunits provides a “natural” reference 
orientation at a site, so that differences from the preferred orientation of the site’s multiunits 





Figure 4 A ,C. Distribution of pairwise differences in preferred orientation for pairs of cells recorded at 
single sites. Pairs of cells containing at least one outlier cells (a cell with a difference in preferred orientation 
from the multiunit greater than 45°) are colored in green. B,D. Distribution of differences in preferred 
orientation between individual cells and the multiunits recorded at the same site (multiunits are the set of 
action potentials too small to cluster into distinct cells). Bins are 5 degrees wide. Top row: responses to 
drifting gratings. Bottom row: responses to flashed gratings. 
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can be interpreted as differences from the site’s preferred orientation. Most of the cells have a 
preferred direction that is less than 45° from the cells multiunits, but a small fraction of outliers, 
consisting of 5% (6%) of cells responding to drifting (flashed) gratings have preferred 
orientations that differ more than 45°. Of the pairs of cells that have differences greater than 
45°, 70% (73%) of them contain at least one of these outlying cells. Thus, the tail of the 
distribution of pairwise differences in orientation (Fig 4A,C) is mostly attributable to these cells 
which preferred orientations more than 45° from that of the site.  
These cells with differences of greater than 45° from their site’s preferred orientation are 
distinguished in other ways. Most prominently, they tend to show wide orientation tuning by 
the global measure (Supplementary Fig. 6A,D): For the drifting gratings, the median   lobal
 RI  of 
the outlier cells was 42.3°, while that of the typical cells was 34.2°, and this difference in 
medians was highly significant (p = 10-8, U-test). The outlier cells also tend to have larger  Local
 RI  
(Fig S6 B,E): For drifting gratings, the median  Local
 RI  of the outliers was 23° compared to a 
median of 17° for the typical cells (p < 10-5, U-test). The outlier cells also had significantly 
broader waveforms, measured from the negative to positive peak (Fig S6 C,F). For drifting 
gratings, the median peak-to-peak width for the outlier cells was 0.40 ms, while for typical cells 
the median was 0.32 (p < 10-3, U-test). The outlier cells also had a slight tendency to have 
smaller spike amplitudes (-49 mV compared to a median of -56 mV with the typical cells) 
although this tendency was only marginally significant (p = 0.08, U-test). 
It is conceivable that these cells may be poorly clustered, despite our care to consider 




tuning of two or more cells from multiunit activity. However, we do not think this is the case, 
for two reasons. First, we calculated a measure of cluster quality, the Isolation Distance 
(Schmitzer-Torbert, Jackson et al. 2005) for all cells. This quantity measures how well-separated 
the spikes from the cell are from the rest of the recorded spikes. The outlier cells were not 
significantly worse- (or better) isolated than the rest of the cells (median Isolation Distance for 
outlier cells: 51.2. For typical cells: 40.0. p > 0.1, U-test). Second, if small, badly-separated 
clusters of action potentials from multiple cells were mixed together, one would expect the 
predominant contribution to be from orientations near that preferred by the site’s multiunits 
(which represent the many small action potentials that are too small to cluster). Instead, these 
cells had preferred orientations differing strongly from that of the multiunits.  
 
3.1.3  Local scatter of direction selectivity 
The degree of direction selectivity of a cell was parameterized by computing the direction 
selectivity index (DSI; see Methods), and could only be measured for responses to drifting 
gratings. A DSI of 0 indicates no directional selectivity (equal responses to both the preferred 
direction and its opposite), while a DSI of 1 indicates the strongest possible directional 
selectivity (no response to the direction opposite to the preferred). The distribution of DSI 
across simultaneously-recorded cell pairs is shown in Figure. 5A. There is no obvious sign of 
spatial clustering of DSI. However, the cumulative distributions of differences in DSI between 
cell pairs show that the differences tend to be slightly smaller for cells recorded at the same site 
than for randomly chosen pairs (Figure 5B). To quantitatively assay clustering, we computed 




that pairwise DSI differences are about 10-20% smaller at a given site than across the 
population. This clustering, despite being modest, is highly significant (p < 0.0003 for the mean 
ratio, and p < 10
-4
 for the median ratio and the KS statistic). 
We found a significant negative linear correlation between the DSI and the orientation 
tuning width, indicating that there was a tendency for more direction-tuned neurons also to be 
more orientation selective. The correlation coefficients were -0.46 and -0.18 for   lobal
 RI  and  Local
 RI  
respectively, and were both highly significant, p < 10−6. Scatterplots of DSI vs. a given measure 
of orientation tuning are included in Supplementary Materials (Figure S7). 
 
3.1.4  Local scatter of preferred direction 
The distribution of preferred directions across simultaneously-recorded cell pairs is shown in 
Fig. 6A. As for preferred orientation, there is clearly strong clustering. Two strong lines of 
Figure 5: Differences in D irection Selectivity 
 
Figure 5. A . Scatterplot of direction-selectivity index (DSI) of simultaneously recorded cell pairs. B. 
Cumulative distribution of differences in DSI between simultaneously recorded cell pairs (blue circles, solid 
lines) or between-site pairs (red squares, dashed lines). Inset: within-site probability distribution (blue) and 
between-site probability distribution (red). 
 



















































points can be seen, representing cell pairs with similar preferred orientations with either similar 
preferred directions (central line) or roughly opposite preferred directions (two peripheral lines). 
Between these lines can be seen a weak scattering of points, representing pairs of cells that differ 
in preferred orientation. The clustering is also apparent in the cumulative within-site and total 
distributions of pairwise differences of preferred direction, Fig. 6B. 
This clustering can be seen more directly in a histogram of the difference in preferred 
directions (shortest distance around a circle of radius 360°; Fig. 7A). The distribution is similar 
to that for preferred orientation, but now the single peak of cells with similar preferred 
orientations has split into two, one peak for cells with similar preferred directions and a smaller 
peak for cells with roughly opposite preferred directions. The pairs with intermediate differences 
represent cell pairs that differ in preferred orientation. 
As we did for preferred orientation, we used the preferred direction of the multiunit 
activity as representing the preferred direction of the site, and looked at the differences in 
preferred direction between cells and the multiunit (Fig. 7B). Almost all cells had preferred 
direction either within 30° of the preferred direction at the site (67.8% of cells) or within 30° of 
the opposite direction (22.1% of cells). Another 3.3% of cells had differences between 30° and 45° 
and 1.7% had differences between 135° and 150°. The 5% of outlying cells that had preferred 
orientations that differed from the multiunit by more than 45° appear again here as having 




We call a cell “aligned” with its site’s preferred direction if the difference between its 
preferred direction and that of the site’s multiunits is less than 45° (541, or 71% of cells), “anti-
aligned” if this difference is between 135° and 180° (181, or 24% of cells), and “unaligned”  
otherwise (the outlying 39, or 5% of cells). We indicate the probability that a cell is aligned 
with the site’s multiunit by pa, the probability that it is anti-aligned by pā, and the probability 
that it is unaligned by pu; empirically, these probabilities are 0.71, 0.24 and 0.05 respectively. 
Based on these empirical findings, we can compute the 95% confidence intervals for these 
probabilities. We assume that initially we have no information about their values (all values 
between 0 and 1 are equally likely), and we calculate the Bayesian posterior probability that 
each p has a certain value, given the observed data in which, out of a total of M = 761 cells, 
Na = 541 were aligned, Nā = 181 were anti-aligned and Nu = 39 were unaligned: 
Figure 6: Differences in Preferred Direction 
 
Figure 6. A . Scatterplot of preferred directions of simultaneously recorded cell pairs. B. Cumulative 
distributions of differences in preferred direction between simultaneously recorded cell pairs (circles) or 
between all pairs regardless of recording site (squares). 


















































Figure 7: Preferred Di ection 
 
Figure 7. A . Distribution of airwise diff rences in pr ferred directions for pairs of cells recorded at single 
sites. Pairs of cells containing at least one outlier cells (a cell with a difference in preferred orientation from 
the multiunit greater than 45°) are colored in green. B. Distribution of differences in preferred direction 
between individual cells and the multiunits recorded at the same site. Bins are 5 degrees wide. 
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The 95% confidence interval for pa is {0.678, 0.742}, that is, we can say with 95% confidence 
that the probability that a cell is aligned with the preferred direction of the site is between 
67.8% and 74.2%. Our 95% confidence intervals for pā, and pu are, respectively, {20.7%, 26.8%} 
and {3.6%, 6.7%}. 
If we consider only cells that are either aligned (a) or anti-aligned (ā), we find that of all 
pairs of aligned and anti-aligned pairs at different sites, 47.1% are aa, 36.8% (412/1120) are aā, 
and 6.7% are āā (the remaining 9.4% involve pairs with at least one unaligned cell). If cells are 
randomly shuffled across different sites, we find that on average, only 33.9% (≈380) of pairs are 
aā (instead of 36.8%). This difference of 2.9% is rather modest, but is significant: for 10,000 
randomizations, in only 2.1% of cell permutations was the number of aā pairs 412 or more. 
Thus, alignment with the preferred direction of the site’s multiunits is a feature which has a 
slight tendency to be “dispersed”, (i.e. anti-clustered), that is, given the relative frequency with 
which aligned and anti-aligned cells occur, we see a slight tendency (p = 0.021) for them to 





3.2 Studies of spatial frequency 
3.2.1  Local scatter of spatial frequency tuning width  
For our studies of spatial frequency tuning, we used 518 cells for spatial frequency tuning that 
responded to Sspat (drifting gratings), and 227 cells that responded to Sflashed (flashed gratings), 
yielding (respectively) 995 and 298 pairs of simultaneously recorded cells. As described in 
Methods, spatial frequency tuning width was measured in octaves, as the log2 of the ratio of the 
high and low frequency values that gave half-maximal responses in a fitted tuning curve. As can 
be seen in Table 1, spatial frequency tuning was narrower for flashed than for drifting gratings. 
The median width was about 1.7 octaves for drifting gratings, but only about 1.3 octaves for 
flashed gratings. The middle 50% of cells had widths ranging from 1.1 to 2.1 octaves (drifting 
gratings) or 0.9 to 1.5 octaves (flashed gratings). 
Figure 8A,C shows the distribution of spatial frequency tuning widths of simultaneously-
recorded cell pairs. Little clustering is obvious to the eye for the drifting gratings, although the 
tilt in the scatter plot is somewhat visible for flashed gratings. Differences can be seen, however,  
in the cumulative within-site and between-site distributions (Fig. 8B,D). Examined 
quantitatively, the spatial frequency tuning width in response to drifting gratings shows a 
median ratio of 1.13 and a mean ratio of 1.11, and both are statistically significant (p < 0.002). 
The clustering of tuning widths in response to flashed gratings tended to show median and 
mean ratios with larger magnitudes (1.27 and 1.32), and were also statistically significant (p = 




As with orientation tuning, we found a significant correlation between the difference in 
spatial frequency tuning width and difference in preferred spatial frequency (correlation 





Figure 8. A ,C. Scatterplot of spatial frequency tuning widths of simultaneously recorded cell pairs. B,D. 
Cumulative distributions of differences in spatial frequency tuning width between simultaneously recorded 
cell pairs (circles, solid lines) or between all pairs of cells at different sites (squares, dashed lines). Spatial 
frequency tuning width is measured in octaves (i.e., |log2(fhi/flo)|, where fhi and flo are the frequencies above 
and below the peak, respectively, at which response is half-maximal. Top row: responses to drifting gratings. 
Bottom row: responses to flashed gratings. Insets: within-site probability distribution (blue) and between-
site probability distribution (red). 
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coefficient = 0.13, p < 10
-4
). This means that cells with similar preferred spatial frequency were 
more likely to have similar spatial frequency tuning widths. 
 
3.2.2  Local scatter of preferred spatial frequency  
Our recordings were within the central 10 degrees of eccentricity. We found that the mean and 
median preferred spatial frequencies were 0.61 and 0.50 cycles/deg respectively for drifting 
gratings and 0.52 and 0.48 for flashed gratings, consistent with previous measures of preferred 
spatial frequency at these eccentricities (Movshon, Thompson et al. 1978). The middle 50% of 
cells had preferred spatial frequencies ranging between 0.33 and 0.81 cycles/deg (Table 1), which 
represents a range of roughly ±0.65 octaves about the median (log2(P75/P25) ≈ 1.3). The full 
range of preferred spatial frequencies observed spanned a range of 0.1 to 2.5 cycles/deg. 
Preferred spatial frequency shows clustering that is much weaker than for preferred 
orientation or direction (Fig. 9). In scatterplots (Fig. 9A,C), preferred spatial frequencies are 
shown on a logarithmic scale, so that the distance from the 45-degree line of a data point 
corresponding to a simultaneously recorded cell pair represents the difference between their two 
preferred spatial frequencies in octaves, that is, the absolute value of the log2 of the ratio of 
their preferred spatial frequencies (i.e. |log2(f1) – log2(f2)| = |log2(f1/f2)| ). For drifting gratings, 
the distribution of differences has a median of 0.65 octaves and a mean of 0.84 octaves, with 
50% of cell pairs having differences lying in the range 0.30–1.16 octaves (P25–P75 values, Table 
2). For flashed gratings, differences tend to be smaller, which might simply reflect a difference in 




median of 0.36 octaves and a mean of 0.44 octaves, and the middle 50% ranged from 0.14 to 
0.60 octaves. The tendency to cluster can be seen by the greater preponderance of values < 1 
octave in the within-site distribution than in the randomized distribution of pairs (Fig. 9B,D). 




Figure 9 A ,C. Scatterplot of preferred spatial frequency of simultaneously recorded cell pairs. B,D. 
Cumulative distributions of differences in preferred spatial frequency between simultaneously recorded cell 
pairs (circles, solid lines) or between pairs of cells from different recording sites (squares, dashed lines). 
Difference in preferred spatial frequency of pairs of cells is measured in octaves (i.e., | log2 (f2/f1) |, where f1 
and f2 are the two preferred spatial frequencies). Top row: responses to drifting gratings. Bottom row: 
responses to flashed gratings. Insets: within-site probability distribution (blue) and between-site probability 
distribution (red). 
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The clustering tests showed a median ratio of 1.28 and a mean ratio of 1.23 for drifting gratings 
and 1.12 and 1.14 for flashed gratings. These were highly significant for the drifting gratings 
(p < 10
-4
 for median and mean ratios); but noticeably less so for the flashed gratings (p = 0.07 
for the median ratio, p = 0.008 for the mean ratio; see Table 3). 
Analysis of clustering of preferred spatial frequency should take into account the 
eccentricity of cells at a particular recording site, since preferred spatial frequency depends on 
eccentricity (e.g., Movshon, Thompson et al. 1978). However, we do not have precise 
eccentricity data for our recordings. Therefore, our approach here will necessarily overestimate 
the degree of clustering, as we will be comparing the local variability of preferred spatial 
frequency at a single recording site at one eccentricity to the variability across all recording sites 
over a range of eccentricities. 
As a partial corrective to this, we also calculated the between-site distribution using only 
pairs of cells across sites recorded from different depths of the same tetrode penetration. These 
“between-site, within-penetration” cell pairs are guaranteed to contains cells at the same 
eccentricity. However, since spatial frequency does cluster spatially in cortex, it is likely that 
cells sampled from the same region in cortex will have less diversity in preferred spatial 
frequency than cells sampled from different penetrations at the same eccentricity. Thus, the 
clustering indices (median and mean ratios) using this approach will be an underestimate, i.e. 
lower than what we would measure if we could compare across multiple sites but at the same 
eccentricity. The median ratios obtained by comparing the between-site, within-penetration 




the full between-site distribution (1.16 vs. 1.28 for drifting gratings, 1.08 vs. 1.12 for flashed 
gratings), and the significance level is reduced (p = 4×10
-4
 for drifting gratings, p ≈ 0.1 for 
flashed gratings). The “true” clustering indices (what we would obtain by comparing the within-
site pairs with pairs obtained other sites at the same eccentricity) would presumably have an 
intermediate value between these two estimates. 
 
3.3  Simple vs. Complex cells 
So far, we have analyzed all extracted cells as a single pool making no distinction between 
simple and complex cells, but we can also ask whether the distribution of tuning width 
differences is different for simple and complex cells. To make this distinction, we used the ratio 
of the first harmonic (F1) of the spike response to the mean (DC) spike response, for responses 
of the cell to the grating of the optimal spatial frequency and orientation. For drifting gratings, 
these are the F1 and DC of the average response vs. time over one cycle of the stimulus; for 
flashed gratings, these are the F1 and DC of the response vs. stimulus phase. Cells were then 
classified as simple (F1/DC > 1) or complex (F1/DC < 1) (Skottun, De Valois et al. 1991) (but 
see Kagan, Gur et al. 2002; Mechler and Ringach 2002; Priebe, Mechler et al. 2004; Martinez, 
Wang et al. 2005 for arguments against the adequacy of this classification). As expected, we 
found a bimodal distribution of the F1/DC ratio, with one mode located around 0.4 and the 
other around 1.6 in responses to both drifting gratings and flashed gratings (see Figure S8). 
Typically, drifting gratings are used to classify cells as simple or complex based on the F1/DC 




curves in response to flashed gratings have been shown to be strongly correlated with those 
obtained in response to drifting gratings (Nishimoto, Arai et al. 2005), and so we applied our 
analysis of simple/complex cells to responses to flashed gratings as well. 
Using the F1/DC ratio criterion, for drifting gratings, the 761 cells responding to Sorient 
gratings were subdivided into 309 simple cells and 452 complex cells and the 518 cells 
responding to Sspat gratings were subdivided onto 239 simple cells and 279 complex cells. For 
flashed gratings, the 336 cells responding to Sflashed were subdivided onto 111 simple cells and 
225 complex cells. 
Ideally, cells should be classified as simple or complex based on their responses to their 
optimal spatial frequency and orientation. With Sspat and Sflashed, for which the optimal stimulus 
for each cell is present in the stimulus ensemble, this is not an issue. Our orientation batches 
Sorient, however, consist of drifting gratings at a range of orientations, but at a single spatial 
frequency, 0.5 cyc/deg. However, 0.5 cyc/deg is an intermediate spatial frequency that drives 
most cells reasonably well. To get an estimate of the degree of simple/complex misclassification 
error caused by using this specific spatial frequency instead of each cell’s optimal spatial 
frequency, we looked at the responses of cells to Sflashed, which include responses to flashed 
gratings of all orientations and all spatial frequencies. For each cell, we compared the F1/DC at 
its optimal orientation and spatial frequency (F1/DCopt), to the F1/DC at the optimal 
orientation and a spatial frequency of 0.5 cyc/deg (F1/DC0.5). We found that they were very 
closely correlated (R = 0.84), and that using F1/DC0.5 instead of F1/DCopt resulted in a 




modest, we used this value of F1/DC to classify cells responding to Sorient as simple / complex. 
With this classification data, we can analyze whether simple/complex classification affects any 
of the properties analyzed above. 
As has been found previously, (e.g., Henry, Dreher et al. 1974; Rose and Blakemore 
1974; Wörgötter, Muche et al. 1991; but see Gizzi, Katz et al. 1990), simple cells are, in general, 
more selective in their responses and more narrowly tuned: The median   lobal
 RI  was about 24% 
smaller for simple cells than for complex cells (simple cell median: 23.7°; complex cell median: 
31.4°; p < 10
-13
, U-test), and the median  Local
 RI  was 14% narrower (simple cell median: 16.3°; 
complex cell median: 19.0°; p < 10
-4
, U-test). Simple cells were also more direction selective: the 
direction selectivity index for simple cells was about 60% higher than for complex cells (simple 
cell median DSI: 0.52, complex cell median DSI, 0.32. p < 10-10, U-test). For flashed gratings, 
simple cells had spatial frequency tuning widths that were 20% narrower than for complex cells 
(simple cell median: 1.03 octaves; complex cell median: 1.29 octaves; p < 10-4, U-test), although 
this difference was absent when measured for drifting gratings (simple cell median: 1.61 octaves, 
complex cell median: 1.62 octaves; p = 0.9, U-test). In our data set, we found that simple cells 
tended to prefer lower spatial frequencies than complex cells (simple cell median preferred 
spatial frequency: 0.42 cyc/deg, for complex cells: 0.58 cyc/deg, p < 10-9, U-test), though we 
cannot rule out that this might result from a sampling bias, with more simple cells sampled at 
higher eccentricities where preferred spatial frequencies are lower. 
To quantify the differences in a certain property (e.g. tuning width) between SS 




compared the mean and median ratios for each of these pair types. The significance is calculated 
using the same Monte Carlo procedure described in Methods, i.e. randomly permuting cells 
across sites Nrep times and comparing the statistics of the actual within-site distribution to these 
randomized within-site distributions. This time, however, we permute the simple and complex 
cells among sites separately, preserving the number of simple and complex (and thus the 
number of SS, CC and SC pairs) at a site. We then separately compute a clustering index for SS 
pairs, CC pairs and SC pairs. A summary of the clustering statistics can be found in 
Supplementary Materials (Table S2). 
While it is established that there is a strong tendency for preferred orientation to be 
clustered at a site, we found that, at least in response to flashed gratings, this effect was much 
larger for pairs involving simple pairs (SS and SC) than for pairs of complex cells (CC). 
(Median ratios: SS: 4.46, SC:3.92, CC: 2.66. SS>CC, p < 10
-4
, SC>CC, p < 10
-4
, SS>SC, 
p = 0.002 using the randomization test). For differences in clustering of other properties, we 
find a number of idiosyncratic differences between SS, SC, and CC pairs in their clustering for 
different properties that were studied, but results are somewhat hard to interpret, and are not 
always consistent between drifting and flashed gratings. We present these clustering statistics in 
Supplementary Materials (Table S5). 
As expected from the different proportions of simple vs. complex cells in different layers 
of V1 (Hubel and Wiesel 1962; Gilbert 1977), there is a tendency for simple or complex cells to 
cluster together at specific recording sites. For example, of the 960 pairs of cells responding to 




randomization test where cells are shuffled randomly across the recording sites, a mean of 478.4 
(50%) pairs are SC (averaged over multiple random shuffles). Thus, considerably fewer pairs 
than expected were mixed SC, showing the tendency of each type to cluster together. When we 
performed this cell permutation 10,000 times, we observed 414 or fewer SC pairs only 4 times. 
Thus, the clustering of simple and complex types is highly significant (p ≈ 5×10
-4
) This 
tendency for simple/complex cells to cluster also manifests in clustering of the F1/DC ratio: the 
distributions of differences in F1/DC ratios had median ratios of 1.26 / 1.80 and mean ratios of 
1.13 / 1.44, for drifting / flashed gratings, respectively, which were all statistically significant (p 
< 0.0002 for means and medians, for both drifting and flashed gratings). 
3.4 Studies of Spatial and Temporal phase  
3.4.1  Phase Tuning Curve Comparisons 
For our studies of phase tuning correlations, we used 589 cells studied for spatial frequency 
tuning in response to drifting gratings (Sspat), and 409 cells studied with flashed gratings 
(Sflashed), yielding (respectively) 1322 and 736 pairs of simultaneously recorded cells. As 
described more fully in Methods, we compared the phase tuning curves of a cell pair in response 
to a mutually optimal stimulus, selected as the orientation and spatial frequency at which the 
weaker of the two cells’ normalized responses (normalized to the cell’s maximal response over all 
orientations and spatial frequencies) was the largest. We only compared the phase tuning curves 
of cells when we could find a stimulus orientation and spatial frequency that drove both cells at 




 the phase tuning curves were reproducible across trials. For each pair of tuning curves, we 
computed two measures of similarity: cc, the correlation coefficient, and Δφ, the absolute value 
of the phase shift of one curve that yields maximal correlation with the other curve. We 
calculated these measures of similarity for all pairs, found the distributions of these measures, 
P(cc) and P(Δφ), and then calculated the medians and means of the distributions of these 
measures. As a control, we computed the medians and means of these distributions using phase-
tuning curves that were shifted (around a circle of 360°) by a random amount, generating the 
randomized distributions Prand(cc) and Prand(Δφ) This was repeated Nrep = 10,000 times, 
obtaining the distributions of medians and means under the null hypothesis of no phase 
Figure 10: Temporal Phase Tuning Curves 
 
Figure 10. Left: Probability distribution (A) and cumulative distribution (C) of the correlation coefficients 
between pairs of temporal phase tuning curves. Right: Probability distribution (B) and cumulative 
distribution (D) of the distribution of Δφ between pairs of phase tuning cells. The observed within-site 
distribution is shown, along with the mean of the control distributions (red), in which each phase tuning 
curve is randomly shifted around 360° before calculating the correlation measure. With the Δφ measure, in 
each bin we plotted the number of times a particular value of Δφ was measured, divided by the expected 
number from the control distribution. Thus, a value of more / less than 1 indicates that the number of 
expected occurrences of that value was more / less than expected. 
 































































































clustering. In addition, we also used the KS statistic to measure whether the original P(cc) and 
P(Δφ) distributions were significantly different from the randomized distributions. For the 
purposes of calculating the KS statistic, we used a control distribution Pcomplete that contained 
all the possible values of cc or Δφ that corresponded to all possible shifts of the tuning curves. 
(see Methods for details). 
The distributions of correlation coefficients, P(cc), for temporal and spatial phase are 
shown in Figure 10A and 11A (blue bars), along with the mean and standard deviation across 
the 10,000 instantiations of Prand(cc) (red lines and error bars). The distribution of Δφ is shown 
alongside (Figure 10B and 11B). For both measures, the distributions look practically identical 
to their controls. This is even more apparent when comparing the cumulative distributions of 
P(cc) and P(Δφ) and their respective controls (Figure 10C,D and 11C,D), which are virtually 
indistinguishable. The lack of evidence for clustering can be seen quantitatively in statistical 
tests. The distributions of P(cc) and P(Δφ), were not significantly different those of the 
randomized control distributions (p > 0.05 for both means and medians of the cc and Δφ 
distributions, for both drifting and flashed gratings, using the randomization test). In addition, 
a randomization test of the KS statistic failed to reject the null hypothesis that P(cc) and 
P(Δφ) were statistically different from the randomized control distributions (p > 0.2 for both cc 
and Δφ, for both drifting and flashed gratings). 
We obtained similar results whether we looking at all pairings of cells, or just 
simple/simple pairs, complex-complex pairs, or simple/complex pairs (p > 0.1 for all means, 




of our method of selecting the mutually optimal stimulus: e.g., we tried using the 
argmax(R1×R2) procedure instead of argmax(Min(R1, R2)) (see Methods), and we tried taking 
an average (or response-weighted average) over pairs of phase tuning curves from all the 
orientations/spatial frequencies presented): no significant deviations from the control 
distribution were detected in any case. 
 
3.4.2  MID Comparisons 
A different approach to testing whether absolute spatial phase is correlated in pairs of cells is to 
estimate the receptive field of each cell and assess whether the ON-and OFF- subregions tend to 
show non-random overlap. Thus, for cells responding to flashed gratings, we also estimated their 
receptive fields by calculating the Maximally Informative Dimension (MID) (Sharpee, Rust et 
al. 2004). We then measured whether there was any tendency for on-and off subregions of MIDs 
Figure 11: Spatial phase tuning curves 
 
Figure 11. Same as figure 10, except for spatial phase tuning curves (flashed gratings) instead of temporal 
phase tuning curves (drifting gratings) 
 
































































































of simultaneously recorded cells to non-randomly overlap, by calculating the correlation 
coefficients between all pairs of MIDs from cells at the same site. As a control, we recalculated 
the distribution of coefficients between MIDs except that in half of the comparisons, the sign of 
one of the MIDs is reversed, changing the sign of the resulting correlation coefficient, and 
making the distribution roughly symmetric. As we did for the phase tuning curve controls, we 
generated 10,000 samples of the control distribution, to allow us to test for statistical 
significance of the medians, means and the KS-statistic of P(ccMID). 
A histogram of the correlation coefficient distribution P(ccMID) is shown in Figure 12A 
(blue bars), together with the mean ± std. dev. of all samples of Prand(ccMID) (red lines and error 
bars lines). The similarity between P(ccMID) and Prand(ccMID) is evident in Figure 12C, which 
shows that the cumulative distributions are practically identical. Statistical tests fail to find any 
significant deviations of the medians and means of P(ccMID) from the control, and a 
randomization test of the KS statistic also failed to distinguish between P(ccMID) and the 
random samples of Prand(ccMID) (p > 0.3 for all tests). 
The above tests of P(ccMID) can only test for an asymmetric bias between the correlation 
coefficients of MIDs at a site: i.e. for a tendency for MIDs to be either positively or negatively 
correlated. Any interaction between MIDs at a site that is symmetric, however, would be 
undetectable by our control, because it simply compares P(ccMID) with a symmetrized version of 
itself. For example, a tendency for MIDs to be either positively or negatively correlated would 




using the above tests of P(ccMID). To test for such interactions between MIDs, we looked at the 
distributions between Gabor fits to the MIDs, since these allowed for a more powerful test. 
  For each MID, we attempted to find the Gabor that provided a good fit (R2 > 0.5) 
and, if a good fit was found, defined the cell’s 2D  abor filter as the vector consisting of the 
Gabor function evaluated at each pixel in the stimulus image. (i.e. the Gabor filter has the same 
dimensions as the MID). For each pair of cells at a site for which a Gabor fit to the MIDs could 
be found, we computed the correlation coefficients between the 2D Gabor filters of the cells, 
obtaining the distribution P(ccGabor). As a control, we calculated Prand(ccGabor), the distribution 
where the relative phase parameter of each Gabor was changed to a random value drawn 
Figure 12: M IDs and Gabor fits 
 
Figure 12. Distributions of correlation coefficients between MIDs and Gabor fits to the MIDs. Left: 
Probability distribution (A) and cumulative distribution (C) of the correlation coefficients between MIDs. 
Right: Probability distribution (B) and cumulative distribution (D) of the correlation coefficients between 
Gabor fits. The observed within-site distribution is shown, along with the mean of the control distributions 
(red). For the MIDs, each instantiation of the control distribution consists of the distribution where, for 
each pair, the sign of one of the MIDs is randomly flipped with P = 0.5. For the Gabor fits, the control 
distribution is generated by randomly drawing the relative phase parameter of each Gabor from the interval 
[0°, 360°]. 
 



































































































uniformly from the interval [0, 2π]. This allows us to test for any interaction between the 
(Gabor fits to the) MIDs, even one that leaves the distribution P(ccGabor) symmetric. We are 
testing whether the distribution P(ccGabor) is different in any way from what would be expected 
if the relative phase parameter was chosen randomly and independently for each cell. 
As before, we generated Nrep = 10,000 such control distributions Prand(ccGabor). These 
distributions are shown in Fig. 12B and 12D (red lines indicate mean ± std. dev. over all 
control distribution samples). As we found with P(ccMID), the medians and means of P(ccGabor) 
were not significantly different from random samples of Prand(ccGabor) (p > 0.7), and a 
randomization test of the KS statistic failed to distinguish P(ccGabor) from the randomized 
distributions Prand(ccGabor) (p > 0.3). 
In many cases, the size of the Gabor-shaped receptive field is small compared to the 
MID (which is always the same size as the stimulus image), and the periphery (the region of the 
MID far away from the receptive field center) may be dominated by noise. We were concerned 
that perhaps a correlation between ON- and OFF- subregions in the Gabor might be washed 
out by noise effects in the periphery of the MIDs. This concern is partially addressed by our test 
of the Gabor fits to the MIDs, since in the Gabor filter, the values in the periphery are 
essentially zero. However, to address this more directly, we identified the “relevant” pixels of 
each MID, defined as the set of pixels for which the magnitude of the Gaussian envelope of each 
of the Gabors was at least 5% of the magnitude of the envelope at the receptive field center. We 
then computed the distribution P(ccMID-overlap), the distribution of correlation coefficients 




intersection of the sets of relevant pixels for each MID). As with P(ccMID), the distribution of 
P(ccMID-overlap) had a median, mean, and KS statistic that were indistinguishable from the 
control (p > 0.2 for all 3 statistics). (Here as with the MIDs, we used the symmetrizing control, 
where, for each sample of Prand(ccMID-overlap), half of the values from P(ccMID-overlap) have their 
sign reversed.) 
We wondered whether our use of an individualized time-window for calculating the 
response profile of each cell was potentially affecting our results. For each cell, we had used the 
spikes produced by the cell in the time window for which the response of the cell was most 
reproducible between odd-numbered and even-numbered trials (see Methods). Thus, the optimal 
time-window for each cell is computed independently from other cells at a site. But perhaps it is 
possible that correlations in preferred phase might be localized in time, such that their responses 
to a particular stimulus phase must be measured at the same latency for their correlation in 
phase preference to be detected. To test for this possibility, we also calculated the response 
profile of each cell using the spikes that occur during a fixed time window after each stimulus: 
either 30-60 ms, or 60-90 ms after the stimulus onset. With these fixed-time-window response 
profiles, we recalculated the phase tuning curves for each cell, as well as PW(ccphase) and 
PW(Δφ). We also recalculated the MIDs for each cell (for each of these new time windows), to 
calculate PW(ccMID), and PW(ccGabor), and compared all these new distributions with their 
respective controls. In all cases, the statistics of the original distributions were statistically 




In summary, we used multiple measures to test for correlations in absolute spatial phase 
or temporal phase, and found no evidence for correlations in any case. Rather, the sets of 
correlation coefficients and of Δφ between pairs of spatial / temporal phase tuning curves and of 
correlation coefficients between pairs of MIDs or between their Gabor fits all formed 
distributions that are statistically indistinguishable from the distributions that would be 
expected if there were no correlation between spatial or temporal phase tuning curves of nearby 
cells. 
A summary of the clustering indices for degree of tuning variables, and spatial and 







Figure 13: Summary of Clustering Indices 
























Figure 13. Summary of Clustering Indices for various preferred features & degree of tuning. Each row 
shows a cartoon of the feature whose clustering is being measured. A : Preferred orientation. B: Preferred 
Spatial frequency. C: Global orientation width. D: Local Orientation Width. E: Direction selectivity. F: 
Spatial frequency tuning width. Each feature has a bar has a with a length indicating the magnitude of the 
median ratio for that feature. Curves above each bar indciate the distribution of median ratios obtained 
using the cell-permutation test. Stars indicate significance level of the p-value(see legend), which corresponds 
roughly to the proportion of randomizations that had a median ratio at least as large as the one observed for 



















We have found that neurons in cat V1 show significant clustering by degree of tuning, whether 
presented with drifting or flashed grating stimuli. Our global orientation tuning width 
measure,  lobal
 RI , which considers the whole tuning curve and not just the peak, showed the 
strongest clustering, although when the spontaneous activity levels were subtracted, the global 
and local tuning width measures showed the same level of clustering. 
The median ratio – the ratio of the median difference between   lobal
 RI  of two cells chosen 
at random to that between two cells recorded at the same site – was 1.48 / 1.32 for responses to 
drifting / flashed gratings, respectively. Our local measure of orientation tuning width,  Local
 RI , 
which assesses only the width of the peak of the tuning curve, also showed significant though 
weaker clustering, with median ratios of 1.38 / 1.11. Most of these were significant at the 
p < 10-4 level (the resolution limit of our significance test) although the  Local
 RI  for flashed 
gratings was only significant at the p = 0.03 level. Direction selectivity in response to drifting 
gratings was also significantly clustered, with a median ratio of 1.21 (p < 10
-4
). Spatial 
frequency tuning width showed the weakest clustering, with median ratios of 1.13 / 1.27), 
(p = 0.002). These measures of clustering of tuning widths should be compared to the robust 
clustering of preferred orientation, which had median ratios of 3.09 / 3.31, (p < 10-4), and of 
preferred direction, for which we found that about 71% of cells at a site are aligned with one 




direction, because of the typical presence of anti-aligned as well as aligned cells). Preferred 
spatial frequency showed only very weak clustering, with a median ratio of only 1.28 / 1.12. 
(p < 10
-4
 / 0.1), at least some of which may be attributable to variation in eccentricity between 
sites rather than nearby cells at a single eccentricity being clustered. A visual summary of these 
statistics is shown in Figure 13. 
In contrast, preferred temporal phase or preferred spatial phase showed no clustering, as 
measured by the correlation coefficient (cc) or phase shift that yields a peak of the cross 
correlation (Δφ) between pairs of phase tuning curves and by correlation coefficients between 
MIDs (estimates of the receptive field) or between the Gabor filters fit to the MIDs. 
4.1 Origins of local response variability  
While we found significant clustering in orientation and spatial frequency tuning width, there is 
still a large degree of diversity at a site, as is apparent from scatterplots of each property and 
from the lack of correlation in spatial and temporal phase (Figs. 1, 5, 8, 9-12). The local 
diversity we observe in response properties could have at least two causes. First, it may reflect 
genuine disorder in the spatial arrangement of these properties. Second, they might be ordered 
on a much finer scale than the scale over which the tetrode samples. Our results show that 
measures of selectivity (orientation and spatial frequency tuning width, and direction 
selectivity) and tuning for absolute spatial phase and temporal phase must be much more 





Various studies have estimated the seeing distance of tetrodes. Gray et al (1995) 
examined the distribution of inter-electrode differences in action potential amplitude. They 
assumed that these differences arose from a difference of 20 μm (the tetrode inter-electrode 
separation) in the distances from the source to the two electrodes and an exponential falloff, 
     , in amplitude with distance r. This led to the estimate λ = 65 μm, which they called the 
seeing distance of the tetrode. However, the difference in distances from the source to the two 
electrodes would be 20 μm only in the exceptional case that the source was collinear with the 
two electrodes, and generally would be much less. Thus their assumptions may have 
overestimated the distance associated with a given decrease in amplitude and hence greatly 
overestimated λ. 
Mechler et al. (2011) measured the tetrode seeing distance by recording at multiple 
depths and modeling the spiking neuron as a current dipole, based on theoretical grounds 
(Mechler and Victor 2012). They calculated a seeing distance (R50, defined as the radial distance 
from the tetrode containing half of isolated neurons) of ≈ 100 μm for their tetrodes, but noted 
that this scales approximately linearly with the contact separation Δs between the tetrode 
wires. Their value of 100 μm was obtained with tetrodes with Δs = 45 μm, while with tetrodes 
with Δs = 35 μm they observed a seeing distance of approximately 80 μm. In our experiments, 
we used much smaller tetrodes, with Δs ≈ 10-15 μm, or perhaps more if tips were splayed 
(Chelaru and Jog 2005; Jog, Connolly et al. 2002). Extrapolating from their data, the seeing 




The Calcium-imaging studies of Ohki et al. (2005; 2006) found little local diversity in 
preferred orientation or direction in upper layers of cat Area 18. Nonetheless, the diversity they 
found is not dramatically less than what we found in Area 17 with tetrode recording. They 
found that the median difference of a cell’s preferred orientation from the preferred orientation 
expected at the cell’s site was 5° far from pinwheel centers and 9° near pinwheel centers. This is 
comparable to, though on average less than, our finding that the median difference of a cell’s 
preferred orientation from that of the multiunits at a site is about 8.3°. They found that the 
discrepancies of preferred orientation they observed could be corrected if cells were shifted an 
average of 14 μm near pinwheel centers or 24 μm far from pinwheel centers. If the change in 
orientation is linear in the distance when far from pinwheel centers, and if we make the 
conservative assumption that locations near pinwheel centers did not appreciably contribute to 
our observed median, this suggests that sampling over roughly 40 μm would be sufficient to 
account for the diversity we have seen, an estimate similar to our estimate of seeing distance 
based on the above extrapolation from the separation of tetrode wires. 
Using the R50 definition of seeing distance of Mechler et al, a seeing distance of 40-50 μm 
means that we are sampling from cells up to 80-100 μm away. If the variability we observed in 
our studies was due to sampling over areas up to 100 μm away, we might expect to see a trend 
in which greater pairwise differences in response properties are associated with smaller 
amplitude spikes. We found no such trend for preferred orientation or preferred spatial 
frequency. However, according to the model of Mechler et al., a tetrode samples primarily from 




from cells which were the furthest from the tetrode would not necessarily have the smallest 
spikes, since the spike size is determined by the distance to the nearest dendrite, which may be 
much closer to the tetrode than the soma. This would explain the lack of correlation between 
spike size and variability in response properties. 
In our studies of orientation tuning, we found that a small fraction (approximately 5%) 
of cells had preferred orientations that differed from that of the site’s multiunits by more than 
45°. These cells tended to have broader orientation tuning curves, and broader waveforms 
(measured from the negative to positive peak). One possibility is that these cells may represent 
a different class of cell, which tends to have weaker orientation tuning and slightly wider 
waveforms. Another possibility is that these cells are simply the cells that were furthest away 
from our tetrodes. The tendency to have broader waveforms might be a result of a greater 
degree of filtering of the waveform over a larger distance from our tetrode. Their distance from 
our recording tetrode might explain their tendency to differ in the preferred orientation, while 
the tendency to have broader orientation tuning might stem from their having widespread 
dendrites, collecting inputs from a cells with a wide variety of preferred orientations. Indeed, if 
the tetrode is primarily recording from the dendrites of cells, the somas of these cells with 
potentially widespread dendrites might be even further from our tetrodes, consistent with their 
large differences in preferred orientation. In summary, although the level of diversity we 
observed in our study is consistent with our tetrode sampling primarily from neurons within a 
range of 30-40 μm, it appears that we may also have recorded from many cells with somas that 




potentially provide precise answers to questions concerning tetrode sampling, and shed light on 
how the diversity in tuning we observed is mapped across the cortex. 
It is also possible that our specific choice of stimuli may have contributed to the 
observed diversity in response properties. Orientation tuning width of neurons in cat V1, as 
assayed by local measures, has been shown to decrease with increasing stimulus spatial 
frequency (Issa, Trepel et al. 2000; Jones, Stepnoski et al. 1987; Lampl, Anderson et al. 2001; 
Vidyasagar and Sigüenza 1985; Hammond and Pomfrett 1990). At least in ferret V1 it is 
independent of temporal frequency (Moore, Alitto et al. 2005). Direction selectivity in both cat 
and ferret V1 has been shown to decrease with deviation from the preferred temporal frequency 
(Saul and Humphrey 1992; Moore, Alitto et al. 2005). For drifting gratings, we studied both 
orientation and direction selectivity at a single spatial and temporal frequency. Thus, some of 
the diversity we have seen in orientation tuning width might actually represent underlying 
diversity in spatial frequency tuning, and some of the observed diversity in direction selectivity 
might represent diversity in temporal tuning. However, we found similar diversity for 
orientation tuning width when we used flashed gratings, for which multiple spatial frequencies 
were used, so the use of a single spatial frequency for drifting gratings does not seem to have 
impacted our results too much. In cat V1, spatial frequency tuning appears to be largely 
independent of stimulus temporal frequency (Holub and Morton-Gibson 1981; McLean and 
Palmer 1994; Foster, Gaska et al. 1985; but see Hammond and Pomfrett 1990), although the 




spatial frequency tuning of drifting gratings at a single temporal frequency does not seem likely 
to have affected our assays of spatial frequency tuning. 
 
4.2  Implications of lack of correlation in absolute 
spatial phase 
Many models of development of orientation maps in V1 involve Hebbian learning between 
orientation selective units via “Mexican-hat” interactions, i.e. short-range connections (<500 μm) 
are mutually excitatory, while intermediate-range connections (500 – 800 μm) are inhibitory 
(e.g., Miller 1994; for a review, see Swindale 1996). The excitatory connections at short 
distances result in nearby cells developing correlated receptive fields (in this case, similar 
preferred orientations), while the inhibitory connections at intermediate ranges results in cells a 
certain distance apart developing uncorrelated receptive fields (i.e., different preferred 
orientations). 
While there is some degree of consensus as to the broad outlines of these developmental 
models, many details are unknown, such as in which layers, and in which cell types these 
Hebbian interactions are supposed to occur. For example, one possibility is that it is primarily 
simple cells (predominant in layer 4 in Cat V1) that drive these interactions. If this were the 
case, short-range excitatory interactions between pairs of simple cells would result in the 
alignment of both their preferred orientation and preferred phase, since this would maximize the 
correlation of their receptive fields. Mutual inhibition between simple cells across intermediate 




instead, the tendency would be to produce cells with similar preferred orientation and opposite 
preferred phase (the ON-subregion of one cell aligning with the OFF-subregion of the other 
cell), since this would produce a strong negative correlation between their responses. However, 
simulations have shown that populations of simple cells interacting via such Mexican-hat 
learning rules produce maps whose power spectra have low-pass characteristics (Miller 1994), 
whereas those of true orientation maps are band-pass (Rojer and Schwartz 1990; Kaschube, 
Schnabel et al. 2010). A second possibility is that it is primarily complex cells (more prominent 
in layers 2/3 and 5 in Cat V1) that drive these Mexican-hat interactions. In this scenario, since 
complex cells typically respond well to all spatial phases of an oriented grating, the short-range 
excitatory interactions would only drive correlations in preferred orientation. The intermediate 
range inhibitory interactions would drive cells to be as uncorrelated as possible which, for 
complex cells, means having different preferred orientations. This would produce orientation 
maps with band-pass power spectra, with a characteristic spatial period defined by the scale of 
the intermediate-range inhibitory connections. Once the map has developed among the complex 
cells, it could then be propagated back to the simple cells in layer 4 (Antolik and Bednar 2011). 
Since the original map was formed among complex cells which are largely phase-invariant, the 
simple cells that inherit this map would not be clustered by preferred spatial phase. Our study 
found no correlation in absolute spatial phase between pairs of cells, which is consistent with 
this second possibility, i.e. that it is the complex cells, rather than simple cells that drive 




Curiously, the story is very different in macaque V1 where very strong correlations in 
absolute spatial phase were found between pairs of simple cells (Aronov, Reich et al. 2003). This 
might suggest that, at least in macaque, simple cells might play a more prominent role in the 
development of orientation maps. Note, however, that the orientation maps of both cats and 
macaque have a characteristic spatial period (i.e. both are bandpass and not low-pass). Thus, 
based on the arguments above, it is unlikely that simple cells are the only cells involved in map 
formation in macaque, since this would produce maps with low-pass power spectra. Perhaps 
both simple and complex cells are involved in orientation map development in macaque V1, 
with the complex cells playing the predominant role and producing a band-pass map, but with 
simple cells involved some role, too, resulting in strong correlations in phase tuning. 
Our results do not necessarily shed much light on models of development of orientation 
selectivity. According to the “ pponent Inhibition” model, orientation tuning of simple cells 
arises from Hebbian learning amongst sets of excitatory and inhibitory cells which prefer either 
the same or opposite spatial phase (Kayser and Miller 2002). This would suggest that (at least 
during development), we might find a tendency for neighboring simple cells to be either in phase 
or 180° out of phase. However, the fact that we didn’t observe any such tendency (i.e. for 
correlation or anti-correlation in spatial phase) could, according to this model, be explained in 
one of two ways. First, perhaps many such in-phase and counter-phase pairs develop in a 
particular recording location, such that on average, we end up sampling differences in preferred 




counterphase sets may be more be than the seeing distance of the tetrode, such that we would 
rarely record both of them simultaneously. 
 
4.3  Comparison to previous studies 
Only one previous study has looked at the local variability of any measure of tuning width or 
selectivity. DeAngelis et al. (1999) examined 45 simple cell pairs in adult animals, inferred 
direction selectivity from space-time receptive field maps, and found no significant clustering of 
DSI according to the median ratio. Our direct examination of direction selectivity in 1022 pairs 
of cells found significant clustering of DSI with median ratio of 1.21. The median ratio was even 
higher when considering pairs of simple cells (1.30) or pairs of complex cells (1.27). 
The local variability we found in preferred stimuli is similar to that found in previous 
studies (Albus 1975; Berman, Wilkes et al. 1987; DeAngelis, Ghose et al. 1999; Hetherington 
and Swindale 1999; Lee, Albus et al. 1977; Maldonado and Gray 1996; Tolhurst and Thompson 
1982; Tolhurst, Dean et al. 1981), although we find more local variability of preferred spatial 
frequency. A full discussion is in the Supplementary Materials (section ‎S3.1). 
Only a handful of studies have measured clustering of preferred spatial or temporal 
phase. As mentioned above, Aronov et al. (2003) found strong correlations in spatial phase 
between pairs of V1 neurons recorded on the same tetrode in macaque, with particularly strong 
correlations between pairs of simple cells: the mean correlation coefficient of phase tuning curves 




As mentioned above, the complete absence of correlations we found might indicate a species 
difference in V1 circuitry between cat and macaque. 
Jin et al. (2011) measured the local bias of many (30-40 at a time) convergent LGN ON- 
and OFF-center afferents to a particular location of cat visual cortex. Although the differences 
between ON-center and OFF-center input were small compared to the strength of either type of 
input alone, linearly summing the ON-center spatial receptive fields and subtracting the linear 
sum of the OFF-center receptive fields produced an “L N population receptive field” that 
looked very much like that of a simple cell, with ON- and OFF-subregions whose alignment 
matched the preferred orientation of that region of cortex, and thus had a bias towards a 
particular spatial phase. If the cortical cells are randomly sampling from this population of LGN 
afferents, this might be expected to give rise to a bias for a particular absolute spatial phase, 
which should be detectable in correlations of phase tuning curves and/or in estimates of the 
receptive fields between pairs of simultaneously recorded neurons. However, we did not find any 
such correlations in phase tuning curves or MIDs. While at first glance this seems to be at odds 
with our results, it may be possible to explain the observed bias in the LGN afferents even in 
the absence of a bias towards a particular absolute phase in the cortical cells (see Supplementary 
Materials, section ‎S3.2). 
With regards to temporal phase, Pollen et al. (1981; 1992) found in their sample of 16 
pairs of simple cells that 13 had temporal response phase differences around 90 degrees and 3 
had differences around 180 degrees. They speculated that this might be a general pattern and 




apart). Models of complex cells typically account for their phase invariance by having them 
receive input from a set of simple cells with preferred phases that together cover the range of 
360°, such that the complex cell is receiving input for (and therefore responds to) all phases. In 
our study, we looked at 601 pairs of cells, including 210 pairs of simple cells, and found no 
tendency for neighboring cells (either simple or complex) to organize into quadrature or 
counterphase sets; instead, the difference in preferred phase (as measured by our Δφ correlation 
measure) was uniformly distributed between 0° and 180°, and was indistinguishable from the 
control distribution. Unless there exists a mechanism by which complex cells are able to 
selectively picking out a quadrature set from a set of simple cells with random phases, our 
results suggest a more stochastic mechanism for development of complex cells: i.e. they may 
obtain phase invariance by randomly sampling from simple cells that uniformly span the full 
range of spatial phases. The lack of clustering of spatial phase means that, at any region in 
cortex, cells with a variety of preferred spatial phases are present. Thus, a complex cell may be 
able to sample from cells with a range of preferred spatial phases simply by random sampling 
the cells in a given area (Antolik and Bednar 2011). 
 
4.4 Conclusion: Implications for Cortical Circuitry  
Several studies have demonstrated that nearby neurons carry surprisingly independent 
information, despite their similarities in preferred stimulus features (Montani, Kohn et al. 2007; 
Reich, Mechler et al. 2001; Yen, Baker et al. 2007). The diversity we have found among nearby 




one important mechanism underlying this finding. Variability in tuning width or selectivity 
might be explained at least in part by variability in the overall strength of inhibition received 
by cells relative to the excitation they receive (e.g., McLaughlin, Shapley et al. 2000; Troyer, 
Krukowski et al. 1998). Variability in stimulus preferences and in spatial / temporal phase, on 
the other hand, would seem to require that nearby cells receive quite different patterns of 
excitatory input, even while each cell receives a specific pattern of input. In particular, local 
variations in preferred spatial frequency, preferred spatial/temporal phase and more generally in 
space-time receptive fields (DeAngelis, Ghose et al. 1999), raise important problems. Consider, 
for example, two nearby simple cells receiving input from the same portion of LGN, but showing 
an alternation of ON and OFF subregions (Reid and Alonso 1995) corresponding to two quite 
different preferred spatial frequencies. If receptive field development is driven by maximizing 
correlations among the inputs a cell receives, as suggested by developmental modeling (e.g., 
reviewed in Miller 1996), then one cell would have detected correlations oscillating with one 
frequency across the LGN inputs cells, while the other cell detected a quite different correlation 
structure. How can two cells detect such different aspects of the input activity structure, rather 
than each detecting some overall average activity structure? This question may be answered 
when the diversity of LGN inputs and the complexities of realistic plasticity rules are taken into 
account, but currently no theoretical account exists. 
Thus, this study underlines the importance of determining circuit mechanisms that 




the response properties of nearby cells, and of understanding developmental rules (e.g., Kayser 
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S1. Supplementary M ethods 
S1.1 Description of Spike-merging Software 
As described in Methods, we used the Klustakwik program to sort the spikes detected in each 
tetrode recording session into clusters. The Klustakwik program fits a Gaussian Mixture Model 
to a set of feature vectors (one for each spike), which we chose to be the first 8 coordinates of 
the spike waveforms using the GLF dimensionality-reduction procedure. A Gaussian Mixture 
Model applied to neural spike waveforms typically tends to over-cluster the spikes, that is, to 
assign the spikes to more clusters than the number of cells present in the recording. A necessary 
step in processing the spikes is thus to inspect the clusters and merge sets of clusters that 
contain spikes from the same cell to into “super-clusters”, which are then labeled as belonging to 
the same cell. We developed our own Matlab software to facilitate this cluster-merging 
procedure, which we describe below. Sample screenshots of a typical session are shown in Figure 
S1. 
Our software facilitates the merging of clusters by allowing a human operator to view, 
simultaneously, the mean spike waveform for each cluster (with the waveforms from each 
channel concatenated into one long vector and averaged over all spikes in the cluster, 




clusters that help determine which clusters may belong the same cell. Individual cluster 
statistics include: (i) Multiple 2D density plots of the spikes, allowing manual inspection of 
relative distances between clusters in a chosen coordinate system (Fig. S1B,C). The operator 
can choose to view the overall spike density (S1B) or the individual density of each cluster 
(S1C). (ii) Raster of spikes from each cluster across the experiment (Fig. S1J), which help to 
identify clusters that “fade” into other clusters due to tetrode drift. Pairwise cluster statistics 
include: (i) The auto-correlograms for each cluster and/or cross-correlograms between pairs of 
clusters, which can often help indicate whether two clusters are from the same or different cell 
(Fig. S1E) and (ii) A pairwise distance matrix D, which can consist of the Euclidean distance, 
correlation coefficients between mean cluster waveforms, or the Posterior Probability Matrix 
(where the element ij is the mean posterior probability of all the spikes in cluster i being drawn 
from the cluster j in the Gaussian Mixture Model), shown in matrix form, color coded to 
visually highlight pairs of cells which are “closer” by that measure, and thus more likely to 
belong to the same cell (Fig. S1H). 
Manual inspection of all possible pairs of clusters can be challenging and time-consuming 
for a human operator: there are typically between 10-20 clusters for each recording, resulting in 
100-400 pairwise comparisons to sift through. To help the operator focus on the clusters with 
the most similarity, a series of potential super-clusters are calculated by applying the k-means 
algorithm to the set of cluster-averaged concatenated waveforms, using  [1 – the correlation 
coefficient between the concatenated waveforms] as the distance measure between clusters. Since 




algorithm is run N times (where N is the number of clusters), using all values of k from 1 to N 
as the number of super-clusters output by the algorithm. Small values of k will tend to “over-
cluster”, that is, combine clusters from different cells, while large values of k will typically 
under-cluster. Indeed, even if we knew the correct number of cells present, k*, setting k = k* 
would not necessarily result in the k-means algorithm producing the correct arrangement of 
super-clusters. This is because the k-means algorithm tends to produce super-clusters that are 
isotropic and are of similar size, whereas the true size and shape of the distribution of spikes 
from a cell can be non-isotropic and can be very different from cell to cell. Thus, the super-
clusters obtained from the k-means algorithm are treated as a starting point, as a guide to help 
identify the sets of clusters that are most similar. The general strategy is for the operator to 
start with a super-cluster arrangement obtained using a relatively large, “cautious” value of k 
(i.e. k close to N) which results in only clusters that are the most similar (i.e. having the highest 
correlation coefficient between the concatenated waveforms) being grouped together, for which 
we can usually be confident that the clusters belong to the same cell. The operator can then 
gradually lower the value of k to check whether a more “liberal” grouping may join together 
clusters that are less similar but that still belong to the same cell. The software allows the 
operator to  “focus in” on any of the super-clusters output by the k-means algorithm, and view 
only the mean waveforms (S1D), cross-correlograms (S1E), spike/cluster densities and rasters 
(S1 F,G,J), and rows and columns of the pairwise distance matrices (S1H) from the clusters that 
are members of a particular super-cluster. With this reduced number of clusters in focus 




and spike-density plots, and decide which clusters should be merged. At any point during this 
merging process, the operator can opt to recalculate all the cluster- and inter-cluster metrics, 
treating clusters that have been merged so far as single clusters and pooling their spikes. All 
individual and pairwise cluster metrics (the mean waveforms, pairwise distance matrices, cross 
correlograms, spike density plots, and k-means super-cluster arrangements) are then recalculated 
using the new ‘clusters’. The software is optimized so that this recalculation takes no more than 
a few seconds for typical numbers of initial clusters (e.g., up to 30-40 clusters). 
It is often ambiguous whether two clusters belong to the same cell, and so careful 
judgment is often necessary in deciding whether to merge clusters into the same cell. Evidence 
in favor of merging two clusters can include the following: (i) a high correlation coefficient 
(>0.9) between the mean waveforms the two clusters, (ii) a high correlation coefficient (>0.95) 
between the vector of negative amplitudes between the two clusters (this can be a more robust 
criterion than (i) if there are overlapping spikes in the mean waveform of one cluster, which can 
significantly decrease the full-waveform correlation coefficient.)  (iii) a significant degree of 
overlap in the distributions of spikes, as determined by (a) visual inspection of 2D density 
histogram plots of the spikes in a chosen coordinate system, often the set of coordinates in 
which the spikes were originally sorted into clusters (e.g., in Klustakwik). (b) a quantitative 
measure of overlap, such as the Posterior Probability Matrix, (iv) few to no spikes in the 1-2 ms 
around 0 of the cross-correlogram of the spikes times between the two clusters, indicating that 
the spikes from the two clusters do not occur too close to each other, and would thus together 




cross-correlogram, showing that spikes from one cluster tend to occur right before or after those 
of the other, an indication of the possibility that the two clusters may contain the spikes that 
occur during different phases of a burst. This possibility must be carefully weighed against the 
alternative, that the clusters contain spikes from two different cells, and that one tends to spike 
after the other as would be the case if, for example, there was a monosynaptic connection 
between them. Usually the other available evidence (correlation coefficients, and lack of spikes 
in the refractory period) will help arbitrate between these two possibilities. (vi) Spike rasters 
indicating the relative firing rates of each cluster over the course of the experiment. Tetrode 
drift over the duration of the experiment may cause the set of clustered features to be distorted, 
resulting in the Gaussian  Mixture Model fitting clusters to the spikes at different epochs in the 
recording. This would be apparent in the spike rasters as the average firing rates being 
modulated over the course of the experiment, and these modulations being negatively correlated 
between pairs of clusters.  Again, care must be taken to distinguish this possibility from the 
alternative, that the clusters correspond to two different cells, which are preferentially 
responding to different sets of preferred stimuli that were shown during the course of the 
experiment. Knowledge of the time course of presented stimuli and inspection of the degree of 
overlap between the two clusters  (using the Posterior Probability Matrix, and visual inspection 
of the 2D spike density histograms) can help arbitrate between these possibilities. 
The merging process is complete once the operator determines that all of the remaining 
super-clusters belong to separate cells. The operator may “check” his final super-cluster 
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Supplementary Figure 1. Sample screenshots from the cluster merging software in Matlab. A . Window 
showing the current super-cluster groupings at some point during the merging process, with the mean 
waveforms from each cluster shown in different colors on the same subplots. For example, the fifth 
subplot shows that super-cluster #5 currently contains clusters that were previously labeled 10 (blue), 13 
(green) 16 (red), 18 (turquoise) and 21 (purple). The size of each colored number above each subplot is 
determined by the number of spikes in that cluster. B. 2D Density histograms, showing density of spikes 
in the 6 projections of the first 4 coordinates of the feature space in which the spikes were clustered. 
Density can be viewed on a logarithmic scale (as shown in the figure), or on a linear scale.  C. Alternate 
view of density histogram window, showing cluster density (logarithmic scale) instead of spike density, 
allowing the operator to visualize the distance and overlap between clusters. The contributions of 
individual clusters to the densities shown in B and C can be enabled/disabled individually. D-H. The 
operator can “zoom in” on a particular super-cluster, and have all the windows display only the clusters of 
the zoomed-in supercluster. The subplots D-H are shown for the zoomed-in super-cluster #5. D. Mean-
waveform  window, showing only the 5 clusters in super-cluster #5. Y-axis: voltage amplitude (mV).  E. 
Cross correlograms of the clusters in super-cluster #5. For example, the subplot in the upper left (labeled 
C(13,10) is the density of all spikes of cluster 13 binned by their distance from the spikes from cluster 10. 
In the currently selected time range (-4ms to 4ms), the lack of spikes in all the bins from -2 ms to 2 ms in 
all pairs cross correlograms between pairs of clusters is evidence that the all these clusters contain spikes 
from the same cell. F, Spike density histogram plots as in panel B (but displaying only first 2 subplots), 
showing only the spikes from super-cluster #5. From this density plot it is apparent that the spikes in the 
supercluster form a roughly unimodal distribution, even though this is not obvious from the corresponding 
cluster-density histogram (G), in which the densities of each separate subcluster of the supercluster are 
shown in different colors. H  Pairwise distance/overlap matrix, with the selected distance measure being 
the Posterior Probability. Each element Mij in the matrix is the log of the mean posterior probability of 
all the spikes in cluster i being drawn from the cluster j in the Gaussian Mixture Model. The matrix is 
also color coded with pairs that are “closer” or show more overlap are shown with a more red background, 
while pairs that are further apart have a more blue background. I Interspike interval (ISI) distribution of 
all the spikes from the clusters of super-cluster #5. This complements panel E, and shows the distribution 
of inter-spike intervals for the joint set of spikes in all clusters in super-cluster #5. J. Spike raster 
histograms, showing the average firing rate of each cluster (in super-cluster #5) across the course of the 







S1.2 Fits to Spatial Frequency Tuning Curves 
Fig. S2 shows examples of the fits of the Skewed Lognormal (SLN) curve, described in Methods 
of the main text (section ‎2.6.2), to the spatial frequency tuning curves of 5 representative cells. 
When fitting the function to the spatial frequency curve, we constrained the peak of the 
function (rmax) to be no more than 1.5 times the maximum value in the tuning curve. Most of 
the time (more than ≈90% of the time), this constraint does not affect the fitted parameters at 
all. Occasionally, however, this constraint is necessary to obtain a plausible fit to the tuning 
curve. The example in panel Fig S2E illustrates when this constraint is necessary: for tuning 
curves where there are very few (1-2) samples around the peak, and/or the fitted value of fopt   
(the optimal spatial frequency) falls close to halfway between two of sampled spatial frequencies. 
If the fit is not constrained, the fitted SLN curve can then sometimes take on large values of 






Figure S2: Fits to Spatial Frequency Tuning Curves 
 
Supplementary Figure 2. A-D. Examples of the fits of a skewed log-normal curve to measured spatial 
frequency tuning curves. Blue points indicate average firing rates measured at 10 spatial frequencies, spaced 
apart evenly on a logarithmic scale from 0.1 to 4.0 cyc/deg.  Error bars show standard error of the mean. Red 
curve indicate the fit of the SLN (Skewed LogNormal) function. Black dotted line illustrates our measure of the 
width of the tuning curve: it is plotted halfway between rbkg  and rmax (the fitted values of the baseline and 
peak values of the SLN function), and intersects the SLN curve at flo and fhi,  the spatial frequencies higher and 
lower than the peak that gave half-maximal responses. We defined the width of the SLN curve as 
Bl = log2(fhi/flo) = log2(fhi) – log2(flo). Because the scale of the x axis is logarithmic in base 10, the width of the 
dotted black line is in the plot above is Bl × log102.  E. Example of a case where constraining the height of the 
peak of the tuning curve (rmax) was necessary for the fit to return plausible parameters. Red curve: SLN fit 
obtained by constraining rmax to be no more than 1.5 times the maximum value in the tuning curve. Green 
curve: SLN fit obtained without imposing this constraint.   
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S2. Supplementary Results: 
S2.1 Degree of Tuning Analysis with spontaneous 
activity subtracted: 
In the main text, we considered the orientation tuning curves and direction selectivity without 
subtracting the spontaneous activity, in line with recent works that have measured orientation 
tuning using this definition (e.g., Alitto and Usrey 2004; Ringach, Hawken et al. 2003). 
However, since other investigators have considered the stimulus-induced response, which is the 
spontaneous-subtracted definition, we have repeated our analysis for the spontaneous subtracted 
responses.  
When we measure of orientation tuning width and direction selectivity with spontaneous 
subtracted, we rectify the orientation tuning curve rk, setting any negative responses to zero. 
This is because, as described in Methods, for some purposes we wished to treat the set of 
responses rk as a distribution over k to compute its statistics, which required that rk be non-
negative. More generally, there is no obvious and consistent way to incorporate negative 
responses in computing a tuning width. For example, should negative responses at orientations 
far from the preferred decrease the tuning width (as in Eq. 3 in the main text); or increase the 
tuning width (as in a formula that measures the spread of responses without regard for the sign 
of those responses); or even yield a number for tuning width that is imaginary or complex and 
thus meaningless (as in the formulae for σcirc−1 and σcirc−2, see main text)? Different plausible 





S2.1.1  Additional Cell Selection Criterion: Response 
significantly higher than spontaneous 
To analyze the responses of cells with the spontaneous-subtracted measure, we could only use 
cells whose responses were reliably above spontaneous levels. We encountered a small number of 
cells that were otherwise acceptable (were well tuned for orientation and had reproducible 
responses), but for which tuning was achieved by suppression of responses to non-preferred 
stimuli, while responses to preferred stimuli were at or only slightly above spontaneous levels. 
We could not apply our analysis of to the spontaneous-subtracted responses of these cells, since 
the rectification would set most or all of the responses to zero. Thus, we restrict our analysis of 
the spontaneous subtracted responses to cells for which the response to their preferred stimulus 
was significantly higher than their spontaneous activity. 
We devised the following test by which to determine whether the response of a cell to its 
preferred stimulus was significantly higher than its spontaneous activity. Our null hypothesis is 
that the preferred stimulus-evoked activity could have been obtained simply by randomly 
sampling from the response of the cell during spontaneous activity. To test this hypothesis, we 
cannot simply compare the mean spontaneous activity to the mean preferred-stimulus-evoked 
response, as the preferred stimulus, by definition, is taken as the maximum across all responses, 
which necessarily introduces a bias towards a higher value. Instead, to make a fair comparison, 
we must take a maximum over the same number of samples of spontaneous activity, using the 




As described more fully in Methods, to characterize the response of a cell to the presented 
grating stimuli, we first calculated the optimal post-stimulus window for that particular cell, 
with length L. The firing rate for each stimulus was calculated as the number of spikes 
produced by the cell in this post-stimulus window, divided by L.  For the purposes of selecting 
the preferred orientation and spatial frequency for a cell, we consider the response to all possible 
combinations of orientation and spatial frequency, averaging over Nphase phases and over Npres 
presentations of each stimulus. Thus, the average response of the cell to each stimulus is 
determined by its firing rate during the Nphase windows of length L, averaged over all Npres 
presentations. The preferred stimulus was the combination of orientation and spatial frequency 
for which this firing rate was the highest.  
We performed these same steps on the spontaneous activity, which we obtained from the 
sections of the experiment when no stimulus was shown (the first 250 ms after any stimulus was 
skipped to exclude any residual stimulus-driven activity). We binned the spikes obtained during 
spontaneous activity into bins of size Nphase × L; took Nstim samples (with replacement) from 
these bins, each representing one “pseudo-stimulus”; repeated this Npres times; and determined 
the pseudo-stimulus with maximum average firing rate. The Npres firing rates to this pseudo-
stimulus with maximal average firing rate served as our control distribution. To increase the 
robustness of the control, we repeat this process Nrep = 1000 times, giving a control distribution 
of Npres × Nrep firing rates. 
We then assessed whether the stimulus-evoked response was significantly higher than 




repetitions of the preferred stimulus (i.e. the preferred orientation and spatial frequency, 
averaged over phase), that averaged together had a firing rate rstim.  We also considered 
{Rspont}, the set of Npres × Nrep samples of spontaneous activity. We then used a Mann-Whitney 
U-test to test whether the values in {Rstim} were consistently larger than the values in {Rspont}. 
We considered the cell to have firing rate significantly above spontaneous if the median of 
{Rstim} was significantly greater than the combined {Rspont} distributions, with significance level 
p < 0.01.  
From a total of 1091 (537) cells responding to drifting (flashed) gratings, 867 (347) cells, 
or 79.5% (64.6%), had responses significantly higher than spontaneous levels  according to this 
test. When combined with the original three acceptance criteria (significant orientation tuning, 
reproducible responses across trials, and a good fit of the orientation tuning curve to a 
Gaussian), a total of 703 (287), or 64.4% (53.4%) satisfied all four criteria. This is compared to 
the 761 (337) cells, or 69.8% (62.8%) that satisfied the original three criteria. 
 
S2.1.2  Results 
We expected the primary effect of subtracting spontaneous activity to be seen in our global 
orientation width,   lobal
 RI , and the direction selectivity index, DSI. The   lobal
 RI  measure is the 
standard deviation of responses in the orientation tuning curve, treated as a distribution. 
Because the standard deviation of responses is strongly increased by having a greater proportion 
of values in the tails of the distribution, we expect that that   lobal
 RI  would be substantially 




distribution being reduced by a much greater proportion than values at the peak. Conversely, 
the DSI tends to increase when spontaneous values are subtracted. This is because spontaneous 
activity contributes equally to preferred-direction and opposite-direction responses, and so tends 
to make them more equal. Our local measure of orientation tuning width,  Local
 RI  is the width of 
a fitted Gaussian tuning curve (Eq. 2) in the main text, which contains a constant term that 
absorbs any effect of raising or lowering the tuning curve by a constant. Most of the effect of 
subtracting the spontaneous value will come from setting some of the values on the tails of the 
orientation tuning curve to zero during rectification, which usually has only a minor effect on 
the overall shape of the peak of the tuning curve. The same argument applies to our measure of 
spatial frequency tuning width,   , which is also a local measure based on the width of the peak 
of a fitted function to the spatial frequency tuning curve, and should not be affected by 
subtracting spontaneous levels. We report the statistics of  Local
 RI  using the spontaneous-
subtracted responses for the purpose of comparison with   lobal
 RI , but we do not report the 
statistics for   , as the effects are negligible.  
 
3.2.1 Orientation Tuning W idth 
The distributions of orientation tuning width with spontaneous-subtracted are summarized in 
Table S1. (cf. Table 1 of the main paper for spontaneous included responses). As 
expected,  lobal
 RI  is noticeably reduced when spontaneous activity is subtracted. For example, 
the median is reduced by about 14% (21%) for drifting (flashed) gratings, from 28.4° to 24.4° 
(31.9° to 25.2°).  Local
 RI , however, is much less affected, with the median being reduced by only 




The scatterplots of pairs of orientation tuning widths after subtracting spontaneous 
activity are shown in Fig. S3 (cf. Fig. 1 in main text), while the cumulative distributions of 
differences are shown in Fig. S4 (cf. Fig 2 in the main text).  The median and mean ratios for 
orientation tuning widths are reported in Table S3 (cf. Table 3 of the main text). We found that 
measures of clustering of   lobal
 RI  were significantly reduced when spontaneous activity is 
subtracted: the median ratio is reduced by 8.1% (9.9%) from 1.48 to 1.36 (1.32 to 1.19), and the 
mean ratio is reduced by 5.1% (8.9%), from 1.36 to 1.29 (1.24 to 1.13), although they are still 
statistically significant (p < 10
-4
 for drifting gratings, p < 0.004 for flashed gratings). These 
reductions in the median and mean ratios are presumably due to removing the element of 
clustering of   lobal
 RI  that is inherited from clustering of spontaneous activity (discussed below, 
Section ‎S2.4). The median ratios of  Local
 RI , on the other hand, are only slightly affected. In fact, 
the median ratio increases slightly, by 2.8% (2.6%) while the mean ratio decreases by about 
1.8% (0%). 
 
3.2.2 Direction Selectivity 
As mentioned above, we expect subtracting spontaneous activity to increase the direction 
selectivity index. A comparison of Table 1 with Table S1 indicates that this is indeed the case: 
the median DSI is increased by 26.8% (from 0.41 to 0.52), and the mean is increased by about 
15.6% (from 0.45 to 0.52). However, the clustering indices (median and mean ratios) remain 
unchanged: the median and mean ratios are changed by less than 1%. This is in contrast to the 
median and mean ratios of   lobal
 RI , which were reduced by subtraction of spontaneous activity, 




activity. The difference presumably arises due to the larger effect that removing spontaneous 
activity has on the flanks of the orientation tuning curve (at the non-preferred orientations), 
which has a significant effect on the clustering of   lobal
 RI , as discussed above. With DSI, the set 
of directions opposite to the preferred often produces many spikes (unless the cell is strongly 





Table S1: Distribution of Cell Parameters  
 
Parameter Mean Std Median P25 P75 N of cells 
Orientation Width / Direction Selectivity (Spontaneous subtracted) 
w lobal
 RI  24.4° / 25.2° 10.0° / 10.0° 23.2° / 24.6° 16.4° / 17.9° 32.7° / 31.8° 703 / 285 
wLocal
 RI  19.1° / 18.6° 9.7° / 9.3° 17.2° / 17.0° 11.9° / 11.4° 23.7° / 23.9° 703 / 285 
DSI 0.52 0.31 0.52 0.24 0.82 703 
Responses at Null Orientation 
 spont  (sp/s) 1.46 / 3.00 3.18 / 4.91 0.27 / 0.84 0.036 / 0.13 1.23 / 3.35 761 / 336 
 Total
     (sp/s) 1.81 / 3.45 3.97 / 6.03 0.32 / 1.11 0.042 / 0.31 1.38 / 3.96 761 / 336 
 Stim
     (sp/s) 0.35 / 0.45 2.74 / 5.40 0.0004 / 0.056 -0.15 / -0.44 0.36 / 0.56 761 / 336 
 spont  (rel) 0.092 / 0.15 0.18 / 0.19 0.027 / 0.070 0.0036 / 0.014 0.10 / 0.20 761 / 336 
 Total
     (rel) 0.090 / 0.15 0.13 / 0.16 0.033 / 0.10 0.0040 / 0.030 0.12 / 0.24 761 / 336 
 Stim
     (rel) -0.0012 / 0.0080 0.15 / 0.16 0.00007/0.0047 -0.015 / -0.032 0.033 / 0.055 761 / 336 
 
Supplementary Table 1: Statistics for distributions related to orientation width and direction 
selectivity for spontaneous-subtracted responses, and for responses at the null orientation (90° from 
preferred) for measures. For responses at the null orientation,  Total
    indicates the value of the fitted 
Gaussian tuning  ( )curve at      , while  Stim
    is defined as  Total
          . Values are given in 
absolute terms (in spikes/sec) and relative to the peak of the orientaion tuning curve (i.e. dividing by 
 ( ) in Eq. X). Note that this peak represents a fit to the response at the preferred orientation averaged 
over both directions, so it is typically less than the response to the best direction. Two numbers 
separated by a slash indicate statistics for cells responding to drifting and flashed gratings, respectively. 
Direction selectivity could only be studied for drifting gratings, so only one number is given. 









Table S2: Distributions of Differences 
Parameter Mean Std Median P25 P75 N of items 
Orientation (spontaneous subtracted) 
w lobal
 RI : 
Same-site 8.9° / 10.0° 7.1° / 8.0° 7.3° / 8.1° 3.3° / 3.6° 12.8° / 14.8° 971 Pr; 648 Cl / 384 Pr; 240 Cl 
Diff-site 11.5° / 11.3° 8.3° / 8.3° 9.9° / 9.7° 4.6° / 4.5° 17.0° / 16.4° 245782 Pr;  / 37842 Pr;  
wLocal
 RI : 
Same-site 8.1° / 8.8° 7.2° / 7.8° 5.7° / 6.8° 2.6° / 3.2° 11.7° / 11.9° 971 Pr; 648 Cl / 383 Pr; 238 Cl 
Diff-site 10.5° / 9.7° 8.9° / 8.0° 8.1° / 7.7° 3.7° / 3.5° 14.8° / 13.8° 245782 Pr;  / 37292 Pr;  
Pref Ori 
Same-site 19.6° / 21.3° 18.6° / 23.0° 13.8° / 12.3° 6.0° / 5.3° 27.8° / 24.8° 971 Pr; 648 Cl / 384 Pr; 240 Cl 
Diff-site 45.1° / 45.2° 26.1° / 26.7° 45.2° / 45.3° 22.4° / 21.5° 67.8° / 68.9° 245782 Pr;  / 37842 Pr;  
Direction (spontaneous subtracted) 
DSI 
Same-site 0.33 0.26 0.27 0.10 0.53 971 Pr; 648 Cl 
Diff-site 0.36 0.26 0.32 0.14 0.55 245782 Pr;  
Pref Dir 
Same-site 76.0° 71.5° 32.9° 10.7° 159.4° 971 Pr; 648 Cl 
Diff-site 89.8° 51.9° 89.5° 44.9° 134.6° 245782 Pr;  
Responses at Null Orientation 
 spont  (sp/s) 
Same-site 1.67 / 3.28 3.76 / 5.08 0.30 / 1.00 0.05 / 0.20 1.47 / 3.87 1120 Pr; 714 Cl / 532 Pr; 309 Cl 
Diff-site 2.28 / 4.26 3.88 / 5.49 0.67 / 1.89 0.17 / 0.53 2.60 / 6.02 288060 Pr;  / 55748 Pr;  
 Total
    (sp/s) 
Same-site 1.83 / 3.95 3.58 / 7.44 0.36 / 1.22 0.10 / 0.25 1.52 / 4.07 1120 Pr; 714 Cl / 532 Pr; 309 Cl 
Diff-site 2.86 / 4.82 4.83 / 7.04 0.76 / 2.11 0.19 / 0.62 3.02 / 5.83 288060 Pr;  / 55748 Pr;  
 Stim
    (sp/s) 
Same-site 1.50 / 3.82 3.02 / 7.83 0.40 / 0.80 0.12 / 0.21 1.43 / 3.57 1120 Pr; 714 Cl / 532 Pr; 309 Cl 
Diff-site 1.99 / 3.82 3.33 / 6.60 0.70 / 1.37 0.22 / 0.42 2.27 / 4.23 288060 Pr;  / 55748 Pr;  
 spont  (rel) 
Same-site 0.10 / 0.15 0.17 / 0.20 0.03 / 0.07 0.01 / 0.01 0.11 / 0.19 1120 Pr; 714 Cl / 532 Pr; 309 Cl 
Diff-site 0.13 / 0.18 0.21 / 0.19 0.06 / 0.12 0.02 / 0.04 0.15 / 0.26 288060 Pr;  / 55748 Pr;  
 Total
    (rel) 
Same-site 0.08 / 0.13 0.11 / 0.14 0.04 / 0.08 0.01 / 0.02 0.11 / 0.19 1120 Pr; 714 Cl / 532 Pr; 309 Cl 
Diff-site 0.12 / 0.17 0.13 / 0.15 0.07 / 0.12 0.02 / 0.05 0.18 / 0.26 288060 Pr;  / 55748 Pr;  
 Stim
    (rel) 
Same-site 0.09 / 0.14 0.14 / 0.19 0.04 / 0.07 0.01 / 0.02 0.11 / 0.19 1120 Pr; 714 Cl / 532 Pr; 309 Cl 
Diff-site 0.12 / 0.15 0.17 / 0.16 0.06 / 0.09 0.02 / 0.03 0.14 / 0.21 288060 Pr;  / 55748 Pr;  
 
Supplementary Table 2: Statistics for pairwise differences between cells for measures related to and 
orientation and direction (with spontaneous subtracted), and for spontaneous activity levels and responses 
at the null orientation. As in Table 2 in the main text, statistics are given for within-site distributions 
(differences between pairs recorded at the same site, “same-site”) and between-site distributions 
(differences between pairs recorded at different sites, “diff-site”. For orientation and spatial frequency 
measures, numbers from responses to both drifting and flashed gratings are given, separated by a slash. 
“Difference” between two measured values means: for preferred orientations (directions), the absolute 
value of the smallest distance between the two values around a circle of 180° (360°); for preferred spatial 
frequencies, the absolute value of the log2 of the ratio of the two values; and for DSI, difference in spatial 
frequency tuning width, and differences in responses at the null orientation, the absolute value of the 








Table S3: Clustering Statistics 
Degree of Tuning comparisons (Spontaneous Subtracted) 
Parameter Med Ratio P(Med Ratio) Mean Ratio P(Mean Ratio) KS statistic P(KS Stat) 
w lobal
 RI : 1.36 / 1.19 <10-4 / 0.006 1.29 / 1.13 <10-4 / 0.004 0.2 / 0.09 <10-4 / 0.005 
wLocal
 RI  1.42 / 1.14 <10-4 / 0.03 1.30 / 1.10 <10-4 / 0.03 0.1 / 0.09 <10-4 / 0.006 
Pref Ori 3.28 / 3.69 <10-4 / <10-4 2.30 / 2.12 <10-4 / <10-4 0.5 / 0.5 <10-4 / <10-4 
DSI 1.20 <10-4 1.09 0.0005 0.08 0.0002 
Responses at Null Orientation 
Parameter Med Ratio P(Med Ratio) Mean Ratio P(Mean Ratio) KS statistic P(KS Stat) 
 spont  (sp/s) 2.19 / 1.89 <10
-4 / <10-4 1.36 / 1.30 <10-4 / 0.0006 0.2 / 0.1 <10-4 / <10-4 
 Total




 1.56 / 1.22 <10
-4






     (sp/s) 1.75 / 1.71 <10-4 / <10-4 1.33 / 1.00 <10-4 / 0.5 0.2 / 0.1 <10-4 / <10-4 




 1.35 / 1.22 <10
-4






     (rel) 1.70 / 1.55 <10-4 / <10-4 1.45 / 1.27 <10-4 / <10-4 0.1 / 0.1 <10-4 / <10-4 
 Stim
     (rel) 1.68 / 1.32 <10-4 / 0.0004 1.33 / 1.05 <10-4 / 0.2 0.1 / 0.1 <10-4 / <10-4 
 
Supplementary Table 3: Statistics for indices of clustering of orientation and direction with spontaneous 
subtracted, and for spontaneous activitiy and responses at the null orientation. Median and mean ratios are ratios of 
the median or mean for the between-site distribution to that of the within-site distribution; significance is determined 
by a randomization test, see Methods of main text. P(KS Stat) is the probability of the observed KS statistic, 










Supplementary Figure 3. Scatterplots of orientation tuning width for pairs of simultaneously 
recorded cells, using spontaneous subtracted responses. Left columns,   lobal
 RI ; right columns, 
 Local
 RI . Top row, responses to drifting gratings; bottom row: responses to flashed gratings.  
  








































































Supplementary Figure 4. Cumulative distributions of differences of orientation tuning widths 
of simultaneously recorded cell pairs, (“within-site diffs”, blue circles, solid lines) and of pairs of 
cells from different sites (“Between-site diffs”, red squares, dashed lines). Orientation tuning 
curves are calculated used the spontaneous-subtracted response. Y-axis value shows fraction of 
cell pairs having a difference less than or equal to the X-axis value. Left columns,   lobal
 RI ; right 
columns,  Local
 RI . Top row: responses to drifting gratings. Bottom row: responses to flashed 
gratings. Insets: within-site probability distribution (blue) and between-site probability 
distribution (red). 
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Supplementary Figure 5. A . Scatterplot of direction-selectivity index (DSI) of 
simultaneously recorded cell pairs. B. Cumulative distribution of differences in DSI between 
simultaneously recorded cell pairs (blue circles, solid lines) or between-site pairs (red squares, 
dashed lines). Inset: within-site probability distribution (blue) and between-site probability 
distribution (red). 
  





























































S2.2 Outliers for differences of orientation with 
multiunits  
Figure S6 shows scatterplots illustrating the properties of a set of cells that differ in their 
preferred orientation from the site’s multiunit by more than 45°. 




Supplementary Figure 6. Scatterplot of a cell’s difference in preferred orientation from the multiunits 
at its site, in degrees (horizontal axis; as in Fig. 4B) vs. (A,D) the cell’s global orientation width, (B,E) 
the cell’s local orientation tuning width   lobal
 RI ; (C,F) the width of the cell’s waveform (from negative 
peak to positive peak). Top row: cells responding to drifting gratings. Bottom row: cells responding to 
flashed gratings. Blue crosses: typical cells (with a preferred orientation that differed from that of the 
site’s multiunits less than 45°); red triangles: outlier cells (differed from multi-units more than 45°). The 
p-value for a Mann-Whitney U test is shown above each plot, comparing the distributions of the cell 
property on the Y-axis between the typical cells. and outlier cells.  




























































































































































S2.3  Relationship between Orientation Selectivity 
and Direction Selectivity 
Figure S7 shows a scatterplot of the global and local measures of orientation tuning width 
(    
       and     
      respectively) vs. direction selectivity index (DSI). In the main text, we 






Figure S7: Orientation Selectivity vs. D irection Selectivity  
 
 
Supplementary Figure 7. Scatterplots of global (    
      , left column, A,C ) and local (    
     , 
right column, B,D) measures of orientation tuning width vs. direction selectivity index (DSI). 
Top row uses background-included response measure, bottom row uses background-subtracted 
response measure. 
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S2.4 Clustering of Spontaneous Activity and 
M easures of Response at Non-Preferred 
Orientations 
As mentioned in the main text, we considered several measures of response at 90° from the 
preferred orientation. Because we were not able to draw firm conclusions about clustering from 
these studies, we present this data here in the supplement. As emphasized by various modeling 
and experimental studies (Lauritzen and Miller 2003; McLaughlin, Shapley et al. 2000; Ringach, 
Hawken et al. 2003; Troyer, Krukowski et al. 1998), in cortical cells receiving strong input from 
the lateral geniculate nucleus (LGN), the width of the peak of the orientation tuning curve is 
likely to be determined by the arrangement of the LGN inputs to the cell, but the suppression 
of responses at orientations far from the peak requires strong feedforward inhibition. The global 
measure of orientation tuning width constitutes one means of trying to assay the strength of this 
suppression, but a more direct measure is to look at responses 90° from the preferred 
orientation, which we will refer to as the “null” orientation. ( f course, the majority of V1 cells, 
and hence most likely the majority of our sampled cells, do not receive strong input from the 
LGN, but nonetheless, the above motivates examination of the response to a null stimulus.) We 
looked at two measures of responses to the null orientation. These measures are based on the fit 
of a  aussian plus a constant to the cell’s orientation tuning curve (Eq. (8(8) in the main text): 
 ( )   (
 (       )
 
   
)    
One of the measures we used,  Total
   , represents the total response at 90°, including spontaneous 




response measure. The other measure,  Stim
   , represents the stimulus-induced component of the 
response at 90° and is given by  Total
     spont, where  spont is the cell’s mean spontaneous 
activity.  Total
    is necessarily nonnegative.  Stim
    can be negative, representing stimulus-induced 
inhibition, but it is limited to be no more negative than   spont. That is,  spont sets a limit to 
the degree to which inhibition is visible in extracellular recording. We measured each of these 
quantities, and  spont, both absolutely, in spikes/sec, and relative to the peak of the orientation 
tuning curve, that is, relative to f(0). Statistics of the distributions of these six quantities are 
given in Table S1 of this supplement, and of their pairwise differences and degree of clustering 
in Tables S2 and S3. As can be seen from Table S3,  spont is highly and significantly clustered, 
both by the median and mean ratios, whether we use absolute or relative firing rates (clustering 
indices range from 1.2 to 2.19, all signifiance values are p < 10-3).  This is hardly surprising: as 
any physiologist working in anesthetized animals knows, the global state of the cortex and thus 
the overall degree of spontaneous activity changes from time to time throughout an experiment, 
and so one expects sites recorded at some times to show more overall spontaneous activity than 
sites recorded at other times. We did not record multiple sites at the same time, so we cannot 
say whether spontaneous activity is spatially clustered at a single time. Table S3 also shows 
that  Total
   , the total response to the null orientation including spontaneous, shows significant 
clustering. The real quantity of interest is  Stim
   , the stimulus-induced response to the null 
orientation, which, for cells receiving strong LGN input, is predicted to reflect the overall 
strength of inhibition received (Troyer, Krukowski et al. 1998; McLaughlin, Shapley et al. 2000). 
 Stim




gratings, as does the mean ratio for flashed gratings, with ratios ranging from 1.3 to 1.75 (p < 
10
-4
 in all cases), , with mean ratios of 1.33 (absolute and relative). Curiously, however, the 
mean ratio is not significantly clustered at all for flashed gratings (mean ratio 1.00 (absolute) or 
1.05 (relative), p > 0.2). 
Unfortunately, we cannot conclude much from these results, because clustering of  spont 
can induce an apparent clustering of  Stim
   .  Stim
    is measured as a difference of two quantities 
that are correlated within sites,  spont and  Total
   ; as such, one expects  Stim
    to inherit their 
correlations. To state the problem another way, imagine that there is a “true”  
Stim-true
   , the 
stimulus-induced response we would see if we first artificially raised the background firing level 
sufficiently high to fully see any inhibition; and that what we measure is 
 Stim
       ( 
Stim-true
      spont). Locations where  spont tends to be small allow positive or 
weakly negative values of  Stim
   , while locations where  spont is larger allow more strongly 
negative values of  Stim
   . Thus, on average  Stim
    would be smaller at the latter sites, and thus 
appear to be clustered, even if there were no clustering of  
Stim-true





S2.5 F1/DC ratios 



















































































































































Supplementary Figure 8. Distribution of F1/DC ratios for cells studied with drifting and flashed 
gratings. A . Distribution for the 518 cells studied using drifting gratings of the optimal orientation and 
spatial frequency for the cell. 239 cells had F1/DC ratio > 1 and so were classified as simple, while the 
remaining 279 were classified as complex. B. Representative example of the phase tuning curve of a 
complex cell, averaged over all cycles of the drifting grating of the preferred orientation and spatial 
frequency. The phase tuning curve is smoothed by convolution with a Gaussian kernel with a width of 1.5 
bins (=12.5 ms). Dotted lines indicate s.e.m. over all cycles. C. Example of the phase tuning curve of a 
simple cell.  D. Distribution for the 336 cells studied using flashed gratings of the optimal orientation and 
spatial frequency for the cell. There were 122 simple cells and 225 complex cells. E. Example phase tuning 
curve of a complex cell sampled at 8 spatial phases. Error bars indicate s.e.m. over all presentations. 





S2.6 Clustering of properties according to 
simple/complex cell classification  
In the main text, we described our method for testing how cell type (simple or complex) affected 
measures of clustering. We found a number of idiosyncrasies in the clustering of various cell 
properties according to cell type, which were not always consistent between drifting and flashed 
gratings, and for which we do not have a clear interpretation. 
For example, we mentioned that, at least in response to flashed gratings clustering of 
preferred orientation was the strongest for pairs of simple cells (SS), slightly less for with 
simple/complex pairs (SC), and weakest for pairs of complex cells (CC). (Median ratios: 
SS: 4.46, SC: 3.92, CC: 2.66). However, the same is not true for responses to drifting gratings. 
The median ratio for SC pairs were still relatively high, but SS pairs had a median ratio that 
was comparable with CC pairs (Median ratios: SS: 2.95, SC: 3.22, CC:2.96, Significance tests: 
SC>SS: p < 10-3. SC > CC: p < 10-3. SS≈CC: p = 0.8).  
For some properties, we found a weak tendency for same-type pairs  (SS or CC) to be 
more clustered than mixed-type (SC) pairs. One example was   lobal
 RI , measured in response to 
drifting gratings (Median Ratios: SS: 1.65, CC: 1.43, SC:1.37.  SS>SC, p = 0.003,  CC≈SC: 
p = 0.5; SS > CC, p = 0.02). The same was true for DSI  (Median Ratios: SS: 1.3, CC: 1.27, 
SC:1.07.  SS>SC, p = 0.03,  CC>SC, p = 0.04,  SS≈CC, p = 0.8). However, differences in local 
orientation width ( Local
 RI ) showed the opposite effect: same-type pairs exhibited less clustering 
than mixed-type pairs  (Median Ratios: SS: 1.30, CC: 1.27, SC:1.48.   SS<SC: p = 0.06. 




Again, not all of these observations were the same for responses to flashed gratings, so it 
is unclear whether these tendencies reflect a genuine clustering bias among simple/complex cells, 




Table S4: Properties of Simple and Complex Cells  
 
 Median Mean 
Property Simple Cells 
Complex 
Cells 
P value  
(U -test) 
Simple Cells Complex Cells 
P value  
(t-test) 
 w lobal
 RI  23.7° / 28.2° 31.4° / 35.4° 10-12/10-6 24.9° / 28.0° 30.8° / 33.8° 10-12 / 10-6 
wLocal
 RI  16.3° / 16.6° 19.0° / 18.1° 10-4 / 0.1 17.9° / 18.3° 21.2° / 20.3° 10-6 / 0.06 
Pref Ori 99.1 / 96.6 80.2 / 80.2 0.004 / 0.2 93.66 / 86.02 82.64 / 78.87 0.004 / 0.2 
DSI 0.52 0.32 10-10 0.53 0.39 10-10 
SF Width 1.61 / 1.03 1.62 / 1.29 0.9 / 10-4 1.69 / 1.10 1.71 / 1.36 0.9 / 10-4 
Pref SF 0.42 / 0.42 0.58 / 0.50 10-9/ 0.005 0.50 / 0.44 0.70 / 0.55 10-8 / 0.001 
 
Supplementary Table 4. Statistics of properties of simple and complex cells, responding to 
drifting or flashed gratings, showing medians and means of each property, as well as statistical 








Table S5: Clustering of cell properties  
















p(SS≠CC) p(SS≠SC) p(CC≠SC) 
w lobal
 RI  1.45 / 1.29 1.65 / 1.23 1.43 / 1.62 1.37 / 1.07 0.02 / 0.02 0.003 / 0.3 0.5 / <10-4 
wLocal
 RI  1.36 / 1.11 1.30 / 0.99 1.27 / 1.08 1.48 / 1.24 0.8 / 0.6 0.06 / 0.09 0.04 / 0.2 
Pref Ori 3.07 / 3.29 2.95 / 4.46 2.96 / 2.66 3.22 / 3.92 0.8 / <10-4 0.0008 / 0.002 0.0005 /<10-4 
DSI 1.20 1.30 1.27 1.07 0.8 0.03 0.04 
SF Width 1.13 / 1.24 1.07 / 1.43 1.06 / 1.29 1.27 / 1.10 0.9 / 0.6 0.06 / 0.1 0.03 / 0.3 











p(SS≠CC) p(SS≠SC) p(CC≠SC) 
w lobal
 RI  1.34 / 1.23 1.47 / 1.16 1.34 / 1.39 1.27 / 1.07 0.03 / 0.03 0.0008 / 0.4 0.2 / 0.0003 
wLocal
 RI  1.28 / 1.12 1.26 / 1.12 1.14 / 1.07 1.48 / 1.16 0.1 / 0.7 0.002 / 0.7 <10-4 / 0.3 
Pref Ori 2.14 / 2.13 2.19 / 2.93 1.98 / 1.89 2.34 / 2.37 0.0002 /<10-4 0.0009 /<10-4 <10-4 / <10-4 
DSI 1.08 1.18 1.14 0.97 0.5 0.0002 0.003 
SF Width 1.11 / 1.30 1.12 / 1.45 1.05 / 1.25 1.16 / 1.40 0.4 / 0.3 0.6 / 0.8 0.1 / 0.2 
Pref SF 1.22 / 1.13 1.35 / 1.62 1.22 / 1.17 1.15 / 0.96 0.05 / 0.02 0.004/0.0006 0.2 / 0.1 
 
Supplementary Table 5. Median Ratios and mean ratios of between-site distributions and 
within-site distributions for various cell properties, computed separately for SS (simple-simple) 
pairs, SC and CC pairs. Statistical significance (last 3 columns) is calculated by a 
randomization test, where simple and complex cells are randomly (but separately) shuffled 









S3. Supplementary Discussion 
S3.1 Comparison to Previous Studies of Clustering 
of Preferred Stimuli 
The local variability we found in preferred stimuli is similar to that found in previous studies 
(Albus 1975; Lee, Albus et al. 1977; Tolhurst, Dean et al. 1981; Tolhurst and Thompson 1982; 
Berman, Wilkes et al. 1987; Maldonado and Gray 1996; DeAngelis, Ghose et al. 1999; 
Hetherington and Swindale 1999), although we find somewhat more local variability of preferred 
spatial frequency. 
Using tetrodes, Maldonado and Gray (1996) found a mean pairwise difference in 
preferred orientation in response to drifting gratings of 19.7°, and median of 10.7° (the numbers 
were stated differently at some points in the paper, but these are the correct values, 
P. Maldonado, private communication), while Hetherington and Swindale (1999) reported a 
mean ± stdev of 15.4°±17.0°, with a median of 9.42°. Our findings of a mean ± stdev of 21.0° 
±20.0° and a median of 14.6° seem quite similar to the former findings, although the latter are 
about 25-35% smaller. It is possible that differences may relate to differences in cell selection 
criteria, for example Hetherington and Swindale (1999) ruled out cells that did not demonstrate 
“good orientation tuning” (not otherwise defined). Lee et al. (1977, Fig. 1A) reported a 
considerably wider distribution of pairwise differences in preferred orientation of cells recorded 
within 50 μm of one another in penetrations perpendicular to the cortical surface. Their data 




20°), with about 10% of cells showing differences of 80-90°. Albus (1975, Fig. 9A) show a 
distribution of pairwise orientation differences of cells recorded simultaneously on a single 
electrode that appears quite similar to that reported here. Berman et al. (1987, Figs. 4A and 
7A) reported a narrower distribution of pairwise orientation differences of cells recorded within 
200 μm of one another in vertical penetrations in V1, with about 60% of pairs showing 
differences of 10° or less (compare our median of 14.9°) and 79% showing differences of 20° or 
less (compare our P75 of 29.1°). DeAngelis et al. (1999, Fig. 11) also reported what appears to 
be a narrower distribution of pairwise orientation differences for simple cells recorded 
simultaneously on a single electrode, although differences in presentation format make direct 
comparison difficult. However, they studied far fewer pairs (45 in adults, 21 in kittens), so that 
the tail of the distribution we observed may not have been well sampled. The one statistic that 
can be compared directly is the median ratio, which they found to be 4.0 in kittens (4 weeks of 
age) and 5.8 in adult cats, vs. the value of 3.1 / 3.3 that we found for drifting / flashed gratings. 
At least for flashed gratings, when we restricted our analysis to pairs of simple cells (like 
DeAngelis et al), we obtained a median ratio of 4.4, that was closer to their results, although for 
drifting gratings the median ratio we obtained was even lower (2.9). We studied young cats, 
aged 3 to 6 months, and so one interpretation is that our results roughly agree with the kitten 
results and that the distribution may become tighter in more mature animals. However, all of 
the other studies just discussed involved adult cats, so it seems more likely that the difference is 
one of methods or small samples rather than the ages of the cats studied. Methodological 




involved in recording a second cell on a single electrode; the fact that Albus (1975) saw a 
broader distribution using single electrodes (but with many more pairs, potentially avoiding 
sampling problems) suggests that selection and/or small-sample effects rather than seeing 
distance might be involved. 
Tolhurst et al. (1981, Fig. 1A) studied the differences in preferred direction of pairs of 
cells recorded within 100 μm of one another, with results much like those found here (except 
that they found a proportionately larger number of neurons with intermediate orientation 
differences of 45-135°, presumably because of the greater distances between the cells). In 
particular, they report that “twice as many neurone pairs preferred the same direction as 
preferred opposite directions”, i.e. 1/3 prefer opposite directions. Similarly, DeAngelis et al. 
(1999) reported, for pairs of simple cells recorded simultaneously on a single electrode, that 25 of 
66 pairs (38%) preferred opposite directions of motions. These results agree well with our 
finding that about 41% of cell pairs showed direction differences of greater than 90°. Berman et 
al. (1987, Fig. 6A) found far lower variability in preferred direction, just as they found for 
preferred orientation, reporting that only 18% of pairs recorded within 200 μm of one another in 
vertically aligned penetrations in V1 had preferred directions differing by more than 90°. 
Tolhurst and Thompson (1982, Fig. 3) reported the distribution of ratios of spatial 
frequencies of pairs of neurons recorded within 100 μm of one another. They found a somewhat 
narrower distribution than we find, with a median log2 ratio of 0.33 as compared to our median 
of 0.65 for drifting gratings, and 0.57 for flashed gratings, and with proportionately fewer cells 




recorded on a single electrode, also seem to have found a narrower distribution of pairwise 
spatial frequency ratios, although as for preferred orientation a direct comparison of the 
distributions is difficult. The median ratios we obtained were much lower – they reported 2.0 for 
adult cats, we found 1.3 / 1.1 for drifting / flashed gratings – but are difficult to compare, as 
our measure of difference was log2 ratio or difference of the logs of the preferred frequencies, 
whereas theirs was simply the difference of the preferred frequencies. When we restricted 
ourselves to pairs of simple cells, as in their study, we found median ratios that were closer to 
theirs: 1.4 for drifting gratings and 1.8 for flashed gratings.  However, the precise value of the 
clustering index may not be terribly meaningful for spatial frequency, because it depends on the 
overall range of eccentricities sampled. The index is computed by comparing the distribution of 
pairwise ratios for pairs of cells recorded at single sites (within-site distribution) to the set of 
pairwise ratios for pairs of cells recorded at different sites (between-site distribution). Because 
preferred spatial frequency depends on eccentricity (e.g., Movshon, Thompson et al. 1978), the 
between-site distribution will depend on the range of eccentricities sampled, and so the 
clustering index should increase if more eccentricities are sampled. At any rate, we appear to 
have found a significantly broader distribution of preferred spatial frequencies at a single site 





S3.2 Bias in the LGN population receptive field  
In the Discussion of the main text (section ‎4.3), we considered the results of Jin et al (Jin, 
Wang et al. 2011), who found a bias in the population receptive field of LGN afferents 
(cumulative ON – cumulative OFF) towards a particular orientation and spatial phase. If 
cortical cells are randomly sampling from the population of LGN afferents with a bias for a 
particular spatial phase, we might expect this bias for to be inherited by the V1 cells. This may 
appear to be at odds with our results that simultaneously recorded V1 cells exhibited no 
correlation in preferred phase:. However, these findings may not necessarily be incompatible 
with our results, as we explain below. 
Consider a set of N cortical cells with receptive fields characterized by 2D Gabor filters, 
which all have the same center position, orientation and spatial frequency, but have random 
(uncorrelated) phases. If we simply add the filters together, the sum will have the same form as 
the original Gabor filters (since the sum of sinusoids with the same frequency is also a sinusoid 
at that same frequency). If we now consider that the ON- and OFF-subregions of each Gabor 
receive inputs from ON-center and OFF-center LGN afferents respectively, adding together the 
2D Gabor filters can represent the pooling all the LGN inputs that are connected to all of the 
cortical cells. Since the sum of the Gabor filters also has the form of a Gabor filter with the 
same orientation and spatial frequency, the population LGN receptive field (cumulative ON – 
cumulative OFF) will also have this bias for a particular spatial phase even though (by 




principle to have a bias in the LGN afferents in the absence of correlated spatial phase in the 
cortical cells. 
The caveat in this toy example is that we have assumed here that each cortical cell 
receives input from its own, distinct set of LGN cells, whereas in fact each LGN cells synapses 
on to many cortical cells. More concretely, we have built this toy model in reverse – starting off 
with the cortical cells and generating a set of LGN cells that feed into each of them. A more 
realistic model might start off with a finite set of LGN afferents (that initially have no bias for a 
specific phase), and then wire up a set of cortical simple cells (characterized by Gabor filters) 
that each connect to multiple LGN cells according to the polarity of the Gabor. We speculate 
that the axonal pruning and extensions that occur in the LGN arbors during development may 
result in a bias in the LGN population receptive field for the preferred orientation of that region 
of cortex (and, thereby, with a bias for a particular preferred phase), even in the absence of 
correlations in the cortical simple cells. Further analysis is be needed to test if such a scenario 
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Cluster Pruning: A method for reducing contaminating spikes from clusters 
obtained in extracellular recordings 
 
 
One of the difficulties encountered in analyzing data from extracellular recordings is the task of correct 
assignment of spikes to cells (“spike sorting”). This is challenging because the shapes of spikes from 
different cells form distributions that often overlap. A cluster of spikes corresponding to a putative cell 
obtained through automatic or manual spike sorting algorithms may contain spikes from other cells with 
similarly-shaped waveforms. Here we present an algorithm for preferentially removing contaminating 
spikes from other cells, thereby decreasing the level of contamination of each unit. We call this procedure 
“pruning”, as it entails removing portions of the cluster that are determined to be more likely to contain 
contaminating spikes than the cluster as a whole. This is accomplished by using pairs of spikes that 
violate the cell’s refractory period as indicators of the presence of spikes from other cells, pruning away a 
portion of the cluster containing the member of the pair that is more distant, in a suitable metric, from 
the cluster center, and carrying out such pruning in a hierarchical manner across all refractory-period-
violating pairs. The algorithm includes a heuristic to estimate the refractory period of the (putative) cell, 
even when this is not apparent from the distribution of interspike intervals (ISIs). Testing of the 
algorithm on data in which “ground truth” is known shows excellent performance, for example on average 
giving a percentage reduction in false positive spikes 8.2 times the percentage reduction in true positive 







As we advance our understanding of neural circuits in the cortex, it is becoming increasingly 
important to study the responses of neurons together in a network, and not just their individual 
properties. With the introduction of tetrodes (Gray, Maldonado et al. 1995) and dense 
multielectrode arrays (Segev, Goodhouse et al. 2004), it has become possible to isolate multiple 
cells at a single recording site with much more reliability than by using a single electrode, 
facilitating the study of multiple neurons as they operate together. 
Despite the increased reliability in isolating cells in multi-electrode recordings, the 
technical hurdle of assigning the detected spikes to cells (“spike sorting”) is still challenging. 
After spikes are detected from the raw voltage traces, a low-dimensional set of features are 
typically extracted from each spike (for example, by using PCA) and putative clusters are 
outlined either manually, or by using automatic methods (for a review, see Lewicki 1998). 
Correctly assigning all the spikes from one neuron to the same cluster can be very difficult. Very 
often the shape of spike waveforms from different cells can be similar, thus leading to spikes 
from multiple cells being merged into one cluster. Another common problem is that shape of 
spikes from a single bursting (rapidly firing) cell can change during a short series of spikes; or 
the measured waveform can overlap with spikes from other cells, resulting in the spikes of one 




Typically, the spikes are initially assigned to clusters based only on features extracted 
from the shape of the waveform, without taking into account the time-stamp of each spike. 
Neurons have a refractory period of 1-2 ms following each spike, in which no spikes are 
produced, and so a hallmark of a cluster containing spikes from a single neuron is a distribution 
of interspike intervals (ISIs) which contain no values less than 1-2 ms. Two notable exceptions 
to this are (1) the approach of Kleinfeld and colleagues, who take advantage of this property of 
ISI distributions of neurons and use it to help guide the merging of many small clusters of spikes 
into larger clusters that correspond to single units (Fee, Mitra et al. 1996), and (2) the approach 
of Calabrese and Paninski (Calabrese and Paninski 2011) who use the temporal information to 
fit a Mixture of Kalman filters (MoK) to model spike clusters that are non-stationary. However, 
most spike sorting procedures use refractory period violations only as post-clustering tools to 
assess the quality of clusters after they have been generated using features extracted from the 
shape of the waveform. If the first few milliseconds of the distribution of interspike intervals 
(ISI) distribution are clear, this is taken as evidence that the cluster corresponds to a single unit 
and is relatively free from contamination.  
Clusters with a significant number of refractory period violations may be dealt with in 
various ways. They may be discarded, if they are above some threshold for cluster purity, or 
simply kept, if they are below the threshold. Alternatively, an operator may manually reduce 
the cluster size until the refractory period of the cluster is cleared to a desired degree. However, 
this can be time-consuming when done manually, and often much more of the cluster is removed 




this cluster-size reduction automatically. It can be applied to any cluster of spikes obtained from 
extracellular recordings, as it makes very few assumptions about the procedures that were used 
to generate the clusters.  
The Cluster Pruning algorithm uses the presence of refractory period violations to 
identify sections of the cluster that may contain spikes from other cells. This procedure works 
best when most of the spikes in a particular cluster come from a single, “primary” cell, with 
spikes forming a roughly unimodal distribution, while the contaminating spikes come from other 
“auxiliary” cells that contribute spikes to the periphery of the cluster. Under these conditions, it 
is possible to preferentially remove spikes from the auxiliary cells, using the refractory period 
violations as indicators of which regions of the cluster are most likely to contain spikes from the 
auxiliary cells, thus reducing the degree of contamination of the primary cell. This “cluster 
pruning” procedure entails finding a hyperplane that removes one spike from a pair of 
refractory-period-violating spikes while removing as few other spikes as possible by a certain 
criterion, and repeating this until all refractory violations have been removed. This process 
“cuts” off regions of the cluster that hopefully are enriched in auxiliary-cell spikes, though at the 
cost of potentially removing primary-cell spikes from the cluster as well. The net effect should 
be to reduce the overall degree of contamination. Thus, this algorithm should only be applied 
when it is important to have units with as little contamination from other cells as possible, and 
not when one is trying to include every spike that may have originated from each (primary) cell, 
i.e. when it is more important, for the specific task at hand, to reduce type I errors (incorrectly 




We describe the algorithm below, as well as its performance on a data set of tetrode recordings 
for which the ground truth clustering is available from a simultaneous intracellular recording of 







2. M ethods 
To test the performance of our algorithm (described in the next section), we applied it to a set 
of simultaneous extracellular and intracellular recordings. In these experiments, a tetrode 
recorded from cells extracellularly, while a micropipette recorded from one of the cells 
intracellularly (Henze, Borhegyi et al. 2000). Since the “ground-truth” spike train is known for 
one of the cells, this data set provides a useful tool to test the performance of various spike 
sorting procedures applied to the extracellular recordings, by measuring how well they were able 
to isolate the spikes from the intracellularly recorded cell. The voltage recordings from these 
experiments have been made publicly available at crcns.org/data-sets/hc. 
 
2.1 Spike Detection and Sorting 
The detection and sorting of spikes were performed using custom-made Matlab software, which 
has been described in a separate paper.2 We summarize the process here briefly:  
 
Spike detection: The raw voltage signal (from each of the 4 channels in the tetrode) was 
highpass filtered (following the method of Csicsvari, Hirase et al. 1998) and the 4×4 cross-
                                                             
2
 Please see manuscript entitled “Neurons in Cat V1 cluster by degree of tuning but not by absolute 




channel covariance matrix, C, of this 4-dimensional voltage data v(t) was calculated using time 
segments containing no spikes (for this purpose, we treated any deviation of 5 standard 
deviations or more as a spike). We then mark a spike event whenever the Mahalanobis distance, 
√ ( )     ( ), of the trajectory exceeds a threshold θ (we used θ = 5). For each spike, we 
record its time of occurrence as the time at which the Mahalanobis distance reaches a maximum 
during that particular spike, as well as the surrounding waveform, from 0.9 ms before the 
negative peak until 1.2 ms after it. The voltage sampling rate was 10 kHz, and so the waveform 
consists of 22 samples from each channel. The waveform on each channel was aligned about its 
negative peak, by first upsampling by a factor of 10 using Fourier interpolation with the 
surrounding 80 samples, aligning by the negative peak, and then downsampling again. 
 
Spike Sorting: After spike detection, we assigned each spike to an initial cluster, as follows. 
The “data point” for each spike is the concatenated waveform, i.e. the four waveforms from each 
channel concatenated together. Each spike consists of 4 voltages at each of 22 time points and 
so can be thought of as a 22×4 = 88-dimensional vector. If N spikes are detected during an 
experiment, we will have N such vectors.  
We first transform these vectors to a basis in which redundancy across the 4 channels is 
eliminated, a process called “cross-channel whitening”: after calculating the cross-channel 
covariance matrix C, we find its eigenvectors, Vi and eigenvalues λi. The new basis dimensions 






   
  
(1)  
where the prefactor of   √   normalizes the variance in each dimension to unity. From the 4-
vector of raw voltages at a particular time point,  ( ), we then obtain the 4-vector of channel-
whitened voltage   ( ) by: 
   ( )    ( ) (2)  
Each spike thus consists of 22 4-vectors of channel-whitened voltage. 
To reduce redundancy across the 88 dimensions representing each spike, we perform 
PCA on the set of concatenated waveforms from each spike. We used the first 8 PCA 
components for each spike. These 8-dimensional spike vectors were sorted into clusters 
automatically using the Klustakwik program (klustakwik.sourceforge.net), which uses 
Expectation Maximization (EM) to fit a Gaussian Mixture Model (GMM) to a distribution of 
data points (spikes).  
 
Alternate Clusterings. To test whether the performance of the Cluster Pruning algorithm 
depended on our choice of features, we ran Klustakwik on the set of spikes from each recording 
session multiple times, each time using a different set of input “sorting features” to be clustered. 
We used the following variations on our set of sorting features: 
(1) Instead of performing PCA on the concatenated waveform vectors, we performed 
PCA on the waveforms from each channel separately, and then used the first two 
PCA components from each of the four channels to constitute the set of 8 sorting 




(2) We constructed the concatenated waveform vector using the raw spike amplitudes 
instead of the channel-whitened amplitudes.  
(3) Instead of reducing the dimensionality of each spike to the first N = 8 PCA 
components, we also tried using a variety of values of N, ranging from 1 to 16. 
(4) Instead of using PCA for dimensionality-reduction of the original waveform, we used 
the Graph-Laplacian Features (GLF) algorithm (Ghanbari, Papamichalis et al. 
2011). 
 
2.2  M easures of Performance 
To characterize the performance of the Cluster Pruning algorithm, we consider two measures of 
performance: (1) “precision”, i.e. how selective it is in removing false positives spikes while 
leaving true positives, and (2) “effectiveness”, i.e. the net effect of the algorithm in reducing the 
degree of contamination in the cluster. Consider a cluster with N spikes, of which NFP are false 
positives and NTP are true positives. Suppose we apply the pruning algorithm, which removes a 
fraction α = (Nrem / N ) of the spikes, of which NFP-rem spikes are false positives and NTP-rem are 
true positives. The algorithm will reduce the relative proportion of false positives in the cluster 
if the fractional reduction of false positives (frFP = NFP-rem / NFP ≡ β)  is higher than the 
fractional reduction of true positives (frTP = NTP-rem / NTP ≡‎γ). We define the precision, P of a 














A value of P greater than 1 means that the false positives were reduced by a larger fraction 
than the true positives, resulting in a net reduction in contamination of the cluster. 
For an effectiveness measure E, we use the fractional reduction in the proportion of false 
positives: 
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If the pruning algorithm is effective (according to this measure), the fraction of spikes in the 
cluster that are false positives will be reduced after pruning, and E will be positive. For 
example, if initially 8% of the spikes in the cluster were false positives, and after pruning 4% of 
the spikes in the cluster were false positives, the fractional reduction would be E = 0.5 (or 50%). 
This measure takes into account not only how selective the algorithm was at removing false 










3.1 The Cluster Pruning Algorithm  
The cluster pruning algorithm is performed individually on each cluster, and consists of the 
following steps: 
3.1.1  Cluster Rotation and Whitening 
We consider the cluster of spikes in a particular coordinate basis (e.g. the first few PCA 
components of the spike waveform). This does not necessarily have to be the same set of 
coordinates in which the spikes were originally clustered. We transform our coordinates to the 
eigenvectors of the cluster’s covariance matrix, with each eigenvector scaled by the inverse 
square root of the corresponding eigenvalue so that all directions have equal variance and the 
cluster is roughly spherical in shape, and we then shift the mean of the cluster to the origin (see. 
Figure 1 A,B). 
 
3.1.2  Refractory spike pair measurements 
Suppose we have determined that the refractory period for this cluster is trefrac (the method for 
determining this is described below). We find all P pairs of consecutive spikes that violate this 




the two spikes, sij, for j = {1, 2}, each represented as a vector in the rotated coordinate space, 
and for each we calculate dij = |sij|, the distance from the cluster mean to the spike. We also 
count nij = the number of spikes whose projection onto the sij direction is greater than or equal 
to |sij|, i.e. which are further from the origin in the sij direction than sij itself. We select j* = the 
index of the spike with a larger dij. We define Di = |sij*| and Ni = nij*. We construct a 
Figure 1: Illustration of Cluster Pruning Technique 
 
 
Figure 1 A. One of the output clusters from Klustakwik, shown in the feature coordinates used to generate the clusters. 
Blue circles: True positive spikes (identified intracellularly). Red circles: false positives (spikes from an auxiliary cell). B. 
Same cluster as in A, but shown using two eigenbases of the cluster’s covariance matrix. Black lines indicate pairs of 
spikes (consisting of one true positive and one false positive) that occur closer together than the cell’s refractory period. 
C. For one pair of refractory-period violating spikes shown in B, the vectors si1 (black line from origin to large red 
circle) and si2 (black line from origin to large blue circle) are shown. In addition, the set of spikes which are further from 
the origin in the sij direction than sij are labeled (ni1 black squares for si1 and ni2 black circles for si2). In this example, 
Di1 > Di2, and so the hyperplane (green line) is chosen to be normal to si1. (Since the cluster is considered here in only 2 
dimensions, the “hyperplane” is just a line.) 
 
































































hyperplane Hi that is normal to the vector sij* and that passes through the spike sij*. (If we are 
implementing the pruning algorithm in an N-dimensional feature space, the hyperplane will have 
N – 1 dimensions). Cutting (or “pruning”) the cluster with the hyperplane Hi is defined as 
removing all of the nij* spikes (including spike sij*) that are on or “outside of” Hi, where “outside” 
means on the side of Hi that does not contain the origin (see Fig. 1B). 
We calculate Hi, Di and Ni and for all P pairs of refractory spikes. Note that there will 
usually be a high degree of overlap in the sets of spikes removed by these hyperplane cuts: often, 
cutting the cluster with Hi and Hj will result in fewer than Ni + Nj spikes being removed, since 
there may be spikes that would be removed by either cut. In some cases, cutting with Hi may 
remove one of the two spikes from a different pair j (in addition to one of the spikes from pair 
i), rendering the cut from Hj unnecessary. If this happens, we say that that Hj is “subsumed” by 
Hi. 
 
3.1.3  Collecting the set of hyperplanes 
Ideally, we would like to find the “minimal set” S of hyperplanes that removes all the refractory 
period violations using as few cuts (and removing as few spikes) as possible. Finding the globally 
optimal set is an NP-hard problem, but there is a simple, fast method to find a set which is 
close to optimal, as follows:  
Consider that Hj can only be “subsumed” by Hi if Di ≤ Dj, because Hj will only remove 
spikes that are a distance Dj or greater from the cluster mean. Thus, if we sort the P pairs by 




pair that is earlier in the list. We can thus generate a set of hyperplanes by traversing this 
sorted list just once: if the current pair has not already been subsumed (and removed from the 
list), we keep Hi in our set, and remove all the pairs later in the list that are subsumed by Hi; 
we continue in this fashion until we reach the end of the list. The Hi’s that remain in the list 
after this procedure constitute a “minimal set” in the sense that none of the cuts are subsumed 
by any of the others. We use this minimal set of hyperplanes to “prune” the cluster and clear the 
refractory period of the cluster’s interspike interval distribution. 
The ease of constructing the minimal set in this fashion stems from the fact that there 
exists a well-defined ordering of hyperplanes (i.e. sorting by the value of Di), such that any 
particular hyperplane can only subsume others that are further down the list. This, in turn, is a 
consequence of choosing the hyperplane Hi to be normal to the spike sij*, such that Hi only 
removes spikes that are a distance Di or further from the cluster center. It may be possible to 
slightly reduce the number of spikes removed by this algorithm by searching, for each sij*, a 
“minimal hyperplane” that searches over many possible orientations of Hi such that it still passes 
through sij* but is oblique to it, in order to find an orientation that reduces the number of spikes 
removed by cutting with Hi. However, we did not choose this approach, for 3 reasons. (1) It will 
likely be difficult and time-consuming: the number of removed spikes is a discrete function of 
the orientation of Hi, so standard gradient descent methods of minimization would not be 
applicable. In contrast, choosing the hyperplane normal to sij* is simple and fast. (2) The 
ordering of hyperplanes would no longer be a simple step with a unique solution: two (or more) 




hyperplanes that would allow for quickly generating a minimal set. (3) The gain is questionable: 
the cluster-whitening step performed at the beginning already serves to roughly minimize the 
number of spikes reduced by choosing each hyperplane normal to the origin, and so searching 
among different hyperplanes will likely only reduce the number of spikes by a negligible amount. 
More importantly, though, the goal is not to minimize the total number of spikes removed, but 
to reduce the level of contamination while preserving as many spikes from the primary cell as 
possible. There is no reason to think that the few extra spikes that might be preserved in the 
cluster by this approach are more likely to be from the primary cell than from an auxiliary cell. 
For these reasons, we chose each hyperplane Hi to be normal to the spike sij*. 
 
3.2 Calculation of the refractory period  
The definition of a “refractory period violation” requires knowledge of the refractory period of 
the cell, which can vary between cells, from as low as 0.9 ms (in some fast spiking cells) up to 3-
4 ms or longer. Occasionally, when a cluster is relatively free from contamination, the 
appropriate choice of refractory period trefrac, is apparent from the interspike interval (ISI) 
distribution: there are few-to-no ISI’s less than trefrac, followed by a dense appearance of ISI’s 
right after trefrac (often with a ‘bursting shoulder’ after trefrac if the cell tends to fire in bursts). 
However, when there are many contaminating spikes from other cells, and there are many ISI’s 
in the early part of the ISI distribution (which will typically be the case when this algorithm is 




We used the following method to estimate trefrac: We take a range of values of trefrac from 
tmin = 0.85 ms to tmax = 8.0 ms. We define the minimal allowable refractory period, tmin, as 0.85 
ms since the shortest ISI’s we observed were in bursting fast-spiking cells, which had ISI’s as 
short as 0.90 ms, and we subtract an extra 0.05 ms to allow for slight inaccuracies in 
Figure 2: Selection of refractory period  
 
  
Figure 2. Estimation of refractory period . A: Example of refractory period (trefrac) selection for one cluster. Blue 
line indicates the fraction of the cluster removed as a function of trefrac, the imposed refractory period (i.e. removing all 
ISIs less than trefrac). The algorithm chooses the peak of the green dotted line, which is fremoved(t) – fnull(t). The peak is 
indicated with a vertical red line in the top half of the plot. The true refractory period (as determined from recording 
intracellularly) is shown with the vertical green line in the bottom half of the plot. B. Average fremoved(t), aligned by the 
selected trefrac (blue), and by the true refractory period ttrue (red). A noticeable increase in slope is visible in the red 
curve at t = 0, indicating a sharp increase in the number of spikes that are removed from the cluster by the pruning 
algorithm when the imposed refractory period is greater than ttrue. The sharp increase in the blue curve at t = 0 
indicates that our method of estimating the refractory period tends to select values of trefrac just before sharp increases in 
fremoved(t). C. Scatter plot of estimated refractory period vs. true refractory period. Most points fall on the diagonal, or 
below it, while very few points are above the diagonal line. This indicates that our method of estimating the refractory 
period is typically very accurate, or underestimates the true refractory period, but rarely overestimates it. 
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measurement of the timing of each spike (on the order of 1/sampling rate, i.e. 1/10 kHz = 0.1 
ms). Thus, 0.85 ms is a conservative estimate for the smallest possible measured ISI between 
two spikes emitted from the same cell. We choose tmax = 8.0 ms, about twice as large as the 
typical cell refractory period of 2-4 ms. The size of the set of refractory-spike pairs will depend 
on trefrac, as only pairs of spikes that are trefrac or less apart are used in the cluster pruning 
algorithm above. The set S of hyperplanes {Hi} produced by the algorithm will thus be a 
function of trefrac, S = S(trefrac) and, consequently, so will the fraction of spikes removed: 
fremoved = fremoved(trefrac). The larger trefrac, the more spike pairs will be considered refractory 
period violations, and so more of the cluster will have to be removed to remove all of them. 
Thus, fremoved will be a (mostly) monotonically increasing function of trefrac (Figure 2A): if 
more pairs of spikes are considered refractory period violations, more spikes will have to be 
removed to clear the cluster’s refractory period. We say “mostly” because it is possible to have 
small dips in fremoved as trefrac increases. The addition of another spike pair to the set of all 
refractory spike pairs may require the addition of a new hyperplane to S, the set of hyperplanes 
used. This new hyperplane may subsume others that were previously in S, and so some 
hyperplanes may be excluded while others are included; thus, the total number of spikes 
removed may, occasionally, decrease slightly as trefrac is increased, but on the whole the trend is 
for it to increase. We perform the cluster pruning algorithm for the entire range of allowable 
values for trefrac, in step sizes of 0.05 ms.  
Consider that, if there is a well-defined primary cell in the cluster with a refractory 




identifying many of the cell’s own consecutive spikes as refractory period violations, and 
attempting to clear them from the cluster will likely result in a large number of spikes being 
removed, while if we apply the algorithm with trefrac < ttrue, we will only be using pairs of spikes 
in which at least one is from an auxiliary cell. Thus, as we increase trefrac, we expect to see a 
steep increase in the slope of fremoved as trefrac is increased beyond ttrue. This is indeed what we 
observe if we calculate fremoved(t) for the cells for which the “ground truth” spike train is known 
(from simultaneous intracellular recordings, see Methods) and align it with the cell’s true 
refractory period (Figure 2B, red line). If, conversely, the cluster is better described as a 
multiunit and is not easily separable into primary and auxiliary cells, fremoved will be a relatively 
smooth function of trefrac, with no sharp increase corresponding to an intrinsic ttrue of the cluster. 
We thus want a method of selecting trefrac that locates an increase in slope of fremoved(t), if one is 
present. We have found that the following heuristic accomplishes this well:  
We define tgap as the smallest possible inter-spike interval (in our spike detection 
procedures this is 0.2 ms – any threshold-crossing events closer together than this are merged 
and considered a single spike.); We compute fmax = fremoved(tmax), where tmax, as mentioned 
above, is chosen to be 8 ms. We then define fnull(t) as the line that goes through the point (tgap, 
0) and the point (tmax, fmax) (Figure 2A, black line). We define D(t) as the difference between 
fnull(t) and fremoved(t), and we choose the particular trefrac for a cell by maximizing D(t), over the 
interval [tmin, tmax], (i.e. [0.85 ms, 8 ms]): 
               
 
( ( ))         
 





This is based on the considerations above, namely that the intrinsic refractory period (ttrue) of 
the primary cell in the cluster should correspond to a sharp increase in fremoved(t). The sharp 
increase in fremoved(t) at ttrue results in a sudden increase in the difference between fnull(t) and 
fremoved(t), and a peak in D(t) (see Figure 2A). We have found that this heuristic performs well 
on the dataset where the true refractory period is known. Equation (1) tends to select a value of 
trefrac that corresponds to the sharpest increase in fremoved(t) over the allowed range of t.  This 
can be seen if we take the fremoved(t) that we obtained from many clusters to which the 
algorithm was applied, and align them by the selected trefrac (Figure 2B, blue line). We observe a 
sharp discontinuity at 0, indicating that, on average, this method selects a trefrac that 
corresponds to a sharp increase in fremoved(t). 
If we compare the trefrac selected by Equation (1) with the true refractory period, we find 
that trefrac is usually very close to, or less than ttrue (see Figure 2C). For the purposes of the 
cluster pruning algorithm this is sufficient: what is important is that trefrac not be larger than 
ttrue, because this would correspond to removing sections of the cluster based on the locations of 
spikes from the primary cell, which would result in removing many true positives from the 
cluster. Values of ttrue that are less than trefrac result in a pruning procedure that is more 
conservative, leaving some false positives to avoid removing too many true positives. (Note that 
the “true” refractory periods in Figure 2C that are more than 5-6 ms are from cells that have 
low firing rates. These “true” refractory periods are simply the shortest ISI’s that were recorded 
for the spikes that the cell produced in that cluster, and presumably not the physiological lower 





3.3  When should a pruned cluster be considered a 
multiunit? 
Since the pruning procedure always leaves a cluster with no refractory period violations, an 
independent criterion is needed to decide if the pruned cluster should be accepted as a cell. If 
the cluster is better described as a multiunit, with no primary cell and no intrinsic refractory 
period, fremoved(t) tends to have an initially sharp increase, as large sections of the cluster must 
usually be removed to clear even a small refractory period. In Figure 3A and B, we compare the 
average fremoved(t) for relatively “clean” cells with a relatively clean refractory period with the 
average fremoved(t) for multiunits with many refractory period violations. For each cluster, we 
compute C, a measure of contamination, as the number of ISIs less than trefrac divided by the 
Figure 3: f removed(t) for clean vs. multiunit clusters  
 
 
Figure 3 A : Average fremoved(t) averaged over all “clean” clusters where the number of ISIs less than the 
estimated refractory period trefrac is less than 0.5% of all spikes in the cluster. Dotted lines indicate ± 
standard deviation B: Average fremoved(t) averaged over all “multi-unit” clusters, where the number of ISIs 
less than trefrac is more than 5% of all spikes in the cluster. Dotted lines indicate ± standard deviation.  

































































































total number of spikes in the cluster. In Figure 3A we average fremoved(t) for all clusters with 
C < 0.5%, while in Figure 3B we average over all clusters with C > 5%. For the clean cells, we 
can see that the mean fremoved(t) is initially small, and less than fnull(t) until about 1.5 ms. Thus, 
fremoved(t) will almost always be below fnull(t) for small values of trefrac, until after trefrac > ttrue, at 
which point fremoved(t) catches up to fnull(t) and then increases roughly linearly as trefrac increases. 
In contrast, for multiunits, fremoved(t) usually increases rapidly for trefrac < 1.5 ms, and is often 
never below fnull(t). 
This observation can be used to help in classifying such clusters as multiunits: any 
cluster for which fremoved(t) shows this strong trend to be significantly above fnull(t) most of the 
time (using some metric) could be classified as a multiunit. In our application of the algorithm, 
we simply applied a threshold on the number of spikes removed: if more than 1/3 of the spikes 
in a cluster were removed by the cluster-pruning algorithm (i.e. fremoved(trefrac) > 1/3), the cluster 
was considered a multiunit. This definition would include the units shown in Fig. 2D whose 
fremoved(t) was significantly above the line fnull(t). This is because, in these cases, minimizing 
D(t) = fnull(t) – fremoved(t) would select either the beginning (tgap) or the end of the range of t 
(tmax), since that is where D(t) approaches its maximum (of 0). However, since the beginning of 
the range (tgap = 0.2 ms) is less than the minimum allowable t (tmin = 0.85 ms), the algorithm 
ends up always choosing tmax, for which fremoved is usually well above our threshold of 1/3, 





We applied this procedure to the clusters obtained during paired intracellular and extracellular 
recordings, for which the ground truth clustering for one of the cells is available. As mentioned 
in Methods, we used the Klustakwik program to fit a Gaussian Mixture Model to the set of 
feature vectors for each spike and assign the spikes to clusters. The set of feature vectors was 
initially chosen to be the first 4 PCA components of the concatenated spike waveforms, in the 
channel-whitened basis, although we also tried sorting with other sets of features (see below). 
We identified the clusters in which at least 50% of the spikes were produced by the 
intracellularly-recorded cell, such that the cluster could be considered to have a “primary” cell 
that contributed a majority of the spikes (there could be multiple such clusters in a recording 
session if the spikes from the intracellularly-recorded cell were assigned to multiple clusters). We 
applied this cluster-pruning procedure to these clusters, to test whether the algorithm could 
selectively target the false positive (FP) spikes from other cells for removal, while leaving the 
true positive (TP) spikes from the intracellularly-recorded cell relatively intact. Overall, we 
found that it performed very well, decreasing the relative proportion of false-positives to true-




Of all spikes removed across the tested clusters, the mean fraction that were FPs was 60%. 
Since the large majority of spikes in the cluster were TP’s, the fractional reduction of FPs 
(frFP) almost always ended up being much larger than the fractional reduction of TPs (frTP). 
A scatter-plot of the frFP vs. frTP produces points that are almost always above the diagonal 




Figure 4. A . Scatterplot of fractional removal of false positives (frFP) vs. fractional removal of true 
positives (frTP), using the estimated refractory period, trefrac. Points above the red line (y = x) indicate a 
precision of greater than 1. B. Same as A, but using the true refractory period, ttrue. C. Effectiveness 
(Fractional change in the proportion of false positives) after applying the pruning algorithm using the 
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(Figure 4A). Equivalently, the measure of precision (P) for a particular cluster is typically much 
higher than one. The median value of P over all clusters was 8.2. This means that for a typical 
cluster, the percentage reduction in false positive spikes was 8.2 times as great as the percentage 
reduction in true positive spikes. The effectiveness measure (E), which indicates the fractional 
reduction of the proportion of false positives, had a mean across clusters of 0.13 and ranged 




 percentiles), as shown in Figure 4C. This means that the 
proportion of spikes that are false positives were reduced by an average of 13%, and was 
sometimes as high as 38%. 
We wondered how much our (imperfect) method of selecting the refractory period 
affected these measures of performance. To estimate the potential performance of the algorithm 
if the refractory periods of each cell were (somehow) known, we ran the algorithm again, but 
this time used the true refractory period ttrue, instead of the estimated refractory period trefrac. 
We found, somewhat surprisingly, that the precision was slightly decreased (see Figure 4B; 
median value of P was 3.7 instead of 8.2). The fact that P was reduced when using ttrue, is 
somewhat counterintuitive, but can be understood by recalling that the method of estimating 
trefrac usually results in a more “conservative” pruning (i.e. when it differs from ttrue it is usually 
smaller) that tends to leave some false positives to avoid removing too many true positives. 






3.5 Post-M erge Pruning 
Semi-automatic spike sorting algorithms – such as fitting a Gaussian Mixture Model to the 
distribution of spikes – often over-cluster the spikes, yielding multiple clusters for each cell. This 
happens because the clusters of spikes are not exactly Gaussian in shape, but have slightly 
longer tails (Harris, Henze et al. 2000), resulting in the Gaussian Mixture Model preferring to fit 
one Gaussian to the center of the cluster, and one or more Gaussians to the tails. To complete 
the spike sorting procedure and avoid having spikes from one cell being incorrectly assigned to 
multiple clusters, it is necessary to inspect the output clusters and merge the “sub-clusters” that 
are judged to be from the same cell to form “super-clusters”. 
The cluster pruning algorithm described in this paper is designed to be applied to the 
individual subclusters obtained from the initial automatic clustering procedure. This will clear 
the refractory period of each subcluster by removing the sections that contain spikes that violate 
the cells’ calculated refractory period (trefrac). After the subclusters have been merged into super-
clusters, however, it is possible that the new super-cluster may contain pairs of spikes violating 
the refractory period, since the cluster pruning algorithm was performed only on the individual 
clusters before they were merged. This provides an opportunity to further decrease the amount 
of contamination by applying the cluster pruning procedure again to the super-cluster to remove 
any new pairs of refractory-period-violating spikes between pairs of spikes from different 




We tested the performance of the cluster pruning algorithm applied to super-clusters. 
We searched for cases where the initial Klustakwik procedure sorted the spikes from the 




Figure 6. A . Scatterplot of fractional removal of false positives (frFP) vs. fractional removal of true 
positives (frTP), after applying the Post-merge Pruning algorithm using the estimated refractory period, 
trefrac. Points above the red line (y = x) indicate a precision of greater than 1. B: same as A, but using the 
true refractory period, ttrue.. C. Percent decreases in proportion of false positives after applying the Post-
merge Pruning algorithm, using the estimated refractory period, trefrac. D: same as C, using ttrue. 
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intracellularly-recorded cell into more than one cluster, and we took all the clusters where at 
least 50% of their spikes were from the intracellularly-recorded cell, and applied the cluster 
pruning to the merged super-cluster containing all these subclusters. We only found 13 such 
cases, and the results of applying the Post-merge pruning algorithm. We did not apply the 
Pruning algorithm to the individual clusters first, but rather merged them together and pruned 
the super-cluster as if it was a single cluster. The results are shown in Figure 5. The Median 
Precision measure, 3.6, is slightly lower than with the individual pruning, but we have much 
fewer samples, so a it is hard to make a direct comparison. The mean Effectiveness is a little 
higher, at about 10%. 
It generally does not make a significant difference whether the pruning algorithm is 
applied to the set of combined original (unpruned) clusters, or whether the individually pruned 
clusters should be merged and then pruned again as a single cluster (not shown). 
Note that the performance of the algorithm as shown in Figure 5 is based on tests on the 
dataset where the ground truth spike train for one of the cells was known, and we knew that the 
two clusters being merged both belonged to the same cell (i.e. we knew that each consisted of at 
least 50% of spikes from the intracellularly-recorded cell). In practice, this ground truth 
information is not known, and careful judgment is needed to merge the subclusters. In cases 
where merging is done incorrectly, i.e. clusters from different cells are merged, the cluster 




3.6 M ulti-modal spike distributions 
The cluster pruning algorithm assumes that each cluster has a unimodal (roughly ellipsoidal) 
shape: the hyperplane cuts are intended to cut off sections of the cluster that are at the 
periphery, while preserving the majority of the spikes in the center. The pruning algorithm is 
thus ideally suited for the initial clusters output by a Gaussian Mixture model or a similar 
clustering algorithm (e.g., k-means), which produce spherical or ellipsoidal clusters. However, 
when these clusters are merged to form a super-cluster corresponding to a particular cell, the 
spikes can sometimes form a multi-modal, highly non-Gaussian distribution, particularly for 
bursting cells where the shape of the spike can change over the course of a series of successive 
spikes. In cases like these, the shape of the cluster of spikes in PCA space can be curved, as in 
Figure 6). For cells such as these, applying the cluster pruning algorithm to the merged super-
cluster (“Post-Merge Pruning”, see previous section) could yield undesirable results, potentially 
removing entire sub-clusters from the final super-cluster. For these cases we designed a modified 
version of the cluster pruning algorithm, adapted for sets of clusters which together may not 
form a unimodal distribution. We call this modified version “cross-pruning”, as it entails 
removing sections of two clusters using an independent set of hyperplanes for each. We describe 





3.6.1  The Cross-Pruning Algorithm 
We assume subclusters have each been pruned of refractory period violations, and are now 
merged as part of a super-cluster. Thus, refractory period violations now involve only pairs of 
spikes in different sub-clusters. Below we describe the procedure for two clusters that are 
merged. For  but this can easily be generalized to any number of clusters: the procedure is 
simply repeated for every possible pairing of clusters. 
As we did in the original algorithm, we consider each cluster in its rotated, whitened 
coordinate basis. For the ith pair of refractory-violating spikes, we take the two spikes sij, for 
j = {1,2}, and perform the same calculations as in the original pruning algorithm, but restricted 
for each spike to that spike’s subcluster. Thus, the vector sij points from the mean of that 
spike’s subcluster to that spike. We count the count nij = the number of spikes (in the same 
Figure 6. Cross-Pruning 
 
 
Figure 6. An example of a case where Cross-pruning might be preferable to Post-merge Pruning: a cell 
with spikes that do not form a unimodal distribution: a Gaussian Mixture Model (using Klustakwik) 
generated three clusters for the spikes (shown in different colors). The mean waveforms of each cluster are 
shown in B (with matching color coding) indicating that the different clusters correspond to the different 
spikes in changing waveforms of a cell that fires in bursts (the first spikes in the burst come from the red 
cluster, followed by blue, and then green). 















































































cluster as spike sij) whose projection onto the sij direction is greater than or equal to ||sij ||. We 
define j* as the index of the spike with a smaller nij, define Hi as the hyperplane normal to sij*, 
and set Ni = nij* and Di = ||sij*||. We also keep track of Ci = j*, the index of the subcluster to 
which the hyperplane cut Hi is applied. 
The essential difference with the Cross-pruning algorithm is that a given hyperplane Hi 
only cuts off spikes from the subcluster Ci, leaving alone any spikes from the other subcluster 
that may be on the “wrong” side of the hyperplane. (This is because, as mentioned above, the 
cross-pruning algorithm does not assume that the spikes from the two subclusters form a 
unimodal distribution. If the subclusters are far enough apart, it is possible that most or all of 
one subcluster may lie on the “wrong” side one of one of the hyperplanes from the other sub-
cluster, such that cutting with that hyperplane would result in losing most or all of that 
subcluster. To avoid this, each hyperplane is applied only to its own subcluster). 
As with the original algorithm, we calculate Hi, Di and Ni for and compile a list of 
hyperplanes, ordered by the value of Di (i.e. in order of increasing distance from center of 
subcluster Ci). Note that it is possible for a hyperplane Hi from one subcluster to subsume a 
hyperplane Hj from the other subcluster, provided that it that cuts off the refractory-violating 
spike in the jth pair that is in cluster Ci (recall that every refractory pair consists of one spike in 
each cluster). However, as with single-cluster pruning, a hyperplane Hi can only subsume 
another hyperplane Hj if Di < Dj (this is true even if Ci ≠ Cj), so sorting the hyperplanes by 
their value of Di allows for the simple generation of a “minimal set” by a single traversal of the 




(and removed from the list), we keep Hi in our set, and remove all the pairs later in the list that 
are subsumed by Hi.  
 
3.6.2  Performance of the cross-pruning algorithm  
The cross-pruning algorithm performs well on our dataset in which intracellular recordings are 
available. The Median Ratio is 5.3, i.e. the fraction of false positives is reduced 5.3 times as 
much as the fraction of true positives (Figure 7C). The mean effectiveness measure is 0.047, i.e. 
the proportion of false positives is reduced by an average of 4.7%. This is in addition to any 
improvements obtained by the Cluster Pruning algorithm applied to the individual clusters 
(Figure 4E). 
In general, the cross-pruning algorithm underperforms slightly compared to the Post-
merge pruning procedure (figure not shown), because the hyperplanes are only applied to one 
out of the two clusters. Thus, it should be utilized only when use of the Post-merge Pruning 
procedure is inapplicable, because the clusters to be merged are significantly separated and form 
a bimodal or multimodal distribution. Unfortunately, we only have a handful (1-2) examples of 
multimodal distributions of spikes from one cell in this dataset to which the algorithm can be 
applied, so we cannot test various measures of cluster distance and see which measures predict 











A. Scatterplot of fractional removal of false positives (frFP) vs. fractional removal of true positives (frTP), 
using the Cross-pruning algorithm with the estimated refractory period trefrac. B. Same as A, but using the 
true refractory period, ttrue. C. Percent decreases in proportion of false positives using the cross-pruning 
algorithm with the estimated refractory period trefrac. D: Same as C, but using ttrue. 
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The cluster pruning procedure requires a choice of coordinate system in which to represent the 




the clusters are pruned (the “pruning basis”) can be independent of the choice of the coordinate 




the performance of the pruning algorithm under many different combinations of sorting bases 




construct the sorting features: we can choose (1), whether to perform PCA on the concatenated 




or channel-whitened amplitudes; and (3) Whether to use the traditional PCA dimensionality-




components to use (ranging from 1 to 16). As shown in Figure 8, using Raw vs channel-




results in slight improvements over the use of PCA (8B). However, we did find a robust 
relationship between performance and the number of PCA components used. As we increased 




Figure 5. A -B. Scatter plots indicating mean Effectiveness (E) measure across all clusters using different 
combinations of pruning features. Each point represents the mean E for a particular cluster, averaged over 
all combinations of pruning features …   C. Median Precision vs. Number of pruning features (N): for all 
clusters, averaged over all combinations of sorting and pruning bases where the number of pruning features 
was a particular value (ranging from N = 1 to 16). Error bars indicate mean ± std dev. averaging across 
algorithm (GLF vs PCA), the different sorting and pruning features. D. Same as C, but showing the mean 
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the number of PCA components used in the coordinate basis, the average precision increased 
from 3, up to 25. However, overall effectiveness decreased, from an average of 22% with 1 
dimension, down to about 2% with 16 dimensions. (Figure 8C,D). This can be understood by 
considering that as the number of dimensions in the pruning basis increases, the density of 
spikes decreases and false positive spikes, having more dimensions in which to vary from the 
primary cell’s spikes, may move further from the cluster center. As a result, the number of 
spikes removed by the hyperplane cut through a given refractory spike typically decreases. 
While this increased selectivity tends to increase the Precision measure, because fewer spikes 
other than the refractory-violating target spike (which is the one most likely to be a false 
positive) are removed, the trade-off is that fewer of the other false positives end up being 
removed, and thus the overall effectiveness is reduced. We found the best performance was 







We have presented an algorithm for reducing the degree of contamination in clusters of spikes 
obtained during electrophysiological recordings. The algorithm uses refractory period violations 
to locate and remove sections of the cluster that contain a higher proportion of false positive 
spikes. This procedure comes at the cost of possibly removing many correctly labeled spikes, and 
so it only is recommended in cases where it is more important to reduce type II errors (falsely 
including a spike in a cluster) than type I errors (leaving spikes out of a cluster). We measured 
the performance on a dataset with simultaneous intracellular recording and found that it 
performs well: When the algorithm is applied to a cluster, the fraction of false positives is 
reduced 5.1 times more than the fraction of true positives, and the proportion of false positives 
is typically reduced by 7%. This algorithm is self-contained, and can be used in conjunction 
with any spike sorting procedure. We hope that this algorithm will serve as a useful tool to help 
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