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Abstract
We provide a note on continuous-stage Runge-Kutta methods (csRK) for solving initial
value problems of first-order ordinary differential equations. Such methods, as an interesting
and creative extension of traditional Runge-Kutta (RK) methods, can give us a new perspec-
tive on RK discretization and it may enlarge the application of RK approximation theory
in modern mathematics and engineering fields. A highlighted advantage of investigation of
csRK methods is that we do not need to study the tedious solution of multi-variable non-
linear algebraic equations associated with order conditions. In this note, we will discuss and
promote the recently-developed csRK theory. In particular, we will place emphasis on geo-
metric integrators including symplectic methods, symmetric methods and energy-preserving
methods which play a central role in the field of geometric numerical integration.
Keywords: Continuous-stage Runge-Kutta methods; Hamiltonian systems; Symplectic
methods; Conjugate-symplectic methods; Energy-preserving methods; Symmetric methods.
1. Introduction
Since the pioneering work of Runge in 1895 [27] and Kutta in 1901 [21], Runge-Kutta
(RK) methods have been developed very well for over a hundred and twenty years [6, 7, 15,
16]. However, continuous-stage Runge-Kutta (csRK) methods, as an interesting and creative
extension of traditional RK methods, begin entering people’s horizons only in recent years.
As far as we know, the most original idea of such methods can be dated back to the early
work by Butcher in 1972 [5] (see also [7]), in which RK methods were generalized by allowing
the schemes to be “continuous” with “infinitely many stages”. It is surprising that there
was a very long period of quiescence without any development. Until the year 2010, Hairer
pulled the idea back by exploiting it to explain and analyze energy-preserving collocation
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methods he proposed in [18]. Subsequently, Tang & Sun [33, 35] found that some Galerkin
time-discretization methods for ordinary differential equations (ODEs) can be equivalently
transformed into csRK methods, which implies that RK-type methods bear a close rela-
tionship to Galerkin variational methods. Based on these previous studies, Tang & Sun
further went deep into the discussion of constructive theory of csRK methods in [32, 34],
where orthogonal polynomial expansion techniques combined with order theory were firstly
utilized. These studies show that an interesting and highlighted advantage of considering
csRK methods is that we do not need to study the tedious solution of multi-variable non-
linear algebraic equations associated with order conditions. More recently, Tang et al have
derived some extensions of csRK methods by using similar techniques, see [36, 37, 38], in
which continuous-stage partitioned Runge-Kutta methods and Runge-Kutta-Nystro¨m meth-
ods are being proposed and investigated. Miyatake & Butcher [24, 25] investigate an energy-
preserving condition in terms of the coefficients of csRK methods for solving Hamiltonian
systems, and extend the theory of exponentially-fitted RK methods in the context of csRK
methods. Besides, Li & Wu [23] proposed functionally fitted energy-preserving methods for
oscillatory nonlinear Hamiltonian systems and showed that they can be transformed into a
class of csRK methods.
It is well known that geometric numerical integration has become a major thread in nu-
merical mathematics since around 30 years ago [12, 13, 17, 29]. RK methods are greatly
developed in such a promising field since 1988 [22, 28, 31]. By introducing a completely new
framework, csRK methods opened up their own important but distinctive (compared with
the traditional RK methods) avenues in the study of geometric numerical integration. For
instance, some recent literatures show that there exists csRK methods which are structure-
preserving including symplectic csRK methods [34, 32], conjugate-symplectic (up to a finite
order) csRK methods [19, 34], symmetric csRK methods [18, 34, 32], energy-preserving csRK
methods [3, 25, 8, 18, 26, 34, 32]. Particularly, there are fruitful energy-preserving meth-
ods being proposed from different approaches recently, e.g., energy-preserving trapezoidal
methods [20], average vector field method (AVFM) (a kind of discrete gradient method) [26],
Hamiltonian boundary value methods (HBVMs) [3], continuous time finite element methods
(TFEMs) [2, 11, 33], energy-preserving collocation methods (EPCMs) [18]. However, all
these methods can be unified in the framework of csRK methods [33]. In addition, csRK
methods may promote the investigation of energy-preserving methods which are conjugate
symplectic (up to a finite order) [19, 34].
It is worth mentioning that some special-purpose algorithms are impossible to exist in the
classic context of RK methods but they can be created fruitfully within the new framework.
For example, Celledoni et al [8] proved that there exists no energy-preserving RK methods
for general non-polynomial Hamiltonian systems, but energy-preserving csRK methods obvi-
ously exist [25, 18, 26, 34, 32]. Furthermore, some numerical integrators can not be perfectly
explained in the classic RK framework, but they can be clearly understood [33, 35] with
the help of csRK methods (e.g., AVFM [26], ∞-HBVMs [3], EPCMs [18], Galerkin TFEMs
[2, 11] etc). Hence, it seems that continuous-stage methods provide us a new realm for
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numerical solution of ODEs and it may produce new applications in various fields especially
in geometric numerical integration [32, 34, 24, 25, 36, 37, 38].
This note is organized as follows. In Section 2, we contrive to investigate the construction
of csRK methods. Based on polynomial expansion techniques, two effective ways to obtain
csRK methods will be introduced. Section 3 is devoted to discussing the geometric numer-
ical integration by csRK methods. Some algebraic conditions for geometric integration are
presented, and the ideas of designing geometric integrators are sketched with the help of
them. In the final section, we give some concluding remarks to end this note.
2. Construction of csRK methods
For an initial value problem of first-order system in the form
z˙ = f (t, z), z(t0) = z0 ∈ Rd, (2.1)
we introduce the following definition of csRK methods.
Definition 2.1. [18, 34] Let Aτ, σ be a function of two variables τ , σ ∈ [0, 1], and Bτ , Cτ be
functions of τ ∈ [0, 1]. The one-step method Φh : z0 7→ z1 given by
Zτ = z0 + h
∫ 1
0
Aτ, σf (t0 + Cσh,Zσ) dσ, τ ∈ [0, 1],
z1 = z0 + h
∫ 1
0
Bτf (t0 + Cτh,Zτ ) dτ,
(2.2)
is called a continuous-stage Runge-Kutta (csRK) method, where Zτ ≈ z(t0 +Cτh). For the
sake of internal consistency, here we often assume that
Cτ =
∫ 1
0
Aτ, σ dσ. (2.3)
A csRK method is of order p, if as h → 0, for all sufficiently regular problem (2.1) its local
error satisfies
z1 − z(t0 + h) = O(hp+1).
The uniqueness and existence of the solution of csRK schemes are guaranteed by the
following theorem.
Theorem 2.1. [33, 25] Assume f is Lipschitz continuous with constant L. If step size h
satisfies
h <
1
Lmax
τ∈[0,1]
∫ 1
0
|Aτ, σ| dσ
,
then there exists a unique solution of (2.2).
Theorem 2.2. Assume a csRK method with coefficients (Aτ,σ, Bτ , Cτ ) satisfies the following
two conditions:
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(a) χ(ξ) =
∫ ξ
0
Bτ dτ, ξ ∈ [0, 1] has an inverse function and Bτ is non-vanishing almost
everywhere (e.g., if Bτ > 0 in [0, 1], then this condition is fulfilled);
(b) B˘(ρ) holds for some integer ρ ≥ 1, where1
B˘(ρ) :
∫ 1
0
BτC
κ−1
τ dτ =
1
κ
, κ = 1, . . . , ρ,
then the method can always be transformed into a new csRK method with Bτ ≡ 1, τ ∈ [0, 1].
Proof. Note that the special case with Bτ > 0 has been given in [34], and the more general
case can be proved very similarly (cf. [34], Proposition 2.1, page 181).
In what follows, we attempt to construct csRK methods by using orthogonal polynomial
expansion techniques. For convenience, we often assume Bτ ≡ 1 (in view of Theorem 2.2)
and let Cτ ≡ τ for the following discussions. Firstly, we need to introduce the following
ι-degree normalized shifted Legendre polynomial Pι(x) by using the Rodrigues’ formula
P0(x) = 1, Pι(x) =
√
2ι+ 1
ι!
dι
dxι
(
xι(x− 1)ι
)
, ι = 1, 2, 3, · · · .
They are orthogonal to each other with respect to the L2 inner product on [0, 1]∫ 1
0
Pι(t)Pκ(t) dt = δικ, ι, κ = 0, 1, 2, · · · ,
and satisfy the following integration formulae [16]∫ x
0
P0(t) dt = ξ1P1(x) +
1
2
P0(x),∫ x
0
Pι(t) dt = ξι+1Pι+1(x)− ξιPι−1(x), ι = 1, 2, 3, · · · ,∫ 1
x
Pι(t) dt = δι0 −
∫ x
0
Pι(t) dt, ι = 0, 1, 2, · · · ,
(2.4)
where ξι :=
1
2
√
4ι2−1 and δικ is the Kronecker symbol.
Since {Pi(τ)Pj(σ)}∞i,j=0 forms a complete orthogonal basis in function space L2([0, 1] ×
[0, 1]), we can expand Aτ, σ as
Aτ, σ =
∑
0≤i,j∈Z
α(i,j)Pi(τ)Pj(σ), α(i,j) ∈ R, (2.5)
where α(i,j) are real parameters to be determined.
1This condition is always fulfilled for a csRK method of order at least 1 (cf., simplifying conditions in
(2.9)).
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By substituting (2.5) into (2.3), we have
Cτ =
∫ 1
0
Aτ, σ dσ =
∫ 1
0
(
∑
0≤i,j∈Z
α(i,j)Pi(τ)Pj(σ))dσ =
∑
i≥0
α(i,0)Pi(τ).
Note that the first formula of (2.4) implies
Cτ ≡ τ = 1
2
P0(τ) +
√
3
6
P1(τ), (2.6)
then, by comparing the two formulae above with each other, we get
α(0,0) =
1
2
, α(1,0) =
√
3
6
, α(i,0) = 0, i ≥ 2.
2.1. Construction of csRK methods order by order
Analogously to the traditional case of RK-type methods [17], by B-series theory we have
the following order conditions up to order 4 (under the condition (2.3)):
(1)
∫ 1
0
Bτdτ = 1; (5)
∫ 1
0
BτC
3
τdτ =
1
4
;
(2)
∫ 1
0
BτCτdτ =
1
2
; (6)(
∫ 1
0
)2BτCτCσAτ,σdτdσ =
1
8
;
(3)
∫ 1
0
BτC
2
τdτ =
1
3
; (7)(
∫ 1
0
)2BτC
2
σAτ,σdτdσ =
1
12
;
(4)(
∫ 1
0
)2BτCσAτ,σdτdσ =
1
6
; (8)(
∫ 1
0
)3BτCρAτ,σAσ,ρdτdσdρ =
1
24
.
If the condition (1) holds, then the csRK method is of order 1; if conditions (1)-(2) hold,
then the csRK method is of order 2; if conditions (1)-(4) hold, then the csRK method is of
order 3; if conditions (1)-(8) hold, then the csRK method is of order 4.
By hypothesis (i.e., Bτ ≡ 1 and Cτ ≡ τ), conditions (1)-(3) and (5) are automatically
satisfied. Therefore, the remaining 4 conditions are to be considered. Our approach is
to substitute the expansion formula (2.5) into the conditions one by one so as to get the
requirements in terms of the expansion coefficients. In the following the orthogonality of
Legendre polynomials and formula (2.6) will be used several times.
For condition (4):
( ∫ 1
0
)2
BτAτ,σCσdτdσ =
∫ 1
0
( ∫ 1
0
Aτ,σdτ
)
σdσ
=
∫ 1
0
(
∑
j≥0
α(0,j)Pj(σ))
(1
2
P0(σ) +
√
3
6
P1(σ)
)
dσ =
1
2
α(0,0) +
√
3
6
α(0,1) =
1
6
,
which then gives α(0,1) = −
√
3
6
.
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For condition (6):
(
∫ 1
0
)2BτCτCσAτ,σdτdσ =
∫ 1
0
(
∫ 1
0
τAτ,σdτ)σdσ
=
∫ 1
0
(∫ 1
0
(
1
2
P0(τ) +
√
3
6
P1(τ))(
∑
0≤i,j∈Z
α(i,j)Pi(τ)Pj(σ))dτ
)
σdσ
=
∫ 1
0
(1
2
∑
j≥0
α(0,j)Pj(σ) +
√
3
6
∑
j≥0
α(1,j)Pj(σ)
)
(
1
2
P0(σ) +
√
3
6
P1(σ))dσ
=
1
4
α(0,0) +
√
3
12
α(1,0) +
√
3
12
α(0,1) +
1
12
α(1,1) =
1
8
,
which then gives α(1,1) = 0.
For condition (7):
(
∫ 1
0
)2BτC
2
σAτ,σdτdσ =
∫ 1
0
(
∫ 1
0
Aτ,σdτ)σ
2dσ
=
∫ 1
0
(∑
j≥0
α(0,j)Pj(σ)
)
(
1
3
P0(σ) +
√
3
6
P1(σ) +
√
5
30
P2(σ))dσ
=
1
3
α(0,0) +
√
3
6
α(0,1) +
√
5
30
α(0,2) =
1
12
,
which then gives α(0,2) = 0. Here we used an identity
σ2 = 2
∫ σ
0
(
∫ x
0
P0(t) dt) dx =
1
3
P0(σ) +
√
3
6
P1(σ) +
√
5
30
P2(σ)
which is deduced from (2.4).
For condition (8):
(
∫ 1
0
)3BτCρAτ,σAσ,ρdτdσdρ =
∫ 1
0
(
∫ 1
0
Aτ,σdτ)(
∫ 1
0
ρAσ,ρdρ)dσ
=
∫ 1
0
(∑
j≥0
α(0,j)Pj(σ)
)(1
2
∑
i≥0
α(i,0)Pi(σ) +
√
3
6
∑
i≥0
α(i,1)Pi(σ)
)
dσ
=
1
2
∑
i≥0
α(0,i)α(i,0) +
√
3
6
∑
i≥0
α(0,i)α(i,1) =
1
24
,
which then gives 1
2
∑
i≥2
α(0,i)α(i,0) +
√
3
6
∑
i≥2
α(0,i)α(i,1) = 0. Take into account that α(0,2) = 0
and α(i,0) = 0, i ≥ 2, and then it ends up with
∑
i≥3
α(0,i)α(i,1) = 0.
Theorem 2.3. Under the assumptions Bτ ≡ 1 and Cτ ≡ τ , the csRK method (2.2) with
Aτ,σ given by
Aτ, σ =
1
2
+
√
3
6
P1(τ) +
∑
i≥0,j≥1
α(i,j)Pi(τ)Pj(σ), α(i,j) ∈ R, (2.7)
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is of order 2 at least. Moreover, if we additionally require α(0,1) = −
√
3
6
, then the method is
of order 3 at least; if we require, additionally,
α(1,1) = 0, α(0,2) = 0,
∑
i≥3
α(0,i)α(i,1) = 0, (2.8)
then the method is of order 4 at least.
2.2. Construction of high-order csRK methods
Although we can construct csRK methods of arbitrarily high order via the above tech-
nique order by order, it is not an easy task to derive higher order methods, seeing that the
number of order conditions will increase dramatically [17, 15, 16] and one has to conduct
more tedious and complicated computation. To overcome these difficulties, we have to use
the following simplifying assumptions [18]
B˘(ρ) :
∫ 1
0
BτC
κ−1
τ dτ =
1
κ
, κ = 1, . . . , ρ,
C˘(η) :
∫ 1
0
Aτ, σC
κ−1
σ dσ =
1
κ
Cκτ , κ = 1, . . . , η,
D˘(ζ) :
∫ 1
0
BτC
κ−1
τ Aτ, σ dτ =
1
κ
Bσ(1− Cκσ ), κ = 1, . . . , ζ.
(2.9)
Actually, Tang & Sun [34] have investigated the construction of high-order methods by
using these simplifying assumptions. Now we give a brief review of some existing results.
The following result is completely similar to the classic result by Butcher in 1964 [4].
Theorem 2.4. [34] If the coefficients (Aτ, σ, Bτ , Cτ) of method (2.2) satisfy B˘(ρ), C˘(α) and
D˘(β), then the method is of order at least min(ρ, 2α+ 2, α + β + 1).
Theorem 2.5. [34] For a csRK method with Bτ ≡ 1 and Cτ = τ (then B˘(∞) holds), the
following two statements are equivalent to each other:(a) Both C˘(α) and D˘(β) hold; (b) The
coefficient Aτ, σ has the following form in terms of Legendre polynomials
Aτ, σ =
1
2
+
N1∑
ι=0
ξι+1Pι+1(τ)Pι(σ)−
N2∑
ι=0
ξι+1Pι+1(σ)Pι(τ) +
∑
i≥β, j≥α
α(i,j)Pi(τ)Pj(σ), (2.10)
where N1 = max(α− 1, β − 2), N2 = max(α− 2, β − 1), ξι = 12√4ι2−1 and α(i,j) are any real
parameters.
By combining Theorem 2.4 with Theorem 2.5 we can easily construct csRK methods
of arbitrarily high order, the order of which are given by min(∞, 2α + 2, α + β + 1) =
min(2α + 2, α + β + 1). For example, if we take α = 2, β = 1 in Theorem 2.5, then we get
a family of 4-order methods which can be retrieved by taking
α(0,i) = α(i,1) = 0, i ≥ 3, α(2,1) = ξ2 =
√
15
30
,
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in Theorem 2.3. Note that methods constructed by Theorem 2.3 cover all the methods given
by Theorem 2.5 (as we construct methods up to order 4). This implies that we will lose the
opportunity to discover many other new csRK methods by using Theorem 2.5, even though
it is much easier to construct high-order csRK methods compared with the approach shown
in subsection 2.1.
To derive a practical csRK method, we need to get a finite form of Aτ, σ by truncating
the series (2.10). In such a case, without loss a generality, we assume Aτ, σ is a bivari-
ate polynomial of degree piτA in τ and degree pi
σ
A in σ. Applying a quadrature formula
(bi, ci)
s
i=1(0 ≤ ci ≤ 1) to (2.2), we derive an s-stage RK method
Z˜i = z0 + h
s∑
j=1
bjAci, cjf (t0 + cjh, Z˜j), i = 1, · · · , s,
z1 = z0 + h
s∑
i=1
biBcif (t0 + cih, Z˜i),
(2.11)
where Z˜i ≈ Zci.
Theorem 2.6. [36] Assume Aτ, σ is a bivariate polynomial of degree pi
τ
A in τ and degree
piσA in σ, and the quadrature formula (bi, ci)
s
i=1 is of order
2 p. If a csRK method (2.2) with
coefficients (Aτ, σ, Bτ , Cτ ) satisfies Bτ ≡ 1, Cτ = τ (then B˘(∞) holds) and both C˘(η), D˘(ζ)
hold, then the classic RK method (2.11) with coefficients (bjAci,cj , bi, ci) is of order at least
min(p, 2α+ 2, α + β + 1),
where α = min(η, p− piσA) and β = min(ζ, p− piτA).
Theorem 2.6 tells us how to construct a traditional RK scheme based on csRK methods.
The most highlighted advantage of such approach to construct RK-type methods is that
we do not need to consider and study the tedious solution of nonlinear algebraic equations
deduced from order conditions. It turns out that this approach [32, 34] is comparable to the
W-transformation technique proposed by Hairer & Wanner [16].
3. Geometric numerical integration by csRK methods
In this section, we mainly focus on the geometric numerical integration of Hamiltonian
problem
z˙ = J−1∇H(z), z(t0) = z0 ∈ R2d, (3.1)
where J =
(
0 Id
−Id 0
)
(with Id the d × d identity matrix) is a standard structure matrix,
H : R2d → R is the Hamiltonian function which generally represents the total energy of the
given system. The system (3.1) has two main geometric properties [1]:
2The quadrature formula is of order p iff
∫ 1
0
f(x) dx =
s∑
i=1
bif(ci) holds for any polynomial f(x) of degree
up to p− 1.
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(a) Energy preservation: H(z(t)) ≡ H(z(t0)) for ∀t;
(b) Symplecticity (Poincare´ 1899): dz(t) ∧ Jdz(t) = dz(t0) ∧ Jdz(t0) for ∀t.
It is known that property (b) is a characteristic property for Hamiltonian systems (see
[17], Theorem 2.6, page 185) and it essentially implies (a). A well-known negative result
given by Ge & Marsden [14] manifests that, generally, we can not have a numerical method
which exactly preserves both properties at the same time3. It has been evidenced that sym-
plectic methods possess a nearly energy-preserving property (exactly preserve a modified
Hamiltonian) for long-term computation [17], while energy-preserving methods will loss the
symplecticity in general—It may possibly leads to incorrect phase space behavior. Particu-
larly, when symplectic methods are applied to integrable and near-integrable systems, they
produce excellent numerical behaviors: linear error growth, long-time near-conservation of
first integrals, existence of invariant tori [17, 30]. For these reasons, symplectic methods have
been drawn more attentions in geometric integration. However, energy-preserving methods
are also of interest in many fields, e.g., molecular dynamics, plasma physics etc [13, 17, 29].
An interesting result is that there exists an energy-preserving B-series integrator which is
conjugate to a symplectic method [10], but it remains a challenge to construct a compu-
tational method owning such a symplectic-like property [19]. Besides, symmetric methods
are popular for solving many time-reversible problems arising in various fields, and they
share many similar excellent long-time properties with symplectic methods especially when
they are applied to (near-)integrable systems [17]. In general, energy-preserving methods for
time-reversible Hamiltonian system are often expected to be symmetric.
3.1. Symplectic csRK methods
In this part, we will firstly study the condition for csRK methods to be symplectic, and
then discuss the construction of symplectic methods.
Theorem 3.1. If the coefficients of a csRK method (2.2) satisfy
BτAτ,σ +BσAσ,τ ≡ BτBσ, τ, σ ∈ [0, 1], (3.2)
then it is symplectic.
Proof. Applying a csRK method to Hamiltonian system (3.1) it gives
Zτ = z0 + h
∫ 1
0
Aτ, σf (Zσ) dσ, τ ∈ [0, 1],
z1 = z0 + h
∫ 1
0
Bτf (Zτ ) dτ,
(3.3)
3For linear Hamiltonian systems, there exists numerical methods which exactly preserve energy and
symplecticity simultaneously, e.g., symplectic RK methods can preserve all quadratic invariants including
the quadratic Hamiltonian [17].
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where f (z) = J−1∇H(z). Our aim is to verify the following identity
dz1 ∧ Jdz1 = dz0 ∧ Jdz0. (3.4)
In the following, we denote the (k, l)-element of J by Jkl and the ith component of a
vector v by v(i). From the first formula of (3.3), we conclude
dz
(i)
0 = dZ
(i)
τ − h
∫ 1
0
Aτ, σdf
(i)(Zσ) dσ = dZ
(i)
σ − h
∫ 1
0
Aσ, τdf
(i)(Zτ ) dτ, 1 ≤ i ≤ 2d, (3.5)
which will be used later. Making difference between left-hand side and right-hand side of
(3.4), it yields
dz1 ∧ Jdz1 − dz0 ∧ Jdz0 =
2d∑
k,l
Jkldz
(k)
1 ∧ dz(l)1 −
2d∑
k,l
Jkldz
(k)
0 ∧ dz(l)0
=
2d∑
k,l
Jkl
(
(dz
(k)
0 + h
∫ 1
0
Bτdf
(k)(Zτ ) dτ) ∧ (dz(l)0 + h
∫ 1
0
Bσdf
(l)(Zσ) dσ)− dz(k)0 ∧ dz(l)0
)
=
2d∑
k,l
Jkl
(
h
∫ 1
0
Bσdz
(k)
0 ∧ df (l)(Zσ) dσ + h
∫ 1
0
Bτdf
(k)(Zτ ) ∧ dz(l)0 dτ
+ h2
∫ 1
0
∫ 1
0
BτBσdf
(k)(Zτ ) ∧ df (l)(Zσ) dτdσ
)
=
2d∑
k,l
Jkl
(
h
∫ 1
0
Bσ
(
dZ(k)σ − h
∫ 1
0
Aσ, τdf
(k)(Zτ ) dτ
)
︸ ︷︷ ︸
(a)
∧df (l)(Zσ) dσ
+ h
∫ 1
0
Bτdf
(k)(Zτ ) ∧
(
dZ(l)τ − h
∫ 1
0
Aτ, σdf
(l)(Zσ) dσ
)
︸ ︷︷ ︸
(b)
dτ
+ h2
∫ 1
0
∫ 1
0
BτBσdf
(k)(Zτ ) ∧ df (l)(Zσ) dτdσ
)
=
2d∑
k,l
Jkl
(
h
∫ 1
0
BσdZ
(k)
σ ∧ df (l)(Zσ) dσ + h
∫ 1
0
Bτdf
(k)(Zτ ) ∧ dZ(l)τ dτ
− h2
∫ 1
0
∫ 1
0
Mτ,σdf
(k)(Zτ ) ∧ df (l)(Zσ) dτdσ︸ ︷︷ ︸
(c)
)
= h
2d∑
k,l
Jkl
(∫ 1
0
BσdZ
(k)
σ ∧ df (l)(Zσ) dσ +
∫ 1
0
Bτdf
(k)(Zτ ) ∧ dZ(l)τ dτ
)
= h
(∫ 1
0
BσdZσ ∧ Jdf (Zσ) dσ +
∫ 1
0
Bτdf (Zτ ) ∧ JdZτ dτ
)
= 2h
∫ 1
0
BσdZσ ∧ Jdf (Zσ) dσ,
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where (a) and (b) are derived by using (3.5), and (c) vanishes by (3.2) since Mτ,σ := BτAτ,σ+
BσAσ,τ −BτBσ ≡ 0. At last, the proof finishes by taking into account that
dZσ ∧ Jdf (Zσ) = dZσ ∧ JJ−1∇2H(Zσ)dZσ = dZσ ∧∇2H(Zσ)dZσ = 0.
Remark 3.1. The symplectic condition (3.2) is very similar to the classic result for tra-
ditional RK methods (which has been proved to be necessary for irreducible methods [17]).
Thus, we conjecture that the condition is also essentially necessary. We leave the proof of
this conjecture to our future work.
It is not an easy task to find out all the symplectic csRK methods from the condition given
in Theorem 3.1. Tang et al [34, 36] have presented an alternative condition for symplecticity,
which can be seen as a reduction of (3.2). Now we revisit the result given in [34, 36], and
actually it suffices for us to get symplectic integrators of arbitrarily high order.
Theorem 3.2. [34, 36] A csRK method with Bτ = 1, Cτ = τ is symplectic if Aτ, σ has the
following form in terms of Legendre polynomials
Aτ, σ =
1
2
+
∑
0<i+j∈Z
α(i,j)Pi(τ)Pj(σ), α(i,j) ∈ R, (3.6)
where α(i,j) is skew-symmetric, i.e., α(i,j) = −α(j,i), i+ j > 0.
Proof. Under the assumption Bτ = 1, Cτ = τ , symplectic condition (3.2) is reduced to
Aτ,σ + Aσ,τ ≡ 1, for τ, σ ∈ [0, 1], (3.7)
By using the expansion (2.5) and exchanging τ ↔ σ, we have
Aσ, τ =
∑
0≤i,j∈Z
α(i,j)Pi(σ)Pj(τ) =
∑
0≤i,j∈Z
α(j,i)Pj(σ)Pi(τ).
Substituting this formula into (3.7) and collecting the like terms gives
α(0,0) =
1
2
; α(i,j) = −α(j,i), i+ j > 0,
which completes the proof.
Consequently, a simple way to design symplectic csRK methods of arbitrarily high order
pops out by putting Theorem 3.2 and 2.5 together, due to that suitable RK coefficients can
be easily tuned according to these theorems. Another way is to substitute (3.6) into order
conditions (cf. subsection 2.1) one by one, which then produces symplectic methods order
by order.
Here we give the following result to show that symplectic RK methods can be easily
derived based on symplectic csRK methods. It was shown in [34, 36] that many classic high-
order symplectic RK methods including Gauss-Legendre RK schemes, Radau IB, Radau IIB
and Lobatto IIIE can be retrieved in this way.
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Theorem 3.3. The RK scheme (2.11) (with coefficients (bjAci,cj , biBci, ci)) based on a sym-
plectic csRK method with coefficients satisfying (3.2) is always symplectic.
Proof. By taking into account that
BciAci, cj +BcjAcj , ci = BciBcj , i, j = 1, · · · , s,
we have
(biBci)(bjAci, cj) + (bjBcj )(biAcj , ci) = (biBci)(bjBcj), i, j = 1, · · · , s,
which get the final result by a classic theorem (cf., [17], page 192).
3.2. Symmetric csRK methods
As pointed out in [17], symmetric methods as well as symplectic methods play a central
role in the geometric integration of differential equations. In this part, we will give the
condition for a csRK method to be symmetric and then show a simple way to construct such
geometric integrators.
Definition 3.1. [17] A one-step method φh is called symmetric (or time-reversible) if it
satisfies
φ∗h = φh,
where φ∗h = φ
−1
−h is referred to as the adjoint method of φh.
By the definition, a method z1 = φh(z0; t0, t1) is symmetric if exchanging h ↔ −h,
z0 ↔ z1 and t0 ↔ t1 leaves the original method unaltered. From the definition above, we
can prove the following theorem.
Theorem 3.4. Under the assumption (2.3) and we suppose B˘(ρ) holds with ρ ≥ 1 (which
means the method is of order at least 1), then a csRK method is symmetric if
Aτ, σ + A1−τ, 1−σ ≡ Bσ, τ, σ ∈ [0, 1]. (3.8)
Proof. Obviously, (3.8) implies Bσ ≡ B1−σ in [0, 1]. Furthermore, by taking an integral on
both sides of (3.8) with respect to σ, we get Cτ + C1−τ ≡ 1, τ ∈ [0, 1].
Next, let us establish the adjoint method of a given csRK method. From (2.2), by
interchanging t0, z0, h with t1, z1,−h respectively, we have
Zτ = z1 − h
∫ 1
0
Aτ, σf (t1 − Cσh,Zσ) dσ, τ ∈ [0, 1],
z0 = z1 − h
∫ 1
0
Bτf (t1 − Cτh,Zτ ) dτ,
Note that t1 − Cτh = t0 + (1− Cτ )h, then the second formula can be recast as
z1 = z0 + h
∫ 1
0
Bτf (t0 + (1− Cτ )h,Zτ ) dτ.
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By plugging it into the first formula, then it ends up with
Zτ = z0 + h
∫ 1
0
(Bσ −Aτ, σ)f (t0 + (1− Cσ)h,Zσ) dσ, τ ∈ [0, 1],
z1 = z0 + h
∫ 1
0
Bτf (t0 + (1− Cτ )h,Zτ ) dτ,
By replacing τ and σ with 1 − τ and 1 − σ respectively, and with the help of change of
integral variables, we obtain an equivalent scheme
Z∗τ = z0 + h
∫ 1
0
A∗τ, σf (t0 + C
∗
σh,Z
∗
σ) dσ, τ ∈ [0, 1],
z1 = z0 + h
∫ 1
0
B∗τf (t0 + C
∗
τh,Z
∗
τ ) dτ,
which is the adjoint method of the original method, where Z∗τ = Z1−τ and
A∗τ, σ = B1−σ − A1−τ, 1−σ ≡ Bσ −A1−τ, 1−σ,
B∗τ = B1−τ ≡ Bτ , C∗τ = 1− C1−τ ≡ Cτ .
Note that a csRK method can be uniquely determined by its coefficients (cf. Theorem 2.1),
hence if we require A∗τ, σ = Aτ, σ, i.e., (3.8), then the original csRK method is symmetric.
Remark 3.2. The symmetric condition (3.8) is very similar to the classic result for tra-
ditional RK methods (which has been proved to be necessary for irreducible methods [17]).
Thus, we conjecture that the condition is also essentially necessary. We don’t plan to pursue
this conjecture here.
Theorem 3.5. If the underlying symmetric csRK method with coefficients (Aτ,σ, Bτ , Cτ )
satisfying the condition of Theorem 3.4, then the associated RK method (2.11) is symmetric,
provided that the quadrature weights and abscissae satisfy bs+1−i = bi and cs+1−i = 1− ci for
all i.
Proof. An available classic result for an s-stage standard RK method (aij , bi, ci) to be sym-
metric has revealed the following sufficient condition (see, e.g., [17])
aij + as+1−i,s+1−j = bj , i, j = 1, · · · , s.
Observe that
Aci, cj + A1−ci, 1−cj = Bcj , i, j = 1, · · · , s, (3.9)
and on account of bs+1−i = bi, cs+1−i = 1− ci, it yields
(bjAci, cj) + (bs+1−jAcs+1−i, cs+1−j) = bjBcj , i, j = 1, · · · , s, (3.10)
which completes the proof by the classic result.
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Theorem 3.6. [34] The csRK method with Bτ = 1 and Cτ = τ is symmetric if Aτ, σ has the
following form in terms of Legendre polynomials
Aτ, σ =
1
2
+
∑
i+j is odd
0≤i,j∈Z
ωijPi(τ)Pj(σ), ωij ∈ R. (3.11)
Proof. The result can be easily verified by using the same technique shown in Theorem 3.2
(or cf. [34]).
Theorem 3.6 is very useful for constructing symmetric csRK methods in conjunction with
Theorem 2.5. It is easy to get a symmetric RK methods based on symmetric csRK methods
by using a symmetric quadrature formula [34].
3.3. Energy-preserving csRK methods
Energy-preserving csRK methods were firstly studied in [20, 26, 3, 18, 32, 34], and it was
shown that there exists energy-preserving csRK methods which are conjugate-symplectic
up to a finite order [18, 19, 34]. Miyatake [24] provided a sufficient condition for energy
conservation, and then he & Butcher provided a proof for the necessity of the condition in
a “weak” sense [25].
Theorem 3.7. [25] A csRK method is energy-preserving if ∂
∂τ
Aτ, σ is symmetric, i.e.,
∂
∂τ
Aτ, σ ≡ ∂
∂σ
Aσ, τ , for τ, σ ∈ [0, 1],
and A0, σ ≡ 0, A1, σ ≡ Bσ.
Theorem 3.8. [32, 34] Consider the csRK method (2.2) with Bτ = 1, Cτ = τ and
Aτ, σ =
∑
0≤ι∈Z
ωι
∫ τ
0
gι(x) dx gι(σ), ωι ∈ R, (3.12)
where gι(x) ∈ L2([0, 1]) with gι(x) =
∑
0≤κ∈Z
aικPκ(x) (Legendre expansion), aικ ∈ R, then we
have
(a) C˘(η) holds if and only if the parameters ωι and aικ (ι, κ = 0, 1, 2, · · · ) satisfy
∑
0≤ι∈Z
ωιaιiaιj =
{
δij, 0 ≤ i, j ≤ η − 1,
0, 0 ≤ i ≤ η − 1, j ≥ η;
(b) if C˘(η) holds, then D˘(η − 1) also holds;
(c) the method is of order 2η
M
, where η
M
= max{η ∈ Z : C˘(η) holds}, and exactly preserves
the energy of system (3.1).
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Actually, the condition shown in Theorem 3.7 is essentially equivalent to the formula4
(3.12), since we can recast it as a series in terms of Legendre polynomials. Some existing
energy-preserving integrators (e.g., AVF methods [26],∞-HBVMs [3], EPCMs [18], Galerkin
time finite element methods [33, 35] etc) can be transformed into the csRK methods described
in Theorem 3.8, and all of them possess an even order. The following result says that there
exists energy-preserving B-series integrators which are conjugate-symplectic up to a finite
order (higher than their algorithm order).
Theorem 3.9. [34] Apply the csRK method (2.2) with Bτ = 1, Cτ = τ and
Aτ, σ =
∑
0≤ι∈Z
ωι
∫ τ
0
Pι(x) dxPι(σ), ω0 ≡ 1, ωι ∈ R (3.13)
to Hamiltonian system (3.1), where Pι(x) is the ι-degree Legendre polynomial. Assume κ :=
min{ι ∈ Z : ωι 6= 1} <∞, then the method is of order 2κ, symmetric, energy-preserving and
conjugate-symplectic up to order at least 2κ+2. If we additionally require ωκ
2κ−1− ωκ+12κ+1 = 24κ2−1 ,
then the method is conjugate-symplectic up to order 2κ+ 4.
Remark 3.3. If κ = min{ι ∈ Z : ωι 6= 1} <∞ goes to ∞, then the energy-preserving csRK
method formally approximates to a conjugate-symplectic method (namely up to order∞). We
tend to conjecture that within the framework of csRK methods there exists no computational
energy-preserving methods which are conjugate to a symplectic method, though it needs to be
further investigated.
4. Concluding remarks
This note investigates the construction theory of RK-type methods based on the recently-
developed framework of RK methods with “infinitely many stages”. In the construction of
RK-type algorithms, a crucial technique associated with orthogonal polynomial expansion is
fully utilized. By using this approach, we do not need to study the tedious solution of multi-
variable nonlinear algebraic equations stemming from order conditions. We develop two
ways to construct RK-type methods of arbitrarily high order. As an important application
for these theory, we study and discuss the geometric numerical integration of Hamiltonian
systems by csRK methods. A sufficient algebraic condition for csRK methods to be symplec-
tic (resp. symmetric) is presented which is very similar to the classic result. The necessity
of these conditions will be investigated elsewhere.
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