By means of the Boltzmann-Vlasov equation we investigate dynamical properties of a trapped, one-component Fermi gas at zero temperature, featuring the anisotropic and long-range dipoledipole interaction. To this end, we determine an approximate solution by rescaling both space and momentum variables of the equilibrium distribution, thereby obtaining coupled differential equations for the corresponding scaling parameters. Based on previous results that the Fermi sphere is deformed in the hydrodynamic regime of a dipolar Fermi gas, we are able to implement the relaxation-time approximation for the collision integral. Then, we proceed by linearizing the equations of motion around the equilibrium in order to study both the frequencies and the damping of the low-lying excitation modes all the way from the collisionless to the hydrodynamic regime. Our theoretical results are expected to be relevant for understanding current experiments with trapped dipolar Fermi gases.
I. INTRODUCTION
The experimental achievement of Bose-Einstein condensation (BEC) of atomic chromium [1] , which has a magnetic moment of m = 6µ B , where µ B stands for the Bohr magneton, and the subsequent detection of the long-range and anisotropic dipole-dipole interaction (DDI) in that system [2] paved the way for a systematic investigation of dipolar quantum systems. In chromium BECs, the DDI is usually of secondary importance, as its relative strength to the short-range and isotropic contact interaction is only of about 15%. However, by using a Feshbach resonance [3] , one can tune the contact interaction in order to improve the relative importance of the DDI. Thus, in retrospect, the work with chromium has turned out to be highly valuable as many specific achievements have led to a better understanding of bosonic dipolar systems [4] [5] [6] [7] . Among them, one could emphasize the observation of a d-wave Bose-nova explosion pattern [8] , the strong dipolar character of the time-of-flight analysis [9] , and the detection of the influence of the DDI in the low-lying excitations [10, 11] .
Recently, a few major experimental successes were obtained, which might lead to even stronger dipolar quantum systems, consisting of both atomic and molecular systems. Particularly promising candidates are polar molecules such as KRb [12] [13] [14] and LiCs [15, 16] , which have a strong electric dipole moment so that the DDI may be up to ten thousand times stronger than in usual atomic systems [17] , thus providing an ideal testing ground for strong dipolar systems. Moreover, atomic systems such as dysprosium, the most magnetic atom with a magnetic moment of m = 10µ B , and erbium, which has m = 7µ B , are currently under intense investigation. Indeed, the bosonic dysprosium isotope 164 Dy has been Bose condensed [18] , while its fermionic isotope 161 Dy has been brought to quantum degeneracy [19] . Most recently, Bose-Einstein condensation of erbium has been achieved [20] .
Concerning dipolar systems, one feature, which has received considerable attention, is the possibility of magnetostriction in momentum space, which was first found theoretically in the fermionic case [21] , but has been intensively investigated in different contexts and also in the bosonic case [22] . For fermionic dipolar gases, other interesting possibilities have been found such as supersolid [23] , ferronematic [24] , and Berezinskii-Kosterlitz-Thouless phases [25] and their Fermi liquid properties have been studied [26] .
Much work has been devoted to the normal phase of a dipolar Fermi gas. Its equilibrium properties in the presence of a harmonic trap has been considered at both zero [21, [27] [28] [29] and finite temperature [30, 31] . Also the dynamical properties of a trapped dipolar Fermi gas have been studied at both zero [28, 29, 32] and finite temperature [33] .
Dynamical properties such as the low-lying excitations represent an important diagnostic tool for ultracold systems.
Moreover, they can be measured with high accuracy, so as to provide reliable physical information. In the case of non-dipolar unitary Fermi gases, for example, such measurements have recently been used to discard predictions of the mean-field Bardeen-Cooper-Schrieffer theory (BCS) in favor of the predictions of quantum Monte Carlo simulations [34] along the BCS-BEC crossover [35] . A more recent example is that of the experimental support for the lower bound to the viscosity of an unitary gas [36] , which is conjectured to be universal [37] . The aforementioned detection of the DDI through observing the hydrodynamic modes of a chromium BEC should also be recalled in this context [2] .
In the first studies, the investigations of the excitations of dipolar Fermi gases were concentrated in either the collisionless (CL) regime [32, 33] , where collisions can be neglected, or in the hydrodynamic (HD) regime [28, 29] , where collisions occur so often that local equilibrium can be assumed. Recently, also the radial quadrupole mode has been studied in detail in both the CL and the HD regime [38] . The next natural step is the investigation of what happens, when the system undergoes a crossover from one regime to the other. Along these lines, there has recently been a thorough investigation of quasi-two-dimensional dipolar Fermi gases. Indeed, by considering a linearized scaling ansatz as well as numerical results, the first eight moments of the collisional Boltzmann-Vlasov equation were analyzed. As a result, the graph of the collision rate against temperature was shown to exhibit an unexpected plateau, a unique characteristic of dipolar systems, and also the low-lying modes in this quasi two-dimensional case were considered [39] . It is important to remark that, additionally, the effect of quantum correlations has been considered in this system. Building on a previous study, where quantum Monte Carlo methods were used to investigate the Fermi liquid as well as the crystal phases in strictly two-dimensional systems [40] , a mapping scheme could be constructed, that allows for investigating correlations in quasi two-dimensional, spherically trapped dipolar Fermi gases [41] .
In the present paper, we focus on a three-dimensional dipolar Fermi gas at zero temperature and investigate the transition of both the frequencies and the damping of the low-lying modes from the CL to the HD regime by applying the relaxation-time approximation. To this end the paper is organized as follows. In Section II we solve the BoltzmannVlasov equation (BVE) for a harmonically trapped dipolar Fermi gas by rescaling the equilibrium distribution and obtain ordinary differential equations for the respective scaling parameters. Afterwards, we specialize them in Section III at zero temperature to the relaxation-time approximation for the collision integral and to a concrete equilibrium distribution. A subsequent linearization of the equations of motion for the respective scaling parameters in Section IV allows to determine both the frequency and the damping of the low-lying excitation modes. In particular, we investigate how the properties of the monopole mode, the three-dimensional quadrupole mode, and the radial quadrupole mode change by varying the relaxation time from the CL to the HD regime. The conclusion in Section V summarizes our findings and indicates possible future investigations along similar lines. Finally, the appendix presents a self-contained computation of the respective relevant energy integrals.
II. BOLTZMANN-VLASOV EQUATION
We start with describing the dynamic properties of a trapped dipolar Fermi gas by means of the Wigner function ν(x, q, t), which represents a semiclassical distribution function in phase space spanned by coordinate x and wave vector q [42, 43] . It allows to determine both the particle density through n(x, t) = d 3 q ν(x, q, t)/(2π) 3 and the wave vector distribution by n(q, t) = d 3 x ν(x, q, t)/(2π) 3 as well as the expectation value of any observable
The time evolution of this Wigner function is determined by the Boltzmann-Vlasov equation
where
i is a general harmonic trapping potential and ω i denotes the trap frequency in the i-direction. The mean-field potential
contains in the first and second term the Hartree and Fock contributions, respectively, where V d (x) represents the dipole-dipole potential andṼ d (q) its Fourier transform. We consider a system of dipolar fermions with the point dipoles aligned along the z-direction so that V d (x) reads
with ϑ being the angle between the direction of the polarization of the dipoles and their relative position. The dipole-dipole interaction strength is characterized for magnetic atoms by C dd = µ 0 m 2 , with µ 0 being the magnetic permeability in vacuum and m denoting the magnetic dipole moment. In the case of heteronuclear molecules with electric moment, the interaction strength is given by C dd = d 2 /ǫ 0 , with the vacuum dielectric constant ǫ 0 and the electric dipole moment d. Note that the Fourier transform of the dipole-dipole interaction potential (3) is given by [44] 
The collision integral I coll [ν] represents a nonlinear functional of the distribution function and is of second order of the dipole-dipole potential V d (x). Its concrete form and derivation for a general two-body interaction potential can be found, for instance, in Ref. [45] . In order to find an approximate solution of the BVE in the vicinity of equilibrium we use the scaling method from Ref. [46] . To this end, we assume that the distribution function ν(x, p, t) can be obtained from rescaling the equilibrium distribution function ν 0 (r, k), which satisfies
according to
Thereby we have introduced the scaling parameters b i and Θ i via
where the second term in Eq. (8) describes a transformation of the q-vector resulting in a vanishing local velocity field [47] . As the scaling parameters b i and Θ i denote the time-dependent deviation from equilibrium, their equilibrium values are given by b
ensures the normalization of the distribution function ν. Ordinary differential equations for the scaling parameters b i and Θ i can be obtained by taking moments of the BVE, i.e. by integrating it with a prefactor over the whole phase space. Using the prefactor r i k i , i.e. performing the operation d 3 rd 3 k/(2π) 3 r i k i × (1), leads to the following coupled differential equations for the spatial scaling parameters
3 denotes the phase-space average in equilibrium andñ 0 is the Fourier transform of the spatial density in equilibrium n
where V d (b, r) denotes the rescaled dipole-dipole potential and F [•] the Fourier transform. The other abbreviation functionW i (Θ, k) is defined bỹ
We remark that taking moments of the BVE weighted with a prefactor of the form r i r j does not provide new constraints between the scaling parameters b i and Θ i [48] .
III. EQUILIBRIUM
Before solving the coupled set of Eqs. (10) and (13) we have to simplify them by explicitly evaluating the respective integrals. This can be done analytically by determining the equilibrium distribution function ν 0 (r, k) in a selfconsistent way within a variational ansatz. In the low-temperature regime it is appropriate to choose an ansatz which resembles the Fermi-Dirac distribution of a non-interacting Fermi gas at zero temperature:
Here the variational parameters R i and K i represent the Thomas-Fermi radii and momenta, respectively, which describe the extension of the equilibrium Fermi surface in both coordinate and momentum space. The dipole-dipole interaction stretches both the particle density [27] and the momentum distribution [21] in the direction of the polarization, which is taken into account by a possible anisotropy of the parameters R i and K i . With this ansatz, the normalization of (14) to N fermions leads to
where the bar denotes geometric averaging, i.e. R = (R x R y R z ) . In order to be physically self-consistent the ansatz Eq. (14) has to minimize the total Hartree-Fock energy of the system as the collision integral vanishes in equilibrium. Hence the total energy E t of the system consists only of the kinetic term
the trapping term
the direct Hartree term
and the Fock exchange term
Inserting the variational ansatz Eq. (14) for the equilibrium distribution into the respective energy contributions (16)- (19) leads to various phase space integrals. Whereas both kinetic energy (16) and trapping energy (17) yield elementary solvable integrals, the computation of the Hartree-Fock integrals (18) and (19) turns out to be more elaborate and is, therefore, relegated to Appendix A, see also Ref. [21, 29] . The resulting total energy reads
with the constant
The Hartree and Fock terms in (20) depend on the aspect ratio of the Thomas-Fermi radii and momenta via the anisotropy function f (x, y), which is defined through the integral
and which can also be represented as follows [29, 49] f (x, y) = 1 + 3xy
where F (ϕ, q) and E(ϕ, q) are the elliptic integrals of the first and second kind, respectively, with ϕ = arcsin
The variational parameters R i , K i are now determined by minimizing Eq. (20) under the constraint of the particle conservation (15) . Note that from this result it turns out that the distribution function ν 0 is deformed from a sphere to an ellipsoid in momentum space due to the Fock term as was first clarified by Ref. [21] . The corresponding effect in the particle density had already been obtained before by means of a Gaussian ansatz in real space [27] . A detailed discussion how the Thomas-Fermi radii and momenta depend on the trap frequencies for both cylinder-symmetric and tri-axial traps as well as on the dipole-dipole interaction strength C dd can be found, for instance, in Refs. [21, 28, 29, 32] .
On the basis of the variational ansatz Eq. (14) for the equilibrium distribution the integrals in Eqs. (10) for the scaling parameters b i can now be calculated analytically, yielding
The corresponding differential equations for the momentum scaling parameters Θ i in Eq. (13) still contain the collision integral. In order to simplify the calculation, we model this collision integral within the widely used relaxation-time approximation [46, 48, 50 ]
Here the phenomenological parameter τ denotes the relaxation time, which corresponds to the average time between two collisions. Furthermore, we have introduced the local equilibrium distribution function ν le , which is defined by the condition I coll [ν le ] = 0 and represents the limiting function of the relaxation process for infinitely large times. We assume that the collisions only change the momentum distribution of ν le [46] . This is justified by deriving the collision integral within a gradient expansion of the distribution function and by considering only the first term [45] . Similar arguments have been used before in the context of the local density approximation for bosonic dipolar gases [51, 52] . Therefore, ν le is determined from rescaling the equilibrium distribution ν 0 via an ansatz similar to Eq. (6), i.e.
with the old scaling parameters b i in real space according to (7) , but new scaling parameters Θ le i in momentum space
thus yielding the corresponding normalization
Inserting the ansatz (25) into Eq. (13) finally leads tȯ
The physical meaning of this equation is that dissipation occurs in the system outside of local equilibrium as long as there are collisions, i.e. as long as the relaxation time τ remains finite.
In order to obtain a closed set of equations we have yet to find additional equations which determine the momentum scaling parameters Θ le i . Due to the presence of the DDI, the Fermi sphere is deformed, thus reducing the symmetry in the momentum scaling from spherical to cylindrical. To this end, we evaluate the respective energy contributions Eqs. (16)- (19) in local equilibrium in (26) , where again the collision integral vanishes by definition. With this we obtain
However, when determining the momentum scaling parameters Θ le i by minimizing Eq. (30), we have to take into account that they turn out to be not independent of one another. Summing all three Eqs. (29) yields in local equilibrium the constraint
With this the minimization of the energy (30) leads to
with the symmetric anisotropy function f s (x) = f (x, x) [28, [53] [54] [55] . These two equations show the deformation of the local equilibrium distribution function in momentum space, which disappears if we set the dipole-dipole interaction to zero. Furthermore, we note that the right-hand side of Eq. (33) originates from the Fock term, hence the momentum distribution retains cylinder-symmetry even in the case of an anisotropic harmonic trap. In the absence of the DDI, i.e. more precisely in the absence of the Fock exchange term of the DDI, the momentum scaling parameters in local equilibrium assume the same values in all three directions. This resembles the case of a two-component Fermi gas featuring contact interaction only [46] . Finally, we remark that a solution in the hydrodynamic regime, where the relaxation time goes to zero, i.e. τ → 0, has the same momentum symmetry as the local equilibrium. Hence the momentum scaling parameters in this regime are also given by Eqs. (31)- (33) in accordance with Refs. [28, 29] .
IV. LOW-LYING EXCITATION MODES
The equations of motion (24), (29) , and (31) 
where A, B, and C represent the following abbreviations
Here, we have introduced the short-hand notations f 1 (x, y) = ∂f (x, y)/∂x, f 2 (x, y) = ∂f (x, y)/∂y and f ij stand for performing the i and the j derivative. From the linearized versions of the local equilibrium condition (34)- (36) we obtain formulas, which show how the elongations for the scaling parameters δΘ le i and δb i are related to each other
Notice that, in the absence of the momentum deformation induced by the Fock exchange term, one would have A = 0 and B = C, thus yielding δΘ le x = δΘ le z . Inserting Eqs. (40) and (41) into the linearization of Eqs. (24) and (29) the 6 parameters δb i and δΘ i are determined by 6 equations. At first we mention the analytical expressions for the elongations of the momentum scaling parameters δΘ i , which read δΘ x = δΘ y due to the cylinder symmetry in momentum space, whereas the equation for δΘ x is given by
and the equation for δΘ z reads
The equations for the elongations of the spatial scaling parameters δb i finally read
where we have defined
Here, we have introduced the following abbreviations
This linearized set of differential equations (42)- (44) allows to determine the respective frequencies Ω of the lowlying excitations. Due to the inclusion of the collisional term within the relaxation-time approximation, however, we obtain complex frequencies Ω, whose real parts represent the eigenfrequencies of the low-lying modes of the system and whose imaginary parts describe the corresponding damping. For simplicity we restrict ourselves from now on to a cylinder-symmetric system with ω x = ω y = ω ρ and ω z = λω ρ , where we have used
so that all derivatives of the anisotropy function can be reexpressed as algebraic functions containing f s . The differential equations (42)- (44) are solved by assuming that all deviations from equilibrium oscillate with one and the same frequency Ω:
Eliminating the amplitudes χ i in momentum space from (42), (43) yields from (44) three coupled equations for the amplitudes ξ i in position space
where we have used
The set of linear algebraic equations (49) has non-trivial solutions provided the corresponding determinant vanishes:
Although it is not possible to determine analytically from (52) the complex frequencies Ω of the low-lying excitation modes for an arbitrary relaxation time τ , explicit results can be obtained for the limiting cases in which the relaxation time either diverges, i.e. in the collisionless regime [32, 33 ]
or vanishes, i.e. in the hydrodynamic regime [28, 29 ]
Here the subscribes (rq), (+), (−) denote the radial quadrupole mode, the monopole mode, and the three-dimensional quadrupole mode, respectively, and we have introduced the abbreviations The limiting frequencies (53)- (58) are useful to rewrite the characteristic equation (52) in a compact form which is similar to one for a Bose gas with contact interaction [46] P
where the respective polynomials are given by
Note that the characteristic equation (61) represents our main result for the investigation of the low-lying modes in a cylinder-symmetric trap. It has three physical solutions corresponding to the above mentioned monopole mode, three-dimensional quadrupole mode, radial-quadrupole mode, and describes their dependence on the relaxation time τ , thus interpolating monotonously between the collisionless regime [32, 33] and the hydrodynamic regime [28, 29] .
C. Results
In view of a numerical solution of Eq. (61) it is advantageous to introduce dimensionless variables. The noninteracting case provides us with adequate units for all quantities of interest in this paper, namely the Thomas-Fermi radius in the noninteracting case
and the corresponding Fermi momentum
which depends on the Fermi energy
with the geometric mean of the trap frequencies ω = ω ρ λ 1/3 , where λ = ω ρ /ω z denotes the trap aspect ratio. Using these physical dimensions leads to the dimensionless dipole-dipole interaction strength
At first, we discuss the frequencies of all three low-lying modes in the limiting cases of the collisionless regime (τ → ∞) and the hydrodynamic regime (τ → 0), which are depicted in Fig. 1 as a function of ǫ dd for the trap aspect ratios λ = 0.8, 4, and 10. We observe that the collisionless frequencies turn out to be always larger than the corresponding hydrodynamic frequencies due to an additional kinetic energy term [46] . This can be further analyzed by the example of the radial quadrupole mode, where the the frequencies (53) and (56) 
where the dimensionless Thomas-Fermi radii and momenta read R i =R i R 0 i and K i =K i K F . Note, however, that our result (68), (69) differs significantly from the corresponding one of Ref. [46] , where the Fock exchange term and, thus, the deformation of the Fermi sphere to an ellipsoid is not taken into account.
Furthermore, we have verified by solving the characteristic equation (61) that for all possible values of both the interaction strength ǫ dd and the trap anisotropy parameter λ both the real and the imaginary parts of the collective excitation frequencies Ω depend in the same qualitative way from the relaxation time τ . Let us therefore consider exemplarily the frequencies of the low-lying modes for the trap anisotropy parameter λ = 5, which corresponds to a pancake-like cloud, and for the relative dipolar strength ǫ dd = 1.33 as shown in Fig. 2 . We observe that all eigenmodes have smaller values in the hydrodynamic than in the collisionless regime. The frequencies of all three modes increase monotonously with the relaxation time and, eventually, reach a plateau for larger values of the relaxation time, in which the system can be well described as completely collisionless.
Despite these qualitative features, which are common to all three modes, it is interesting to remark that the passage from the HD to the CL regime with increasing relaxation time occurs differently for the respective modes. Indeed, by comparing the graphs in Fig. 2 , we find that the transition from the hydrodynamic to the collisionless regime with increasing relaxation time τ occurs fastest for the monopole mode, moderate for the three-dimensional quadrupole mode and slowest for the radial quadrupole mode. Moreover, the monopole mode experiences the largest frequency change during this transition, while the three-dimensional quadrupole mode exhibits the smallest one.
This overall picture, how the transition from the collisional to the hydrodynamic regime occurs, is confirmed if one also analyzes the imaginary parts of the complex frequencies Ω, which represent the damping rates of the low-lying collective modes. First of all we note that they vanish in the limiting cases of the hydrodynamic and collisionless regime, as depicted in Fig. 3 . Furthermore, from comparing the real with the imaginary parts of the frequencies, we read off two important conclusions. At first, both the position and the width of the damping peaks reveal the respective regions, where the main change of the real part of the frequencies occurs. This enables to determine the crossover regions as well as the regions in which the system behaves mainly either hydrodynamic or collisionless. Accordingly, one recognizes in Fig. 3 that the transition for the monopole mode is at first most abrupt, i.e. the oscillation frequency changes by a large amount, while the ones for the other two modes take place for larger values of the relaxation times and their frequency change is not so large.
The second conclusion is that the imaginary part exhibits a peak for an intermediate relaxation time. A quantitative analysis reveals that the height of this peak is in good approximation proportional to the difference between the real parts of the frequencies in the hydrodynamic and the collisionless regime [56] . However, detailed numerical studies show small deviations from this behaviour. Therefore, we analyzed the dependence of the peak height from the limiting frequencies analytically for the radial quadrupole mode, whose frequency follows according to (61) from solving
Splitting the complex frequency Ω into its respective real and imaginary part allows to derive an analytic formula for the peak height, which turns out to depend on the limiting frequencies as follows
where τ * denotes the relaxation time at the peak in the imaginary part, which is determined from dImΩ(τ ) dτ | τ =τ * = 0. Equation (71) shows that the peak height of the imaginary part of the radial quadrupole mode depends approximately linear on the difference between the limiting frequencies. However, the prefactor in Eq. (71) leads to a small deviation from this linear dependence for the radial quadrupole mode. In order to reveal this deviation graphically, one has to choose a large value for the relative dipolar interaction strength ǫ dd , which, however, excludes a cigarre-like cloud due to the instability of the dipolar interaction [28, 29] . According to Fig. 4 the ratio of dissipative peak height and difference of collisionless and hydrodynamic frequencies decreases 5.7 %, once the trap aspect ratio λ increases from 2 to 9 for ǫ dd = 1.33. Numerically we find that also the other two modes reveal a similar small deviation from the linear dependence of the imaginary peak height from the difference of the limiting frequencies, which turns out to be most pronounced for the three-dimensional quadrupole mode.
V. CONCLUSION
We studied the low-lying excitations of a harmonically trapped three-dimensional Fermi gas featuring the long-range and anisotropic dipole-dipole interaction all the way from the collisionless to the hydrodynamic regime. Within the realm of the relaxation-time approximation, we were able to include the effects of collisions in the Boltzmann-Vlasov equation. In particular, we introduced the local equilibrium distribution, which corresponds to the hydrodynamic regime [28, 29] , and we treated the relaxation time as a phenomenological parameter. Furthermore, we followed Ref. [46] and solved the BV equation by rescaling appropriately both space and momentum variables of the equilibrium distribution. With this, we obtained equations of motion for the scaling parameters, whose linearization yields both the frequencies and the damping rates of the oscillations from the real and imaginary parts of complex frequencies, respectively. In order to access the radial quadrupole mode in addition to the monopole and three-dimensional quadrupole mode, we started our calculation with a tri-axial configuration, which was later on specialized to the case of a cylinder-symmetric trap. The values of the frequencies that we found interpolate, as expected, between the values obtained previously in both the hydrodynamic regime [28, 29] and the collisionless regime [32, 33] , by increasing the relaxation time from zero to infinity.
By considering different values of the relaxation time, which could be achieved experimentally by means of different interaction strengths, for example, our analysis was able to identify qualitative and quantitative features of the transition from the hydrodynamic to the collisionless regime. For particular values of the trap anisotropy and of the interaction strength, the transition might be smooth for one mode while being abrupt for another one. In view of the great precision with which measurements of the excitation frequencies in cold atomic systems are carried out nowadays, the present theoretical analysis could provide important information on the collisional properties of such systems.
A few questions remain open, which could be addressed with the help of the present theoretical framework. For example, the influence of the collisional term on the time-of-flight dynamics of the system could be considered, as this is a major diagnostic tool for cold atomic gases. To this end, however, it would be of major importance to determine microscopically the phenomenological introduced relaxation time. Moreover, the inclusion of finite-temperature effects on the analysis could also be of interest, as actual experiments are always performed at some finite, though very low temperature.
Hartree Energy
The basic idea behind the calculation of the Hartree integral (18) is to decouple the distribution functions and the interaction potential with respect to their spatial arguments via Fourier transforms. Thus, we rewrite the Hartree term by using the Fourier transform of the potentialṼ int (k) according to
In a first step we now have to compute the Fourier transform of the equilibrium Wigner function (14)
j is a suitable abbreviation. The Fourier-transformed distribution function yields
where J i (x) is the i-th Bessel function of first kind. The next step is to calculate the k-integral over the Fouriertransformed Wigner function (A3) in view of Eq. (A1). To this end we perform the substitution k i = K i u i and use the spherical symmetry of the integrand which leads to
This integral can be calculated after substituting u = cos ϑ and using the identity [57, (6.683 
which is valid for Re ρ, Re µ > −1. Thus, the integral over the Fourier transformed Wigner function reads
With the Fourier transform of the dipole-dipole interaction potential (4) the Hartree energy (A1) then reduces to
After substituting k ′′ i R i = u i and switching into spherical coordinates, this integral yields 
which is valid for Re (ν + µ + 1) > Re (λ) > 0, α > 0, it can be cast in the final form
with the constant (21).
Fock Energy
It is possible to compute the Fock integral (19) along similar lines. Thus, the Fock term can be rewritten in the following form
where ν 0 (k ′ , k) denotes the Fourier transform of ν 0 (x, k) with respect to the first variable andν 0 (x, x ′ ) the Fourier transform with respect to the second variable. The integral over the interaction potential leads to the anisotropy function exactly as in the calculation of the Hartree energy. In order to solve the integrals, the two Fourier transforms of the Wigner function (14) have to be determined. As the first one (A2) was already calculated in Eq. (A3), we use this result for solving the second oneν
With this we get 
where g(k
z is a suitable abbreviation. The three k-integrals can all be treated in the same way, so it is only necessary to demonstrate the computation of one of them. By using the symmetry of the integrand and the substitution k z = K z 1 − 
which is valid for Re ν > −1. The other two k-integrals can be treated in the same way leading finally tõ 
