then we say that / is quasi-subordinate to F in \z\ < R and write f< q F.
Without loss of generality we may assume that R = 1. This class was introduced by Robertson [2, 3] .
We note that there are two special cases of quasi-subordination which are of interest: If φ is the constant function one, then / is subordinate to F, and on the other hand, if co is the identity function, then / is majorized by F.
Let B denote the class of functions θ which are analytic in I z I < 1 and satisfy | θ(z) | ^ 1 for | z \ < 1. Then the functions φ and o) which are defined above are elements of B. In this paper we prove a theorem which connects functions in B and sequences of quasi-subordinate functions. As an application we find necessary and sufficient conditions for certain sequences of quasi-subordinate functions to converge. This is a generalization of Pommerenke's results [1] on sequences of subordinate functions.
Let {f n }, n = 1, 2, , be a sequence of functions which are analytic in [ z \ < 1 such that f n < q f n+1 for each n or f n+1 < q f n for each n. When considering the convergence of such sequences we need to require that either the sequence {Λ(0)} converges or the functions agree at a single point. In this paper we shall assume that the functions agree at a single point. Further we may assume that the point is z = 0 for if the functions f n agree at the point a Φ 0 then we could consider the functions gjz) = f n ((z-ά)/(l -az) ). We will use f n (0) = 0 for all n, otherwise the function φ would be identically one. The proof for the case where {f n (0)} is convergent is similar. THEOREM 1. Let {f n } be a sequence of functions which are analytic in \z\<l and satisfy f n (0) = 0, a n -fl{Q) Φ0, and f n (z) < q f n+ι , and let φ n+ί , co n+1 e B and co n+1 (0) = 0 be such that
Proof. We observe that if m<n, then we have f m -<qf n . Thus for m < n there are functions 0 mw , <y mw e J5 where co mn (0) From (1) and (2) we see that a n
We now observe that Thus we have
Since Σ~= 2 arg ^(0) converges this says that ΠϊU ^^(0) converges. Further we have that (ύ' n (0) -* 1 and 0)^(0) = 1. In applying Theorem 1 to sequences of quasi-subordinate functions we will also need two lemmas for functions in B. The proofs of the lemmas are essentially in [1] . If {f n } converges uniformly in | z \ ^ r for every 0 < r < 1 then α Λ =/*(0) converges. Further since | a n \ ^ | αr Λ+1 1, / Λ (0) = 0, and a n Φ 0 we see that lim,^ α M = α: Φ 0 and | α | < ©o.
Let o) n+1 , φ n+1 e By and co n+ι (0) = 0 be as defined in Theorem 2. Further for m < n, let 0 m% , ω mn e B with ω mw (0) = 0 be such that
(3)
Suppose that a n a \ < 00. Then by Theorem 1 the product IK=2 ^fc(O) converges. We will first show that {/"} is a normal family in ] z ] < 1.
Let r, 0 < r < 1, be fixed and σ determined by \f n (z)\ for all n, that is, {/ n } is locally uniformly bounded. Therefore {f n } is normal. Let {f n j be a subsequence of {/ w } which is uniformly convergent in I z I S n> for every r 0 < 1. Let / be the limit function of {f n j\. The proof of this theorem is similar to that of Theorem 2 and Pommerenke's Theorem 2 [1] .
