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We establish the functional Renormalization Group as an exploratory tool to investigate a pos-
sible phase transition between a pre-geometric discrete phase and a geometric continuum phase in
quantum gravity. In this paper, based on the analysis of [1], we study three new aspects of the
double-scaling limit of matrix models as Renormalization Group fixed points: Firstly, we investi-
gate multicritical fixed points, which are associated with quantum gravity coupled to conformal
matter. Secondly, we discuss an approximation that reduces the scheme dependence of our results
as well as computational effort while giving good numerical results. This is a consequence of the
approximation being a solution to the unitary Ward-identity associated to the U(N) symmetry of
the hermitian matrix model. Thirdly, we discuss a scenario that relates the double scaling limit to
fixed points of continuum quantum gravity.
I. INTRODUCTION
The functional Renormalization Group (FRG) is an
exploratory tool in the investigation of quantum gravity
models. In [1] we showed how the FRG can be used to
recover the double scaling limit of matrix models for 2D
Euclidean quantum gravity as a Renormalization Group
(RG) fixed point. The purpose of this paper is to further
develop the use of the FRG as a tool in the investiga-
tion of matrix models of 2D Euclidean quantum grav-
ity. These models are the prototype of discrete models of
quantum gravity such as Euclidean and Causal Dynam-
ical Triangulations [2, 3, 51], tensor models [5, 6], and
group field theories [7–10]. The ultimate goal of this re-
search is to provide a qualitatively well-understood and
quantitatively precise analytical tool to study the contin-
uum limit in four-dimensional models of discrete quan-
tum spacetime.
The particular results of this paper are the following:
1. Besides the double scaling limit there exists a se-
ries of multicritical points, which correspond to the
continuum limit of pure quantum gravity coupled
to conformal matter. We discover these multicrit-
ical points in sec. III as fixed points of the FRG
with good matching of the critical exponents and
dimensionless ratios of coupling constants.
2. It turns out that the tadpole approximation to the
beta functions does not only simplify computations,
but also leads to scheme independent results. Fur-
ther, this approximation solves the tadpole approx-
imation to the unitary Ward-identity. This leads to
an improvement of the numerical results for criti-
cal exponents compared to [1], where we found a
50 % discrepancy of the critical exponent for the
pure gravity model compared to the known ana-
lytic value. This quantitative improvement arises,
as the tadpole approximation is a good approxima-
tion for fixed points with small critical values of
the couplings. Besides, it provides a self-consistent
implementation of unitary symmetry.
3. The continuum limit of matrix models is well un-
derstood in terms of a lattice interpretation of
Feynman graphs of a matrix model, as a limit in
which the lattice constant approaches zero. This
straightforward geometric picture is not available
in the FRG description. Nevertheless, there is a
link between the FRG approach to matrix models
and continuum quantum gravity (see sec. V).
Let us now revisit the foundations of the approach of [1]
before introducing their implementation in sec. II.
A. Renormalization Group and double-scaling limit
The idea behind the matrix- (resp. tensor-) model ap-
proach to quantum gravity is to express the quantum
gravity path integral as a sum over discrete triangula-
tions or more generally tesselations. This discrete sum
can be translated into matrix or tensor models [11]. In
two-dimensional quantum gravity, based on the Einstein-
Hilbert action 1 and a summation over topologies, the
corresponding matrix model is of the form
Z =
∫
DϕeN(− 12Trϕ2+ g44 Trϕ4), (1)
where ϕ is an N ×N hermitian matrix, for reviews see,
e.g., [12–16]. The continuum limit is obtained when
1 Note that the restriction to the Einstein-Hilbert action is some-
what arbitrary at the microscopic level, in particular from the
FRG perspective. In fact, it could well be that the existence of
a continuum description of quantum spacetime requires higher-
order operators.
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2N → ∞ (i.e., infinitely many degrees of freedom con-
tribute), and g4 → g4 c. If these two limits are taken
separately, only spherical topologies contribute to the
partition function. To include all topologies, one should
observe that the partition function admits an expansion
in Feynman graph topologies
Z =
∑
h
ZhN
2(1−h), (2)
where h is the number of handles. It is possible to keep
contributions of all topologies, if the 1N suppression of
higher topologies is compensated. This is possible, since
Zh ≈ (g4 c − g4)(1−h)(2−γst) as g4 → g4 c. Thus, if one
takes the double scaling limit [17–19]
(g4 − g4 c)
2−γst
2 N = C, (3)
where C is a constant, while N →∞ and g4 → g4 c, then
all Zh contribute to the large N -limit of Z. To under-
stand the connection to the Renormalization Group, we
realize that the double-scaling limit dictates a particular
scaling of g4 with N . We can write Eq. (3) as
g4(N) = g4 c +
(
N
C
)− 22−γst
. (4)
This is the structure of a solution to the linearized RG
flow in the vicinity of a fixed point2. Thus the double
scaling limit corresponds to an interacting fixed point of
the Renormalization Group of the matrix model, in which
N plays the role of an RG scale. The critical exponent
θ = 45 is related to the exponent γst in the usual notion
for these models by θ = 22−γst , i.e., γst = − 12 .
Note that in the two-dimensional matrix-model case
the sum (2) is not summable, so the partition function Z
exists only as a formal sum. In particular, while g4 c is
the radius of convergence for the perturbative expansion
of the partition function at fixed topology, g4 c plays no
such role in the sum over all topologies. Accessing the
double scaling limit as an RG fixed point does not pro-
vide a novel way to perform this sum. Instead, the FRG
framework provides a way to determine whether there
exists a consistent scaling that relates g4 and N , such
that a contribution of all topologies to the formal sum
can be retained in the large N -limit. The FRG allows us
to derive a consistent scaling for the double-scaling limit.
Whether or not such a scaling exists, and what the value
of the critical exponent is, is independent of the question
whether the partition function converges. In particular,
2 Given a beta function βg = µ∂µg(µ), we can linearize it around
a fixed point at g∗:
∂βg
∂g
∣∣∣
g=g∗
(g − g∗) = 0. This is solved by
g(µ) = g∗+c
(
µ
µ0
)−θ
, where θ = − ∂βg
∂g
∣∣∣
g=g∗
, and c is a constant
of integration and µ0 a reference scale.
the RG will give meaningful results for the scaling expo-
nent of the double-scaling limit even in cases where the
expression for the partition function does not converge.
In higher dimensions, there are indications that the par-
tition function is summable in the double-scaling limit
[20–22] and contributions from higher orders in the 1/N
expansion [23] can be retained consistently. The FRG
allows us to access tensor models corresponding to d = 4
dimensions, where other methods that work successfully
in the matrix-model case, break down. The FRG will
thus provide a method to derive the scaling exponent(s)
of the double-scaling limit. Further, the FRG can also
be applied to models with a matrix Laplacian, which are
asymptotically free [24]. In these models, the FRG could
be of considerable use to study the strongly-interacting
“infrared” limit, where a phase transition could lead to a
“condensed” phase of discrete building blocks, see, e.g.,
[25].
In this paper, we will further establish the Functional
Renormalization Group as a useful tool to study matrix
models, providing a starting point for research on d = 4
dimensional tensor models.
B. Renormalization Group scale in matrix models
Let us now expand on the use of N as an RG scale, as
first proposed in [26], see also [27–29]. Applying Renor-
malization Group tools in quantum gravity could seem
futile: The RG sorts quantum fluctuations according to
a scale, separating large-scale from small-scale fluctua-
tions, and integrating them out according to this orga-
nizing principle. In quantum gravity, where all possi-
ble geometries are included in the path-integral, no fixed
notion of scale exists. Every configuration comes with
its own notion of scale. It thus seems that the use of
RG techniques in quantum gravity requires to break the
diffeomorphism invariance (the symmetry that ensures
background independence) of gravity by singling out one
field configuration to organize all other quantum fluc-
tuations into large-scale or small-scale ones w.r.t. this
preferred field configuration. Hence, it seems that back-
ground independence, a crucial requirement of quantum
gravity, is incompatible with RG techniques.
Different answers have been found to this apparent
problem: In continuum formulations, the background
field method can be used in combination with diffeo-
morphism Ward-identities to introduce a background
and fluctuation field [30–32], in such a way that back-
ground independence is ensured. In these approaches, the
topology and dimensionality of quantum configurations
are fixed, and this background structure is sufficient to
then set up a useful background-field approach. Within
Causal Dynamical Triangulations, proposals for the RG
flow were recently advanced [33, 34], based on equipping
each fundamental building block with a length scale a,
and then proceeding similarly to lattice field theory.
In completely background-independent approaches,
3where not even fiducial background structure is al-
lowed, topology is not fixed, and geometry is emergent,
the notion of scale can clearly not be related to a
momentum-scale as in standard quantum field theories.
The only possible notion of scale is inherent to the
model, which “knows” nothing about momentum or
length scales. The notion of scale is related to the
number of degrees of freedom that have been integrated
in the path integral. Then, a distinction of UV and
IR is possible: The model-inherent scale is infrared,
if most degrees of freedom have been integrated out,
and ultraviolet, if most degrees of freedom are not yet
integrated out. It is then obvious that the matrix size N
is the only possible notion of scale in pure matrix/tensor
models.
C. Multicritical matrix models and conformal
matter
In an extension of our earlier work [1], we will discuss
models beyond the pure gravity case here, which cor-
respond to conformally coupled matter-gravity theories.
The motivation to study these is clear: Our universe con-
tains both matter and gravitational degrees of freedom,
which are coupled. Thus matter degrees of freedom are
important in the gravitational RG flow and vice-versa,
see, e.g., [35] for the continuum case. It is thus highly
interesting to study matrix models which correspond to
tesselations of surfaces including dynamical matter. A
model for these theories was discovered in [36], where
multicritical points for matrix models were found. If we
generalize the matrix model to allow for a potential of
the form
V (φ) =
1
2
Trφ2 − g4
4
Trφ4 − g6
6
Trφ6 + ..., (5)
then this still corresponds to a model of random sur-
faces, with the tesselations including squares, hexagons,
octagons and so on. If we allow these couplings to change
sign, then some configurations will come with a negative
weight, already suggesting that this model contains more
than just gravitational degrees of freedom. E.g. consider
a typical Feynman graph, which is a triangulation of a
Riemann surface and consider a “contamination” with
squares. The additional squares can be viewed as a sol-
dering of two triangles and this soldering can be phys-
ically interpreted as a hard dimer [37]. In fact, there
exists a tower of multicritical models, which correspond
to two-dimensional gravity coupled to conformal matter.
They are specified by two integers (p, q), which deter-
mine the central charge c = 1 − 6(p − q)2/(pq). In the
case of multicritical matrix models, it turns out that
(p, q) = (2, 2m − 1), with m = 2, 3, .... One can then
evaluate the critical exponent γst in Liouville theory, and
obtains the result γst = −m+ 3/2. For the matrix mod-
els, the following pattern of critical points emerges: Set-
ting gn = 0 for n > nmax and letting the gn−1, gn−2 etc.
alternate in sign, with g4 < 0, leads to different univer-
sality classes in the continuum limit. For the mth such
multicritical point, nmax = 2m, which is characterized
by m− 1 positive critical exponents in the RG approach
[26]. The smallest of these takes the value γst =
3
2 −m,
in agreement with the continuum result. (Note that dif-
ferent conventions for the definition of γ are sometimes
used in the literature. We follow [12].) Translated to
the critical exponent at an RG fixed point, this implies
θm =
4
2m+1 . The existence of further relevant directions
[26], i.e., parameters that require tuning to reach the
phase transition in the large N -limit, is suggestive of the
existence of further degrees of freedom. One can easily
conjecture that these additional degrees of freedom are
matter [36]. As a new test of our Renormalization Group
method, we will search for the fixed points corresponding
to the double-scaling limit at these multicritical points,
see, e.g., [38], and compare the results for the critical
exponents with the exact values.
II. FUNCTIONAL RENORMALIZATION
GROUP FOR MATRIX MODELS
The Wetterich equation [39] is a functional differential
equation for the effective average action Γk of a quan-
tum field theory, which contains the effect of quantum
fluctuations at momenta p2 > k2, and encodes the effec-
tive dynamics of low-energy effective fields. For general
reviews of the method, see [40, 41]. In [1] we adapted
this equation to the setting of matrix models, where no
momentum scale exists. We thus introduce an infrared
cutoff scale N , and write an infrared regulator RN (a, b)
as a function of the matrix indices a, b and the cutoff
scale N , such that
lim
a/N→0,b/N→0
RN (a, b)ab cd > 0, (6)
lim
N/a→0,N/b→0
RN (a, b)ab cd = 0 (7)
lim
N→Λ→∞
RN (a, b)ab cd → ∞. (8)
Since the quadratic term Tr(φ2) is dimensionless, i.e., it
scales as N0, we used a dimensionless regulator of the
form
RN (a, b) =
(
2N
a+ b
− 1
)
θ
(
1− a+ b
2N
)
, (9)
in [1], that is modeled after Litim’s optimized cutoff for
the continuum case [42, 43].
Including the IR-suppression term 12Tr(φRN φ) =
∆SN into the path integral
ZN =
∫
Λ
dϕ e−S[ϕ]−∆SN [ϕ]+J·ϕ, (10)
then allows us to define the effective average action by a
modified Legendre transform.
ΓN [φ] = sup
J
(Jφ− lnZN )−∆SN [φ]. (11)
4The scale dependence of the effective average action is
then described by
∂tΓN =
1
2
tr
(
Γ
(2)
N +RN
)−1
∂tRN , (12)
where t = lnN . Herein Γ
(2)
N =
∂2
∂φab∂φcd
ΓN .
A. Symmetric theory space and truncation
To derive β functions from Eq. (12), we write the
effective action as a sum of local operators multi-
plied by scale dependent couplings. Our model has a
U(N)×Z2 symmetry, such that all operators of the form
Tr
(
φi1
)
. . .Tr
(
φin
)
with i1 + · · ·+ in even are generated
and should be included in the effective action. The space
of action functionals that are linear combinations of these
operators is the Z2×U(N)-symmetric theory space. One
now has to find a way to truncate this space to a fi-
nite subspace that can be dealt with in practice without
throwing out those operators that are relevant for the
physical system we aim to describe. An organizing prin-
ciple in this theory space is provided by the scaling di-
mensionality. In our case, where no notion of momentum
scales exist, the scaling dimensionality is related to the
matrix size N : The requirement of a well-defined large-N
limit of the matrix model allows us to derive a consistent
(albeit not unique) canonical scaling of couplings: For
single-trace couplings g¯i of operators Trφ
i and their di-
mensionaless version gi we obtained in [1], see also [17]
gi =
g¯iN
i−2
2
Z
i/2
φ
, (13)
where Zφ is a wave-function renormalization, occurring
as the prefactor of the quadratic term in the potential.
Similarly we have that
gi1...in =
g¯i1...inN
i1+···+in
2 +(n−2)
Z
i1+···+in
2
φ
, (14)
for multitrace couplings gi1...inTr
(
φi1
)
. . .Tr
(
φin
)
. Here
we have taken into account that couplings corresponding
to multitrace-operators have a lower canonical dimen-
sionality, to account for the additional traces.
As only couplings with positive dimensionality are rel-
evant and correspond to free parameters, we conclude
that the theory has no free parameters at the Gaußian
fixed point. At an interacting fixed point, such as that
corresponding to the double-scaling limit, new operators
can be shifted into relevance as interactions modify the
scaling dimensions. The canonical dimensionality never-
theless provides a useful organizing principle: If we as-
sume that the contribution of quantum fluctuations to
the scaling dimensionality, ηi, is bounded, this provides
a guiding principle to set up a truncation: It should first
include single-trace operators up to a certain number of
fields, and then double- and triple-trace operators up to
a given canonical dimensionality. Note that similar con-
siderations have been backed up by explicit evaluations
of scaling dimensions in continuum quantum gravity [44].
We will use this reasoning to define useful truncations.
B. Extended theory space with symmetry breaking
operators
An IR-suppression term that divides the matrix entries
φab into IR and UV degrees of freedom necessarily breaks
the U(N) symmetry of the matrix model. To construct
a regulator that depends on matrix indices, one needs to
introduce at least a constant matrix X with components
Xab = a δab, (15)
which allows one to introduce the operator (∆φ)ab =
(a+ b)φab as
∆φ := X φ+ φX. (16)
This operator is closely related to the 2-dimensional
Grosse-Wulkenhaar Laplacian (∆φ)ab = (a + b + 1)φab,
which can be used to set up an FRG approach to noncom-
mutative scalar field theory [45]. Due to this analogy, we
will use the term “matrix Laplacian” for this operator.
As a consequence of introducing the regulator, the
RHS of the flow equation will also contain operators with
insertions of the constant matrix X, i.e., operators of
the form Tr (φn1 Xm1 ...) ...Tr (...) (with
∑
i ni even). In
other words, the RG flow has to be set up in the ex-
tended theory space, which is the space of linear com-
binations of these more general operators, because the
U(N)-symmetric theory space, which is a subspace of
this full theory space, is not left invariant by the flow.
The dimensionality of the operators with additional in-
sertions of X can be inferred in two ways: From inspec-
tion of Eq. (9), we realize that, as trX ∼ N , this sets
a dimensionality of 1. Alternatively, one can consider
the geometric picture that underlies the 2-dimensional
Grosse-Wulkenhaar model 3. There, the matrix size N
is related to the noncommutative scale θ, which has di-
mension l−2, which is the same dimension as the Grosse-
Wulkenhaar Laplacian ∆. Again, one concludes that X
should carry one unit of dimension in N .
This dimensionality ofX (resp. ∆) has the useful effect
of dimensionally suppressing operators with an insertion
of X compared to the U(N) symmetric operators that are
obtained by excising the X insertions. Thus, one expects
that the operators with X insertions will be irrelevant.4
3 Note that the analogy with the Grosse-Wulkenhaar model can
only be made for the geometric structures, but not for φ, which
is dimensionless when treated as a 2D scalar field, whereas it
is important to the matrix model approach to quantum gravity
that φ possesses dimension N
1
2 .
4 Once one realizes that the flow equation does not preserve the
5C. Projection on a truncation
The practical use of the flow equation involves trun-
cations of the theory space. Unfortunately, the RHS of
the flow equation will in general not be of the form of
the truncation. Thus one needs to find a prescription to
project the RHS of the flow equation onto the monomi-
als in the truncation. In [1], we concerned ourselves only
with the symmetric theory space and where then able to
discern the monomials in the truncation by inserting field
configurations of the form φ = v X, after which we where
able to perform the operator traces as simple sums. It is
obvious that this simple projection rule is not sufficient
for the full theory space. We thus refine the projection
rule. In a first reading, the following considerations can
be skipped, as the approximation that we will introduce
in sec. III A and the results in sec. IV can equally well be
obtained with the simpler prescription in [1].
The elementary operators Tr (φn1 Xm1 ...) ...Tr (...)
form a basis of theory space, i.e., a general action func-
tional can be expanded as a linear combination of the
elementary operators 5. We thus have to find a projec-
tion prescription that allows us to extract the coefficients
of the expansion of a general action functional in terms
of elementary operators. This algorithm has to respect
linearity of the expansion and it has to satisfy the el-
ementary projection property: If the action functional
is precisely one elementary operator then the expansion
coefficient of this operator is 1, while all other vanish.6
For practical calculations we will use the expansion(
Γ
(2)
N +RN
)−1
=
∑∞
n=0 P
−1 (−F [φ]P−1)n, where P
U(N)-symmetric theory space, it becomes a natural question to
ask what happens if one uses a standard regulator built from the
matrix Laplacian ∆, e.g., a regulator of the Litim form
RN = (N −∆) θ
(
1− ∆
N
)
. (17)
In the explicit calculations that we performed for this paper, it
turned out that the flow generated using the dimensionful regula-
tor (17) reproduces all the qualitative features of flow generated
using the dimensionless regulator (9), and that the quantitative
differences where small. It may at first seem surprising that the
dimensionality of the regulator does not influence the qualita-
tive features of the flow, but it is simply a consequence of the
fact that we investigated the flow of a pure matrix model under
the change of matrix-size N and that both regulators are “small
matrix”-suppression terms.
5 The most general action functional is an arbitrary function of
the matrix entries. However, since we use a vertex expansion
to derive the RHS of the flow equation, we restrict ourselves to
action functionals that can be expressed as linear combinations
of the elementary operators. Notice also that this expansion is
formal, i.e., we do not specify any norm in which this expansion
is assumed to converge. The specification of such a norm is a very
delicate problem, similar to summability of perturbation series.
6 This statement does of course require that elementary operators
are linearly independent, which poses a restriction that we will
discuss below.
and F [φ] are fixed by Γ
(2)
N [φ] + RN =: P + F [φ] and
F [φ ≡ 0] := 0. This leads to a significant simplification,
since this ensures that the RHS of the flow equation is
“polynomial” in φ whenever ΓN [φ] is. For polynomial
action functionals one can proceed as follows:
Each term on the RHS of the flow equation is of the
form Tn[φ] =
(−1)n
2 trop
(
P−1 R˙
(
P−1 F [φ]
)n)
, where we
defined R˙ = N∂NRN . We expand
Tn[φ] :=
∞∑
k=1
V a1,b1,...,a2k,b2kn,k φa1b1 ...φa2kb2k , (18)
where
V a1,b1,...,a2k,b2kn,k =
1
(2 k)!
δ2k Tn[φ]
δφa1b1 ...φa2kb2k
∣∣∣∣
φ≡0
. (19)
For instance, starting from an action of the form ΓN =
trφ2 + g44 trφ
4 we will have Vn,k ∼ gn4 δk,2n. We will now
use the fact that δφabδφcd = I, where I is the appropriate unit
matrix, e.g., I = 12 (δacδbd + δadδbc)
7. Further, we choose
an IR-suppression term that is an index dependent func-
tion times the appropriate symmetrization of δ..δ... It
thus follows that
V a1,b1,...,a2k,b2kn,k =
∑
i
fa1,b1,...,a2k,b2kn,k,i (a1, ..., b2k)
2k factors︷ ︸︸ ︷
δ..,.. ... δ..,..,
(20)
where each upper index of any fa1,b1,...,a2k,b2kn,k,i is con-
tracted with an index of a Kronecker delta. We can thus
write each fa1,b1,...,a2k,b2kn,k,i (a1, ..., b2k) as a function of the
indices g(a1, ..., b2k) times a contraction pattern (which
is given by the Kronecker-deltas). We now perform a
Taylor-expansion of the g around vanishing index
g(i1, ..., i4k) = g|~i≡0 + ∂ g∂ ij
∣∣∣
~i≡0
ij
+ 12
∂2 g
∂ ij ∂ ik
∣∣∣
~i≡0
ij ik + ...
= g0 + g1i1 i1 +
1
2 g
2
i1,i2
i1 i2 + ...
(21)
The expansion coefficients gki1,...,ik combined with the
contraction pattern δi.,i. ...δi.,i. can be identified as be-
ing generated by a unique product of traces of matrix
products of φ- and X-matrices: The contraction patters
determine how many φ’s appear in each trace and the de-
pendence of gki1,...,ik on the indices i1, ... tell us at which
positions what power of the X-matrices have to be in-
serted. To project onto the symmetric operators with no
X-insertions, we would only consider the g0 term.
7 The symmetrization is model dependent, e.g., an unconstrained
real model will have no symmetrization, a real symmetric model
will require symmetrization in a, b and complex matrix models
require decomposition into real modes and subsequent (anti-)
symmetrization if the model is Hermitian.
6This procedure allows us to uniquely expand the RHS
of the flow equation in terms of the elementary monomi-
als Tr (φn1 Xn2 ...) ...Tr (φm1 Xm2 ...) that we use as the
coordinate basis for our theory space. Two subtleties
associated with the use of this basis should be noted:
1. Commutativity of the product of traces and
cyclicity of the trace imply the monomi-
als Tr (φn1 Xn2 ...) ...Tr (φm1 Xm2 ...) are not
simply labeled by the arrays of integers
((n1, n2, ...), ..., (m1,m2, ...)), but by equiva-
lence under all permutations of blocks and cyclic
permutations by an even number of steps of
numbers within a block. This means that we have
to label the coordinate basis of the theory space,
i.e., the coupling constants, by fixing a unique
representative in each equivalence class.
2. The regulator is not an analytic function of the in-
dices due to the Heaviside function. This Heaviside
function has however no observable effect when the
effective action is probed with “IR”-degrees of free-
dom (i.e., matrices φ that have only the upper left
N ×N components nonvanishing). Thus, for effec-
tive IR field theory, one can use the above identifi-
cation of field monomials, since the Taylor expan-
sion of the functions g around vanishing index is
“blind” to the Heaviside function.
III. RENORMALIZATION GROUP FLOW AND
GAUGE SYMMETRY
The above procedure would allow us to derive the RG
flow in the extended, non-symmetric theory space. Since
our model is symmetric under U(N), and the symmetry-
breaking is only introduced by the regulator, there is a
Ward-identity that will impose a nontrivial constraint on
the RG flow in the extended theory space. The action of
a Hermitian pure matrix model is invariant under unitary
transformations which act on the field in the form
φ 7→ OT φO = φ+  [φ,A] +O(2), (22)
where A is the generator of an infinitesimal symmetry
transformation. The functional measure and the bare
action of a pure matrix model are invariant under unitary
transformations, but the change of the regulator term is
G ∆N S = Tr (φ [A,RN ]φ) , (23)
where we denoted the change of a functional F under an
infinitesimal gauge transformation by G F . Thus, the ef-
fective average action satisfies the scale dependent Ward-
Takahashi identity (WTI)
WN ΓN = G ΓN − trop
(
[A,RN ]
Γ
(2)
N +RN
)
= 0. (24)
It follows form the standard argument see, e.g., [41], that
the RG-evolution of an initial condition that satisfies the
initial WTI WN ΓN = 0 at an initial scale N , will satisfy
the evolved WTI WN ′ ΓN ′ = 0 at a scale N ′. Hence, if
we want to implement gauge symmetry, i.e., if we require
the usual WTI Γ Γ = 0 to hold, then we have to impose
that satisfies ΓN the scale dependent WIT to ensure that
Γ = limN→0 ΓN satisfies the usual WTI.
It is important to notice that the scale dependent
WTI can not be solved by a ΓN that respects the usual
gauge symmetry G ΓN = 0, because the second term of
(24) does not vanish unless N = 0. Hence, to imple-
ment gauge symmetry in the flow, one is forced to “con-
taminate” ΓN by turning on just the right amount of
couplings for symmetry-breaking operators. Conversely,
to implement gauge symmetry, we have to restrict the
search for RG fixed points to solutions of the scale de-
pendent WTI.
A. Tadpole Approximation
Restricting the search for RG-fixed points to solutions
of the scale dependent WTI will be dealt with in future
work. For the present paper, we make the following im-
portant observation: If we assume that the sought-for
fixed point lies at small values of the couplings, then we
can approximate the β functions by the first order in
the vertex expansion: Assuming that combinatorial fac-
tors in the loop diagrams are O(1), and the fixed-point
value of all couplings is ∼  < 1, then the n-vertex dia-
gram is suppressed by a factor n−1 in comparison to the
tadpole diagram. Accordingly it is a self-consistent ap-
proximation to take into account only tadpole diagrams,
if the corresponding fixed-point values indeed turn out
to satisfy our requirement. We now make the follow-
ing central observation: As all vertices arising within a
truncation consisting of U(N) invariants are themselves
U(N) invariant, symmetry-breaking operators cannot be
generated by the tadpole diagram. Any nontrivial index-
dependence on the RHS of the flow equation can always
be shifted away, as there is no nontrivial index depen-
dence in the vertex. This is completely analogous to the
case of, e.g., standard λφ4 theory: As the vertex pro-
portional to λ is momentum-independent, the tadpole
diagram cannot generate a momentum-dependent opera-
tor. Thus no non-trivial wave-function renormalization is
generated from the tadpole diagram ∼ λ. In our case, a
non-trivial index-dependence is analogous to a non-trivial
momentum dependence.
This reasoning can be applied to the vertex expan-
sion of the RHS of the flow equation as well as the ver-
tex expansion of the second term of the scale dependent
WTI (24). We conclude that the scale-dependent WTI is
solved by a U(N)-symmetric ΓN in the tadpole approx-
imation and, conversely, that the tadpole approximation
to the RG flow preserves U(N)-symmetry.
One might now wonder whether the functional Renor-
malization Group will be of use to uncover the double-
scaling limit in higher-dimensional tensor models. If the
7critical value of the coupling would lie at a large value,
the tadpole approximation would not be applicable. Here
it is crucial that the critical value of the coupling corre-
sponds to the radius of convergence of the perturbative
expansion, and as such is guaranteed to lie at values much
smaller than one. Accordingly, the use of the tadpole
approximation is justified to explore the double-scaling
limit in higher-dimensional tensor models. An added
benefit lies in the fact that the evaluation of the β func-
tions in a large truncation is simplified considerably, if
we restrict ourselves to the tadpole approximation. Thus
we are confident that our method will also allow us to
successfully tackle higher-dimensional tensor models.
IV. β-FUNCTIONS AND FIXED POINTS
The considerations of the previous section suggest that
the tadpole approximation to the β-functions will im-
prove the results of [1] for fixed points with small values
of the couplings. We now confirm this suggestion and
in this course also uncover the multicritical fixed points
with the FRG for the first time.
A. Single-trace approximation
As a first step, let us reconsider the single-trace trun-
cation studied in [1], which is
Γk = ZφTrφ
2 +
nmax∑
n=2
g2n
2n
Tr
(
φ2n
)
, (25)
where we take nmax = 7 in accordance with [1]. Em-
ploying eq. 63 in [1], restricting ourselves to tadpole dia-
grams, we then obtain a set of beta functions as follows:
η = 2 g4 x, (26)
β2n = ((n− 1) + n η) g2n − 2nx g2(n+1), (27)
where the first term in the beta functions arises from
the canonical dimensionality of the couplings and η =
−N∂N lnZφ. We have set [R˙P−2] = x in order to study
the scheme dependence of our results.
Here, we also neglect the term ∼ η, that is generated
by ∂NRN on the right-hand-side of the flow equation.
We then obtain a set of fixed points and critical expo-
nents listed in tab. I.
g4 g6 g8 g10 g12 g14 θ1 θ2 θ3 θ4 θ5 θ6
0 0 0 0 0 0 -1 -2 -3 -4 -5 -6
−1
4x
0 0 0 0 0 1 − 1
2
-1 − 3
2
-2 - 5
2
−1
3x
1
36x2
0 0 0 0 1 2
3
− 1
3
− 2
3
-1 − 4
3
−3
8x
3
64x2
− 1
512x3
0 0 0 1 3
4
1
2
− 1
4
− 1
2
− 3
4
−2
5x
3
50x2
−1
250x3
1
104x4
0 0 1 4
5
3
5
2
5
− 1
5
− 2
5
−5
12x
5
72x2
− 5
864x3
5
20736x4
− 1
248832x5
0 1 5
6
2
3
1
2
1
3
− 1
6
−3
7x
15
196x2
− 5
686x3
15
38416x4
− 3
268912x5
1
7529537x6
1 6
7
5
7
4
7
3
7
2
7
TABLE I: We show fixed points and critical exponents that we obtain in a single-trace truncation including all couplings up
to g14. We include only tadpole diagrams, and parameterize R˙P
2 = x.
The first fixed point is the Gaußian fixed point, where
the critical exponents equal the canonical scaling dimen-
sionality of the couplings.
The second fixed point corresponds to the well-known
double-scaling limit, with one relevant direction. As in
[1], this first approximation yields a critical exponent θ =
1, instead of the analytically known exact value θ = 45 .
8Multicritical Points
All other fixed points correspond to multicritical points
of increasing order m. They show the well-known pat-
tern of alternating signs for the couplings, corresponding
to stable/unstable potentials. As expected for the mth
multicritical point, m − 1 relevant directions exist: The
largest critical exponent corresponds to the pure-gravity
case [? ]. The next critical exponents are expected to be
θm−1 = 2m+ 12
. We obtain, similarly to [26], θm−1 = 2m .
The confirmation of the existence of the multicritical
points within the FRG approach to matrix models is one
of the main new findings of this paper.
Moreover, one can find analytic expressions for the
multicritical points in the tadpole approximation to the
single-trace truncation as follows: assume that the g2n
vanish for all n > m, so the β2n vanish for all n > m,
while β2m = 0 and η = 2x g4 imply
η =
1−m
m
, g4 =
1−m
2mx
. (28)
The vanishing of the remaining β2n give the linear recur-
sion relation g2n+2 =
(
n−1
n − m−1m
)
g2n
2 x . For the initial
condition (28) the solution is, in agreement with tab. I,
given by
g2n =
(1−m)n−1
(n− 1)! (2mx)
1−n, (29)
where we used the Pochhammer symbol (a)n = a(a +
1)...(a+ n).
After inserting the k-th multicritical value η = 1−kk
into the tadpole approximation to the vertex expansion,
one finds that the Jacobian
∂ β2n
∂g2m
= δn,m
(
(n− 1)− n
m
(m− 1)
)
− 2 δn+1,m nx
(30)
is triangular and independent of the couplings g2n. We
can thus recover the positive critical exponents from the
diagonal entries of the Jacobian
θ(m)n =
n
m
, where: n = 2, ...,m (31)
in agreement with tab. I. (Notice that, for simplicity of
presentation, we treated η as a constant and not as a
function of g4, when we calculated the critical exponents,
which turns out not to have an effect on the result in the
single trace approximation.)
Universality
We observe that, although the gn ∗ depend on x, the
critical exponents do not. Thus these values are uni-
versal, i.e., independent of the choice of regularization
scheme. The dimensionful couplings themselves are not
universal, i.e. gn ∗ = gn ∗(x). However, we can also
form universal (dimensionless) ratios of couplings, such
as g24/g6, which accordingly are independent of x. For
instance, the second multicritical point, where g8 = 0,
has g24/g6 = 4, which is in reasonable agreement with the
exact g24/g6 =
10
3 , and in fact corresponds exactly to the
value in [26].
Note that to obtain the value g∗ = gc = − 112 for m = 2,
we would have to set x = 3, which clearly shows that
fixed-point values are non-universal. This is expected as
in our setting they carry a non-trivial scaling dimension-
ality with N . In the same way that fixed-point values for
dimensionful couplings cannot be universal in standard
quantum field theories, no such universality is expected
in our case.
A subtle difference to standard quantum field theo-
ries arises, as the notion of scale that we introduce here
disappears, once the integration over all quantum fluctu-
ations has been completed: In the limit N → ∞, there
is no other quantity left in the matrix models that would
still set a scale. This is a major difference to standard
quantum field theories: There, two distinct notions of
scale exist: One is a Renormalization Group scale µ,
that decides which quantum fluctuations have been in-
tegrated out. The other is a model-inherent momentum
scale, which enters the operators of the model, such as,
e.g., the kinetic term. Since both scales are momentum
scales, the dimensionality assigned to couplings using the
model-inherent momentum, or the ”external” RG scale,
agrees. In particular, a nontrivial notion of dimension-
ality remains in the limit µ → ∞. This is different in
the case of the matrix model, where non-trivial scaling
dimensions do not exist once N → ∞. The couplings
become dimensionless in that limit. This observation
should explain, why our fixed-point values are nonuni-
versal, whereas other methods that are used to derive
the double-scaling limit in matrix models yield a univer-
sal number for g4 c.
B. Multi-trace truncation
We now investigate a truncation that takes into ac-
count all operators up to a fixed dimensionality. In par-
ticular, we include g4, . . . , g12, g22, . . . , g28, g44, g46 and
g222, g224. Again, we restrict ourselves to tadpole dia-
grams. According to our reasoning in sec. II, the canoni-
cal dimensionality provides a useful organizing principle
for the couplings in theory space. We thus expect that
this multitrace truncation should show improved results
over the single-trace truncation, as it will consistently
take into account all operators up to a given dimension-
ality.
The interesting double- and triple trace operators are
contained in the following truncation
9ΓN =
Zφ
2 Tr
(
φ2
)
+
∑
n≥2
g2n
2 Tr
(
φ2n
)
+
∑
n≥1
g2,2n
2 Tr
(
φ2
)
Tr
(
φ2n
)
+
∑
n≥2
g4,2n
2 Tr
(
φ4
)
Tr
(
φ2n
)
+
∑
n≥1
g2,2,2n
2 Tr
(
φ2
)2
Tr
(
φ2n
)
.
(32)
The tadpole approximation to the beta functions in this truncation is
η = 2x (g4 + g2,2) (33)
β2n = ((n− 1) + n η) g2n − nx (2 g2n+2 + g2,2n) (34)
β2,2 = 2 (1 + η) g2,2 − x (g6 + 4 g2,4 + 3 g2,2,2) (35)
β2,4 = 3 (1 + η) g2,4 − 2x (g8 + 3 g2,6 + 4 g4,4 + g2,2,4) (36)
β2,2n = (n+ 1) (1 + η) g2,2n − 2x (g2n+4 + (n+ 1)g2,2n+2 + 2 g4,2n + g2,2,2n) , n ≥ 3 (37)
β4,4 = 4 (1 + η) g4,4 − x (g10 + 6 g4,6) (38)
β4,2n = (n+ 2) (1 + η) g4,2n − x (2 g2n+6 + (2n+ 2)g4,2n+2) , n ≥ 3 (39)
β2,2,2 = (4 + 3 η) g2,2,2 − x (3 g2,6 + 4 g2,2,4) (40)
β2,2,4 = (5 + 4 η) g2,2,4 − x (g2,8 + 3g4,6 + 6 g2,2,6) (41)
β2,2,2n = ((n+ 3) + (n+ 2)η) g2,2,2n − x ((2n+ 4)g2,2n+4 + (2n+ 2)g2,2,2n+2) , (42)
(43)
where the exceptions arise due to additional symmetry
factors (e.g., the derivative of Trφ4Trφ4 has an additional
factor of 2 when coupling into g2,4, than the derivative
of Trφ4Trφ6 when coupling into g2,6. )
The general structure has already been discussed in [1],
and is as follows, cf. fig. 1: At leading order in 1/N , only
a tadpole diagram of g2,i1,...,in can couple into gi1,...,in .
Our truncation to tadpole diagrams is therefore not a
truncation, but already the full result, when it comes to
the back-coupling of higher orders in the number of traces
into the lower-order beta functions.
level 
number of fields 
g4   g6   g8   g10  … 
 
 
g2,2  g2,4  g2,6  g2,8  … 
 
    g4,4  g4,6  … 
  
        … 
 
 
 
g2,2,2  g2,2,4  g2,2,6  … 
 
    g2,4,4  … 
    …   
FIG. 1: We schematically show the structure of the flow
equation. We indicate tapole diagrams by arrows. Clearly
only neighbouring levels couple into each other’s beta func-
tions. Note that at higher order in the traces, the levels get
more complicated, e.g., there exist two-trace terms of the form
g2,i, g4,i, g6,i....
Furthermore, an n-trace operator can only generate an
(n+ 1)-trace operator through a tadpole diagram, as the
contraction on the right-hand side of the flow equation
does not generate more than one additional traces: At
most, the structure of Γ(2) and the subsequent contrac-
tion permits to split one of the Trφi-terms into two new,
Trφi−jTrφj terms.
We thus have a structure where only neighbouring
“levels” (i.e., numbers of traces) are coupled in the beta
functions. Thus, already the three-trace terms affect the
single-trace terms only indirectly. Additionally, many
contributions that could be possible if one only counts
the number of fields, are disallowed because of the trace-
structure of the flow equation: For instance, just count-
ing the number of fields, one could expect a coupling of
g4,4 into βg2,2,2 . This contribution does not exist, as the
second derivative of Trφ4Trφ4 cannot generate a term
that separates into 3 traces with two fields each upon
contraction with the propagator.
Beyond the tadpole level, two-vertex diagrams can
“span” a larger number of levels, as combinations of ver-
tices with i traces and vertices with i+ 2 traces can also
couple into operators with i+ 2 traces.
For our explicit solution of the fixed-point equations,
we only include up to g12. For consistency, this implies
that we have to take into account up to three-trace op-
erators. We thus expect to find the first 5 multicritical
points. It turns out, that a subset of the multitrace cou-
plings is also nonvanishing at these multicritical points,
and that they have an important effect on the critical
exponents, cf. tab. II.
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g4 g6 g8 g10 g12 g22 g24 g26 g28 g44 g46 g222 g224 θ1 θ2 θ3 θ4 θ5
− 1
4x
0 0 0 0 0 0 0 0 0 0 0 0 1 -1/2 -1 -1 -3/2
− 8
21x
2
63x2
0 0 0 1
21x
0 0 0 0 0 0 0 0.82 0.82 -0.33 -0.64 -0.67
− 51
116x
27
464x2
− 9
3712x3
0 0 15
232x
− 3
464x2
0 0 0 0 0 0 0.80 0.80 0.61 -0.25 -0.5
−16448
34535x
13392
172675x2
−4608
863375x3
576
4316875x4
0 2634
34535x
−2112
172675x2
288
863375x3
0 108
172675x2
0 144
863375x3
0 0.81 0.81 0.68 0.45 -0.2
TABLE II: We show the first four fixed points and critical exponents that we obtain in a multi-trace truncation. We include
only tadpole diagrams, and parameterize R˙P−2 = x. A number of further fixed points that we obtain is not shown, as they do
not correspond to any known analytical solution and are thus most probably artifacts of the truncation.
Most importantly, the largest critical exponent which
corresponds to the pure-gravity critical exponent turns
out to be θ ∼ 0.8 for all but the first fixed point. We
thus observe that the inclusion of multi-trace terms is
a crucial step towards quantitative precision in matrix
models. While the sub-leading critical exponents at the
multicritical points deviate more significantly from the
exact values, the leading critical exponent only deviates
by a few percent from the exact result θ = 0.8. This
is a major step forward from the investigations in [1].
Already for the pure-gravity fixed point, our result con-
stitutes an improvement over our previous result in a
multi-trace truncation, as well as the considerable im-
provement over the perturbative calculation in [27].
For the fixed-point values, we observe that universal
combinations such as
g24
g6
depart further from the exact
result than in the single-trace approximation. We at-
tribute this to the fact that multi-trace operators at the
same order of the fields are nonvanishing, e.g., g2,2 6= 0
at the m = 3 multicritical point.
Analytic Solution
If the initial condition to the flow is such that all cou-
plings that correspond to operators with more than 2k
fields vanish, then the tadpole approximation to the RG
flow will preserve this condition, because a tadpole dia-
gram from a truncation with 2k fields will generate oper-
ators with at most 2k−2 fields. It is thus, in the tadpole
approximation, consistent to search for fixed points at
which the couplings for all operators with more than 2k
fields vanish. For such a fixed point search, one can em-
ploy the following strategy:
1. There will be a finite number (the number of dis-
tinct integer partitions of k) of beta functions for
the operators with 2k fields, which are of the form
βa = (dim(a) + k η)ga. These imply that either
that η = −dim(a)k for one a and all other couplings
with 2k fields vanish just as in tab. II, or that all
g... vanish. The second case corresponds to a fixed
point with at most 2k−2 field and is thus the same
case, but with different k.
2. The remaining beta functions are of the form βb =
(dim(b) − dim(a) 2nk )g(2n)b + x(linear in g(2n+2)),
where the superscript bracket denotes the number
of fields in the corresponding operator. Vanishing
of the beta functions thus gives the recursion rela-
tion g
(2n)
b =
dim(a) 2nk −dim(b)
x(linear ing(2n+2)
.
3. One now sets ga = α and uses the recursion rela-
tions to derive all coupling constants with 2k − 2
fields, 2k − 4 fields, ... and 4 fields as functions of
α. This provides in particular g4(α) and g2,2(α).
Notice that the recursion relation is linear, which
implies that gb(α) = α gb(1).
4. The anomalous dimension then implies that
2αx(g4(1) + g2,2(1)) = −dim(a)k , which shows that
α = − dim(a)2 k x (g4(1)+g2,2(1)) .
A technical difference between the single- and multitrace
truncation is that it is easy to find the solution of the sin-
gletrace recursion relation as a function of k (see Eq. (29)
above), while we where unable to express the solution of
the multitrace recursion relation as a function of k.
C. Two-vertex contributions
The next logical step is to include two-vertex contri-
butions to the beta functions, which provide the leading
order corrections to the tadpole approximation for fixed
points with small couplings. These contributions do, as
we explained above, imply that the solution to the Ward
identity requires the inclusion of non-symmetric opera-
tors. In the explicit symmetric truncations that we con-
sidered so far, it turns out that the inclusion of two-vertex
contributions has far-reaching effects: We observe, that
none of the multicritical points can be found after the
inclusion of these additional terms, and only the pure-
gravity double-scaling limit remains. One of course ex-
pects that the inclusion of two-vertex diagrams will lead
to an improvement once one restricts the flow to a consis-
tent approximation to the solution of the Ward identity.
The test of this expectation goes beyond the scope of this
paper and will be investigated in a future paper.
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V. CONNECTION TO CONTINUUM β
FUNCTIONS FOR GRAVITY AND THE
ASYMPTOTIC SAFETY SCENARIO
In research on quantum gravity, many approaches exist
in parallel and it is a priori unclear whether they are in
any way related. In particular, the continuum approach
based on a quantum field theory for the metric, known
as the asymptotic safety scenario [31, 46, 47], for reviews
see, e.g., [48], and approaches based on a discretization of
geometry, such as matrix or tensor models, differ in many
aspects. The fundamental variables are taken to be dif-
ferent (metric versus matrices/tensors), the symmetries
differ (diffeomorphism symmetry versus U(N) symme-
try), and the Renormalization Group flow is formulated
with respect to two completely different notions of scale
(defined with respect to a fiducial background metric ver-
sus matrix/tensor size). Nevertheless, one could expect
the following scenario, see, e.g., [25, 49] and also a re-
lated discussion in [50], where the interacting fixed point
underlying asymptotic safety is related to a phase tran-
sition from the “pregeometric” to the geometric phase of
a tensor model/group field theory.
To be more specific, the tentative non-trivial contin-
uum limit in matrix/tensor models, signaled by an in-
teracting fixed point, is characterized by a set of critical
exponents. In a more physical sense, that limit can also
be interpreted as a phase transition from a pre-geometric
phase, where no notion of the metric exists, to a geomet-
ric phase with a non-vanishing expectation value of the
metric. The approach to this continuous (i.e., second or-
der or higher) phase transition is described by the critical
exponents see, e.g., [51] for a recent example in Causal
Dynamical Triangulations.
In contrast, the continuum approach known as asymp-
totic safety is based on the existence of a non-vanishing
metric, and cannot easily describe the phase with van-
ishing expectation value of the metric, see, however, [52].
At very high momentum scales, the scaling of operators
is determined by critical exponents of an interacting fixed
point of the Renormalization Group flow.
These two scenarios can be interpreted as two sides
of the same picture, where the same phase transition –
from a pre-geometric phase to a geometric phase – is
approached from the two sides: Matrix/tensor models
are extremely well-adapted to describe the pregeomet-
ric phase, and the approach to that phase transition. On
the other hand, the physics of the geometric phase is then
more straightforwardly accessed in the continuum quan-
tum field theory setting. For this connection between the
two settings to hold, the critical exponents calculated on
both sides should agree. Further evidence for such a con-
nection between continuum and discrete quantum gravity
could be provided by observables, such as, e.g., the spec-
tral dimension, which has been found to equal two in the
UV in both discrete [53] as well as continuum settings
[54, 55].
In the following, we will review explicitly, how the fixed
point in matrix models and the corresponding critical ex-
ponent is related to the beta function of 2+ dimensional
continuum quantum gravity [47, 56]. This provides a sim-
ple example of the relationship between the continuum
setting (i.e. the asymptotic safety scenario) and the ma-
trix/tensor model setting. Whether a similar relationship
exists in higher dimensions, remains to be investigated.
The well-known geometric picture that underlies the
matrix model approach to quantum gravity is the discrete
approximation of the geometry of a compact8 Riemann
surface by tesselations with indistinguishable building
blocks, e.g., be equilateral triangles or squares. A con-
tinuum geometry is attained in the limit in which the
number N of elementary building blocks diverges while
their individual size is rescaled by scaling the lattice con-
stant a as a/N
1
2 , so the total area A of the Riemann
surface remains unchanged.
The discrete approximation at finite N defines a reg-
ularized measure for the functional integral of two-
dimensional Euclidean quantum gravity as the sum over
all tesselations. For this one observes that the Einstein-
Hilbert action in two dimensions consists of a cosmologi-
cal constant term proportional to the total area A and a
topological term proportional to the Euler characteristic
χ. Both quantities possess simple expressions in terms
of the tesselation: the total area is N a2 and the Eu-
ler characteristic is number of vertices V - edges E +
faces F . The aim of this approach is to define the func-
tional measure by taking the continuum limit a → 0,
a/N
1
2 = const..
The discrete partition function at finite N can be rep-
resented as a matrix model. The underlying observation
is that the Feynman graphs of a matrix model possess an
interpretation in terms of tesselations, which arise as the
dual to the ribbon graphs of the matrix model. Starting
from the matrix- model action S = NTr(− 12φ2 + gφ4),
one sees that each closed loop contributes a factor N due
to the summation of a free index, while the Feynman
rules assign each vertex a factor N and each propagator
a factor N−1. Thus, we obtain a factor NV−E+F = Nχ
for each Feynman diagram.
It follows that in matrix models, the matrix size N is
related to the bare Newton coupling by
N = e
1
4G0 , (44)
as 14G0 is the prefactor of χ in the action.
Furthermore, the relation
g4 = e
−Λa2 (45)
holds for the dynamical triangulation, see, e.g., [16]. This
follows from the fact that each configuration is weighted
by e−ΛA = e−Λa
2n, where n is the number of squares.
8 Strictly speaking we demand compact without boundary.
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On the other hand, each discrete configuration, corre-
sponding to a Feynman diagram, is weighted by gn4 . We
then translate to a dimensionless cosmological constant,
λ = a−2Λ.
Accordingly, the double-scaling-limit for pure gravity
translates into the requirement 9:
(g4 − g4 c)5/4N =
(
e−λ − e−λc)5/4 e 14G0 = const. (46)
This establishes the correspondence between the double
scaling limit and the continuum limit. We see that taking
the lattice spacing a→ 0, while physical quantities, such
as the renormalized cosmological constant, ΛR, are held
fixed, i.e., ΛR = a
−2(λ − λc) is equivalent to taking the
double scaling limit of the matrix model.
For λ− λc  1, we then obtain that(
ΛRa
2
)5/4
e
1
4G0 = const. (47)
Taking the lattice spacing to zero then requires us to
adjust the bare Newton coupling G0 appropriately, i.e.,
G0 = G0(a). It is then straightforward to derive the
scale-dependence of G0 from Eq. (47):
− a∂aG0(a) = −10G20. (48)
Since a∂a = −µ∂µ where µ is a Renormalization Group
momentum scale, we finally obtain
βG = µ∂µG = −10G2. (49)
Note that the numerical value of the coefficient depends
of course on whether the action is defined as RG , or
R
16piG .
Let us comment on the connection with continuum field
theory: In 2+ dimensions, where quantum gravity based
on the Einstein-Hilbert action on a fixed topology is no
longer trivial, one can obtain a nontrivial beta function
form a standard quantum field theory calculation [56].
Its main feature is a term ∼ G2 with a negative sign.
Together with the term arising from a nontrivial dimen-
sionality in d = 2 + , this term is responsible for the
existence of a UV attractive interacting fixed point.
Here, we have a similar result, with a term ∼ G2 with
a negative sign, which corresponds to asymptotic free-
dom. As a difference to the results in [47, 56], it arises
in d = 2. Crucially, it does not follow from a simple scal-
ing limit, where g4 → g4 c. Instead, it originates from
the double-scaling limit, where all topologies with higher
Euler character contribute. One could thus interpret the
existence of asymptotic freedom in d = 2 dimensional
quantum gravity as stemming from topological fluctua-
tions. Most interestingly, going to d = 2 + , a term G
will arise from the canonical dimensionality of the cou-
pling. The non-trivial term ∼ G2 will then again induce
a nontrivial fixed point, making quantum gravity in 2+ 
dimensions asymptotically safe.
9 The following results were communicated to us by Jan Ambjorn.
This result exemplifies a tentative scenario in which
the double-scaling limit in tensor models describes the
same phase transition as a non-Gaußian fixed point in
the asymptotic safety scenario in continuum gravity: I.e.,
both could be different sides of the same picture, as in-
dicated by the possibility to derive a beta-function for
G featuring an asymptotically safe fixed point from the
double-scaling limit.
An even more interesting scenario would be if both
matter and gravitational degrees of freedom could be
encoded in the dynamics of a tensor model. The ex-
istence of multicritical points in matrix models, corre-
sponding to conformal matter coupled to gravity, shows
that such a scenario works in two dimensions. To under-
stand whether a similar scenario could work in four di-
mensions, one should compare the critical exponents ob-
tained on the tensor model side, to those obtained within
asymptotic safety under the coupling to matter. On the
continuum side, some critical exponents for gravity in the
presence of matter degrees of freedom are known [35], and
also critical exponents corresponding to matter opera-
tors at the interacting fixed points are (partially) known.
While currently a complete catalogue of all relevant oper-
ators at the interacting fixed point of gravity and matter
is still work in progress, its availability would open the
door to investigate a scenario where matter and gravity
degrees of freedom are both encoded in a tensor model.
VI. CONCLUSIONS
In this paper we advance the functional Renormaliza-
tion Group as an exploratory tool for the continuum limit
in matrix and tensor models for quantum gravity.
In particular, we develop a new, self-consistent approx-
imation which allows to obtain useful results: The use of
the matrix size N as a Renormalization Group scale im-
plies a breaking of the U(N) invariance of the matrix
model, which is encoded in the Ward identity Eq. (24).
We find indications that the systematic deviation of the
relevant critical exponent we found in [1] is due to break-
ing of this Ward identity. The Ward identity tells us that
in order to obtain a U(N) symmetric continuum limit,
we have to consider truncations that include a fine-tuned
amount of symmetry breaking operators.
A crucial new observation in this paper is that a re-
striction to tadpole diagrams allows to solve the Ward
identity in a self-consistent approximation with a trun-
cation that contains only symmetric operators. Thus the
effect of symmetry-breaking terms can be consistently
neglected when approximating the Wetterich equation
by its tadpole part. Most importantly, this approxima-
tion is well-adapted to discover the double-scaling limit
in matrix and tensor models, since the fixed-point value
of the couplings corresponds to the radius of convergence
of the perturbative expansion of the partition function,
and therefore lies at small values. At the corresponding
RG fixed point, all couplings are thus much smaller than
13
one, and loop diagrams with a higher number of vertices
are therefore suppressed.
As an added bonus, the restriction to the tadpole ap-
proximation very significantly reduces the computational
complexity, in particular at the level of multiple-trace op-
erators.
Moreover, the restriction to the tadpole approximation
enables us for the first time to confirm the existence of
multicritical points for matrix models within the FRG
framework, both numerically and by analytic considera-
tions. These RG fixed points correspond to continuum
limits of quantum gravity coupled to conformal matter
degrees of freedom. It is particularly reassuring that,
within the tadpole approximation, we find the numerical
value of the leading critical exponent within about 1%
of its analytical value 4/5 for the third and fourth mul-
ticritical point. This is a significant improvement over
our previous results [1] and shows that the FRG frame-
work is not only a qualitative exploratory tool, but also
a useful framework to obtain quantitative results with
comparatively little computational effort.
We then discuss a tentative connection between the
double-scaling limit in matrix and tensor models, and
the asymptotic safety scenario, which provides an ultra-
violet completion for continuum quantum gravity. It is
conceivable that both describe the same phase transi-
tion, albeit seen from different phases: Coming from the
“pregeometric” phase, described by a matrix model, a
“condensation” of space-time building blocks occurs at a
phase transition to a geometric phase. This phase can
be described using continuum fields such as the metric.
The phase transition is then visible as a fixed point of
the Renormalization Group flow in this phase. While
currently there is no solid evidence for such a scenario
in four dimensions, we discuss hints for its realization
in two dimensions: There, one can explicitly derive the
beta-function for the Newton coupling from the double
scaling limit. It contains a term ∼ G2 with a negative
coefficient, which, in d = 2 + , induces an interacting
fixed point for G. This is precisely the result that can
be obtained explicitly by calculating the beta function in
the continuum, and thus provides a hint that the double-
scaling limit – or more generally continuum limit – of
matrix models could be related to asymptotic safety.
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