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a b s t r a c t
The problem of computing an eigenvector of an inverseMongematrix inmax–plus algebra
is addressed. For a general matrix, the problem can be solved in at most O(n3) time. This
note presents an O(n2) algorithm for computing one max–plus algebraic eigenvector of an
inverse Monge matrix A. It is assumed that A is irreducible.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Max–plus algebra is an algebra that has two operations, namely maximization and addition, defined for the elements in
Rmax = {R ∪ −∞}, where R is the set of all real numbers. Eigenvalues and eigenvectors of matrices in max–plus algebra
describe the steady-state behavior of cyclic discrete event systems, e.g. [8,11,10].
Many problems admit an easy solution if they involve Monge (or inverse Monge) matrices; see [2]. For example, a class
of traveling salesman problems can be solved efficiently if the cost matrix is Monge [2]. The spectral problem of Monge and
inverse Monge matrices in max–plus algebra was studied by Gavalec and Plávka. In [6] they showed that the eigenvalue of
a given inverse Monge matrix can be computed in just O(n) time, where n× n is the dimension of the matrix. Further, in [7]
they presented an O(n2) algorithm for computing an eigenvector of a Monge matrix in max–plus algebra.
The problem of finding an eigenvector of an inverse Monge matrix in max–plus algebra has not been addressed before
but it is important for the applications. For example, it has been shown in [10,9] that the dynamics matrix for a cyclic flow
system fulfills the inverse Monge property and the steady-state behavior of the system is characterized by a max–plus
algebraic eigenvector of the dynamics matrix.
In this note we present an O(n2) algorithm for computing an eigenvector of an (irreducible) inverse Monge matrix
in max–plus algebra. For a general matrix, the problem can be solved in at most O(n3) time using the Floyd–Warshall
algorithm [5]. A version of Howard’s algorithm can also be used to solve the problem and it even shows almost linear O(n2)
average execution time [3], though an upper bound has not yet been found [8].
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2. Preliminaries
Define ε = −∞ and Rmax = {R ∪ ε}, where R is the set of real numbers. Max–plus algebra is an algebra with two
operations, namely⊕ and⊗, defined as
a⊕ b = max {a, b} a⊗ b = a+ b,
for elements a, b ∈ Rmax. Operation⊕ has null element, ε, and operation⊗ has a unit element, e = 0. For example, a⊕ε = a
and a⊗ e = a. Max–plus algebra is an example of the algebraic structure called the dioid.
Max–plus algebra is extended to matrices in the same way as conventional algebra but with + replaced by ⊕ and ×
replaced by⊗. A set of all n×mmatrices is denoted byRm×nmax . Further, for any positive integer n, we defineN = {1, 2, . . . , n}.
Definition 2.1. The problem of finding a value λ(A) ∈ Rmax and a vector v ∈ Rnmax that contains at least one finite element
such that
A⊗ v = λ(A)⊗ v
is called an eigenproblem of A ∈ Rn×nmax . We call λ(A) an eigenvalue of A and v an associated eigenvector.
The spectral problem of matrices in max–plus algebra is closely related to directed graphs. With any matrix A ∈ Rn×nmax
we can associate the weighted directed graph H(A). H(A) has a node set N and for any two nodes i, j ∈ N , there is an arc
with weight aji if and only if aji 6= ε. H(A) is called the communication graph of A.
A path p in H(A) can be denoted as a sequence of its arcs
p = (i1, i2), (i2, i3), . . . , (ir−1, ir),
as a sequence of its nodes
p = (i1, i2, . . . , ir),
and as a mixed sequence of its nodes, arcs and sub-paths
p = (i1, i2) p1 /(ik, ik+1) p2 / il p3 / ir ,
where
p1 / denotes a sub-path of p from i2 to ik,
p2 / denotes a sub-path of p from ik+1 to il and
p3 /
denotes a sub-path of p from il to ir .
H(A) is called strongly connected if for any two nodes i, j ∈ N there exists a path from i to j. A matrix over Rn×nmax is called
irreducible if its communication graph is strongly connected.
The length of a path is the number of arcs in a path and it is denoted by |p|. The weight of the path denoted by |p|w is
defined as a sum of weights of all the arcs constituting the path. The average weight of a path p is given by |p|w/|p|. A path
is called elementary if, restricted to the path, nodes ik and il are different for k 6= l. A circuit γ = (i1, i2, . . . , ir) is a path
in which i1 = ir . A circuit is called elementary if, restricted to the circuit, nodes ik and il are different for k 6= l (except for
i1 = ir ). For circuits, the notions of length, weight and average weight are defined like for paths. A circuit consisting of a
single arc, from a node to itself, is called a self-loop.
The graphical interpretation of the eigenvalue of an irreducible matrix is as follows. An elementary circuit γ in H(A) is
called critical if its average weight is maximal over all circuits in H(A). By Baccelli et al. [1], λ(A) equals the average weight
of a critical circuit in H(A), i.e.
λ(A) = max
γ∈Γ (A)
|γ |w
|γ | , (1)
where Γ (A) is the set of all elementary circuits in H(A).
For any A ∈ Rn×nmax , A to the nth power is defined by
A⊗n = A⊗ A⊗ · · ·A︸ ︷︷ ︸
n times
.
Define
A+ = A⊕ . . .⊕ A⊗k ⊕ A⊗(k+1) ⊕ . . . =
∞⊕
k=1
A⊗k.
Define Aλ = −λ(A)⊗ A, i.e. [Aλ]ij = aij − λ(A). Then A+λ is well defined, i.e.
A+λ =
n⊕
k=1
A⊗kλ .
Note that any circuit in H(Aλ) has non-positive weight.
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Let P(Aλ, i, j) denote the set of all elementary paths in H(Aλ) from node i to node j of any length; then
[A+λ ]i,j = max {|p|w : p ∈ P(Aλ; j, i)} . (2)
In other words, [A+λ ]i,j yields themaximumweight of an elementary path from j to i in H(Aλ) among all possible elementary
paths.
Matrix A+λ is called the metric matrix associated with A, and it can be found in O(n3) time using the Floyd–Warshall
algorithm [5].
The following result was first shown in [4].
Theorem 2.2 ([4]). Let C be a set of integers such that [A+λ ]c,c = e, for any c ∈ C. Every c-th column in A+λ is a (fundamental)
eigenvector of A. Moreover, every eigenvector of A can be expressed as a linear combination of fundamental eigenvectors.
For matrices of general type if we wish to compute a single eigenvector of A, no algorithms better than O(n3) ones are
known [7]. In practice, Howard’s algorithm provides almost O(n2) average execution time.
In the special case when A is inverse Monge, an eigenvector of A can be computed in a more efficient way.
Definition 2.3 ([2]). A matrix A is inverse Monge if and only if
aij + akl ≥ ail + akj
for any i < k, j < l.
Gavalec and Plávka [6] have shown that the eigenvalue of an inverse Monge matrix, A, can be found in O(n) time. It is equal
to the maximum diagonal element of A, i.e.
λ(A) =
n⊕
i=1
ai,i = trace(A). (3)
The following shows that an eigenvector of A can be computed in O(n2) time.
3. Notation
The following notation is used throughout the rest of this note.
• A ∈ Rn×nmax is an irreducible inverse Monge matrix.• λ(A) is the eigenvalue of A (in max–plus algebra).
• Aλ = A− λ(A).• H(Aλ) is the communication graph of Aλ. The weight of any circuit in H(Aλ) is non-positive.• P(Aλ; i, j) is the set of all elementary paths in H(Aλ) from node i to node j.• A+λ = (Aλ)+ is the metric matrix of A.• [A+λ ]−,j denotes the j-th column of A+λ , where j ∈ {1, 2, . . . , n}.• C is the set of integers such that for any c ∈ C we have [A+λ ]c,c = e.• v is an eigenvector of A (in max–plus algebra).
4. Computing an eigenvector of an inverse Monge matrix
Let c ∈ C; then from Theorem 2.2
v = [A+λ ]−,c . (4)
As stated in the previous section [A+λ ]i,j yields the maximum weight among all elementary paths in H(Aλ) from j to i,
where i, j ∈ {1, 2, . . . , n}. The following demonstrates that when computing [A+λ ]i,j only elementary paths of a special type,
called monotonic paths, need to be considered.
4.1. Monotonic paths
Definition 4.1 ([7]). Let p = (i1, i2, . . . , ir) be a path in H(A). We say that a node ik ∈ p is a peak in p if
ik−1 < ik and ik > ik+1.
Similarly, we say that a node ik ∈ p is a valley in p if
ik−1 > ik and ik < ik+1.
Definition 4.2. We say that an elementary path or an elementary circuit in H(A) ismonotonic if it has no peaks or valleys.
It can be observed that monotonic paths p = (i1, i2, . . . , ir) in H(A) can be classified into the following three types:
1. p in which all the arcs are increasing, i.e. ik < ik+1, for all 1 ≤ k < r , called monotonically increasing paths;
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2. p in which all the arcs are decreasing, i.e. ik > ik+1, for all 1 ≤ k < r , called monotonically decreasing paths;
3. monotonic paths from a node to itself are just self-loops, for example γ = (i1, i1).
Let Pmono(Aλ; i, j) denote the set of all monotonic paths in H(Aλ) from i to j.
Theorem 4.3. Let A be an inverse Monge matrix. Then
[A+λ ]i,j = max {|p|w : p ∈ Pmono(Aλ; j, i)} .
Proof. According to [4], [A+λ ]ij is equal to the maximal weight among all the elementary paths in H(Aλ) from j to i. In what
follows it will be shown that when Aλ is an inverse Monge matrix, only monotonic paths need to be considered when
searching for the maximum weights of paths in H(Aλ).
Consider an elementary path p = (i1, i2, . . . , ir) in H(Aλ) from i = i1 to j = ir and suppose that it is not monotonic. By
Definition 4.2, p contains at least one peak or valley. Suppose that ik is either a peak in pwith
ik−1 < ik and ik > ik+1,
or a valley in pwith
ik−1 > ik and ik < ik+1.
Then, since Aλ fulfills the inverse Monge property, we have
ε < [Aλ]ik,ik−1 + [Aλ]ik+1,ik ≤ [Aλ]ik,ik + [Aλ]ik+1,ik−1 .
It follows that [Aλ]ik,ik 6= ε, [Aλ]ik+1,ik−1 6= ε, which means that there exist arcs (ik, ik) and (ik−1, ik+1) in H(Aλ) such that
ε < |(ik−1, ik)|w + |(ik, ik+1)|w ≤ |(ik, ik)|w + |(ik−1, ik+1)|w. (5)
The path p can be expressed as
p = i1 p1 /(ik−1, ik), (ik, ik+1) p2 / ir .
If we substitute the arcs (ik−1, ik) and (ik, ik+1) in p by (ik, ik) and (ik−1, ik+1)we get a sub-path
p′ = i1 p1 /(ik−1, ik+1) p2 / ir
and a cycle
γ = (ik, ik).
It follows from (5) that |p′|w + |γ |w ≥ |p|w . Since |γ |w is non-positive (because the weight of any circuit in H(Aλ) is non-
positive), we have
|p′|w ≥ |p|w.
If p′ still has peaks and/or valleys then the above procedure can be applied again, this time to p′, and so on, until a
monotonic path in H(Aλ) is yielded, the weight of which is greater than or equal to |p|w . The number of such iterations is
finite because |p′| = |p| − 1 and because a path consisting of just one arc is always monotonic.
Hence, when searching for the maximum weight of an elementary path in H(Aλ) from i to j, the set of paths under
consideration can be limited to Pmono(Aλ; i, j). 
4.2. Computing [A+λ ]−,j
The following theorem is derived from Theorem 4.3.
Theorem 4.4. Let A be an inverse Monge matrix. Then
[A+λ ]j,j = [Aλ]j,j
[A+λ ]j+k,j = [Aλ]j+k,j ⊕
k−1⊕
i=0
([A+λ ]j+i,j ⊗ [Aλ]j+k,j+i) ,
[A+λ ]j−l,j = [Aλ]j−l,j ⊕
l−1⊕
i=0
([A+λ ]j−i,j ⊗ [Aλ]j−l,j−i) ,
(6)
where j ∈ {1, 2, . . . , n}, k ∈ {1, 2, . . . , n− j} and l ∈ {1, 2, . . . , j− 1}.
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j j+i j+k
[Aλ+]j+i, j [Aλ]j+k, j+i
j j−i j−l
[Aλ+]j−i, j [Aλ]j−l, j−i
a b
Fig. 1. Computing (a) max {|p|w : p ∈ Pmono(Aλ, j, j+ k) and (j+ i, j+ k) ∈ p}, and (b) max {|p|w : p ∈ Pmono(Aλ, j, j− l) and (j− i, j− l) ∈ p}.
Proof. Consider [A+λ ]j,j. From Theorem 4.3 we have
[A+λ ]j,j = max {|p|w : p ∈ Pmono(Aλ; j, j)} .
The only possible monotonic path in H(A) from node j to itself is a self-loop (j, j). Therefore [A+λ ]j,j = [Aλ]j,j.
Consider [A+λ ]j+k,j. From Theorem 4.3 we have
[A+λ ]j+k,j = max {|p|w : p ∈ Pmono(Aλ; j, j+ k)} .
Let p ∈ Pmono(Aλ, j, j+ k). Note that p can always be written as
p = j p1 /(j+ i, j+ k),
where (j+ i, j+ k) is the last arc of p and i ∈ {0, 1, . . . , k− 1}, because p is a monotonically increasing path. Therefore
|p|w = |p1|w ⊗ |(j+ i, j+ k)|w = |p1|w ⊗ [Aλ]j+k,j+i.
Then, as illustrated in Fig. 1(a),
max {|p|w : p ∈ Pmono(Aλ, j, j+ k) and (j+ i, j+ k) ∈ p} = max {|p|w : p ∈ Pmono(Aλ, j, j+ i)} ⊗ |(j+ i, j+ k)|w
= [A+λ ]j+i,j ⊗ [Aλ]j+k,j+i. (7)
It follows that
[A+λ ]j+k,j = max {|p|w : p ∈ Pmono(Aλ, j, j+ k)}
= max {|p|w : p ∈ Pmono(Aλ, j, j+ k) and (j, j+ k) ∈ p}
⊕max {|p|w : p ∈ Pmono(Aλ, j, j+ k) and (j+ 1, j+ k) ∈ p}
⊕max {|p|w : p ∈ Pmono(Aλ, j, j+ k) and (j+ 2, j+ k) ∈ p}
⊕ . . .
⊕max {|p|w : p ∈ Pmono(Aλ, j, j+ k) and (j+ k− 1, j+ k) ∈ p}
= [Aλ]j+k,j
⊕[A+λ ]j+1,j ⊗ [Aλ]j+k,j+1
⊕[A+λ ]j+2,j ⊗ [Aλ]j+k,j+2
⊕ . . .
⊕[A+λ ]j+k−1,j ⊗ [Aλ]j+k,j+k−1
= [Aλ]j+k,j ⊕
k−1⊕
i=0
([A+λ ]j+i,j ⊗ [Aλ]j+k,j+i) .
Finally, consider [A+λ ]j−l,j. From Theorem 4.3 it follows that
[A+λ ]j−l,j = max {|p|w : p ∈ Pmono(Aλ; j, j− l)} .
Let p ∈ Pmono(Aλ, j, j− l). Note that p can always be written as
p = j p1 /(j− i, j− l),
where i ∈ {0, 1, . . . , l− 1}, because p is a monotonically decreasing path. Therefore,
|p|w = |p1|w ⊗ |(j− i, j− l)|w = |p1|w ⊗ [Aλ]j−l,j−i.
Then, as illustrated in Fig. 1(b),
max {|p|w : p ∈ Pmono(Aλ, j, j− l) and (j− i, j− l) ∈ p} = max {|p|w : p ∈ Pmono(Aλ, j, j− i)} ⊗ |(j− i, j− l)|w
= [A+λ ]j−i,j ⊗ [Aλ]j−l,j−i. (8)
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It follows that
[A+λ ]j−l,j = max {|p|w : p ∈ Pmono(Aλ, j, j− l)}
= max {|p|w : p ∈ Pmono(Aλ, j, j− l) and (j, j− l) ∈ p}
⊕max {|p|w : p ∈ Pmono(Aλ, j, j− l) and (j− 1, j− l) ∈ p}
⊕max {|p|w : p ∈ Pmono(Aλ, j, j− l) and (j− 2, j− l) ∈ p}
⊕ . . .
⊕max {|p|w : p ∈ Pmono(Aλ, j, j− l) and (j− (l− 1), j− l) ∈ p}
= [Aλ]j−l,j
⊕[A+λ ]j−1,j ⊗ [Aλ]j−l,j−1
⊕[A+λ ]j−2,j ⊗ [Aλ]j−l,j−2
⊕ . . .
⊕[A+λ ]j−(l−1),j ⊗ [Aλ]j−l,j−(l−1)
= [Aλ]j−l,j ⊕
l−1⊕
i=0
([A+λ ]j−i,j ⊗ [Aλ]j−l,j−i) . 
It follows from Theorem 4.4 that a column of A+λ can be computed recursively as described in Algorithm 1. In the worst
case, namely when i = 1 and j = n (or when i = n and j = 1), [A+λ ]i,j can be computed using at most 2(n − 1) operations.
Then [A+λ ]−,j can be computed in at most 2n(n− 1) operations. Therefore, the complexity of Algorithm 1 is O(n2).
Algorithm 1 Calculating [A+λ ]−,j.
Require: Aλ that is an inverse Monge matrix.
Ensure: [A+λ ]−,j.
1: [A+λ ]j,j = [Aλ]j,j.
2: for k = 1, 2 to n− j do
3: [A+λ ]j+k,j = [Aλ]j+k,j ⊕
⊕k−1
i=0
([A+λ ]j+i,j ⊗ [Aλ]j+k,j+i)
4: end for
5: for l = 1, 2 to j− 1 do
6: [A+λ ]j−l,j = [Aλ]j−l,j ⊕
⊕l−1
i=0
([A+λ ]j−i,j ⊗ [Aλ]j−l,j−i)
7: end for
4.3. Computing v
Eq. (4) states that v = [A+λ ]−,c , where c ∈ C . Therefore, Algorithm 2 follows directly from Algorithm 1 and its complexity
is O(n2).
Algorithm 2 Calculating v
Require: A that is an inverse Monge matrix.
Ensure: λ(A), v.
1: λ(A) =⊕ni=1[A]i,i
2: Aλ = A− λ(A)
3: c ∈ C
4: [v]c = [Aλ]c,c = e.
5: for k = 1, 2 to n− c do
6: [v]c+k = [Aλ]c+k,c ⊕⊕k−1i=0 ([v]c+i ⊗ [Aλ]c+k,c+i)
7: end for
8: for l = 1, 2 to c − 1 do
9: [v]c−l = [Aλ]c−l,c ⊕⊕l−1i=0 ([v]c−i ⊗ [Aλ]c−l,c−i)
10: end for
5. Conclusion
Max–plus algebraic eigenvectors play an important role in studying steady-state behavior of cyclic deterministic discrete
event systems. For a matrix of general type, no algorithm better than an O(n3) one is known for computing one of its
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max–plus algebraic eigenvectors [7]. However, if a matrix is inverse Monge then its eigenvector can be computed in O(n2)
time using Algorithm 2.
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