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Abstract—In the last a few years a number of highly publicized incidents of Distributed Denial of Service (DDoS) 
attacks against high‐profile government and commercial websites have made people aware of the importance 
of providing data and services security to users. A DDoS attack is an availability attack, which is characterized 
by an explicit attempt from an attacker to prevent legitimate users of a service from using the desired 
resources. This paper introduces the vulnerability of web applications to DDoS attacks, and presents an active 
distributed defense system that has a deployment mixture of sub‐systems to protect web applications from 
DDoS attacks. According to the simulation experiments, this system is effective in that it is able to defend web 
applications against attacks. It can avoid overall network congestion and provide more resources to legitimate 
web users. 
Index Terms—Web application, Distributed Denial of Service, active distributed defense system, network 
congestion 
 
I. INTRODUCTION 
Currently, web applications are widely spread over the Internet, making it a ubiquitous computing 
environment [9]. Accessed by a browser, it provides many advantages such as simple administration 
management, high data and services availability, multi‐platform compatibility, easy software upgrade, 
integration and interoperability with other systems and so on. Together with presentation oriented web 
applications, service‐oriented web applications [8] have developed quickly over recent years. Organizations are 
investing a large number of resources in service‐oriented web applications, which offer services over intranets 
and the Internet. To develop a success web application, security and privacy are among the key issues. Much 
research has been conducted exploring security systems for web applications, including authentication, 
authorization, confidentiality and integrity [10]. However, availability and access control are the other 
important areas that still require further investigation. 
In the last a few years, the notorious Distributed Denial of Service (DDoS) attacks have made people aware of 
the importance of providing available data and services securely to web application users. A DDoS attack is an 
availability attack, for it is characterized by an explicit attempt from an attacker to prevent legitimate users of 
a service from using the desired resource [5]. For example, in February 2000, many websites such as Yahoo, 
Amazon.com, eBuy, CNN.com, Buy.com, ZDNet, E*Trade, and Excite.com were all subject to total or regional 
outages by DDoS attacks. In 2002, A massive DDoS attack briefly interruptedWeb traffic on 9 of the 13 DNS 
”root” servers that control the Internet [17]. In 2004, a number of DDoS attacked the credit card processor 
Authorize.net, the Web infrastructure provider Akamai Systems, the interactive advertising company 
DoubleClick (left that company’s servers temporarily unable to deliver ads to thousands of popular Web sites), 
and many online gambling sites [1]. The National Infrastructure Protection Center (NIPC), which acts as the US 
FBI’s cybercrime unit, warned that there would be ongoing attempts to disrupt web access to several sites by 
using DDoS attacks to cripple targeted web sites [18]. Nowadays web applications face serious security 
problems caused by DDoS attacks. 
The major contributions in this paper is the analysis of the vulnerabilities in web applications related to DDoS 
attacks, the proposal of a novel active distributed system to protect web applications from DDoS attacks by 
using statistical analysis, and the display of results from experiments which tested the validity of the system. 
This new system is one of the first systems that have a mixture deployment, which is to deploy sub‐systems in 
both victim end and attack source end, thus achieving better defense results over other mechanisms. Since 
every sub‐system cooperates and communicates with each other autonomously, it therefore achieves high 
scalability. 
The rest of the paper is organized as follows. First, related work in defending DDoS attacks is introduced. Then 
the vulnerabilities of web applications to DDoS attacks are analyzed. A distributed system to protect web 
applications from DDoS attacks is presented in detail, which includes statistical analysis and simulation work. 
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Results and analysis of the experiments are also presented. And finally, the challenges and conclusions are 
discussed. 
 
II. RELATED WORK 
A. Typical DDoS Attack Scenario 
A typical DDoS attack against web applications involves sending a large number of packets to a destination, 
thus causing excessive amounts of endpoint, and possibly transit network bandwidth to be consumed [12]. The 
attack usually starts from multiple sources and it aims at a single target. In order to launch a DDoS attack, the 
attacker first scans millions of machines for vulnerable services and other weaknesses that permit penetration, 
then gains access and compromises these machines (handlers and zombies). After that, the communication 
channels between the attacker and the compromised machines are established. Staying behind the scenes of 
an attack, the real attacker sends a command to the handlers to initiate a coordinated attack. The real attacker 
is always trying to hide from detection, for example, by providing spoofed IP addresses. Therefore it is difficult 
to trace the real source of the attacker and filter malicious packets from the legitimate traffic. Figure 1 depicts 
a hierarchical model of a DDoS attack. 
 
  
Fig. 1. A hierarchical model of a DDoS attack 
 
 
B. Traditional Passive Defense Mechanisms 
Nowadays DDoS attacks have become more sophisticated and more difficult to defeat. Most of the current 
defense systems are passive, which means the defense actions are taken only after the DDoS attacks are 
launched. Thus essentially, the target host or network is harmed before the attack source(s) can be found and 
controlled. Traditional defending mechanisms include detecting mechanisms and reacting mechanisms. The 
common detection mechanism is to monitor some network characteristics, for example, the traffic volume 
[11], the source IP address [21], and the packet content [19]. After detecting the malicious actions of DDoS 
attacks, the defense system turns into the reacting stage, which includes filtering [20], congestion control [15] 
and traceback [4]. Most of the defense systems are deployed at the victim end. Only a few existed systems are 
source end deployed, such as D‐WARD [16]. The D‐WARD system is used to detect and constrain outgoing 
attacks from the deploying network. However, only this system is incorporates the mixture deployment of 
both source end and victim end defense. For more effective defense, defense systems evolve toward 
distributed and coordinated. 
 
C. Limitations of Traditional Defense Mechanisms 
Most of the current defense systems are not automated and have high false positive in detection (mistakenly 
determine the legitimate network activities as the malicious ones). Moreover, most of these systems are 
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deployed only at victim end, which cause the lagging response behind the attack. Thus inherently, it would not 
be a potent defense method. It cannot effectively avoid network congestion, since the flood has already 
arrived and congestion control can only be the rescue after the event. The defense system proposed in this 
paper is deployed in both victim end and attacker source end, so it greatly enhances the defense capability. 
 
III. VULNERABILITIES OF WEB APPLICATIONS 
The vulnerabilities of web applications for DDoS arise from both the network environment that it relies on and 
the algorithms that are applied. For the first case, flood attacks are the most possible DDoS attacks against 
web applications. This paper mainly concentrates on the flood attacks and the countermeasures. 
 
A. Flood Attacks 
The characteristic of the Internet comprising of limited and consumable resources is an inherent reason to 
tempt attacks. Bandwidth, processing power, and storage capacities are all targets of attacks. Each web 
application has limited resources that can be exhausted by a sufficient number of users. Therefore when the 
attacks are successful, the web application can be out of service. The DDoS attacker keeps sending malicious 
packets in a certain long period of time to launch an attack, and this kind of attack is called flood attacks. 
Web applications exploit a set of open application‐level protocols, which include HTTP for distributed, 
collaborative, hypermedia information systems, XML to provide information about the data in a document to 
users on various platforms, the Simple Object Access Protocol (SOAP) for cross‐platform inter‐application 
communication, the Web Services Description Language to describe online services, and the universal 
description, discovery, and integration protocol to find available web services on the Internet or corporate 
networks, etc. All these protocols are mainly on top of the TCP protocol for transmission. 
Any system providing TCP‐based network services is potentially subject to TCP‐based flood attacks. The TCP 
SYN attacks use half‐open connections to cause the server to exhaust its resource by keep the information 
describing all pending connections. The result would be a system crash or system inoperative. Alternatively, 
TCP reset attacks also utilize the characteristics of TCP protocol. By listening to the TCP connections to the 
victim, the attacker sends a fake TCP RESET packet to the victim. Then it causes the victim to inadvertently 
terminate its TCP connection. 
Another kind of DDoS flood attack is the request attack. Any web server is vulnerable to the request attack. 
Attackers keep sending requests to the web server and if there is no protection mechanism within the server, 
it could disable the system. By simply sending multiple requests to the target server, the attacker consumes 
the CPU, memory and storage resources of the victim. Then the server is forced to terminate its services. There 
are other kinds of flood attacks that can hit web applications, such as ICMP flood, UDP storm, DNS flood and so 
on [25]. 
 
B. Algorithmic Complexity Attacks 
Algorithmic complexity attacks is a class of low‐bandwidth denial of service attacks that exploit algorithmic 
deficiencies in the worst case performance of algorithms that are used in many mainstream web applications, 
because it usually harms hosts instead of networks. For example, both binary trees and hash tables with 
carefully chosen input can be the attack targets to excessively consume system resources [6]. 
All web applications could suffer these kinds of attacks, since the attackers may always find some algorithmic 
deficiencies in web applications. However, compared to flood attacks, the possibility of algorithmic complexity 
attacks is quite low. Therefore, for the purpose of this study, the main focus is concentrated on flood attacks. 
 
IV. DDOS DEFENSE SYSTEM FOR WEB APPLICATIONS 
A. Active Distributed Defense System 
Figure 2 shows the distributed defense system, which protects web applications from DDoS attacks. This 
model is deployed in both victim end and source end, which includes all the networks that are near the 
attacked web application side and near the attacker side. This system is distributed and scalable, and each sub‐
system communicates by the protecting communication network component. Because the DDoS attacks 
usually come from different networks, this part is essential to make a successful defense system. Other 
components of this defense model consist of an intrusion surveillance system, an attack control system and a 
traceback system. 
The intrusion surveillance system automatically monitors the potential intrusion actions. It is very important 
for an effective defense system. This study applies the statistical method to analyze the network 
characteristics. When its sensors find the malicious scanning, propagation, communication actions or 
4 
 
symptoms by flood of possible attackers, it alerts the attack control system and traceback system, and sends 
the alarm message to the coordinated defense systems. 
The traceback system also plays a key role in the defense system. An effective traceback system relies on an 
ingenious intrusion surveillance system. Simply dropping the malicious packets in a passive manner is not 
enough to be a strong protection system against DDoS attacks. So the attack control system not only blocks 
the source attack traffic, but also records the crime actions for later forensic purposes. The details of the 
traceback system can be found in [24]. 
 
  
Fig. 2. Active distributed defense system 
 
B. Design Objectives 
The aim of this proposed system is to control the attack as soon as possible, thus reducing the damage to a 
minimum degree, in order to obtain the active defense benefits. The four design objectives of the defense 
system include: 
 Finding malicious actions as soon as possible; 
 Sharing attacking information such as communication signatures between coordinated sub‐systems; 
 Recording the clues of malicious actions for further analyzing, learning and forensic purposes; and 
 A scalable system to protect the network resources, for future deployment in a distributed security 
infrastructure. 
 
C. Statistic‐based Detection 
To detect the abnormal network characteristics caused by DDoS attacks, many theoretical methods can be 
applied. Two main mathematical methods are the statistical method [14] and the Cumulative Sum (CUSUM) 
method [22]. The statistic based detection is used here in order to obtain a simple and fast process, and a 
highly accurate hit rate. 
Network traffic is regarded as a complex statistic model. Any traffic abnormal feature can incur some 
abnormal changes of some values in this model. The assumption of this method is that the network traffic 
variables obey a Normal Distribution. Li et al. proposed this decision‐making mechanism, based on a statistical 
model [14]. This method is applied to detect the abnormal changes of new IP addresses when networks are 
attacked. The other assumption is that the attacker uses spoofed source IP addresses in the attacking packets 
to avoid traceback. Although network traffic volume monitoring may be an easy way to detect DDoS attacks, it 
cannot differentiate flash crowds from the real DDoS attacks [13]. According to Jung et al., during the attacks, 
most source IP addresses of the packets that are received by victim are new to the victim, whereas most 
source IP addresses in a flash crowd have previously appeared before the victim. Hence by observing the 
normal network IP addresses pattern and comparing it with the current traffic, the possible attacks can be 
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detected. Therefore the detection probability , the false alarm probability   and the missing 
probability _ can be written as follows:   
  
where   is the threshold of distance variable  referring to the distance between the experimental value and 
the mean value,   is the mean of   _ and is the standard deviation of  Let 
 
 
 
These three probabilities can be written by 
 
 
 
Given a false alarm probability  the threshold for is  
 
  
Given a detection probability  the threshold  for  is 
 
  
For d = 1 and  = 0, the result is: 
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Therefore by adjusting the threshold variable the best detection probability  and the least false alarm 
probability  can be achieved. 
Although the statistical method may not be flexible and adaptable to all the patterns, the detection criteria can be 
amended from time to time to deal with different situations. This method is faster than other methods such as 
neural network or data mining because it consumes less computational resources. 
 
 
Fig. 3. A DML example 
 
D. Simulation 
The cost of building a real distributed testing defense environment for web applications is expensive. So a 
simulation work by a network simulator, SSFNet (Scalable Simulation Framework) [23], was conducted, which 
provided experimental data for analysis. Although further development and deployment of the real system 
with hardware and software support is required to test the capability and efficiency of this system, the test 
results show that this system can efficiently protect web applications from DDoS attacks. 
SSFNet is a collection of Java components used for modelling and simulation of Internet protocols and 
networks at and above the IP packet level of detail. The SSFNet models are self‐configuring, which infers that 
by querying a configuration database, each SSFNet class instance can be autonomously configured. The 
network configuration can be written in the Domain Modeling Language (DML) format. We can describe a 
network environment by using a simple, standardized syntax of all configuration files. The DML syntax specifies 
a hierarchy of lists of attributes (key‐value pairs), which can be stored as ASCII files and are easy to read and 
interpret. Figure 3 is an example to describe a network topology with one client host and a server host, linked 
by a network interface. 
With this capability of building models of large‐scale network environments by using the SSFNet, many 
experiments were conducted to simulate this system. Figure 4 illustrates the network topology for the new 
experimental DDoS attacks and defense. Four networks were set up, which are linked by 5 routers. Each 
network contains several hosts; some are client hosts, and some are server hosts. Attacking hosts are deployed 
in both Network 0 and Network 3, while the victim server is host 1:4 in Network 1. 
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Two packages in the SSFNet simulator are used in our experiments. One is a DDoS package and the other is a 
tcpdump package. The DDoS package is used to simulate the TCP SYN flood attack, which was described in the 
section of Flood Attacks. The tcpdump package is used to capture every packet going across. Only the source IP 
addresses in the packets were analyzed. The number of new IP addresses was observed within a time period 
and statistic methods were applied to detect the attack pattern. 
 
 
Fig. 4. Network topology in simulation 
 
E. Results 
In the experiments, the TCP‐based flood attacks were used to simulate the real situation. The attacking hosts 
keep sending SYN packets with spoofed source IP addresses to exhaust the targets resources. The protecting 
communication network component, intrusion surveillance system and attack control system of this 
distributed defense system are deployed at each router. When the attack is found in any of these routers by 
the intrusion surveillance system, attacking signatures are shared among the protected routers by the 
protecting communication network component. Then each sub‐system takes action by the attack control 
system. 
The numbers of new IP addresses in the routers are shown in Fig. 5. In Router 1:0, the number rises 
dramatically during the attack. But in the other routers, the rises are not so evident. Because every upper 
router contributes a small part of change, the overall change can obviously be shown at the victim end router. 
The original traffic volumes in Router 1:0 and Router 0:0 are shown in Fig. 6. The abrupt change traffic volume 
can be easily detected at the victim end. It is evident that both the victim end router and upper routers could 
suffer congestion. 
By using the statistical method described above, the normal traffic pattern can be modeled. Then in each 
router, an attack control sub‐system can filter the malicious packets by comparing the ongoing traffic with the 
normal one. If only the defense system at the victim end is deployed, thus only activating the attack control 
sub‐system at the victim end in these experiments, then lots of network bandwidth still will be consumed as is 
depicted in Fig. 7. As it can be seen in Figs. 6(b) and 7(b) there is not much difference in traffic volume of the 
upper routers between the protected case and the unprotected one. The malicious packets also cannot be 
filtered well, as shown in Fig. 7(a). 
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When the proposed defense system is deployed, the network traffic is shaped to normal as shown in Fig. 8. As 
it can be seen from Figs. 7(a) and 8(a) in the later deployment, less malicious packets arrive at the victim end. 
These two figures obviously show that the amount of filtered malicious packets in this proposed deployment is 
greater than current traditional systems’ deployment. In Fig. 8(a), the victim end traffic is in a normal 
condition, because most of the attacking traffics are controlled in the source end. Figure 8(b) shows how the 
traffic volume in Router 0:0 is shaped by the attack control subsystem, which is activated in all routers. It also 
demonstrates how the global deployment of this defense system is better than other deployments. 
If all the attack control sub‐systems are activated, the traffic volume at the victim end can be controlled 
effectively. In this simulation experiment, 98.3% of the malicious packets are filtered. Detecting and filtering 
the malicious packets as early as possible achieve the design objectives. The experiments prove that this 
approach is a fast and accurate method to detect and control the DDoS attacks. Moreover, the mixture of both 
victim end and source end deployments is a more powerful way to protect web applications from DDoS 
attacks than traditional approaches. 
 
F. Analysis 
Compared with current passive DDoS defense systems, this active defense system does not follow the passive 
protect detect‐ react cycle, but rather supports an active surveillance trace‐ control cycle. In this active defense 
cycle, surveillance is one of the important chains. It is different from the passive monitoring action, which is 
just waiting for the attack signals. Surveillance is used to deploy distributed sensors throughout the protected 
network, which proactively surveys the possible attack signatures. 
Here, attack signatures not only include some patterns which can be used to help distinguish malicious packets 
from normal traffic, but also the malicious scanning signatures, propagation patterns and communication 
patterns of the masters, handlers, and zombies. The aim of active traceback is not to find the zombies 
exclusively, but to dig out the wirepuller behind curtain. The control stage of the active defense cycle is to 
block attack packets not only near the victim side, but also close to the attack source end. It is a cooperative 
mechanism in which routers can ask adjacent routers to clog an aggregate upstream, in order to penalize the 
source attacker. 
The benefits of this active defense system not only provide good filtering results, but also assist in avoiding the 
network congestion from the attacker side to target side. If the malicious packets are dropped as early as 
possible in the upstream routers, then more network resources can be available to legitimate users. So this 
system can protect web applications from DDoS attacks as well as provide maximum resources to legitimate 
users. 
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Fig. 5. Number of new IP addresses in different routers 
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Fig. 6. Original traffic volume in Router 1:0 and Router 0:0 
 
 
Fig. 7. Traffic volume in Router 1:0 and Router 0:0 if defense system deployed at Router 1:0 
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Fig. 8. Traffic volume in Router 1:0 and 0:0 when attacking packets are dropped at all the routers 
 
 
V. CHALLENGES 
Although our distributed defense system is an effective system to protect web applications from DDoS attacks, 
it still faces many challenges. First, the DDoS attack tools have currently become more sophisticated and 
difficult to detect. How to detect the minus intrusion signature remains a challenge. For example, some attacks 
just compromise a huge number of hosts and use their legitimate IP address to start a well organized assault. 
So there is no signal of deluge of forged IP addresses during the attack. Other mechanisms must be found to 
detect the possible intrusion signature. These experiments were only concerned with the spoofed IP case. 
Many network Intrusion Detection Systems (IDS) use byte sequences as signatures to detect malicious network 
traffics. Context analysis may be a feasible method to detect the early signature of malicious scanning, 
propagation of attack tools, and communication between the attacker, handlers and zombies. 
Second, finding a way to trace the real attacking source is another major challenge. Traceback may be an 
effective countermeasure against DDoS attacks [24]. However, the prevalent traceback methods can only 
probabilistically trace attack hosts, but not the real attacker. So if there are thousands of zombies launching a 
single attack, the traceback will become totally ineffective. Therefore, at present traceback is not panacea to 
DDoS attacks. Further research is required to provide a solution for tracebacking the real attacker. This 
approach provides more opportunities to traceback, since it is deployed in both victim end and source end, it 
could save time for a traceback system to process, and the path of attack is shortened. 
Third, further research is required for the coordinated defense system. Because the defense system should be 
deployed at all the network ends, at victim end and source end, the defense sub‐systems should have a secure 
(encrypted) channel to communicate with each other, and avoid possible attacks. Trust and privacy will be one 
of the major issues for distributed systems [7], [3]. Moreover, the communication and computation load of the 
system should be controlled in a modest scale [2]; otherwise it will cause new denial of service to the rest of 
the network. 
 
VI. CONCLUSION 
In this paper, an active distributed system to protect web applications from DDoS attacks is presented. The 
simulation experiments demonstrate how this system can detect DDoS attacks quickly and safeguard web 
applications effectively. Compared with the traditional passive defense systems, it provides better filtering, 
congestion control results and offers more resources for legitimate web users. It is the first step towards 
realizing a distributed web application security system. In the next step, experiments in real network 
environment need to be designed and deployed, whereby, robust web security systems will benefit all 
societies and countries. 
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