1 The conventional approach to understanding neural responses underlying complex computations is to study 2 across-trial averages of repeatedly performed computations from single neurons. When a brain region 3 performs complex computations, such as processing stimulus related information or motor planning, it has 4 been repeatedly shown through measures such as the Fano factor (FF) that neural variability across trials in 5 the network decreases. However, in reality, multiple neurons contribute to a common computation on a 6 single trial, rather than a single neuron contributing to a computation on multiple trials. Therefore, on 7 individual trials the concept of FF loses significance. In this study, we extended previous work using 8 measures of variability that are confined to a single trial and found that neurons perform a common 9 computation, they briefly fire with increased regularity in spike timings, with similar inter-spike interval 10 durations. We propose that this decrease in within-trial variability in neural spiking contributes to a decrease 11 in across-trial variability in neural firing rates during network level computations. We confirmed our 12 hypothesis by testing it on the activity of frontal eye field neurons recorded as two monkeys performed a 13 memory-guided saccade task, and also on simulated spike trains. Furthermore, this phenomenon also has 14 important behavioral correlates: the reaction time of the animal was faster when the within-trial variability 15 was lower. We show that a decrease in within-trial variability is linked to a decrease in across-trial 16 variability in neural response and indicates stationarity of neural network variability across time.
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New & Noteworthy
19
During computations, neural variability across trials decreases. In reality, multiple neurons contribute to a 20 common computation on a single trial, rather than a single neuron contributing to a computation on multiple 21 trials. We found that when a network of neurons performs a common computation, they briefly fire with 22 increased regularity in spike timings. We propose that this decrease in within-trial variability in neural 23 spiking contributes to a decrease in the observed across-trial variability.
Introduction:
Neurons process information and perform computations through spikes. However, the pattern of 26 neural activity is surprisingly variable, even across trials where the same stimulus is presented repeatedly,
27
and with similar stimulus-response mappings 1,2 and the behavior tightly controlled. Given the inherent 28 stochastic nature of neural activity, there is a long-standing debate as to whether the information in the 29 spike content is encoded in the rate of spikes, or the precise timing of spikes 3 . The conventional approach 30 to studying neural activity is through trial averaging the spike frequency and considering that the firing rate 31 bears the kernel of neural computation, disregarding the trial-to-trial spiking variability under similar 32 experimental conditions, as random fluctuations or 'noise' in the system.
33
For a single neuron, spiking noise or variability can be characterized using different time-scales:
34
'within-trial' variability, reflecting the randomness in the temporal sequence of action potentials within 35 single trials, and 'across-trial' variability, referring to the changes in spike counts over multiple trials.
36
Previous studies have established that the across-trial variability in neural firing decreases during neural 37 computations such as in response to the onset of a stimulus, suggesting the possibility that neural 38 computations suppress the chaos in the system making it more 'stable' following an input 4, 5 . Decrease in 39 neuronal variability has also been correlated with broad spatial tuning after stimulus onset 6 
49
Consider the scenario presented in Fig 1. The input driven spiking activity for three trials, for this 50 given neuron, could have Poisson like spiking variability at the scale of single trials (Fig 1a) , or could be 51 highly regular for a brief period (Fig 1b) 13, 19 . Henceforth, we will collectively refer to both target 99 onset, and movement preparation-execution as neural events.
101
Within-trial variability decreased during a target presentation and movement preparation:
102
Although a measure of the across-trial variability provides a platform to look at the network dynamics 103 during neural computation on the scale of multiple trials, it loses its significance on a single trial basis.
104
Multiple neurons contribute to a common computation on a single trial, rather than a single neuron 
120
Although CV2 provides an estimate of spiking variability in short intervals, it is not entirely reliable 121 when considering long range slow changes in firing rate. Therefore, to verify that our results were not 122 biased, we used another method, that is independent of firing rate fluctuations. First, we generated ISI 
134
(k = 1.72 ± 0.20; P = 0.5958; ranksum test) epochs (Fig 4 A-C) .
135
The firing rate increased in the target and saccade compared to the fixation and delay epochs. At 136 higher firing rates, regularity in spiking could be merely due to a higher probability of occurrence of spikes. constant variability in the underlying rate across trials. This is resolved in the next figure (Fig 7) .
181
Second, we only increased the gamma shape parameter, k from 1 (baseline Poisson) to ~3 after the 182 target onset without changing the firing rate. This indicates a condition with regular spiking or a decrease 183 in within-trial variability without a change in firing rate, in response to the presented target. As pointed out 184 earlier, since at higher firing rates, regularity in spiking could be merely due to a higher probability of 185 occurrence of spikes, we fixed the firing rate at a baseline level of 10 sp/s. In this condition, we observed a 186 significant decrease in the mean-matched FF (P = 1.4750e-8; t-test) indicative of a decrease in the variability 187 in true underlying rate. This shows that a decrease in within-trial variability could contribute to a decrease 188 in across-trial variability (Fig 6B) .
189
However, since we saw evidence for both increase in firing rate and regularity in spiking in our response to a presented target (Fig 7A top panel) , while keeping their firing rate profile the same across all 199 25 simulations (Fig 7A middle panel) . We then calculated the mean-matched FF for all 25 sessions 200 independently (Fig 7A bottom panel) independently (Fig 7D) . Again, we found that only the time courses of the changes in within-trial variability 208 correlated well with the time course of FF (Fig 7F) . We did a similar correlation of the entire simulated k 209 and firing rate profiles and the calculated FF profile for each simulation with respect to other simulation 210 and verified that the noise in the simulation process did not confound our result (Fig 7E; see methods) .
211
In conclusion, we reason that if the across-trial variability in neural firing is low, it suggests that the 212 neuron fires with the same activity pattern across trials. But this could be possible if and only if the timing 213 of spikes were approximately similar in that epoch (Fig 1B) on every trial. This cannot be achieved with a
214
Poisson firing since the timing of firing is unpredictable (Fig 1A) . 
247
computations are markedly different, the across-trial variability decreases in both these situations 13 . In fact,
248
this decline in across-trial variability is a common feature across different cortical areas 4 
264
In this study, for the first time we have systematically related FF, the standard measure of across-265 trial variability, with CV2, a measure of within-trial variability, during behavioral epochs in which 266 computations related to target encoding, working memory and motor preparation can be indexed within 267 single neurons. We found a decrease in FF (Fig 2) after target presentation and during saccade planning 268 epochs; and in the same epochs we found a decrease in CV2 (Fig 3) and an increase in the shape factor, k,
269
of a gamma distribution fit to ISIs (Fig 4) . Furthermore, the change in across-trial variability was highly 270 correlated with the change in within-trial variability (Fig 5) . We suggest that this decrease in across-trial 271 variability in neural firing as indexed by FF, could be due to an increased spiking regularity or a decrease 272 in within-trial variability in spiking, indexed by CV2 and k, during neural computations. We performed 273
simulations of neurons to test whether there is a causal relationship between the two observations. We found 274 that a decrease in within-trial variability leads to a decrease in across-trial variability during neural 275 computations (Fig 6, 7) . Finally, since a decrease in across-trial variability is linked to behavior such as 276 reaction time, with decreased variability correlating with faster RT, we show that a faster RT is also 277 correlated with an increased spiking regularity or a decrease in within-trial variability in spiking (Fig 8) .
278
No previous study, according to our knowledge, has compared within and across-trial variability in analyses is that due to the absence of simultaneous recording from multiple neurons, we are unable to 288 determine whether the event based decrease in variability is due to changes in variability due to shared 289 network variability or due to changes in spike generating mechanisms within individual neurons.
290
We found that although both FF and CV2 showed significant decrease from baseline variability shrinks at the start of the trial and this variability contributes to RT in a manner similar to FF and CV2.
326
Interestingly this approach has also revealed novel features of activities (null space; oscillatory activity) 327
that cannot be observed hitherto reported within single neurons 4 . If within-trial variability is a major 328 determinant of across-trial variability, as our work suggests, then a prediction from our work is that similar trajectories though neural space should be also discernable by random bootstrapping from the activity of 330 single neurons across trials.
The dataset for this study comes from a previously published study 18 . Please refer to that study for 333 full details. We briefly describe the experimental procedures and methods here. 
385
CV2 thresholding: To identify regular spiking patterns, we applied a threshold on the calculated CV2 386 values (Fig 4A) . For a given set of spikes, if the CV2 value was less than or equal to the threshold, those
387
ISIs were considered to be a part of a regular pattern with similar regularity in spiking (green spikes in Fig   388   4A ). To do this, we measured the number of such patterns for a discrete range of CV2 values and set the 389 threshold as the CV2 that resulted in maximum number of patterns 27 . This analysis was just to illustrate 390 that the spiking in target and saccade epochs has more regular patterned spiking than the fixation or delay 391 epochs.
Gamma distribution fit:
The gamma probability density function is a maximum entropy probability distribution and is defined by two parameters: shape (k) and scale (q) 
396
We calculated ISI histograms and fit them to gamma distributions (as shown above) using MATLAB's 397 gamfit function. This calculates the maximum likelihood estimates of k and q. After fitting the data, we 398 performed a chi squared goodness of fit test that returned the decision for the null hypothesis that the data 399 comes from a gamma distribution with parameters k and q, estimated from the data. In specific cases where 400 the data available per analysis was low, this test's performance declined. Therefore, only in those cases, we 401 visually inspected the fit for confirmation. 23 . 
