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Abstract
A graph is circle if its vertices are in correspondence with a family of chords
in a circle in such a way that every two distinct vertices are adjacent if and only
if the corresponding chords have nonempty intersection. Even though there
are diverse characterizations of circle graphs, a structural characterization by
minimal forbidden induced subgraphs for the entire class of circle graphs is not
known, not even restricted to split graphs (which are the graphs whose vertex
set can be partitioned into a clique and a stable set). In this work, we give
a characterization by minimal forbidden induced subgraphs of circle graphs,
restricted to split graphs.
Keywords: circle graphs, forbidden induced subgraphs, split graphs,
structural characterization
1. Introduction
A graph is circle if its vertices are in correspondence with a family of chords
in a circle in such a way that two vertices are adjacent if and only if the cor-
responding chords have nonempty intersection. These graphs were defined by
Even and Itai [7] in 1971 to solve an ordering problem stated by Knuth, using
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the minimum number of parallel intermediate stacks without the restriction on
completion of loading before unloading. They proved that this problem can be
translated into the problem of finding the chromatic number of a circle graph.
In 1985, Naji [13] characterized circle graphs in terms of the solvability of a
system of linear equations, yielding a O(n7)-time recognition algorithm for this
class. More recently, it was shown in [11] that circle graphs can be recognized
in almost linear time. For a survey on circle graphs, see [6].
All graphs in this work are simple, undirected, with no loops or multiple
edges. Let G = (V,E) be a graph. Given V ′ ⊆ V , the subgraph of G induced
by V ′, denoted G [V ′], is the graph whose vertex set is V ′ and whose edge set
consists of all the edges in E that have both endpoints in V ′. The neighborhood
of a vertex u ∈ V is the subset NG(u) (or simply N(u)) consisting of the vertices
of G that are adjacent to u. The complement of G is the graph G having
V as vertex set and such that every two distinct vertices of G are adjacent
if and only if they are non-adjacent in G. The local complement of G with
respect to a vertex u ∈ V is the graph G ∗ u that arises from G by replacing
the induced subgraph G [N(u)] by its complement. Two graphs G and H are
locally equivalent if and only if G arises from H by a finite sequence of local
complementations. Circle graphs were characterized by Bouchet [3] in 1994 in
terms of forbidden induced subgraphs of some locally equivalent graph. Inspired
by this result, Geelen and Oum [10] gave a new characterization of circle graphs
in terms of pivoting. The result of pivoting a graph G with respect to an edge
uv is the graph G × uv = G ∗ u ∗ v ∗ u. Let G1 and G2 be two graphs such
that |V (Gi)| ≥ 3, for each i = 1, 2, and assume that V (G1) ∩ V (G2) = ∅. Let
vi be a distinguished vertex of Gi, for each i = 1, 2. The split composition of
G1 and G2 with respect to v1 and v2 is the graph G1 ∗ G2 whose vertex set is
V (G1 ∗G2) = (V (G1) ∪ V (G2)) \ {v1, v2} and whose edge set is E(G1 ∗G2) =
E(G1 − {v1}) ∪ E(G2 − {v2}) ∪ {uv : u ∈ NG1(v1) and v ∈ NG2(v2)}. The
vertices v1 and v2 are called the marker vertices. We say that G has a split
decomposition if there exist two graphs G1 and G2 with |V (Gi)| ≥ 3, for each
i = 1, 2, such that G = G1 ∗G2 with respect to some pair of marker vertices; if
so, G1 and G2 are called the factors of the split decomposition. Those graphs
that do not admit a split decomposition are called prime graphs. Notice that,
if any of the factors of a split decomposition admits a split decomposition, we
can continue the process until every factor is prime, a star or a complete graph.
Bouchet proved that circle graphs are closed under split composition [2].
In spite of all these results, no characterizations for the entire class of circle
graphs by forbidden induced subgraphs is known. Some partial results in this
direction were found by restricting the problem to the classes of P4-tidy graphs,
tree-cographs and linear-domino graphs [1].
In this work, we consider the problem of characterizing circle graphs by
minimal forbidden induced subgraphs restricted to split graphs. The motivation
to study circle graphs restricted to this particular graph class comes from chordal
graphs, which are those graphs that contain no induced cycle of length greater
than 3, and constitute a widely studied graph class with very nice structural
properties. Something similar happens with the class of split graphs, which is
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an interesting subclass of chordal graphs. Split graphs are those graphs whose
vertex set can be partitioned into a clique and a stable set. Equivalently, split
graphs are those chordal graphs whose complement is also a chordal graph.
Hence, studying those split graphs that are also circle is a good first step towards
a characterization of those chordal graphs that are also circle. If G is a split
graph, the pair (K,S) is a split partition of G if {K,S} is a partition of the
vertex set of G and the vertices of K (resp. S) are pairwise adjacent (resp.
nonadjacent); i.e., K is a clique and S is a stable set. We denote it G = (K,S).
Let us consider a split graph G, and suppose that G is minimally non-
circle; i.e., G is not circle but every proper induced subgraph of G is circle.
Since G is not circle, in particular G is not a permutation graph. Permutation
graphs are exactly those comparability graphs whose complement graph is also a
comparability graph [8]. Comparability graphs were characterized by forbidden
induced subgraphs in [9]. This characterization of comparability graphs leads
to a forbidden induced subgraph characterization for the class of permutation
graphs. Hence, given that permutation graphs are a subclass of circle graphs
(see, e.g. [12, p. 252]), in particular G is not a permutation graph. Using the list
of minimal forbidden induced subgraphs for permutation graphs and the fact
that G is a split graph, we conclude that G contains either a tent, a 4-tent, a
co-4-tent or a net as an induced subgraph (see Figure 1). It is not difficult to
see that these four graphs are also circle graphs.
Figure 1: The forbidden induced subgraphs for permutation graphs within split graphs.
In Figure 2 we define some graph families that will be central throughout
the sequel. The odd k-suns with center are defined for each odd k ≥ 3. The
even k-sun is defined for each even k ≥ 4. We denote by Fsc the graph class
consisting of the graphs belonging to any of the families depicted in Figure 2.
None of the graphs in Fsc is a circle graph (see Lemma 3.43).
The theorem below, which is the main result of this work, gives the charac-
terization of circle graphs by minimal forbidden induced subgraphs, restricted
to split graphs.
Theorem 1.1. Let G be a split graph. Then, G is a circle graph if and only if
G contains none of the graphs in Fsc (depicted in Figure 2) as induced subgraph.
This work is organized as follows. In Section 2, given a split graph G with
split partition (K,S) and an induced subgraph H of G isomorphic to tent, 4-tent
or co-4-tent, we introduce partitions of K and S according to the adjacencies
and prove that these partitions are well defined. In Section 3, we address the
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Figure 2: The family Fsc of graphs. The 3-sun with center is also known as tent-with-center.
problem of characterizing the forbidden induced subgraphs of a circle graph that
contains an induced tent, 4-tent, co-4-tent or net, and we finish by giving the
guidelines to draw a circle model for each case. In each subsection we address a
case for proof of Theorem 1.1, as explained in Subsection 3.4. In Section 4, we set
out some final remarks and future challenges about structural characterizations
of circle graphs.
2. Preliminaries
Throughout this section, we define some subsets in both K and S depending
on whether G contains an induced tent, 4-tent or co-4-tent H as an induced
subgraph. We prove that these subsets induce a partition of both K and S.
In each case, we first partition the vertices in the complete set K into subsets,
according to the adjacencies with the vertices of V (T )∩S, and then we partition
the vertices of the independent set S into subsets, according to the adjacencies
with the partition defined on K. We give the full proof when G contains an
induced tent, and state which parts of K and S are nonempty when G contains
a 4-tent or a co-4-tent, since the proof is very similar in these cases. For more
details on this, see [14]. These partitions will be useful in Section 3, when we
give the proof of the characterization by forbidden induced subgraphs for split
circle graphs. Notice that we do not consider the case in which G contains an
induced net. We explain in detail in Section 3.4 how this case can be reduced
to one of the other cases.
Let A = (aij) be a n×m (0, 1)-matrix. We denote by ai. and a.j the ith row
and the jth column of matrix A. From now on, we associate each row ai. with
the set of columns in which ai. has a 1. For example, the intersection of two
rows ai. and aj. is the subset of columns in which both rows have a 1. Two rows
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ai. and ak. are disjoint if there is no j such that aij = akj = 1. We say that
ai. is contained in ak. if for each j such that aij = 1 also akj = 1. We say that
ai. and ak. are nested if ai. is contained in ak. or ak. is contained in ai.. We say
that a row ai. is empty if every entry of ai. is 0, and we say that ai. is nonempty
if there is at least one entry of ai. equal to 1. We say that two nonempty rows
overlap if they are non-disjoint and non-nested. For every nonempty row ai., let
li = min{j : aij = 1} and ri = max{j : aij = 1} for each i ∈ {1, . . . , n}. Finally,
we say that ai. and ak. start (resp. end) in the same column if li = lk (resp.
ri = rk), and we say ai. and ak. start (end) in different columns, otherwise.
Let G be a split graph with split partition (K,S), n = |S|, and m = |K|.
Let s1, . . . , sn and v1, . . . , vm be linear orderings of S and K, respectively. Let
A = A(S,K) be the n×m matrix defined by A(i, j) = 1 if si is adjacent to vj
and A(i, j) = 0, otherwise. From now on, we associate the row (resp. column) of
the matrix A(S,K) with the corresponding vertex in the independent set (resp.
vertex in the complete set) of the partition.
2.1. Partitions of S and K for a graph containing an induced tent
Let G = (K,S) be a split graph where K is a clique and S is an independent
set. Let H be an induced subgraph of G isomorphic to a tent. Let V (T ) = {k1,
k3, k5, s13, s35, s51} where k1, k3, k5 ∈ K, s13, s35, s51 ∈ S, and the neighbors
of sij in H are precisely ki and kj .
We introduce sets K1,K2, . . . ,K6 as follows.
• For each i ∈ {1, 3, 5}, let Ki be the set of vertices of K whose neighbors in
V (T )∩S are precisely s(i−2)i and si(i+2) (where subindexes are modulo 6).
• For each i ∈ {2, 4, 6}, let Ki be the set of vertices of K whose only neighbor
in V (T ) ∩ S is s(i−1)(i+1) (where subindexes are modulo 6).
See Figure 3 for a graphic idea of this. Notice that K1, K3 and K5 are always
nonempty sets.
We say a vertex v is complete to the set of vertices X if v is adjacent to
every vertex in X, and we say v is anticomplete to X if v has no neighbor in X.
We say that v is adjacent to X if v has at least one neighbor in X. Notice that
complete to X implies adjacent to X if and only if X is nonempty. For v in S,
let Ni(v) = N(v) ∩Ki. Given two vertices v1 and v2 in S, we say that v1 and
v2 are nested if either N(v1) ⊆ N(v2) or N(v2) ⊆ N(v1). In particular, given
i ∈ {1, . . . , 6}, if either Ni(v1) ⊆ Ni(v2) or Ni(v2) ⊆ Ni(v1), then we say that
v1 and v2 are nested in Ki. Additionally, if N(v1) ⊆ N(v2), then we say that
v1 is contained in v2.
Given a graph H, the graph G is H-free if it does not contain H as induced
subgraph. For a family of graphs H, a graph G is H-free if G is H-free for every
H ∈ H.
Lemma 2.1. If G is Fsc-free, then {K1,K2, . . . ,K6} is a partition of K.
Proof. Every vertex of K is adjacent to precisely one or two vertices of V (T )∩S,
for if not we find either a tent∨K1 or a 3-sun with center as induced subgraph
of G, a contradiction.
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Figure 3: Tent H and the split graph G according to the given extensions.
Let i, j ∈ {1, . . . , 6} and let Sij be the set of vertices of S that are adjacent to
some vertex in Ki and some vertex in Kj , are complete to Ki+1,Ki+2, . . . ,Kj−1,
and are anticomplete to Kj+1,Kj+2, . . . ,Ki−1 (where subindexes are modulo 6).
The following claims are necessary to prove Lemma 2.8, that states, on the one
hand, which sets of {Sij}i,j∈{1,...,6} may be nonempty, and, on the other hand,
and that the sets {Sij}i,j∈{1,...,6} indeed induce a partition of S. This shows
that the adjacencies of a vertex of S have a circular structure with respect to
the defined partition of K.
Claim 2.2. If G is Fsc-free, then there is no vertex v in S such that v is
simultaneously adjacent to K1, K3 and K5. Moreover, there is no vertex v in
S adjacent to K2, K4 and K6 such that v is anticomplete to any two of Kj, for
j ∈ {1, 3, 5}.
Let v in S and let wi in Ki for each i ∈ {1, 3, 5}, such that v is adjacent to
each wi. Hence, {w1, w3, w5, s13, s35, s51, v} induce in G a 3-sun with center,
a contradiction.
To prove the second statement, let wi in Ki such that v is adjacent to wi
for every i ∈ {2, 4, 6}. Suppose that v is anticomplete to K3 and K5. Thus, we
find a 4-sun induced by the set {w2, k3, k5, w6, s13, s35, s51, v}. If instead v is
anticomplete to K1 and K3, then we find a 4-sun induced by {k1, k3, w4, w6,
s13, s35, s51, v}, and if v is anticomplete to K1 and K5, then a 4-sun is induced
by {k1, w2, w4, k5, s13, s35, s51, v}. 
Claim 2.3. If G is Fsc-free and v in S is adjacent to Ki and Ki+3, then v is
complete to Kj, either for j ∈ {i+ 1, i+ 2} or for j ∈ {i− 1, i− 2}.
Let wi in Ki, wi+3 in Ki+3 such that v is adjacent to wi and wi+3. Notice
that the statement is exactly the same for i = j and for i = j + 3, so let us
assume that i is even.
6
If wj in Kj is a non-neighbor of v for each j ∈ {i− 1, i+ 1}, then we find an
induced MIII(3). Hence, v is complete to Kj for at least one of j ∈ {i−1, i+1}.
Suppose that v is complete to Ki+1. If Ki+2 = ∅, then the claim holds. Hence,
suppose that Ki+2 6= ∅ and suppose wi+2 in Ki+2 is a non-neighbor of v. In
particular, since v is adjacent to wi+3 and ki+1, then v is anticomplete to Ki−1
by Claim 2.2. However, in this case we find MIII(3) induced by {s(i−1)(i+3),
s(i+3)(i−1), v, ki−1, ki+1, wi+2, wi+3}. It follows analogously if instead v is
complete to Ki−1 and is not complete to Ki−2, for we find the same induced
subgraphs. Notice that the proof is independent on whether Kj = ∅ or not, for
every even j. 
Claim 2.4. If G is Fsc-free and v in S is adjacent to Ki and Ki+2, with i odd,
then v is complete to Ki+1.
Given the symmetry of the odd-indexed and even-indexed sets Kj , we ana-
lyze the case in which v is adjacent to K1 and K3. Let w1, w3 be the respective
neighbors. By Claim 2.2, v is anticomplete to K5. If v is nonadjacent to some
vertex w2 in K2, then the set {s35, v, s51, w1, w3, k5, w2} induces a 3-sun with
center. Hence, v is complete to K2. 
Claim 2.5. If G is Fsc-free and v in S is adjacent to Ki and Ki+2, with i even,
then either v is complete to Ki+1 and one of {Ki−1,Ki+3}, or v is complete to
Kj for j ∈ {i− 1, i− 2, i− 3}.
Given the symmetry of the odd-indexed and even-indexed sets Kj , we ana-
lyze the case in which v is adjacent to K2 and K4. Let w2, w4 be the respective
neighbors. First, notice that v is complete to either K1 or K5, for if not we
find a 4-sun induced by {s13, s51, s35, v, w2, w1, w5, w4}, where w1 and w5 are
non-neighbors of v in K1 and K5, respectively. Suppose that v is complete to
K1. If v is not complete to K3, then v is complete to K5 and K6, for if not there
is MIII(3) induced by {s13, s51, v, k1, w3, w4, wj} for both j = 5, 6, where w`
is a non-neighbor of v in K`, for ` ∈ {3, 5, 6}. 
Remark 2.6. As a consequence of the previous claims we also proved that, if
G is Fsc-free, then:
• For each i ∈ {1, 2, . . . , 6}, the sets Si(i−1) are empty, for if not, there is
a vertex v in S such that v is adjacent to K1, K3 and K5 (contradicting
Claim 2.2). Moreover, the same holds for Si(i−2), for each i ∈ {1, 3, 5}.
• For each i ∈ {2, 4, 6}, the sets Si(i+2) are empty since every vertex v in S
such that v is adjacent to Ki and Ki+2 is necessarily complete to either
Ki−1 or Ki+3 (Claim 2.5).
Claim 2.7. If G is Fsc-free, then for each i ∈ {1, 3, 5}, every vertex in Si(i+3)∪
S(i+3)i is complete to Ki.
We will prove this claim without loss of generality for i = 1.
Let v in S14. By definition, v is adjacent to k3 and nonadjacent to k5.
Towards a contradiction, let w11 and w12 in K1 such that v is nonadjacent to
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w11 and v is adjacent to w12, and let w4 in K4 such that v is adjacent to w4. In
this case, we find F0 induced by the set {s13, s35, v, w11, w12, k3, w4, k5}.
Analogously, if v is in S41, then F0 is induced by {s35, s51, v, w11, w12, k3,
w4, k5}. 
The following lemma is a straightforward consequence of Claims 2.2 to 2.7.
Lemma 2.8. Let G = (K,S) be a split graph that contains an induced tent. If
G is Fsc-free, then all the following assertions hold:
• {Sij}i,j∈{1,2,...,6} is a partition of S.
• For each i ∈ {1, 3, 5}, Si(i−1) and Si(i−2) are empty.
• For each i ∈ {2, 4, 6}, Si(i−1) and Si(i+2) are empty.
• For each i ∈ {1, 3, 5}, Si(i+3) and S(i+3)i are complete to Ki.
i \ j 1 2 3 4 5 6
1 X X X X ∅ ∅
2 ∅ X X ∅ X X
3 ∅ ∅ X X X X
4 X X ∅ X X ∅
5 X X ∅ ∅ X X
6 X ∅ X X ∅ X
Table 1: The (possibly) nonempty parts of S in the tent case. The orange checkmarks denote
those Sij for which every vertex is complete to Ki or Kj .
2.2. Partitions of S and K for a graph containing an induced 4-tent
Let G = (K,S) be a split graph where K is a clique and S is an independent
set. Let H be an induced subgraph of G isomorphic to a 4-tent. Let V (T ) = {k1,
k2, k4, k5, s12, s24, s45} where k1, k2, k4, k5 ∈ K, s12, s24, s45 ∈ S, and the
neighbors of sij in H are precisely ki and kj .
We introduce sets K1,K2, . . . ,K6 as follows.
• Let K1 be the set of vertices of K whose only neighbor in V (T ) ∩ S is
s12. Analogously, let K3 be the set of vertices of K whose only neighbor in
V (T )∩S is s24, and let K5 be the set of vertices of K whose only neighbor
in V (T ) ∩ S is s45.
• For each i ∈ {2, 4}, let Ki be the set of vertices of K whose neighbors in
V (T ) ∩ S are precisely sji and sik, for i = 2, j = 1 and k = 2 or i = 4,
j = 2 and k = 5.
• Let K6 be the set of vertices of K that are anticomplete to V (T ) ∩ S.
Let i, j ∈ {1, . . . , 6} and let Sij defined as in the previous section. We denote
by S[ij (resp. Sij]) the set of vertices in S that are adjacent toKj and complete to
Ki, Ki+1, . . . ,Kj−1 (resp. adjacent to Ki and complete to Ki+1, . . . ,Kj−1,Kj).
We denote by S[ij] the set of vertices in S that are complete to Ki, . . . ,Kj .
Consider those vertices in S that are complete toK2, . . . ,K5 and are adjacent
to al least one vertex in both K1 and K6. We consider these vertices divided into
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two distinct subsets: we denote by S[16 the subset that contains those vertices
that are complete to K1,K2, . . . ,K5, and S16 to the subset of those that are
adjacent but not complete to K1. Furthermore, we denote by S65 the vertices
in S that are adjacent but not complete to K5.
In an analogous way as in the tent case, we obtain the following lemma for
a split graph that contains an induced 4-tent. The details of the proof can be
found in [14].
Lemma 2.9. Let G = (K,S) be a split graph that contains an induced 4-tent
and contains no induced tent. If G is Fsc-free, then all of the following assertions
hold:
• {K1,K2, . . . ,K6} is a partition of K.
• {Sij}i,j∈{1,2,...,6} is a partition of S.
• For each i ∈ {2, 3, 4, 5}, Si1 is empty.
• For each i ∈ {3, 4, 5}, Si2 is empty.
• The subsets S43, S53 and S54 are empty.
• The following subsets coincide: S13 = S[13, S14 = S14], S25 = S[25, S26 =
S[26, S35 = S35], S46 = S[46, S62 = S62] and S64 = S64].
i \ j 1 2 3 4 5 6
1 X X X X X X
2 ∅ X X X X X
3 ∅ ∅ X X X X
4 ∅ ∅ ∅ X X X
5 ∅ ∅ ∅ ∅ X X
6 X X X X X X
Table 2: The (possibly) nonempty parts of S in the 4-tent case. The orange checkmarks
denote those sets Sij complete to either Ki or Kj .
2.3. Partitions of S and K for a graph containing an induced co-4-tent
Let G = (K,S) be a split graph where K is a clique and S is an independent
set, and suppose that G contains no induced tent or 4-tent. Let H be an induced
subgraph of G isomorphic to a co-4-tent. Let V (T ) = {k1, k3, k5, s13, s35, s1,
s5} where k1, k3, k5 ∈ K, s13, s35, s1, s5 in S such that the neighbors of sij in
H are precisely ki and kj and the neighbor of si in H is precisely ki.
We introduce sets K1,K2, . . . ,K15 as follows.
• Let K1 be the set of vertices of K whose only neighbors in V (T ) ∩ S are
s1 and s13. Analogously, let K5 be the set of vertices of K whose only
neighbors in V (T ) ∩ S are s5 and s35, and let K3 be the set of vertices of
K whose only neighbors in V (T ) ∩ S are s13 and s35. Let K13 be the set
of vertices of K whose only neighbors in V (T ) ∩ S are s1 and s5, K14 be
the set of vertices of K whose only neighbors in V (T ) ∩ S are s13 and s5
and K15 be the set of vertices of K whose only neighbors in V (T )∩S are
s1 and s35.
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• Let K2 be the set of vertices of K whose neighbors in V (T )∩S are precisely
s1, s13 and s35, and let K4 be the set of vertices of K whose neighbors in
V (T )∩ S are precisely s5, s13 and s35. Let K9 be the set of vertices of K
whose neighbors in V (T ) ∩ S are precisely s1, s13 and s5, and let K10 be
the set of vertices of K whose neighbors in V (T ) ∩ S are precisely s1, s35
and s5.
• Let K6 be the set of vertices of K whose only neighbor in V (T ) ∩ S is
precisely s35, and let K8 be the set of vertices of K whose only neighbor
in V (T ) ∩ S is precisely s13. Let K11 be the set of vertices of K whose
only neighbor in V (T )∩S is precisely s1, and let K12 be the set of vertices
of K whose only neighbor in V (T ) ∩ S is precisely s5.
• Let K7 be the set of vertices of K that are anticomplete to V (T ) ∩ S.
Remark 2.10. If K4 = ∅, then there is a split decomposition of G. Let us
consider the subset K5 on the one hand, and on the other hand a vertex u 6∈ G
such that u is complete to K5 and is anticomplete to V (G) \ K5. Let G1
and G2 be the subgraphs induced by the vertex subsets V1 = V (G) \ S55 and
V2 = {u}∪K5∪S55, respectively. Hence, G is the result of the split composition
ofG1 andG2 with respect toK5 and u. The same holds ifK2 = ∅ considering the
subgraphs induced by the vertex subsets V1 = V (G)\S11 and V2 = {u}∪K1∪S11,
where in this case u is complete to K1 and is anticomplete to V (G) \K1.
If we consider H a minimally non-circle graph, then H is a prime graph, for
if not one of the factors should be non-circle and thus H would not be minimally
non-circle [2]. Hence, in order to characterize those circle graphs that contain
an induced co-4-tent, we will assume without loss of generality that G is a prime
graph, and therefore K2 6= ∅ and K4 6= ∅.
In an analogous way as in the tent case, we obtain the following lemma for
a split graph that contains an induced co-4-tent. The details of the proof can
be found in [14].
Lemma 2.11. Let G = (K,S) be a split graph that contains an induced co-
4-tent and contains no induced tent or 4-tent. If G is Fsc-free, then all the
following assertions hold:
• K9, . . . ,K15 are empty sets and {K1,K2, . . . ,K8} is a partition of K.
• {Sij}i,j∈{1,2,...,8} is a partition of S.
• For each i ∈ {2, 3, 4, 5, 6, 7, 8}, Si1 is empty.
• For each i ∈ {3, 4, 5, 6, 7}, Si2 is empty.
• For each i ∈ {4, 5, 6, 7}, Si3 is empty, and S56 is also empty.
• For each i ∈ {3, 4, 5, 6}, Si7 is empty.
• For each i ∈ {2, 3, 4, 5, 6, 7}, Si8 is empty.
• The subsets S64, S54 and S56 are empty.
• The following subsets coincide: S1i = S[1i for i = 3, 4, 8; S16 = S16],
S25 = S25], S27 = S[27, S35 = S35], S46 = S[46, S82 = S82] and S85 = S[85
(as the case may be, according to whether Ki 6= ∅ or not, for i = 6, 7, 8).
Since S18 = S[18, we will consider these vertices as those in S87 that are
complete to K7 and S18 = ∅. Moreover, those vertices that are complete to
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K1, . . . ,K6,K8 and are adjacent to K7 will be considered as in S76], thus S87
is the set of vertices of S that are complete to K1, . . . ,K7 and are adjacent but
not complete to K8. These results are summarized in Table 3.
i \ j 1 2 3 4 5 6 7 8
1 X X X X ∅ X X ∅
2 ∅ X X ∅ X X X ∅
3 ∅ ∅ X X X X ∅ ∅
4 ∅ ∅ ∅ X X X ∅ ∅
5 ∅ ∅ ∅ ∅ X ∅ ∅ ∅
6 ∅ ∅ ∅ ∅ ∅ X ∅ ∅
7 ∅ ∅ ∅ X X X X ∅
8 ∅ X X X X X X X
Table 3: The (possibly) nonempty parts of S in the co-4-tent case. The orange checkmarks
denote those subsets Sij that are either complete to Ki or Kj .
3. Characterization by forbidden induced subgraphs of circle graphs
within split graphs
In this section, we give the proof of Theorem 1.1. The proof strongly relies
on a characterization of 2-nested matrices given in [14]. The 2-nested matrices
are those matrices having an ordering of its columns such that the ones in each
row appear in at most two blocks and for which there is certain color assignment
for every row using 2 colors (for the details, see Definition 3.10).
This section is organized as follows. First, we define and give the charac-
terization of nested and 2-nested matrices by forbidden subconfigurations (for
the complete proof, see [14], [15]). Afterwards, in Sections 3.1 to 3.4 we prove
the characterization given in Theorem 1.1, which gives the complete list of for-
bidden induced subgraphs for those split graphs that are also circle. This proof
is divided into four cases, depending on whether the split graph contains an
induced tent, 4-tent, co-4-tent or net.
A (0, 1)-matrix has the consecutive-ones property (C1P) for the rows if there
is a permutation of its columns such that the ones in each row appear consecu-
tively. We say that a matrix B is a subconfiguration of a matrix A if B equals
some submatrix of A up to permutation of rows and/or columns. Given a set
of rows R of a matrix A, we say that R induces a matrix B if B is a sub-
configuration of the submatrix of A given by selecting only those rows in R.
Tucker characterized all the minimal forbidden subconfigurations for the C1P,
later known as Tucker matrices (a graphic representation of which can be found
in [16]).
Definition 3.1. Let A be a (0, 1)-matrix. We say A is nested if there is a
consecutive-ones ordering for the rows and every two rows are disjoint or nested.
Definition 3.2. A split graph G = (K,S) is nested if and only if A(S,K) is a
nested matrix.
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Definition 3.3. Let A be a (0, 1)-matrix. We say A is an enriched matrix if
all of the following conditions hold:
1. Each row of A is either unlabeled or labeled with one of the following labels:
L or R or LR. We say that a row is an LR-row (resp. L-row, R-row) if it
is labeled with LR (resp. L, R). An unlabeled row is called U-row.
2. Each row of A is either uncolored or colored with either blue or red.
3. The only colored rows may be those labeled with L or R, and those LR-rows
having a 0 in every column.
4. The LR-rows having a 0 in every column are all colored with the same
color.
The 0-gem, 1-gem and 2-gem are the following enriched matrices:
(
110
011
)
,
(
10
11
)
,
(
LR 110
LR 101
)
respectively.
Definition 3.4. Let A be an enriched matrix. We say that A contains a gem
(resp. doubly-weak gem) if it contains a 0-gem (resp. a 2-gem) as a subconfig-
uration. We say that A contains a weak gem if it contains a 1-gem such that,
either the first is an L-row (resp. R-row) and the second is a U-row, or the first
is an LR-row and the second is a non-LR-row. We say that a 2-gem is badly-
colored if the entries in the column in which both rows have a 1 are in blocks
colored with the same color.
Theorem 3.5 ([14, 15]). A (0, 1)-matrix is nested if and only if it contains no
0-gem as a subconfiguration.
Definition 3.6. Let A be an enriched matrix. We say A is LR-orderable if
there is a linear ordering Π for the columns of A such that each of the following
assertions holds:
• Π is a consecutive-ones ordering for every non-LR row of A.
• The ordering Π is such that the ones in every nonempty row labeled with
L (resp. R) start in the first column (resp. end in the last column).
• Π is a consecutive-ones ordering for the complements of the LR-rows of
A.
Such an ordering is called an LR-ordering.
Definition 3.7. For each row of A labeled with L or LR and having a 1 in the
first column of Π, we define its L-block (with respect to Π) as the maximal set
of consecutive columns of Π starting from the first one on which the row has a
1. R-blocks are defined on an entirely analogous way. For each unlabeled row
of A, we say its U-block (with respect to Π) is the set of columns having a 1
in the row. The blocks of A with respect to Π are its L-blocks, its R-blocks and
its U-blocks. We say an L-block (resp. R-block, U-block) is colored if there is
a 1-color assignment for every entry of the block.
An LR-ordering Π is suitable if the L-blocks of those LR-rows with exactly
two blocks are disjoint with every R-block, the R-blocks of those LR-rows with
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exactly two blocks are disjoint with the L-blocks and for each LR-row the inter-
section with any U-block is empty with either its L-block or its R-block.
Definition 3.8. Let A be an enriched matrix and let Π be a LR-ordering. We
define A∗ as the enriched matrix that arises from A by:
• Replacing each LR-row by its complement.
• Adding two distinguished rows: both rows have a 1 in every column, one
is labeled with L and the other is labeled with R.
Definition 3.9. A tagged matrix is a (0, 1)-matrix, each of whose rows are
either uncolored or colored with blue or red, together with a set of at most two
distinguished columns. The distinguished columns will be referred to as tag
columns. Let A be an enriched matrix. We define the tagged matrix of A as
a tagged matrix, denoted by Atag, whose underlying matrix is obtained from A
by adding two columns, cL and cR, such that: (1) the column cL has a 1 if f
is labeled L or LR and 0 otherwise, (2) the column cR has a 1 if f is labeled
R or LR and 0 otherwise, and (3) the set of distinguished columns of Atag is
{cL, cR}. We denote A∗tag to the tagged matrix of A∗. By simplicity we will
consider column cL as the first and column cR as the last column of Atag and
A∗tag.
Notice that for every enriched matrix, the only colored rows are those labeled
with L or R and those empty LR-rows. Moreover, for every LR-orderable matrix,
there is an ordering of the columns such that every row labeled with L (resp.
R) starts in the first column (resp. ends in the last column), and thus all its 1’s
appear consecutively. Thus, if an enriched matrix is also LR-orderable, then the
given coloring induces a partial block bi-coloring, in which every empty LR-row
remains the same, whereas for every nonempty colored labeled row, we color all
its 1’s with the color given in the definition of the matrix.
Definition 3.10. Let A be an enriched matrix. We say A is 2-nested if there
exists an LR-ordering Π of the columns and an assignment of colors red or blue
to the blocks of A such that all of the following conditions hold:
1. If an LR-row has an L-block and an R-block, then they are colored with
distinct colors.
2. For each colored row r in A, any of its blocks is colored with the same
color as r in A.
3. If an L-block of an LR-row is properly contained in the L-block of an L-row,
then both blocks are colored with different colors.
4. Every L-block of an LR-row and any R-block are disjoint. The same holds
for an R-block of an LR-row and any L-block.
5. If an L-block and an R-block are not disjoint, then they are colored with
distinct colors.
6. Each two U-blocks colored with the same color are either disjoint or nested.
7. If an L-block and a U-block are colored with the same color, then either
they are disjoint or the U-block is contained in the L-block. The same
holds replacing L-block for R-block.
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8. If two distinct L-blocks of non-LR-rows are colored with distinct colors,
then every LR-row has an L-block. The same holds replacing L-block for
R-block.
9. If two LR-rows overlap, then the L-block of one and the R-block of the
other are colored with the same color.
An assignment of colors red and blue to the blocks of A that satisfies all these
properties is called a (total) block bi-coloring.
These matrices admit the following characterization by forbidden subconfig-
urations.
Theorem 3.11 ([14, 15]). Let A be an enriched matrix. Then, A is 2-nested
if and only if A contains none of the following listed matrices or their dual
matrices as subconfigurations:
• M0, MII(4), MV or S0(k) for every even k ≥ 4 (See Figure 4)
• Every enriched matrix in the family D (See Figure 5)
• Every enriched matrix in the family F (See Figure 6)
• Every enriched matrix in the family S (See Figure 7)
• Every enriched matrix in the family P (See Figure 8)
• Monochromatic gems, monochromatic weak gems, badly-colored doubly-
weak gems
and A∗ contains no Tucker matrices and none of the enriched matrices in M
or their dual matrices as subconfigurations. (See Figure 9).
M0 =
 10111110
0111
 MII(4) =

0111
1100
0110
1101
 MV =

11000
00110
11110
10011
 S0(k) =

111...11
110...00
011...00
.....
.....
.....
000...11
100...01

Figure 4: The matrices M0, MII(4), MV and S0(k) ∈ {0, 1}((k+1)×k for any even k ≥ 4.
Figure 5: The family of enriched matrices D.
14
F0 =
(
11100
01110
00111
)
F1(k) =

011...111
111...110
000...011
000...110
.....
.....
.....
110...000

F2(k) =

0111...10
1100...00
0110...00
.....
.....
.....
0000...11
 F ′0 =
L (LR) 11001110
0111

F ′′0 =
L 110111
R 011
 F ′1(k) =

11 . . . 1111
L (LR) 11 . . . 1110
00 . . . 0011
00 . . . 0110
. .
.
L (LR) 10 . . . 0000

F ′2(k) =

111 . . . 10
L (LR) 100 . . . 00
110 . . . 00
. . .
000 . . . 11

Figure 6: The enriched matrices of the family F .
The matrices F represented in Figure 6 are defined as follows: F1(k) ∈
{0, 1}k×(k−1), F2(k) ∈ {0, 1}k×k, F ′1(k) ∈ {0, 1}k×(k−2) and F ′2(k) ∈ {0, 1}k×(k−1),
for every odd k ≥ 5. In the case of F ′0, F ′1(k) and F ′2(k), the labeled rows may
be either L or LR indistinctly, and in the case of their dual matrices, the labeled
rows may be either R or LR indistinctly.
The matrices S in Figure 7 are defined as follows. If k is odd, then S1(k) ∈
{0, 1}(k+1)×k for k ≥ 3, and if k is even, then S1(k) ∈ {0, 1}k×(k−2) for k ≥
4. The remaining matrices have the same size whether k is even or odd:
S2(k) ∈ {0, 1}k×(k−1) for k ≥ 3, S3(k) ∈ {0, 1}k×(k−1) for k ≥ 3, S5(k) ∈
{0, 1}k×(k−2) for k ≥ 4, S4(k) ∈ {0, 1}k×(k−1), S6(k) ∈ {0, 1}k×k for k ≥ 4,
S7(k) ∈ {0, 1}k×(k+1) for every k ≥ 3 and S8(2j) ∈ {0, 1}2j×(2j) for j ≥ 2. If k
is even, then the first and last row of S2(k) and S3(k) are colored with the same
color, and in S4(k) and S5(k) are colored with distinct colors.
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S1(2j) =

L 10 . . . 00
11 . . . 00
. . .
00 . . . 11
LR 00 . . . 01
L 11 . . . 11

S1(2j + 1) =

L 10 . . . 00
11 . . . 00
. . .
00 . . . 11
LR 00 . . . 01
 S2(k) =

L 10 . . . 00
11 . . . 00
. . .
00 . . . 11
L 11 . . . 10

•
•
S3(k) =

L 10 . . . 00
11 . . . 00
. . .
00 . . . 11
R 00 . . . 01

•
•
S4(k) =

LR 11 . . . 11
L 10 . . . 00
11 . . . 00
. . .
00 . . . 11
R 00 . . . 01

•
•
S5(k) =

L 10 . . . 00
11 . . . 00
. . .
00 . . . 11
LR 11 . . . 10
L 11 . . . 11

•
•
S6(3) =
LR 110R 011
110
 S′6(3) =
LR 110R 011
111
 S6(k) =

LR 111 . . . 110
R 011 . . . 111
110 . . . 000
. . .
000 . . . 011

•
S7(3) =
LR 11001LR 10011
11100
 S7(2j) =

LR 1100 . . . 000
LR 1000 . . . 001
0110 . . . 000
. . .
0000 . . . 011
 S8(2j) =

LR 100 . . . 001
110 . . . 000
. . .
000 . . . 011

Figure 7: The family of matrices S for every j ≥ 2 and every odd k ≥ 3
In the matrices P, the integer l represents the number of unlabeled rows
between the first row and the first LR-row. The matrices P described in Fig-
ure 8 are defined as follow: P0(k, 0) ∈ {0, 1}k×k for every k ≥ 4, P0(k, l) ∈
{0, 1}k×(k−1) for every k ≥ 5 and l > 0; P1(k, 0) ∈ {0, 1}k×(k−1) for every
k ≥ 5, P1(k, l) ∈ {0, 1}k×(k−2) for every k ≥ 6, l > 0; P2(k, 0) ∈ {0, 1}k×(k−1)
for every k ≥ 7, P2(k, l) ∈ {0, 1}k×(k−2) for every k ≥ 8 and l > 0. If k is even,
then the first and last row of every matrix in P are colored with distinct colors.
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P0(k, 0) =

L 11000 . . . 000
LR 10011 . . . 111
00110 . . . 000
. . .
00000 . . . 011
R 00000 . . . 001

•
•
P0(k, l) =

L 100 . . . 0000 . . . 0
110 . . . 0000 . . . 0
. . .
000 . . . 1100 . . . 0
LR 111 . . . 1001 . . . 1
000 . . . 0011 . . . 0
. . .
000 . . . 00 . . . 011
R 000 . . . 00 . . . 001

•
•
P1(k, 0) =

L 1100 . . . 000
LR 1011 . . . 111
LR 1101 . . . 111
00110 . . . 000
. . .
00000 . . . 011
R 0000 . . . 001

•
•
P1(k, l) =

L 100 . . . 0000 . . . 0
110 . . . 0000 . . . 0
. . .
000 . . . 1100 . . . 0
LR 111 . . . 1011 . . . 1
LR 111 . . . 1101 . . . 1
000 . . . 0011 . . . 0
. . .
000 . . . 00 . . . 011
R 000 . . . 00 . . . 001

•
•
P2(k, 0) =

L 110000 . . . 000
LR 101111 . . . 111
LR 111011 . . . 111
LR 110111 . . . 111
LR 111001 . . . 111
000011 . . . 000
. . .
00000 . . . 011
R 00000 . . . 001

•
•
P2(k, l) =

L 100 . . . 00000 . . . 0
110 . . . 00000 . . . 0
. . .
000 . . . 11000 . . . 0
LR 111 . . . 10011 . . . 1
LR 111 . . . 11101 . . . 1
LR 111 . . . 11011 . . . 1
LR 111 . . . 11001 . . . 1
000 . . . 00011 . . . 0
. . .
000 . . . 000 . . . 011
R 000 . . . 000 . . . 001

•
•
Figure 8: The family of enriched matrices P for every odd k.
The following lemmas, theorem and definition will be useful in the sequel.
Lemma 3.12 ([14, 15]). Let A be an enriched matrix. Then, A is 2-nested
if A with its partial block bi-coloring contains none of the matrices listed in
Theorem 3.11 and the given partial block bi-coloring of A can be extended to a
total block bi-coloring of A.
Lemma 3.13 ([14, 15]). Let A be an enriched matrix. If A with its partial
block bi-coloring contains none of the matrices listed in Theorem 3.11 and B is
obtained from A by extending its partial coloring to a total block bi-coloring, then
B is 2-nested if and only if for each LR-row its L-block and R-block are colored
with distinct colors and B contains no monochromatic gems, monochromatic
weak gems or badly-colored doubly-weak gems as subconfigurations.
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M ′2(k) =

111 . . . 111
L 100 . . . 000
110 . . . 000
. . .
000 . . . 110
L 111 . . . 101

M ′′2 (k) =

R 111 . . . 111
L 100 . . . 000
110 . . . 000
. . .
000 . . . 110
R 000 . . . 010
L 111 . . . 111

M ′3(k) =

L 100 . . . 000
110 . . . 000
. . .
000 . . . 110
111 . . . 101
 M ′′3 (k) =

110 . . . 00
011 . . . 00
. . .
000 . . . 11
R 011 . . . 10
 M ′4 =

L 10000
01100
00011
10101

M ′′4 =

L 1000
R 0100
0011
1101
 M ′5 =

1100
0011
R 1001
111
 M ′′5 =

L 1000
0110
1011
L 1110

Figure 9: The enriched matrices in family M: M ′2(k), M ′3(k), M ′′3 (k), M ′′′3 (k) for k ≥ 4, and
M ′′2 (k) for k ≥ 5.
Theorem 3.14 ([14, 15]). If A is admissible, LR-orderable and contains no M0,
MII(4), MV or S0(k) for every even k ≥ 4, then there is at least one suitable
LR-ordering.
Definition 3.15. An enriched matrix A is admissible if A is {D,S,P}-free.
The proof of Theorem 1.1 is organized as follows. In each of the following
sections we consider a split graph G that contains an induced subgraph H,
where H is either a tent, a 4-tent, a co-4-tent or a net (Sections 3.1, 3.2, 3.3
and 3.4, respectively), and each of these is a case of the proof of Theorem 1.1.
Using the partitions of K and S described in the previous section, we define
one enriched (0, 1)-matrix for each partition Ki of K and four auxiliary non-
enriched (0, 1)-matrices that will help us give a circle model for G. At the end of
each section, we prove that G is circle if and only if these enriched matrices are
2-nested and the four non-enriched matrices are nested, giving the guidelines
for a circle model in each case. From now on, we will refer indistinctly to a
row r (resp. a column c) of a matrix and the vertex in the independent (resp.
complete) set of the split partition of G whose adjacency is represented by the
row (resp. column).
3.1. Split circle graphs containing an induced tent
In this section we address the first case of the proof of Theorem 1.1, which
is the case where G contains an induced tent. This section is subdivided as
follows. In Section 3.1.1, we use the partitions of K and S given in Section 2.1
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to define the matrices Ai for each i = 1, 2, . . . , 6 and prove some properties that
will be useful further on. In Section 3.1.2, the main results are the necessity of
the 2-nestedness of each Ai for G to be a Fsc-free graph and the guidelines to
obtain a circle model for a Fsc-free split graph G containing an induced tent
given in Theorem 3.21.
3.1.1. Matrices A1,A2, . . . ,A6
Let G = (K,S) and H as in Section 2.1. For each i ∈ {1, 2, . . . , 6}, let Ai
be an enriched (0, 1)-matrix having one row for each vertex s ∈ S such that s
belongs to Sij or Sji for some j ∈ {1, 2, . . . , 6}, and one column for each vertex
k ∈ Ki and such that the entry corresponding to the row s and the column k is
1 if and only if s is adjacent to k in G. For each j ∈ {1, 2, . . . , 6}−{i}, we mark
those rows corresponding to vertices of Sji with L and those corresponding to
vertices of Sij with R.
Moreover, we color some of the rows of Ai as follows.
• If i ∈ {1, 3, 5}, then we color each row corresponding to a vertex s ∈ Sij
for some j ∈ {1, 2, . . . , 6}−{i} with color red and each row corresponding
to a vertex s ∈ Sji for some j ∈ {1, 2, . . . , 6} − {i} with color blue.
• If i ∈ {2, 4, 6}, then we color each row corresponding to a vertex s ∈
Sij ∪ Sji for some j ∈ {1, 2, . . . , 6} with color red if j = i+ 1 or j = i− 1
(modulo 6) and with color blue otherwise.
Example:
A3 =

K3
S34 R · · ·
S35 R · · ·
S33 · · ·
S13 L · · ·
S23 L · · ·

•
•
•
•
A4 =

K4
S34 L · · ·
S45 R · · ·
S44 · · ·
S14 L · · ·
S64 L · · ·
S41 R · · ·
S42 R · · ·

•
•
•
•
•
•
The following results are useful in the sequel.
Claim 3.16. Let v1 in Sij and v2 in Sik, for i, j, k ∈ {1, 2, . . . , 6} such that
i 6= j, k. If Ai contains no D0 for each i ∈ {1, 2, . . . , 6}, then the following
assertions hold:
• If j 6= k, then v1 and v2 are nested in Ki. Moreover, if j = k, then v1 and
v2 are nested in both Ki and Kj.
• For each i ∈ {1, 2, . . . , 6}, there is a vertex v∗i in Ki such that for every
j ∈ {1, 2, . . . , 6} − {i} and every s in Sij, the vertex s is adjacent to v∗i .
Let v1, v2 in Sij , for some i, j ∈ {1, . . . , 6}. Towards a contradiction, suppose
without loss of generality that v1 and v2 are not nested in Ki. Since v1 and v2
are both adjacent to at least one vertex in Ki, then there are vertices w1, w2
in Ki such that w1 is adjacent to v1 and nonadjacent to v2, and w2 is adjacent
to v2 and nonadjacent to v1. Moreover, since v1 and v2 lie in Sij and i 6= j, it
follows from the definition of Ai that the corresponding rows are labeled with
the same letter and colored with the same color. Therefore, we find D0 induced
by the rows corresponding to v1 and v2, and the columns w1 and w2, which
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(a) A3 (b) A4
Figure 10: Sketch model of G with some of the chords associated to rows in A3 and A4.
results in a contradiction. The proof is analogous by symmetry for Kj and if
j 6= k. Moreover, the second statement of the claim follows from the previous
argument and the fact that there is a C1P for the columns of Ai. 
3.1.2. Split circle equivalence
In this section, we will use the matrix theory developed in [14, 15] to charac-
terize the forbidden induced subgraphs that arise in a split graph that contains
an induced tent when this graph is not a circle graph. We will start by proving
that, given a split graph G that contains an induced tent, if G is Fsc-free, then
Ai is 2-nested for each i = 1, 2, . . . , 6.
Lemma 3.17. If Ai is not 2-nested, for some i ∈ {1, . . . , 6}, then G contains
an induced subgraph of the families depicted in Figure 2.
Proof. Based on the symmetry of the subsets Ki of K, it suffices to see what
happens when i = 3 or i = 4, since the proof depends solely on the parity of i.
The proof is organized as follows. First, we assume that Ai is not admis-
sible, thus A contains one of the forbidden subconfigurations in D, S or P.
Once we reach a contradiction, we will assume that A∗i contains either a Tucker
matrix or one of the forbidden subconfigurations in M, once again reaching a
contradiction. The next step is to assume that Ai contains no monochroma-
tic gems, monochromatic weak-gems nor badly colored doubly-weak-gems, and
finally that Ai is not 2-nested.
Notice that, if G is Fsc-free, then each Ai (i = 1, . . . , 6) contains no M0
(3-sun with center), MII(4), MV or S0(k) for every even k ≥ 4 (k-sun), since
these matrices are matrices A(S,K) of graphs in Fsc. Hence, we assume that
Ai contains none of the matrices depicted in Figure 4.
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Case (1) Suppose first that Ai is not admissible. Since Ai contains no LR-rows,
then Ai contains either D0, D1, D2 or S2(k), S3(k) for some k ≥ 3.
Case (1.1) Suppose Ai contains D0. Let v0 and v1 in S be the vertices whose
adjacency is represented by the first and second row of D0, respectively, and
let ki1 and ki2 in Ki be the vertices whose adjacency is represented by the first
and second column of D0, respectively. Both rows of D0 are labeled with the
same letter and the coloring given to each row is indistinct. We assume without
loss of generality that both rows are labeled with L, due to the symmetry of the
problem.
Case (1.1.1) Suppose first that i = 3. In this case, v1 and v2 lie in S34 or
S35. By Claim 3.16 there is a vertex k4 in K4 (resp. k5 in K5) adjacent to every
vertex in S34 (resp. S35). Thus, if both v1 and v2 lie in S35, then we find a
MIII(3) induced by {k5, k31, k32, v1, v2, s51, k1}. If instead both v1 and v2 lie
in S34, then we find a 3-sun with center induced by {k4, k31, k32, v1, v2, s35,
s13}.
Suppose that v1 in S34 and v2 in S35. Let k4 in K4 adjacent to v1, let k5
in K5 adjacent to v2 and let k1 be any vertex in K1. Thus, v1 and v2 are
nonadjacent to k1 and v1 is nonadjacent to k5. Hence, we find a 4-sun induced
by the set {s13, s51, v1, v2, k1, k31, k4, k5}.
Case (1.1.2) Suppose now that i = 4. Thus, the vertices v1 and v2 belong
to either S34, S14 or S64. Suppose v1 in S34 and v2 in S14, and let k1 in K1
and k3 in K3 such that v1 is adjacent to k3. Since v2 is complete to K3, then
v2 is adjacent to k3, and both v1 and v2 are nonadjacent to k1. Hence, we find
MII(4) induced by {s13, s35, v1, v2, k3, k41, k42, k1}. The same holds if v2 lies
in S64.
If instead v1 and v2 lie in S34, then we find a MIII(3) induced by the set
{k3, k41, k42, v1, v2, s13, k1}.
Finally, if v1 and v2 lie in S14 ∪ S64, then we find a tent ∨ K1 induced by
{k3, k1, k41, k42, v1, v2, s35}, where k1 in K1 is adjacent to v1 and v2.
Case (1.2) Suppose Ai contains D1. Both rows of D1 are labeled with
distinct letters and are colored with the same color. Let v1 and v2 in S be
the vertices whose adjacency is represented by the first and second row of D1,
respectively, and let ki in Ki be the vertex whose adjacency is represented by
the column of D1. We assume without loss of generality that v1 is labeled with
L and v2 is labeled with R. It follows from the definition of Ai that, if i is odd,
then there are no two rows labeled with distinct letters and colored with the
same color, thus we assume that i is even and hence i = 4.
In this case, either v1 in S34 and v2 in S45, or v1 in S14 ∪ S64 and v2 in
S41 ∪ S42.
If v1 in S34 and v2 in S45, then we find a 4-sun induced by {v1, v2, s13, s51,
k1, k3, k4, k5}, where k3 in K3 is adjacent to v1 and nonadjacent to v2, k4 in
K4 is adjacent to both v1 and v2, k5 in K5 is adjacent to v2 and nonadjacent to
v1, and k1 in K1 is nonadjacent to both v1 and v2.
Suppose that v1 lies in S14 and v2 lies in S41. We find a tent ∨K1 induced
by {v1, v2, s35, k1, k3, k4, k5}, where k1, k3, k4 and k5 are vertices analogous
as those described in the previous paragraph. Analogously, we find the same
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forbidden induced subgraph in G if v1 in S64 or v2 in S42.
Case (1.3) Suppose D2 in Ai. Let v1 and v2 in S be the vertices whose
adjacency is represented by the first and second row of D2, respectively, and let
ki1 and ki2 in Ki be the vertices whose adjacency is represented by the first and
second column of D2, respectively. Both rows of D2 are labeled with distinct
letters and colored with distinct colors, for the “same color” case is covered since
we proved that there is no D1 as a submatrix of Ai. We assume without loss of
generality that v1 is labeled with L and v2 is labeled with R.
Case (1.3.1) Suppose that i = 4. Thus, v1 in S34 and v2 in S41 ∪ S42. We
find a 3-sun with center induced by {v1, v2, s13, k1, k3, k41, k42}, where k1 in
K1 is adjacent to v2 and nonadjacent to v1 and k3 in K3 is adjacent to v1 and
nonadjacent to v2. We find the same forbidden induced subgraph if v2 in S41
or S42.
Case (1.3.2) Suppose that i = 3. In this case, v1 in S13 ∪ S23, and v2 in
S34 ∪ S35.
Suppose first that K2 6= ∅. If v1 in S23 and v2 in S34, then we find MII(4)
induced by {v1, v2, s13, s35, k2, k4, k31, k32}. If instead v2 in S35, then we
find MII(4) induced by the same subset of vertices with the exception of k4,
considering an analogous vertex k5 in K5. Moreover, the same forbidden induced
subgraph can be found if v1 in S13, as long as K2 6= ∅.
If instead K2 = ∅, then necessarily v1 in S13. If v2 in S35, then we find a
3-sun with center induced by the subset {v1, v2, s51, k1, k5, k31, k32}. If v2 in
S34, then we find MIII(4) induced by {v1, v2, s51, s13, k1, k4, k5, k31, k32}.
Case (1.4) Suppose S2(j) is a subconfiguration of Ai for some j ≥ 3. Let
v1, v2, . . . , vj be the vertices in S represented by the rows of S2(j) and ki1,
ki2, . . . , ki(j−1) be the vertices in Ki that represent columns 1 to j − 1 of S2(j).
Notice that v1 and vj are labeled with the same letter, and depending on whether
j is odd or even, then v1 and vj are colored with distinct colors or with the same
color, respectively. We assume without loss of generality that v1 and vj are both
labeled with L.
Case (1.4.1) Suppose j is odd. If i = 3, then there are no vertices v1 and vj
labeled with the same letter and colored with distinct colors as in S2(j). Thus,
let i = 4. In this case, v1 in S34 and vj in S14 ∪ S64. Let k3 in K3 be a vertex
adjacent to both v1 and vj , and let k1 in K1 adjacent to vj . Thus, we find
F1(j + 2) induced by {s13, s35, v1, . . ., vj , k1, k3, ki1, . . ., ki(j−1)}.
Case (1.4.2) Suppose j is even. We split this in two cases, depending on the
parity of i. If i = 3, then v1 and vj lie in S13 ∪ S23. Suppose that v1 in S13 and
vj in S23. Let k2 in K2 adjacent to v1 and vj . Hence, we find F1(j+ 2) induced
by the subset {v1, . . ., vj , k2, ki2, . . ., ki(j−1), s35}. The same holds if both v1
and vj lie in S23. If instead v1 and vj both lie in S13, then we find F1(j + 2)
induced by the same subset but replacing k2 for a vertex k1 in K1 adjacent to
both v1 and vj .
Suppose now that i = 4. In this case, v1 and vj lie in S14 ∪ S64. In either
case, there is a vertex k1 in K1 that is adjacent to both v1 and vj . We find
F1(j + 1) induced by {v1, . . ., vj , k1, ki1, . . ., ki(j−1), s35}.
Case (1.5) Suppose S3(j) is a subconfiguration of Ai for some j ≥ 3. Let
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v1, v2, . . . , vj be the vertices represented by the rows of S3(j) and ki1, . . . , ki(j−1)
be the vertices represented by columns 1 to j−1 of S3(j). Notice that v1 and vj
are labeled with distinct letters, and depending on whether j is odd or even, v1
and vj are either colored with distinct colors or with the same color, respectively.
We assume without loss of generality that v1 is labeled with L and vj is labeled
with R.
Case (1.5.1) Suppose j is odd. If i = 3, then v1 lies in S34 ∪ S35, and vj lies
in S13 ∪ S23. If v1 lies in S34 and vj lies in S23, then we find F1(j + 2) induced
by {v1, . . ., vj , k2, k4, ki1, . . ., ki(j−1), s35, s13}. If v1 lies in S34 and vj lies in
S13, then we find F1(j + 2) induced by {v1, . . ., vj , k1, k4, ki1, . . ., ki(j−1), s35,
s13}. If instead v1 lies in S35 and vj lies in S23, then we find F1(j + 2) induced
by {v1, . . ., vj , k2, k5, ki1, . . ., ki(j−1), s35, s13}.
If instead i = 4, then v1 in S34 and vj in S41 ∪ S42. In either case, we find a
(j + 1)-sun induced by {v1, . . ., vj , ki1, . . ., ki(j−1), k1, k3, s13}.
Case (1.5.2) Suppose j is even. If i = 3, then there no two rows in A3 labeled
with distinct letters and colored with the same color. Hence, assume i = 4 and
thus either v1 in S34 and vj in S45, or v1 in S14 ∪ S64 and vj in S41 ∪ S42.
If v1 in S34 and vj in S45, then we find a (j+ 2)-sun induced by {v1, . . ., vj ,
k1, k3, k5, ki1, . . ., ki(j−1), s13, s51}, where k1 in K1 is nonadjacent to both v1
and vj .
If instead v1 in S14 ∪ S64 and vj in S41 ∪ S42, then we find a j-sun induced
by {v1, . . ., vj , k1, ki1, . . ., ki(j−1)}.
Therefore, Ai is admissible for every j ∈ {1, 2, . . . , 6}.
Case (2) Ai is admissible but not LR-orderable. Then Ai contains a Tucker
matrix, or one of the following submatrices: M ′4, M
′′
4 , M
′
5, M
′′
5 , M
′
2(k), M
′′
2 (k),
M ′3(k), M
′′
3 (k) or their corresponding dual matrices, for some k ≥ 4. We assume
throughout the rest of the proof that, for each pair of vertices x and y in the
Sij of S, there are vertices ki in Ki and kj in Kj such that both x and y are
adjacent to ki and kj . This follows from Claim 3.16 and the fact that Ai is
admissible.
Suppose there is MI(j) as a submatrix of Ai. Let v1, . . . , vj be the vertices
of S represented by rows 1 to j of MI(k), and let ki1, . . . , kij be the vertices in
K represented by columns 1 to j. Thus, if j is even, then we find either a j-sun
induced by {v1, . . ., vj , ki1, . . ., kij}, and if j is odd, then we find a j-sun with
center induced by the subset {v1, . . ., vj , ki1, . . ., kij , si(i+2)}.
For any other Tucker matrix, we find the homonym forbidden induced sub-
graph induced by the subset {v1, . . ., vj , ki1, . . ., kij}.
Suppose that Ai contains either M ′4, M ′′4 , M ′5, M ′′5 , M ′2(k), M ′′2 (k), M ′3(k),
M ′′3 (k) or one of their corresponding dual matrices, for some k ≥ 4. Let M be
such a submatrix. Notice that, for any tag column c of M that denotes which
vertices are labeled with L, there is a vertex k′ in either Ki−1 or Ki−2 such that
the vertices represented by a labeled row in c are adjacent to k′ in G. If instead
the tag column c denotes which vertices are labeled with R, then we find an
analogous vertex k′′ in either Ki+1 or Ki+2.
Depending on whether there is one or two tag columns in M , we find the
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homonym forbidden induced subgraph induced by the vertices in S and K rep-
resented by the rows and the non-tagged columns of M plus one or two vertices
k′ and k′′ as those described in the previous paragraph.
Case (3) Ai is LR-orderable but contains some gem. Moreover, since Ai
contains no LR-rows, then Ai contains either a monochromatic gem or a mono-
chromatic weak gem.
Let v1 and v2 in S be the vertices represented by the rows of the monochro-
matic gem. Notice that both rows are labeled rows, since every unlabeled row
in Ai is uncolored. It follows that a monochromatic gem or a monochromatic
weak gem may be induced only by two rows labeled with L or R, and hence
both are the same case.
Case (3.1) If i = 3, since both vertices are colored with the same color, then
v1 in S34 and v2 in S35. In that case, we find D0 in Ai since both rows are
labeled with the same letter, which results in a contradiction for we assumed
that Ai is admissible. The same holds if both vertices belong to either S34 or
S35.
Case (3.2) If instead i = 4, then we have three possibilities. Either v1 in S14
and v2 in S64, or v1 in S34 and v2 in S45, or v1 in S14 and v2 in S41. The first
case is analogous to the i = 3 case stated above. For the second and third case,
since both rows are labeled with distinct letters, then we find D1 as a submatrix
of Ai. This results once more in a contradiction, for Ai is admissible.
Therefore, Ai contains no monochromatic gems, monochromatic weak gems
or badly-colored doubly-weak gems.
Case (4) Ai contains none of the matrices listed in Theorem 3.11, but Ai is not
2-nested. It follows from Lemma 3.12 that, for every suitable LR-ordering and
2-color assignment of all the blocks of Ai that extends the given pre-coloring,
we find either a monochromatic gem or a monochromatic weak gem. Moreover,
at least one of the rows of such a gem is unlabeled, for there are no LR-rows
in Ai. Consider the columns of the matrix Ai ordered according to a suitable
LR-ordering. Suppose there is a monochromatic gem given by the rows vj and
vj+1, and suppose that both rows are colored with red. If is not possible to color
these two rows with distinct colors, then there is at least one more row vj−1
colored with blue and forces vj to be colored with red. If vj−1 is unlabeled, then
vj−1 and vj overlap. If vj−1 is labeled with L or R, then vj and vj−1 induce a
weak gem.
If vj−1 forces the coloring only on vj , let vj+2 be a distinct row that forces
vj+1 to be colored with red. Suppose first that vj+2 forces the coloring only to
the row vj+1. Hence, there is a submatrix as the following in Ai:
vj−1 11000
vj 01100
vj+1 00110
vj+2 00011

•
•
•
•
If there are no other rows forcing the coloring of vj−1 and vj+2, then this
submatrix can be colored blue-red-blue-red. Since this is not possible, there is
a sequence of overlapping rows vl, . . . , vj−2 and vj+3, . . . , vk such that each row
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forces the coloring of the next one, and this sequence includesvj−1, vj , vj+1 and
vj+2. Moreover, suppose that this is the longest sequence of vertices with this
property. Hence, vl and vk are labeled rows, for if not we could color again
the rows and thus extending the pre-coloring, which results in a contradiction.
However, we find either S2(k− l+ 1) or S3(k− l+ 1) in Ai, and this also results
in a contradiction, for Ai is admissible.
Suppose now that vj−1 forces the red color on both vj and vj+1. If vj−1
is unlabeled, then vj−1 overlaps with both vj and vj+1. Since vj and vj+1
overlap, either vj [rj ] = vj+1[rj ] = 1 or vj [lj ] = vj+1[lj ] = 1. Suppose without
loss of generality that vj [rj ] = vj+1[rj ] = 1. Since vj−1 overlaps with vj , then
either vj−1[lj ] = 1 or vj−1[rj ] = 1, and the same holds for vj−1[lj+1] = 1 or
vj−1[rj+1] = 1. If vj−1[lj ] = 1, then vj−1[lj+1] = 1 and vj [lj+1] = 1, and thus
we find F0 induced by {vj−1, vj , vj+1, lj−1, lj+1−1, lj+1, rj , rj +1}, which is a
contradiction. Analogously, if vj−1[rj ] = 1, then vj−1[lj+1] = 1 and vj−1[lj ] = 1,
and thus we find F0 induced by {vj−1, vj , vj+1, lj , lj+1, rj , rj + 1, rj−1}.
It follows analogously if vj−1 is labeled with L or R, except that we find F ′0
instead of F0 as a subconfiguration in Ai. Moreover, the proof is analogous if
vj and vj+1 induce a weak-gem instead of a gem.
Therefore, we reached a contradiction in every case and thus Ai is 2-nested.
Let G = (K,S) and H as in Section 2.1, and the matrices Ai for each
i = 1, 2, . . . , 6 as in the previous subsection. Suppose Ai is 2-nested for each
i = 1, 2, . . . , 6. Hence, there is a suitable LR-ordering Πi for each i = 1, 2, . . . , 6
and a 2-coloring extension χi of the given block bi-coloring. Since Ai contains
no LR-rows, then every row in each matrix Ai is colored with either red or blue.
Let Π be the ordering of the vertices of K given by concatenating the LR-
orderings Π1, Π2, . . ., Π6. Let A = A(S,K) and consider the columns of A
ordered according to Π. Given s in Sij , we denote throughout the following by
si the row corresponding to s in Ai. For each vertex s in Sij , if i ≤ j, then
si in Ai and sj in Aj are colored with the same color. Thus, we consider the
row corresponding to s in A colored with that color. Notice that, if i < l < j,
then s is complete to each Kl. If instead i > j, then si in Ai and sj in Aj are
colored with distinct colors. Moreover, the row corresponding to s in A has an
L-block and an R-block. Thus, we consider its L-block colored with the same
color assigned to si and the R-block colored with the same color assigned to sj .
Notice that the assignment of distinct colors in Ai and Aj makes sense, since
we are describing vertices whose chords must have one of its endpoints drawn
in the K+i portion of the circle and the other endpoint in the K
−
j portion of the
circle.
Let s ∈ S. Hence, s lies in Sij for some i, j ∈ {1, 2, . . . , 6}. Notice that, a
row representing a vertex s in Sii is entirely colored with the same color.
Definition 3.18. We define the (0, 1)-matrix Ar as the matrix obtained by
considering only those rows representing vertices in S \⋃6i=1 Sii and adding two
distinct columns cL and cR such that the entry Ar(s, k) is defined as follows:
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• If i < j and si is colored with red, then the entry Ar(s, k) has a 1 if s
is adjacent to k and a 0 otherwise, for every k in K, and Ar(s, cR) =
Ar(s, cL) = 0.
• If i > j and si is colored with red, then the entry Ar(s, k) has a 1 if
s is adjacent to k and a 0 otherwise, for every k in Ki ∪ . . .K6, and
Ar(s, cR) = 1, Ar(s, cL) = 0. If instead sj is colored with red, then the
entry Ar(s, k) has a 1 if s is adjacent to k and a 0 otherwise, for every k
in K1 ∪ . . .Kj, and Ar(s, cR) = 0, Ar(s, cL) = 1.
The matrix Ab is defined in an entirely analogous way, changing red for blue
in the definition.
We define the (0, 1)-matrix Ar−b as the submatrix of A obtained by consid-
ering only those rows corresponding to vertices s in Sij with i > j for which si
is colored with red. The matrix Ab−r is defined as the submatrix of A obtained
by considering those rows corresponding to vertices s in Sij with i > j for which
si is colored with blue.
Lemma 3.19. Suppose that Ai is 2-nested for every = 1, 2, . . . , 6. If Ar, Ab,
Ar−b or Ab−r are not nested, then G contains either tent∨K1 or F0 as induced
subgraphs.
Proof. Suppose first that Ar is not nested. Then, there are two rows f1 and
f2 in Ar that induce a 0-gem. Let v1 in Sij and v2 in Slm be the vertices
corresponding to such rows in G. Since Ai is 2-nested for every = 1, 2, . . . , 6,
in particular there are no monochromatic gems in each Ai. First we need the
following claim.
Claim 3.20. If v1 and v2 lie in the same Sij, then v1 and v2 are nested.
Suppose by simplicity that i < j. Towards a contradiction, suppose that v1
and v2 are not nested. Thus, there are vertices ki1 and ki2 in Ki, and kj1 and
kj2 in Kj such that v1 is adjacent to ki1, ki2 and kj1 and nonadjacent to kj2,
and v2 is adjacent to ki2, kj1 and kj2 and nonadjacent to ki1. Let l ∈ {1, 3, 5}
such that vi is nonadjacent to Kl. The existence of such index follows from
Claim 2.2, since there is no vertex of S simultaneously adjacent to K1, K3 and
K5. We find F0 induced by {v1, v2, s∗, ki1, ki2, kj1, kj2, kl}, where s∗ = sjl or
s∗ = s(j+1)l depending on the parity of j. 
We assume from now on that v1 and v2 lie in distinct subsets of S. The rows
in Ar represent vertices in the following subsets of S: S34, S45, S35, S36, S25,
S26, S42, S52, S51, S61, S64 or S63. Notice that S36 = S[36, S25 = S25].
Case (1) v1 in S34 ∪ S45. Suppose that v1 in S34, thus v2 in S35 since A4 is
admissible. We find F0 induced by {v1, v2, s13, k1, k31, k32, k4, k5}. It follows
analogously if v1 in S45, for the only possibility is v2 in S35 since S25 is complete
to K5.
Case (2) v1 in S35 ∪ S36. Since S36 is complete to K3, S25 is complete to
K5 and A6 is admissible, then necessarily v1 in S36. In that case, either v2 in
S25 ∪ S26 or v2 in S63 ∪ S64. We find F0 induced by {v1, v2, s13, k1, k2, k3,
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k5, k6} if v2 in S25, or {v1, v2, s13, k1, k2, k3, k61, k62} if v2 in S26. We find
tent ∨K1 induced by {v1, v2, s51, k1, k3, k5, k6} if v2 in S63 ∪ S64.
Case (3) v1 in S25 ∪ S26. Since A2 and A6 are admissible, then the only
possibility is v1 in S25 and v2 in S26. We find F0 induced by {v1, v2, s13, k1,
k21, k22, k5, k6} and therefore Ar is nested.
Let us suppose that Ab is not nested. The rows in Ab represent vertices in
the following subsets of S: S12, S13, S23, S14, S41, S42, S52, S51, S56, S61, S64
or S63. Notice that S14 = S[14, S52 = S[52 and S41 = S41].
Case (1) v1 in S12 ∪ S23. Thus, v2 in S13 since A2 is admissible. If v1 in
S12, then we find F0 induced by {v1, v2, s51, k5, k11, k12, k2, k3}. It follows
analogously by symmetry if v1 in S23.
Case (2) v1 in S13. Since S14 is complete to K1, the only possibility is v2 in
S63. We find F0 induced by {v1, v2, s35, k6, k2, k31, k32, k5}.
Case (3) v1 in S14. Since A4 is admissible, then v2 in S63 ∪ S64. We find F0
induced by {v1, v2, s35, k6, k1, k3, k4, k5} if v2 in S63 and by {v1, v2, s35, k6,
k1, k3, k41, k42} if v2 in S64.
Suppose now that Ab−r is not nested. The rows in Ab−r represent vertices
in the following subsets of S: S41, S42, S51, S52 or S61. Notice that S41 = S41]
and S52 = S[52. If v1 in S41 and v2 in S42, then we find F0 induced by {v1, v2,
s13, k41, k42, k1, k2, k3}. The proof is analogous if the vertices lie in S51 ∪ S52.
If instead v1 in S61, then v2 in S51. We find F0 induced by {v1, v2, s13, k11,
k12, k3, k5, k6} and therefore Ab−r is nested.
Suppose that Ar−b is not nested. The rows in Ar−b represent vertices in S63
or S64. If v1 in S63 and v2 in S64, then we find F0 induced by {v1, v2, s51, k5,
k61, k62, k3, k4}. This finishes the proof and therefore Ar, Ab, Ab−r and Ar−b
are nested.
Theorem 3.21. Let G = (K,S) be a split graph containing an induced tent.
Then, the following are equivalent:
1. G is circle;
2. G is Fsc-free;
3. A1,A2, . . . ,A6 are 2-nested and Ar, Ab, Ab−r and Ar−b are nested.
Proof. It is not hard to see that (1)⇒ (2), and that (2)⇒ (3) is a consequence
of the previous lemmas. We will show (3) ⇒ (1). Suppose that each of the
matrices A1,A2, . . . ,A6 is 2-nested, and that the matrices Ar, Ab, Ab−r and
Ar−b are nested. Let Πi be a suitable LR-ordering for the columns of Ai for
each i = 1, 2, . . . , 6, and let Π be the ordering obtained by concatenation of Πi
for all the vertices in K. Consider the circle divided into twelve pieces as in
Figure 10a. For each vertex in Ki, we place a chord having one endpoint in K
+
i
and the other endpoint in K−i , considering the endpoints of the chords in both
K+i and K
−
i ordered according to Πi. We denote by a
−
i and a
+
i the position
on the circle of the endpoints of the chords corresponding to the first and last
vertex of Ki –ordered according to Πi– respectively. We denote by s
+
i,i+2 the
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placement of the chord corresponding to the vertex si,i+2 of the tent H, which
lies between a+i−1 and a
−
i , and s
+
i,i+2 to the placement of the chord of the vertex
si,i+2 that lies between a
+
i+1 and a
−
i+2.
Let us see how to place the chords for the vertices in every subset Sij of S.
Claim 3.22. The following assertions hold:
1. If i 6= j, then all the vertices in each Sij are nested.
2. If k ≤ i and j ≤ l, then every vertex in Sij is contained in every vertex of
Skl.
3. For each i ∈ {2, 4, 6}, the vertex set NKi(S(i−1)i)∩NKi(Si(i+1)) is empty.
Moreover, NKi(Sij) ∩NKi(S(i+3)i) = ∅ and NKi(Sij) ∩NKi(S(i+2)i) = ∅,
for j = i+ 3, i+ 4.
4. For each i ∈ {1, 3, 5}, if Si(i+3) 6= ∅, then S(i−1)(i+2) 6= ∅, and viceversa.
Every statement follows directly from Claim 3.16 and the proof of Lemma 3.19.

Let us consider the subsets Sij such that i 6= j and i = 1 or j = 1. These
subsets are S12, S13, S14, S61, S51 and Sj4. It follows from Claim 3.22 that every
vertex in S12 is contained in every vertex of S13, which is in turn contained in
S14, and the same holds for S61, S51 and S41. Furthermore, it follows that
S14 6= ∅ only if S63 = ∅ and that every vertex in S14 is contained in every vertex
in S64. Now consider those subsets Sij for which i 6= j and either i = 2 or j = 2,
namely S12, S23, S25, S26, S42 and S52. It follows from the previous claim that
a vertex in S12 is disjoint with any vertex in S23. Moreover, every vertex in S42
is nested in every vertex in S52 and every vertex in S25 is nested in every vertex
in S26. The same analysis follows by symmetry for those subsets such that i 6= j
and either i ∈ {3, 4, 5, 6} or j ∈ {3, 4, 5, 6}. Furthermore, since Ai is nested for
every i ∈ {1, . . . , 6}, then every vertex in Sii is either contained or disjoint with
every vertex in Sjk, for every j, k ∈ {1, . . . , 6} such that j ≤ i ≤ k. Therefore,
Claim 3.22 ensures that we can place the chords corresponding to vertices of S
in such a way that they do not intersect. We consider the vertices in each Sij
ordered by inclusion. The guidelines for each subset Sij are as follows.
• For those vertices in Si(i+1): if i = 1, 2, 5, then we place one endpoint
in K−i and the other endpoint in K
−
i+1. If i = 3, 4, then we place one
endpoint in K+i and the other endpoint in K
+
i+1. If i = 6, then we place
one endpoint in K−6 and the other endpoint in K
+
1 .
• For the vertices in S(i−1)(i+1): if i = 2, then we place one endpoint in K−1
and the other endpoint in K−3 . If i = 4, then we place one endpoint in
K+3 and the other endpoint in K
+
5 . If i = 6, then we place one endpoint
in K−5 and the other endpoint in K
+
1 .
• For S(i−1)(i+2): if i = 1, we place one endpoint in K+6 , and the other
endpoint between s−13 and the chord corresponding to a
−
4 in K
−
4 . If i = 2,
we place one endpoint between the chord corresponding to a+6 in K
+
6 and
s+13, and the other endpoint in K
−
4 . If i = 3, we place one endpoint in K
+
2 ,
and the other endpoint between s−35 and the chord corresponding to a
−
6
in K+6 . If i = 4, we place one endpoint between the chord corresponding
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to a+2 in K
+
2 and s
+
35, and the other endpoint in K
+
6 . If i = 5, we place
one endpoint in K−4 , and the other endpoint between s
−
51 and the chord
corresponding to a−2 in K
+
2 . If i = 6, we place one endpoint between the
chord corresponding to a+4 in K
−
4 and s
+
51, and the other endpoint in K
+
2 .
• For Si−2,i+2: if i = 2, we place one endpoint in K+6 and the other endpoint
in K−4 . If i = 4, we place one endpoint in K
+
2 and the other endpoint in
K+6 . If i = 6, we place one endpoint in K
−
4 and the other endpoint in K
+
2 .
This gives a circle model for the given split graph G.
3.2. Split circle graphs containing an induced 4-tent
In this section we address the second case of the proof of Theorem 1.1, which
is when G contains an induced 4-tent and contains no induced tent. The main
difference with the previous case is that one of the enriched matrices that we
will define may contain LR-rows. This section is subdivided as follows. In
Section 3.2.1, we define the matrices Bi for each i = 1, 2, . . . , 6. In Section 3.2.2,
we prove the necessity of the 2-nestedness of each Bi for G to be a Fsc-graph and
give the guidelines to draw a circle model for a Fsc-free split graph G containing
an induced 4-tent in Theorem 3.35.
3.2.1. Matrices B1,B2, . . . ,B6
Let G = (K,S) and H as in Section 2.2. For each i ∈ {1, 2, . . . , 6}, let Bi
be an enriched (0, 1)-matrix having one row for each vertex s ∈ S such that s
belongs to Sij or Sji for some j ∈ {1, 2, . . . , 6} and one column for each vertex
k ∈ Ki and such that such that the entry corresponding to row s and column
k is 1 if and only if s is adjacent to k in G. For each j ∈ {1, 2, . . . , 6} − {i}, we
label those rows corresponding to vertices of Sji with L and those corresponding
to vertices of Sij with R, with the exception of S[15] and S[16, whose vertices
are labeled with LR. As in the previous section, some of the rows of Bi are
colored. Given the symmetry of the partitions of K, it suffices to study Bi for
i = 1, 2, 3, 6 (See Figure 11).
B1 =

K1
S12 R · · ·
S11 · · ·
S14 R · · ·
S15 R · · ·
S16 R · · ·
S61 L · · ·

•
•
•
•
•
B2 =

K2
S12 L · · ·
S22 · · ·
S23 R · · ·
S24 R · · ·

•
•
•
B3 =

K3
S35 R · · ·
S36 R · · ·
S13 L · · ·
S33 · · ·
S34 R · · ·
S23 L · · ·

•
•
•
•
•
B6 =

K6
S61 R · · ·
S64 R · · ·
S65 R · · ·
S36 L · · ·
S46 L · · ·
S66 · · ·
S62 R · · ·
S63 R · · ·
S26 L · · ·
S56 L · · ·
S16 L · · ·
S[15] LR · · ·
S[16 LR · · ·

•
•
•
•
•
•
•
•
•
•
Figure 11: The matrices B1, B2, B3 and B6.
Since S25, S26, S52 and S62 are complete to K2, then they are not considered
for the definition of the matrix B2. The same holds for S13 with regard to B1
and S63 with regard to B3.Notice that we consider S16 and S[16 as two distinct
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subsets of S. Moreover, every vertex in S[16 is labeled with LR and every vertex
in S16 is labeled with L. We consider S65 as the subset of vertices in S that are
complete to K1, . . . ,K4, are adjacent to K5 and K6 but are not complete to
K5. Furthermore, any vertex in S[15] is represented by an empty LR-row in B6.
It follows from the definition of enriched matrix that every row corresponding
to a vertex in S[15] in B6 must be colored with the same color. We give more
details on this further on in Section 3.2.2.
Remark 3.23. Claim 3.16 holds for any two vertices v1 in Sij and v2 in Sik,
for every Bi, i ∈ {1, . . . , 6}. and the proof is analogous as in the tent case.
3.2.2. Split circle equivalence
In this section, we state a result analogous to Lemma 3.17. The matrices Bi
contain no LR-rows, for each i ∈ {1, . . . , 5}, hence the proof is very similar to
the one given in Section 3.1.2 for the tent case. We leave out the details of the
proof, which can be consulted in [14]. Afterwards, we state and prove a lemma
analogous to Lemma 3.24 but for the matrix B6. The main difference between
this matrix and the matrices Bi for each i = 1, 2, . . . , 5 is that B6 contains
LR-rows
Lemma 3.24 ([14]). If Bi is not 2-nested, for some i ∈ {1, . . . , 5}, then G
contains one of the forbidden induced subgraphs in Figure 2.
Now we will focus on the matrix B6. First, we define how to color those rows
that correspond to vertices in S[15], since we defined B6 as an enriched matrix
and these are the only empty LR-rows in B6. Remember that all the empty
LR-rows must be colored with the same color. Hence, if there is at least one red
row labeled with L or one blue row labeled with R (resp. blue row labeled with
L or red row labeled with R), then we color every LR-row in S[15] with blue
(resp. with red). This gives a 1-color assignment to each empty LR-row only if
G is Fsc-free.
Lemma 3.25. Let G be a split graph that contains an induced 4-tent and such
that G contains no induced tent, and let B6 as defined in the previous section.
If S[15] 6= ∅ and one of the following holds:
• There is at least one red row f1 and one blue row f2, both labeled with L
(resp. R)
• There is at least one row f1 labeled with L and one row f2 labeled with R,
both colored with red (resp. blue).
Then, we find either F1(5), 3-sun with center or 4-sun as an induced subgraph
of G.
Proof. We assume that B6 contains no D0, for we will prove this in Lemma 3.26.
Let v1, v2 and w be three vertices corresponding to rows of B6, v1 is colored
with red and labeled with L, v2 is colored with blue and labeled with L and w
in S[15]. Thus, v1 in S36 ∪ S46 and v2 in S56 ∪ S26 ∪ S16. In either case, we find
F1(5) induced by {k2, k4, k5, k6, v1, v2, w, s24, s45} or {k1, k2, k4, k6, v1, v2, w,
s12, s24}, depending on whether v2 in S56 or in S26 ∪S16, respectively. Suppose
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now that v2 corresponds to a red row labeled with R. Thus, v1 in S36 ∪S46 and
v2 in S61 ∪ S64 ∪ S65. If v2 in S61, then there is a 4-sun induced by {k1, k2, k4,
k6, v1, v2, s12, s24}. If instead v2 in S64 ∪ S65, then we find a 3-sun with center
induced by {k6, k1, k4, k5, v1, v2, w}. This finishes the proof since the other
cases are analogous by symmetry.
To prove the following lemma, we assume without loss of generality that
S[15] = ∅.
Lemma 3.26. Let G = (K,S) be a split graph containing an induced 4-tent
such that G contains no induced tent and let B = B6. If B is not 2-nested, then
G contains one of the graphs listed in Figure 2 as an induced subgraph.
Proof. We assume proven Lemma 3.24 by simplicity. This is, we assume that
the matrices B1, . . . , B5 are 2-nested. In particular, any pair of vertices v1 in
Sij and v2 in Sik such that i 6= 6 and j 6= k are nested in Ki. Moreover, there
is a vertex v∗i in Ki adjacent to both v1 and v2. Also notice that B contains
no M0, MII(4), MV , S0(k) for even k ≥ 4 or any of the matrices in F for we
find the homonymous forbidden induced subgraphs in each case.
The structure of the proof is analogous as in Lemmas 3.17 and 3.24. The
main difference is that B may have some LR-rows and thus we also have to
consider what happens if B contains every subconfiguration with at least one
LR-row in each case.
Case (1) Suppose that B is not admissible. Hence, B contains at least one of
the matrices D0, D1, . . . , D13, S1(j), S2(j), . . . , S8(j) for some j ≥ 3 or P0(j, l),
P1(j, l) for some l ≥ 0, j ≥ 5 or P2(j, l), for some l ≥ 0, j ≥ 7.
Case (1.1) B contains D0. Let v1 and v2 be the vertices represented by the
first and second row of D0 respectively, and k61, k62 in K6 represented by the
first and second column of D0, respectively.
Case (1.1.1) Suppose first that v1 and v2 are colored with the same color.
Since the case is symmetric with regard of the coloring, we may assume that
both rows are colored with red. Hence, either v1 and v2 lie in S61 ∪ S64 ∪ S65,
or v1 and v2 lie in S36 ∪ S46. If v1 and v2 lie in S61 and k1 in K1 is adjacent
to both v1 and v2, then we find a MIII(3) induced by {k61, k62, k1, k2, v1, v2,
s12}. We find MIII(3) if either v1 and v2 lie in S64 ∪ S65 changing k1 for some
k4 in K4 adjacent to both v1 and v2, k2 for some k5 in K5 nonadjacent to both
v1 and v2 and s12 for s45. We also find the same subgraph if v1 and v2 lie in
S36 ∪ S46, changing k1 for some k4 in K4 adjacent to both v1 and v2 and s12
for s24. If instead v1 in S61 and v2 in S64 ∪ S65, since we defined S65 as those
vertices adjacent but not complete to K5, then there are vertices k4 in K4 and
k5 in K5 such that v1 is nonadjacent to both, and v2 is adjacent to k4 and is
nonadjacent to k5. Thus, we find F2(5) induced by {k62, k1, k2, k4, k5, v1, v2,
s45, s12, s24}.
Case (1.1.2) Suppose now that v1 is colored with red and v2 is colored with
blue. Hence, v1 lies in S62∪S63, and v2 lies in S61∪S64∪S65. If v2 in S61, then
there is a vertex k4 in K4 nonadjacent to v1 and v2. Hence, we find MIII(4)
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induced by {k61, k62, k1, k2, k4, v1, v2, s12 s24}. If instead v2 in S64 ∪S65, then
we find MIII(4) induced by {k61, k62, k2, k4, k5, v1, v2, s24, s45}.
Case (1.2) B contains D1. Let v1 and v2 be the vertices that represent the
rows of D1 and let k6 in K6 be the vertex that represents the column of D1.
Suppose without loss of generality that both rows are colored with red, hence
v1 in S36 ∪S46 and v2 in S61 ∪S64 ∪S65. Notice that v1 is complete to K4 since
S46 = S[46. If v2 in S61, then we find a 4-sun induced by {k6, k1, k2, k4, v1, v2,
s12, s24}. If v2 in S64 is not complete to K4, then we find a tent induced by
{k6, k2, k4, v1, v2, s24}. If instead v2 in S64 ∪ S65 is complete to K4, then we
find a MII(4) induced by {k2, k4, k5, k6, v1, v2, s24, s45}.
Case (1.3) B contains D2. Let v1 and v2 be the first and second row of D2,
and let k61 and k62 be the vertices corresponding to first and second column of
D2, respectively. Suppose that v1 is colored with blue and v2 is colored with
red, thus v1 lies in S56 ∪ S26 ∪ S16 and v2 lies in S61 ∪ S64 ∪ S65. If v1 in S56
and v2 in S61, then we find a 5-sun with center induced by {k61, k62, k1, k2, k4,
k5, v1, v2, s12, s24, s45}. If instead v1 in S26 ∪ S16, since v1 is not complete to
K1 and we assume that B1 is admissible and thus contains no D1, then there is
a vertex k1 in K1 adjacent to v2 and nonadjacent to v1We find a tent induced
by {k61, k1, k2, v1, v2, s12}. The same holds if v1 in S56 and v2 in S65, for B5
is admissible and v2 is adjacent but not complete to K5. Moreover, if v1 in S56
and v2 in S64, then we find a tent induced by {k61, k4, k5, v1, v2, s45}. Finally,
if v1 in S26 ∪S16 and v2 in S64 ∪S65, then there are vertices k1 in K1 and k5 in
K5 such that k1 is nonadjacent to v1 and adjacent to v2, and k5 is nonadjacent
to v2 and adjacent to v1. Hence, we find F1(5) induced by {k1, k2, k4, k5, v1,
v2, s12, s24, s45}.
Remark 3.27. If G is circle and S26∪S16 6= ∅, then S64∪S65 = ∅, and viceversa.
Case (1.4) B contains D3. Let v1 and v2 be the vertices corresponding to the
rows of D3 labeled with L and R, respectively, w be the vertex corresponding
to the LR-row, and k61, k62 and k63 in K6 be the vertices corresponding to the
columns of D3. An uncolored LR-row in B represents a vertex in S[16. Notice
that there is no vertex ki in Ki for some i ∈ {1, . . . , 5} adjacent to both v1 and
v2, since w is complete to Ki, thus we find MIII(3) induced by {k61, k62, k63,
ki, v1, v2, w}.
If v1 is colored with red and v2 is colored with blue, then v1 in S36∪S46 and
v2 in S62 ∪ S63. We find MIII(4) induced by {k62, k2, k4, k61, k63, v1, v2, w,
s24}.
Conversely, if v1 is colored with blue and v2 is colored with red, then v1 in
S56 ∪S26 ∪S16 and v2 in S61 ∪S64 ∪S65. It follows by symmetry that it suffices
to see what happens if v2 in S61 and v1 in either S56 or S26. If v1 in S56, then
we find MIII(6) induced by {k61, k1, k2, k4, k5, k62, k63, v1, v2, s12, s24, s45,
w}. If instead v1 in S26, then we find MIII(4) induced by {k63, k61, k1, k2, k62,
v1, v2, s12, w}.
Case (1.5) B contains D4. Let v1 and v2 be the vertices represented by the
rows labeled with L, w be the vertex represented by the LR-row and k6 in K6
corresponding to the column of D4. Since B contains no D1, suppose that v1
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is colored with red and v2 is colored with blue. Thus, v1 lies in S61 ∪ S64 ∪ S65
and v2 lies in S62 ∪ S63. In either case, we find F1(5): if v1 in S61, then it is
induced by {k6, k1, k2, k4, v1, v2, w, s12, s24}, and if v1 in S64 ∪ S65, then it is
induced by {k6, k2, k4, k5, v1, v2, w, s24, s45}.
Case (1.6) B contains D5. Let v1 and v2 be the vertices representing the
rows labeled with L and R, respectively, w be the vertex corresponding to the
LR-row, and k6 in K6 corresponding to the column of D5. Suppose v1 is colored
with blue and v2 is colored with red. Notice that for any two vertices x1 in Sij
and x2 in Sjk, we may assume that there are vertices kj1 and kj2 in Kj such
that x1 is adjacent to kj1 and is nonadjacent to kj2 and x2 is adjacent to kj2
and is nonadjacent to kj1, since we assume Bi admissible for each i ∈ {1, . . . , 5}.
It follows that, if v1 in S26 ∪ S16 and v2 in S61, then there is a tent induced by
{k6, k1, k2, v1, v2, s12}, where k1 is a vertex nonadjacent to v1. The same holds
if v1 in S56 and v2 in S65, where the tent is induced by {k6, k4, k5, v1, v2, s45},
with k5 in K5 adjacent to v1 and nonadjacent to v2. Finally, if v1 in S56 and v2
in S61, then we find a 5-sun with center induced by {k5, k6, k1, k2, k4, v1, v2,
w, s12, s24, s45}.
Remark 3.28. If G is circle and contains no induced tent, then any two vertices
v1 in S56 and v2 in S65 are disjoint in K5. The same holds for any two vertices
v1 in S16 and v2 in S61 in K1.
Case (1.7) B contains D6. Let v1 and v2 be the vertices represented by the
rows labeled with L and R, respectively, w be the vertex corresponding to the
LR-row, and k61 and k62 in K6 corresponding to the first and second column
of D6, respectively. Suppose without loss of generality that v1 and v2 are both
colored with red, thus v1 lies in S36 ∪ S46 and v2 lies in S61 ∪ S64 ∪ S65. Since
Bi is admissible for every i ∈ {1, . . . , 5}, then there is no vertex in Ki adjacent
to both v1 and v2. It follows that, since v1 is complete to K4, then v2 in S61.
However, we find F2(5) induced by {k62, k1, k2, k4, k61, v1, v2, w, s12, s24}.
The following remark is a consequence of the previous statement.
Remark 3.29. If G is circle, v1 in S36 ∪ S46 and v2 in S61 ∪ S64 ∪ S65, then for
every vertex w in S[16 either NK6(v1) ⊆ NK6(w) or NK6(v2) ⊆ NK6(w). The
same holds for v1 in S56 ∪ S26 ∪ S16 and v2 in S62 ∪ S63.
Case (1.8) B contains D7 or D11. Then, there is a vertex ki in some Ki with
i 6= 6 such that ki is adjacent to the three vertices corresponding to every row
of D7. We find a net ∨K1.
Case (1.9) B contains D8 or D12. There is a tent induced by all three rows
and columns of D8 or D12.
Case (1.10) B contains D9 or D13. It is straightforward that in this case we
find F0.
Case (1.11) B contains D10. Let v1 and v2 be the vertices represented by the
rows labeled with L and R, respectively, w1 and w2 be the vertices represented
by the LR-rows and k61, . . . , k64 in K6 be the vertices corresponding to the
columns of D10. Suppose that v1 is colored with red and v2 is colored with blue,
hence v1 lies in S36 ∪ S46 and v2 lies in S62 ∪ S63. Let k2 in K2 adjacent to v2
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and nonadjacent to v1 and let k4 in K4 adjacent to v1 and nonadjacent to v2.
We find F1(5) induced by {v1, v2, w1, w2, s24, k2, k4, k62, k63}.
Case (1.12) B contains S1(j).
Case (1.12.1) If j ≥ 4 is even, let v1, v2, . . . , vj be the vertices represented by
the rows of S1(j), where v1 and vj are labeled both with L or both with R, vj−1
is a vertex corresponding to the LR-row, and k61, . . . , k6(j−1) in K6 the vertices
corresponding to the columns. Suppose without loss of generality that v1 and
vj are labeled with L. It follows that either v1 and vj lie in S36 ∪S46, or v1 and
vj lie in S62 ∪ S63 or v1 lies in S56 ∪ S26 ∪ S16 and vj lies in S36 ∪ S46. In either
case, there is k5 in K5 adjacent to both v1 and vj and k5 is also adjacent to
vj−1 since it lies in S[16. Thus, this vertex set induces a (j− 1)-sun with center.
Case (1.12.2) If j is odd, since S1(j) has j−2 rows (thus there are v1, . . . , vj−2
vertices), then the subset of vertices given by {v1, . . . , vj−2, k61, . . . , k6(j−2), k5}
induces an even (j − 1)-sun.
Case (1.13) B contains S2(j). Let v1 and vj be the vertices corresponding
to the labeled rows, k61, . . . , k6(j−1) in K6 be the vertices corresponding to the
columns of S2(j), and suppose without loss of generality that v1 and vj are
labeled with R.
Case (1.13.1) j is odd. Suppose first that v1 is colored with red and vj is
colored with blue. Thus, v1 in S61 ∪ S64 ∪ S65 and vj in S62 ∪ S63. If v1 in
S61, then let ki in Ki for i = 1, 2, 4 such that k1 is adjacent to v1 and vj , k2
is adjacent to vj and nonadjacent to v1, and k4 is nonadjacent to both v1 and
vj . We find F2(j + 2) induced by {k4, k2, k1, k61, . . . , k6(j−1), v1, . . . , vj , s12,
s24}. If v1 in S64 ∪ S65, then we find F2(j) induced by {k5, k61, . . . , k6(j−1),
v1, . . . , vj}, with k5 in K5 adjacent to v1 and nonadjacent to vj . Conversely,
suppose v1 is colored with blue and v2 is colored with red, thus v1 in S62 ∪ S63
and vj in S61 ∪ S64 ∪ S65. If vj lies in S64 ∪ S65, then we find F2(j + 2) induced
by {k2, k4, k5, k61, . . . , k6(j−1), v1, . . . , vj , s24, s45}, with ki in Ki for i = 2, 4, 5
such that k2 is adjacent to v1 and vk, k4 is adjacent to vj and nonadjacent to v1,
and k5 is nonadjacent to both v1 and vj . If instead vj in S61, then it is induced
by {k4, k2, k1, k61, . . . , k6(j−1), v1, . . . , vj , s12, s24}.
Case (1.13.2) j is even. Hence, v1 and vj are colored with the same color.
Suppose without loss of generality that are both colored with red, and thus v1
and vj lie in S61 ∪S64 ∪S65. If v1 and vj in S61, then we find F2(j+ 1) induced
by {k2, k1, k61, . . . , k6(j−1), v1, . . . , vj , s12}. We find F2(j + 1) if v1 and vj lie
in S64 or S65, changing s12 for s45, and k1 and k2 for k4 and k5, where k5 is
nonadjacent to both v1 and vj and k4 is adjacent to both. If only v1 lies in S61,
then we find F2(j + 3) induced by {k1, k2, k4, k5, k61, . . . , k6(j−1), v1, . . . , vj ,
s12,s24, s45}, with ki in Ki for i = 1, 2, 4, 5. If only vj lies in S61, then we find
F2(5) induced by {k1, k2, k4, k5, k62, v1, vj , s12, s24, s45}, with ki in Ki for
i = 1, 2, 4, 5.
Case (1.14) Suppose that B contains S3(j). Let v1 and vj be the vertices
corresponding to the labeled rows, k61, . . . , k6(j−1) in K6 be the vertices corre-
sponding to the columns of S3(j).
Case (1.14.1) j is odd. Suppose that v1 is labeled with L and colored
with blue and vj is labeled with R and colored with red. In this case, v1 in
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S56 ∪S26 ∪S16 and vj in S61 ∪S64 ∪S65. If v1 in S56, then we find a (j+ 3)-sun
if vj in S61, induced by {k1, k2, k4, k5, k61, . . . , k6(j−1), v1, . . . , vj , s45, s12, s24}.
If vj in S64∪S65, then we find a (j+1)-sun induced by {k4, k5, k61, . . . , k6(j−1),
v1, . . . , vj , s45}. Moreover, if vj in S61 and v1 in S26∪S16, then we find a (j+1)-
sun induced by {k1, k61, . . . , k6(j−1), k2, v1, . . . , vj , s12}. Finally, it follows from
Remark 3.27 that it is not possible that vj in S64 ∪ S65 and v1 in S26 ∪ S16.
Case (1.14.2) j is even. Suppose without loss of generality that v1 and vj
are both colored with red. Thus, v1 in S61 ∪ S64 ∪ S65 and vj in S36 ∪ S46.
If v1 in S61, then we find (j + 2)-sun induced by {k4, k2, k1, k61, . . . , k6(j−1),
v1, . . . , vj , s12, s24}. If instead v1 in S64 ∪ S65, then we find j-sun induced by
{k4, k61, . . . , k6(j−1), v1, . . . , vj}.
Case (1.15) B contains S4(j). Let v1 be the vertex corresponding to the row
labeled with LR, v2 corresponding to the row labeled with L, vj labeled with R
and k61, . . . , k6(j−1) in K6 the vertices corresponding to the columns of S4(j).
Case (1.15.1) j is even. Hence, v2 and vj are colored with the same color.
Suppose without loss of generality that they are both colored with red, thus v2
in S36 ∪ S46 and vj in S61 ∪ S64 ∪ S65. If vj lies in S64 ∪ S65, then we find a
(j−1)-sun with center induced by {k4, k61, . . . , k6(j−1), v1, 2, . . . , vj}. If instead
vj in S61, then we find a (j + 1)-sun with center induced by {k61, . . . , k6(j−1),
k1, k2, k4, v1, 2, . . . , vj , s12, s24}.
Case (1.15.2) j is odd. Suppose without loss of generality that v2 is colored
with red and vj is colored with blue. Hence, v2 in S36 ∪S46 and vj in S62 ∪S63.
We find a j-sun with center induced by {k4, k61, . . . , k6(j−1), k2, v1, 2, . . . , vj ,
s24}.
Case (1.16) B contains S5(j). Let v1 and vj be the vertices representing
the rows labeled with L, vj−1 the vertex corresponding to the row labeled with
LR and k61, . . . , k6(j−2) in K6 be the vertices corresponding to the columns of
S4(j).
Case (1.16.1) j is even. Hence v1 and vj lie in S36 ∪ S46. We find F1(j + 1)
induced by {k2, k4, k61, . . . , k6(j−2), v1, . . . , vj−1, vj , s24}.
Case (1.16.2) j is odd. Suppose v1 is colored with red and vj is colored with
blue, thus v1 in S36 ∪ S46 and vj in S56 ∪ S26 ∪ S16. If vj in S56, then we find
F1(j) induced by {k4, k5, k61, . . . , k6(j−2), v1, . . . , vj−1, vj , s45}. If instead vj
lies in S26 ∪S16, then we find F1(j+ 2) induced by {k1,, k2, k4, k61, . . . , k6(j−2),
v1, . . . , vj−1, vj , s24, s12}.
Case (1.17) B contains S6(j).
Case (1.17.1) Suppose first that B contains S6(3) or S
′
6(3). Let v1, v2 and
v3 be the vertices that represent the LR-row, the R-row and the unlabeled row,
respectively. Independently on where lies v2, there is vertex v in K \K6 such
that v is adjacent to v1 and v2 and is nonadjacent to v3 and thus we find an
induced 3-sun with center.
Case (1.17.2) If B contains S6(j) for some even j ≥ 4, then we find F1(j)
induced by every row and column of S6(j). If instead j is odd, then we find
MII(j) induced by every row and column of S6(j) and a vertex ki in some Ki
with i 6= 6. We choose such a vertex ki adjacent to v2, and thus since v1 in S[16,
v1 is also adjacent to ki and v3, . . . , vj are nonadjacent to ki for they represent
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vertices in S66.
Case (1.18) B contains S7(j). Suppose B contains S7(3). It is straightfor-
ward that the rows and columns induce MII(4). Furthermore, if j > 3, then j
is even. The rows and columns of S7(j) induce a j-sun.
Case (1.19) B contains S8(2j). If j = 2, then we find a tent induced by the
last three columns and the last three rows. If instead j > 2, then we find a
(2j − 1)-sun with center induced by every unlabeled row, every column but the
first and any vertex in K1 –which will be the center–, since K1 6= ∅.
Case (1.20) B contains P0(j, l). Let v1, . . . , vj in S and k61, . . . , k6j in K6 be
the vertices represented by the rows and the columns of P0(j, l), respectively.
The rows v1 and vj are labeled with L and R, respectively, and vl+2 is an
LR-row.
Suppose l = 0. If j is even, then v1 and vj are colored with distinct colors.
Suppose without loss of generality that v1 is colored with red, thus v1 lies in
S36 ∪ S46 and vj lies in S62 ∪ S63. In that case, there are vertices ki in Ki for
i = 2, 4 such that k2 is adjacent to vj and nonadjacent to v1 and k4 is adjacent
to v1 and nonadjacent to vj . We find F2(j+1) induced by {k2,, k4, k62, . . . , k6j ,
v1, . . . , vj , s24}
If instead j is odd, then v1 and vj are colored with the same color. Suppose
without loss of generality that they are both colored with red. Hence, v1 lies
in S36 ∪ S46 and vj lies in S61 ∪ S64 ∪ S65. We find F2(j + 2) induced by {k1,,
k2, k4, k62, . . . , k6j , v1, . . . , vj , s24, s12} if vj lies in S61, and by {k2,, k4, k5,
k62, . . . , k6j , v1, . . . , vj , s24, s45} if vj lies in S64 ∪ S65.
The proof is analogous if l > 0.
Case (1.21) B contains P1(j, l). Let v1, . . . , vj and k61, . . . , k6(j−1) in K6 be
the vertices represented by the rows and the columns of P1(j, l), respectively,
where v1 and vj are labeled with L and R, respectively, and vl+2 and vl+3 are
LR-rows.
Case (1.21.1) Suppose first that l = 0. If j is odd, then v1 and vj are colored
with the same color. Suppose without loss of generality that they are colored
with red, thus, v1 lies in S36 ∪ S46 and vj lies in S61 ∪ S64 ∪ S65. In either
case, v1 is anticomplete to K1. Hence, we find F1(j) induced by every row and
column of P1(j, 0) and an extra column that represents a vertex in K1 adjacent
to vj , v2 and v3 and nonadjacent to vi, for 1 ≤ i ≤ j − 1, i 6= j, 2, 3. If instead
j is even, then suppose v1 and vj are colored with red and blue, respectively.
Thus, v1 lies in S36 ∪ S46 and vj lies in S62 ∪ S63. We find F1(j + 1) induced
by the vertices that represent every row and column of P1(j, 0), s24 and two
vertices k2 in K2 and k4 in K4 such that k2 is adjacent to vj , v2 and v3 and is
nonadjacent to vi, and k4 is adjacent to v1, v2 and v3 and is nonadjacent to vi,
for each 1 ≤ i ≤ j − 1, i 6= j, 2, 3.
Case (1.21.2) Suppose l > 0. The proof is analogous to the previous case if j
is even. If instead j is odd, then v1 lies in S36∪S46 and vj lies in S61∪S64∪S65.
If vj in S61, then we find F1(j + 2) induced by {k4, k61, . . . , k6(j−2), k1, k2,
v1, . . . , vj , s12, s24}. If instead vj 6∈ S61, then we find F1(j) induced by the
vertices corresponding to every row and column of P1(j, l) and a vertex in K4
adjacent to every vertex represented by a labeled row.
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Case (1.22) B contains P2(j, l). Let v1, . . . , vj and k61, . . . , k6(j−1) in K6 be
the vertices represented by the rows and the columns of P2(j, l), respectively,
where v1 and vj are labeled with L and R, respectively, and vl+2, vl+3, vl+4 and
vl+5 are LR-rows.
Suppose l = 0. If j is even, then we find F1(j − 1) induced by {k62,
k65, . . . , k6(j−1), v1, v2, v5, . . . , vj , s24}. The same subgraph arises if l > 0.
If j is odd, then v1 and vj are colored with the same color, thus we assume
that v1 lies in S36 ∪ S46 and vj lies in S61 ∪ S64 ∪ S65. If vj 6∈ S61, then we find
F1(j− 2) induced by {k61, k62, k65, . . . , k6(j−1), v1, v2, v5, . . . , vj , k4}, where k4
in K4 is adjacent to v1, v2, v5 and vj . The same subgraph arises if l > 0. If vj
in S61, then there are vertices ki in Ki, for i = 1, 2, 4 such that k1 is adjacent
to vj and is nonadjacent to v1, k2 is nonadjacent to both and k4 is adjacent
to v1 and nonadjacent to vj . If l = 0, we find MII(j) induced by {k62, k63,
k65, . . . , k6(j−1), v1, v2, v5, . . . , vj , k1, k2, k4, s12, s24}. If instead l > 0, then we
find F1(j) induced by {k61, k62, k64, . . . , k6(j−1), k1, k2, k4, v1, v2, v3, v6, . . . , vj ,
s12, s24}.
Case (2) Suppose now that B is admissible but B∗ contains either a Tucker
matrix, or one of the matrices in Figure 9. It suffices to see that B∗tag contains no
Tucker matrix, for in the case of the matrices listed in Figure 9, each labeled row
admits a vertex belonging to the same subsets of K considered in the analysis
for a Tucker matrix having at least one LR-row. Towards a contradiction, let
M be a Tucker matrix contained in B∗tag. Throughout the proof, when we refer
to an LR-row in M , we refer to the row in B, this is, the complement of the
row that appears in M .
Case (2.1) Suppose first that M = MI(j), for some j ≥ 3. Let v1, . . . , vj and
k61, . . . , k6j in K6 be the vertices corresponding to the rows and the columns of
M , respectively.
Remark 3.30. If two non-LR-rows in M = MI(j) are labeled with the same
letter, then they induce D0. Moreover, any pair of consecutive non-LR-rows
labeled with distinct letters induce D1 or D2. Since we assume B admissible,
then there are at most two labeled non-LR-rows in MI(j) and such rows are
non-consecutive and labeled with distinct letters. Furthermore, it is easy to see
that there are at most two LR-rows in MI(j), for if not such rows induce D11,
D12 or D13.
Case (2.1.1) Suppose M = MI(3). Suppose first that v1 is the only LR-row
in M .
If v2 and v3 are unlabeled, then we find MIII(3) induced by {v1, v2, v3,
k61, k62, k63, kl}, where kl is any vertex in Kl 6= K6. The same holds if either
v2 or v3 are labeled rows, by accordingly replacing kl for some l such that kl
is nonadjacent to both v2 and v3 (there are no labeled rows complete to each
partition Ki 6= K6 of K). By Remark 3.30, if both v2 and v3 are labeled rows,
then they are labeled with distinct letters. Thus, we find F0 induced by {v1,
v2, v3, k61, k62, k63, k1, k5}, where k1 in K1 is adjacent to v2 and nonadjacent
to v3 and k5 in K5 is adjacent to v3 and nonadjacent to v2, or viceversa. Such
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vertices exist since Bi is admissible for every i ∈ {1, . . . , 5}. If instead v1 and v2
are LR-rows, then we find a tent induced by {v1, v2, v3, k61, k63, kl}, considering
kl in Kl for some l ∈ {1, . . . , 5} such that v3 is nonadjacent to kl. Every other
case is analogous by symmetry. Moreover, if v1, v2 and v3 are LR-rows, then
there is a vertex kl in Kl with l 6= 6 such that v1, v2 and v3 are adjacent to kl,
hence we find a MIII(3) induced by {v1, v2, v3, k61, k62, k63, kl}.
Case (2.1.2) Suppose now that M = MI(j) for some j ≥ 4, and let us
suppose first that there is exactly one LR-row in M and that v1 is the such
LR-row. Notice first that, if j is odd, then we find F2(j) in B induced by the
vertices represented by every row and column of M . Hence, suppose j is even.
By Remark 3.30, there are at most two labeled rows in M and they are labeled
with distinct letters. If either there are no labeled rows or there is exactly one
labeled row, then we find MIII(j) induced by {v1, . . . , vj , k61, . . . , k6j , kl}, where
kl is any vertex in some Kl 6= K6, nonadjacent to the labeled row. Suppose there
are two labeled rows vi and vl in M . It suffices to see what happens if vi belongs
to S36 ∪ S46 and vl belongs to either S61, S64 ∪ S65 or S62 ∪ S63. If vl in S61,
then there is a vertex k2 in K2 nonadjacent to both vi and vl, and thus we find
MIII(j) induced by the same vertex set from the previous paragraph. If instead
vl in S64 ∪ S65, then there are vertices k2 in K2 and k4 in K4 such that k4 is
adjacent to both vl and vi. Hence, if |l− i| is even, then we find an (l− i)-sun.
If instead |l− i| is odd, then we find a (l− i)-sun with center, where the center
is given by the LR-vertex v1. Using a similar argument, if vl lies in S62 ∪ S63,
then we find an even sun or an odd sun with center considering the same vertex
set as before plus s24.
Suppose now that v1 and v2 are LR-rows. If j ≥ 4 is even and every row vi
with i > 2 is unlabeled (or at most one is a labeled row), then we find MII(j)
induced by {v1, . . . , vj , k61, k63, . . . , k6j , kl}, where kl is any vertex in some
Kl 6= K6 such that each vi is nonadjacent to kl for every i ≥ 3. Moreover, if
j ≥ 4 is odd, then we find F1(j) induced by {v1, . . . , vj , k61, k63, . . . , k6j}. The
same holds if there is exactly one labeled row since we can always find a vertex
in some Kl with l 6= 6 that is nonadjacent to such labeled vertex, if necessary.
Let us suppose there are exactly two labeled rows vi and vl. By Remark 3.30,
these rows are non-consecutive and are labeled with distinct letters. As in the
previous case, vi belongs to S36 ∪ S46 and vl belongs to either S61 or S64 ∪ S65.
If vl belongs to S61, then there is a vertex k2 in K2 nonadjacent to both vi
and vl, and thus we find {v1, . . . , vj , k61, k63, . . . , k6j , k2}. If instead vl lies in
S64 ∪ S65, then we find k4 in K4 adjacent to both vi and vl and hence we find
either an even sun or an odd sun with center as in the previous case. Using
a similar argument, if vl lies in S62 ∪ S63, then we find an even sun if |l − i|
is even or an odd sun with center if |l − i| is odd. Finally, suppose v1 and
vi are LR-rows, where i > 2. If j = 4, then we find a 4-sun as an induced
subgraph, hence, suppose that j > 5. In that case, we find a tent contained in
the subgraph induced by {v1, v2, v3} if i = 3 and {v1, vj−1, vj} if i = j−1. Let
3 < i < j − 1. However, in that case we find MII(i) induced by {v1, v2, . . . , vi,
k62, . . . , k6(j−2), k6j}. Therefore, there is no MI(j) in B∗tag.
Case (2.2) Suppose that B∗tag contains M = MII(j). Let v1, . . . , vj and
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k61, . . . , k6j in K6 be the vertices corresponding to the rows and the columns of
M . If j is odd and there are no labeled rows, then we find F1(j) by considering
{v1, . . . , vj , k61 . . . , k6(j−1)}. Moreover, if there are no LR-rows and j is odd,
then we find MII(j) as an induced subgraph. Hence, we assume from now on
that there is at least one LR-row.
Remark 3.31. There are at most two rows labeled with L or R in M = MII(k),
for any three LR-rows induce an enriched submatrix that contains either D0, D1
or D2. Moreover, since B is admissible, then there are at most three LR-rows.
If vi and vl with 1 < i < l < j are two rows labeled with either L or R, then
they are labeled with distinct letters for if not we find D0. Moreover, they are
non-consecutive since we there is no D1 or D2 in B. Thus, since vi belongs
to S36 ∪ S46 and vl belongs to either S61 or S64 ∪ S65 or S62 ∪ S63, one of the
following holds:
• If vl in S61, then we find a (l− i+ 2)-sun if l− i is even or a (l− i+ 2)-sun
with center if |l − i| is odd (the center is k6j) induced by {vi, . . . , vl, s12,
s24, k6(i+1) . . . , k6l, k1, k2, k4, k6j}.
• If vl in S64 ∪ S65 (resp. S62 ∪ S63), then we find a (l − i)-sun if |l − i| is
even or a (l− i)-sun with center if |l− i| is odd (the center is k6j) induced
by {vi, . . . , vl, k6(i+1) . . . , k6l, k4, k6j} (resp. k1, k2).
Furthermore, let v1 and vi labeled with either L or R, where 1 < i ≤ j. If i = 2, j,
then they are labeled with distinct letters for if not we find D0. Moreover, they
are colored with distinct colors for if not we find D1. If instead 2 < i < j, then
they are labeled with the same letter for if not we find D1 or D2.
By Remark 3.31, we may assume without loss of generality that, if there
are rows labeled with either L or R, then these rows are either vj and vj−1,
v1 and vj or vj−2 and vj for every other case is analogous or already covered.
Moreover, if vj and vj−1 (resp. v1) are labeled rows, then we may assume they
are colored with distinct colors.
Case (2.2.1) There is exactly one LR-row. Suppose first that v1 is the only
LR-row. If every non-LR row is unlabeled or vj−2 and vj are labeled rows, then
they are labeled with the same letter for if not we find D1 or D5 considering v1,
vj−2 and vj . Then, we find MIII(j) induced by {kl, v1, . . . , vj , k61, . . ., k6j},
where kl is any vertex in Kl 6= K6. Moreover, if vj−1 is a labeled row, then
we find either a (j − 1)-sun or a (j − 1)-sun with center, depending on whether
j is even or odd, induced by {v1, . . . , vj−1, kl, k61, . . . , k6(j−2), k6j}. If v2 is
an LR-row, then we find MII(j − 1) or F1(j − 1) –depending on whether j is
odd or even– induced by every column of B and the rows v2 to vj . This holds
disregarding on whether there are or not rows labeled with L or R.
Suppose vi is an LR-row for some 2 < i < j − 1. Let ri be the first column
in which vi has a 0 and ci be column in which vj has a 0, then we find a tent
induced by {k61, k6(ri),k6(ci), v1, vi, vj}. If vj−1 is an LR-row, then we find
MII(j − 1) induced by {v1, . . . , vj−1, k61, . . . , k6(j−2), k6j}.
If vj is an LR-row and either every other row is unlabeled or there is exactly
one labeled row, then we find MIII(j) induced by {kl, v1, . . . , vj , k61, . . ., k6j},
where kl is any vertex in Kl 6= K6 such that the vertex representing the only
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labeled row is nonadjacent to kl. If instead there are two labeled rows, then it
follows from Remark 3.31 that such rows are either v1 and v2 or v1 and vi for
some 2 < i < j. However, if vi is a labeled row for some 1 < i < j − 1, then
we find either an even sun or an odd sun with center analogously as we have
in Remark 3.31. If instead vj−1 and v1 are labeled rows, then they are labeled
with the same letter and thus we are in the same situation as if there were no
labeled rows in B, since we can find a vertex that is nonadjacent to both v1 and
vj−1.
Case (2.2.2) There are two LR-rows. If v1 and v2 are LR-rows, then we
find MII(j − 1) as in the case where only v2 is an LR-row. Suppose v1 and v3
are LR-rows. If j = 4, then we find MII(4) induced by {v1, . . . , v4, k61, k62,
k64, kl} where kl in Kl 6= K6. Such a vertex exists, since v2 and v4 are either
unlabeled rows or are rows labeled with the same letter, for if they were labeled
with distinct letters we would find D0 or D1. Thus, there is a vertex that is
nonadjacent to both v2 and v4 and is adjacent to v1 and v3. If j > 4, then we
find a tent induced by {v3, vj−1, vj , k6(j−2), k6(j−1), k6j}. Moreover, if vi is an
LR-row for 1 < 2 < j− 1 and vj−1 and vj are non-LR-rows, then we find a tent
induced by {vi, vj−1, vj , k6(j−2), k6(j−1), k6j}.
It remains to see what happens if v1 and vj−1 and v1 and vj are LR-rows. If
v1 and vj−1 are LR-rows, then we find MII(j) induced by every row of M and
every column except for column j − 1, which is replaced by some vertex kl in
Kl 6= K6. This follows since, if there are two labeled rows, then they must be
vi for some 1 < i < j − 1 and vj , hence they are labeled with the same letter
and therefore there is a vertex kl nonadjacent to both. Finally, if v1 and vj are
LR-rows, then we find a j-sun or a j-sun with center, depending on whether j
is even or odd, contained in the subgraph induced by {v1, . . . , vj , k61, . . . , k6j ,
kl}, where kl in Kl 6= K6 is nonadjacent to every non-LR row. Therefore, there
is no M = MII(j) in B
∗
tag.
Case (2.3) Suppose thatB containsM = MIII(j), let v1, . . . vj and k61, . . . , k6(j+1)
be the rows and the columns of M . If there are no LR-rows, then we find
MIII(j), hence we assume there is at least one LR-row. It follows analogously
as in the previous cases that there are at most two LR-rows in M , since B is ad-
missible. Notice that every pair of labeled rows vi and vl with 1 ≤ 1 < i, l < j−1
cannot be labeled with the same letter, since they induce D0. Once more, if
such rows are labeled with distinct letters, then they are non-consecutive, for
if not we find D1 or D2. Furthermore, if such vi and vl are labeled rows, then
we find either an even sun or an odd sun with center. It follows using the same
arguments that, if i = 1, j − 1 and l = j, then vi and vl are not both labeled
rows. Hence, if there are two labeled rows, then such rows must be vj and vi
for some i such that 2 < i < j − 1.
Case (2.3.1) There is exactly one LR-row. If vi is an LR-row for some 1 ≤ i <
j−1, then we find MII(j− i+1) induced by {vi, . . . , vj , k6(i+1), . . . , k6(j+1)}. If
vj−1 is an LR-row, then we find MII(j), induced by {v1, . . . , vj , k62, . . . , k6(j−1),
k6(j+1)}. If instead vj is an LR-row, then we find an even j-sun or an odd j-sun
with center k6(j+1).
Case (2.3.2) There are two LR-rows vi and vl. If 1 ≤ i < l < j − 1 and vi
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and vl are non-consecutive rows, then we find a tent induced by vi, vl, vj , ks
in Ks 6= K6 adjacent to both vi and vl and nonadjacent to vj , k6i (or k6(i+1) if
i = 1) and k6l (or k6(l+1) if l = j − 1). The same holds if l = i+ 1 and i > 1. If
instead i = 1, or i = j − 1 and l = i+ 1, then we find F0 (or MIII(3) if j = 3)
induced by {vi, vi+1, k6i, k6(i+1), k6(i+2), k6(j + 1), ks} with ks in Ks 6= K6
adjacent to both vi and vi+1. Finally, if v1 and vj are LR-rows, then we find
MIII(j) induced by {v1, . . ., vj , k61, . . ., k6(j + 1)}. If instead vi and vj are
LR-rows for some i > 1, then we find MV induced by {vi, vj , v1, vj−1, k61, k62,
k6i, k6(i+1), k6j}, therefore there is no MIII(j) in B∗tag.
Case (2.4) Suppose B∗tag contains M = MIV , let v1, . . . , v4 and k61, . . . , k66
be the rows and the columns of M . If there are no labeled rows, then we find
MIV as an induced subgraph, and since B is admissible and any three rows are
not pairwise nested, then there are at most two LR-rows. If vi is an LR-row for
i = 1, 2, 3, then we find MV induced by {v2, v3, v4, k62, . . . , k66}. Moreover, if
only v4 is an LR-row, then we find MIV induced by all the rows and columns of
M . Thus, we assume there are exactly two LR-rows. If v1 and v4 are LR-rows,
then we find MV induced by {v1, v2, v3, v4, k61, k63, . . . , k66}. The same holds
if vi and v4 are LR-rows, with i = 2, 3. Finally, if v1 and v2 are LR-rows, then
we find a tent induced by {v1, v2, v4, k62, k64, k65}. It follows analogously by
symmetry if v1 and v3 or v2 and v3 are LR-rows, therefore there is no MIV in
B∗tag.
Case (2.5) Suppose B∗tag contains M = MV , let v1, . . . , v4 and k61, . . . , k65 be
the rows and the columns of M . Once more, if there are no LR-rows, then we
find MV as an induced subgraph, thus we assume there is at least one LR-row.
Moreover, since any three rows are not pairwise nested, there are at most two
LR-rows.
Case (2.5.1) There is exactly one LR-row. If v1 is the only LR-row, then we
find a tent induced by {v1, v3, v4, k61, k63, k65}. The same holds if v2 is the
only LR-row. If v3 is the only LR-row and every other row is unlabeled (or are
all labeled with the same letter), then we find MIV induced by{v1, v2, v3, v4,
k61, . . . , k65, kl} where kl in Kl 6= K6 adjacent only to v3. Suppose there are at
least two rows labeled with either L or R. Notice that, if v1 and v2 are labeled,
then they are labeled with distinct letters for if we find D0 in B. Moreover,
v1 (resp. v2) and v4 are not both labeled, for in that case we find either D0,
D1 or D2 in B. Hence, there are at most two rows labeled with either L or R,
and they are necessarily v1 and v2. In that case, there is a vertex kl in some
Kl 6= K6 such that v2 and v3 are adjacent to kl and v4 is nonadjacent to kl.
We find a tent induced by v2, v3, v4, kl, k64 and k65. If v4 is the only LR-row
and every other row is unlabeled or are (one, two or) all labeled with the same
letter, then we find MV induced by {v1, v2, v3, v4, k61, . . . , k64, kl} where kl in
Kl 6= K6 adjacent only to v4.
Case (2.5.2) There are exactly two LR-rows. If v1 and v2 are LR-rows, then
we find a tent induced by {v1, v2, v3, k62, k63, k65}. If instead v1 and v3 are
LR-rows and every other row is unlabeled or (one or) all are labeled with the
same letter, then we find MV induced by every row and column plus a vertex
kl in some Kl 6= K6 such that both v2 and v4 are nonadjacent to kl. Moreover,
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since v2 and v4 overlap and there is a column in which both rows have a 0, then
they are not labeled with distinct letters –disregarding of the coloring– for in
that case we find D1 or D2 in B. If v1 and v4 are LR-rows and every other
row is unlabeled or are (one or) all labeled with the same letter, then we find a
tent induced by every row and column plus a vertex kl in some Kl 6= K6 such
that both v2 and v4 are nonadjacent to kl. Notice that v2 and v3 are labeled
with the same letter for if not we find either D1 or D2 in B. If v3 and v4 are
LR-rows and every other row is unlabeled or v1 (resp. v2) is labeled with L or
R, then we find MIV induced by every row and column plus a vertex kl in some
Kl 6= K6 such that both v1 and v2 are nonadjacent to kl. Notice that v1 and v2
are labeled with distinct letters for if not they induce D0. However, they cannot
be labeled with distinct letters since in that case we find either D1 or D2.
Case (2.5.3) There are exactly three LR-rows. If v1, v2 and v3 are LR-rows,
since there is a vertex kl ∈ Kl with l 6= 6 such that v4 is nonadjacent to kl, then
we find a tent induced by {v1, v2, v4, k61, k64, kl}. Analogously, if v1, v2 and
v4 are LR-rows and v3 is not, then the tent is induced by {v1, v2, v3, k61, k64,
k65}. The same holds if all 4 rows are LR-rows, where the tent is induced by
{v1, v2, v4, k62, k63, k65}. Finally, if v2, v3 and v4 are LR-rows, since there is a
vertex kl ∈ Kl with l 6= 6 such that v1 is nonadjacent to kl, then we find MV
induced by {v1, v2, v3, v4, k61, k62, k63, k65, kl}.
Case (3) B is admissible and B∗tag isM-free, but B contains a monochromatic
gem, or a monochromatic weak-gem or a badly-colored doubly weak-gem. Since
there are no uncolored labeled rows and those colored rows are labeled with
either L or R and do not induce any of the matrices in D, then in particular
no two pre-colored rows of B induce a monochromatic gem or a monochromatic
weak gem, and there are no badly-colored gems since every LR-row is uncolored,
therefore this case is not possible.
Case (4) Finally, let us suppose that B and B∗tag contain none of the matrices
listed in Theorem 3.11, but B is not 2-nested. We consider B ordered according
to a suitable LR-ordering. Let B′ be a matrix obtained from B by extending
its partial pre-coloring to a total 2-coloring. It follows from Lemma 3.13 that,
if B′ is not 2-nested, then either there is an LR-row for which its L-block and
R-block are colored with the same color, or B′ contains a monochromatic gem or
a monochromatic weak gem or a badly-colored doubly weak gem. If B′ contains
a monochromatic gem where the rows that induce such a gem are not LR-rows,
then the proof is analogous as in the tent case. Thus, we may assume that at
least one of the rows of the monochromatic gem is an LR-row.
Case (4.1) Let us suppose first that there is an LR-row w for which its L-
block wL and R-block wR are colored with the same color. If these two blocks
are colored with the same color, then there is either one odd sequence of rows
v1, . . . , vj that force the same color on each block, or two distinct sequences,
one that forces the same color on each block.
Case (4.1.1) Suppose first that there is one odd sequence v1, . . . , vj that
forces the color on both blocks. If k = 1, then notice this is not possible since
we are coloring B′ using a suitable LR-ordering. If there is not a suitable LR-
ordering, then it follows from Lemma 3.14 that B is either not admissible or not
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LR-orderable, which is a contradiction. Thus, let j > 1 and assume without loss
of generality that v1 intersects wL and vj intersects wR. Moreover, we assume
that each of the rows in the sequence v1, . . . , vj is colored with a distinct color
and forces the coloring on the previous and the next row of the sequence. If
v1, . . . , vj are all unlabeled rows, then we find an even (j + 1)-sun. If instead
v1 is an L-row, then wL is properly contained in v1. Thus, v2, . . . , vj−1 are not
contained in v1, since at least vj intersects wR. If vj is unlabeled or labeled
with R, then we find an even (j+ 1)-sun. If instead vj is labeled with L, since j
is odd, then we find S1(j + 1) in B which is not possible since we are assuming
B admissible.
Case (4.1.2) Suppose there are two independent sequences v1, . . . , vj and
x1, . . . , xl that force the same color on wL and wR, respectively. Suppose with-
out loss of generality that wL and wR are colored with red. If j = 1 and l = 1,
then we find D6, which is not possible. Hence, we assume that either j > 1 or
l > 1. Suppose that j > 1 and l > 1. In this case, there is a labeled row in
each sequence, for if not we can change the coloring for each row in one of the
sequences and thus each block of w can be colored with distinct colors. We may
assume that vj is labeled with L and xl is labeled with R (for the LR-ordering
used to color B′ is suitable and thus there is no R-row intersecting wL, and
the same holds for each L-block and wR). As in the previous paragraphs, we
assume that each row in each sequence forces the coloring on both the previous
and the next row in its sequence. In that case, v2, . . . , vj is contained in wL
and x2, . . . , xl is contained in wR. Moreover, w represents a vertex in S[16, vj
lies in S46 ∪ S36 or S16 ∪ S26 ∪ S56 and xl lies in S61 ∪ S64 ∪ S65 or S62 ∪ S63
(depending on whether they are colored with red or blue, respectively). Suppose
first that they are both colored with red, thus vj lies in S46 ∪ S36 and xl lies
in S61 ∪ S64 ∪ S65. In this case j and l are both even. If xl lies in S64 ∪ S65,
since there is a ki in some Ki 6= K6 adjacent to both vj and xl, then we find
F2(j+ l+ 1) contained in the subgraph induced by ki and each row and column
on which the rows in w and both sequences are not null. If instead xl lies in S61,
we find F2(k+ l+ 3) contained in the same submatrix but adding three vertices
ki in Ki for i = 1, 2, 4. The same holds if vj and xl are both blue. Suppose now
that vj is colored with red and vl is colored with blue. Thus, j is even and l is
odd. In this case, we find F2(j + l + 2) contained in the submatrix induced by
the row that represents s24, two columns representing any two vertices in K2
and K4 and each row and column on which the rows in w and both sequences
are not null. The proof is analogous if either j = 1 or l = 1.
Hence, we may assume there is either a monochromatic weak gem in which
one of the rows is an LR-row or a badly-colored doubly-weak gem in B′, for the
case of a monochromatic gem or a monochromatic weak gem where one of the
rows is an L-row (resp. R-row) and the other is unlabeled is analogous to the
tent case.
Case (4.2) Let us suppose there is a monochromatic weak gem in B′, and let
v1 and v2 be the rows that induce such gem, where v2 is an LR-row.
Case (4.2.1) Suppose first that v1 is a pre-colored row. Suppose without
loss of generality that the monochromatic weak gem is induced by v1 and the
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L-block of v2 and that v1 and v2 are both colored with red. We denote by v2L
the L-block of v2. If v1 is labeled with R, then v2 is the L-block of some LR-row
r in B and v1 is the R-block of itself. However, since the LR-ordering we are
considering to color B′ is suitable, then the L-block of an LR-row has empty
intersection with the R-block of a non-LR row and thus this case is not possible.
If v1 is labeled with L, since both rows induce a weak gem, then v2L is properly
contained in v1. Since v1 is a row labeled with L in B, then v1 is a pre-colored
row. Moreover, since v2L is colored with the same color as v1, then there is either
a blue pre-colored row, or a sequence of rows v3, . . . , vj where vj forces the red
coloring of v2L. In either case, there is a pre-colored row in that sequence that
forces the color on v2L, and such row is either labeled with L or with R. Suppose
first that such row is labeled with L. If v3 is a the blue pre-colored row that
forces the red coloring on v2L, then v2L is properly contained in v3. However,
in that case we find D4 which is not possible since B is admissible. Hence, we
assume v3, . . . , vj−1 is a sequence of unlabeled rows and that vj is a labeled row
such that this sequence forces v2L to be colored with red, and each row of the
sequence forces the color on both its predecessor and its successor. If j − 3 is
even, then vj is colored with blue, and if j − 3 is odd then vj is colored with
red. In either case, we find S5(j) contained in the submatrix induced by rows
v1, v2, v3, . . . , vj . If instead the row v that forces the coloring on v2L is labeled
with R, since the LR-ordering used to color B is suitable, then the intersection
between v2L and v is empty. Hence, v 6= v3, thus we assume that v3, . . . , vj−1
are unlabeled rows and vj = v. If j − 3 is odd, then vj is colored with red, and
if j − 3 is even, then vj is colored with blue. In either case we also find S5(j),
which is not possible since B is admissible.
Case (4.2.2) Suppose now that v1 is an unlabeled row. Notice that, since
v1 and v2 induce a weak gem, then v1 is not nested in v2. Hence, either the
coloring of both rows is forced by the same sequence of rows or the coloring of
v1 and v2 is forced for each by a distinct sequence of rows. As in the previous
cases, we assume that the last row of each sequence represents a pre-colored
labeled row. Suppose first that both rows are forced to be colored with red by
the same row v3. Thus, v3 is a labeled row pre-colored with blue. Moreover,
since v3 forces v1 to be colored with red, then v1 is not contained in v3 and
thus there is a column k61 in which v1 has a 1 and v3 has a 0. We may also
assume that v2 has a 0 in such a column since v1 is also not contained in v2.
Moreover, since v3 forces v2 to be colored with red, then v3 is labeled with the
same letter than v2 and v3 is not contained in v2, thus we can find a column
k62 in which v2 has a 0 and v1 and v3 both have a 1. Furthermore, since v3
and v2 are both labeled with the same letter and the three rows have pairwise
nonempty intersection, then there is a column k63 in which all three rows have
a 1. Since v3 is a row labeled with either L or R in B, then there are vertices
kl ∈ Kl, km ∈ Km with l 6= m, l,m 6= 6 such that v3 is adjacent to kl and
nonadjacent to km. Moreover, since v2 is an LR-row, then v2 is adjacent to
both kl and km and vj is nonadjacent to kl and km. Hence, we find F0 induced
by {v3, v1, v2, kl, k61, k63, k62, km}. Suppose instead there is a sequence of
rows v3, . . . , vj that force the coloring of both v1 and v2, where v3, . . . , vj−1 are
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unlabeled rows and vj is labeled with either L or R and is pre-colored. We have
two possibilities: either vj is labeled with L or with R. If vj is labeled with
L and vj forces the coloring of v2, then we have the same situation as in the
previous case. Thus we assume vj is nested in v2. In this case, since vj and v2
are labeled with L, the vertices v3, . . . , vj−1 are nested in v2 and thus they are
chained from right to left. Moreover, since v1 and v2 are colored with the same
color, then there is an odd index 1 ≤ l ≤ j − 1 such that v1 contains v3, . . . , vl
and does not contain vl+1, . . . , vj . Hence, we find F1(l+ 1) considering the rows
v1, v2, . . . , vl+1. Suppose now that vj is labeled with R. Since B
′ is colored using
a suitable LR-ordering, then vj and v2 have empty intersection, thus there is a
sequence of unlabeled rows v3, . . . , vj−1, chained from left to right. Notice that
it is possible that v1 = v3. Suppose first that j is even. If v1 = v3, then there
is an odd number of unlabeled rows between v1 and vj . In this case we find a
(j− 2)-sun contained in the subgraph induced by rows v2, v1 = v3, v4, . . . , vj . If
instead v1 6= v3, then v1 and v3 and v1 and v5 both induce a 0-gem, and thus
we find a (j − 2)-sun in the same subgraph. If j is odd, then there is an even
number of unlabeled rows between v2 and vj . Once more, we find a (j − 1)-sun
contained in the subgraph induced by rows v2, v3, . . . , vj .
Notice that these are all the possible cases for a weak gem. This follows
from the fact that, if there is a pre-colored labeled row that forces the coloring
upon v1 then it forces the coloring upon v2 and viceversa. Moreover, if there is
a sequence of rows that force the coloring upon v2, then one of these rows of the
sequence also forces the coloring upon v1, and viceversa. Furthermore, since the
label of the pre-colored row of the sequence determines a unique direction in
which the rows overlap in chain, then there is only one possibility in each case,
as we have seen in the previous paragraphs. It follows that the case in which
there is a sequence forcing the coloring upon each v1 and v2 can be reduced to
the previous case.
Case (4.3) Suppose there is a badly-colored doubly-weak gem in B′. Let v1
and v2 be the LR-rows that induce the doubly-weak gem. Since the suitable LR-
ordering determines the blocks of each LR-row, then the L-block of v1 properly
contains the L-block of v2 and the R-block of v1 is properly contained in the
R-block of v2, or viceversa. Moreover, the R-block of v1 may be empty. Let us
denote by v1L and v2L (resp. v1R and v2R) the L-blocks (resp. R-blocks) of v1
and v2. There is a sequence of rows that forces the coloring on both LR-rows
simultaneously or there are two sequences of rows and each forces the coloring
upon the blocks of v1 and v2, respectively. Whenever we consider a sequence
of rows that forces the coloring upon the blocks of v1 and v2, we will consider
a sequence in which every row forces the coloring upon its predecessor and its
successor, a pre-colored row is either the first or the last row of the sequence,
the first row of the sequence forces the coloring upon the corresponding block
of v1 and the last row forces the coloring upon the corresponding block of v2.
It follows that, in such a sequence, every pair of consecutive unlabeled rows
overlap. We can also assume that there are no blocks corresponding to LR-
rows in such a sequence, for we can reduce this to one of the cases. Suppose
first there is a sequence of rows v3, . . . , vj that forces the coloring upon both
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LR-rows simultaneously. We assume that v3 intersects v1 and vj intersects v2.
If v3, . . . , vj forces the coloring on both L-blocks, then we have four cases: (1)
either v3, . . . , vj are all unlabeled rows, (2) v3 is the only pre-colored row, (3)
vj is the only pre-colored row or (4) v3 and vj are the only pre-colored rows. In
either case, if v3, . . . , vj is a minimal sequence that forces the same color upon
both v1L and v2L, then j is odd.
Case (4.3.1) Suppose v3, . . . , vj are unlabeled. If j = 3, then we find S7(3)
contained in the submatrix induced by v1, v2 and v3. Suppose j > 3, thus we
have two possibilities. If v2 ∩ v3 6= ∅, since j is odd, then we find a (j − 1)-sun
contained in the submatrix induced by considering all the rows v1, v2, v3, . . . , vj .
If instead v2 ∩ v3 = ∅, then we find F2(j) contained in the same submatrix.
Case (4.3.2) Suppose v3 is the only pre-colored row. Since v3 is a pre-colored
row and forces the color red upon the L-block of v1, then v3 contains v1L and
v3 is colored with blue. If v4 ∩ v1L 6= ∅, then we find F0 in the submatrix
given by considering the rows v1, v3, v4, having in mind that there is a column
representing some ki in Ki 6= K6 in which the row corresponding to v1 has a
1 and the rows corresponding to v3 and v4 both have 0. This follows since v4
is unlabeled and thus represents a vertex that lies in S66, and v3 is pre-colored
and labeled with L or R and, thus it represents a vertex that is not adjacent
to every partition Ki of K. If instead v4 ∩ v1L = ∅, then we find F2(j − 2)
contained in the submatrix induced by the rows v1, v2, . . . , vj−2 if v2 ∩ v2R = ∅,
and induced by the rows v1, v2, v5, . . . , vj if v2 ∩ v2R 6= ∅.
Case (4.3.3) Suppose vj is the only pre-colored row. In this case, vj properly
contains v2L and we can assume that the rows v4, . . . , vj−1 are contained in v1L.
If v3 ∩ v2 6= ∅, then we find an even (j− 1)-sun in the submatrix induced by the
rows v2, v3, . . . , vj . If instead v3 ∩ v2 = ∅, then we find F2(j) in the submatrix
given by rows v1, . . . , vj .
Case (4.3.4) Suppose that v3 and vj are the only pre-colored rows. Thus,
we can assume that vj properly contains v2L and v3 properly contains v2L, thus
v3 properly contains v2L. Hence, we find D9 induced by the rows v1, v2 and
v3 which is not possible since B is admissible. The only case we have left is
when v3, . . . , vj forces the coloring upon v1L and v2R. This follows from the
fact that, if v3, . . . , vj forces the color upon v2L and v1R 6= ∅, then this case can
be reduced to case (4.3.3). Hence, either (1) v3, . . . , vj are unlabeled rows, (2)
v3 is the only pre-colored row, or (3) v3 and vj are the only pre-colored rows.
Notice that in either case, j is even and thus for (1) we find S8(j), which results
in a contradiction since B is admissible. Moreover, in the remaining cases, v3
properly contains v1L and v2L. Since v1 and v2 overlap, we find D9 which is not
possible for B is admissible.
This finishes the proof.
Let G = (K,S), H as in Section 2.2 and the matrices Bi for i = {1 . . . , 6}
as defined in the previous subsection. Suppose Bi is 2-nested for each i ∈
{1, 2, . . . , 6}, let χi be a total block bi-coloring and Πi a suitable LR-ordering
for Bi, for each i ∈ {1, 2, . . . , 6}.
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Let Π be the ordering of the vertices of K given by concatenating the order-
ings Π1, Π2, . . ., Π6, as defined in Section 3.1.2.
Definition 3.32. We define the (0, 1)-matrices Br, Bb, Br−b and Bb−r as in
the tent case, but considering only those vertices of S that are not in S[16.
Notice that the only nonempty subsets Sij with i > j that we are considering
are those where i = 6. Hence, the rows of Br−b are those representing vertices in
S61∪S64∪S65 and the rows of Bb−r are those representing vertices in S62∪S63.
Lemma 3.33. Suppose Bi is 2-nested for each i = 1, 2 . . . , 6. If Br, Bb, Br−b or
Bb−r are not nested, then G contains F0, F1(5) or F2(5) as induced subgraphs.
Proof. Suppose first that Br is not nested, thus there is a 0-gem. Every row in
Br represents a vertex that belongs to one of the following subsets of S: S12,
S13, S35, S36, S45, S61, S62, S63, S64 or S65. Recall that S13 = S[13, S35 = S35],
S62 = S62] and S64 = S64] Let f1 and f2 be two rows that induce a gem in Br
and v1 in Sij and v2 in Slm be the corresponding vertices in G. Analogously
as in the tent case we obtain the following claim, strongly using that no row in
Br, Bb, Br−b and Bb−r represents a vertex of S complete to K, for we do not
consider S[16] to define them.
Claim 3.34. Let v1 and v2 be two vertices that induce a 0-gem in Br, Bb, Br−b
or Bb−r. If v1 and v2 lie in the same Sij, then v1 and v2 are nested.
Moreover, since Bi is 2-nested for every i ∈ {1, 2, . . . , 5, 6}, in particular
there are no monochromatic gems in each Bi. Moreover, if j = l, then we find
D1 in Ki or Kj , respectively. It follows from these remarks that we have only
two possibilities for the gem: (1) v1 in S36 and v2 in S35] ∪ S[46 and (2) v1 in
S62] ∪ S63 and v2 in S[13.
Case (1) v1 in S36 and v2 in S35] ∪ S[46. Suppose that v2 in S35. Let k2 in K2
nonadjacent to both. There are vertices k31, k32 in K3 such that k31 is adjacent
only to v2 and k32 is adjacent to both. Moreover, there are vertices k5 in K5
and k6 in K6 such that k5 is adjacent to both and k6 is adjacent only to v1. We
find F0 induced by {v1, v2, s24, k31, k32, k5, k6, k2}. If instead v2 in S46, then
we also find F0 changing k32 for some vertex k4 in K4 in the same subset.
Case (2) v1 in S62] ∪ S63 and v2 in S[13. Since v2 is also complete to K1, then
one of the columns of the 0-gem is induced by the column cL of Br. Thus, there
is a vertex k6 in K6 adjacent to v1 and nonadjacent to v1. Moreover, the gem
is induced by a column corresponding to a vertex k3 in K3 nonadjacent to v1
and adjacent to v2. We find F0 induced by {v1, v2, s24, k6, k1, k2, k3, k4}.
Hence Br is nested. Suppose now that Bb is not nested, and let v1 in Sij
and v2 in Slm two vertices for which its rows in Bb induce a 0-gem. Every row
in Bb represents a vertex belonging to either S23, S24, S34, S14, S25, S15, S56,
S16, S61, S62, S63, S64 or S65. Recall that S14 = S14], S25 = S[25, S26 = S[26,
S62 = S62] and S64 = S64]. It follows from this and Claim 3.34 that the cases
are: (1) v1 in S23 ∪ S34 and v2 in S24, (2) v1 in S14 ∪ S15 and v2 in S15 ∪ S16,
or v2 in S25 ∪ S26, or v2 in S64 ∪ S65, (3) v1 in S56 and v2 in S26 ∪ S16 and (4)
v1 in S16 and v2 in S64 ∪ S65.
47
Case (1) v1 in S23∪S34 and v2 in S24. Suppose v1 in S23. We find F2(5) induced
by {v1, v2, s12, s24, s45, k1, k2, k3, k4, k5}, where v1 and v2 are nonadjacent to
k1 and k5. It follows analogously by symmetry if v1 in S34.
Case (2) v1 in S14 ∪ S15.
Case (2.1) v2 in S15 ∪ S16 If v1 in S14 and v2 in S15, then we find F1(5)
induced by {v1, v2, s12, s24, s45, k1, k2, k4, k5}. The same holds if instead v2
in S16. Moreover, we find F1(5) induced by the same subset if v1 in S15 and v2
in S16, since there is a vertex in K5 that is nonadjacent to v1.
Case (2.2) v2 in S25 ∪ S26. We find F1(5) induced by {v1, v2, s12, s24, s45,
k1, k2, k4, k5}.
Case (2.3) v2 in S64 ∪ S65. Since S64 is complete to K1 and K4, the 0-gem
cannot be induced by v2 and a vertex v1 in S14 since v1 is also complete to K4.
If v1 in S15, then we find F0 induced by {v1, v2, s45, k1, k2, k41, k42, k5}.
Case (3) v1 in S56 and v2 in S26 ∪ S16. Since v2 is not complete to K1 by
definition, we find F2(5) induced by {v1, v2, s12, s24, s45, k1, k2, k4, k5, k6},
where k6 represents the third column of the gem and thus, k6 is adjacent to v1
and nonadjacent to v2.
Case (4) v1 in S16 and v2 in S64 ∪ S65. We find F1(5) induced by {v1, v2, s12,
s24, s45, k1, k2, k4, k5} since v1 is not complete to K1 and v2 is not complete
to K5 by definition.
Hence Bb is nested. Suppose that Bb−r is not nested. Every row in Bb−r
represents a vertex in S62 or S63. It follows from Claim 3.34 that it suffices
to consider a 0-gem induced by two vertices v1 in S62 and v2 in S63. Let k61,
k62 and k3 be the vertices represented by the columns of the gem. We find F0
induced by {v1, v2, s24, k61, k62, k2, k3, k4}.
Finally, suppose that Br−b is not nested. Every row in Br−b represents a
vertex in S61, S64 or S65. Let v1 and v2 in S61∪S64∪S65 be two vertices whose
rows induce a 0-gem. If v1 in S61 and v2 in S64∪S65, then we find F2(5) induced
by {v1, v2, s12, s24, s45, k61, k1, k2, k4, k5}. Similarly, we find F0 induced by
{v1, v2, s45, k61, k2, k4, k51, k52} if v1 in S64 and v2 in S65, and this finishes
the proof.
Theorem 3.35. Let G = (K,S) be a split graph containing an induced 4-tent.
Then, the following are equivalent:
1. G is circle;
2. G is Fsc-free;
3. B1,B2, . . . ,B6 are 2-nested and Br, Bb, Br−b and Bb−r are nested.
Proof. It is not hard to see that (1)⇒ (2), and that (2)⇒ (3) is a consequence
of the previous lemmas. We will show (3) ⇒ (1). Suppose that each of the
matrices B1,B2, . . . ,B6 is 2-nested and the matrices Br, Bb, Br−b or Bb−r are
nested. Let Π be the ordering for all the vertices in K obtained by concatenating
each suitable LR-ordering Πi for i ∈ {1, 2, . . . , 6}.
Consider the circle divided into twelve pieces as in Figure 12. For each
i ∈ {1, 2, . . . , 6} and for each vertex ki ∈ Ki we place a chord having one
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Figure 12: Sketch model of G with some of the chords associated to the rows in B6.
endpoint in K+i and the other endpoint in K
−
i , in such a way that the ordering
of the endpoints of the chords in K+i and K
−
i is Πi.
Let us see how to place the chords for each subset Sij of S. First, some
useful remarks.
Remark 3.36. The following assertions hold:
• By Lemma 3.33, all the vertices in Sij are nested, for every pair i, j =
{1, 2, . . . , 6}, i 6= j. This follows since any two vertices in Sij are nondis-
joint. Moreover, in each Sij , all the vertices are colored with either one
color (the same), or they are colored red-blue or blue-red. Hence, these
vertices are represented by rows in the matrices Br−b and Bb−r and there-
fore they must be nested since each of these matrices is a nested matrix.
• It follows from the previous and Claim 3.16 that, if i ≥ k and j ≤ l, then
every vertex in Sij is nested in every vertex of Skl.
• Also as a consequence of the previous and Lemma 3.33, if we consider
only those vertices labeled with the same letter in some Bi, then there is
a total ordering of these vertices. This follows from the fact that, if two
vertices v1 and v2 are labeled with the same letter in some Bi, since Bi
is –in particular– admissible, then they are nested in Ki. Moreover, if v1
and v2 are labeled with L in Bi, then they are either complete to Ki−1 or
labeled with R in Bi−1. Thus, there is an index jl such that vi is labeled
with R in Bjl , for l = 1, 2. Therefore, we can find in such a way a total
ordering of all these vertices.
• If v1 and v2 are labeled with distinct letters in some Bi, then they are
either disjoint in Ki (if they are colored with the same color) or NKi(v1)∪
NKi(v2) = Ki (if they are nondisjoint and colored with distinct colors),
for there are no D1 or D2 in Bi for every i ∈ {1, 2, . . . , 6}.
Notice that, when we define the matrix B6, we pre-color every vertex in S[15]
with the same color. Since we are assuming B6 is 2-nested and thus in particular
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is admissible, the subset S[15] 6= ∅ if and only if the vertices represented in B6 are
either all vertices in S66∪S[16 and vertices that are represented by labeled rows
r, all of them colored with the same color and labeled with the same letter L or
R. Moreover, since B6 is admissible, the sets NK6(S6i) ∩ NK6(Sj6) are empty,
for i = 1, 4, 5 and j = 3, 4. The same holds for the sets NK6(S6i) ∩ NK6(Sj6),
for i = 2, 3 and j = 2, 5, 1.
If S[16 = ∅, then the placing of the chords that represent vertices with one or
both endpoints in K6 is very similar as in the tent case. Suppose that S[16 6= ∅.
Before proceeding with the guidelines to draw the circle model, let us see a few
remarks on the relationship between the vertices in Sij with either i = 6 or
j = 6 and those vertices in S[16, which follow from the claims stated throughout
the proof of Lemma 3.26:
Remark 3.37. Let G be a circle graph that contains no induced tent but con-
tains an induced 4-tent, and such that each matrix Bi is 2-nested for every
i = 1, 2, . . . , 6. Then, all of the following statements hold:
• If S26 ∪ S16 6= ∅, then S64 ∪ S65 = ∅, and viceversa.
• If v1 in S36 ∪ S46 and v2 in S61 ∪ S64 ∪ S65, then for every vertex w in
S[16 either NK6(v1) ⊆ NK6(w) or NK6(v2) ⊆ NK6(w). Moreover, v1 and
v2 are disjoint in K6. The same holds for v1 in S56 ∪ S26 ∪ S16 and v2 in
S62 ∪ S63.
• If v in S56 and w in S65, then NK5(v) ∩NK5(w) = ∅. The same holds for
v in S61 and w in S16.
Let v in Sij 6= S[16 and w in S[16, with either i = 6 or j = 6. Suppose first
that i = j = 6. Since B6 is 2-nested, the submatrix induced by the rows that
represent v and w in B6 contains no monochromatic gems or monochromatic
weak gems. If instead i < j, since B6 is admissible, then the submatrix induced
by the rows that represent v and w in B6 contains no monochromatic weak gem,
and thus we can place the endpoint of w corresponding to K6 in the arc portion
K+6 and the K6 endpoint of v in K
−
6 , or viceversa.
Remember that, since we are considering a suitable LR-ordering, there is an
L-row mL such that any L-row and every L-block of an LR-row are contained in
mL and every R-row and R-block of an LR-row are contained in the complement
of mL. Moreover, since we have a block bi-coloring for B6, then for each LR-row
one of its blocks is colored with red and the other is colored with blue. Hence,
for any LR-row, we can place one endpoint in the arc portion K+6 using the
ordering given for the block that colored with red, and the other endpoint in
the arc portion K−6 using the ordering given for the block that is colored with
blue. Notice that, if B6 is 2-nested, then all the rows labeled with L (resp. R)
and colored with the same color and those L-blocks (resp. R-blocks) of LR-rows
are nested. In particular, the L-block (resp. R-block) of every LR-row contains
all the L-blocks of those rows labeled with L (resp. R) that are colored with the
same color. Equivalently, let r be an LR-row in B6 with its L-block rL colored
with red and its R-block rR colored with blue, r
′ be a row labeled with L and r′′
be a row labeled with R. Hence, if rL, r
′ and r′′ are colored with the same color,
then r contains r′ and r∩ r′′ = ∅. This holds since we are considering a suitable
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LR-ordering and a total block bi-coloring of the matrix B6, thus it contains no
D0, D1, D2, D8 or D9. Since every matrix Br, Bb, Br−b and Bb−r is nested, there
is a total ordering for the nondisjoint rows in each of these matrices. In other
words, there is a total ordering for all the rows that intersect that are colored
with the same color, or with red-blue or with blue-red, respectively. Moreover,
if v and w are two vertices in S such that they both have rows representing
them in one of these matrices –hence, they are colored with the same color or
sequence of colors–, then either v and w are disjoint or nested.
Notice that there are no other conditions besides being disjoint or nested
outside each of the following subsets: S11, S22, S33, S44, S55, S66. For the
subset S12, we only need to consider if every vertex in S12 ∪ S11 ∪ S22 are
disjoint or nested. The same holds for the subsets S24 and S45, considering
S22 ∪S44 and S44 ∪S55, respectively. Since each matrix Bi is 2-nested for every
i = 1, 2, . . . , 6, if there are vertices in both S23 and S34, then they are disjoint
in K3. The same holds for vertices in S62 and S63, and S61 and S14 ∪S15 ∪S16.
This is in addition to every property seen in Remark 3.37.
With this in mind, we give guidelines to build a circle model for G. We
place first the chords corresponding to every vertex in K, using the ordering
Π. For each subset Sij , we order its vertices with the inclusion ordering of the
neighborhoods in K and the ordering Π. When placing the chords corresponding
to the vertices of each subset, we do it from lowest to highest according to the
previously stated ordering given for each subset.
First, we place those vertices in Sii for each i = 1, 2, . . . , 6, considering the
ordering given by inclusion. If v in Sii and the row that represents v is colored
with red, then both endpoints of the chord corresponding to v are placed in K+i .
If instead the row is colored with blue, then both endpoints are placed in K−i .
For each v in Sij 6= S[16, if the row that represents v in Bi is colored with
red (resp. blue) , then we place the endpoint corresponding to Ki in the portion
K+i (resp. K
−
i ) . We apply the same rule for the endpoint corresponding to Kj .
Let us consider now the vertices in S[15]. If G is circle, then all the rows in
B6 are colored with the same color. Moreover, if S[15] 6= ∅, then either every
row labeled with L or R in B6 is labeled with L and colored with red or labeled
with R and colored with blue, or viceversa. Suppose first that every row labeled
with L or R in B6 is labeled with L and colored with red or labeled with R and
colored with blue. In that case, every row representing a vertex v in S[15] is
colored with blue, hence we place one endpoint of the chord corresponding to v
in K+6 and the other endpoint in K
−
6 . In both cases, the endpoint of the chord
corresponding to v is the last chord of a vertex of S that appears in the portion
of K+6 and is the first chord of a vertex of S that appears in the portion of K
−
6 .
We place all the vertices in S[15] in such a manner. If instead every row labeled
with L or R in B6 is labeled with L and colored with blue or labeled with R and
colored with red, then every row representing a vertex in S[15] is colored with
red. We place the endpoints of the chord in K−6 and K
+
6 , as the last and first
chord that appears in that portion, respectively.
Finally, let us consider now a vertex v in S[16. Here we have two possibilities:
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(1) the row that represents v has only one block, (2) the row that represents
the row that represents v has two blocks of 1’s. Let us consider the first case. If
the row that represents v has only one block, then it is either an L-block or an
R-block. Suppose that it is an L-block. If the row in B6 is colored with red, then
we place one endpoint of the chord as the last of K−6 and the other endpoint
in K+6 , considering in this case the partial ordering given for every row that
has an L-block colored with red in B6. If instead the row in B6 is colored with
blue, then we place one endpoint of the chord as the first of K+6 and the other
endpoint in K−6 , considering in this case the partial ordering given for every row
that has an L-block colored with blue in B6. The placement is analogous for
those LR-rows that are an R-block. Suppose now that the row that represents
v has an L-block vL and an R-block vR. If vL is colored with red, then vR is
colored with blue. We place one endpoint of the chord in K+6 , considering the
partial ordering given by every row that has an L-block colored with red in B6,
and the other endpoint of the chord in K−6 , considering the partial ordering
given by every row that has an R-block colored with blue in B6. The placement
is analogous if vL is colored with blue.
This gives a circle model for the given split graph G.
3.3. Split circle graphs containing an induced co-4-tent
In this section we will address the last case of the proof of Theorem 1.1, which
is the case where G contains an induced co-4-tent. This case is mostly similar to
the 4-tent case, with two particular difference. First of all, the co-4-tent is not a
prime graph. This implies that there is more than one possible circle model for
this graph. Moreover, if a non-circle graph G is also not a prime graph, then for
any split decomposition one of its factors is a non-circle graph. This follows from
the fact that circle graphs are closed under split decomposition [2]. Hence, a
minimally non-circle graph is necessarily a prime graph. However, this problem
was solved in Section 2, more precisely in Remark 2.10. We assume K2 6= ∅
and K4 6= ∅ in order to work with a minimally non-circle graph throughout the
proof. Second of all, even when considering these extra hypothesis to work with
a prime graph, we have to divide the proof in 5 cases. However, we will see that
one of these 5 cases is indeed more general than the other four.
Let G = (K,S) and H as in Section 2.3. For each i ∈ {1, 2, . . . , 8}, let Ci
be a (0, 1)-matrix having one row for each vertex s ∈ S such that s belongs to
Sij or Sji for some j ∈ {1, 2, . . . , 8} and one column for each vertex k ∈ Ki and
such that such that the entry corresponding to row s and column k is 1 if and
only if s is adjacent to k in G. For each j ∈ {1, 2, . . . , 8} − {i}, we label those
rows corresponding to vertices of Sji with L and those corresponding to vertices
of Sij with R, with the exception of those rows in C7 that represent vertices in
S76] and S[86]which are labeled with LR. Notice that we have considered those
vertices that are complete to K1, . . . ,K5 and K8 and are also adjacent to K6
and K7 divided into two distinct subsets. Thus, S76 are those vertices that are
not complete to K6 and therefore the corresponding rows are labeled with R in
C6 and with L in C7. As in the 4-tent case, there are LR-rows in C7. Moreover,
there may be some empty LR-rows, which represent those vertices of S that
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are complete to K1, . . . ,K6 and K8 and are anticomplete to K7. These vertices
are all pre-colored with the same color, and that color is assigned depending on
whether S74 ∪ S75 ∪ S76 6= ∅ or S17 ∪ S27 6= ∅. We color some of the remaining
rows of Ci as we did in the previous sections, to denote in which portion of
the circle model the chords have to be drawn. In order to characterize the
forbidden induced subgraphs of G and using an argument of symmetry, we will
only analyse the properties of the matrices C1, C2, C3, C6 and C7, since the
matrices Ci i = 4, 5, 8 are symmetric to C2, C3 and C6, respectively.
We consider 5 distinct cases, according to whether the subsets K6, K7 and
K8 are empty or not, for the matrices we need to define may be different in
each case. Using the symmetry of the subclasses K6 and K8, the cases we need
to study are the following: (1) K6,K7,K8 6= ∅, (2) K6,K7 6= ∅, K8 = ∅, (3)
K6,K8 6= ∅, K7 = ∅, (4) K6 6= ∅, K7,K8 = ∅, (5) K7 6= ∅, K6,K8 = ∅. We have
the following lemma. For more details on its proof, see [14].
Lemma 3.38. Let Cj1, . . . ,C
j
8 be the matrices defined for each of the previously
stated cases j = 1, . . . , 5. Then, for each i ∈ {1, . . . , 8}, the matrix Cji is a
submatrix of C1i for every j = 2, 3, 4, 5.
In (1), the subsets are given as described in Table 3, and thus the matrices
Ci as are follows:
C1 =

K1
S12 L · · ·
S11 · · ·
S16] L · · ·
S17 L · · ·

•
•
•
C2 =

K2
S12 R · · ·
S22 · · ·
S23 L · · ·
S25] L · · ·
S26 L · · ·

•
•
•
•
C3 =

K3
S13 R · · ·
S34 L · · ·
S33 · · ·
S35 L · · ·
S36 L · · ·
S23 R · · ·

•
•
•
•
•
C6 =

K6
S66 · · ·
S26 R · · ·
S36 R · · ·
S[46 R · · ·
S76 R · · ·
S[86 R · · ·

•
•
•
•
•
C7 =

K7
S17 R · · ·
S[27 R · · ·
S77 · · ·
S74] L · · ·
S75 L · · ·
S76 L · · ·
S87 R · · ·
S[86] LR · · ·
S76] LR · · ·

•
•
•
•
•
•
Let us suppose that K6,K7,K8 6= ∅. The Claims in Section 2 and the
following prime circle model allow us to assume that some subsets of S are empty.
We denote by S87 the set of vertices in S that are complete to K1, . . . ,K6, are
adjacent to K7 and K8 but are not complete to K8, and analogously S76 is the
set of vertices in S that are complete to K1, . . . ,K5,K8, are adjacent to K6 and
K7 but are not complete to K6. Hence, S76] denotes the vertices of S that are
complete to K1, . . . ,K6,K8 and are adjacent to K7.
We state some results analogous as the ones seen in the previous sections for
a graph that contains an induced co-4-tent and contains no 4-tent or tent. These
results and its proofs are analogous to Lemmas 3.24, 3.26 and Theorem 3.35,
thus we will just state the results (for the complete proof of each of these results,
see [14]).—
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Figure 13: A circle model for the co-4-tent graph.
Lemma 3.39 ([14]). If C1, C2, . . . ,C8 are not 2-nested, then G contains one
of the graphs listed in Figure 2 as induced subgraphs.
We define the matrices Cr, Cb, Cr−b and Cb−r as in Section 3.2.2. Similarly,
we have the following lemma for these matrices.
Lemma 3.40 ([14]). Suppose that Ci is 2-nested for each i = 1, 2 . . . , 8. If Cr,
Cb, Cr−b or Cb−r are not nested, then G contains F0 as a minimal forbidden
induced subgraph for the class of circle graphs.
The main result of this section is the following theorem.
Theorem 3.41 ([14]). Let G = (K,S) be a split graph containing an induced
co-4-tent. Then, the following are equivalent:
1. G is circle;
2. G is Fsc-free;
3. C1,C2, . . . ,C8 are 2-nested and Cr, Cb, Cr−b and Cb−r are nested.
3.4. Split circle graphs containing an induced net and proof of Theorem 1.1
Let G = (K,S) be a split graph. If G is a minimally non-circle graph,
then it contains either a tent, or a 4-tent, or a co-4-tent, or a net as induced
subgraphs. In the previous sections, we addressed the problem of having a split
minimally-non-circle graph that contains an induced tent, 4-tent and co-4-tent,
respectively. Let us consider a split graph G that contains no induced tent,
4-tent or co-4-tent, and suppose there is a net subgraph in G.
We define Ki as the subset of vertices in K that are adjacent only to si if
i = 1, 3, 5, and if i = 2, 4, 6 as those vertices in K that are adjacent to si−1 and
si+1. We define K7 as the subset of vertices in K that are nonadjacent to s1,
s3 and s5. Let s in S. We denote by T (s) the vertices that are false twins of s.
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Remark 3.42. The net is not a prime graph. Moreover, if Ki = ∅, Kj = ∅
for any pair i, j ∈ {2, 4, 6}, then G is not prime. For example, if K2 = ∅
and K4 = ∅, then a split decomposition can be found considering the induced
subgraphs H1 = {u} ∪K3 ∪ T (s3) and H2 = V (G) \ T (s3), where u 6∈ V (G) is
complete to K3 and anticomplete to V (G) \ T (s3).
Since in the proof we consider a minimally non-circle graph G, it follows from
the previous remark that at least two of K2, K4 and K6 must be nonempty so
that G results prime. However, in either case we find a 4-tent as an induced
subgraph. Therefore, as a consequence of this and the previous sections, we have
now proven that any graph containing no graph in Fsc as an induced subgraph
is a circle graph. Hence, since the class of circle graphs is hereditary, in order
to complete the proof of Theorem 1.1, it suffices to verify that no graph in Fsc
is a circle graph. We do so in the lemma below.
Lemma 3.43. None of the graphs in Fsc is a circle graph.
Proof. We show this for the odd k-suns with center and the even k-suns; the
proofs for the remaining graphs are similar (for more details, see [14]). We
use throughout the proof that BW3, W5 and W7 (see Figure 14) are non-circle
graphs [3], for every k ≥ 2.
Figure 14: The graphs W5, W7 and BW3.
Let us first consider an odd k-sun with center, where v1, . . . , vk are the
vertices of the clique of size k, w1, . . . , wk are the petals (the vertices of degree
2) and x is the center (the vertex adjacent to every vertex of the clique of size
k). If k = 3, we consider the local complement with respect to the center and we
obtain BW3. If k = 5 or k = 7, we apply local complementation with respect to
x, w1, . . . and wk, obtaining W5 and W7, respectively. If instead k = 9, we first
apply local complementation with respect to x, w1, . . . and wk and we obtain
W9. Once we have this wheel, we apply local complement with respect to v1,
v2 and v9 and obtain W6 induced by {v3, . . . , v8}. If we now consider the local
complement with respect to v3, v6 and x (in that order), we find C6, which is not
a circle graph because it is locally equivalent to W5. More in general, for every
k ≥ 11 we can obtain a Wk considering the sequence described at the beginning
of the paragraph. Once we have a wheel, if we apply local complementation
by v1, v2 and vk, then we obtain Wk−3. We can repeat this until k − 3 < 8,
in which case either k = 5, k = 6 or k = 7 and we reduce this to one of the
previous cases.
Let us consider now an even k-sun, where v1, . . . , vk are the vertices of the
clique of size k and w1, . . . , wk are the petals (the vertices of degree 2), where wi
is adjacent to vi and vi+1. If k = 4, then we apply local complementation with
respect to the sequence w1, w2, w3, w4, v1, w4, w1, w3, v3, w2 and v1, and we
55
obtain C6, which is locally equivalent to W5. If k = 6 and we apply local comple-
mentation to the sequence w1, w2, . . . , wk, then we obtain C6. Let us consider
an even k ≥ 8, thus k = 2j for some j ≥ 4 and let l = k−82 . We apply local
complementation with respect to the sequence v1, vj+1, v2, vk, . . ., v2+l, vk−l
and we find W5 or W7 induced by {v1, vj+1, vj+1−2, vj+1−1, vj+1+1, vj+1+2}
or by {v1, vj+1, vj+1−3, vj+1−2, vj+1−1, vj+1+1, vj+1+2, vj+1+3}, depending on
whether k ≡ 2 mod 4 or k ≡ 0 mod 4, respectively.
This completes the proof of Theorem 1.1. Moreover, will now prove that the
characterization given in this theorem is a characterization by minimal forbidden
induced subgraphs.
Theorem 3.44. All the graphs in Fsc are minimally non-circle.
Proof. Since all the graphs depicted in Figure 2 are non-circle graphs, it suffices
to see that none of these graphs is an induced subgraph of any of the others.
Moreover, if we consider the matrix A(S,K) for each of these graphs, then it
suffices to see that none of these matrices is a subconfiguration of any other
corresponding to a graph on the list. Let U be the set containing all these
matrices. We call the matrix A(S,K) for each graph in U with the name as
the corresponding graph, and we denote with MI(k) the matrix A(S,K) for
the k-sun, for each k ≥ 3. Notice that the matrices corresponding to k-suns,
MII(2j), MIII(3), MIII(2j), MIV and MV are all Tucker matrices, for every
j ≥ 2. In particular, the matrix A(S,K) that represents an even k-sun is
MI(k). For its part, the matrices corresponding to the graphs F0, F1(2j + 1)
and F2(2j + 1) for every j ≥ 2 are depicted in Figure 6. Moreover, the A(S,K)
matrix corresponding to an odd k-sun with center is S0(k), which is the Tucker
matrix MI(k) plus one row having a 1 in each column, and the A(S,K) matrix
of tent ∨K1 is M0, which is the Tucker matrix MI(3) plus one column having
a 1 in every row (see Figure 4).
IfM is a Tucker matrix, thenM is not a subconfiguration of any other Tucker
matrix since these matrices are minimal forbidden subconfigurations for the
C1P. It follows that M is not a subconfiguration of F0, F1(2j+1) and F2(2j+1)
for every j ≥ 2 since these matrices do have the C1P. Since M0 and S0(2j)
contain MI(3) and MI(2j−1) as subconfigurations, respectively, it follows using
the same arguments that neither M0 nor S0(2j) is a subconfiguration of any of
the matrices in U , for every j ≥ 2. Finally, S0(2j) is not a subconfiguration of
M0 since S0(2j) always has more rows that M0, and conversely, M0 is not a
subconfiguration of S0(2j) for in that case MI(3) would be a subconfiguration
of MI(k) for some odd k ≥ 5 and this contradicts the minimality of the Tucker
matrices regarding the C1P. Hence, it suffices to see that F0, F1(2j + 1) and
F2(2j + 1) are not subconfigurations of any other matrix in U , for every j ≥ 2.
First of all, notice that no matrix in U has three or more rows that have
at least three 1’s, hence it is not possible for F0 to be a subconfiguration of
any of these matrices. Toward a contradiction, suppose there is M in U such
that F1(2j + 1) is a subconfiguration of M , for some j ≥ 2. Since j ≥ 2, M
has at least five rows in total, and in particular, at least two distinct rows that
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have at least three 1’s. It follows that M is either MIV , MV or MII(2j) for
some j ≥ 2. Moreover, F1(2j + 1) is not a subconfiguration of MIV or MV
since these matrices have only four rows and F1(2j + 1) has at least five rows.
Let us suppose that M = MII(k) for some even k ≥ 4. Notice that k ≥ 6
since k ≥ 2j + 1 and k is even. Thus, the first and second rows of F1(2j + 1)
correspond to the first and last rows of M since these are the only rows in M
having more than two 1’s. Furthermore, since the first and last row of M have
only one 0, then columns 1 and k − 1 of M correspond to columns 1 and 2j
of F1(2j + 1). Hence, rows 2 to 2j − 1 of F1(2j + 1) correspond either to rows
2 to 2j − 1 of M or to rows k − 1 − 2j to k − 1. However, k ≥ 6 and thus
either row 2j − 1 or k − 1 − 2j of M has a 0 in the first or last column, and
therefore F1(2j + 1) cannot be a subconfiguration of M . It follows analogously
for F2(2j+ 1) and MIII(k), and since none of the matrices has at least one row
with at least three 1’s and at least two 0’s, with the exception of MIII(k), this
finishes the proof.
4. Final remarks and future challenges
To conclude, we leave some possible future challenges about structural char-
acterizations on circle graphs.
• Recall that split graphs are those chordal graphs whose complement is also
a chordal graph. Moreover, the graph depicted in Figure 15 is a chordal
graph that is neither circle nor a split graph. It follows that the list of
graphs given in Theorem 1.1 is not enough to characterize those chordal
graphs that are also circle. However, Theorem 1.1 is indeed a good first
step to characterize circle graphs by forbidden induced subgraphs within
the class of chordal graphs, which remains as an open problem.
Figure 15: Example of a chordal graph that is neither circle nor split.
• Bouchet [4] showed that if a circle graph is the complement of a bipartite
graph, then its complement is also a circle graph. Another possible conti-
nuation of this work would be studying the characterization of those circle
graphs whose complement is a circle graph as well.
• Characterize Helly circle graphs (graphs that have a model of chords with
the Helly property) by forbidden induced subgraphs. The class of Helly
circle graphs was characterized by forbidden induced subgraphs within
circle graphs [5], but the problem of finding such a characterization for
the whole class of Helly circle graphs is still open. Moreover, it would be
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interesting to find a decomposition analogous as the split decomposition
is for circle graphs, this is, such that Helly circle graphs are closed under
this decomposition.
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