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Abstract
Neural machine translation (NMT) systems encode an input sentence into an intermediate
representation and then decode that representation into the output sentence. Translation
requires deep understanding of language; as a result, NMT models trained on large amounts
of data develop a semantically rich intermediate representation.
We leverage this rich intermediate representation of NMT systems—in particular, multi-
lingual NMT systems, which learn to map many languages into and out of a joint space—for
bitext curation, paraphrasing, and automatic machine translation (MT) evaluation. At a high
level, all of these tasks are rooted in similarity: sentence and document alignment requires
measuring similarity of sentences and documents, respectively; paraphrasing requires pro-
ducing output which is similar to an input; and automatic MT evaluation requires measuring
the similarity between MT system outputs and corresponding human reference translations.
We use multilingual NMT for similarity in two ways: First, we use a multilingual
NMT model with a fixed-size intermediate representation (Artetxe and Schwenk, 2018) to
produce multilingual sentence embeddings, which we use in both sentence and document
alignment. Second, we train a multilingual NMT model and show that it generalizes to the
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task of generative paraphrasing (i.e., “translating” from Russian to Russian), when used in
conjunction with a simple generation algorithm to discourage copying from the input to
the output. We also use this model for automatic MT evaluation, to force decode and score
MT system outputs conditioned on their respective human reference translations. Since we
leverage multilingual NMT models, each method works in many languages using a single
model.
We show that simple methods, which leverage the intermediate representation of multilin-
gual NMT models trained on large amounts of bitext, outperform prior work in paraphrasing,
sentence alignment, document alignment, and automatic MT evaluation. This finding is
consistent with recent trends in the natural language processing community, where large
language models trained on huge amounts of unlabeled text have achieved state-of-the-art
results on tasks such as question answering, named entity recognition, and parsing.
Primary Reader and Advisor: Philipp Koehn
Secondary Readers: Kevin Duh, Matt Post
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1.1 Machine Translation Development Cycle
At a high level, the Machine Translation (MT) development cycle (see Figure 1.1) has
three parts: First, training data must be curated. Translations are produced naturally (e.g., in
the course of international trade, law, or entertainment), so parallel documents are typically
collected and processed to create training bitext. Second, the translation model is trained.
Third, researchers usually want to know the quality of the trained model, in order to make
iterative improvements to the data curation or model training procedures. While human
annotations are the best way to judge the model output, they are prohibitively expensive
in most cases. Instead, MT systems are typically evaluated using a test set consisting of
source sentences and gold standard human translations. The model translates the test set
and the model output is compared to the human translation using an automatic MT metric.
The metric output provides feedback to researchers, allowing them to make changes to the
data curation or MT training process and see whether those changes are helpful or harmful.
Over time, this allows iterative improvement, both at an individual system level and in the
field of MT as a whole.
1.2 Problems Addressed in This Thesis
When I started my PhD in 2017, Neural Machine Translation (NMT) models were
solidly established in the research community, but data curation and MT metrics were still
using non-neural methods such as bag-of-word or bag-of-n-gram (document alignment)
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Figure 1.1: The MT data cycle typically consists of three parts: (1) data curation, (2)
modeling, and (3) automatic evaluation. Feedback from the metric allows researchers to
make iterative refinements to the data curation and modeling pipeline and see if they are
beneficial.
and n-gram overlap (sentence alignment, MT metrics). NMT exposed weaknesses in these
methods: compared to earlier systems, NMT both benefits more from additional data
(Koehn and Knowles, 2017; Sennrich and Zhang, 2019) and is more sensitive to noise in
training data (Khayrallah and Koehn, 2018; Ott et al., 2018). Likewise, n-gram metrics—in
particular BLEU (Papineni et al., 2002), which has long been the de facto standard metric
for MT—have struggled to discern between strong NMT systems (Barrault et al., 2019).
This thesis focuses on data curation (finding parallel documents and sentence aligning
them), MT metrics (judging the quality of MT output against a human reference translation),
and paraphrase generation (re-writing text in a way that retains semantic meaning, but
introduces lexical and/or syntactic changes). Paraphrase generation is a natural extension of
our MT metric work, which uses a paraphrase model.
3
CHAPTER 1. INTRODUCTION
1.3 Similarity and Multilingual NMT
While the specifics of each task are different, at a high level, data curation, paraphrasing,
and MT metrics are rooted in similarity:
• Paraphrasing requires producing (intralingual) output which is similar to the input.
• MT metrics requires measuring the (intralingual) similarity between between MT
system outputs and human reference translations.
• Sentence alignment requires measuring the (interlingual) similarity of sentences within
a document pair in order to find the best alignment between them.
• Document alignment requires measuring the (interlingual) similarity of many docu-
ments to find the best matching pairs.
This work uses multilingual NMT models which can take input in many different
languages, and produces output in many different languages. NMT models are trained
end-to-end to embed a sentence into an intermediate representation (i.e., a vector or set
of vectors) and then map that representation into the output sentence. The components
to map the sentence into and out of the intermediate representation are called the encoder
and decoder, respectively. Training a system on many languages produces a model with an
encoder and decoder which map text in to and out of an intermediate representation that is
approximately language agnostic (see Figure 1.2).
We exploit multilingual NMT in two ways for similarity:
4
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Figure 1.2: Idealized Multilingual NMT Model
1. We use a multilingual NMT model with a fixed-size intermediate representation
(Artetxe and Schwenk, 2018) to produce multilingual sentence embeddings, which
we use in both sentence and document alignment.
2. We train a multilingual NMT model and show that it generalizes to the task of
generative paraphrasing (i.e., “translating” from Russian to Russian), when used in
conjunction with a simple generation algorithm to discourage copying the input to
the output. We also use this model as an MT metric, to force decode and score MT
system outputs conditioned on their respective human reference translations. Since
the multilingual NMT model was trained to preserve both adequacy and fluency, the
resulting metric penalizes both adequacy and fluency errors.
We show that the simple idea of leveraging multilingual NMT models trained on large
amounts of multilingual bitext outperforms prior work in paraphrasing, sentence alignment,
document alignment, and MT metrics. This finding is consistent with recent trends in the
Natural Language Processing (NLP) community – in particular, where so-called “contextual
embedding” language models (e.g., BERT (Devlin et al., 2019)) which which train on huge
amounts of unlabeled text have produced state-of-the-art results on tasks such as question
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answering, named entity recognition, and parsing, albeit often after fine-tuning on a small
amount of task-specific, in-domain data.
While all the tasks considered in this work leverages multilingual NMT for similarity,
each task also has unique characteristics:
• A paraphrase generation method must produce output which is not only semantically
equivalent to its input; the output must also be lexically or syntactically distinct
from the input for the paraphrase to be interesting and non-trivial. In Chapter 4, we
propose a novel algorithm to discourage generation of n-grams which are present in
the input of our model, enabling paraphrase generation in many languages from a
single multilingual NMT model.
• MT output should convey the same information as a human reference (typically
referred to as “adequacy” in MT metrics), but the output should also be natural
language that sounds like it was produced by a native speaker of the language (typically
referred to as “fluency” in MT metrics). In Chapter 5 we present a novel metric based
on using a paraphraser to force decode and score MT output, conditioned on their
corresponding human reference translations. Our method again uses a multilingual
NMT model as a paraphraser, enabling MT metrics in many languages with a single
model.
• Sentence alignment requires not only a sentence similarity measure, but also an
alignment algorithm which uses that similarity measure to search potential sentence
6
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alignments to find the best one. In Chapter 6 we propose a sentence alignment method
based on dynamic time warping (Salvador and Chan, 2007) which approximates
searching the entire alignment space in linear time and memory with respect to the
length of the documents being aligned.
• Document alignment requires searching for pairs in a (potentially very large) set of
documents, so similarity measurements must be very fast. In Chapter 8 we propose
a simple method which embeds documents into a joint semantic embedding space,
using different regions in the semantic space to emphasize different portions of the
document. This enables candidate generation via fast approximate nearest neighbor
search. We further refine the candidates using the sentence alignment method in
Chapter 6 to test how well the sentences in the potential document pairs are aligned.
7
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1.4 Overview of Remaining Chapters
Here we provide a brief overview of the remaining chapters in this thesis.
BACKGROUND
We provide a gentle introduction to machine translation, automatic evaluation of machine
translation, and data curation for machine translation in Chapter 2.
RELATED WORK
We review related work in Chapter 3.
MULTILINGUAL PARAPHRASER
In Chapter 4, we present a method to generate sentential paraphrases, with a single
model, in 39 languages. Our model is trained multilingually from bitext between hundreds
of language pairs. In contrast, most prior work has focused on monolingual, English
setting. Additionally, prior work in neural paraphrasing has primarily trained on synthetic
paraphrases. Such methods require introducing enough diversity in training so as to avoid
the model simply learning to copy. This introduces a bias away from the input sentence. In
contrast, our method does not have such a bias, and in order to generate from our model,
we introduce an algorithm which penalizes generating n-grams which overlap with the
input. We show that our model produces English paraphrases that do a better job preserving
meaning for a given level of diversity, as measured by human judgments. Smaller human
8
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assessments on non-English languages show it also performs well there.
PARAPHRASER-BASED MACHINE TRANSLATION METRIC
In Chapter 5, we apply the paraphraser introduced in Chapter 4 to the task of MT Metrics,
which seeks to provide a method to score outputs from MT systems against human reference
translations in a manner that correlates well with human judgments of the MT outputs.
Our multilingual paraphraser enables MT metrics in 39 languages, and in contrast to prior
NMT-based paraphrasers, is not trained to be biased away from the input (this is problematic
since the best possible MT output would be one which matches the reference exactly). The
proposed method outperforms or statistically ties with all submissions to the WMT19 shared
MT metric task in nearly every language pair.
SENTENCE ALIGNMENT: VECALIGN
In Chapter 6 we introduce Vecalign, a novel bilingual sentence alignment method
which is linear in time and space with respect to the number of sentences being aligned
and which requires only bilingual sentence embeddings. On a standard German–French
test set, Vecalign outperforms the previous state-of-the-art method (which has quadratic
time complexity and requires a machine translation system) by 5 F1 points. It substantially
outperforms the popular Hunalign toolkit at recovering Bible verse alignments in medium- to
low-resource language pairs, and it improves downstream MT quality by 1.7 and 1.6 BLEU




SENTENCE ALIGNMENT USING MODEL SCORES
In Chapter 7, we propose a refinement step to Vecalign which uses a multilingual NMT
model to score potential sentence pairs in both the forward and reverse direction. This
method is much slower than computing cosine distance, so we score only a small path
found by Vecalign. The refinement provides a small performance increase, and substantially
improves the method’s ability to reject bad alignments when two non-parallel documents
are aligned (which is common when processing web-crawled data).
DOCUMENT ALIGNMENT
In Chapter 8, we revisit the simple idea that a translation of a document should contain
approximately the same information, in approximately the same order, as that document.
Building on Vecalign, we propose methods for both document pair candidate generation and
candidate re-scoring which incorporate sentence order information. Our method results in
61% relative reduction in error versus the best previously published result on the WMT16






2.1 Introduction to Machine Translation
MT is the study of automatically translating information from one natural language
to another (e.g., French to English). MT has a rich history in academia, dating back to
the late 1940s (Weaver, 1955). Early systems were rule-based, with a computer applying
human-generated translation rules to incoming sentences to produce an output sentence. A
major breakthrough in MT was to learn from corpora aligned at the sentence level to develop
a model to probabilistically translate a sentence. Denoted Statistical Machine Translation
(SMT), such systems initially used word-level co-occurrence statistics (Brown et al., 1993),
and later phrase co-occurrence statistics (Koehn, Och, and Marcu, 2003; Chiang, 2005).
More recently, NMT (Sutskever, Vinyals, and Le, 2014) has significantly outperformed
SMT. The basic components of an NMT system are shown in Figure 2.1 and described
below.
Figure 2.1: NMT System Diagram. Image credit: Huda Khayrallah
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(SUB)WORD EMBEDDINGS (SOURCE AND TARGET): The input tokens (words, or
subwords as described below) from the input sentence are first mapped to vectors, denoted
(sub)word embeddings.
Early NMT systems used an embedding for each unique word in the training data,
truncating the total vocabulary size to some manageable size and replacing low-frequency
words with an out-of-vocab token. However, it has subsequently been found to be beneficial
to instead split lower-frequency words into pieces. The resulting words or parts of words
are referred to as “subwords.” Common approaches to mapping words to subwords include
byte-pair encoding (Sennrich, Haddow, and Birch, 2016b) and sentencepiece (Kudo, 2018)
Advantages of subwords include allowing for an open vocabulary, while keeping the softmax
size manageable, but it also helps with translation performance, especially in lower-resource
settings (Ding, Renduchintala, and Duh, 2019).
ENCODER, DECODER: The role of the encoder is to take in the input embeddings
and produce an intermediate representation, which is subsequently passed to the decoder.
The decoder then produces a distribution over the output vocabulary, one word at a time,
conditioned on some portion of the output. Most early NMT systems used encoders
and decoders consisting of Long Short-Term Memory (LSTM) recurrent neural networks
(Hochreiter and Schmidhuber, 1997), similar to LSTM language models (Sundermeyer,
Schlüter, and Ney, 2012). More recently, Transformer networks (Vaswani et al., 2017) have
become popular (see “Attention” below).
ATTENTION: Later networks introduced direct connections between input states and the
13
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decoder, often referred to as “attention” (Bahdanau, Cho, and Bengio, 2015). More recent
work, denoted the “Transformer” network (Vaswani et al., 2017), has relied on attention
entirely, abandoned the recurrent structure of the encoder and decoder.
SOFTMAX: At each decoding step, the network produces a vector which is compared
with each (sub)word embedding in the target vocabulary via a dot product operation, resulting
in a vector the size of the target vocabulary. This vector is normalized such that all values are
in the range [0, 1] and the sum is 1.0, and the result is interpreted as a probability distribution
over the output vocabulary.
Figure 2.1 illustrates a simple recurrent encoder-decoder, with attention illustrated as the
grey arrows connecting each state of the encoder to the decoder.
Training of NMT systems is done by iterating over batches of training examples and
updating the weights of the network to minimize, for each subword in the training sentence,
the error between the model’s subword distribution compared to the true next subword in
the training sequence. This process is done efficiently via backpropagation (Hecht-Nielsen,
1992).
The most common use for a trained NMT system is to generate translations. This is
typically done via beam search, to find a highly-probable output sentence under the NMT
model. However, another useful property of an NMT system is that it can be used to estimate
a conditional probability of an output sentence given an input sentence. This is done by
simply feeding in an input sentence into the encoder, and then feeding in each subword
in the output sequence into the decoder (i.e., overriding the model’s output) and keeping
14
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track of the probability of each subword, as estimated by the model. This property is used




Israeli officials are responsible for airport security.
Israel is in charge of the security at this airport.
The security work for this airport is the responsibility of the Israel government.
Israeli side was in charge of the security of this airport.
Israel is responsible for the airport’s security.
Israel is responsible for safety work at this airport.
Israel presides over the security of the airport.
Israel took charge of the airport security.
The safety of this airport is taken charge of by Israel.
This airport’s security is the responsibility of the Israeli security officials.
Table 2.1: One challenge in MT is that there are many valid translations of a single sentence.
Credit: Koehn (2010)
2.2 Introduction to Automatic Evaluation of
Machine Translation
Recent advances in NMT have resulted in MT systems that are good enough that multiple
groups have claimed that they have achieved human parity in certain language pairs and
domains (Wu et al., 2016; Hassan et al., 2018a). Whether or not this is true, the fact that it is
even an issue of debate (Läubli, Sennrich, and Volk, 2018) demonstrates significant progress
over SMT systems. While evaluation of MT has always been challenging, the improved
quality of NMT makes it even more so (Ma et al., 2019).
Evaluation of MT output is a challenging in part because there are many valid translations
of a given input sentence – see Table 2.1 for an example. This is in contrast to some tasks
such as closed-set classification where there is a single correct answer. Human evaluation of
MT output is widely accepted to be the best method of evaluation, but it is often prohibitively
16
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de-en fi-en gu-en kk-en lt-en ru-en zh-en
BLEU-all 0.849 0.982 0.834 0.946 0.961 0.879 0.899
BLEU-top4 -0.822 -0.275 0.966 0.958 0.625 -0.356 -0.694
de-cs de-fr en-cs en-de en-fi en-gu en-kk en-lt en-ru en-zh fr-de
BLEU-all 0.941 0.891 0.897 0.921 0.969 0.737 0.852 0.989 0.986 0.901 0.864
BLEU-top4 0.812 0.495 0.930 -0.370 0.898 0.860 0.181 0.925 0.753 0.987 0.983
Table 2.2: WMT19 system level Pearson correlation between BLEU and Human judgments
for all systems, and just the top four systems (as rated by humans). Pearson correlation is
negative in 5 of 18 language pairs for top four systems, and a 6th is less than 0.2 (bolded for
emphasis).
expensive. In such cases, the accepted practice is to translate a test set with human reference
translations and compare how similar the MT output is to the references.
The challenges of evaluating MT performance has lead to MT evaluation being its own
sub-field within machine translation. Here the task is, given human reference translations
and outputs from multiple MT systems, generate scores for each system that correlate highly
with human judgments of those systems. These judgments can be made for the whole testset
(“system-level”) or for individual sentences (“segment-level”).
The de facto standard for comparing system output and human references is BLEU
(Papineni et al., 2002). The recent improvement in MT quality due to NMT methods have
proven challenging for BLEU: While BLEU performs well for the whole range of systems,
it struggles to discriminate between strong (as judged by humans) systems (see Table 2.2).
17
CHAPTER 2. BACKGROUND
2.3 Introduction to Data Curation for Machine
Translation
Parallel corpora are essential for building modern MT systems (both SMT and NMT).
However, they are also useful for other NLP applications including paraphrasing (Bannard
and Callison-Burch, 2005) and cross-lingual application of NLP tools (Wu, 1995; Yarowsky,
Ngai, and Wicentowski, 2001).
The earliest work on SMT was done on the French–English Canadian Hansards.1 Since
then, a large number of efforts have been undertaken to collect parallel corpora, often
targeting specific domains include:
• Religious texts (Resnik, Olsen, and Diab, 1999; Christodouloupoulos and Steedman,
2015)
• Patents (Uchiyama and Isahara, 2007; Täger, 2011; Junczys-Dowmunt, Pouliquen,
and Mazenc, 2016)
• United Nations (Rafalovitch and Dale, 2009; Ziemski, Junczys-Dowmunt, and
Pouliquen, 2015),
• Government Proceedings (Koehn, 2005a) (also aforementioned Hansards)
• Subtitles (Cettolo, Girardi, and Federico, 2012; Lison and Tiedemann, 2016)
Many researchers have also targeted specific language pairs, for example:




• Japanese–English (Utiyama and Isahara, 2003a)
• Hungarian–English (Varga et al., 2007)
• Dutch–English (Macken, Trushkina, and Rura, 2007)
• Chinese–English (Li and Liu, 2008)
• Czech–English (Bojar, Liška, and Žabokrtský, 2010)
An appealing, more general approach is to perform web-scraping in an effort to collect
a diverse set of data in many language pairs (Resnik, 1999). The largest web-scraping
efforts have been conducted at industrial labs, including Google (Uszkoreit et al., 2010a) and
Microsoft (Rarrick, Quirk, and Lewis, 2011). A popular open-source project is ParaCrawl
(Bañón et al., 2020), which has targeted primarily European languages, as well as Nepali,
Sinhala, Somali, Swahili, Tagalog, and Burmese.
Extracting parallel data from the web is a substantial undertaking which involves choos-
ing the websites to scrape, scraping them, performing language ID and text extraction from
the scraped web pages, aligning the web pages via some form of document alignment,
aligning the sentences within aligned documents, and filtering out bad sentence pairs from
the resulting data. In this work we focus on sentence alignment and document alignment;
For an in-depth discussion of the challenges associated with extracting parallel data from
the web, we direct the reader to Tiedemann (2011a).
A simpler alternative to document alignment and sentence alignment is to simply align
sentences while ignoring document boundaries and document structure (Zhao and Vogel,
2002). Such methods are commonly referred to as “comparable corpora” methods, as they
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have the potential to find parallel sentences from documents which discuss the same ideas
or concepts, but are not actually translations of each other. However, nothing precludes com-
parable corpora methods from being applied to data extracted from parallel documents (we





CHAPTER 3. RELATED WORK
Our work builds on work in a number of related areas. We seek to give the reader enough
background to understand how each area contributes to the current work.
3.1 Paraphrasing
3.1.1 Paraphrase Generation
Our work build on an extensive body of prior work in paraphrasing, and can been seen
as a multilingual extension to sequence-to-sequence sentential paraphrasing, similar to the
generalization to multilingual phrase-level paraphrasing (Ganitkevitch and Callison-Burch,
2014).
One approach to sentential paraphrasing is to train an MT system on paraphrase examples
instead of translation pairs (Quirk, Brockett, and Dolan, 2004). This, of course, requires
paraphrase examples. While such datasets do exist (Quirk, Brockett, and Dolan, 2004; Lin
et al., 2014; Coster and Kauchak, 2011; Fader, Zettlemoyer, and Etzioni, 2013), they are
somewhat limited.
An alternative idea is to use parallel data, which is much more plentiful than paraphrase
data. Using MT models, one can create a paraphrase by translate a sentence to a foreign
language and then back again (Mallinson, Sennrich, and Lapata, 2017). Multiple translations,
in multiple languages, can also be used to encode the meaning of a sentence (Aziz and Specia,
2013), at the expense of complication, to lessen the effect of inherent ambiguities in the
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pivot language(s). In contrast, our method naturally trains on many languages pairs without
the complication of multiple models translating in and out of the paraphraser language.
Several works have focused on training on paraphrase data, including synthetic data created
by starting with bitext and translating one side into the other to create synthetic paraphrases
(Prakash et al., 2016; Wieting and Gimpel, 2018; Hu et al., 2019a). See (Federmann,
Elachqar, and Quirk, 2019) for analysis comparing methods of generating paraphrases.
Ideas such as adversarial training (Iyyer et al., 2018), reinforcement learning (Li et al.,
2018), and variational autoencoders (Gupta et al., 2018; Chen et al., 2019a) have also been
explored in the context of paraphrase generation.
3.1.2 Paraphrastic Similarity
Our work builds on multilingual embeddings for cross-lingual semantic similarity or
paraphrastic similarity (Schwenk and Douze, 2017; Wieting et al., 2019; Raganato et al.,
2019). The goal of multilingual sentence embeddings is to map sentences into a semantic
space that is agnostic to the language of the sentence (i.e., translation pairs should be co-
located in the space). A toy example is shown in Figure 3.1. One sentence embedding method
that has been popular, in part due to the availability of a pre-trained model in 93 languages,
is Language-Agnostic SEntence Representations (LASER) (Artetxe and Schwenk, 2018).
LASER works by first training a multilingual NMT system (see Figure 3.2). In contrast
to standard NMT, where the goal is to generate the best translations possible, here the
design has been optimized to produce a fixed-size intermediate state that is useful as a
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sentence embedding. In order to produce a fixed-size representation, attention is not used.
Furthermore, states from the encoder are combined via pooling, as the authors found that to
provide better embeddings than simply averaging the states. We use LASER extensively in
Chapter 6 and explore the related idea of multilingual paraphrase generation in Chapter 4.
Figure 3.1: Example of a (toy) multilingual embedding space. Note that sentences with
similar meaning are close to each other in the space. Image adapted from Schwenk (2019).
3.1.3 Diversity in Generation
Producing an interesting, diverse set of outputs from a generative model is a challenging
problem (Vijayakumar et al., 2016; Li, Monroe, and Jurafsky, 2016; Cao et al., 2017;
Ippolito et al., 2019). A related problem is generating paraphrases which differ in interesting
ways from the input. One method that has been used in paraphrasing is constrained decoding
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Figure 3.2: Illustration of the multilingual NMT model used in LASER. Once the model
is trained, the decoder is discarded and the encoder is used to create sentence embeddings.
Image adapted from Schwenk (2019).
(Hokamp and Liu, 2017) when back-translating (Sennrich, Haddow, and Birch, 2016a), in
conjunction with a set of constraints (e.g., avoiding certain words which are present in the
input) (Hu et al., 2019a). Another route is to control generation with syntactic examples
(Iyyer et al., 2018; Chen et al., 2019b) or codes (Shu, Nakayama, and Cho, 2019). Li et al.
(2019) proposed a method which lets a user control which parts of a sentence to paraphrase.
Kajiwara (2019) presents a method which first identifies words in the input which should
be paraphrased and then finds paraphrases using negative constraints on generation.
Paulus, Xiong, and Socher (2018) perform abstractive summarization and use hard
negative constraints on trigrams in the input to avoid copying.
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3.1.4 Multilingual NMT
In multilingual MT (Dong et al., 2015), instead of simply translating from a single
language (e.g., French) to another (e.g., English), a model is trained to take a sentence in
any one of several languages, and produce a sentence in any one of several languages.1 A
target-language tag, often appended to the input sentence, is used to specify the desired
output language. One obvious advantage of multilingual NMT is it provides a way to train
a single model which can translate from N languages to N languages, avoiding training
individual models in each of the N ∗(N−1) language pairs. However, it has also been shown
to improve low-resource translation via transfer learning from higher-resource languages
(Zoph et al., 2016; Nguyen and Chiang, 2017; Neubig and Hu, 2018). One exciting idea is to
use multilingual NMT to enable zero-shot translation – that is, translation between languages
pairs not included in training (e.g., translating from Spanish-Arabic when the model was
trained on Spanish-English and English-Arabic, but not Spanish-Arabic) (Johnson et al.,
2017; Gu et al., 2018; Pham et al., 2019). Google has amassed a large collection of data –
around 25 billion training examples in 103 languages (all to and from English) and trained
large large multilingual NMT models on it (Aharoni, Johnson, and Firat, 2019; Arivazhagan
et al., 2019). They have shown gains over bilingual models, especially in low-resource
language pairs, and shown improvements by increasing model size to as large as 6 billion
parameters and 128 layers deep (Huang et al., 2019). Unfortunately, training such a model
currently beyond the compute budget of all but the best funded labs, and to date Google has
1In the degenerate case, the set of input languages may be size 1 (denoted one-to-many) or the set of output
languages may be size 1 (denoted many-to-one).
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not released any data or models.
In this work, we treat paraphrasing as a zero-shot multilingual NMT “language pair.”
We train from many languages to many languages, but we do not include any synthetic
paraphrase data (e.g., English–English or Arabic–Arabic data). At test time, we input data
in one language (e.g., Arabic) and then specify that the output should also be in the same
language (e.g., Arabic again). Although the system has not seen any paraphrase examples,
we find that it generalizes well to the paraphrase task.
Tiedemann and Scherrer (2019) explored the idea of using paraphrase recognition to test
the semantic abstraction of a fairly small multilingual NMT system trained on Bibles and
also explored using the model to paraphrase in English. They did not perform any human
evaluation of the paraphraser or explore ways of controlling the diversity.
3.2 MT Metrics
The de facto standard metric used in MT is BLEU (Papineni et al., 2002). Like other early
metrics such as the NIST metric (Doddington, 2002), BLEU uses n-gram co-occurrence
statistics to judge the similarity of MT outputs and human reference translations.
Metrics based on the number of edits (insertions, deletions, replacements) required to
make an MT system output match a reference has also been proposed as an MT metric
(Snover et al., 2006; Wang et al., 2016). This metric may be most applicable in use cases
where the MT output will be corrected by a human.
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MEANT (Lo and Wu, 2011) and variants including MEANT 2.0 (Lo, 2017) measure
similarity between semantic frames and role fillers of human references and machine
translation output. In MEANT 2.0, word embedding similarity is used to compute the
semantic similarity of role fillers, This idea is further improved in YiSi (Lo, 2019), which
uses contextual embeddings from BERT (Devlin et al., 2019) (i.e., word embeddings which
take into account the context of the word in the given sentence). Contextual embeddings
handle word sense disambiguation, but in a way which relies on deep neural networks
instead of heuristics. YiSi has very strong performance in the most recent WMT shared
task on MT metrics (Ma et al., 2019), effectively winning the segment level task across.
BERTscore (Zhang et al., 2020) also uses BERT embeddings to compute word, but uses a
simpler method to align the sentences which relies only on the embeddings. The authors of
BERTscore did not submit to the WMT MT metrics task, but we evaluate their method on
the 2018 and 2019 WMT Metrics datasets in Section 5.6.
Prior work to incorporate paraphrasing into MT metrics has explored the use of para-
phrasing to give credit for words (Banerjee and Lavie, 2005) and phrases (Denkowski and
Lavie, 2010) present an MT output which have similar meaning to words or phrases in a
human reference. Such methods require numerous heuristics, and do not take advantage of
modern machine learning methods.
Sentence-level embeddings have also been proposed (Gupta, Orăsan, and Genabith,
2015; Shimanaka, Kajiwara, and Komachi, 2018; Chow, Specia, and Madhyastha, 2019;
Mathur, Baldwin, and Cohn, 2019) as a way to compare the similarity of MT output with
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human references. However, in contrast to standard textual similarity tasks which focus on
the meaning of sentences (denoted “adequacy” MT literature), MT evaluation also considers
the “fluency” of the MT system output (that is, the extent to which the output sounds like it
was produced by a native speaker). If one assumes that sentence embeddings embed the
meaning of a sentence into a high-dimensional space, it is intuitive how comparing sentence
embeddings can judge MT adequacy – an MT output which maps to approximately the
same space as the human reference implies an adequate translation. However, it is less clear
how such methods can penalize fluency errors.
3.3 Sentence Alignment
Early sentence aligners (Brown, Lai, and Mercer, 1991; Gale and Church, 1993) use
scoring functions based only on the number of words or characters in each sentence, as it
was noted that the lengths parallel sentences tend to be correlated, and alignment algorithms
based on dynamic programming (Bellman, 1953). Dynamic Programming (DP) is O(NM )
time complexity, where N and M are the number of sentences in the source and target
documents. EuroParl, for example, used metadata to align paragraphs, typically consisting of
2-5 sentences, and using Gale and Church (Gale and Church, 1993) to align sentences within
corresponding paragraphs. Later work such as Moore (2002), Hunalign (Varga et al., 2007),
and Gargantua (Braune and Fraser, 2010a) used dictionaries to translate individual words in
one text into the language of the other and looking at the resulting matches across sentences.
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They also introduced heuristics to speed up search, such as limiting the search space to be
near the diagonal (Moore, 2002; Varga et al., 2007). More recent work introduced scoring
methods that use MT to get both documents into the same language (Bleualign) (Sennrich
and Volk, 2010) or use pruned phrase tables from a statistical MT system, as in the coverage-
based approach of Gomes and Lopes (2016). Both methods “anchor” high-probability 1–1
alignments in the search space and then fill in and refine alignments. Locating anchors is
O(NM) time complexity. Sennrich and Volk (2011) propose an extension to Bleualign in
which a SMT system is bootstrapped from an initial alignment and then used in bleualign.
3.4 Document Alignment
There is a large amount of prior work in document alignment. One of the simplest meth-
ods is URL similarity (Resnik, 1998; Chen and Nie, 2000), although this has been shown to
be brittle (Tiedemann, 2011b). HTML structure (Resnik and Smith, 2003; Shi et al., 2006)
or metadata such as publication date (Munteanu and Marcu, 2005) is often similar between
parallel websites. However, most more recent work has focused on content similarity via
bag-of-words or bag-of-ngrams, bilingual lexicons (Ma and Liberman, 1999; Fung and
Cheung, 2004; Ion, Ceauşu, and Irimia, 2011; Esplà-Gomis et al., 2016; Etchegoyhen and
Azpeitia, 2016; Azpeitia and Etchegoyhen, 2019), machine translation (Uszkoreit et al.,
2010b), or phrase tables (Gomes and Pereira Lopes, 2016).
Some work has considered the order of information within a document as a filtering
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step after using an unordered representation to generate candidates: Uszkoreit et al. (2010b)
uses rare n-grams to locate document pairs but filters out document pairs for which the edit
distance between sequences of corresponding n-grams is too high. Ma and Liberman (1999)
and Le et al. (2016) use translation token pairs or cognates for document alignment but
only considers pairs within a fixed sized window around a diagonal alignment. Utiyama
and Isahara (2003b) and Utiyama et al. (2009) use sentence similarity after performing
sentence alignment to score candidate documents. In contrast to this work, they rely on
bag-of-word methods to propose candidate documents, and rely on word correspondences
to judge sentence similarity. Zhang et al. (2006) perform sentence alignment of candidate
document pairs and use the number of aligned sentences as one of several feature in a K-
nearest-neighbor classifier. Guo et al. (2018a) score document pairs using the sentence-level
nearest neighbor as well as the absolute difference in sentence position between sentence
pairs. In contrast to these methods, our work considers high-level order in both candidate
generation and scoring.
Very recent work (Guo et al., 2019) has also shown neural document embeddings are
effective representations for document alignment. They train on millions of document pairs
in each specific language pair of interest; in contrast, this work is much simpler and does
not require document-level training data.
(Yang et al., 2019) and (Guo et al., 2019) use average sentence embedding for document
vectors.
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3.5 Relation to Other NLP Concepts / Tasks
Similarity has been a longstanding interest in the NLP community. NLP concepts and
tasks related to similarity. Here we briefly discuss related concepts and tasks in the greater
NLP community and their relation to this work.
Textual entailment seeks to determine, given two texts, if the information in one text is a
subset of the information in the other. Textual entailment is not sufficient to judge similarity
in data curation and MT metrics, as these tasks require the same information be conveyed
in each document/sentence pair. However, to ascertain whether two texts contain the same
information, we can ask if each text textually entails the other (i.e., “bi-directional textual
entailment”). A refinement to our basic MT metric draws inspiration from this idea – see
Section 5.1.
Paraphrase detection is the task of making a binary determination as to whether two
texts in the same language are paraphrases (i.e., convey the same meaning) as each other.
MT Metrics is related to paraphrase detection, but in MT metrics the decision is not binary.
Furthermore, MT metrics also requires that non-fluent MT output be penalized. Sentence
and document alignment can be viewed as bilingual extensions to paraphrase detection.
Semantic textual similarity seeks to determine how similar two texts are. Although
conceptually very similar to MT metrics, there are two key differences: First, as with
paraphrase detection, semantic textual similarity has no concept of fluency. Second, the
types of texts that are considered are very different. Table 3.1 shows the similarity grading
system of (Agirre et al., 2013) that has been used for many years in SemEval, an annual
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5
The two sentences are completely equivalent, as they mean the same thing.
The bird is bathing in the sink.
Birdie is washing itself in the water basin.
4
The two sentences are mostly equivalent, but some unimportant details differ.
Two boys on a couch are playing video games.
Two boys are playing a video game.
3
The two sentences are roughly equivalent, but some important information differs/missing.
John said he is considered a witness but not a suspect.
“He is not a suspect anymore.” John said.
2
The two sentences are not equivalent, but share some details.
They flew out of the nest in groups.
They flew into the nest together.
1
The two sentences are not equivalent, but are on the same topic.
The woman is playing the violin.
The young lady enjoys listening to the guitar.
0
The two sentences are completely dissimilar.
The black dog is running through the snow.
A race car driver is driving his car through the mud.
Table 3.1: Similarity scores with explanations and examples, from (Agirre et al., 2013),
which has been used in SemEval.
workshop on semantic evaluation. The judgements range from 0 (completely dissimilar)
to 5 (completely equivalent), and the community considers issues such as the distinction
between semantic relatedness vs semantic similarity: For example, ‘day’ and ‘night’ are
highly related but not particularly similar (Cer et al., 2017). In contrast, MT metrics must
penalize the kind of errors that MT systems make. Table 3.2 shows 9 different system outputs
for the same input sentence, taken from the most recent annual manual evaluation held
by the Conference on Machine Translation (WMT) (Barrault et al., 2019). Attempting to
apply the grading scale from Table 3.1 to the MT system outputs in Table 3.2 illustrates the
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Source: So geht es Runde für Runde, Team für Team weiter.
Reference: This then progresses, round for round, team by team.
System 0) This is how round for round, team for team continues.
1) So it continues round by round, Team by team.
2) This is how it continues lap by lap, team by team.
3) This is round by round, Team by Team.
4) So it continues round by lap, team by team.
5) So it goes round by round, team by team continues.
6) That’s how it goes round by round, team by team.
7) So it goes on round by round, team by team.
8) This is the way round by round, team by team.
9) So it goes round by round, team by team.
Table 3.2: Example system outputs from WMT 2019 German–English. Duplicate system
outputs have been removed.
differences in the task – we can see that basically every output means approximately the
same thing as the human reference, with a few exceptions (e.g., outputs #2 and #4 use the
term “lap” instead of “round”). However, some outputs convey the meaning more clearly
and/or more fluently than others. For example, outputs #7 and #9 are fluent, while outputs
#0 and #5 put the verb “continues” at the end of the sentence, which is unnatural in English.
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4.1 Introduction
Paraphrasing has gone through several phases, both contributing to and mirroring changes
in the field of NLP as a whole. Early work (Barzilay and McKeown, 2001; Barzilay and Lee,
2003) exploited monolingual parallel or comparable corpora to extract paraphrastic phrases,
but such resources are somewhat limited compared to bilingual corpora, which are available
in much larger quantities (Tiedemann, 2012a). As such, methods were developed to extract
paraphrastic phrases from much more plentiful parallel bitext, first for English (Ganitkevitch,
Van Durme, and Callison-Burch, 2013), and then for many languages (Ganitkevitch and
Callison-Burch, 2014). As data amounts, compute power, and NLP methods have all
improved, much recent work in NLP has shifted to sentence-level (or higher) processing.
Machine translation techniques allow sentential paraphrase generation by translating
a sentence from the input language to a foreign language and then back to the original
language (Mallinson, Sennrich, and Lapata, 2017). This method can be used to generate
synthetic data to train a sequence-to-sequence paraphraser (Wieting and Gimpel, 2018; Hu
et al., 2019a). Recently, multilingual representations such as multilingual BERT (Devlin
et al., 2019) or multilingual NMT (Aharoni, Johnson, and Firat, 2019) have become popular.
These works extends the benefits of NLP to a large, new group of users, without having
to train a large number of individual, single language (or single language pair) models.
However, the idea of multilingual paraphrasing has not been well explored.
In this work, we present a sentential paraphraser which can paraphrase in 39 languages
(Section 4.2). Using parallel text from hundreds of language pairs, we train a model which
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approximates a language agnostic encoder and decoder. Our system is not trained using any
paraphrases, whether natural or synthetic; instead, it relies entirely on transfer learning from
bilingual text. Effectively, we train a multilingual NMT model and treat paraphrasing as a
zero-shot “translation pair” (e.g., English–English or Spanish–Spanish). We also present a
generation algorithm (Section 4.2.2) which allows the trade-off between semantic similarity
and lexical/syntactic diversity between the input and output to be specified at generation
time.
We conduct human evaluations (Section 4.4) and find that our model outperforms a
strong English baseline trained on the ParaBank2 dataset (Hu et al., 2019a) in terms of
both semantic similarity and grammaticality, when matching lexical/syntactic diversity
levels introduced by each paraphraser. Paraphrase evaluation is complicated by the fact
that paraphrases are evaluated in two dimensions: semantic similarity and lexical/syntactic
diversity.1 Since the model trained on ParaBank2 has the trade-off between meaning and
diversity built in, we adjust our overlap penalty such that our model matches the diversity
(as measured by uncased BLEU (Papineni et al., 2002), computed between input and output)
of the model trained on ParaBank2.
We perform human evaluation following Hu et al. (2019b) and find that our output is
both more semantically similar to the input and also grammatical slightly more often than
the model trained on ParaBank2. Small scale evaluations of our method suggest it also
performs well in two other languages.
1There are, of course, many other dimensions that one could evaluate, such as fluency (Wieting and Gimpel,
2018). For simplicity we limit ourselves to these two.
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Algorithm 1 At encoding time, buildPenalties is called to construct a mapping of




for n in [1, 2, 3, 4]:
for ngram of size n in subwords2words(source):
prefix, word = ngram[0:-1], ngram[-1]




def penalize(history, penalties, targetLogProbs):
for n in [1, 2, 3, 4]:
prefix = subwords2Words(history)[-(n-1):]
for subword in penalties[prefix]:
targetLogProbs[id(subword)] -= alpha * (n ** beta)
4.2 Method
4.2.1 Model Description
A good paraphrase of a sentence is one that is semantically similar to that sentence
while being syntactically or lexically different from it (Bhagat and Hovy, 2013). Let x and
y be sentences, M(x) represent the meaning of x, and X(x, y) measure the lexical and/or
semantic similarity between the two sentences. More formally, we can state the problem of
paraphrasing as finding ŷ:
ŷ = argmax
y
p(y | M(x))− αX(x, y) (4.1)
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In contrast with prior work, we train our model to approximate just the first component of
Equation 4.1, that is, p(y | M(x)). We do so by training in a multilingual setting on bitext
between many different language pairs. We take a number of steps to encourage our model
to learn a shared, multilingual embedding space, as opposed to having different embedding
spaces for each language or language pair (Kudugunta et al., 2019). We train on a large
number of languages and use data between as many languages as possible (e.g., not just into
and out of English). Most multilingual NMT uses a target language tag on the source to tell
the model what language to translate into. In this work, we move the tag to be the first token
in the target, to discourage the model from doing anything target-language specific in the
encoder. As our method relies so heavily on data, a number of considerations were taken to
ensure that our data was very clean, including filtering out poorly aligned sentence pairs,
sentences in with incorrect language labels, and sentence pairs that were largely copies
(Section 4.3.1).
4.2.2 Generation
Training a model as described above produces a model which is able to retain semantic
meaning, but does not have an inbuilt preference to generate outputs different from the input,
which is vital to paraphrase generation.
In order to generate output sentences which differ from the input, we propose a simple
beam search modification that penalizes the production of n-grams overlapping with those
found in the input sequence.
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Figure 4.1: Distribution of the 39 languages (ISO 639-1 language code) of the 199.6M
training sentences (concatenation of source and target). English accounts for 16.7%. Spanish,
French, Russian, Portuguese, German, and Italian account for a combined 34.3%. The
bottom 20 languages account for only 21.9% combined.
This soft penalty provides us with a knob corresponding to α in Equation 4.1, allowing
us to control how strongly we “push” the output away from the input. We expect that there
is room for success from other approaches, such as using positive and negative hard lexical
lexical constraints (Post and Vilar, 2018; Hu et al., 2019a) or sampling, but we do not
explore them in this work.
The algorithm can be found in Algorithm 1. For this discussion, we will use word
to denote an unsegmented input word (e.g., output), and subword to denote an item in
the MT model’s vocabulary (e.g., out and put). N-grams are sequences of words. The
algorithm begins by constructing a set of all n-grams, 1 ≤ n ≤ 4, from the input. In
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Reference Among other things, the developments in terms of turnover, employment, warehousing and prices are recorded.
α=0.0005 Among other things, developments in terms of turnover, employment, storage and prices are recorded.
α=0.003 Among other things, it records developments in turnover, employment, storage and prices.
α=0.006 Amongst other things, developments regarding turnover, employment, storage and prices were recorded.
Figure 4.2: Example English paraphrase for the three levels of α used in this work.
the decoder, to check for applicable penalties, care must therefore be taken to reconstruct
subwords into words. At each decoding timestep, the algorithm checks whether any of the
target vocabulary subwords begin the last word of an input n-gram. All such subwords are
penalized by subtracting αnβ from the token weight (in log space), where n is the n-gram
length and α and β are hyperparameters. The reason we apply the penalty at the start of the
generation of the last word of an input n-gram is so that the decoder does not reach a point
where it is pushed to produce an unnatural completion to an already-begun word.
We find the exponential penalty on n-gram length to be important to producing fluent
output, and settled on β = 4 via manual experimentation. In our evaluations, we experiment
with different values of α.
4.3 Experimental Setup
4.3.1 Data
To encourage language independent representations, we chose multilingual datasets
with as much diversity as possible in terms of language pairs. The bulk of our data comes
from Wikimatrix (Schwenk et al., 2019), a large collection of parallel data extracted from
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Wikipedia. For more domain variety, we added Global Voices,2 EuroParl (Koehn, 2005a)
(random subset of to 100k sentence pairs per language pair), SETimes,3 United Nations
(Eisele and Chen, 2010) (random sample of 1M sentence pairs per language pair). We
filtered with LASER (Schwenk, 2018) to minimize the number of poorly aligned sentence
pairs in our training data. We used a margin threshold of 1.05 for Wikimatrix and a threshold
of 1.04 for the other datasets, as we expected them to be cleaner. We also included WMT
Kazakh-English and Kazakh-Russian data from WMT, limiting to the best 1M and 200k
sentence pairs, respectively, as judged by LASER.
We filtered out sentence pairs if automatic Language Identification (LID) does not
agree with both language labels.4 LID is performed with FastText (Joulin et al., 2016). To
discourage our model from learning to trivially copy the input to the output, we filtered out
sentences where there was more than 60% overlap in 3-grams or 40% overlap in 4-grams.
Via manual inspection, this seemed to provide a good trade-off between allowing numbers
and named entities to be copied, but filtering out sentences that were clearly not translated.
We limit training to languages with at least 1M examples.
All of the above filtering resulted in 199.6M sentence pairs5 (Figure 4.1). Note that
although English is the most common language, at 33.3M examples, this is actually less
2http://casmacat.eu/corpus/global-voices.html
3http://nlp.ffzg.hr/resources/corpora/setimes/
4In our first attempt, our model frequently produced output in the wrong language when English was
requested. Manual inspection of the training data revealed many sentences labeled as non-English but which
contained mostly English, in addition to a small amount of another language. Automatic LID was incorrectly
classifying these sentences as the non-English language. To remedy this, we performed LID on 5-grams and
filtered out sentences for which LID did not classify at least half of the 5-grams as the expected language.
5This includes each sentence pair in the forward and reverse direction (e.g., an Arabic–French sentence
pair appears once from Arabic to French and once from French to Arabic).
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English data than several Czech–English datasets used for English paraphrasing (Wieting,
Mallinson, and Gimpel, 2017; Hu et al., 2019b).
We used sentencepiece (Kudo and Richardson, 2018) to created a unigram sampled
model (Kudo, 2018) with a vocabulary size of 64k, with a sentences length of 200. We sam-
pled when applying the segmentation model to the source side, with the goal of encouraging
generalization in the encoder, but we opted not to apply sampling on the target side, in order
to avoid giving the model a large number of ways to generate the same word (which creates
problems with techniques like constrained decoding, for example).
The target sentences are prefixed with an ISO 639-1 language code corresponding to the
target sentence language, e.g., 〈de〉 for German. At test time, we force decode the language
tag for the desired language prior to generation. We chose this method over the approach
of placing the target-language tag on the source in order to remove the possibility that the
encoder does anything target-language specific with this tag.
4.3.2 Model
We trained on a p3.16xlarge instance rented from Amazon AWS, which has 8 Volta
V100 GPUs with 16 GB of memory each. We trained a Transformer model (Vaswani et al.,
2017) in fairseq (Ott et al., 2019) with eight encoder and decoder layers (for a total of 16), an
embedding size of 1280, feed forward layer size of 12288, 20 attention heads, learning rate
of 0.0004, batch size of 1800 tokens with gradient accumulation over 200 batches, gradient
clipping of 1.2, and dropout of 0.1. We trained for 6 epochs, which took approximately 9
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days. The model has approximately 745M parameters. The model sizes were chosen to be
as large as we could train in a reasonable amount of time. As a contrastive model, we trained
another paraphraser on ParaBank2, using a Transformer. As this paraphraser only needs to
learn a single language, we use a smaller model consisting of 8-layer encoder/decoder, 1024
dimensional embeddings, feed-forward size of 8192, and 16 attention heads.
4.4 Human Evaluation
We conducted a manual evaluation on English and two non-English languages for which
we could find annotators. For English, we use Mechanical Turk workers, following Hu et al.
(2019a). We then perform smaller scale evaluations in German and Spanish, with the help
of colleagues who are native speakers.
4.4.1 English Evaluation
Following Hu et al. (2019b), we perform human evaluation to judge the quality of our
paraphraser. We evaluate first in English, using Mechanical Turk workers who were selected
from a curated whitelist of previously vetted workers. Annotators were presented with
a reference sentence and four paraphrases: three paraphrases from our system (at three
different operating points), and one trained on ParaBank2, presented in random order. For
each paraphrase, the annotators were asked to (1) rate the paraphrase as (i) grammatical,
(ii) having one or two small grammatical errors, or (iii) ungrammatical, and (2) rate the
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semantic similarity of the paraphrase using an analog slider bar from 1–100. We randomly
select 200 sentences from the English side of the WMT19 German–English test set (Barrault
et al., 2019) and obtain ratings from three annotators, for each sentence at each paraphrase






























Figure 4.3: Human judgments of English paraphrases for semantic similarity (rated 1-100)
and the percentage of sentences produced which were rated as grammatical, as a function
of lexical/syntactic diversity (measured via uncased BLEU between input and output).
We evaluated our generation method at three operating points (α=0.0005, α=0.003, and
α=0.006). α=0.003 was chosen to match the BLEU of the Paracrawl2 system. At that
operating point, humans rated our system more semantically similar to the reference (87.5
vs. 81.0), and grammatical slightly more often (95.0% vs. 94.5%).
For our system, we choose three operating points: α = 0.0005, α=0.003, and α=0.006
(Figure 4.2). We used a beam size of 5 in all cases. The middle point of α=0.003 was
chosen so as to produce output with the same lexical/semantic diversity as the model trained
on ParaBank2, as measured by lowercased BLEU (Papineni et al., 2002) between the input
and output of each paraphraser on the test set. At this operating point, the paraphrases from
our system were judged to be both more semantically similar to the input and grammatical
slightly more often (Figure 4.3).
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Figure 4.4: Human judgments of German (De) and Spanish (Es) paraphrases, with English
(En) shown for reference, plotted against uncased BLEU computed between the paraphraser
input and output. The judgement criteria and α values match English settings.
We also collected human judgments in German and Spanish. We followed the annotation
procedure described for the English paraphraser except that we used colleagues who were
native speakers in these languages to avoid the complication of trying to assess the foreign
language skills of crowdsourced workers. For Spanish, we used the target side of the
WMT 2013 English–Spanish test set (Bojar et al., 2013). For German, we used the target
side of the WMT 2019 English–German test set. We obtained 50 judgments per set of 3
paraphrases by one German annotator, and 150 judgments per set of 3 paraphrases by three
Spanish annotators, both on a random sample of sentences. As before, multiple paraphrases
from our system at different operating points were shown to the annotator. The results
are shown in Figure 4.4. As we have no way to normalize between annotators in different
languages, we do not believe the results should be used to draw conclusions about the
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Beam Search Force Decode
ParaBank2 -14.7 -31.5
This Work -6.39 -8.41
Table 4.1: Comparison between the log probability of force decoding the input as the output
vs beam search. Computed on the English side of WMT19 De-En. The model trained on
ParaBank2 has a strong aversion to the reference, as it is trained to produce output with
lexical/syntactic differences with respect to the input.
relative performance of the paraphraser in these languages; however, we note the trends are
similar in all three languages.
One interesting anecdote from the German and Spanish evaluation is that annotators in
both languages reported occasionally seeing grammatical errors in the reference which were
subsequently corrected by the paraphraser. This suggests that the paraphraser may useful
for grammatical error correction, however we leave an investigation of this to future work.
4.5 Sentence Similarity
In addition to serving as a generative model, a sequence-to-sequence paraphraser can
also be used to evaluate semantic similarity between two sentences by conditioning on one
and force-decoding the other to find the probability of the second sentence given the first.
We expect generative paraphrases trained to optimize both semantic similarity and
lexical/syntactic diversity will perform poorly in this setting because one would typically
not want to penalize a lack of diversity when judging paraphrastic similarity.
To test this, we take both our model and the model trained on ParaBank2, and compare
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two situations. First, we cause each model to force decode to its own input. Second, we ask
them to produce the best translation via beam search from that same input. We hypothesize
that, on average, compared to the model trained on ParaBank2, our model would assign
higher (better) scores to its own input, relative to beam search. The results of this experiment,
averaged over the English side of WMT19 De-En, are shown in Table 4.1. As expected,
the model trained on ParaBank2 exhibits a very strong aversion to scoring its input, likely
because it has been trained to produce sentences which are lexically/syntactically different
from the input. This demonstrates the potential advantage of extracting this component into
the generation step.
In Chapter 5, we explore the idea of using the paraphraser for scoring in more detail.
Using paraphrastic similarity to judge the similarity of MT output and human references,
and find that not only does the proposed method outperform the model trained on ParaBank2
at this task, it also outperforms all prior work on MT Metrics.
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5.1 Introduction
We propose using the paraphrasing model presented in Chapter 4 as an MT metric. In
particular, we propose considering the paraphraser’s estimate of both the probability of the
MT system output sentence conditioned on the corresponding human references sentence
and the probability of the human reference sentence conditioned on the MT system output
sentence. Our method is related to bi-directional textual entailment, which has been used in
MT metrics (Padó et al., 2009; Khobragade et al., 2019); however, in contrast to prior work
our method does not require a dedicated entailment recognizer (as in Padó et al. (2009)) or a
specialized entailment dataset (as in Khobragade et al. (2019)), which severely limits the
languages in which each approach can be used.
One challenge with our approach is training the sentence-level paraphraser which is well
suited for the given task. As shown in Section 4.5, prior approaches using synthetic bitext
lead to a paraphraser which is biased away from its own input, which is clearly not optimal
for an MT metric application, as we do not want to penalize an MT system for producing
output which matches or nearly matches a human reference. Additionally, a paraphraser
would need to be trained for each language in which we perform MT evaluation. Using a
multilingual NMT model as paraphraser gets around the issues of synthetic data by using
transfer learning and furthermore allows evaluation of MT output in a large number of
languages.
A qualitative example of scoring various output sentences with our paraphraser, condi-
tioned on an input sentence, is provided in Figure 5.1. It can be seen that a copy of the input
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Word-level paraphraser log probabilities H(out|in) ↑ sBLEU ↑ LASER ↑
Copy
Jason went to school at the University of Madrid . <EOS>




Jason went to college at the University of Madrid . <EOS>
-0.08 -0.26 -0.16 -4.52 -0.13 -0.11 -0.14 -0.10 -0.10 -0.11 -0.10 -0.53 65.8 0.983
Jason attended the University of Madrid . <EOS>
-0.08 -2.02 -1.63 -0.42 -0.10 -0.09 -0.16 -0.10 -0.58 41.1 0.918
Disfluent
Paraphrase
Jason went school at the University of Madrid . <EOS>
-0.08 -0.26 -7.21 -0.12 -0.12 -0.14 -0.10 -0.10 -0.11 -0.10 -0.83 70.7 0.993
Jason went to school at the University Madrid . <EOS>
-0.08 -0.26 -0.16 -0.16 -0.12 -0.11 -0.14 -11.62 -0.12 -0.10 -1.29 70.7 0.995
Jason went school at University Madrid . <EOS>
-0.08 -0.26 -7.21 -0.12 -4.82 -9.73 -0.11 -0.10 -2.80 25.4 0.984
Change
Tense
Jason goes to school at the University of Madrid . <EOS>
-0.08 -6.02 -0.17 -0.19 -0.12 -0.12 -0.15 -0.10 -0.10 -0.12 -0.10 -0.66 78.3 0.980
Jason will go to school at the University of Madrid . <EOS>
-0.08 -9.77 -0.76 -0.22 -0.19 -0.14 -0.14 -0.16 -0.10 -0.10 -0.12 -0.10 -0.99 70.8 0.960
Change
Meaning
Jason went to school at MIT . <EOS>
-0.08 -0.26 -0.16 -0.16 -0.12 -11.08 -0.49 -0.10 -1.56 41.1 0.844
Jason went to school at the University of Chicago . <EOS>
-0.08 -0.26 -0.16 -0.16 -0.12 -0.11 -0.14 -0.10 -11.59 -0.13 -0.10 -1.18 78.3 0.928
Jason went to school at the University of Berlin . <EOS>
-0.08 -0.26 -0.16 -0.16 -0.11 -0.11 -0.14 -0.10 -10.33 -0.12 -0.10 -1.06 78.3 0.957
Figure 5.1: Example word-level paraphraser log probabilities of various output sentences,
conditioned on the input sentence ”Jason went to school at the University of Madrid.”
H(out|in) denotes the length-normalized conditional log probability of the output sentence
as estimated by the paraphraser. We observe that the paraphraser generally downweights
any deviations from the input sentence, but tends to penalize deviations which change the
meaning of the sentence or introduces a disfluency more harshly. Sentence-level BLEU
with smoothing=1 (”sBLEU”) and LASER cosine similarity (”LASER”) between the input
and output sentences are shown for comparison. LASER appears to only barely penalize
disfluencies, even in the extreme case of dropping to, the, and of.
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sentence is highly probable under the paraphraser model, resulting in the desired behavior
of an MT system being rewarded for producing an output which perfectly matches a human
references. Changes which preserve the meaning of the sentence and do not introduce
disfluencies tend to be penalized by the model to some extent. However, changes which alter
the meaning of the sentence, such as changing the tense or changing content words, tend
to be penalized more harshly. Additionally, changes which retain meaning but introduce
disfluencies are also penalized by the proposed method. In contrast, we observe that the
cosine distance between LASER embeddings, which are also trained on a large collection of
parallel data in many languages, are fairly insensitive to disfluencies.
As our paraphraser is, in fact, simply a multilingual NMT model, one potential concern
about our method is that it appears somewhat circular – that is, we are evaluating the quality
of a set of MT systems with yet another MT system, thus perhaps simply moving the burden
of building a strong MT system to evaluation. However, we show that the method performs
well despite the fact that our model has translation performance significantly behind the best
WMT systems – see Section 5.6. Additionally, we show that human correlations are better
when we compute scores based on the system outputs and human references as opposed to
system outputs and source sentences. We speculate that judging the quality of a paraphrase,
given a human reference, is an easier task than translating because the human translator has
already made several decisions which make the task easier, such as translating named entities
or technical terms, choosing a correct case/gender/formality, etc which are likely sources of
error for an MT system. This would suggest that we can do a good job at evaluation, even
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without building an MT system (to use as a paraphraser for evaluation purposes) that is as
strong as the MT systems it is evaluating. It also suggests that it may be possible to further
improve our method by training a stronger multilingual NMT model, which will become
easier as compute power, datasets, and multilingual NMT methods improve in the future.
5.2 MT Metrics Data Description
The annual manual evaluation held by the Conference on Machine Translation (WMT)
(Barrault et al., 2019), collects human annotations of MT output in order to rank systems.1 In
2019, both reference-based and source-based evaluations were conducted. Direct assessment
(DA) judgements (on a scale from 1 to 100) of how well these outputs match the human
references are collected. In the case of source-based evaluation, the method is the same
except the source sentence is shown to the annotator. The obvious downside to this approach
is that it requires a bilingual annotator, but is likely more accurate and it frees up the
references to be judged as if they were produced by an MT system.
The WMT metrics task judges metrics at two granularities - segment (sentence) level,
and document (test set) level. System-level gold datasets are computed by first normalizing
reviewers judgements, and then averaging sentence-level judgements over the test set for
each system. Segment-level evaluation datasets consist of MT output pairs, along with
their reference translation, where one MT output is believed to be better than the other. In
both 2018 and 2019, relative human judgements were not collected. Instead, all pairs of
1http://statmt.org/wmt19/results.html
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sentences (for the same source sentences) which have at least a 25 point (of 100) difference
between their average, unnormalized ratings are included in the gold evaluation set. In
constructing both segment- and system-level gold datasets, only scores from annotators
which passed control tests were used. The WMT data contains over a dozen languages.
The data is primarily in the domain of news but there are also subtracks in information
technology and biomedical domains. In this work we use the news data only. In WMT
2018, all annotations were reference based except for English to Czech, which was source
based (Bojar et al., 2018). In WMT 2019, all language pairs translating out of English use
source-based evaluation, while the rest are reference-based (Barrault et al., 2019).
5.3 MT Metrics Evaluation
MT Metrics are judged based on how well they correlate with human judgments, such
as those described above.
5.3.1 Segment-Level
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where Concordant is the set of all human comparisons for which a given metric suggests
the same order and Discordant is the set of all human comparisons for which a given metric
disagrees. Ties are considered Discordant.
As in the shared task, we employ bootstrap resampling following Ma et al. (2019) and
Ma, Bojar, and Graham (2018), using the scripts released for the shared task, to estimate
confidence intervals for each metric. Metrics with non-overlapping 95% confidence intervals
are identified as having statistically significant differences in performance.
5.3.2 System-Level
System-level performance is computed following the shared task as the Pearson correla-
tion with the mean of the human judgments from Bojar et al. (2018). It is worth noting that
this is not the same as having humans make annotations at a larger granularity, such as the
system or document level, which has been shown to better distinguish human translations
from those of an MT system (Läubli, Sennrich, and Volk, 2018). We again follow the shared
task in performing bootstrap resampling to estimate statistical significance.
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5.4 Experiments and Results
In this work, we use the WMT18 metrics task data as a development set and evaluate on
the WMT19 metrics task data.
We contrast using our NMT model as a paraphraser (conditioned on the human reference)
and as an MT model (conditioned on the source). We also contrast with language model (i.e.,
scoring the system outputs, without conditioning on the source or reference). To compare
with a sentence embedding method trained in a similar way to our multilingual NMT model,
we also contrast with LASER cosine similarity between MT system output and human
references.
5.4.1 Primary Model
Our paraphraser is a large multilingual NMT model. The model is not trained on
paraphrase examples – paraphrasing is treated as a zero-shot “translation” language pair.
Model training is described in detail in Section 4.3.2, and the data trained on is described in
detail in Section 4.3.1.
For the purposes of analysis, we computed the BLEU scores of our model (as an
MT model) on the WMT18 and WMT19 MT test sets: Table 5.1 shows BLEU score for
multilingual system on WMT newstest18 testset, compared to BLEU for the best WMT18
system. In most cases, our system is significantly behind the best system in terms of BLEU
score. Table 5.2 shows BLEU score for multilingual system on WMT newstest19 testset,
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Languages BLEU
Best WMT18 Multilingual Δ
cs-en 33.9 30.5 -3.4
de-en 48.4 41.7 -6.7
en-cs 26.0 21.2 -4.8
en-de 48.3 38.8 -9.5
en-et 25.2 21.6 -3.6
en-fi 18.2 15.3 -2.9
en-ru 34.8 27.6 -7.2
et-en 30.9 29.6 -1.3
fi-en 25.6 23.6 -2.0
ru-en 34.9 32.9 -2.0
en-tr 20.0 17.3 -2.7
tr-en 28.0 28.2 +0.2
en-zh 43.8 29.1 -14.7
zh-en 29.3 20.4 -8.9
Table 5.1: BLEU scores for multilingual NMT system on WMT18 testset, compared to best
system from WMT. Our multilingual system substantially underperforms the best wmt18
MT systems at the task of translation.
compared to BLEU for the best WMT19 system. Note that the multilingual model was not
trained on Gujarati. As with the WMT18 testsets, the multilingual model is significantly
behind the best WMT system in most cases.
5.4.2 Baselines
We compare to all baselines and submitted systems from the WMT18 and WMT19
shared metrics task (Ma, Bojar, and Graham, 2018; Ma et al., 2019). For more information
on the baselines and contrastive methods see Section 3.2 and Ma, Bojar, and Graham (2018)
and Ma et al. (2019).
We also compare to a recent BERT-based method BERTscore (Zhang et al., 2020). The
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Languages BLEU
Best WMT19 Multilingual Δ
cs-de 19.3 23.4 +4.1
de-cs 20.1 21.8 +1.7
de-en 42.8 35.5 -7.3
de-fr 37.3 33.9 -3.4
en-cs 29.9 24.2 -5.7
en-de 44.9 38.1 -6.8
en-fi 27.4 21.9 -5.5
en-gu 28.2 0.0 -28.2
en-kk 11.1 8.6 -2.5
en-lt 20.1 15.0 -5.1
en-ru 36.3 28.1 -8.2
en-zh 44.6 30.1 -14.5
fi-en 33.0 26.2 -6.8
fr-de 35.0 26.4 -8.6
gu-en 24.9 0.4 -24.5
kk-en 30.5 27.7 -2.8
lt-en 36.3 28.5 -7.8
ru-en 40.1 36.1 -4.0
zh-en 39.9 20.6 -19.3
Table 5.2: BLEU scores for multilingual NMT system on WMT19 testset, compared to best
system from WMT. Our multilingual system substantially underperforms the best wmt19
MT systems at the task of translation.
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authors of BERTscore did not compete in the WMT evaluations and only present results
on WMT17 and WMT18 (before BERT was incorporated into YiSi-1, in particular), so we
use their implementation2 to compare with the methods submitted to WMT19. While YiSi
frames the problem of comparing two sentences as finding the best alignment between their
semantic parse trees, BERTscore simply performs a greedy matching between the tokens
in each sentence; however, both use contextualized embeddings as their measure of token
similarity.
5.4.3 Contrastive Model: ParaBank2 Paraphraser
In English, we compare to our scoring method using a paraphraser trained on the
ParaBank2 dataset (Hu et al., 2019a). The training of this model is also described in
Section 4.3.2.
5.4.4 Contrastive Method: Paraphrastic Similarity
(LASER)
As a contrastive experiment, we compare to a paraphrastic similarity method. We
choose cosine similarity of LASER embeddings (Artetxe and Schwenk, 2018), as there is
a pretrained model available for easy replication, it is multilingual (here we will compare
within a single language, but being multilingual allows us to apply the method in all WMT
2https://github.com/Tiiiger/bert_score
59
CHAPTER 5. MACHINE TRANSLATION EVALUATION AS PARAPHRASTIC
SIMILARITY
languages), and it has shown state-of-the-art performance in related areas including sentence
filtering (Chaudhary et al., 2019) and sentence alignment (Thompson and Koehn, 2019)
(see Chapter 6). We speculate that LASER will have trouble dealing with fluency errors
based on a qualitative inspection of a few examples, which suggest that even fairly extreme
disfluencies do not significantly change LASER embeddings (see Figure 5.1).
5.4.5 Contrastive Method: Language Model
We were interested in the extent to which fluency alone could be used to predict human
judgments. To this end, we trained a multilingual language model, on the same data as the
multilingual NMT system. We train with a language token prefix, and force decode the
language token at test time. The model architecture is based on GPT-2 (Radford et al., 2019),
and we use the fairseq (Ott et al., 2019) “transformer lm gpt2 small” implementation.
We train for 200k updates of approximately 131k tokens, which takes approximately
3 weeks on 4 TITAN RTX GPUs. The model has 369,281,024 parameters. We train
with shared embeddings and a learning rate of 0.0005, and we stop gradients at sentence
boundaries, as the model will be used to evaluate individual sentences. Other parameters
match the fairseq defaults. We score the MT system outputs with the language model. This
system can be viewed as an extreme version of quality estimation, where we not only do
not have access to a human reference but we do not even use the source, either. We show
language model results as analysis, as we believe it is a reasonable measure of fluency;
clearly this would make for a very poor metric as it is trivial to game.
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5.5 Method Development
We first conduct several preliminary experiments on the development set to determine
how best to utilize the word-level scores from the paraphraser for the task of judging MT
system outputs. Based on the findings of Junczys-Dowmunt (2018), which use MT systems
to score forward and reverse for the purpose of data filtering, we expect that the paraphraser
will be more forgiving of dropping content from the output which is present in the input that
of extra content in the output which is not present in the input. This suggests that we should
combine the scores from the MT system output conditioned on the reference and the scores
of the reference conditioned on the MT system output. However, it is not clear what relative
weighting of the two scores is best, and it is also not clear if the scores should be normalized
for length, as in Junczys-Dowmunt (2018).
Figure 5.2 shows the results of sweeping the relative weight between each scores, with
and without length normalization, on the development set. We find that a combination
of equal amounts of length normalized scores in each direction has the best correlation
with human judgments. For brevity, let H(y) denote the length-normalized normalized log
probability of a sequence y under a given language model, and let H(y|x) denote the same
but conditioned on another sequence y under a given translation model. Length is measured
in subwords.
For the purpose of analysis, we are also interested in how our multilingual NMT model,
when provided the source instead of a human reference, performs at judging the output of MT
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+ (1− α) log p(ref |sys)
Lref
α log p(sys|ref) + (1− α) log p(ref |sys)
Figure 5.2: Average WMT18 segment-level performance (equal weighting for each lan-
guage pair) for different weightings (α) of p(sys|ref) and p(ref |sys) contributions. The
p(sys|ref) (α = 1) term is a better predictor of human judgments than the p(ref |sys)
(α = 0) term, but equal weighting of the two produces the best results. Normalizing log
probabilities by the number of src/ref tokens, Lsrc and Lref , provides a small benefit (note
that Lref is the same for all systems, so there is no difference at α = 0).
systems.3 Since our paraphraser is simply a multilingual NMT model, it is straightforward to
compare directly between using it as an MT metric (i.e., paraphrasing) vs quality estimation
(i.e., translating).
Repeating the experiment described above, except conditioning on the source instead of
the human translation, we find that the score for the output given the source is much more
3This setting does not use the human reference, and is referred to “Quality Estimation as a Metric” in the
literature.
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= αH(sys|src) + (1− α)H(src|sys)
Figure 5.3: Contrastive experiment: use multilingual NMT model to score similarity
of source and system output (i.e., use NMT system for quality estimation). p(sys|src)
performs much better than p(src|sys), which is at best marginally helpful.
useful for predicting human judgments, and adding the score for the source given the output
is harmful or only marginally helpful – see Figure 5.3.
We were interested in whether the adding a term which penalizes the absolute difference
in probability between the reference and system output would be helpful, as is the case in
sentence filtering (Junczys-Dowmunt, 2018). We find that the extra term is harmful in all
cases – see Figure 5.4.
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H(ref |sys)− α|H(sys|ref)−H(ref |sys)|
Figure 5.4: Dual conditional cross entropy uses the absolute difference between MT systems
scored in each direction. We apply the same idea to paraphrastic similarity, and find it is
harmful with respect to human judgments.
5.6 Main Experiments and Results
We present results on the WMT18 human judgments (which we used to choose the
weighting between H(src|sys) and H(sys|src) and whether or not to apply normalization)
and WTM19 human judgments (which we treat as a test set), for both segment- and system-
level.
As noted in Ma, Bojar, and Graham (2018), BLEU had reasonable human correlation
when all WMT19 submissions were considered, but when considering only the top 4 systems,
in many cases had negative human correlation. We compared our proposed method to BLEU
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cs-en de-en et-en fi-en ru-en tr-en zh-en
n 5110 77811 56721 15648 10404 8525 33357
BEER 0.295 0.481 0.341 0.232 0.288 0.229 0.214
BERTSCORE-F 0.404 0.550 0.397 0.296 0.340 0.292 0.253
BLEND 0.322 0.492 0.354 0.226 0.290 0.232 0.217
CHARACTER 0.256 0.450 0.286 0.185 0.244 0.172 0.202
CHRF♣ 0.288 0.479 0.328 0.229 0.269 0.210 0.208
CHRF+♣ 0.288 0.479 0.332 0.234 0.279 0.218 0.207
ITER 0.198 0.396 0.235 0.128 0.139 -0.029 0.144
LASER 0.310 0.494 0.364 0.232 0.257 0.248 0.207
METEOR++ 0.270 0.457 0.329 0.207 0.253 0.204 0.179
RUSE 0.347 0.498 0.368 0.273 0.311 0.259 0.218
SENTBLEU♣ 0.233 0.415 0.285 0.154 0.228 0.145 0.178
UHH TSKM 0.274 0.436 0.300 0.168 0.235 0.154 0.151
YISI-0 0.301 0.474 0.330 0.225 0.294 0.215 0.205
YISI-1 0.319 0.488 0.351 0.231 0.300 0.234 0.211
YISI-1 SRL 0.317 0.483 0.345 0.237 0.306 0.233 0.209
H(sys|ref) +H(ref |sys) (Multilingual) 0.423 0.560 0.409 0.317 0.366 0.309 0.263
H(sys|ref) (Multilingual) 0.390 0.552 0.395 0.293 0.361 0.293 0.247
H(sys|ref) +H(ref |sys) (ParaBank2) 0.386 0.538 0.399 0.309 0.340 0.275 0.244
H(sys|src) (Multilingual) 0.355 0.515 0.370 0.257 0.308 0.213 0.194
H(sys) (Multilingual Language Model) 0.285 0.438 0.285 0.198 0.280 0.123 0.192
Table 5.3: WMT18 Segment-level results, to English. n denotes number of pairwise
judgments. Bold denotes the top scoring method, and any other methods with a 95%
confidence interval which overlaps with the 95% confidence interval of the top scoring
method. ♣:WMT18 Baseline :WMT18 Metric Submission
on only the top 4 submitted systems in Section 5.6.5.
5.6.1 Segment-Level WMT18 (Development Set) Results
Full segment-level results for each language pair on the dev set (WMT18) are shown in
Table 5.3 and Table 5.4.
Here we see that the proposed method substantially outperforms the best MT Metric
from WMT 18. We find that our multilingual NMT model used as a paraphraser and the
human references performs the best in all cases, outperforming the same NMT model
conditioned instead on the source. Somewhat surprisingly, using our multilingual NMT
model as quality estimator (e.g., without access to the reference) also outperforms all
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en-cs en-de en-et en-fi en-ru en-tr en-zh
n 5413 19711 32202 9809 22181 1358 28602
BEER 0.518 0.686 0.558 0.511 0.403 0.374 0.302
BERTSCORE-F 0.559 0.727 0.584 0.538 0.424 0.389 0.364
BLEND − − − − 0.394 − −
CHARACTER 0.414 0.604 0.464 0.403 0.352 0.404 0.313
CHRF♣ 0.516 0.677 0.572 0.520 0.383 0.409 0.328
CHRF+♣ 0.513 0.680 0.573 0.525 0.392 0.405 0.328
ITER 0.333 0.610 0.392 0.311 0.291 0.236 −
LASER 0.480 0.677 0.585 0.511 0.402 0.432 0.338
SENTBLEU♣ 0.389 0.620 0.414 0.355 0.330 0.261 0.311
YISI-0 0.471 0.661 0.531 0.464 0.394 0.376 0.318
YISI-1 0.496 0.691 0.546 0.504 0.407 0.418 0.323
YISI-1 SRL − 0.696 − − − − 0.310
H(sys|ref) +H(ref |sys) (Multilingual) 0.667 0.799 0.705 0.667 0.469 0.574 0.371
H(sys|ref) (Multilingual) 0.647 0.786 0.639 0.617 0.464 0.510 0.337
H(sys|src) (Multilingual) 0.552 0.732 0.636 0.626 0.409 0.505 0.298
H(sys) (Multilingual Language Model) 0.459 0.655 0.408 0.511 0.375 0.331 0.221
Table 5.4: WMT18 Segment-level results, from English. n denotes number of pairwise
judgments. Bold denotes the top scoring method, and any other methods with a 95%
confidence interval which overlaps with the 95% confidence interval of the top scoring
method. ♣:WMT18 Baseline :WMT18 Metric Submission
WMT18 MT metrics submissions. Our method also outperforms BERTscore (which was
not submitted to WMT18) in all language pairs going into English, albeit with overlapping
95% confidence intervals in most cases. Going out of English, we outperform BERTscore
in all cases, and do so by a significant margin in nearly all of them.
The multilingual paraphraser also outperforms the model trained on ParaBank2 in all
language pairs, although their 95% confidence intervals overlap in most cases. (Of course,
the model trained on ParaBank2 only works going into English, whereas our multilingual
model works in many languages.) We hypothesize that this may be, at least in part, due to
the bias noted in Section 4.5.
Our method significantly outperforms LASER. We hypothesis that this is due at least
in part to improved performance on distinguishing fluent from disfluent translations, but
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evaluation on a dataset with separate fluency and adjacency judgments would be necessary
to test this hypothesis.
The language model scores perform much worse than the multilingual model as a
paraphraser or an MT model, as one would expect, but we do obtain the somewhat amusing
result that a language model probability score is in many cases a better predictor of human
judgments than sentenceBLEU.
5.6.2 Segment-Level WMT19 (Test Set) Results
Table 5.5, Table 5.6, and Table 5.7 show segment-level results for WMT19. Note that
Gujarati was not included in the training data for the multilingual paraphraser, resulting
in very poor performance in that language. The results largely track with the WMT18
results except that YiSi has improved significantly due to the use of BERT. The proposed
paraphrasing system still achieves the best results in nearly all language pairs, but the
same model as a QE Metric is now outperformed by the YiSi-1 metric. Here, all of the
language pairs out of English were evaluated with source-based evaluation, while the rest
were evaluated with reference-based evaluation. Here we see no significant difference,
supporting the hypothesis that paraphrastic similarity to a human reference is a good metric
even when that reference was not used to judge the systems.
We find that the BERTscore and YiSi-1 have very similar performance – both perform
well into English but are significantly behind the proposed model in most other languages.
The fact that our model is multilingual allows us to explore the extent to which the human
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de-en fi-en gu-en kk-en lt-en ru-en zh-en
n 85365 38307 31139 27094 21862 46172 31070
BEER 0.128 0.283 0.260 0.421 0.315 0.189 0.371
BERTR 0.142 0.331 0.291 0.421 0.353 0.195 0.399
BERTSCORE-F 0.176 0.345 0.320 0.432 0.381 0.223 0.430
CHARACTER 0.101 0.253 0.190 0.340 0.254 0.155 0.337
CHRF♣ 0.122 0.286 0.256 0.389 0.301 0.180 0.371
CHRF+♣ 0.125 0.289 0.257 0.394 0.303 0.182 0.374
EED 0.120 0.281 0.264 0.392 0.298 0.176 0.376
ESIM 0.167 0.337 0.303 0.435 0.359 0.201 0.396
HLEPORA BASELINE − − − 0.372 − − 0.339
LASER 0.151 0.301 0.305 0.420 0.325 0.193 0.397
METEOR++ 2.0(SYNTAX) 0.084 0.274 0.237 0.395 0.291 0.156 0.370
METEOR++ 2.0(SYNTAX+COPY) 0.094 0.273 0.244 0.402 0.287 0.163 0.367
PREP 0.030 0.197 0.192 0.386 0.193 0.124 0.267
SENTBLEU♣ 0.056 0.233 0.188 0.377 0.262 0.125 0.323
WMDO 0.096 0.281 0.260 0.420 0.300 0.162 0.362
YISI-0 0.117 0.271 0.263 0.402 0.289 0.178 0.355
YISI-1 0.164 0.347 0.312 0.440 0.376 0.217 0.426
YISI-1 SRL 0.199 0.346 0.306 0.442 0.380 0.222 0.431
IBM1-MORPHEME −0.074 0.009 − − 0.069 − −
IBM1-POS4GRAM −0.153 − − − − − −
LASIM −0.024 − − − − 0.022 −
LP −0.096 − − − − −0.035 −
UNI 0.022 0.202 − − − 0.084 −
UNI+ 0.015 0.211 − − − 0.089 −
YISI-2 0.068 0.126 −0.001 0.096 0.075 0.053 0.253
YISI-2 SRL 0.068 − − − − − 0.246
H(sys|ref) +H(ref |sys) (Multilingual) 0.204 0.357 0.313 0.434 0.382 0.225 0.438
H(sys|ref) (Multilingual) 0.183 0.344 0.277 0.419 0.381 0.218 0.412
H(sys|ref) +H(ref |sys) (ParaBank2) 0.184 0.341 0.326 0.425 0.373 0.207 0.432
H(sys|src) (Multilingual) 0.109 0.300 0.102 0.391 0.356 0.178 0.336
H(sys) (Multilingual Language Model) 0.083 0.253 0.165 0.120 0.281 0.130 0.210
Table 5.5: WMT19 Segment-level results, to English. n denotes number of pairwise
judgments. Bold denotes the top scoring method, and any other methods with a 95%
confidence interval which overlaps with the 95% confidence interval of the top scoring
method. ♣:WMT19 Baseline :WMT19 Metric Submission :WMT19 QE-as-Metric
Submission
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en-cs en-de en-fi en-gu en-kk en-lt en-ru en-zh
n 27178 99840 31820 11355 18172 17401 24334 18658
BEER 0.443 0.316 0.514 0.537 0.516 0.441 0.542 0.232
BERTSCORE-F 0.485 0.345 0.524 0.558 0.533 0.463 0.580 0.347
CHARACTER 0.349 0.264 0.404 0.500 0.351 0.311 0.432 0.094
CHRF♣ 0.455 0.326 0.514 0.534 0.479 0.446 0.539 0.301
CHRF+♣ 0.458 0.327 0.514 0.538 0.491 0.448 0.543 0.296
EED 0.431 0.315 0.508 0.568 0.518 0.425 0.546 0.257
ESIM − 0.329 0.511 − 0.510 0.428 0.572 0.339
HLEPORA BASELINE − − − 0.463 0.390 − − −
LASER 0.408 0.334 0.509 0.340 0.363 0.396 0.511 0.284
SENTBLEU♣ 0.367 0.248 0.396 0.465 0.392 0.334 0.469 0.270
YISI-0 0.406 0.304 0.483 0.539 0.494 0.402 0.535 0.266
YISI-1 0.475 0.351 0.537 0.551 0.546 0.470 0.585 0.355
YISI-1 SRL − 0.368 − − − − − 0.361
IBM1-MORPHEME −0.135 −0.003 −0.005 − − −0.165 − −
IBM1-POS4GRAM − −0.123 − − − − − −
LASIM − 0.147 − − − − −0.24 −
LP − −0.119 − − − − −0.158 −
UNI 0.060 0.129 0.351 − − − 0.226 −
UNI+ − − − − − − 0.222 −
USFD − −0.029 − − − − 0.136 −
USFD-TL − −0.037 − − − − 0.191 −
YISI-2 0.069 0.212 0.239 0.147 0.187 0.003 −0.155 0.044
YISI-2 SRL − 0.236 − − − − − 0.034
H(sys|ref) +H(ref |sys) (Multilingual) 0.582 0.426 0.591 0.313 0.531 0.558 0.584 0.376
H(sys|ref) (Multilingual) 0.569 0.402 0.565 0.259 0.464 0.542 0.630 0.364
H(sys|src) (Multilingual) 0.470 0.402 0.555 0.215 0.507 0.499 0.486 0.287
H(sys) (Multilingual Language Model) 0.439 0.329 0.477 0.181 0.284 0.430 0.586 0.279
Table 5.6: WMT19 Segment-level results, from English. n denotes number of pairwise
judgments. Bold denotes the top scoring method, and any other methods with a 95%
confidence interval which overlaps with the 95% confidence interval of the top scoring
method. ♣:WMT19 Baseline :WMT19 Metric Submission :WMT19 QE-as-Metric
Submission
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de-cs de-fr fr-de
n 35793 4862 1369
BEER 0.337 0.293 0.265
BERTSCORE-F 0.352 0.325 0.274
CHARACTER 0.232 0.251 0.224
CHRF♣ 0.326 0.284 0.275
CHRF+♣ 0.326 0.284 0.278
EED 0.345 0.301 0.267
ESIM 0.331 0.290 0.289
HLEPORA BASELINE 0.207 0.239 −
LASER 0.397 0.352 0.348
SENTBLEU♣ 0.203 0.235 0.179
YISI-0 0.331 0.296 0.277
YISI-1 0.376 0.349 0.310
YISI-1 SRL − 0.299
IBM1-MORPHEME 0.048 −0.013 −0.053
IBM1-POS4GRAM − −0.074 −0.097
YISI-2 0.199 0.186 0.066
H(sys|ref) +H(ref |sys) (Multilingual) 0.458 0.453 0.427
H(sys|ref) (Multilingual) 0.434 0.432 0.379
H(sys|src) (Multilingual) 0.444 0.374 0.312
H(sys) (Multilingual Language Model) 0.293 0.247 0.142
Table 5.7: WMT19 Segment-level results, non-English. n denotes number of pairwise
judgments. Bold denotes the top scoring method, and any other methods with a 95%
confidence interval which overlaps with the 95% confidence interval of the top scoring
method. ♣:WMT19 Baseline :WMT19 Metric Submission :WMT19 QE-as-Metric
Submission
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reference actually improves our model’s ability to judge MT system output, compared to
using the source instead.4 Comparing the performance of our method with access to the
human reference (Prism-ref) vs our method with access to only the source (Prism-src), we
find that the reference-based method statistically outperforms the source-based method in
all but one language pair. We find the case where they are not statistically different, de-cs, to
be particularly interesting: de-cs was the only language pair in WMT 19 where the systems
were unsupervised (i.e., did not use parallel training data). As a result, it is the only language
pair where our model outperformed the best WMT system at translation. In most cases, our
model is substantially worse at translation than the best WMT systems. For example, in
en-de and zh-en, two language pairs where strong NMT systems were especially problematic
for MT metrics, the Prism model is 6.8 and 19.2 BLEU points behind the strongest WMT
systems, respectively. Thus the performance difference between Prism-ref and Prism-src
would suggest that the model needs no help in judging MT systems which are weaker than
it is, but the human references are assisting our model in evaluating MT systems which are
stronger than it is. This means that we have not simply reduced the task of MT evaluation
to that of building a SOTA MT system. We see that a reasonably good (but not SOTA)
multilingual NMT system, with help from the human references, can be a SOTA MT metric
and judge SOTA MT systems.
4The underlying assumption in all of MT metrics is that the work done by the human translator makes it
is easier to automatically judge the quality of MT output. However, if our model or the MT systems being
judged were strong enough, we would expect this assumption to break down.
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cs-en de-en et-en fi-en ru-en tr-en zh-en
n 5 16 14 9 8 5 14
BEER 0.958 0.994 0.985 0.991 0.982 0.870 0.976
BERTSCORE-F 0.990 0.999 0.990 0.998 0.935 0.499 0.956
BLEND 0.973 0.991 0.985 0.994 0.993 0.801 0.976
BLEU♣ 0.970 0.971 0.986 0.973 0.979 0.657 0.978
CDER♣ 0.972 0.980 0.990 0.984 0.980 0.664 0.982
CHARACTER 0.970 0.993 0.979 0.989 0.991 0.782 0.950
CHRF♣ 0.966 0.994 0.981 0.987 0.990 0.452 0.960
CHRF+♣ 0.966 0.993 0.981 0.989 0.990 0.174 0.964
ITER 0.975 0.990 0.975 0.996 0.937 0.861 0.980
LASER 0.978 0.986 0.953 0.984 0.489 0.968 0.591
METEOR++ 0.945 0.991 0.978 0.971 0.995 0.864 0.962
NIST♣ 0.954 0.984 0.983 0.975 0.973 0.970 0.968
PER♣ 0.970 0.985 0.983 0.993 0.967 0.159 0.931
RUSE 0.981 0.997 0.990 0.991 0.988 0.853 0.981
TER♣ 0.950 0.970 0.990 0.968 0.970 0.533 0.975
UHH TSKM 0.952 0.980 0.989 0.982 0.980 0.547 0.981
WER♣ 0.951 0.961 0.991 0.961 0.968 0.041 0.975
YISI-0 0.956 0.994 0.975 0.978 0.988 0.954 0.957
YISI-1 0.950 0.992 0.979 0.973 0.991 0.958 0.951
YISI-1 SRL 0.965 0.995 0.981 0.977 0.992 0.869 0.962
H(sys|ref) +H(ref |sys) (Multilingual) 0.988 0.995 0.971 0.998 0.995 0.730 0.989
H(sys|ref) (Multilingual) 0.985 0.994 0.970 0.979 0.978 0.117 0.980
H(sys|ref) +H(ref |sys) (ParaBank2) 0.992 0.989 0.964 0.998 0.996 0.896 0.986
H(sys|src) (Multilingual) 0.984 0.991 0.964 0.987 0.970 0.896 0.958
H(sys) (Multilingual Language Model) 0.986 0.970 0.954 0.898 0.951 0.891 0.972
Table 5.8: WMT18 System-level results, to English. n denotes number of MT systems Bold
denotes the top scoring method, and any other methods with a 95% confidence interval
which overlaps with the 95% confidence interval of the top scoring method. ♣:WMT18
Baseline :WMT18 Metric Submission
5.6.3 System-Level WMT18 (Development Set) Results
Table 5.8 and Table 5.9 show system-level metric performance on WMT18. Here, in
contrast to segment-level performance, the results appear much more random. However,
this is not inconsistent with other metrics (e.g., YiSi was previously the best performing
segment-level metric but was not a clear winner at system-level).
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en-cs en-de en-et en-fi en-ru en-tr en-zh
n 5 16 14 12 9 8 14
BEER 0.992 0.991 0.980 0.961 0.988 0.965 0.928
BERTSCORE-F 0.997 0.989 0.982 0.972 0.990 0.908 0.967
BLEND − − − − 0.988 − −
BLEU♣ 0.995 0.981 0.975 0.962 0.983 0.826 0.947
CDER♣ 0.997 0.986 0.984 0.964 0.984 0.861 0.961
CHARACTER 0.993 0.989 0.956 0.974 0.983 0.833 0.983
CHRF♣ 0.990 0.990 0.981 0.969 0.989 0.948 0.944
CHRF+♣ 0.990 0.989 0.982 0.970 0.989 0.943 0.943
ITER 0.915 0.984 0.981 0.973 0.975 0.865 −
LASER 0.995 0.965 0.937 0.978 0.993 0.895 0.978
NIST♣ 0.999 0.986 0.983 0.949 0.990 0.902 0.950
PER♣ 0.991 0.981 0.958 0.906 0.988 0.859 0.964
TER♣ 0.997 0.988 0.981 0.942 0.987 0.867 0.963
WER♣ 0.997 0.986 0.981 0.945 0.985 0.853 0.957
YISI-0 0.973 0.985 0.968 0.944 0.990 0.990 0.957
YISI-1 0.987 0.985 0.979 0.940 0.992 0.976 0.963
YISI-1 SRL − 0.990 − − − − 0.952
H(sys|ref) +H(ref |sys) (Multilingual) 0.962 0.987 0.973 0.976 0.989 0.894 0.977
H(sys|ref) (Multilingual) 0.926 0.993 0.929 0.964 0.980 0.878 0.939
H(sys|src) (Multilingual) 0.850 0.984 0.949 0.964 0.960 0.864 0.940
H(sys) (Multilingual Language Model) 0.854 0.985 0.837 0.938 0.959 0.830 0.859
Table 5.9: WMT18 System-level results, from English. n denotes number of MT systems
Bold denotes the top scoring method, and any other methods with a 95% confidence interval
which overlaps with the 95% confidence interval of the top scoring method. ♣:WMT18
Baseline :WMT18 Metric Submission
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de-en fi-en gu-en kk-en lt-en ru-en zh-en
n 16 12 11 11 11 14 15
BEER 0.906 0.993 0.952 0.986 0.947 0.915 0.942
BERTR 0.926 0.984 0.938 0.990 0.948 0.971 0.974
BERTSCORE-F 0.949 0.987 0.981 0.980 0.962 0.921 0.983
BLEU♣ 0.849 0.982 0.834 0.946 0.961 0.879 0.899
CDER♣ 0.890 0.988 0.876 0.967 0.975 0.892 0.917
CHARACTER 0.898 0.990 0.922 0.953 0.955 0.923 0.943
CHRF♣ 0.917 0.992 0.955 0.978 0.940 0.945 0.956
CHRF+♣ 0.916 0.992 0.947 0.976 0.940 0.945 0.956
EED 0.903 0.994 0.976 0.980 0.929 0.950 0.949
ESIM 0.941 0.971 0.885 0.986 0.989 0.968 0.988
HLEPORA BASELINE − − − 0.975 − − 0.947
HLEPORB BASELINE − − − 0.975 0.906 − 0.947
LASER 0.922 0.994 0.980 0.965 0.979 0.957 0.941
METEOR++ 2.0(SYNTAX) 0.887 0.995 0.909 0.974 0.928 0.950 0.948
METEOR++ 2.0(SYNTAX+COPY) 0.896 0.995 0.900 0.971 0.927 0.952 0.952
NIST♣ 0.813 0.986 0.930 0.942 0.944 0.925 0.921
PER♣ 0.883 0.991 0.910 0.737 0.947 0.922 0.952
PREP 0.575 0.614 0.773 0.776 0.494 0.782 0.592
SACREBLEU.BLEU♣ 0.813 0.985 0.834 0.946 0.955 0.873 0.903
SACREBLEU.CHRF♣ 0.910 0.990 0.952 0.969 0.935 0.919 0.955
TER♣ 0.874 0.984 0.890 0.799 0.960 0.917 0.840
WER♣ 0.863 0.983 0.861 0.793 0.961 0.911 0.820
WMDO 0.872 0.987 0.983 0.998 0.900 0.942 0.943
YISI-0 0.902 0.993 0.993 0.991 0.927 0.958 0.937
YISI-1 0.949 0.989 0.924 0.994 0.981 0.979 0.979
YISI-1 SRL 0.950 0.989 0.918 0.994 0.983 0.978 0.977
IBM1.MORPHEME 0.345 0.740 − − 0.487 − −
IBM1.POS4GRAM 0.339 − − − − − −
LASIM 0.247 − − − − 0.310 −
LP.1 0.474 − − − − 0.488 −
UNI 0.846 0.930 − − − 0.805 −
UNI. 0.850 0.924 − − − 0.808 −
YISI-2 0.796 0.642 0.566 0.324 0.442 0.339 0.940
YISI-2 SRL 0.804 − − − − − 0.947
H(sys|ref) +H(ref |sys) (Multilingual) 0.954 0.983 0.764 0.998 0.995 0.914 0.992
H(sys|ref) (Multilingual) 0.942 0.966 0.650 0.962 0.993 0.891 0.989
H(sys|ref) +H(ref |sys) (ParaBank2) 0.949 0.979 0.925 0.993 0.981 0.948 0.994
H(sys|src) (Multilingual) 0.890 0.941 0.171 0.961 0.989 0.845 0.971
H(sys) (Multilingual Language Model) 0.835 0.926 0.414 0.706 0.937 0.854 0.789
Table 5.10: WMT19 System-level results, to English. n denotes number of MT systems
Bold denotes the top scoring method, and any other methods with a 95% confidence interval
which overlaps with the 95% confidence interval of the top scoring method. ♣:WMT19
Baseline :WMT19 Metric Submission :WMT19 QE-as-Metric Submission
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en-cs en-de en-fi en-gu en-kk en-lt en-ru en-zh
n 11 22 12 11 11 12 12 12
BEER 0.990 0.983 0.989 0.829 0.971 0.982 0.977 0.803
BERTSCORE-F 0.981 0.990 0.970 0.922 0.981 0.978 0.989 0.925
BLEU♣ 0.897 0.921 0.969 0.737 0.852 0.989 0.986 0.901
CDER♣ 0.985 0.973 0.978 0.840 0.927 0.985 0.993 0.905
CHARACTER 0.994 0.986 0.968 0.910 0.936 0.954 0.985 0.862
CHRF♣ 0.990 0.979 0.986 0.841 0.972 0.981 0.943 0.880
CHRF+♣ 0.991 0.981 0.986 0.848 0.974 0.982 0.950 0.879
EED 0.993 0.985 0.987 0.897 0.979 0.975 0.967 0.856
ESIM − 0.991 0.957 − 0.980 0.989 0.989 0.931
HLEPORA BASELINE − − − 0.841 0.968 − − −
HLEPORB BASELINE − − − 0.841 0.968 0.980 − −
LASER 0.971 0.976 0.970 0.847 0.955 0.947 0.995 0.862
NIST♣ 0.896 0.321 0.971 0.786 0.930 0.993 0.988 0.884
PER♣ 0.976 0.970 0.982 0.839 0.921 0.985 0.981 0.895
SACREBLEU.BLEU♣ 0.994 0.969 0.966 0.736 0.852 0.986 0.977 0.801
SACREBLEU.CHRF♣ 0.983 0.976 0.980 0.841 0.967 0.966 0.985 0.796
TER♣ 0.980 0.969 0.981 0.865 0.940 0.994 0.995 0.856
WER♣ 0.982 0.966 0.980 0.861 0.939 0.991 0.994 0.875
YISI-0 0.992 0.985 0.987 0.863 0.974 0.974 0.953 0.861
YISI-1 0.962 0.991 0.971 0.909 0.985 0.963 0.992 0.951
YISI-1 SRL − 0.991 − − − − − 0.948
IBM1.MORPHEME 0.871 0.870 0.084 − − 0.810 − −
IBM1.POS4GRAM − 0.393 − − − − − −
LASIM − 0.871 − − − − 0.823 −
LP.1 − 0.569 − − − − 0.661 −
UNI 0.028 0.841 0.907 − − − 0.919 −
UNI. − − − − − − 0.918 −
USFD − 0.224 − − − − 0.857 −
USFD.TL − 0.091 − − − − 0.771 −
YISI-2 0.324 0.924 0.696 0.314 0.339 0.055 0.766 0.097
YISI-2 SRL − 0.936 − − − − − 0.118
H(sys|ref) +H(ref |sys) (Multilingual) 0.958 0.988 0.949 0.624 0.978 0.937 0.918 0.898
H(sys|ref) (Multilingual) 0.937 0.985 0.940 0.563 0.948 0.927 0.925 0.896
H(sys|src) (Multilingual) 0.865 0.976 0.933 0.444 0.959 0.908 0.822 0.793
H(sys) (Multilingual Language Model) 0.881 0.965 0.914 0.434 0.860 0.892 0.954 0.919
Table 5.11: WMT19 System-level results, from English. n denotes number of MT systems
Bold denotes the top scoring method, and any other methods with a 95% confidence interval
which overlaps with the 95% confidence interval of the top scoring method. ♣:WMT19
Baseline :WMT19 Metric Submission :WMT19 QE-as-Metric Submission
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de-cs de-fr fr-de
n 11 11 10
BEER 0.978 0.941 0.848
BERTSCORE-F 0.969 0.971 0.899
BLEU♣ 0.941 0.891 0.864
CDER♣ 0.864 0.949 0.852
CHARACTER 0.965 0.928 0.849
CHRF♣ 0.974 0.931 0.864
CHRF+♣ 0.972 0.936 0.848
EED 0.982 0.940 0.851
ESIM 0.980 0.950 0.942
HLEPORA BASELINE 0.941 0.814 −
HLEPORB BASELINE 0.959 0.814 −
LASER 0.987 0.941 0.855
NIST♣ 0.954 0.916 0.862
PER♣ 0.875 0.857 0.899
SACREBLEU.BLEU♣ 0.869 0.891 0.869
SACREBLEU.CHRF♣ 0.975 0.952 0.882
TER♣ 0.890 0.956 0.895
WER♣ 0.872 0.956 0.894
YISI-0 0.978 0.952 0.820
YISI-1 0.973 0.969 0.908
YISI-1 SRL − − 0.912
IBM1.MORPHEME 0.355 0.509 0.625
IBM1.POS4GRAM − 0.085 0.478
YISI-2 0.606 0.721 0.530
H(sys|ref) +H(ref |sys) (Multilingual) 0.976 0.936 0.911
H(sys|ref) (Multilingual) 0.973 0.918 0.816
H(sys|src) (Multilingual) 0.973 0.889 0.739
H(sys) (Multilingual Language Model) 0.957 0.847 0.589
Table 5.12: WMT19 System-level results, non-English. n denotes number of MT systems
Bold denotes the top scoring method, and any other methods with a 95% confidence interval
which overlaps with the 95% confidence interval of the top scoring method. ♣:WMT19
Baseline :WMT19 Metric Submission :WMT19 QE-as-Metric Submission
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en-cs en-de en-fi en-gu en-kk en-lt en-ru en-zh
BLEU 0.930 -0.370 0.898 0.860 0.181 0.925 0.753 0.987
H(sys|ref) +H(ref |sys) (Multilingual) 0.952 0.278 0.886 0.863 0.693 0.862 0.975 0.966
de-en fi-en gu-en kk-en lt-en ru-en zh-en
BLEU -0.822 -0.275 0.966 0.958 0.625 -0.356 -0.694
H(sys|ref) +H(ref |sys) (Multilingual) 0.401 0.719 0.896 0.796 0.877 0.431 0.523
de-cs de-fr fr-de
BLEU 0.812 0.495 0.983
H(sys|ref) +H(ref |sys) (Multilingual) 0.968 0.648 0.998
Table 5.13: WMT19 system level results, for top 4 systems only, out of English (top row),
into English (middle row), and non-English (bottom row). Negative correlations (bolded for
emphasis) indicate negative correlation with human judgments. Note that our models were
not trained on Gujarati (gu), but we include it for completeness.
5.6.4 System-Level WMT19 (Test Set) Results
Table 5.10, Table 5.11, and Table 5.12 show system-level metric performance on WMT19.
The trends (or, to be more specific, lack of trends) match the results on WMT18.
5.6.5 System-Level Performance on Top Four WMT Sys-
tems
Comparisons with BLEU for just the top 4 systems (as judged by humans) is shown in
Table 5.13. While the correlations with human judgments are not high in all cases for our
metric, they are at least positive.
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5.7 Conclusion
Our proposed method method outperforms or ties with all prior segment-level MT
Metrics submitted to WMT18 and WMT19, in the majority of language pairs. It also
significantly outperforms prior work on quality estimation as a metric. It does so using a
single model which does not require training on human judgments. Our findings show the
benefit of using a large neural network to compare the entire sequence, not just individual
word pairs. We also note that our model is not as strong, at translation, as many of the models
it is evaluating. This shows that we have not simply reduced the task of MT evaluation
to that of building a SOTA MT system. We see that a reasonably good (but not SOTA)
multilingual NMT system, with help from the human references, can be a SOTA MT metric
and judge SOTA MT systems.
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Figure 6.1: Sentence alignment takes sentences e1, ..., eN and f1, ..., fM and locates minimal
groups of sentences which are translations of each other, in this case (e1)-(f1, f2), (e2)-(f3),
(e3,e4)-(f4), and (e5)-(f6).
6.1 Introduction
Sentence alignment was a popular research topic in the early days of statistical MT, but
received less attention once standard sentence-aligned parallel corpora became available.
Interest in low-resource MT has led to a resurgence in data gathering methods (Buck and
Koehn, 2016a; Zweigenbaum, Sharoff, and Rapp, 2018; Koehn et al., 2019), but we find
limited recent work on bilingual sentence alignment. Additionally, it has been shown that
NMT not only benefits more from additional training data as compared to SMT (Koehn and
Knowles, 2017; Sennrich and Zhang, 2019); it is also more sensitive to errors in training data
(Khayrallah and Koehn, 2018). This suggests that NMT may benefit more from improved
sentence alignment than SMT. In this work, we present novel sentence alignment and
document alignment methods, and show that they improve downstream NMT systems.
80
CHAPTER 6. VECALIGN: ACCURATE SENTENCE ALIGNMENT IN LINEAR TIME
COMPLEXITY
6.2 Sentence Alignment Method
Figure 6.1 provides a toy example of aligning parallel documents and illustrates the kinds
of alignments that automatic sentence alignment must be able to handle. Note that some
alignments contain a single sentence on each side; for example, the single sentence “Bob will
be back tomorrow.” translates to the single sentence “Bob sera de retour demain.”, resulting
in the alignment (e5)-(f6). However, alignments may contain more than on sentence, on one
or both sides. For example, English sentences “Bob has two cats.” and “Bob has a dog.” are
translated into the single French sentence “Bob a un chien et deux chats.” In some cases,
there may be extra sentences on one or both sides which need dropped – for example, a
translation of the French sentence “Le chat de Bob s'appelle Fluffy.” is not present in the
English document, so it is not aligned to anything. Finally, note that the alignments do not
cross. For example, given that e2 and f3 are aligned, we cannot also align e3 and f2, as
these alignment would cross. In the case of local crossing alignments, however, this for be
accounted for by producing the alignment (e2,e3)-(f2,f3).
We propose a novel sentence alignment scoring function based on the similarity of bilin-
gual sentence embeddings. A distinct but non-obvious advantage of sentence embeddings
is that blocks of sentences can be represented as the average of their sentence embeddings.
The size of the resulting vector is not dependent on the number of sentence embeddings
being averaged, thus the time/space cost of comparing the similarity of blocks of sentences
does not depend on the number of sentences being compared. We show empirically (see
Section 6.3.2) that average embeddings for blocks of sentences are sufficient to produce
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approximate alignments, even in low-resource languages. This enables us to approximate
DP in O(N +M ) in time and space.
Automatic sentence alignment can be roughly decomposed into two parts:
1. A score function which takes one or more adjacent source sentences and one or more
adjacent target sentences and returns a score indicating the likelihood that they are
translations of each other;
2. An alignment algorithm which, using the score function above, takes in two documents
and returns a hypothesis alignment.
We improve both parts, presenting (1) a novel scoring function based on normalized
cosine distance between multilingual sentence embeddings, in conjunction with (2) a novel
application of a DP approximation (Salvador and Chan, 2007) which makes our algorithm
linear in time and space complexity with respect to the number of sentences being aligned.
We release a toolkit containing our implementation.1
6.2.1 Bilingual Sentence Embeddings
We propose to use the similarity between sentence embeddings as the scoring function
for sentence alignment. Sentence embedding similarity has been shown effective at filtering
out non-parallel sentences (Hassan et al., 2018b; Chaudhary et al., 2019) and locating
parallel sentences in comparable corpora (Guo et al., 2018b). We use the publicly available
LASER multilingual sentence embedding method (Artetxe and Schwenk, 2018) and model,
1https://github.com/thompsonb/vecalign
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which is pretrained in 93 languages. However, our method is not specific to LASER.
6.2.2 Scoring Function
Cosine similarity is an obvious choice for comparing embeddings but has been noted to
be globally inconsistent due to “hubness” (Radovanović, Nanopoulos, and Ivanović, 2010;
Lazaridou, Dinu, and Baroni, 2015). Guo et al. (2018b) proposed a supervised training
approach for calibration, and Artetxe and Schwenk (2019a) proposed normalization using
nearest neighbors. We propose normalizing instead with randomly selected embeddings as
it has linear complexity. Sentence alignment seeks minimal parallel units, but we find that
DP with cosine similarity favors many-to-many alignments (e.g., reporting a 3–3 alignment
when it should report three 1–1 alignments). To remedy this issue, we scale the cost by the
number of source and target sentences being considered in a given alignment. Our resulting
scoring cost function is:
c(x, y) =
(1− cos(x, y)) nSents(x) nSents(y)
S∑
s=1




where x, y denote one or more sequential sentences from the source/target document;
cos(x, y) is the cosine similarity between embeddings2 of x, y; nSents(x), nSents(y) denote
the number of sentences in x, y; and x1, ..., xS , y1, ..., yS are sampled uniformly from the
given document.
2If multiple sentences are considered on one side, they are concatenated together before embedding.
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Following standard practice, we model insertions and deletions in DP using a fixed skip
cost cskip. The raw value of cskip is only meaningful when compared to other costs, thus
we do not expect it to generalize across different languages, normalizations, or resolutions.
We propose specifying instead a parameter βskip which defines the skip cost in terms of the
distribution of 1–1 alignment costs at alignment time: cskip = CDF
−1(βskip). CDF is an
estimate of the cumulative distribution function of 1–1 alignments obtained by computing
costs of randomly selected source/target sentences pairs. Applying the inverse CDF function
is equivalent to normalizing the distribution the (random) alignment costs to be uniform
normal and then comparing costs to βskip.
6.2.3 Recursive Dynamic Programming Approximation
Given similarity costs c(x, y) for every x in a source document and y in a target document,
it is straightforward to compute the optimal alignment (that is, the alignment that minimizes
the sum of the alignment costs) using DP. However, even when we consider only consecutive
spans of sentences up to a given size (e.g., we only consider consecutive sets of 1, 2, or
3 sentences), the cost of computing the costs c for all x and y is O(NM). Instead of
searching all possible sentence alignments via DP, consider first averaging adjacent pairs
of sentence embeddings in both the source and target documents, halving the number
of embeddings for each document. Aligning these vectors via DP (each of which are









comparisons. We can then refine this approximate alignment using the
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original sentence vectors, constraining ourselves to a small window around the approximate
alignment. At a minimum, we must search a window size w large enough to consider all
paths covered by the lower-resolution alignment path, but w can also be increased to allow
recovery from small errors in the approximate alignment.3 The length of the refinement
path to search is at most N + M (all deletions/insertions), so refining the path requires
at most (N + M)w comparisons. Thus the full NM comparisons can be approximated








comparisons. Applied recursively,4 we can approximate our
























Figure 6.2 illustrates how this method first finds an approximate alignment through a
downsampled cost matrix and iteratively refines this alignment within a small search window
to arrive at the final, full-resolution alignment. We consider only insertions, deletions, and
1–1 alignments in all but the final search. Recursive down sampling and refining of DP was
proposed for dynamic time warping in Salvador and Chan (2007), but has not previously
been applied to sentence alignment. We direct the reader to that work for a more formal
analysis showing the time/space complexity is linear.
3We use w = 10 for all experiments in this work.
4In practice, we compute the full DP alignment once the down sampled sizes are below an acceptably small
constant. We also find vectors for large blocks of sentences become correlated with each other, so we center
them around 0.
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Figure 6.2: 1–1 alignment costs (darker = lower) for the first 88 De lines (x-axis) and 128 Fr
lines (y-axis) at 4 different resolutions. The red highlight denotes alignment found by DP.
The algorithm only searches near the path found at previous resolutions; light blue regions
are excluded. The vertical part of the path in the top left of each plot is due to 36 extra lines
being present in the Fr document. Window size is increased for visualization purposes.
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6.3 Experiments and Results
6.3.1 Text+Berg Alignment Accuracy
We evaluate sentence alignment accuracy using the development/test split released with
Bleualign, consisting of manually aligned yearbook articles published in both German and
French by the Swiss Alpine Club from the Text+Berg corpus (Volk et al., 2010). Hyper-
parameters were chosen to optimize F1 on the development set. We consider alignments of
up to 6 total sentences; that is we allow alignments of size Q–R where Q+R ≤ 6.
We compare to Gale and Church (1993), Moore (2002), Hunalign (Varga et al., 2007),
Bleualign (Sennrich and Volk, 2010), Gargantua (Braune and Fraser, 2010b), and Coverage-
Based (Gomes and Lopes, 2016). We run Hunalign in both bootstrapping mode as well as
using a publically available De–Fr lexicon from OPUS (Tiedemann, 2012b)5 created from
Europarl (Koehn, 2005b). Since Bleualign depends on the quality of MT output, we re-run
it with a modern NMT system.6
Our proposed method outperforms the next best method (Coverage-Based) by 5 F1
points: see Table 6.1. Gargantua and bootstrapped Hunalign have both been reported to
perform well (Abdul-Rauf et al., 2012); this dataset may be too small to bootstrap good
lexical features.7 Bleualign improves by 3 F1 points by using an NMT system, bringing it




7We run only on the test/development articles, not the full Text+Berg corpus.
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Algorithm O( ) P R F1
Gargantua N2 0.48 0.54 0.51
Hunalign w/o lexicon N 0.59 0.70 0.64
Hunalign w/ lexicon N 0.61 0.73 0.66
Gale and Church (1993)† N2 0.71 0.72 0.72
Moore (2002)† ‡ 0.86 0.71 0.78
Bleualign† N2 0.83 0.78 0.81
Bleualign-NMT N2 0.85 0.83 0.84
Coverage-Based* N2 0.85 0.84 0.85
Vecalign N 0.89 0.90 0.90
Table 6.1: De–Fr test precision (P), recall (R), and F1. *best reported in Gomes and Lopes
(2016). †Best reported in Sennrich and Volk (2010). ‡O( ) is data dependent. We assume
N = M for simplicity.
Language ISO Bible LASER
639-1 # Sents # Train Lines
Arabic Ar 45980 8.2M
Turkish Tr 48492 5.7M
Somali So 37413 85k
Afrikaans Af 37081 67k
Tagalog Tl 34207 36k
Norwegian No 37064 0*
Table 6.2: Bible statistics. *LASER was not trained on Norwegian but appears to generalize
to it.
6.3.2 Bible Alignment Accuracy
The Text+Berg dataset from Bleualign has a number of appeal properties for evaluation:
(1) Alignments were done by MT researchers, for the purposes of sentence alignment, so
we expect the quality of the alignments to be high. (2) It is challenging in the sense that
there are a large number of many-many alignments and deletions. (3) Many previous studies
have used it, so we can quickly benchmark against prior work. However, the documents
are fairly short (up to about 500 sentences), so it does not provide a good stress test four
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Table 6.3: Bible verse alignment results.
our alignment algorithm. Furthermore, it is a single language pair, and both languages are
high-resource; we are interested in low-resource cases where LASER embeddings are likely
to be more noisy.
For these reasons, we seek a multilingual, low resource, parallel dataset containing long
documents with human sentence-level annotations. We are unaware of any dataset which
meets these criteria, so we resort to using Bibles, which allow alignment at the verse level,
and sentence split within each verse.8
The Bible has a number of properties which make it appealing for sentence alignment
evaluation: It is much larger than existing sentence alignment test sets, and it is multi-way
parallel in a large number of languages. Bibles are not aligned at the sentence level, but
contain verse marking denoting segments typically on the scale of a partial sentence to a
8There is no clear choice for sentence segmentation in low-resource languages. We use https:
//github.com/berkmancenter/mediacloud-sentence-splitter, falling back on
English for unsupported languages.
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few sentences. This creates two potential issues for sentence alignment evaluation: First, a
single sentence may span more than one verse. Inspecting the English Bible suggests that
this is rare, and sentence aligners should be able to handle occasional over-segmentation of
sentences as in practice they are run on errorful automatic sentence segmentation. Second, a
verse may contain more than one sentence. This is problematic when it happens on both
languages being aligned, since the true sentence alignment cannot be determined (e.g., a
verse which is two sentences in each language could be two 1–1 alignments or one 2–2
alignment). To evaluate with verse-level annotations, we propose converting the sentence
alignment output into verse alignments by combining any consecutive sentence alignments
for which all sentences in the alignments, on both the source and target side, came from the
same verse. We report F1 compared to the gold-standard verse alignments, denoting it as
verse-level F1 to distinguish it from F1 computed at the sentence level.
We select six languages for which Christodouloupoulos and Steedman (2015) contains a
full Bible: see Table 6.2. Languages were chosen to provide a range of amounts of training
data used in LASER.9 From those six languages, we randomly select 10 language pairs
for testing. All parameters are kept the same as Section 6.3.1 except we only consider
alignments of up to 4 total sentences. We compare to Hunalign, run in bootstrap mode, as
it is the only toolkit we tried which was robust enough to run on documents of this size.
Results are shown in Table 6.3.
On average, we see an improvement of 28 verse-level F1 points over Hunalign. In
9Data amounts are all between the given language and English. LASER used no bitext in the language
pairs under test.
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manual analysis of the alignments we find large stretches where the Hunalign alignments
are nowhere near the gold alignment in the language pairs with verse-level F1 < 0.35.
By contrast, errors in the proposed method are predominantly local, indicating success
of Vecalign’s recursive DP approximation even for very long documents in low-resource
languages.
6.3.3 Speed/Space/Accuracy Trade-off
We experimented with projecting the 1028-dimension LASER embeddings into a lower
dimensional space prior to computing cosine similarity. Sentence alignment accuracy is
evaluated following Thompson and Koehn (2019), on the De-Fr test set released with
Bleualign (Sennrich and Volk, 2010),
Accuracy and alignment time for a range of embedding sizes shown in Figure 6.3. We
see strong performance (F1 > 0.85) for embeddings down to size 32, in conjunction with
up to a 70% reduction in runtime and 97% reduction in disk space required to store the
embeddings.
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Figure 6.3: F1 (blue solid line) vs time to align (dashed red line) the De–Fr test set after
projecting LASER embeddings to various dimensions using PCA.
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6.3.4 Impact on Downstream Machine Translation Perfor-
mance
One of the primary applications of sentence alignment is creating bitext for training
MT systems. To test Vecalign’s impact on downstream MT quality, we re-align noisy,
web-crawled data in two low-resource language pairs: Sinhala–English and Nepali–English.
The data is collected via Paracrawl10 and is very similar to that released in the WMT 2019
sentence filtering task (Koehn et al., 2019), but some new data has been collected and a small
amount of data was lost due to a hard disk failure. Our baseline is the standard Paracrawl
pipeline using Hunalign in conjunction with a dictionary extracted from the clean data
released in the shared task.
We filter the output of Vecalign and Hunalign following (Chaudhary et al., 2019),
including filtering out sentences with the wrong languages and sentences with high token
overlap, as this was the best performing method from the shared task.11 We train and
evaluate NMT models following the procedure/hyperparameters from the shared task.
Results are shown in Figure 6.4. Using Vecalign, we see improvements of 1.7 and
1.6 BLEU for the best data sizes in Sinhala→English and Nepali→English, respectively,
compared to the systems trained on Hunalign output.
93

























Figure 6.4: BLEU scores (mean +/- standard deviation for 5 training runs) on FLoRes test
sets for systems trained on data aligned with Vecalign vs Hunalign.
6.3.5 Empirical Runtime Analysis
Time required to align documents of various sizes are shown for Vecalign, Bleualign,
Gartantua, and Hunalign in see Figure 6.5. As expected, Vecalign has approximately linear
runtime characteristics. We use truncated portions of Hu–En Bibles in order to use the
dictionary provided with Hunalign. Bleualign is run on NMT output. Vecalign settings
10https://paracrawl.eu/
11We use the publicly available multilingual LASER model, which is not trained on Nepali.
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Figure 6.5: Time required to align various portions of En→Hu Bibles, for various systems.
Plot is logarithmic in both runtime and number of sentences, thus a slope of one (i.e., runtime
doubles each time the number of sentences doubles) indicates O(N), while a slope of two
(i.e., runtime quadruples each time the number of sentences doubles) indicates O(N2).
match Section 6.3.2. Experiments are run on a Thinkpad T480 with 32GB RAM. Times
do not include translation (Bleualign), lexicon building (Hunalign), or sentence embedding
(Vecalign). For reference, producing embeddings for 32k sentences, including overlaps, in
each language took ~120 s on a GeForce RTX 2080 Ti GPU. Bleualign and Gargantua run
out of memory on 32k sentences. Hunalign and Vecalign use ~1GB and are both very fast,
aligning 32k sentences in ~30 s.
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In this chapter we propose a refinement to VecAlign which uses trained MT systems to
directly score potential sentence pairs, which we denote “Vecalign + model scores.”
7.1 Method
Drawing inspiration from Dual Conditional Cross Entropy (DCCE) filtering (Junczys-
Dowmunt, 2018), we propose using an NMT system to directly score potential sentence
alignments. Let PMT (x|y) be the conditional probability of French sentence x given English
sentence y, and similarly let PMT (y|x) be the conditional probability of the English sentence
given the French sentence. We use the a multilingual NMT model described in Chapter 4,
which allows the same model to be used in the forward and reverse direction and works in
many languages.
We propose scoring a potential sentence pair x, y as:
c(x, y) = (− logPMT (x|y)− logPMT (y|x)) ∗ len pen
As with Vecalign, we add a penalty to avoid combining valid alignments (e.g., reporting
a 2-2 alignment instead of two 1-1 alignments). This is achieved via the length penalty:
len pen = (nSents(x) + nSents(y)− 2) ∗ len pen value (7.1)
Computing conditional probabilities is significantly more computationally expensive
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than computing a cosine distance.1 Furthermore, there is no straightforward way to apply
the FastDTW speedup. For these reasons, we propose scoring only a small path around an
alignment found by Vecalign.
One motivation for the proposed method is that it has potential to provides a straightfor-
ward way to compute a principled deletion penalty. In the case of a good sentence pair, the
conditional probability should be significantly larger than the a (non-conditional) language
model probability. Thus we propose an insertion/deletion cost as follows:
cskip(x) = −α logPLM(x) (7.2)
Where PLM(x) is probability assigned to the sentence by a language model. We use the
multilingual language model described in Chapter 5. In contrast to Vecalign, which had a
fixed cskip, here cskip is computed for each sentence, in each language.
7.2 Experiments and Results
We perform a grid search over the scaling for the deletion penalty (“del scale”, [0.6, 0.8,
1.0, 1.2, 1.4, 1.6, 1.8]), the width of the window around the Vecalign alignment to rescore
(“rescore window” [1, 3, 5, 7, 9, 11, 13, 15]), and the weight to deter combining sentences
in alignment (“len pen value”, [0.04, 0.06, 0.08, 0.1, 0.12, 0.14]). The cost of computing
deletion penalties (i.e., language model scores for each sentence) is trivial compared the cost
1On a GeForce RTX 2080, we can score about 220 sentences per second, after very minor modifications to
fairseq to avoid computing unused word alignments.
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of scoring sentence pairs. For this reason, when applying the window around the alignment
found by Vecalign, we consider insertions and deletions outside that path.
rescore window # Sentence F1 best hyperparams
Pairs Scored (del scale, len pen value)
Baseline 0 0.862
1 6832 0.926 [(0.8, 0.08), (1.0, 0.08)]
3 48639 0.929 [(0.6, 0.06), (1.0, 0.08)]
5 104011 0.935 [(0.6, 0.06), (0.8, 0.08)]
7 160433 0.938 [(0.8, 0.08), (1.0, 0.08)]
9 216732 0.942 [(0.6, 0.06), (0.8, 0.08)]
11 272761 0.942 [(0.6, 0.06), (0.8, 0.08)]
Table 7.1: Best development results found by hyperparameter grid search, for each
rescore window, and the set of hyper-parameters which achieved that result. We observe no
further improvements for rescore window above 11.
Table 7.1 shows F1 performance vs size of the search path being rescored. We find that
the proposed method outperforms Vecalign on the development set, and that performance
increases with the size of the window used to rescore the alignment. One interesting result is
that even the smallest window (1), performance increases substantially over Vecalign. This
suggests that much of the gain from the proposed method comes from improved performance
on insertions/deletions, or from the new length penalty.
Method dev F1 test F1
vecalign 0.865 0.899
vecalign + Model Scores 0.942 0.912
Table 7.2: Sentence alignment performance of method with and without model scoring, with
development result shown for reference, both with rescore buff size=4, del scale=0.6, and
len pen value=0.06.
Based on grid search, we select rescore window=9, del scale=0.6, len pen value=0.06
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and compute results on the test set. Results are shown in Table 7.2: we see that while dev
number improves substantially, test number improves only marginally.
7.3 Analysis
We hypothesized that the Vecalign + model scores method would improve deletion
performance, but it may be the case that insertion/deletion performance is not important on
the test set. To test this hypothesis, we aligned test0.de and test5.fr and counted the number
of erroneous (non-delete) alignments, for both vecalign and the rescore method. Since both
methods were optimized on dev sets which do not contain unaligned documents, we also try
sweeping the deletion threshold for each system to see how they impact both the number of
erroneous alignments and the dev F1 score. Results are shown in Figure 7.1. Here we see
that refinement with model scores can achieve much better F1 scores on the development
set for the same number of erroneous alignments.
Method # Erroneous Alignments dev F1 test F1 Notes
vecalign † 127 0.865 0.899 d=0.2
vecalign + Model Scores † 69 0.942 0.912 del scale=0.6
vecalign ‡ 6 0.815 0.783 d=0.014
vecalign + Model Scores ‡ 2 0.900 0.876 del scale=0.45
Table 7.3: Test results with deletion analysis for Vecalign with and without model scores. #
Erroneous Alignments denotes the number of non-deletion alignments found when aligning
test0.de and test5.fr (ideal = 0). †: best hyperparameters on the development set ‡: best
hyperparameters on the development set for which # Erroneous Alignments < 10.
Finally, we select the deletion threshold which provides the best dev F1 while keeping
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Vecalign + Model Score
Figure 7.1: Number of (erroneous) non-deletion alignments found by aligning test0.de to
test5.fr
the number of erroneous alignments under 10, and report the test F1: see Table 7.3. Here,
we see that when the deletion penalty is set such that we can reject nearly all the erroneous
alignments while coming fairly close (0.88 vs (0.90) the test F1 of Vecalign. In contrast,
Vecalign test F1 is much worse when optimized to reject erroneous alignments (.78).
7.4 Conclusion
While we find some benefit to rescoring sentence alignment using models scores, espe-
cially with respect to insertion and deletion performance. However, in practice, the benefit
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may not be worth the computational cost and it is likely better to perform sentence alignment





CHAPTER 8. DOCUMENT ALIGNMENT
8.1 Introduction
Document alignment is the task of finding parallel document pairs (i.e., documents
which are translations of each other) from a large collection of documents, often crawled
from the web. Aligned documents have historically been used to produce sentence-level
machine translation (MT) data, but there is strong evidence that MT systems should be
trained and evaluated using document-level context (Gong, Zhang, and Zhou, 2011; Läubli,
Sennrich, and Volk, 2018; Voita, Sennrich, and Titov, 2019; Junczys-Dowmunt, 2019).
In this work, we revisit the simple idea that two parallel documents should each contain
approximately the same information, in approximately the same order. This idea can be
traced back at least to the late 1990s, when STRAND (Resnik, 1998) measured how well
linearized HTML tags from two documents could be aligned in order to judge whether
two web pages were likely parallel.1 However, in subsequent work, high-level order has
largely taken a backseat to unordered representations for documents including bag-of-words,
bag-of-N-grams, and (recently) averages of sentence embeddings (Yang et al., 2019; Guo
et al., 2019).
We propose a simple method for embedding documents into a joint semantic embedding
space (Berry and Young, 1995; Germann, 2016), in a manner which encodes high-level
document content order, enabling candidate generation via fast approximate nearest neighbor
search. We propose re-scoring those candidate pairs by performing sentence alignment and
then scoring that alignment based on the semantic similarity of the resulting sentence pairs,
1Like early sentence alignment work, STRAND used only the length of content, not the content itself.
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whether the sentence pairs are in the correct languages, and the number of inserted/deleted
sentences.
We follow a 2-stage approach to deal with the computational complexity of considering
the DS ×DT possible alignments between DS source documents and DT target documents:
1. Candidate Generation: We first find a fixed number K of target documents as
potential matches for each source document.
2. Candidate Re-Scoring: We re-score the DS ∗K document pairs from part 1 using a
slower, but more accurate, scoring method.
In particular, we propose (1) a document embedding method to enable fast approximate
nearest-neighbor search to find generate candidate document pairs (2) a scoring method
to re-score candidate document pairs. Each part explicitly models both the content of a
document and the high-level order of that content in the document.
8.2 Candidate Generation
We propose the concatenation of several sub-vectors, each representing a different
section of the document, as a multilingual document vector. Each sub-vector is a weighted
average of multilingual sentence embeddings for the sentences in the given document.
Sentence embedding are weighted with a function to emphasize the region of the document
that the sub-vector represents, and a function to de-emphasize boilerplate text (Kohlschütter,
Fankhauser, and Nejdl, 2010) such as text from navigational buttons, pull-down menus, or
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headers.
Let Sn for n ∈ {0, ..., N−1} be the N sentences in a given document, and let emb(Sn)
be the embedding of sentence Sn. We compute sub-vectors Vj to emphasize uniformly




emb(Sn) Hj(n) B(Sn) (8.1)
Where emb(Sn) is the sentence embedding of sentence Sn (see Section 8.2.2), Hj(n) is
a windowing function to emphasise the j-th region of the document (see Section 8.2.3), and
B(Sn) down-weights boilerplate sentences (see Section 8.2.1).












Final document vectors are compared using cosine distance. We compare all documents
within each webdomain2 using approximate nearest neighbor search.
8.2.1 Boilerplate Down-Weighting
Many ‘sentences’ in web-crawled data are not true sentences, but boilerplate text such
as text of navigational buttons or pull-down menus (Kohlschütter, Fankhauser, and Nejdl,
2A webdomain is a specific website (e.g., acted.org).
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2010).
We explore three methods for down-weighting such boilerplate text:
1. Scaling by the inverse of the log of number of the documents containing a given
sentence, inspired by IDF (Sparck Jones, 1988; Buck and Koehn, 2016b)
2. A more aggressive variant of IDF which scales sentences by the inverse of the (linear,
as opposed to log) number of documents containing a given sentence, which we
denote “LIDF”
3. Scaling each sentence by its length, in characters, as boilerplate lines often very short
(Kohlschütter, Fankhauser, and Nejdl, 2010).
We find that all three boilerplate methods improve candidate generation, but select LIDF
for all experiments in this work as preliminary results on our development set showed that
LIDF resulted in the best recall performance. The resulting boilerplate down-weighting





where count(Sn) is the number of documents containing Sn.
8.2.2 Sentence Embeddings
emb(Sn) maps sentence Sn into a multilingual vector space. In this work we use LASER
embeddings (Artetxe and Schwenk, 2018), as the authors provide a pretrained model that
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works in 93 languages.3 LASER embeddings are simply the intermediate representation
of a multilingual NMT model (Dong et al., 2015), where the NMT architecture has been
modified to use a fixed-size intermediate representation with good downstream performance
as a sentence embedding.
LASER embeddings require a significant amount of storage space, so we project them
from their native size of 1024 down to 128 dimensions using Principal Component Analysis
(PCA) – we show in Section 6.3.3 that this projection has minimal impact on sentence
alignment accuracy, which we expect to have a direct impact on candidate re-scoring
performance. We do not explore the relationship between projected size and candidate
generation performance in this work.
8.2.3 Windowing Function
Hj(n) is a windowing function to emphasize the j-th subsection in a document. For








, 0, 0, 0] would be used to weight the 6 sentence vectors before







] would be used to weight the 6 sentence
vectors before summing them to create V1. In practice, we desire many smoothed overlapping
windows in an effort to encode more fine-grained position information into the final vector
document vector, while also making the alignment process more robust to noise causing
a non-linear sentence alignment between the two vectors, such as a boilerplate header or
3https://github.com/facebookresearch/LASER
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advertisement present in one document but not the other.
For our windowing function Hj(n) we select a modified PERT distribution (Malcolm





N . Modified PERT is based on the
PERT (Malcolm et al., 1959; Clark, 1962) distribution, but adds a parameter γ to control
peakedness of the distribution. PERT is defined by the minimum, most likely and maximum
values a variable can take, and is a re-parameterization of the Beta distribution.
J = 16 and γ = 20 were selected to provide windows that appeared reasonable to the
authors (see Figure 8.1 for an illustration). The choice of J is somewhat dependent on γ, as
well the amount of window overlap desired—using a very peaked distribution (i.e., high γ)
requires more vectors (i.e., higher J) to provide non-trivial window overlap and coverage
for an entire document. We do not sweep J or γ, as we are concerned about overfitting
given our small development set.
8.3 Alignment Analysis
We explored the idea of matching H() to the actual distribution of sentence alignment
offsets measured in the development data. Figure Figure 8.2 shows a 2D histogram of
sentence alignment positions (sentence offsets of alignments, as found by Vecalign, into the
English and French document, normalized by the corresponding document length). We also
checked to see if the distributions appear to be correlated with overall document length, and
did not find this to be the case – see Figure 8.3
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Figure 8.1: The 16 windows used in this work, for an example document containing
60 sentences. Each window emphasizes a different region of the document, but there is
substantial overlap in the regions in an effort to make the final document vector robust to
alignment noise.
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Figure 8.2: Scatter plot of French and English Sentence Offsets. Note that the scale is
logarithmic, which visually emphasizes lower counts.
We chose not to attempt to match H() to the development data for two reasons, both
relating to the fact that the distributions are very narrow. First, it is not entirely clear how
the development data was collected but it may provide an overly optimistic view of how
linear the alignments would be in actual, web-crawled data. Second, if we made H() very
narrow, we would need a very large number of sub-vectors to cover the entire document.
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Figure 8.3: Histogram of French sentence offsets given English sentence offsets, for docu-
ment pairs of various sizes. We do not see any clear trends corresponding with document
size; all look fairly similar with the possible exception of the histograms corresponding to
the smallest set of documents.
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8.4 Candidate Re-Scoring
To re-score a document pair proposed by candidate generation, we perform sentence
alignment and score the quality of the resulting sentence alignment in order to judge whether
the proposed document pair appears to be a good translation pair. Our objective is to filter
out documents pairs that may contain similar information, but where the order of that
information is not consistent between the two documents, indicating they are not parallel.






sim(e, f)p(LE|e)p(LF |f) (8.4)
where a(E,F ) is the sentence alignment of documents E and F (see Section 8.4.1),
sim(e, f) is a similarity measure between sentences e and f (see Section 8.4.2), and p(Le|e),
p(Lf |f) are the probabilities that sentences e, f are in the correct languages LE , LF (see
Section 8.4.3). To penalize unaligned sentences, a(E,F ) includes insertions/deletions but
we define sim(e, f) to be zero in such cases.
8.4.1 Sentence Alignment
To perform sentence alignment, we use Vecalign (Thompson and Koehn, 2019) (see
Chapter 6). As with candidate generation, we project all embeddings from 1024 to 128
dimensions to reduce disk space usage.
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8.4.2 Sentence Pair Similarity
The sentence pair similarity score sim(a, b) in Equation 8.4 is simply the cosine similar-
ity between LASER embeddings (after dimensionality reduction with PCA) of sentences a
and b:
sim(e, f) = 1.0− cos(emb(e), emb(f)) (8.5)
where cos() is cosine distance.
8.4.3 Language Identification
One artifact of using multilingual sentence embeddings is that they give perfect align-
ment scores to exact, un-translated sentence copies. Since automatic LID of web data is
often erroneous and not well defined,4 this can result in un-translated, (near) duplicate
documents being found as document pairs. We propose to use all sentences, regardless of
language, in sentence alignment, as we hypothesize that copies provide a strong signal for
sentence alignment. However, when scoring the alignment we introduce sentence-level LID
probabilities p(LE|e) (the probability that sentence e is in the correct language LE) and
p(LF |f) (the probability that sentence f is in the correct language LF ) to penalize sentence
pairs which are not in the correct languages.
4We observe numerous mixed-language documents (e.g., main body in one language and the boilerplate in
another).
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8.5 Document Alignment Evaluation
We evaluate our document alignment method in both high- and low-resource settings. For
high-resource, we utilize the publicly available French–English data released for the WMT
2016 shared task on document alignment (Buck and Koehn, 2016a) and evaluate document
recall5 following the shared task. The shared task provides a strong set of baselines, as 13
different teams contributed at least one submission. For low-resource, we experiment with
Sinhala–English documents extracted from ParaCrawl. In this setting we do not have gold
document alignments, so we instead evaluate the quality of MT systems trained on the data
extracted via document alignment.
We develop and set all parameters using the training data from WMT16 (“WMT16-
train”) and then test on the WMT16 test data (“WMT16-test”) and the Sinhala–English
ParaCrawl data. Basic statistics for each dataset is shown in Table 8.1.
We find that all three boilerplate methods proposed in Section 8.2.1 improve candidate
generation, but select LIDF for all experiments in this work as it results in the best recall
performance on the WMT16-train.
8.5.1 Candidate Generation
We find that encoding order in document vectors significantly reduce the number of
candidates that must be searched to find the correct document; see Figure 8.4. We use
5Recall is the fraction of the total relevant document pairs that are successfully found – this is complicated
by near duplicate documents, see Section 8.5.2.
115
CHAPTER 8. DOCUMENT ALIGNMENT
WMT16 ParaCrawl
train test
English Docs. 349k 682k 9.68M
French Docs. 225k 522k -
Sinhala Docs. - - 1.49M
Webdomains 49 203 1721
Gold Pairs 1624 2402 -
Table 8.1: Counts for WMT16 and ParaCrawl data.
16 sub-vectors with modified PERT with γ (which controls peakedness) set to 20, as this
performed well on WMT16-train.
8.5.2 Document Alignment Recall
Within each webdomain, we embed documents using Equation 8.2. For each French
document, find the top 32 candidate translations via approximate nearest neighbor search
using FAISS (Johnson, Douze, and Jégou, 2017). We then re-score each candidate pair with
Equation 8.4. Sentence alignment for scoring is performed with VecAlign in conjunction
with LASER embeddings (Artetxe and Schwenk, 2018).6 Language ID probabilities are
estimated using FastText (Joulin et al., 2016).7 We extract the highest scoring document
pairs via the greedy search method described in Buck and Koehn (2016b).8
We evaluate document pairs following Buck and Koehn (2016a).During the shared task
6All experiments reported herein use LASER embeddings projected from 1024 down to size 128 via PCA.
7https://dl.fbaipublicfiles.com/fasttext/supervised-models/lid.
176.bin
8Buck and Koehn (2016b) found that the greedy search outperformed the theoretically optimal Kuhn-
Munkres algorithm (Munkres, 1957) in practice.
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Figure 8.4: Fraction of the time that a correct document (or near duplicate of it) is found in
the top K candidates, as a function of K, found by searching document vectors made from
average sentence vectors (“Avg”), average sentence vectors with boilerplate downweighting
(“Avg+BD”), and the proposed method incorporating document order. Results shown on
WMT16-test.
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Method Soft Recall
Azpeitia and Etchegoyhen (2016) 93.1%
Germann (2016) 95.0%
Gomes and Pereira Lopes (2016) 95.9%
Dara and Lin (2016) 96.0%
Buck and Koehn (2016b) 96.2%
This work, without re-scoring 97.1%
This work: with re-scoring 98.5%
Table 8.2: Document recall on WMT16-test, compared to previous best reported results.
The proposed method outperforms prior work, even before re-scoring.
evaluation, it was found that there were many near duplicate documents, and standard recall
did not give credit when a system found a document pair which was nearly identical to the
gold test data. To address this, the organizers gave credit to document pairs for which the
English or French (but not both) document differed from a gold document pair by less than
5% as measured by text edit distance - this is denoted “soft recall” and we adopt it here.
The proposed method has a soft recall of 98.5%, compared to the previous best of 96.2%.
This corresponds to a 61% relative reduction in false positive rate; see Table 8.2.
We perform sentence alignment and document alignment on Sinhala–English docu-
ment web-scraped by ParaCrawl. We apply the same method as in French–English, using
parameters selected using WMT16-train. We compare to document alignment via Buck
and Koehn (2016b), followed by sentence alignment using both Vecalign and Hunalign
(Varga et al., 2007) (the latter is the current ParaCrawl pipeline). Our document alignment
system and Vecalign both use LASER embeddings, which were proposed as a method for
finding parallel sentences in comparable corpora (i.e. without doing document alignment).
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Since the underlying method to measure semantic similarity at the sentence level is the
same, this allows us run an experiment to determine to what extent using document-level
information (i.e. performing document alignment and then sentence alignment) provides
better data than simply treating the data as comparable corpora and searching for sentence
pairs. To search for sentence pairs, we use the margin-based criterion proposed by LASER’s
authors (Artetxe and Schwenk, 2019b) and FAISS fast nearest-neighbor search. For a fair
comparison, we search for sentence matches within each webdomain, as this matches the
document alignment settings. We denote this method “LASER-cc.”
For each method of finding parallel sentences, evaluation is the same: Since the true
amount of parallel data is unknown, we filter the data following Chaudhary et al. (2019)
using a number of different thresholds. The thresholds are selected to produces corpora of
particular data sizes, as measured by the number of English words (e.g., 0.5M, 1M, 2M, . . . ).
We train NMT systems following the procedure/hyperparameters from the WMT19 sentence
filtering shared task (Koehn et al., 2019; Guzmán et al., 2019). Following (Thompson and
Koehn, 2019), we train 5 systems per setting and show both mean and standard deviation.
Results are shown in Figure 8.5. The proposed method improves BLEU by 1.2 BLEU over
Buck and Koehn (2016b), when both are used in conjunction with VecAlign, and 2.9 BLEU
over Buck and Koehn (2016b) with Varga et al. (2007) sentence alignment (the current
Paracrawl pipeline). It also outperforms the LASER-cc baseline by 1.2 BLEU, showing that
document-level information improves the quality of extracted sentence pairs compared to
treating the data as comparable corpora.
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Doc. Align + Sent. Align:





Figure 8.5: BLEU scores (mean +/- standard deviation for 5 training runs) for systems
trained on data extracted via various methods. “Buck” denotes Buck and Koehn (2016b).
Buck + Hunalign is the current ParaCrawl pipeline. CC denotes comparable corpora.
8.6 Conclusion
We present a simple but effective method for document alignment. Our method utilizes
multilingual sentence embeddings but also explicitly models the order of sentences in
documents, in both candidate generation and candidate re-scoring. Our method outperforms
all published results on the dataset released for the WMT16 shared task on document
alignment. It also increases downstream MT performance in a low-resource setting over
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prior work, including a margin-based comparable corpora method (Artetxe and Schwenk,
2019b). We use the exact same embeddings as the comparable corpora method, thus the
improvement over the comparable corpora method demonstrates the importance of including
sentence order in document alignment. We are optimistic that our work will enable improved
parallel document collection, a crucial component to enable document-level MT training.
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9.1 Conclusion
We have presented methods for several tasks related to machine translation. While we
hope that each method is interesting and useful in isolation, together they show a very clear
trend. In particular, we demonstrated:
• Paraphrase generation without using any paraphrase examples
• MT Metrics without using any human judgements of MT output
• Sentence alignment without using any sentence-aligned document examples
• Document alignment without any document aligned training data
In each case, instead of using in-domain data,1 we leveraged a variant of multilingual
NMT: In the case of paraphrasing and MT metrics, we used a standard multilingual NMT
model, and in the case of sentence and document alignment, we used LASER, which is a
multilingual NMT model modified to have a fixed-size embedding with good downstream
performance as a multilingual sentence embedding.
Thus, this work makes a strong case for training a large multilingual NMT on readily
available bitext and applying it to problems with relatively little in-domain data (or none at
all). This finding is consistent with the trends in the larger NLP community – in particular,
instead of individual methods trained on small amounts of data for a specific task (e.g.,
question answering, named entity recognition, parsing, etc), the field is instead converging
on using “contextual embedding” language models (Devlin et al., 2019; Liu et al., 2019)
1Note that in some cases we did use a small amount of in-domain data for development and/or testing, but
in each case, the model was trained only on bitext.
123
CHAPTER 9. CONCLUSIONS AND FUTURE WORK
which train on huge amounts of unlabeled text and then applied to each individual task,
often after fine-tuning on a small amount of task-specific, in-domain data.
9.2 Future Work
9.2.1 Prism
Most recent gains in NLP tasks have come from improvements to the underlying lan-
guage models (Liu et al., 2019; Raffel et al., 2019; Brown et al., 2020). In contrast to those
models, the multilingual NMT model trained in this work for Prism is likely substantially
under-optimized and under-trained (due to computation cost constraints, we did not sweep
any hyperparameters and stopped training after about 1.5 weeks). This suggests that Prism’s
performance could likely be improved by simply improving the underlying NMT training
procedure.
Another area not yet explored in the context of Prism is the tendency of sequence-to-
sequence models to get into a state where they exhibit a bias toward copying the input to the
output (Khayrallah and Koehn, 2018; Ott et al., 2018). This could be negatively impacting
performance, since the model is likely to see many n-grams match between the MT output
and human reference. This may result in (valid) variations between the system output and
human reference to be unduly penalized, if they follow several words that were the same.
Additionally, both document alignment and MT metrics could likely benefit from training
124
CHAPTER 9. CONCLUSIONS AND FUTURE WORK
a document level multilingual NMT model. In particular, there is strong evidence that MT
systems should be trained and evaluated using document-level context (Gong, Zhang, and
Zhou, 2011; Läubli, Sennrich, and Volk, 2018; Voita, Sennrich, and Titov, 2019; Junczys-
Dowmunt, 2019). Both training a document level multilingual NMT model and evaluating a
document-level metric are likely to be challenging, but we believe this is a very promising
future research area.
9.2.2 Paraphrase Generation
We find that a multilingual NMT model can generated paraphrases when paired with a
decoding strategy to downweight the production of n-grams which match n-grams in the
input. There are likely many other ways that the output could be controlled to vary other
aspects, such as codes that represent syntactic trees (Shu, Nakayama, and Cho, 2019).
As described in Section 9.2.1, the model used for paraphrase generation could likely be
improved, and we expect a stronger model would improve paraphrase generation perfor-
mance. Additionally, as with MT, paraphrase generation could likely benefit from being
done at the paragraph or document level.
9.2.3 Sentence and Document Alignment
We find that sentence vectors produced by LASER (Artetxe and Schwenk, 2018)—which
are simply the intermediate representation of a modified multilingual NMT model—are
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highly effective in both sentence and document alignment, enabling simple methods that
appear to generalize well to low-resource languages.
In both sentence alignment (for the iterative search) and document alignment (to produce
document vectors), we rely on averages of sentence embeddings. While this approach proved
effective, it would be interesting to explore instead a paragraph or document-level LASER
for this purpose. LASER also uses a fairly simple network compared to current strong NMT
systems, and may benefit from architecture modifications such as the incorporation of a
Transformer network (Vaswani et al., 2017).
9.3 Final Thoughts
The experimental results in this thesis make a strong case for using simple methods that
leverage multilingual NMT systems trained on large amounts of corpora; these methods are
intuitive, perform very well, and work in many languages. The catch is that these methods
require careful attention to data preparation and model training, and model training requires
significant compute resources. If trends in language modeling are any indication of the
future, there are likely significant gains that can be achieved in each of the methods presented
in this work by improving the underlying multilingual NMT models.
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Gomis, Mikel L. Forcada, Amir Kamran, Faheem Kirefu, Philipp Koehn, Sergio Ortiz
129
BIBLIOGRAPHY
Rojas, Leopoldo Pla Sempere, Gema Ramı́rez-Sánchez, Elsa Sarrı́as, Marek Strelec,
Brian Thompson, William Waites, Dion Wiggins, and Jaume Zaragoza (July 2020).
“ParaCrawl: Web-Scale Acquisition of Parallel Corpora”. In: Proceedings of the 58th
Annual Meeting of the Association for Computational Linguistics. Online: Association
for Computational Linguistics, pp. 4555–4567. URL: https://www.aclweb.org/
anthology/2020.acl-main.417.
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Läubli, Samuel, Rico Sennrich, and Martin Volk (2018). “Has Machine Translation Achieved
Human Parity? A Case for Document-level Evaluation”. In: Proceedings of the 2018
Conference on Empirical Methods in Natural Language Processing. Brussels, Belgium:
Association for Computational Linguistics, pp. 4791–4796. URL: https://www.
aclweb.org/anthology/D18-1512.
Lazaridou, Angeliki, Georgiana Dinu, and Marco Baroni (July 2015). “Hubness and Pol-
lution: Delving into Cross-Space Mapping for Zero-Shot Learning”. In: Proceedings
of the 53rd Annual Meeting of the Association for Computational Linguistics and the
7th International Joint Conference on Natural Language Processing (Volume 1: Long
Papers). Beijing, China: Association for Computational Linguistics, pp. 270–280. URL:
https://www.aclweb.org/anthology/P15-1027.
Le, Thanh C., Hoa Trong Vu, Jonathan Oberländer, and Ondřej Bojar (Aug. 2016). “Using
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