Introduction {#s1}
============

The behavior of adults under uncertainty is well described by Bayesian inference, in that adult humans weight different sources of information according to their relative uncertainty. Behavior is consistent with Bayesian computations in sensorimotor behavior (Berniker, Voss, & Kording, [@i1534-7362-18-12-8-Berniker1]; Kording & Wolpert, [@i1534-7362-18-12-8-Kording1]), perception (Knill & Richards, [@i1534-7362-18-12-8-Knill1]; Mamassian & Goutcher, [@i1534-7362-18-12-8-Mamassian1]), cognition and reasoning tasks (Battaglia, Hamrick, & Tenenbaum, [@i1534-7362-18-12-8-Battaglia1]; Tenenbaum & Griffiths, [@i1534-7362-18-12-8-Tenenbaum1]), and cue combination across and within sensory modalities (Ernst & Banks, [@i1534-7362-18-12-8-Ernst2]; Hillis, Watt, Landy, & Banks, [@i1534-7362-18-12-8-Hillis1]). Adult humans seem to integrate information in a way that is well predicted by Bayesian inference (but see Bowers & Davis, [@i1534-7362-18-12-8-Bowers1]; Jones & Love, [@i1534-7362-18-12-8-Jones1]; Rahnev & Denison, [@i1534-7362-18-12-8-Rahnev1]).

These numerous findings of Bayesian behavior have led to the theory that the underlying neural computations are inherently Bayesian. For example, it has been argued that the activity of neural populations reflects probabilistic population codes that directly implement Bayesian computations (Beck et al., [@i1534-7362-18-12-8-Beck1]; Ma, Beck, Latham, & Pouget, [@i1534-7362-18-12-8-Ma1]; Ma, Beck, & Pouget, [@i1534-7362-18-12-8-Ma2]; Zemel, Dayan, & Pouget, [@i1534-7362-18-12-8-Zemel1]). However, findings of Bayesian behavior are not sufficient to support this claim. Bayesian behavior simply represents optimal behavior under uncertainty, and there are ways of generating optimal behavior that do not explicitly implement Bayesian computation (Mandt, Hoffman, & Blei, [@i1534-7362-18-12-8-Mandt1]; Verstynen & Sabes, [@i1534-7362-18-12-8-Verstynen1]; Weisswange, Rothkopf, Rodemann, & Triesch, [@i1534-7362-18-12-8-Weisswange1]). Therefore, previous research has not fully established whether the neural code is inherently Bayesian.

If neural circuits are evolved to implement Bayesian computations, then behavior should always show Bayesian signatures, including during development. Therefore, children too should act in accordance with the rules of Bayesian integration. Specifically, they should weight information according to its relative uncertainty in simple tasks.

A good number of articles ask how Bayesian children are. Work on the development of cue combination across and within modalities has often shown that children do not integrate information but instead process it from each cue separately up to the age of approximately 9--11 years (Dekker et al., [@i1534-7362-18-12-8-Dekker1]; Gori, Del Viva, Sandini, & Burr, [@i1534-7362-18-12-8-Gori1]; Nardini, Bedford, & Mareschal, [@i1534-7362-18-12-8-Nardini1]; Nardini, Jones, Bedford, & Braddick, [@i1534-7362-18-12-8-Nardini3]). Work on the integration of value-based information (reward/penalty) in a sensorimotor task has shown that children\'s behavior is suboptimal until late in development, at around 11 years (Dekker & Nardini, [@i1534-7362-18-12-8-Dekker2]). However, other findings suggest that whether children integrate information or not may be task dependent. In a hand-localization task, variance reduction consistent with multisensory integration has been reported in the responses of young children ages 4--6 years (Nardini, Begus, & Mareschal, [@i1534-7362-18-12-8-Nardini2]). Some work on looking times is consistent with optimal integration of information as early as infancy (Téglás, Tenenbaum, & Bonatti, [@i1534-7362-18-12-8-Teglas1]). It has been shown that children as young as 4 years old use probabilistic information to infer causality when performing actions (Gopnik & Wellman, [@i1534-7362-18-12-8-Gopnik1]; Kushnir & Gopnik, [@i1534-7362-18-12-8-Kushnir1]; Sobel, Tenenbaum, & Gopnik, [@i1534-7362-18-12-8-Sobel1]). Therefore, based on previous research, it is unclear whether the behavior of children is consistent with use of Bayesian inference.

Here, we investigate whether integration of information to perform sensorimotor estimation is present in young children or is acquired over the course of development. In our paradigm, we examined the use of probabilistic information in a simple sensorimotor estimation task, previously used in adults to examine integration of prior and likelihood information under uncertainty (Acuna, Berniker, Fernandes, & Kording, [@i1534-7362-18-12-8-Acuna1]; Berniker et al., [@i1534-7362-18-12-8-Berniker1]; Kording & Wolpert, [@i1534-7362-18-12-8-Kording1]; Vilares, Howard, Fernandes, Gottfried, & Kording, [@i1534-7362-18-12-8-Vilares1]). The results of these studies show that adults learn experimentally imposed prior distributions and integrate prior statistics with uncertain sensory information efficiently and without instructions to do so.

Our task was designed to specifically probe the integration of prior and likelihood information during sensorimotor estimation. We isolated integration from the many other factors that contribute to movement execution under naturalistic conditions. In the real world, priors and likelihoods are complex and multidimensional. In order to discount the influence of the complexity of the distribution and task, we used simple unidimensional Gaussian distributions (Berniker et al., [@i1534-7362-18-12-8-Berniker1]). We also minimized the influence on our results of having to learn the prior distribution by presenting samples from the prior distribution on-screen. Movement in the real world has an associated loss function (Wolpert & Landy, [@i1534-7362-18-12-8-Wolpert1]). In this task, we minimized the effect of motor effort: All possible responses could be made using minimal movement of a computer mouse. Our experiment thus isolated Bayesian integration from other processes.

In our experiment, visual targets were drawn from a prior distribution and participants were shown uncertain sensory information about each target. We measured reliance on sensory information and found that while young children ages 6--8 years used sensory information according to its precision, we did not find evidence that they used the uncertainty of the prior distribution, as did children ages 9--11 years or adults. In all age groups, a Bayesian model predicted estimation behavior better than models which used only one source of information (prior or likelihood) or switched between prior and likelihood (Laquitaine & Gardner, [@i1534-7362-18-12-8-Laquitaine1]).

Methods {#s2}
=======

Experimental details {#s2a}
--------------------

We aimed to examine probabilistic inference during sensorimotor estimation in a child population. Our task was designed to examine use of probabilistic information during sensorimotor estimation (Acuna et al., [@i1534-7362-18-12-8-Acuna1]; Berniker et al., [@i1534-7362-18-12-8-Berniker1]; Vilares et al., [@i1534-7362-18-12-8-Vilares1]). Previous findings indicate that adults weight information according to its reliability and learn priors in a manner which resembles Bayesian integration during sensorimotor estimation. For the purposes of the current study, we adapted the experimental protocol for child participants by using a concept that was engaging to children, using simplified instructions, and reducing the number of trials.

Participants were 16 children (eight boys, eight girls) ages 6--8 years (*M* = 6.94, *SD* = 0.77), 17 children (eight boys, nine girls) ages 9--11 years (*M* = 10.06, *SD* = 0.75), and 11 adults (five men, six women) over 18 years old (*M* = 27.27, *SD* = 5.31). The data of two participants were excluded due to their looking away from the screen during the experiment. Participants overlapped with the sample of a previous study, where some participants from the current study were included as age-matched controls and compared with a clinical population (Chambers, Sokhey, Gaebler-Spira, & Kording, [@i1534-7362-18-12-8-Chambers1]).

In a quiet room, participants sat at a comfortable distance (typically between 30 and 60 cm) from a computer monitor 52 cm wide and 32.5 cm high. Before starting the experiment, we presented participants with the instructions that someone behind them was throwing pieces of candy into a pond, represented by the screen, and that their aim was to estimate where the candy target landed and catch as many pieces of candy as possible over the course of the experiment. We told participants that one piece of candy was being thrown into the water per trial. We also told participants that the candy target was hidden and caused a splash on the surface of the water. We showed them "where the candy usually lands." The participants\' goal was to hit these targets ("catch the candy") by combining the information from the splash and where the candy usually lands. The instructions from the beginning of the experiment are shown in the [Appendix](#ap01){ref-type="sec"} ([Figures A1](#i1534-7362-18-12-8-f01){ref-type="fig"} and [A2](#i1534-7362-18-12-8-f02){ref-type="fig"}).

Candy targets were drawn from a Gaussian prior distribution centered at the middle of the screen, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{N}\left( {\mu ,\sigma\rm{ _s^2}} \right)\end{document}$. The prior distribution was fixed for the duration of a block. On each trial, participants were presented with an uncertain "splash" stimulus for 1 s and were told that the splash was caused by a hidden candy target ([Figure 1A](#i1534-7362-18-12-8-f03){ref-type="fig"}). The splash was *n* = 4 samples (white dots on a blue background, diameter = 2% screen width) from a Gaussian likelihood distribution that was centered on the target location $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{N}\left( {s,\sigma \rm {_ l^2}} \right)\end{document}$. The stimulus-generation process was hierarchical: The target on each trial was sampled from a prior distribution that was fixed across trials; the likelihood distribution was centered on the target; and samples were then drawn from the likelihood distribution to form the splash stimulus that was displayed to participants. Participants provided an estimate of the candy target\'s location on the horizontal axis using a vertical bar that extended from the top to the bottom of the screen (2% of screen width). In order to successfully catch a target, the center of the "net" or vertical bar had to be within 2% of screen width of the target center. The net appeared at the same time as the splash at a random location on screen. Participants had 6 s to respond. After providing a response, they were shown the true candy-target location.

![(A) Experimental protocol. Participants were shown a visual cue with experimentally controlled uncertainty or likelihood which was presented as a "splash" created by a hidden target or "piece of candy" drawn from a prior distribution. Participants were told that the splash was created by candy falling into a pond. They were prompted to place a vertical bar ("net") where the hidden target fell and were then shown feedback on the target location. (B) Relying on the likelihood. A simple strategy would be to rely entirely on likelihood information by pointing at its centroid on each trial. This strategy is close to optimal when the likelihood is precise or narrow. The black bar or net overlaps with the target in the left panel. However, this strategy is less successful when the likelihood is wider, as samples from the likelihood become a less reliable indicator of target location and the optimal estimate shifts closer to the prior mean. The net is far from the target in the right panel. The optimal strategy involves weighting prior and likelihood information according to their relative uncertainties. (C) Experimental design. In order to quantify integration of the prior and likelihood, we measured reliance on the likelihood under different conditions of prior width and likelihood width. The prior could be narrow or wide, and the likelihood could be narrow, medium, or wide.](i1534-7362-18-12-8-f03){#i1534-7362-18-12-8-f03}

The stimuli in this experiment were presented well above the threshold of perception (in terms of their size and contrast) and were clearly visible to those with normal or corrected-to-normal vision. Therefore, physical measurements of stimulus dimensions like the exact visual angle were not crucial in determining how participants weighted information from the prior and likelihood distributions in this experiment.

One simple strategy for performing sensorimotor estimation under uncertainty is to consistently judge target location at the centroid *c* of the splash. This consists of full reliance on the likelihood and works well when the likelihood distribution is narrow, because the closely spaced points of the splash are an accurate indicator of target location ([Figure 1B](#i1534-7362-18-12-8-f03){ref-type="fig"}, left). However, full reliance on the likelihood would cause a participant to miss targets more frequently as the likelihood distribution widens ([Figure 1B](#i1534-7362-18-12-8-f03){ref-type="fig"}, right). When sensory information is unreliable, rather than relying on the likelihood completely we maximize performance by giving more weight to our prior belief on target location. More generally, the optimal strategy involves weighting sources of information according to their relative uncertainties.

Formally, weighting sources of information according to their relative precision corresponds to Bayesian inference. An optimal Bayesian observer combines noisy sensory information from the likelihood $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{N}\left( {s,\sigma\rm{ _l^2}/n} \right)\end{document}$ with the prior $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{N}\left( {\mu ,\sigma\rm{ _s^2}} \right)\end{document}$, resulting in a posterior distribution over target location: $$\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}N\left( {\left( {{\mu \over {\sigma _{\rm s}^2}} + {c \over {\sigma _{\rm l}^2/n}}} \right)\Big/\left( {{1 \over {\sigma _{\rm s}^2}} + {1 \over {\sigma _{\rm l}^2/n}}} \right),1\Big/\left( {{1 \over {\sigma _{\rm s}^2}} + {1 \over {\sigma _{\rm l}^2/n}}} \right)} \right){\rm {.}}\end{document}$$

The mean of the posterior is a mean of the prior and sensory information weighted by their precisions. From this posterior distribution, an estimate is computed. Therefore, the optimal reliance on the likelihood is a function of prior and likelihood uncertainties, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s}^2/\left( {\sigma _{\rm s}^2 + \sigma _{\rm l}^2/n} \right)\end{document}$. We can manipulate the prior and likelihood variance and measure their influence on participants\' reliance on the likelihood to investigate probabilistic information during sensorimotor estimation.

To investigate how children use probabilistic information during sensorimotor estimation, we manipulated the variances of prior distribution and likelihood distribution ([Figure 1C](#i1534-7362-18-12-8-f03){ref-type="fig"}). We used a Gaussian prior distribution with a mean at the center of the screen and standard deviation of 0.03 (Narrow Prior) or 0.1 (Wide Prior) in units of screen width. The likelihood distribution was centered on the target location and could have a standard deviation of 0.05 (Narrow Likelihood), 0.1 (Medium Likelihood), or 0.25 (Wide Likelihood) in units of screen width. There were six conditions: Narrow Prior/Narrow Likelihood, Narrow Prior/Medium Likelihood, Narrow Prior/Wide Likelihood, Wide Prior/Narrow Likelihood, Wide Prior/Medium Likelihood, and Wide Prior/Wide Likelihood.

The experiment consisted of four blocks, each lasting 120 trials, preceded by a practice block lasting 10 trials. Trials were blocked by prior condition, with all likelihood conditions presented in randomized order within one block. The prior over target location switched from block to block with a randomly chosen starting condition for each participant (i.e., Narrow-Wide-Narrow-Wide or Wide-Narrow-Wide-Narrow).

We introduced a number of modifications to engage child participants in the task. Participants were shown how much candy they had won on-screen and won a "bonus" piece of candy for every 10 pieces of candy they caught. Sounds were presented to signal successfully catching a target and missed responses when they did not respond within the 6-s time window. Step-by-step instructions were shown to participants on-screen before the experiment, to ensure that all participants received the same instructions. Before the experiment, we told all participants that their payment was proportional to the number of pieces of candy they caught. Their target score was displayed on-screen. Then at the end of the experiment we paid a fixed amount, which was different for the parents of child participants (\$25) and for adults (\$10). These modifications ensured that child participants were not discouraged during the experiment.

Ethical approval was provided by the Northwestern University Institutional Review Board (\#20142500001072). This study was performed in accordance with the Declaration of Helsinki. Participants signed a consent form before participation. For child participants, a parent provided consent for their child to take part and completed the Developmental Coordination Disorder questionnaire (Wilson et al., [@i1534-7362-18-12-8-Wilson1]), a modified Vanderbilt questionnaire to assess for attention deficit--hyperactivity disorder (Wolraich et al., [@i1534-7362-18-12-8-Wolraich1]), and the Behavior Assessment System for Children parent rating scales (Reynolds & Kamphaus, [@i1534-7362-18-12-8-Reynolds1]). After the participant completed the game, we administered the child Mini-Mental State Evaluation to obtain an approximate assessment of cognitive ability (Ouvrier, Goldsmith, Ouvrier, & Williams, [@i1534-7362-18-12-8-Ouvrier1]). No data were excluded on the basis of neuropsychological test results.

Data analysis {#s2b}
-------------

We were interested in the integration of probabilistic information from a prior distribution and sensory information from the likelihood during sensorimotor estimation. To investigate this, we examined whether samples from the likelihood distribution, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}X = \left\{ {{x_1},{x_2},{x_3},{x_4}} \right\}\end{document}$, were combined with information about the prior distribution $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{N}\left( {\mu ,\sigma _{\rm s}^2} \right)\end{document}$ in producing an estimate of target location. We quantified this for each condition using the extent to which participants relied on the likelihood, given by the linear relationship between the centroid of the splash $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}c = \mathop \sum \nolimits_i^N {x_i}/n\end{document}$ and their estimate on each trial. We performed a linear regression with the estimate (placement of the net) as the dependent variable and the likelihood centroid *c* as the independent variable. The slope provides an estimate of the reliance on the likelihood, which we term the *estimation slope*. If participants relied only on the likelihood to generate their estimate, then they should point close to the centroid of the splash *c* on all trials, leading to an estimation slope ≈ 1. If instead participants ignore the likelihood and use only their representation of the prior, then their estimates should not depend on *c*, leading to an estimation slope ≈ 0. The intercept/(1 − estimation slope) computed from the fitted function reflects the subjective prior mean used to provide estimates. Therefore, from participants\' estimates we obtain a measure of their reliance on the likelihood and the subjective prior mean.

For a Bayesian observer, sources of information are weighted according to their relative reliabilities, leading to an estimation slope of $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s}^2/(\sigma _{\rm s}^2 + {{{{\left( {{\sigma _{\rm l}} + {\Delta _{\rm l}}} \right)}^2}} / n}\end{document}$ ). To account for the fact that participants may not have learned the experimentally imposed likelihood variance $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm l}^2\end{document}$, we added an extra parameter $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\Delta _{\rm l}}\end{document}$, a constant source of variance added to the likelihood variance. We use this equation to model the estimation slopes and to infer probabilistic variables used by participants ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s}^2\end{document}$, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\Delta _{\rm l}}\end{document}$).

We also investigated a simple switching model as an alternative to full Bayesian integration, where participants randomly switched between using the prior and likelihood across trials. The proportion of trials where participants used the likelihood to form their estimate, *p*(likelihood), was a free parameter. In this model, participants ignored the uncertainty of prior and likelihood information and used a fixed *p*(likelihood) for all conditions.

We quantified task performance using the proportion of correct responses, *p*(correct), and the root mean square error (RMSE) with respect to the regression line in each condition. We note that the RMSE contains contributions from both additional noise $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\Delta _{\rm l}}\end{document}$ added to the likelihood and motor errors.

Motor errors, which occur after the combination of task-relevant information, influence estimates. Linear regression provides an unbiased estimate of the estimation slope for realistic amounts of motor noise added to estimates with standard deviations of up to approximately 10%--15% of screen width. Larger amounts of motor noise lead to many estimates at screen limits and estimation slopes that are closer to zero than the true values predicted by prior and likelihood parameters. Here, our analysis of estimation slopes assumes that sensorimotor estimates are not corrupted by large amounts of motor noise. However, such large motor errors are unlikely given that the RMSE of the most variable subject was less than 15% of screen width (see [Figure 2A](#i1534-7362-18-12-8-f04){ref-type="fig"}, right panel).

![Task performance and estimation data. (A) Left: The proportion of candy targets caught as a function of age group (median, error bars = 95% confidence intervals \[CIs\]). Right: The root mean square error relative to the regression line in the Wide Prior/Narrow Likelihood condition gives an indication of how noisy participants were and is shown as a function of age group (median, error bars = 95% CIs). (B) Estimation data overlaid with linear fit for a representative participant age 11 years. The net position as a function of the centroid of the likelihood is shown for each trial (points). The fitted (blue) and optimal (red) functions are displayed. Note that optimal values here and in (C--D) and [Figure 3B](#i1534-7362-18-12-8-f05){ref-type="fig"} assume that participants use the experimentally imposed likelihoods and priors. Each panel displays estimation data for one condition, as defined by prior and likelihood width. (C) The median bootstrapped intercept of individual participants is shown as a function of age group (error bars = 95% CI). The optimal intercept at zero is shown (red). (D) The median bootstrapped estimation slope of individual participants is shown as a function of age group (error bars = 95% CI). The optimal estimation slope values are shown (red).](i1534-7362-18-12-8-f04){#i1534-7362-18-12-8-f04}

We examined whether children\'s estimation behavior resembled Bayesian inference using model selection and by estimating the parameters of the best-fitting model. We first compared the performance of a Bayesian model with three alternative models: a model where participants alternated between the likelihood and prior (Switch model), a model where they fully relied on the prior (Prior-only model), and a model where they fully relied on the likelihood (Likelihood-only model). We computed estimation slopes from each participant\'s data, then fitted the estimation slopes to the Bayesian model and the Switch model. The Bayesian model contained two prior variance parameters and the variance parameter added to the likelihood ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s\ NP}^2\end{document}$, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s\ WP}^2\end{document}$, and $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\Delta _{\rm l}}\end{document}$). We minimized the mean squared error (MSE) of the objective function $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s}^2/(\sigma _{\rm s}^2 + {{{{\left( {{\sigma _{\rm l}} + {\Delta _{\rm l}}} \right)}^2}} / n})\end{document}$ relative to the data, using bounds of 0.02 and 0.4 for the prior variance parameters. For the Switch model, we minimized the MSE between estimation slopes and the *p*(likelihood) parameter, using bounds of 0.1 and 0.9. We ran the optimizer five times with randomly selected initial parameters. We performed leave-one-out cross validation on the data of each participant by fitting model parameters to five conditions and computing the MSE for the left-out condition. For the Prior-only model, the MSE was computed by comparing estimation slopes to 0; for the Likelihood-only model, it was computed by comparing estimation slopes to 1. We selected the model with the lowest MSE summed across left-out conditions. We estimated the parameters of the Bayesian and Switch models by fitting the models to 1,000 data sets resampled with replacement from each participant\'s data. We used estimation slopes measured from participants\' data for model selection and parameter estimation.

For validation purposes, we performed model selection on 1,000 data sets simulated from each model. Each simulated participant generated estimates using a maximum a posteriori decision rule with added motor noise (*SD* = 5% in screen units). If estimates fell outside screen limits, they were set to the screen limit. Prior-only and Likelihood-only participants were generated by excluding the likelihood and prior terms from the posterior distribution, respectively. Switch subjects alternated between Prior-only and Likelihood-only strategies. In order to illustrate that we can infer model parameters with reasonable accuracy, we performed parameter estimation for 1,000 simulated Bayesian subjects whose subjective prior variance was at intermediate values between the theoretical variance parameters. We simulated cases where subjective prior variances were undifferentiated ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s\ NP}^2\end{document}$ = 0.06, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s\ WP}^2\end{document}$ = 0.06), where they were partly differentiated ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s\ NP}^2\end{document}$ = 0.048, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s\ NP}^2\end{document}$ = 0.083), and where subjects used the experimentally imposed prior ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s\ NP}^2\end{document}$ = 0.03; $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}\sigma _{\rm s\ WP}^2\end{document}$ = 0.1). We simulated conditions where different amounts of variance were added to the experimentally imposed likelihood ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\Delta _{\rm l}}\end{document}$ = 0, 0.05, 0.1). We also inferred the *p*(likelihood) parameter of the Switch model (0.2, 0.4, 0.6, 0.8) from the data of 1,000 simulated subjects per condition. Simulations allowed us to ensure that our model-selection and parameter-estimation procedures produced unbiased results.

Results {#s3}
=======

We wanted to investigate the development of Bayesian integration. To do so, we examined whether children ages 6--11 years and adults could learn to use uncertainty of different sources of information (prior and likelihood) during sensorimotor estimation ([Figure 1](#i1534-7362-18-12-8-f03){ref-type="fig"}). We first quantified participants\' task performance. We then examined how their estimates depended on the prior and the likelihood. We then performed model selection on the data of each participant to assess whether their behavior was more consistent with Bayesian inference, full reliance on the prior, full reliance on the likelihood, or alternation between prior and likelihood. Finally, we devised estimated parameters of the Bayesian model for each age group.

It was first important to establish that the all age groups understood and carried out the task. We therefore examined the proportion *p*(correct) of candy caught ([Figure 2A](#i1534-7362-18-12-8-f04){ref-type="fig"}, left panel). Performance increased significantly with age (one-way analysis of variance \[ANOVA\]), *F*(2, 41) = 27.44, *p* \< 0.0001, with significant differences between age groups---6--8 years versus 9--11 years: *t*(31) = 3.86, *p* \< 0.001; 6--8 years versus 18+ years: *t*(25) = 7.72, *p* \< 0.0005; 9--11 years versus 18+ years: *t*(26) = 3.83, *p* \< 0.001 (corrected *α* = 0.0167). We compared the proportion of candy targets caught, *p*(correct), to chance level for each age group ([Figure 2A](#i1534-7362-18-12-8-f04){ref-type="fig"}). The performance of all age groups far exceeded chance level, as tested with one-sample *t* tests---6--8 years: *t*(15) = 33.77, *p* \< 0.0001; 9--11 years: *t*(16) = 32.26, *p* \< 0.0001; 18+ years: *t*(10) = 29.31, *p* \< 0.0001 (corrected *α* = 0.0167). In addition, we examined the RMSE of estimates relative to the regression line in the Narrow Likelihood/Wide Prior condition, which gave an indication of the variability of sensorimotor estimates ([Figure 2A](#i1534-7362-18-12-8-f04){ref-type="fig"}, right panel). We found a significant effect of age group on RMSE (one-way ANOVA), *F*(2, 41) = 10.76, *p* \< 0.0005, and significant differences between age groups---6--8 years versus 9--11 years: *t*(31) = 2.80, *p* \< 0.01; 6--8 years versus 18+ years: *t*(25) = 4.31, *p* \< 0.001; 9--11 years versus 18+ years: *t*(26) = 2.19, *p* = 0.0378 (corrected *α* = 0.0167). The RMSE (in units of screen width) was within an acceptably low range for all age groups---6--8 years: *M* (*SD*) = 0.07 (0.03); 9--11 years: 0.04 (0.02); 18+ years: 0.03 (0.01). This shows that all age groups understood the candy-catching task and carried out the task above chance level. Although we do observe differences between age groups, these differences between cannot be attributed to a lack of understanding of the task.

Having found differences in performance between groups, we examined how weighting of prior and likelihood information changes over the course of development. In order to quantify the nature of integration between the likelihood and the prior, we used the parameters of the linear fit between estimates and the likelihood centroid. The mean of the prior used by participants is calculated using the parameters of the linear fit: intercept/(1 − estimation slope) (Berniker et al., [@i1534-7362-18-12-8-Berniker1]). Full reliance on the likelihood indicates a close relationship between estimates and the likelihood and results in estimation slope ≈ 1. Full reliance on the prior indicates a lack of relationship between estimates and the likelihood and results in estimation slope ≈ 0. We display the fitted estimation slope, intercept, and estimation data for an 11-year old participant ([Figure 2B](#i1534-7362-18-12-8-f04){ref-type="fig"}), and the reliability of the slope and intercept estimates for each individual participant ([Figure 2C](#i1534-7362-18-12-8-f04){ref-type="fig"} and [2D](#i1534-7362-18-12-8-f04){ref-type="fig"}). The linear fit explains a reasonable amount of variance in raw estimates in each age group---6--8 years: mean *R*^2^ (*SD*) = 0.32 (0.22); 9--11 years: 0.54 (0.20); 18+ years: 0.70 (0.12). This procedure allowed us to quantify the nature of prior and likelihood integration for each participant.

We were interested in whether sensorimotor integration of prior and likelihood improved during development. To examine this, we first tested whether participants\' estimates were consistent with simple prior statistics. We analyzed the prior mean used by participants ([Figure 3A](#i1534-7362-18-12-8-f05){ref-type="fig"}). We note that this information was provided to participants on-screen, since they were shown samples from the prior distribution. However, since we were examining a child population, it was necessary to make sure that they used visually available information. We examined the influence of the prior width, likelihood width, and age group on the prior mean (Intercept/\[1 − estimation slope\]). The analysis of the prior mean did not reveal a significant influence of prior width or age group (repeated-measures ANOVA)---prior width: *F*(1, 42) = 0.37, *p* = 0.55; age group: *F*(1, 42) = 2.53, *p* = 0.12---nor their interaction, *F*(1, 42) = 0.76, *p* = 0.39. However, there was a significant effect of likelihood width, *F*(2, 84), 3.94, *p* = 0.03, and a significant Likelihood width × Age interaction, *F*(2, 84) = 3.69, *p* = 0.04). Post hoc *t* tests comparing levels of the likelihood-width variable and the interaction between likelihood width and age group did not show significant differences between conditions (see Appendix, [Tables A1](#i1534-7362-18-12-8-t01){ref-type="table"} and [A2](#i1534-7362-18-12-8-t02){ref-type="table"}). Therefore, age group and stimulus factors did not play a strong role in influencing the prior mean used by participants.

![Prior mean, estimation slope, and estimation slope as a function of trial bin. (A) Median prior mean as a function of prior width (NP = narrow prior, WP = wide prior), likelihood width (NL = narrow likelihood, ML = medium likelihood, WL = wide likelihood), and age group (error bars = 95% confidence interval). The optimal value is shown (red). (B) Median estimation slope as a function of prior width, likelihood width, and age group (error bars = 95% confidence interval). Optimal values are shown (red). (C--E) Estimation slopes were computed for separate blocks and bins of 40 consecutive trials, then averaged across likelihood conditions. Median estimation slopes (error bars = 95% confidence) are shown for the three age groups: (C) 6--8 years, (D) 9--11 years, and (E) 18+ years.](i1534-7362-18-12-8-f05){#i1534-7362-18-12-8-f05}

We next examined whether the weighting of prior and likelihood information changed during development by analyzing the estimation slope ([Figure 3B](#i1534-7362-18-12-8-f05){ref-type="fig"}). We examined the influence of the prior width, likelihood width, and age group on the estimation slope. A repeated-measures ANOVA applied to the estimation slope revealed significant main effects of prior width, *F*(1, 42) = 5.66, *p* \< 0.05, and likelihood width, *F*(2, 84) = 53.78, *p* \< 0.0001, as well as a nonsignificant main effect of age group, *F*(1, 42) = 0.42, *p* = 0.52. Therefore, there is evidence that the sample as a whole integrated both the prior and the likelihood into their judgments.

In our analysis of estimation slopes, we then turned to statistical interactions which reveal age-specific effects. There was a significant Age group × Prior width interaction, *F*(1, 42) = 26.34, *p* \< 0.0001, and no significant Age group × Likelihood width interaction, *F*(2, 84) = 3.39, *p* = 0.06. The use of likelihood may not change considerably over the course of development. However, there is evidence for an influence of age group on use of prior statistics. We therefore examined the influence of the prior width on the estimation slope for different age groups, using paired *t* tests---6--8 years: *t*(30) = 0.54, *p* = 0.59; 9--11 years: *t*(32) = 3.76, *p* \< 0.001; 18+ years: *t*(20) = 7.08, *p* \< 0.0001 (corrected *α* = 0.0167). At a group level, 6- to 8-year-olds do not distinguish between Narrow and Wide Prior conditions, with this difference becoming significant at 9--11 years. Therefore, young children ages 6--8 years show the ability to incorporate likelihood into their judgments as adults do, but there is no evidence that they make use of the prior width until 9--11 years.

Children ages 6--8 years did not appear to use the prior distribution when making sensorimotor estimates. It could have been the case that they learned to do so over the course of the experiment. We therefore examined how the influence of the prior width on the estimation slope changed during the experiment. We computed slopes for bins of 40 consecutive trials and averaged estimation slopes across likelihood conditions ([Figure 3](#i1534-7362-18-12-8-f05){ref-type="fig"}C--[3E](#i1534-7362-18-12-8-f05){ref-type="fig"}). As shown by a repeated-measures ANOVA, we did not find significant main effects of age group, *F*(1, 41) = 0.01, *p* = 0.94; prior width, *F*(1, 41) = 1.96, *p* = 0.17; or trial bin, *F*(2, 82) = 0.60, *p* = 0.55; but we did find a significant main effect of experimental block, *F*(1, 41) = 7.79, *p* \< 0.01. As before, we found a significant Prior width × Age group interaction, *F*(1, 41) = 14.58, *p* \< 0.001. However, interactions between age group, prior width, trial bin and experimental block were not significant. The significant effect of experimental block revealed a subtle tendency to rely more on the likelihood in Block 1---*M* (*SD*) = 0.55 (0.25)---than in Block 2---0.46 (0.22). However, we did not find evidence for a change over the course of the experiment in how participants distinguished between conditions based on uncertainty. Therefore, we did not find evidence that young children learned the prior variance over the course of the experiment.

We formally tested whether estimation behavior is consistent with Bayesian inference by comparing the performance of a model which integrated prior and likelihood information (Bayesian model) with baseline models that used only prior information (Prior-only model), used only likelihood information (Likelihood-only model), and alternated between prior and likelihood across trials (Switch model). We first show that we can reliably infer the correct model from simulated estimation data ([Figure 4A](#i1534-7362-18-12-8-f06){ref-type="fig"}). When applied to estimation data, on average, we found a lower MSE for the Bayesian model compared to the baseline models ([Figure 4B](#i1534-7362-18-12-8-f06){ref-type="fig"}). Most individual participants\' data were best fit by the Bayesian model: 11 out of 16 participants ages 6--8 years, 15 out 17 ages 9--11 years, and 11 out of 11 adults ([Figure 4C](#i1534-7362-18-12-8-f06){ref-type="fig"}). On average, the Bayesian model accounts for a reasonable amount of variance of estimation slopes---6--8 years: mean *R*^2^ (*SD*) = 0.74 (0.26); 9--11 years: 0.94 (0.07); 18+ years: 0.96 (0.02). Our findings suggest that some combination of prior and likelihood was present in children as young as 6 years.

![Model selection. (A) Confusion matrix showing the proportion of cases where each model was selected, computed from the data of 1,000 participants per simulated model. We can infer the correct model from simulated data with reasonable accuracy. (B) Median mean squared error for each model as a function of age group (error bars = 95% confidence interval). (C) The number of participants for whom each model was selected. The Bayesian model provides an improved fit for most participants (11 out of 16 ages 6--8 years, 15 out of 17 ages 9--11 years, 11 out of 11 adults).](i1534-7362-18-12-8-f06){#i1534-7362-18-12-8-f06}

Having found that the Bayesian model provides a better fit for the majority of participants across age groups, we estimated the parameters of the Bayesian model. We first show that our parameter-estimation procedure leads to unbiased estimates using simulated data ([Figure 5](#i1534-7362-18-12-8-f07){ref-type="fig"}A--[5C](#i1534-7362-18-12-8-f07){ref-type="fig"}). We simulated optimal participants with different amounts of noise added to the likelihood ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\Delta _{\rm l}}\end{document}$ = 0.01, 0.05, 0.1), who either used a prior whose standard deviation was the mean of the experimentally imposed prior standard deviations ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ NP}}\end{document}$, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ WP}}\end{document}$ = 0.065), used partly differentiated priors ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ NP}}\end{document}$ = 0.048, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ WP}}\end{document}$ = 0.083), or used the experimentally imposed priors ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ NP}}\end{document}$ = 0.03, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ WP}}\end{document}$ = 0.1). The parameters inferred from the model agreed with the simulated parameters ([Figure 5](#i1534-7362-18-12-8-f07){ref-type="fig"}A--[5C](#i1534-7362-18-12-8-f07){ref-type="fig"}). We then estimated the prior width and noise added to the likelihood ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ NP}}\end{document}$, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ WP}}\end{document}$, and $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\Delta _{\rm l}}\end{document}$) from the data of the 37 out of 44 participants whose data were better fit by the Bayesian model. We inferred the prior variance from data sets sampled with replacement 1,000 times from each participant\'s data. While parameters estimated from the model are corrupted by noise, there is a trend for prior variance parameters to be unaffected by the task (experimental prior width) in young children ([Figure 5D](#i1534-7362-18-12-8-f07){ref-type="fig"}) and to shift in the direction of experimentally imposed prior variances during development ([Figure 5](#i1534-7362-18-12-8-f07){ref-type="fig"}D--[5F](#i1534-7362-18-12-8-f07){ref-type="fig"}). We observe that, in young children ages 6--8 years, sensorimotor estimates are unaffected by prior width both here and in our analysis of estimation slopes. While the priors used by all age groups were suboptimal, this bias appears to decrease with age.

![Estimates of model parameters. (A--C) Estimates of model parameters from 1,000 simulated Bayesian participants. (A) Estimates of the Narrow Prior standard deviation ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ NP}}\end{document}$). (B) Estimates of the Wide Prior standard deviation ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ WP}}\end{document}$). (C) Estimates of the standard deviation added to the likelihood ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\Delta _{\rm l}}\end{document}$). Simulated participants used the same prior in both conditions ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ NP}}\end{document}$, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ WP}}\end{document}$ = 0.065), used partly differentiated priors ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ NP}}\end{document}$ = 0.048, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ WP}}\end{document}$ = 0.083), or used the experimentally imposed prior ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ NP}}\end{document}$ = 0.03, $\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\sigma _{\rm s\ WP}}\end{document}$ = 0.1). We also varied the amount of noise added to the likelihood ($\begin{document}\newcommand{\bialpha}{\boldsymbol{\alpha}}\newcommand{\bibeta}{\boldsymbol{\beta}}\newcommand{\bigamma}{\boldsymbol{\gamma}}\newcommand{\bidelta}{\boldsymbol{\delta}}\newcommand{\bivarepsilon}{\boldsymbol{\varepsilon}}\newcommand{\bizeta}{\boldsymbol{\zeta}}\newcommand{\bieta}{\boldsymbol{\eta}}\newcommand{\bitheta}{\boldsymbol{\theta}}\newcommand{\biiota}{\boldsymbol{\iota}}\newcommand{\bikappa}{\boldsymbol{\kappa}}\newcommand{\bilambda}{\boldsymbol{\lambda}}\newcommand{\bimu}{\boldsymbol{\mu}}\newcommand{\binu}{\boldsymbol{\nu}}\newcommand{\bixi}{\boldsymbol{\xi}}\newcommand{\biomicron}{\boldsymbol{\micron}}\newcommand{\bipi}{\boldsymbol{\pi}}\newcommand{\birho}{\boldsymbol{\rho}}\newcommand{\bisigma}{\boldsymbol{\sigma}}\newcommand{\bitau}{\boldsymbol{\tau}}\newcommand{\biupsilon}{\boldsymbol{\upsilon}}\newcommand{\biphi}{\boldsymbol{\phi}}\newcommand{\bichi}{\boldsymbol{\chi}}\newcommand{\bipsi}{\boldsymbol{\psi}}\newcommand{\biomega}{\boldsymbol{\omega}}{\Delta _{\rm l}}\end{document}$ = 0.01, 0.05, 0.1). The median (error bars = 95% confidence interval) is shown in all panels. (D--F) Wide Prior variance as a function of the Narrow Prior variance inferred from the estimation data of participants whose data was best fit by the Bayesian model: (D) ages 6--8 years, (E) ages 9--11 years, and (F) adults. Blue and green lines show the experimentally imposed prior variance in the Narrow and Wide Prior conditions, respectively. (G) Shows the variance added to the likelihood inferred from the estimation data. (H--I) Switch model. (H) Shows the p(likelihood) inferred from the Switch models for 1,000 simulated subjects per p(likelihood) condition. (I) Shows the p(likelihood) for participants whose data was best fit by the Switch model.](i1534-7362-18-12-8-f07){#i1534-7362-18-12-8-f07}

The behavior of a small number of younger participants was better fit by the switching model ([Figure 5H](#i1534-7362-18-12-8-f07){ref-type="fig"} and [5I](#i1534-7362-18-12-8-f07){ref-type="fig"}). We can accurately infer the proportion *p*(likelihood) of trials where participants use the likelihood from simulated data ([Figure 5H](#i1534-7362-18-12-8-f07){ref-type="fig"}). The *p*(likelihood) is variable across participants who use this strategy ([Figure 5I](#i1534-7362-18-12-8-f07){ref-type="fig"}). This simple strategy provides an alternative to Bayesian integration but is not prevalent in our sample.

Discussion {#s4}
==========

We investigated the development of Bayesian integration during sensorimotor estimation. Statistically efficient estimation required integrating information from a prior distribution with sensory information from a likelihood distribution. We found that participants\' estimates reflect the experimentally imposed prior mean, which was expected, since samples of the prior were displayed on screen. Our analysis of estimation slopes showed that all age groups relied on the likelihood according to its uncertainty. While the older child group (9--11 years) and adults distinguished between conditions based on prior width, we did not find evidence for this in the youngest group (6--8 years). We did not find learning related to the prior over the course of the experiment, but we did find slightly less reliance on the likelihood in later blocks. In all age groups, a Bayesian model that integrated likelihood and prior information performed better than simple models that used only one or the other source of information and a model that alternated between them. This finding is consistent with the significant main effect of the likelihood width on estimation slopes. We also found that younger children exhibit larger deviations from optimality in fitted parameters.

We examined the possibility that instead of integrating information from the prior and likelihood, subjects relied on only one source of information on each trial and randomly switched between the two sources across trials. The form of switching that we investigated was simple, in that the probability that subjects relied on the likelihood (the parameter of this model) was fixed across conditions. However, other forms of switching behavior that resemble Bayesian integration are possible and have been explored in previous work (Landy & Kojima, [@i1534-7362-18-12-8-Landy1]; Laquitaine & Gardner, [@i1534-7362-18-12-8-Laquitaine1]). For example, participants may weight the prior and likelihood proportionally to their uncertainties, which would lead to the same set of estimation slopes in our experiment but differences in the variance of estimates. Our experiment did not allow us to accurately distinguish between Bayesian integration and this more complex variant of switching behavior. Switching rather than full integration during sensorimotor estimation remains a possible explanation for sensorimotor estimation in children to be addressed in future work.

Our finding that younger children exhibit larger deviations from optimality than adults suggests that efficient statistical inference is at least partly learned during development, but leaves open questions on the sources of this suboptimality. Inaccurate likelihoods, priors, cost functions, decisions rules, and approximations to Bayesian inference can all lead to suboptimality (Rahnev & Denison, [@i1534-7362-18-12-8-Rahnev1]). It will be interesting to tease apart their contributions in future work.

In a real-world context, priors must be learned from our interactions with the world (Berniker et al., [@i1534-7362-18-12-8-Berniker1]). In future investigations, it may be interesting to examine learning of prior statistics without providing visual cues on screen. Although this was outside the scope of the current work, our findings provide certain predictions on the changes that might occur during development. We found that young children can weight information by its relative uncertainty and that their judgments reflect the mean of the prior but not its variance. This could be further tested by varying the parameters of an unseen prior. It may be the case that children can learn simple statistics of distributions such as the mean but have difficulty with higher order statistics, and do not show signs of representing full distributions as adults do until late in development (Acerbi, Vijayakumar, & Wolpert, [@i1534-7362-18-12-8-Acerbi1]; Kording & Wolpert, [@i1534-7362-18-12-8-Kording1]).

Previous work on Bayesian cue combination has found that children\'s behavior suggests late integration in childhood, often finding that children\'s behavior up to the ages of 9--12 years is more consistent with reliance on separate sources of available information and switching between sources of information (Adams, [@i1534-7362-18-12-8-Adams1]; Gori et al., [@i1534-7362-18-12-8-Gori1]; Nardini et al., [@i1534-7362-18-12-8-Nardini3]). However, in our study, most of the children in the youngest group tested (6--8 years) integrated prior and likelihood information as shown by the improved fit of a Bayesian model to the data compared with baseline models that use one source of information only or alternate between sources of information.

Why do we observe early signs of integration, which are typically not observed in the case of cue combination? It may be that we learn to integrate information early to perform functions that are crucial to survival such as movement, as in the present work, or basic inferences on the behavior of visual objects (Téglás et al., [@i1534-7362-18-12-8-Teglas1]). It could be that we integrate at an earlier stage of development when the nature of the information to be integrated is the same, like in the current work. Efficient cue combination, on the other hand, requires bringing together signals that are processed separately, whether this be across or within the senses (Gori et al., [@i1534-7362-18-12-8-Gori1]; Nardini et al., [@i1534-7362-18-12-8-Nardini1]), and it could be that maturation of the circuits which process these cues is necessary before information can be combined (Dekker et al., [@i1534-7362-18-12-8-Dekker1]).

Apparent inefficiencies in the behavior of young children might be in some sense efficient given children\'s goals and constraints. For example, in the case of cue combination it may be beneficial to avoid fusion during development in order to process cues separately, so that the senses may calibrate themselves (Gori et al., [@i1534-7362-18-12-8-Gori1]; Nardini et al., [@i1534-7362-18-12-8-Nardini3]). It will be important for future research to define the factors that lead to integration of information under certain conditions and tasks and not under others (Ernst, [@i1534-7362-18-12-8-Ernst1]). "Bayesian brain" theories must be developed further to account for how Bayesian inference emerges in the developing brain, and in particular must account for developmental trajectories of different behaviors.

If Bayesian computation is at the core of the neural code (Beck et al., [@i1534-7362-18-12-8-Beck1]; Zemel et al., [@i1534-7362-18-12-8-Zemel1]), behavior should show the signatures of Bayesian inference under all conditions, including during development. Our findings support some level of Bayesian integration at all age groups, but they also show that children do not use available probabilistic information to the same extent as adults. It may be that during development the brain learns to approximate Bayesian principles by means other than explicitly implementing Bayesian computations in neural circuits (Mandt et al., [@i1534-7362-18-12-8-Mandt1]; Weisswange et al., [@i1534-7362-18-12-8-Weisswange1]). Our findings fit with ideas suggested by Piaget ([@i1534-7362-18-12-8-Piaget1]) on the role of constructivism in child development: that abilities are acquired through experience by building on more basic forms of knowledge. In this sense, learning statistics may be seen as a very basic form of knowledge. While we may be born with a general learning architecture, it seems that statistics should be seen not as core knowledge (Spelke & Kinzler, [@i1534-7362-18-12-8-Spelke1]) but as an acquired skill.
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![Instructions Part 1. Screens 1 and 2. We presented participants with the instructions that someone behind them was throwing candy into a pond, represented by the screen. Screens 3 to 6. We showed participants 200 samples from the prior distribution ("Where the candy lands"). The first 10 samples (two shown here) were shown "falling" into the pond one by one.](i1534-7362-18-12-8-f01){#i1534-7362-18-12-8-f01}

![Instructions Part 2. Screens 7 to 10. We showed participants an example trial, where they were given noisy feedback on target location in the form of n = 4 samples from the likelihood (Splash). We showed participants a vertical bar and asked them to use it to catch the candy by moving the bar from left to right. After they provided their estimate, we showed them the candy\'s true location. Screens 11 and 12. We gave participants information on "bonuses" and the duration of the experiment.](i1534-7362-18-12-8-f02){#i1534-7362-18-12-8-f02}

###### 

Paired t tests comparing prior mean across likelihood width and age conditions (corrected α = 0.0056).
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###### 

Paired t tests comparing prior mean across likelihood width (corrected α = 0.0167).
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