Abstract. We establish certain smash operations on spaces over operads which are general analogues of the Samelson product on single loop spaces, and obtain a conceptual description of the structure of the homotopy groups of spaces Y over a symmetric K(π, 1) operad: π * Y is a module over the free algebraic symmetric operad generated by operations on homotopy groups induced by these smash operations. In particular the homotopy groups of double loop spaces is a module over the free algebraic symmetric operad generated by the conjugacy classes of Brunnian braids modulo the conjugation action of pure braids.
Thus structures are important to control (co)homology theories. For instance, the structures of H * Ω n Σ n X are the essential part in the determination of H * Ω n Σ n X [7] . The objective of this paper is to investigate the structures of homotopy groups. This paper is part the author's Ph.D. thesis.
Determination of the homotopy groups π * X of a space X is equivalent to determination of the homotopy groups π * Ω n X of loop spaces Ω n X (n ≥ 1), as π k+n X = π k Ω n X. The latter has a great advantage that (iterated) loop spaces Ω n X have rich structures which may be helpful to uncover the structures of π * Ω n X and thus the structures of π * X. For instance, a single loop space ΩX admits a product [−, −] : ΩX ∧ ΩX → ΩX called the Samelson product, which induces a structure on π * ΩX similar to a Lie algebra. As illustrated by this example, certain products on (iterated) loop spaces may induce certain structures on homotopy groups. In this paper, we are concerned about generalization of the Samelson product to iterated loop spaces, namely Question: What structures on Ω n X (n ≥ 2) can induce certain structures on π * Ω n X analogous to that the Samelson product on ΩX induces a Lie algebra structure on π * ΩX? To analyze this question, first let us recall that the little n-cubes operad C n acts on Ω n X for n ≥ 1 [1, 11] and its converse is also true.
Theorem 1.1 (May (1972) [11] , Boardman and Vogt (1973) [2] ). If a path-connected space Y admits an action of C n , then Y is weakly homotopy equivalent to Ω n X for some X.
In other words, a path-connected space is of the weak homotopy type of an n-fold loop space iff it admits an action of C n up to homotopy. Namely the action of C n on n-fold loop spaces θ : C n (k) × (Ω n X) k → Ω n X characterizes n-fold loop spaces and thus should carry all the essential information of n-fold loop spaces. So good understanding of θ on certain aspects may be helpful to obtain certain information of n-fold loop spaces. For instance, in homology the behavior of θ is crucial to the homology of n-fold loop spaces, which had been well studied in 1970's [7] . Unfortunately on homotopy groups θ, as well as (Ωθ) * , is just the summation and thus does not carry useful information. Besides homology, then what else important information of n-fold loop spaces can be extracted from θ, especially on the space level? Notice that θ unites all operations on n-fold loop spaces as a whole and this unity is certainly of great advantages. In certain situations, however, it is necessary to break down θ into many finer operations. For example, in homology θ is automatically broken down into many homology operations. To extract information from θ on the space level, we propose the following idea which applies not only to C n and Ω n X but also to general topological operads C and C -spaces:
Idea: Break down the action θ of C on C -spaces Y into many finer operations by composing θ with elements in [S l , C (k)], i.e. maps S l → C (k) to get various maps S l × Y k → Y , then assemble all these finer operations together to recover (partially) global structures of Y . Namely, for each α ∈ [S l , C (k)], let
then θ is broken down into a lot of product operations θ α . Note that [S l , C ] is naturally a ∆-set with faces d i . The key observation is that, if d i α is trivial for all i, then θ α probably is homotopic to
restricted to the fat wedge where µ k is the iterated product on Y ; if so, then µ k −θ α is null homotopic restricted to the fat wedge and thus factors through the smash product S l ∧ Y ∧k , namely
; w w w w w whereθ α is the induced map, called a smash operation on Y , which can be thought of as a general analogue of the Samelson product. This in fact gives the Samelson product if l = 0, Y = ΩX and α ∈ π 0 C 1 (2) = S 2 is the transposition. Then each smash operation canonically induces a family of multilinear homomorphisms on homotopy groups
sending [f i ] ∈ π mi Y to the homotopy class of
We actually need only consider
where ι is the identity of π l S l . We propose the following conjecture (Conjecture 4.3) Conjecture 1.2. Let C be a path-connected topological operad with a basepoint and Y a C -space, then for α
We prove that this conjecture is true for the following two cases (Theorem 4.4 and Theorem 4.12, respectively). Theorem 1.3. The conjecture is true if 1) k = 2, or 2) Y is a path-connected topological K(π, 1) operad with the actions of symmetric groups free.
The first case is proved by directly constructing a homotopy from θ α to µ k . The proof for the second case given in this paper relies on a reconstruction of a K(π, 1) operad given in [15] . The approach is that this conjecture can be directly verified for the associated topological operad of a group operad, then it can be proved for a general K(π, 1) operad via the reconstruction of it from its fundamental groups operad.
For the case C n and Ω n 0 X, The simplest smash operation (when k = 2) is related to the Samelson product (they indeed coincide at least in homology) and its induced operation on homotopy groups is related to the Whitehead product. It is conjectured in this paper that they actually coincide.
By assembling all these induced operations on homotopy groups from smash operations on C -spaces, we obtain the following conceptual description of the structure of the homotopy groups of C -spaces (Theorem 5.11). Theorem 1.4. If C is a topological K(π, 1) operad with the actions of symmetric groups free and Y is a path-connected C -space, then π * Y is a module over the free algebraic operad generated by all those α ∈ [S l , C ] with d i α trivial for all i. In particular, π * Ω 2 X is a module over the free algebraic operad generated by the conjugacy classes of Brunnian braids modulo the conjugation action of pure braids.
The identity map of S n (n ≥ 3) particularly generates a family of elements in π * S n under the action the conjugacy classes of Brunnian braids. It is also interesting to see (Remark 5.12 ) that the conjugacy classes of Brunnian braids is related to Lie(n) due to Li and Wu [9] .
Notations and conventions. For σ, τ ∈ S n , the product is
. Let S k acts on symmetric operads from left and on X k from right.
Given k ≥ 1, m i ≥ 0 and n j ≥ 0, we shall often let
Two different label systems of ∆-sets and simplicial sets are used here. One is the usual one starting from 0 and another one shifts 0 to 1, i.e., starting from 1. The latter is used for operads, like the symmetric groups operad, braid groups operad, etc.
For any symbol a, let a (k) denote the k-tuple (a, . . . , a). For a normal subgroup H of G, let H/ca(G) denote the set of conjugacy classes of H modulo the conjugation action of G. Throughout this this paper, all topological spaces are assumed to be compactly generated Hausdorff spaces [13] .
Organization of this paper is as follows. In section 2 we discuss some basic aspects of operads used in this paper. In section 3 we decompose the action of an operad C on a C -space into many product operations and investigate their properties. In section 4 we investigate the existence of smash operations and the relation between the simplest smash operation and the Samelson product. In section 5 we investigate the induced operations on homotopy groups and their relation with the Whitehead product, and obtain a conceptual description of the structure of the homotopy groups of C -spaces.
Preliminaries
In this section, we shall discuss some basic aspects of operads used in this paper. For two points x, x in a space X, let x ∼ x denote that x, x are in the same path-connected component of X.
2.1.
Product on C -Spaces. Let C be a nonsymmetric topological operad and Y a C -space with basepoint * . For a ∈ C (k) (k ≥ 1),
defines a product of k variables. In addition, for a ∈ C (2), iteration of θ a can be represented by γ and a. For instance,
Proof. A path f : I → C (k) with f (0) = a and f (1) = b gives
which is a homotopy from θ a to θ b .
For a ∈ C (2), clearly θ a ( * , * ) = * , θ a ( * , y) = θ(a; * , y) = θ(d 1 a; y), θ a (y, * ) = θ(a; y, * ) = θ(d 2 a; y). Proposition 2.2. Let C be a nonsymmetric operad and a ∈ C (2).
with µ( * , y) = µ(y, * ) = y via a basepoint preserving homotopy. If
, then θ a θ b via a basepoint preserving homotopy.
3) If γ(a; 1, a) ∼ γ(a; a, 1) ∈ C (3), then θ a is homotopy associative, thus Y is a homotopy associative H-space with θ a . If γ(a; 1, a) = γ(a; a, 1), then θ a is associative.
Then H 1 is a homotopy from µ( * , −) to id with H 1 ( * , t) = θ(f 1 (t); * ) = * , and H 2 is a homotopy from θ a (−, * ) to id with H 2 ( * , t) = θ(f 2 (t); * ) = * . Moreover, θ a , H 1 and H 2 give a map
Using the homotopy extension property, θ a is homotopic to some µ : Y × Y → Y with µ( * , y) = µ(y, * ) = y via a basepoint preserving homotopy. 2) and 3) can be proved similarly.
Proposition 2.3. Let C be a symmetric operad, a ∈ C (2) and τ = (1, 2) the transposition. If a ∼ τ a ∈ C (2), then θ a is homotopy commutative. If a = τ a, then θ a is commutative.
is an H-space with θ a ; if moreover γ(a; 1, a) = γ(a; a, 1) (resp. γ(a; 1, a) ∼ γ(a; a, 1) ∈ C (3)), then Y is an associative (resp. homotopy associative) H-space with θ a ; or if moreover a = τ a (resp. a ∼ τ a ∈ C (2)), then Y is a commutative (resp. homotopy commutative) H-space with θ a .
2.2.
Basepoint and Simplicial Structure of Operads. We discuss some basic facts about basepoint and simplicial structure of operads. Some of the following definitions and facts are already given in [15] .
Definition 2.5. A basepoint of a nonsymmetric operad C is a sequence of points {e k } k≥0 with e 1 = 1 ∈ C (1), e k ∈ C (k) such that γ(e k ; e m1 , . . . , e m k ) ∼ e m . A strict basepoint is a basepoint such that γ(e k ; e m1 , . . . , e m k ) = e m .
For use in this paper, a basepoint of an operad is too week, but a strict basepoint is too strong, so that we need a kind of basepoint in between. Consider the little 1-cubes (intervals) operad C 1 [11] . Let c 0 = * ∈ C 1 (0) and c k = ([0,
is naturally a nonsymmetric suboperad of C 1 . Suppose C is a nonsymmetric topological operad admitting a morphism of nonsymmetric operads η : (C 1 ) 0 → C . For instance, if C has a strict basepoint, then η : (C 1 ) 0 → * → C ; for the little n-cubes operad C n , there is a canonical inclusion η : (C 1 ) 0 → C n . Call {η(c k )} k≥0 a good basepoint of C and also say C is well pointed. For two well pointed topological operads C with η : (C 1 ) 0 → C and C with η :
For a nonsymmetric operad C , define
for all i and k.
Proposition 2.6. C has a basepoint iff there exists a ∈ C (2) such that
Proposition 2.7. Let C be a nonsymmetric operad with a basepoint and k ≥ 1. If C (k) is path-connected, then C (i) is also path-connected for each i < k.
So the assertion holds.
Corollary 2.8. Let C be a nonsymmetric operad and k ≥ 3. C has a basepoint and C (k) is path-connected iff C (i) is also path-connected for each i ≤ k.
Proposition 2.9. A nonsymmetric operad C is a ∆-set. If C has a strict basepoint, then C is a simplicial set. If C has a basepoint, then C is a simplicial set up to homotopy, i.e. those simplicial identities hold up to homotopy.
Proposition 2.10. For a topological operad C , π 0 C is a discrete operad and thus is a ∆-set. If C has a basepoint, π 0 C also has a basepoint and thus is a simplicial set.
Let A a connected CW complex with a vertex as the basepoint. The most interesting case is that A is a Moore space, in particular A = S n , M (Z/p r , n).
with discrete topology is naturally a symmetric operad with the following data:
is defined as the homotopy class of the following composite
2) The unit is
and thus is a simplicial set. Moreover, if A is a co-H-group and the action of π 1 C on A, C is trivial, then [A, C ] = A, C is a simplicial group. There are analogous results for nonsymmetric topological operads.
Some canonical operads admit additional structure which leads us to the following definition.
Definition 2.12.
A DDA-set is a sequence of sets {X n } n≥0 with deleting functions d i : X n+1 → X n , doubling functions s i : X n+1 → X n+2 , and adding functions
, satisfying the following identities,
A sequence of elements {e n } n≥0 with e n ∈ X n is called a basepoint of a DDA-set {X n } n≥0 if d i e n = e n−1 , s i e n = e n+1 and d i e n = e n+1 . A pointed DDA-set is a DDA-set with a basepoint. A morphism from a DDA-set {X n } n≥0 to another DDA-set {Y n } n≥0 is a sequence of functions {f n : X n → Y n } n≥0 commuting with all d i , s i and d i . A pointed morphism from a pointed DDA-set {X n } n≥0 to another pointed DDA-set {Y n } n≥0 is a morphism preserving the basepoints. A DDA-group {G n } n≥0 is a DDA-set such that each G n is a group and all d i , s i and d i are group homomorphisms.
"DDA-set" seems not a good name. We would like to use a better one if there is any. The sequence of sets {X n } n≥0 where X is a pointed set, the sequence of symmetric groups {S n } n≥0 , the sequence of braid groups {B n } n≥0 and the sequence of pure braid groups {P n } n≥0 are canonical examples of pointed DDA-set. {P n } n≥0 is moreover a DDA-group. A pointed DDA-set is obviously a contractible simplicial set. The three functions, deleting, doubling and adding functions are motivated by the example of braid groups.
We may also consider DDA-sets up to homotopy, i.e. those identities hold up to homotopy. The little n-cubes operad C n (n ≥ 2) is then not only a simplicial set up to homotopy, but also a DDA-set up to homotopy. Define
is an operad [11] . Similarly, we have Proposition 2.14. {Map(X ×Y k , Y )} k≥0 is a symmetric operad with the following data.
2) The identity element is the projection
is a symmetric operad with the following data.
.
2) The identity element is the homotopy class of the projection
Let Y be a homotopy associative H-space with product µ :
Let Y be a homotopy associative and homotopy commutative H-space. Given
Thus
Proof. The identity follows from the following commutative diagram
Remark 2.18. In general, γ is not multilinear. In fact, generally,
For example,
Proposition 2.19. For a homotopy associative and homotopy commutative H-
is a simplicial abelian group and a DDA-set.
Product Operations on C -Spaces
In this section, the action of a (nonsymmetric or symmetric) operad C on a C -space is broken down into many small pieces, product operations.
Let C = {C (k)} k≥0 be a (nonsymmetric or symmetric) operad and Y be a C -space with action θ :
Clearly θ f θ g if f g. Thus we have functions
In particular,
and for n ≥ 3,
, θ α is obviously natural with respect to C -maps. Call these θ α product operations on Y .
Remark 3.1. In the construction of product operations, S l can be replaced by a general path-connected space, in particular by a Moore space.
3.1. Behavior of Product Operations in Homology. For C = C n (n ≥ 2), the behavior of these product operations in homology can be calculated following Cohen's calculation [7] of the homology of C n -spaces. From this calculation, we shall see that many product operations are nontrivial.
For convenience, the following two composites (with integral coefficients)
are still denoted by θ * and (θ α ) * , respectively. Clearly
where ι is the fundamental class of H l S l andᾱ = α * (ι) is the homology class of α.
Proof. a ij can be represented by a map S n−1 → C n (k) given by an inclusion S n−1 → R n illustrated by the following figure. (This map is homotopic to two other maps illustrated by the following two figures respectively.
The latter is given in Cohen's calculation.) Note that
The others follow from the identity for a 12 and the equivariance of θ, c.f. sections 7, 12 and 13 of Cohen's calculation of the homology of C n -spaces [7] .
The sign can be made explicitly. It is omitted here just for simplicity. Consequently, many of these operations are essential; namely, not null-homotopic, nor homotopic to the summation
Structures Preserved by Product
Operations. These product operations preserve certain combinatorial structures.
is a morphism of nonsymmetric (resp. symmetric) operads and preserves basepoints if C is nonsymmetric (resp. symmetric).
Θ * , * C may be thought of as a measure of the complexity of the C -structure on Y , in particular as a measure of the complexity of the n-fold loop space structure on Ω n X if C = C n for n ≥ 2. In addition, product operations provide examples of another kind of actions of operads, i.e. the operad [
Proof. The assertion is obvious for l = 0. Next let l ≥ 1. For convenience, abbreviate Θ l,k C to Θ. First check that Θ commutes with γ.
, we need only prove
The latter identity follows from the following homotopy commutative diagram
where the left part and the right-lower square are strictly commutative and the right-upper triangle is homotopy commutative. It is evident that Θ preserves the identity element.
Finally if C is symmetric, the equivariance of Θ follows from the following commutative diagram
C is natural with respect to C -maps in the sense that the following diagram is homotopy commutative
where a :
There is similar naturality for Θ 0, * C .
Proof. The above diagram is actually commutative due to the commutativity of the following one
C is a morphism of simplicial sets. For n ≥ 2, Θ l, * n is moreover a morphism of DDA-sets.
Proof. It remains to check that
which can be proved first for d k+1 , then for the rest by converting d i to d k+1 using the equivariance of θ.
It should be noted that Θ l,k n is not a group homomorphism.
Smash Operations on C -Spaces
which are natural with respect to C -maps. Call these induced maps smash operations on Y . These smash operations are interesting because they are general analogues of the Samelson product and provide many operations on homotopy groups. 4.1. Preparation. Let C be a (nonsymmetric or symmetric) operad with a basepoint {e k } k≥0 , Y a C -space and Y 0 the path-connected component of the basepoint of Y . Let
Note that (k − 1)-fold iteration of µ 2 is homotopic to µ k .
Proof. By the definition of a C -action, the following diagram is commutative
and θ(c; * k ) = * for any c ∈ C (k). Then the following diagram
is commutative, thus the identity holds.
We are interested in those α ∈ π 0 C or α ∈ [S l , C (k)] (l ≥ 1) with d i α trivial for all i. Let Z 1 π 0 C = 1 and for k > 1,
If C is discrete, also denote Brun k C = Z k π 0 C . For instance, Brun k P = Brun k is the usual Brunnian braid group, where P = {P k } k≥0 is the sequence of pure braid groups. For l ≥ 1, let Z 1 [S l , C ] = 1 and for k > 1,
which may be thought of as the higher dimensional analogue of Brunnian braids.
For the product X 1 × · · · × X k of pointed spaces, define its fat wedge as
(For convenience, we shall sometimes also use θ α to denote θ f by abuse of notation.) One may wonder if all these homotopies can be glued together to give a homotopy on the fat wedge. Namely, is θ α homotopic to µ k restricted to the fat wedge,
; w w w w w whereθ α is the induced map, called a smash operation on Y . Hence to get smash operations, the key is to have that θ α is homotopic to µ k restricted to the fat wedge.
Example 4.2. For the little 1-cubes operad C 1 , π 0 C 1 ∼ = S = {S k } k≥0 the symmetric groups operad, Z 2 π 0 C 1 = S 2 = {1, τ } and Z k π 0 C 1 = 1 for k = 2 where τ = (12) is the transposition. Let µ : ΩX × ΩX → ΩX be the loop product. Then 
From the above discussion, if this conjecture is true for an operad C , then each
The Case of Two Factors.
In this subsection we prove that Conjecture 4.3 is true in the case of two factors for general operads. For a ∈ C (k), let θ a :
This result should also be valid for homotopy commutative H-spaces.
We may assume f ( * ) = e (if not, choose g f with g( * ) = e, then
, θ e (a; * , y) = θ(e; * , y) = θ(d 1 e; y),
, θ e (a; y, * ) = θ(e; y, * ) = θ(d 2 e; y).
Then F 1 (0; a; y, * ) = θ(d 1 f (a); y) = θ f (a; * , y), F 1 (1; a; * , y) = θ(d 1 e; y) = θ e (a; * , y), F 1 (t; a; * , * ) = θ(F 1 (t; a); * ) = * ; F 2 (0; a; * , y) = θ(d 2 f (a); y) = θ f (a; y, * ), F 2 (1, a; y, * ) = θ(d 2 e; y) = θ e (a; y, * ), F 2 (t; a; * , * ) = θ(F (t; a); * ) = * . F 1 , F 2 coincide on
thus they can be glued together to give a homotopy
such that H(0; a; y 1 , y 2 ) = θ f (a; y 1 , y 2 ), H(1; a; y 1 , y 2 ) = θ e (a; y 1 , y 2 ). Note that H(t; * ; y 1 , y 2 ) may not be θ e ( * ; y 1 , y 2 ) since we may not have F (t; * ) = d 1 e, G(t; * ) = d 2 e (the loops H(−; * ; y 1 , y 2 ) even may not be nullhomotopic). Next modify H to another homotopy H from θ f to θ e with H (t; * ; y 1 , y 2 ) = θ e ( * ; y 1 , y 2 ) for t ∈ I and ( * ;
, then a homotopy from θ f to θ e restricted to the fat wedge is obtained. H can be obtained in the following way. Let
Gluing H and H 1 together, let particularly (s, 0; * ; y 1 , y 2 ), (s, 1; * ; y 1 , y 2 ), (1, t; * ; y 1 , y 2 ) → H(0; * ; y 1 , y 2 ) = θ e ( * ; y 1 , y 2 ). This gives a map
which can be extended to a map H 3 : I ×I ×S l ×(Y ∨Y ) → Y . Let H (t; a; y 1 , y 2 ) = H 3 (1, t; a; y 1 , y 2 ).
?θα -Suppose Y is furthermore a group-like space (this holds if Y is a connected CW-complex [14] ). Then the identity has an inverse, denoted by −id : Y → Y . Let
4.3. General Cases. To generalize the proof for the case of two factors to the general cases of more factors, the key is to modify those homotopies so that they can be glued together. Let us analyze the general situation first.
and µ k are regarded as the same since they are homotopic). Note that for y = (y 1 , . . . ,
,
, there is no obvious way to modify those homotopies so that they can be glued together. Nevertheless, if
for all a ∈ S l , 0 ≤ t ≤ 1 and 1 ≤ i < j ≤ k, then all F i can be glued together to give a homotopy from θ f to µ k restricted to I × S l × FW(Y k ), which can be modified to a homotopy from θ f to µ k restricted to I × FW(S l × Y k ) using the same trick.
Lemma 4.8. Let C be an operad with a basepoint and k ≥ 3.
with f ( * ) = e k and homotopies
In particular, the assertion holds if α has a representative f with
Though the condition in this lemma is strong, there is still a family of operads satisfying such condition. In the following, we shall need the theory of group operads and topological K(π, 1) operads developed in [15] .
Let G = {G k } k≥0 be a group operad with π : G → S . Denote H = {H k } k≥0 = Ker π. EG /H is a simplicial operad (symmetric if π nontrivial and nonsymmetric if π trivial) and H ∼ = π 1 (EG /H ) = {π 1 (EG k /H k )} k≥0 can be canonically embedded in EG /H by
In particular Z k π 1 (EG /H ) can be embedded in EG /H , thus each a ∈ Z k π 1 (EG /H ) can be represented by H k (e k , a) which satisfies that e k ) is the identity. Hence we have Lemma 4.9. For a simplicial set Y with an action of EG /H and a ∈ Z k π 1 (EG /H ), 3 in [15] ). Let C be a path-connected, locally pathconnected and semilocally simply-connected nonsymmetric operad (resp. symmetric operad with the actions of symmetric groups free) with a good basepoint. If C is
Lemma 4.11. Suppose Conjecture 4.3 is true for a topological operad C . 1) If there is an equivalence φ : C → C of operads, then it is also true for C . 2) If there is an equivalence ψ : C → C of operads, then it is true for C and for path-connected C -spaces of the homotopy type of CW-complexes. Hence if C ∼ C , then it is true for C and for path-connected C -spaces of the homotopy type of CW-complexes.
Proof. Note that an equivalence of operads induces isomorphisms on homotopy groups. If there is an equivalence φ : C → C of operads, then any C -space Y is also a C -space and any f :
Suppose ψ : C → C is an equivalence, then ψ : C X → C X is a homotopy equivalence where X is a path-connected pointed space of the homotopy type of a CW-complex [11] . Given f : S l → C (k), we have the following commutative diagram
is homotopy commutative. Consider
Except the front square, all the other squares are either commutative or homotopy commutative. Hence
If Y is a path-connected C -space, we have the following commutative diagram
Then from the following commutative diagram
If a C -space Y is not path-connected, then we can consider the path-connected component Y 0 of the basepoint since Y 0 is also a C -space. Let Ω n 0 X denote the path-connected component of basepoint of Ω n X.
Theorem 4.12. Let C be a path-connected, locally path-connected and semilocally simply-connected nonsymmetric operad or symmetric operad with the actions of symmetric groups free, and with a good basepoint.
and C -spaces Y of the homotopy type of CW-complexes. In particular,
Corollary 4.14. µ k + θ α,− and θ α + θ α,− both factors through Recall that C n (2) (n ≥ 2) is S 2 -equivariantly homotopy equivalent to S n−1 . Thus
For convenience, we shall abbreviate ι n−1 to ι. By Theorem 4.4, we have the following smash operationθ
We next discuss its relation with the Samelson product. For n ≥ 2, let φ n be the Samelson product of the canonical inclusion Σ n−1 X → ΩΣ(Σ n−1 X) with itself [12] , i.e.
and
where the last map ev is the evaluation map.
Proposition 4.15. φ n and ψ n induce the same homomorphism in homology.
Before giving the proof, recall the suspension isomorphism
and the suspension homomorphism
Let i : X → ΩΣX be the canonical inclusion. In the following diagram Proof. Since the diagonal map ∆ :
On the other hand,
where the last step is obtained by applying Theorem 2 in [3] n − 1 times.
It is then natural to make the following conjecture.
Conjecture 4.16. φ n ψ n .
It was first guessed thatθ ι should be related to the Samelson product right after observing the following similarity. We shall only consider Ω 2 Σ 2 but the discussion also applies to Ω n Σ n . The Samelson product induces
whereφ 2 : ΩΣ(ΣX ∧ΣX) → ΩΣ(ΣX) is the extension of φ 2 : ΣX ∧ΣX → ΩΣ(ΣX). This map has the same domain and codomain of
If φ 2 ψ 2 , then the above two maps are homotopic as well. This similarity can also be observed from that the loop ofφ 2 is
which also have the same domain and codomain. By taking iteration, we can obtain, from the Samelson product andθ ι , two maps Ω 2 Σ k+1 X ∧k → Ω 2 Σ 2 X for k ≥ 2 which would be homotopic if φ 2 ψ 2 .
Moreover, the maps
is the target space of Ωh k where h k is the kth James-Hopf invariant [4, 6] . Recall [4, 6] that an important family of self-maps of ΩΣX are the following composites This together with the viewpoint that smash operations are general analogues of the Samelson product suggest that there might exist maps
which would be 2-dimensional analogues of the James-Hopf invariants and that a family of self-maps of Ω 2 Σ 2 X may be of the following form
(mixed) iteration of smash operations
where the first part can be loop of the James-Hopf invariants and could be 2-dimensional analogues of the James-Hopf invariants. For instance, iteration of smash operations
gives maps
5.1. Smash Product on Homotopy Groups. Let X 1 , . . . , X k (k ≥ 2) be pointed spaces. Define the smash product on homotopy groups
where m i ≥ 0. The notions of bilinear homomorphism and multilinear homomorphism can be extended to general monoids and groups (unnecessary abelian). For nonabelian monoids and groups, the product is still denoted by +.
It is clear that the following diagram is commutative
. Similarly the smash product is linear on the second factor if j ≥ 1. The cases k > 2 follows by induction from the following decomposition of the smash product
It should be noted that if m i = 0, the smash product is generally not linear on the ith factor. 
For i ≥ 0, the Hurewicz map is
where f * : H i S i → H i X is the induced homomorphism of the pointed map f : S i → X. Note that h : π 0 X → H 0 X = Z[π 0 X] sends a ∈ π 0 X to a ∈ π 0 X ⊂ Z[π 0 X] and thus is not a homomorphism! For instance, sends i to t i (n ≥ 1).
Lemma 5.3. The following diagram is commutative for m i ≥ 0
Proof. It suffices to consider the case k = 2. For i, j ≥ 0, [f ] ∈ π i X and [g] ∈ π j Y , the following diagram is commutative
(f ∧g) *
?
Thus (f ∧ g) * (ι i ∧ ι j ) = f * ι i ∧ g * ι j . Then
namely the following diagram
is commutative.
Proposition 5.4. For any pointed map φ : X 1 ∧ · · · ∧ X k → X, the following diagram is commutative for m i ≥ 0
Proof. Commutativity of the second square follows from the naturality of the Hurewicz homomorphism. For n ≥ 2,θ ι =θ ιn−1 : S n−1 ∧ Ω n X ∧ Ω n X → Ω n X induces a product
and Lie(n − 1) admits an S n -action such that this is a homomorphism of Z[S n ]-modules. Moreover, Wu conjectures that this epimorphism is an isomorphism of Z[S n ]-modules.
