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Die Themen dieser Arbeit umfassen Transportprotokolle in den folgenden 
Forschungsgebieten: 
Fast Handover ermöglichen mobilen IP Endgeräten den unterbrechungsfreien 
Übergang zwischen Zugangsroutern bei direktem, drahtlosem Zugang in ein 
Infrastrukturnetz (z.B. Internet). Der Fast Handover Algorithmus wurde 
optimiert und die Leistung der Transportprotokolle UDP und TCP während des 
Zellübergangs durch Messung quantitativ ermittelt und bewertet. 
Im Folgenden beschäftigt sich die Arbeit mit fahrzeugbasierten Ad Hoc 
Netzwerken. Für diese Netze wird ein Punkt-zu-Punkt Transportprotokoll und 
ein Algorithmus zur zuverlässigen und effizienten Informationsverteilung in 
einem geografischen Zielgebiet entwickelt und durch Simulationen bewertet. 
Abschließend wird der Einfluss von Schwankungen der Signalstärke auf die 
Leistung eines Ad Hoc Netzwerkes untersucht. Messungen ermitteln die Höhe 
und Verteilung dieser Schwankungen. Aus diesen Ergebnissen wird ein 
einfaches, aber realistisches Funkmodell entwickelt, welches den Einfluss auf 
die Leistung eines Ad Hoc Netzwerks bewertet. Daraus ergeben sich Vorschläge 
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 Abstract 
 
This thesis comprises transport protocols in the following different areas of 
research: 
Fast Handover allows mobile IP end-devices to roam between wireless access 
routers without interruptions while communicating to devices in an 
infrastructure (e.g., in the Internet). This work optimizes the Fast Handover 
algorithm and evaluates the performance of the transport protocols UDP and 
TCP during fast handovers via measurements.  
The following part of the thesis focuses on vehicular ad hoc networks. The 
thesis designs and evaluates through simulations a point-to-point transport 
protocol for vehicular ad hoc networks and an algorithm to facilitate the reliable 
and efficient distribution of information in a geographically scoped target area. 
Finally, the thesis evaluates the impact of wireless radio fluctuations on the 
performance of an Ad Hoc Network. Measurements quantify the wireless radio 
fluctuations. Based on these results, the thesis develops a simple but realistic 
radio model that evaluates by means of simulations the impact on the 
performance of an ad hoc network. As a result, the work provides guidelines for 
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Communication and computer technology experienced a tremendous advance and
growth in the recent years. There is the success attained by the Internet on the one
hand and the boom of mobile communication via cell phones on the other hand,
just to mention the most prominent examples. Broadband Internet access provided
to households (e.g., through Digital Subscriber Line (DSL), television, power cable
or even satellites), as well as mobile phones have become part of the daily life of
the majority of the population in industrialized countries.
The vision of ubiquitous computing with many invisible computers per person
surrounding and supporting the user any time and any place with a broad variety of
applications to use comes closer to reality than ever. The availability of portable,
powerful communication and computing devices paves the way for technological
expansion in the future evolution, like merging Internet access and mobility as a
next step. Expanding the capabilities and protocols of mobile devices enhances the
services that can be offered to mobile users in a manifold fashion. As a simple
example, one could consider a voyager in a foreign city. The wireless access to
the infrastructure or even the connection to further travelers along his route may
supply him with information according to his needs, such as traffic conditions,
parking availability, hotel or sightseeing information and many more. The demand
for communication in self-organized, mobile networks has arisen.
The technical implementation of ad hoc networks requires communication pro-
tocols, such as network and transport protocols. Established protocols, like Internet
protocols, cannot be adopted to mobile ad hoc networks, as these protocols are de-
signed for hard-wired infrastructure networks. As a result, they perform poorly.
The performance of routing and transport protocols in ad hoc networks mainly de-
pends on the ability to adapt to changes in the connectivity or network topology. In
addition to the routing protocol development in the current research, this thesis fo-
cuses on the design and performance of transport protocols for wireless and mobile
ad hoc networks in order to bring ad hoc networks closer to reality.
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1.1 Contribution of this thesis
This thesis covers several independent topics of actual research in the field of wire-
less, mobile ad hoc networks. The work comprises the design and performance
evaluation of transport layer algorithms in wireless and mobile ad hoc networks.
The Internet provides two levels of transport algorithms. The connectionless
user datagram protocol (UDP) is a lightweight protocol that offers minimal trans-
port services by simply injecting packets into a packet-switched network. In con-
trast, the connection-oriented transmission control protocol (TCP) provides reli-
able, efficient and in-order packet transmissions. Reliable data transmission in-
cludes retransmission of lost packets. TCP uses acknowledgments to indicate suc-
cessful transmission or detect the loss of packets. Flow control mechanisms pace
the transmission rate to the receiver’s buffer capacity, and congestion control mech-
anisms avoid and resolve network congestion. Finally, TCP orders packets by se-
quence numbers to provide in-order data delivery to the applications. This thesis
uses the Internet transport protocols, particularly TCP, as a reference for perfor-
mance evaluations in ad hoc networks.
The first part of the thesis evaluates UDP and TCP performance in presence
of Mobile IPv6 handovers. A handover represents the process when a roaming
mobile user changes its single-hop access point to the Internet. In this thesis, the
Fast Handover in IPv6 algorithm, as discussed and defined in the Internet Engi-
neering Task Force (IETF) [61] , is enhanced and implemented to suit in an All-IP
network. An All-IP network deploys IP technology up to the wireless end device.
This network comprises IPv6-based mobility management and includes quality of
service (QoS), Authentication, Authorization, Accounting and Charging (AAAC).
The fast handover algorithm and its implementation is optimized for this environ-
ment. In order to measures the UDP and TCP performance in a real All-IP test
network upon handover occurrence, this thesis presents the results of comparing
the IPv6 standard and the fast handover approach.
The second part of the thesis advances to transport issues in wireless and mo-
bile ad hoc networks, such as vehicular ad hoc networks (VANETs). VANETs are
a promising candidate to deploy ad hoc networks in practical and valuable appli-
cations, by enabling multi-hop vehicle-to-vehicle and vehicle-to-roadside commu-
nication. Thus, existing applications can be integrated into vehicles to provide a
broad range of new exciting applications. These applications fall into two cate-
gories: Unicast applications, such as media transmission or email, and broadcast
applications, such as active road traffic safety or forecast services. Both areas pose
specific requirements on the transport layer that demand for novel transport algo-
rithms, as developed in the second part of this thesis.
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Finally, the third part of the thesis evaluates the impact of wireless signal
strength fluctuations since field measurements in the ad hoc protocol development
for VANETs have shown significant effect of radio characteristics on the network
performance. The performance of an ad hoc network mainly depends on the ability
of its network protocols to adapt to topology changes. In a mobile ad hoc network,
the main reason for topology changes is the continuous node movement. However,
signal strength fluctuations also contribute significantly to the topological change
rate, e.g., because radio propagation characteristics change the radio transmission
range over time. Thus, the final part of the thesis quantifies signal strength fluctu-
ations in field measurements, derives a simple but realistic radio model out of the
measurement results and provides guidelines for ad hoc network simulations and
protocol design.
Summarizing, this thesis covers different aspects of research in the area of ad
hoc networks. The results contribute to the deployment of future wireless and mo-
bile ad hoc networks by increasing robustness and performance of these networks.
The definition of an advanced transport protocol for mobile ad hoc networks of
VANETs provides an important achievement. Furthermore, the evaluation of ra-
dio characteristics on the ad hoc network performance allows giving guidelines for
future protocol design and simulative evaluations.
1.2 Outline and Structure of the thesis
This thesis is structured in five chapters. It begins with single-hop wireless connec-
tivity of roaming mobile devices that connect to an infrastructure. Subsequently, it
advances to pure mobile ad hoc networks for point-to-point and point-to-multipoint
vehicular communication. Finally, it evaluates the impact of radio characteristics
on the ad hoc network performance.
Chapter 2 evaluates UDP and TCP transport layer performance in the presence
of handovers in a Mobile IPv6 environment, including quality of service (QoS),
Authorization, Authentication, Accounting and Charging (AAAC). Uninterrupted
services are crucial for roaming users since interruption of data streams are not tol-
erable for certain applications, like voice calls or video streams. Particularly when
the mobile device changes its access points to the fixed network in a so-called
handover, the user should not experience a noticeable interruption during a real-
time communication or performance degradation of a download. This work, as de-
veloped in the framework of the IST project Moby Dick, integrates and evolves the
IETF Fast Handovers in Mobile IPv6 approach towards the IPv6-based mobility
enabled architecture that comprises QoS and AAAC. It measures handover inter-
ruption and transport protocol performance in an All-IP test network and compares
transport protocol performance upon standard Mobile IPv6 and fast handovers for
IPv6 handover.
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Chapter 3 presents the design of a unicast vehicular transport protocol (VTP),
which is tailored to the unique characteristics of VANETs and evaluates simula-
tively the protocol performance. Unicast applications in VANETs require reliable
and in-order delivery of data in combination with flow and congestion control,
similar to the service provided by TCP in the Internet. However, TCP performs
poorly in wireless networks, particularly, in mobile ad hoc networks. The unique
characteristics of VANETS, such as frequent topology changes, round trip time
(RTT) jitter or reordering, necessitate the development of a new transport protocol
that is specifically tailored to these conditions. Prior to the design of a vehicular
transport protocol (VTP), the chapter analyzes the path characteristics communi-
cation/disruption duration, packet loss, packet reordering, RTT and RTT jitter for
typical German highway scenarios. Based on these results, the chapter describes
the design and evaluation of VTP that consider the unique characteristics of the
vehicular environment. A simulative evaluation compares the VTP performance
against standard TCP.
Chapter 4 designs and evaluates an efficient, time-extended reliable geographi-
cal flooding (TERGF) algorithm. This algorithm provides efficient and reliable dis-
tribution of information in a geographical area over time, which is important to in-
form vehicles in a target area, e.g., for safety applications. Particularly, TERGF in-
forms vehicles that enter the target area after the initial distribution of the message.
TERGF combines GeoCast, self-pruned flooding (i.e., explicitly addressing all
single-hop neighbors in the header of the broadcast message) and acknowledgment-
based reliability via passive acknowledgments in order to provide time-extended
reliability in a geographical area. A simulative evaluation compares TERGF and
the state-of-the art GeoCast algorithm.
Chapter 5 evaluates the impact of radio signal strength fluctuations on the ad
hoc network performance. Field measurements in the framework of protocol eval-
uation have shown a significant impact of these fluctuations. The thesis measures
signal strength fluctuations in field trial experiments, considering a best case sta-
tionary scenario without obstacles around and with sender and receiver in line-
of-sight. Based on the measurement results, the evaluation derives a simple, but
realistic signal strength fluctuation model. A simulative study uses this model
to quantify the impact of signal strength fluctuations on the metrics topological
change rate and link stability, which directly relate to the ad hoc network perfor-
mance. The simulation results compare the impact of signal strength fluctuations
with the impact of mobility. The results provide guidelines for ad hoc network
simulations and protocol design.
Finally, Chapter 6 concludes the work by summarizing and interconnecting the
results of the separate chapters. It points out possible areas of future research to
carry on the work and bring mobile ad hoc networks into life.
Chapter 2
Transport Protocol Evaluation in
Presence of Fast Handovers
2.1 Introduction
The success attained by the fixed-line Internet and the success of mobile cell phone
networks facilitate the vision of an All-IP next generation network. These All-IP
networks integrate the different philosophies of both environments. Mobile Inter-
net technology is moving towards a packet-based (i.e., IPv6- based) network, em-
powered by the availability of portable, powerful computing and communication
devices. This vision creates the demand for a mobility-enabled and security-aware
architecture, including Quality of Service (QoS), which is independent of the ac-
cess technology.
The EU IST project Moby Dick [94] has taken on the challenge of provid-
ing a solution that integrates IP-based mobility, QoS and AAAC (Authorization,
Authentication, Accounting and Charging). The project integrates so far separated
approaches in a heterogeneous access environment. The Moby Dick design is inde-
pendent of the deployed access technology, and the implementation employs IEEE
802.11b Wireless LAN [63], TD-CDMA of the Universal Mobile Telecommuni-
cation System (UMTS) [130] and Ethernet [64] as exemplary access technologies.
The Moby Dick architecture focuses purely on the next generation Internet pro-
tocol IPv6 [115], (i) to account for the rapidly growing number of mobile devices
and (ii) because the current Internet protocol IPv4 was not designed taking terminal
mobility into account.
The design of IPv6 already considers portability, i.e., devices auto-configure
their network settings at boot time in order to allow network connectivity at differ-
ent locations. However, a global mobility management scheme is required in order
to support global reachability and transparent mobility, as provided by Mobile IPv6
(MIPv6) [33]. MIPv6 provides the continuation of ongoing connections when the
mobile device changes its access points to the fixed network, i.e., when the routing
responsibility for a mobile node changes. This process is termed handover. In this
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context, the provisioning of Fast Handovers (FHO) with small handover latency /
interruption time and small or zero packet loss, in next generation mobile IP net-
works is essential in order to provide
(i) uninterrupted real-time services (e.g., real-time audio/video streaming)
(ii) acceptable download performance for connection-oriented data streams.
Roaming mobile users demand for IP services with quality comparable to tra-
ditional networks and uninterrupted real-time services as experienced in today’s
cellular mobile phone system. Therefore, the detailed analysis of transport-layer
protocol performance, in presence of Fast Handovers in Mobile IPv6, is essential
for the deployment of future packet switched networks. The minimization of hand-
over latency and packet loss aims at avoiding noticeable communication disruption
in real-time UDP data streams and preventing performance degradation due to mo-
bility in TCP connections.
This chapter explains the integrated Moby Dick architecture and evaluates the
network performance in presence of Fast Handovers.
2.2 Background
This section describes the basic protocols employed in the evaluation of this chap-
ter, including the Internet protocol version 6 (IPv6), the Internet transport protocols
user data protocol (UDP) and transmission control protocol (TCP), the mobility
support for IPv6 Mobile IPv6 and the fast handovers in Mobile IPv6 extension,
which aims at reducing interruptions and packet loss due to handover.
2.2.1 Internet Protocol Version 6 (IPv6)
The Internet Protocol version 6 (IPv6) [115], as designed and specified by the In-
ternet Engineering Task Force (IETF) [61], defines a successor of the current IPv4.
The design of IPv6 overcomes constraints of IPv4, such as the limited number of
available addresses (i.e., 232), ineffective allocation of addresses by a class hierar-
chy or unmanageably large routing tables.
Particularly, the limited number of addresses is problematic when considering
the rapidly growing number of Internet hosts. Approaches like Network Address
Translation (NAT) [38] hide the shortage of IP addresses by mapping internal ad-
dresses to a small set of global, external addresses. However, such approaches
increase network complexity and raise scalability problems. Thus, an adequate
and manageable global address space in the design of IPv6 is essential for future
networking.
Beyond that, the trend towards mobile networking with small, powerful com-
munication devices demands for mobility support in IPv6.
The following list summarizes the key features in the design of IPv6.
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Expanded address space and capabilities. The 128 bit address size of IPv6 rep-
resents a significant increase compared to 32 bit addresses in IPv4. This
change supports a much greater number of directly addressable nodes, more
levels of addressing hierarchy and simpler auto-configuration mechanisms.
The auto-configuration uses the IPv6 address concept that includes the medium
access control (MAC) protocol address in the IPv6 address because a MAC
address is typically a unique identifier. Beyond, scalability of multicast rout-
ing is improved by adding a scope field to multicast addresses. Finally, a
new address type termed anycast address is introduced. An anycast packet
is destined for any node of a specific group of nodes.
Header format simplification and improved support for extensions. The IPv6
header defines optional fields that are only used when needed. This reduces
the average header processing costs and average required bandwidth when
compared to IPv4 where all header fields are always present.
The concept of header chaining increases the flexibility and processing while
avoiding unnecessary headers. Optional information or protocol headers are
encoded as separate headers that may be placed between the IPv6 and upper
layer headers, as shown in Figure 2.1.
IPv6 Header
Next Header (NH) = TCP
TCP Header + data
IPv6 Header
NH = Routing










Figure 2.1: Examples of IPv6 Header Chaining.
The header processing is improved by the elimination of the header check-
sum. Intermediate nodes, such as routers, need not calculate the checksum,
which increases the forwarding and routing performance. IPv6 assumes that
higher layer protocols provide their own checksum if required.
Flow label capability. IPv6 provides the capability to label packets of specific
flows. This allows routers to treat packets of different flows differently. In
this way, Quality of Service (e.g., real-time services), as requested by the
senders, is supported in the inner nodes of the network.
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Reasonable security. IPv6 defines extensions for authentication support, data in-
tegrity, and data confidentiality (i.e., the latter is optional).
Reduced administrative overhead by auto-configuration. A major goal of IPv6
is the simplification of administration work. Protocols such as Stateless Ad-
dress Autoconfiguration [120] and Neighbor Discovery [126] enable auto-
configuration of IPv6 nodes to acquire their network settings (e.g., IPv6 ad-
dress or default gateway) without human support or interaction. Beyond,
auto-configuration and the support for address renumbering already supports
nomadic computing: Nodes are no longer bound to a static position. A node
can connect to the network at different access points. However, IPv6 does
not provide ongoing connections. The nomadic networking of IPv6 requires
a reboot or network re-start for each change of access points. Thus, the auto-
configuration capabilities of IPv6 provide a basic support for the emerging
mobility of users.
2.2.2 The User Datagram Protocol (UDP)
The user datagram protocol (UDP) [65] is a connectionless transport protocol. It
is commonly employed on top of packet switched IP networks. UDP offers a min-
imal transport service, which allows applications to directly access the datagram
service of the IP layer. UDP does not provide reliability or error recovery. The
only services provided by UDP are checksum calculation and multiplexing by port
number.
Typically, applications with specific requirements use UDP, such as real-time
applications like IP telephony or video conferencing. These applications do not
require reliability or congestion control, but rather aggressively use the network
according to their bandwidth and delay requirements. UDP can quickly trans-
mit data because it introduces only minimal overhead. For real-time applications,
packet loss up to a certain limit is tolerable because human perception is not sen-
sible to small interruptions (i.e., depending on the codec, assuming that the codec
is able to cope with packet loss). The retransmission of a lost packet would be
useless anyway due to the delay boundaries in real-time communications. The
retransmission of a lost packet would just waste bandwidth because the receiver
drops the packet when it is too late, i.e., the data stream has already been presented
to the user. Furthermore, real-time applications require a constant transmission
rate, which conflicts with transport layer services, such as congestion control. A
throughput reduction due to congestion control could result in a quality decrease
or even connection abort. Applications that use UDP optimistically rely on best
effort networking service.
2.2.3 The Transmission Control Protocol (TCP)
The Transmission Control Protocol (TCP) [66] is a connection-oriented protocol,
which provides reliable and in-order byte stream delivery to applications. TCP
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uses a sliding window mechanism in combination with timers (e.g., retransmission
timer RTO) in order to adapt to network conditions and retransmit lost packets
to provide reliability. The window size determines the number of bytes of data
that can be sent before an acknowledgment from the receiver must arrive. TCP
establishes a full-duplex virtual connection between two endpoints where the IP
address and the port number define each endpoint. The byte stream is transferred
in segments. Typically, applications that require guaranteed delivery of data use
TCP as their transport layer.
The TCP algorithm as a whole is quite complex and there are many different
versions and extension proposals available. Therefore, this section provides an
overview of the main TCP algorithms and components, referring to the different
TCP versions. For more detailed information, the reader is referred to the respec-
tive references.
TCP congestion control: Slow start and congestion avoidance phase. TCP
provides window-based congestion control in order to avoid network overload and
resolve network congestion. TCP assumes network congestion upon the detection
of packet loss. The different phases of TCP’s congestion control are illustrated in
Figure 2.2.
Figure 2.2: TCP congestion window illustration of [121].
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When a new TCP connection is established between two end points, the Slow-
Start (SS) mechanism takes place in order to probe the capacity of the network:
Starting from a congestion window (cwnd) equal to one, the sender increases the
cwnd by the current segment size upon reception of a new (i.e., non-duplicated)
acknowledgment (ACK). In this way, the window size increases exponentially up
to an estimated capacity, termed SS-threshold. Figure 2.2 illustrates the slow-
start algorithm for the first four packets (i.e., between packet number zero and
three). When the SS-threshold is reached, TCP enters the Congestion Avoid-
ance (CA) phase, as shown between packet number four and seven. In CA, the
cwnd increases linearly up to the receiver’s maximum advertised window or until
packet loss is detected. Regular TCP (Tahoe) [66] assumes a packet loss when
the retransmission timer (RTO) expires before the respective segment is acknowl-
edged. In this case, SS is unavoidable. In Figure 2.2, the sender detects a packet
loss upon the transmission of packet number seven. Consequently, it enters SS:
When the sender transmits packet number eight, the cwnd is reset to one and the
SS-threshold drops by half of the current cwnd.
TCP fast recovery algorithm. Packet loss in a TCP stream can have other rea-
sons than congestion. In order to improve performance in case of non-congestion
packet loss, TCP Reno [134] introduces the Fast Recovery algorithm. Fast Re-
covery uses duplicated acknowledgments: When the third duplicate ACK is re-
ceived, the TCP Reno sender enters the Fast Recovery state: The sender reduces
the SS-threshold by half of the current cwnd and retransmits the missing
segment. After that, the sender sets the cwnd to SS-threshold plus three seg-
ments (i.e., one segment per duplicate ACK). The sender increases the cwnd by
one segment upon reception of each further duplicate ACK that arrives after the fast
retransmission. Thus, further data can be send even in the Fast Recovery phase.
When an ACK arrives that confirms all outstanding data, Fast Recovery is termi-
nated by setting the cwnd to SS-threshold, and the sender enters the CA phase
again.
TCP NewReno [116] extends the Fast Recovery algorithm of TCP Reno, in
case more than one packet is lost in the same window. TCP NewReno introduces
a Fast Retransmission interval, which allows the sender to retransmit several lost
segments in the Fast Retransmission phase, whereas the Fast Retransmission in
TCP Reno restricts the retransmission to single packet loss.
TCP selective acknowledgments. TCP may experience poor performance when
multiple segments are lost from one window of data. The cumulative acknowl-
edgments of TCP provide only limited information about packet loss. With the
cumulative acknowledgment scheme, a TCP sender can only learn about a single
lost packet per round trip time. An aggressive sender may choose to retransmit
packets early, but retransmitted segments beyond the cumulative acknowledgment
number may have already been successfully received.
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The selective acknowledgment (SACK) option [90] overcomes this limitation
by reporting blocks of successfully received segments beyond the cumulative ac-
knowledgment. Implicitly, this reporting scheme includes the packets not received.
Consequently, the sender can retransmit only the missing packets.
The SACK extension uses two TCP options. The first option (i.e., termed
SACK-permitted) may be sent in a SYN segment to indicate that the sender is
capable to use the SACK extension. The second option is the SACK option itself.
In case SACK is permitted, the receiver appends the SACK option to acknowl-
edgments when it received non-contiguous segments. The SACK option specifies
the left and right edge of received segment blocks. Since the TCP options are re-
stricted to 40 bytes, the receiver may at most append four SACK blocks to a single
acknowledgment. In case the receiver detects more non-contiguous segments, it
appends the first segments in the flow.
2.2.4 Mobile IPv6
Mobile IPv6 [33] provides global mobility management for portable IPv6 devices,
without any modifications to non-mobile hosts and routers in the Internet. The
protocol intends to enable nodes to conveniently roam between different IP sub-
networks, independent of the access technology. Mobile IPv6 introduces the fol-
lowing entities:
• Mobile Node (MN): Any non-stationary host in the network (e.g., notebook,
PDA or mobile phone).
• Home Agent (HA): A router/proxy in the MN’s home network, which keeps
track of the locations of MNs that belong to this home network. In absence
of a MN, the HA intercepts packets destined for the MN and tunnels the data
to the actual MN’s location.
• Correspondent Node (CN): Any host in the Internet, which communicates
with a MN.
• Access Router (AR): A router that offers network connectivity and forward-
ing services to a MN in a foreign network.
As indicated above, Mobile IPv6 distinguishes between the home network and
foreign networks of a MN. The home network represents the network where CNs
expect the MN to be according to its permanent IP address. When a MN roams,
it visits foreign networks. According to this distinction, to provide an unique, per-
manent identifier for reachability (e.g., TCP uses the IP address as part of the con-
nection identifier) and to provide a temporal identifier for connectivity in a foreign
network, each MN has two IP addresses:
Home address The home address is the MN’s IP address in its home network,
which is used as unique identifier. This address remains unchanged when
the MN is roaming into foreign networks.
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Care-of address The care-of address (CoA) is the topologically correct address in
a visited foreign network, which provides connectivity via the AR. The CoA
is assigned in addition to the home address.
According to its current location, the MN can be considered at home or at-
tached to a foreign network. When the MN is at home, it is connected to the HA’s
sub-network and thus, it is reachable via its home address (i.e., like any stationary
host). When a MN connects to a foreign network, it creates a CoA according to the
prefix of the Router Advertisement, which announces the presence of the foreign
network. In order to inform its HA about the current point of attachment, the MN
sends a Binding Update (BU) message to its HA. This BU contains the current
CoA of the MN.
When only the HA is aware of the current location of a MN, the HA must
route/tunnel all data packets for the MN. In order to optimize the routing and reduce
the load of the HA as a bottleneck, Mobile IPv6 provides a route optimization
option. When route optimization is enabled, the MN sends a BU also to active
CNs (i.e., CNs in the binding cache of the MN’s ongoing communications). In this
case, the respective CNs must include the Mobile IPv6 stack, whereas standard
Mobile IPv6 without route optimization is transparent to fixed Internet nodes. CNs
can address packets directly to the CoA of the MN and avoid triangle routing via
the HA. In case a CN intends to contact a MN, only the first packet is routed via
the HA. Upon reception of a tunneled packet, the MN sends a BU update to the
respective CN, allowing direct communication via its current home address.
The process when a CN contacts a MN located in a foreign network is schemat-


















Figure 2.3: Mobile IPv6: Communication initialization to a roaming MN.
Since the CN is not aware of the actual location of the MN, it addresses the
packet to the MN’s home address (1). The HA intercepts the packet for the MN
as proxy, encapsulates it and tunnels the packet to the current location of the MN
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(2). The MN replies directly to the CN (3). The MN may include a BU in packet
(2) if the MN has the route optimization option enabled. When the CN implements
a Mobile IPv6 stack and also has the route optimization option enabled, it may
address further packets directly to the CoA of the MN. When the MN changes its
point of attachment (i.e., the AR), it updates its new CoA to its HA and the CN in
separate BUs.
The process when a MN changes its point of attachment is termed handover.
This means that the routing responsibility for the MN changes from one AR to
another. Though Mobile IPv6 provides support for ongoing connection during a
handover (i.e., home address as static identifier), there is a significant interruption
in a Mobile IPv6 handover. The provisioning of Fast Handovers is beyond the
scope of Mobile IPv6. The respective IETF working group tried to accelerate the
standardization by focusing on ongoing connections, leaving Fast Handovers for
future standardization in a separate, dedicated working group. In Mobile IPv6, the
MN first terminates the old connection before establishing the connection to the
new access point. This procedure is commonly termed break-before-make philos-













Figure 2.4: Mobile IPv6 handover signaling flow.
First, the MN disconnects from the old AR. Afterwards, the MN searches for
new ARs, which announce their presence via beacons. Upon reception of a beacon,
the MN physically attaches to the new AP. However, the IPv6 connection cannot
resume yet. The MN requests the IPv6 configuration information via a Neigh-
bor Solicitation message. The new AR replies to the solicitation with a Neighbor
Advertisement, which contains all relevant IPv6 configuration information. With
this information, the MN informs its Home Agent with a Binding Update (BU).
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The HA confirms the BU with a Binding Acknowledgment (BACK). Now, the HA
can deliver IPv6 packets to the new location of the MN, and the IPv6 connection
resumes.
The handover latency, as shown in Figure 2.4, leads to unacceptable interrup-
tions during a handover for applications on top of Mobile IPv6. The provisioning
of seamless services to roaming users is not possible. Respective enhancement
proposals are subject to current research, as presented in the following section.
2.2.5 Fast Handovers in Mobile IPv6
The main motivation of Fast Handovers in Mobile IPv6 is to provide uninterrupted
real-time communication and avoid performance degradation in case of handovers.
Therefore, the main goal of the different handover enhancement proposals is to
reduce the interruption time, termed handover latency, during a handover.
This section surveys the main handover enhancements, as discussed within
the IETF, such as Hierarchical Mobile IPv6 Mobility Management (HMIP) [50]
or Fast Handovers for Mobile IPv6 (FMIP) [113]. Both approaches localize the
signaling of the handover to specific nodes in the local sub-network. Beyond, both
approaches follow the make-before-break philosophy: The MN prepares the new
connection while still being connected to the old AR.
HMIP introduces a hierarchy of anchor routers that localize the handover pro-
cedure: When a MN initiates a handover, it first localizes and contacts the anchor
router within the sub-network that connects both the old and the new ARs. This
anchor router takes over the routing responsibility for the MN, particularly during
the handover: The anchor router forwards all data destined for the MN to its cur-
rent AR. Beyond, the anchor router may bicast the data during the handover, i.e., it
may duplicate and transmit all packets to both ARs simultaneously for a restricted
time interval. When the MN physically attaches to the new AR, its data packets
already arrive. After the handover, the anchor router forwards the data to the new
AR only. The handover is transparent to nodes outside the sub-network, such as
HA and CNs.
In FMIP, the MN uses the ARs to prepare the handover and the new connection:
When a MN initiates a handover, it informs the old AR about the handover and
provides the address of the new AR. The old AR contacts the new AR via the fixed
network and prepares the connection. During the handover, the old AR bicasts
packets destined to the MN to its access network and to the new AR. Figure 2.5
illustrates the Fast Handover signaling flow.
FMIP can be described in three phases:
(i) Handover initiation phase Each AR transmits periodic beacons to announce
its presence. The MN detects new, potential ARs by listening to these bea-
cons. The MN may decide to handover to a new AR, e.g., as a result of
beacon signal strength measurements or due to QoS offers contained in the
















Figure 2.5: Fast handover signaling flow.
the transmission of a Router Solicitation for Proxy (RtSolPr) to the old AR.
This message contains the link layer address of the new AR, as acquired
in the beacons. In response, the old AR sends a Proxy Router Advertise-
ment (PrRtAdv) including the network prefix of the new AR for address
auto-configuration (assuming the new AR is known). In parallel, the old AR
informs the new AR about the upcoming handover via the Handover Initiate
(HI) message. The old AR replies a Handover Acknowledge (HACK) mes-
sage. When the MN has all necessary information, it sends a Fast Binding
Update (F-BU) to the old AR, which is actually the last message sent before
executing the handover, and initiates the second phase of the Fast Handover.
(ii) Tunnel establishment phase When the old AR receives a F-BU message, it
establishes a bi-directional tunnel to the new AR. The Fast Binding Ac-
knowledgment (in response to the F-BU) is already duplicated and sent to
both potential access points. The tunnel establishment assumes successful
exchange of HI and HACK message between the ARs. When the tunnel is
established, packets are duplicated in the following bicasting phase.
(iii) Bicasting phase During this phase, all packets destined for the MN are si-
multaneously transmitted to both ARs. Bicasting is restricted in time to the
duration of the handover. When the MN performs the actual physical hand-
over and attaches to the new AR, packets of its ongoing communications
already arrive at the new point of attachment. The MN sends a Fast Neigh-
bor Advertisement (F-NA) in order to announce its presence and initiate the
forwarding of bicasted packets on the link. Afterwards, the MN can update
the location information with its HA (and CN - in case the route optimization
option is active).
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In the simulative studies [108, 131], the handover latency in the HMIP and
FMIP approach is evaluated and compared, considering also the costs in terms of
additional network complexity of both approaches. Based on these results, the
FMIP approach has been selected in the Moby Dick project and for the following
evaluation in this thesis because: (i) The handover latency in both approaches is
similar. (ii) FMIP does not require changes to nodes other than the MN and the
involved ARs. Thus, the additional network complexity in FMIP is less than the
hierarchical network structure of HMIP. (iii) The inter-access router communica-
tion provides the framework for the integration of QoS and AAAC. The required
QoS and AAAC messages between the ARs can be attached to FHO signaling
messages.
The following sections describe the adaptation of FMIP in an overall mobil-
ity architecture, comprising AAAC and QoS. In this framework, the evaluation in
this thesis provides handover latency measurements and studies the network per-
formance for UDP and TCP data streams.
2.3 Related Work
In [39] the authors categorize the related work in three main categories: Link layer,
end-to-end and split-connection protocols.
The link layer protocols aim at hiding the high bit error rate (BER) of the
wireless medium from the transport-layer. An enhanced link layer autonomously
recovers packet losses by retransmissions without affecting the upper layers. One
example is the Snoop Protocol [8] which installs a snoop agent on every access
point. This agent keeps track of the TCP packets sent from the stationary host that
have not been acknowledged by the MN. Whenever a packet loss is detected (e.g.,
via duplicate acknowledgments), the agent checks its cache and retransmits the
packet autonomously. Though the TCP performance is increased by the artificial
improvement of the link quality, the sniffing of packets raises additional security
concerns and requires large, efficient caches on the access points.
The end-to-end protocol approaches provide modifications or extensions to
TCP which handle losses in a way that improves the performance compared to
regular TCP. Therefore, respective proposals maintain the end-to-end semantics of
TCP. These approaches comprise e.g., the Reno, NewReno, SACK and Fast Re-
transmission options of TCP as well as the Explicit Bad State Notification (EBSN)
mechanism of the network. In [22] the authors combine TCP and the handover
algorithm by introducing artificial acknowledgments after handover completion in
order to avoid unused connected times after re-connection due to TCP back-off
timers.
Split connections separate the wired and the wireless connection in order to
isolate wireless and mobility related problems from the fixed network. The access
router or basestation splits a connection between a CN in the fixed network and a
MN in a wireless network. Examples include the I-TCP [5] protocol, which intro-
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duces an agent on the AR in order to maintain both connections, or the M-TCP [20]
protocol, which organizes the network in a hierarchical architecture. However, split
connections violate the end-to-end semantics of TCP. When the sender receives
acknowledgments from an intermediate entity, it believes the packets to be suc-
cessfully delivered, whereas the packets may not have reached the final destination
via the wireless part of the network. Actually, positively acknowledged packets
may never reach the receiver, e.g., when the wireless connectivity is permanently
disrupted.
The impact on handover latency on the performance of TCP has been evaluated
in previous work, e.g., [41]. However, this case study is based on handover latency
times of three to four seconds and therefore, the slow-start algorithm is invoked,
which negatively impacts the TCP performance.
Other research projects use different IP mobility management schemes. The
IST project WINE GLASS [21, 119] uses Mobile IPv6 to handle IP mobility but
does not implement any solution to optimize local mobility at the IP layer. The
efficiency in local mobility purely depends on MAC layer technologies and thus,
mobility is restricted within the same IP subnet. The IST projects BRAIN and
MIND [137] proposed their own local mobility management solution: BCMP
(Brain Candidate Mobility Protocol). This protocol combines properties of the
IETF hierarchical solutions (like HMIP) and the IETF Fast Handover solution. For
this purpose, BCMP introduces special components, such as Anchor Points and
Access Routers. Anchor points are special routers that provide addresses to vis-
iting MNs in a set of IP subnets and tunnel packets to the MNs. Access Routers
provide the physical access and terminate the tunnel from the Anchor Point.
2.4 Mobility Architecture and Implementation Details
The main objective of the Mobility Architecture, as developed in the Moby Dick
project, is to evolve 3rd Generation mobile and wireless infrastructure towards the
Internet in order to provide uninterrupted, interactive and distributed multimedia
services to roaming mobile users. The overall approach is independent of the de-
ployed access technology. Therefore, the Moby Dick test network comprises TD-
CDMA, IEEE 802.11b Wireless LAN and Ethernet as example access technologies
for verification, validation and demonstration. The Fast Handover design and im-
plementation mainly follows the IETF Draft Fast Handovers for Mobile IPv6 [47],
as explained in section 2.2.5. Note that in the mean time the respective work within
the IETF advanced to RFC-status in [113]. However, the complexity of the overall
system implemented by different project partners requires the determination of ver-
sions at an early stage. Therefore, the implementation is based on the draft version,
as cited above. However, the results, as presented in the following Section 2.5, are
generally valid since the actual interruption time is not affected when adapting to
more recent Fast Handover for Mobile IPv6 versions.
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The Moby Dick approach extends the basic IETF Fast Handover signaling flow,
mainly by the adoption of the AAAC and QoS messages, as shown in Figure 2.6.
On the reception of a Router Advertisement (1) from a new AR, the MN evalu-
ates the signal strength of this message. In case the signal strength exceeds the
signal strength of the current connection by a threshold, the MN initiates the Fast
Handover (FHO) process. The MN issues a Router Solicitation for Proxy (RtSolPr)
message (2) to the old AR. The old AR sends the Handover Initiation (HI) message
to the new AR (3) and waits for the respective Handover Initiate Acknowledgment
in message (4). This FHO inter-AR communication is used to transfer AAAC con-
text in an intra-domain handover (i.e., assuming an existing security association
between the ARs). The AAAC attendant on the old AR piggybacks the AAAC
context on top of the ICMP FHO messages (3) and (4) in order to relay all neces-
sary AAAC information to the AAAC attendant on the new AR.
Simultaneous to the HI message, the old AR informs the old QoS broker about
the upcoming Fast Handover via message (A). The old QoS broker sends message
(B) to the new QoS broker, which requests the previously used QoS context from
the new QoS broker. The new QoS broker reports the available QoS parameters
directly to the new AR in message (C).
Upon the arrival of a positive Handover Initiate ACK message, the old AR in-
forms the MN about the successful preparation via a Proxy Router Advertisement
(PrRtAdv) in message (5). In reply, the MN sends the Fast Handover Execute
(FHE) message (6) to the old AR, which initiates the establishment of the bicast-
ing in (7). When the bicasting is established and confirmed via the Fast Binding
ACK in message (8), the MN executes the physical handover (9) and announces its
presence to the new AR with the Neighbor Advertisement message (12). Upon the
expiration of the bicasting timer in (10), the old AR sends the respective accounting
data of the MN to the AAAC server. Likewise, the new AR reports the reception of
the Neighbor Advertisement message to the AAAC server for accounting purpose
in message (X). Finally, the MN updates its binding with the Mobile IPv6 Home
Agent via the Binding Update / Acknowledgment in messages (13) and (14).
The potential delay, which could be introduced in the communication with the
QoS broker (i.e., messages (A),(B) and (C) ), does not impact the handover latency
since the message exchange takes place during the handover preparation phase.
However, this parameter affects the radio cell planning (i.e., size of overlapping
radio coverage areas). The overall handover time linearly depends on the QoS an-
swer time. The AAAC context is acquired locally on the old AR, transferred in the
Handover Initiate message and locally relayed to the AAAC attendant on the new
AR. Since there is no impact of AAAC and QoS delay or jitter on the handover la-
tency, the following experiments assume idealized AAAC and QoS modules with
minimal processing time in the order of 1 ms.
The Fast Handover algorithm, as described above, is implemented as a kernel
module in the Linux kernel 2.4.16. The module extends the basic MIPL Mobile
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Figure 2.6: Fast handover signaling flow including QoS and AAAC.
IPv6 implementation of the Helsinki University of Technology (HUT) [54]. The
FHO signaling is implemented via ICMPv6 messages.
Beyond the FHO functionality, the module manages the kernel-userspace inter-
faces (i.e., Linux character device pointer management to user- and kernel-space
functions) to the AAAC and QoS attendants on the ARs, as well as the interface
to the Mobile Terminal Network Manager (MTNM) on the MN. The latter compo-
nent is responsible for the movement detection. The movement detection scheme
is still based on Router Advertisements, but it is enhanced to be network aware:
Router Advertisements from all surrounding Access Routers are captured and re-
layed to the MTNM. The MTNM evaluates the signal strength of the Router Ad-
vertisements, and only when the signal strength of a potential candidate exceeds
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a pre-defined threshold for a certain duration of time, the Router Advertisement
triggers the Fast Handover procedure. This signal strength measurement supports
real movement of a mobile device. However, the presented measurement results
are based on manually determined signal strength modifications in order to pro-
vide automated, precise, uniform and comparable results.
The majority of Moby Dick partners, particularly network operators, assume
that future (i.e., beyond the current third generation - 3G) communication net-
works will deploy Wireless LAN in infrastructure mode. In contrast to this belief,
the Moby Dick mobility architecture employs the 802.11b ad-hoc mode because
of hardware and software restrictions in the current Wireless LAN systems: The
physical and MAC layer handover in infrastructure mode comprises a mandatory
frequency scanning and a physical attachment to all available cells. The additional
interruption due to the Wireless LAN infrastructure mode increases the handover
latency to at least 150 ms. This handover latency is not acceptable for real-time
services. Therefore, the project decided for the ad-hoc mode, being aware that
filtering of traffic to different access points is required. The implementation com-
prises an additional filtering mechanism in the Wireless LAN driver which extracts
router advertisements for signal quality evaluation and movement detection. Oth-
erwise, only (data) traffic from the current point of attachment is allowed to pass
the filter.
One of our contributions is the coupling of FHO, AAAC and QoS. This in-
cludes for example the combination of FHO and AAAC messages, and the schedul-
ing of QoS message exchange in the FHO sequence.
In order to simulate individual traffic and to evaluate the system under varying
conditions, a fully IPv6 capable traffic generator has been developed and imple-
mented. This traffic generator allows transmitting data via UDP or TCP transport
protocols. It enables the configuration of data flow parameters, such as packet size,
inter-packet delay or total amount of data to be transmitted. This traffic generator
facilitates reproducible scenarios for the evaluation of network performance in the
following FHO analysis.
2.5 Performance Evaluation - Experimental Results
This section presents the experimental evaluation results of the Fast Handover la-
tency measurements and of the TCP and UDP performance in presence of Fast
Handover.
2.5.1 Studied Scenarios and Measurement Setup
The experimental FHO performance evaluation is based on measurements in test
networks, comprising Linux implementations of all modules, such as FHO kernel
module, AR enhancements, movement detection via signal strength measurements,
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AAAC and QoS components. Each Moby Dick partner maintains a test network,
e.g., for the development, implementation and testing of a specific component.
The frequent integration and exchange of modules allows operating each network
autonomously. The different trial sites can also be interconnected via IPv6 over
IPv4 tunnels in the Internet in order to test interoperability or to evaluate the system
over the unpredictable long distance links of the Internet.
Figure 2.7 illustrates the test network used in this thesis and at NEC. The ma-
jority of experiments are conducted in this network. A set of handover latency
measurements is conducted at the Moby Dick trial site at the University Carlos III
Madrid (UC3M). The UC3M network set up is similar and, therefore, it is not illus-
trated separately. The respective sections indicate results of the measurements at
UC3M. The combination of measurements and results of different partners shows














Figure 2.7: Mobility enabled IPv6 Testbed including AAAC and QoS.
All nodes in Figure 2.7 use the Linux operating system with kernel 2.4.16 and
the MIPL Mobile IPv6 stack in the kernel. The test network consists of the follow-
ing components.
The HA is the mobility proxy of the MN in the home network. The CN rep-
resents an arbitrary node in the Internet. For the evaluation, the CN is one of the
communication end-points. AAAC server and QoS broker implement the required
AAAC and QoS databases and functionalities, respectively. The core router sepa-
rates different IP sub-networks, such as the home network and foreign networks.
Each foreign network consists of a separate IP sub-network. The core router pro-
vides the main routing functionality, e.g., it routes the data stream for the mea-
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surements to the respective foreign sub-network. The network includes three ARs:
Two IEEE 802.11b wireless ARs and one wired Ethernet AR. All ARs include the
FHO module, AAAC- and QoS attendants. The MN is a laptop, which is equipped
with an on-board Ethernet and an IEEE 802.11b wireless LAN PCMCIA card. The
MN roams between the foreign networks, using its FHO module, while commu-
nicating with the CN. The MN performs intra-technology handover, staying in the
same technology and using the same wireless LAN interface, and inter-technology
handover which uses the different interfaces wireless LAN and Ethernet.
In this test network, the evaluation measures the handover latency, UDP and
TCP performance in presence of standard Mobile IPv6 and Fast Handovers. All
of the following scenarios evaluate intra-domain handovers, i.e., handovers within
the same administrative domain, which assume a security association between the
ARs. Furthermore, the scenarios use ideal QoS and AAAC entities since (i) QoS
signaling takes place prior and after the actual handover, and AAAC signaling
is coupled and combined with the FHO signaling, as explained before. Thus, this
assumption does not impact on the performance evaluation. The evaluation focuses
on WLAN-WLAN intra-technology, as well as WLAN-Ethernet inter-technology
handovers. The remainder of this section describes the evaluation scenarios in
detail.
Handover Latency Measurement Scenario This scenario measures the handover
latency of standard Mobile IPv6 handovers and Fast Handovers in the test
network, as described above. The handover latency is measured in two dif-
ferent ways: (i) The measurement of packet loss in a data stream with pre-
defined inter-packet delay allows the calculation of the handover latency.
However, the granularity of this method is restricted by the inter-packet de-
lay. The measurements use the ping6 tool with an inter-packet delay of 10 ms
to 20 ms, which determines the measurement granularity. (ii) The handover
latency is measured by time-stamps in the source code of the FHO module.
This method increases the accuracy of the measurement.
The packet loss measurements are conducted in the UC3M test network and
the time-stamp measurements is carried out in the NEC test network. Be-
yond, the focus of the measurements differs, as follows:
(i) The packet loss measurements focus on the impact of different delays
between MN and CN or MN and HA on Mobile IPv6 and FHO handovers.
The different delays emulate different locations of the respective nodes, with
varying number of hops between the nodes. In the test network, the measure-
ments use the NISTNET [100] tool to emulate different delays. NISTNET
allows a single Linux PC, set up as a router, to emulate a wide variety of net-
work conditions, such as e.g., delay, jitter or packet loss. Since NISTNET
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supports IPv4 only, the measurements use an IPv6-in-IPv4 tunnel between
the ARs and the CN. This tunnel does not influence the measurements since
the encapsulation time is negligibly small and constant for all packets.
Further measurements evaluate the impact of the Router Advertisement in-
terval on the handover latency. As explained before, the FHO movement de-
tection scheme utilizes Router Advertisements, similar to standard Mobile IP
handovers. In contrast to standard Mobile IP handovers, FHO evaluates the
signal strength of the respective Router Advertisement during the handover
preparation phase. The measurements use different Router Advertisement
intervals of 0.5 - 1.5 s and 2.0 - 4.0 s. The results compare the impact of
these different intervals on standard Mobile IPv6 and FHO handovers.
(ii) The focus of the second measurement campaign in the NEC test net-
work is on preciseness. Therefore, time-stamps are added to the FHO source
code on the MN. These time-stamps measure the interruption time of the
IPv6 connection. The measurement starts when the the MN leaves the old
AR and ends when the MN receives the first data packet via the new AR.
This method represents a very accurate granularity because the precision of
the operation relies strictly on the operating system time (i.e., CPU TSC-
Timestamp Counter Register), and the measurement follows immediately
the respective FHO primitives.
UDP Performance Measurement Scenario The UDP performance evaluation in-
cludes qualitative and quantitative aspects. The qualitative performance mea-
surements evaluate the user’s satisfaction when watching a video on a mobile
device, while performing frequent handovers. The user compares the per-
ceived quality under standard Mobile IPv6 and Fast Handovers. However,
qualitative perception of the aural and visual human abilities is different for
every individual person. In contrast, the quantitative evaluation measures the
packet loss in case of handovers. These quantitative measurements provide
comparable and reproducible results for a meaningful evaluation. The re-
mainder of this paragraph describes both, the qualitative and the quantitative
UDP performance measurement scenarios.
In the qualitative UDP performance evaluation, a video trailer is shown to a
group of users while the MN frequently executes handovers. The CN trans-
mits the video and audio stream to the MN, using the Linux tool Video-
LAN [133]. The buffering capability of the tool is disabled. The CN trans-
mits a video trailer of about 2 min and 20 s length at a data rate of approxi-
mately 468 kBit/s. The tool is configured to use uncompressed, full frames
since the codec is beyond the scope of this evaluation. The MN executes
handovers every 40 s. The users evaluate the performance, i.e., the perceived
noticeable interruptions, of Mobile IPv6 and Fast handovers in a question-
naire.
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The quantitative evaluation uses the self-implemented traffic generator, as
described in Section 2.4. The CN transmits continuously UDP data in pack-
ets of 1000 bytes and an inter-packet delay of 25 ms to the MN. Again,
the MN executes handovers every 40 s. Tcpdump [129] captures the traffic
on the sender and the receiver side. Furthermore, Tcptrace [117], which is
recommended by the IETF [118], has been adapted to process basic IPv6
functionalities. The tool analyzes quantitatively the traffic and retrieves the
information for the generation of the graphs, as presented in section 2.5.3.
TCP Performance Measurement Scenario The TCP performance evaluation mea-
sures quantitatively the TCP throughput in case of handovers. This includes
the evaluation of the TCP state when the TCP sender detects packet loss due
to handover. Typically, TCP assumes network congestion in case of packet
loss and invokes its congestion control mechanisms, such as Fast Retransmit
or Slow Start. The reaction of TCP, which depends on the number of lost
segments, determines the throughput.
In this scenario, the CN establishes a TCP connection to the MN, using once
more the self-implemented traffic generator tool. The evaluation uses TCP
NewReno, which includes the Fast Retransmit and Selective Acknowledg-
ment options. In presence of the established TCP connection, the MN ex-
ecutes handovers. Lost segments invoke the TCP congestion control. The
evaluation traces the TCP state and measures the resulting TCP performance.
2.5.2 Handover Latency Measurement Results
This section presents the results of the handover latency measurements according
to the scenarios, as specified in the previous section. Section 2.5.2.1 measures
the number of lost packets in a pre-defined data stream which leads to the derived
results of the handover latency by multiplying the number of lost packets with inter-
packet delay. These measurements include the evaluation of the impact of round
trip time variations and different router advertisement intervals for Mobile IPv6
and Fast Handover. Section 2.5.2.2 presents the handover latency measurement
results for time-stamps, added to the FHO module.
2.5.2.1 Packet Loss Measurement for Varying Network Conditions
In this set of measurements, the handover latency derives from the measured packet
loss in a pre-defined data stream. The sender transmits ping6 packets every 15 ms.
This inter-packet delay represents an upper bound for the accuracy: In case a packet
is lost, the actual handover latency is between zero and two times the inter-packet
delay (i.e., 30 ms). The interruption might be short and connectivity might resume
immediately after the potential arrival of the lost packet, but is realized only with
the reception of the subsequent packet.
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Figure 2.8 shows the handover latency of WLAN-WLAN intra-technology
handover for both standard Mobile IPv6 and the Fast Handover implementation
over the network delay between the CN and MN. Note that NISTNET emulates
the network delay in both directions. The two lines in the graph represent the
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Figure 2.8: Mobile IPv6 and fast handover latency via packet loss measurement
versus network delay.
Figure 2.8 shows that Mobile IPv6 handover delay linearly increases with in-
creasing network delay. The Mobile IP handover latency is directly proportional to
the round-trip time required for a Binding Update to reach the CN.
In contrast, the Fast Handover latency is independent of the network delay. The
Fast Handover latency remains constant because the old AR forwards (i.e., bicasts)
the data to the new AR until the MN updates its new location to its HA and CNs.
Therefore, the handover latency is completely independent of location and network
delays to other nodes.
Figure 2.9 shows the handover latency measurement results for different Router
Advertisement intervals in scenarios with and without emulated network delay in-
crease. Two different intervals are chosen: (i) The minimum permitted interval in
the Mobile IPv6 Draft, i.e., MinRtrAdvInterval: 0.5 s and MaxRtrAdvInterval: 1.5
s. (ii) The Router Advertisement interval is increased to MinRtrAdvInterval: 2.0
s and MaxRtrAdvInterval: 4.0 s. Note that these values are lower than the recom-
mended ones in the Neighbor Discovery for IPv6 RFC 2461 [126], according to
the modifications proposed in the Mobile IPv6 Draft version 15. For each of these
values two experiments are conducted, one with and one without adding an emu-
lated network delay of 500 ms. A network delay of 500 ms emulates a situation of
a very long distance between the CN and MN.
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Figure 2.9: Mobile IPv6 and fast handover latency via packet loss measurement
versus router advertisement interval.
The Router Advertisement interval has a significant impact on the latency of
a standard Mobile IPv6 handover because the detection of the new AR via Router
Advertisements takes place when the MN is already disconnected from the old
AR. While sending more frequent Router Advertisements would reduce the Mo-
bile IPv6 handover latency, the bandwidth consumption of unsolicited Router Ad-
vertisements increases. Particularly in access technologies with scarce bandwidth,
such as Wireless LANs, short Router Advertisement intervals are not an option.
The Fast Handover solution is independent of the interval between Router Ad-
vertisements. The MN scans and discovers new, potential ARs, while still being
attached to the old AR.
2.5.2.2 Time-Stamp Measurements
This section presents the handover latency measurement results via time-stamps
in the Fast Handover module. Thus, the evaluation focuses on FHO only. Inten-
tionally, the comparison to standard Mobile IPv6 is omitted because the previous
results already show that standard Mobile IP handover latency is not suitable for
multi media traffic. Actually, the provisioning of small handover latency is beyond
the scope of the Mobile IPv6 definition.
Figure 2.10 depicts the statistical distribution of WLAN-WLAN intra-technology
Fast Handover latency for 100 experiments. The mean handover latency in this sce-
nario is 0.23 ms. However, the graph shows a deviation of this mean value, similar
to a normal distribution.
In case of WLAN-Ethernet inter-technology Fast Handover, there is no inter-
ruption. The availability of two different interfaces allows the set up of a new con-
nection via the new device while it is still possible to communicate via the previous


























Figure 2.10: Fast handover latency measurement via time-stamps.
device. This process is explained in detail in the following UDP measurement sec-
tion where packets simultaneously arrive on both interfaces (see Figure 2.11).
Finally, the evaluation measures the overall Fast Handover completion time,
which depends on several parameters, such as round trip time, network load, pro-
cessing time of QoS and AAAC components, as well as access technology. The
measurements result in 8 ms and 26 ms overall Fast Handover time for intra- and
inter-technology handover, respectively. The only parameter affecting these results
within the measurement set-up is the deployed access technology since the QoS
and AAAC components have ideal properties and the network is not loaded with
other traffic. The time consumption of AAAC is negligible since it involves local
processing only on the old AR and new AR, while the processing and RTT of QoS
is below 1 ms. The increase of these values by real components would influence
linearly the overall Fast Handover time, but not the handover latency.
2.5.3 UDP Measurement Results
For the following measurements, the traffic generator creates a UDP data stream
with an inter-packet delay of 5 ms and 500 bytes packet size. Particularly, the small
inter-packet delay generates a network load that is similar to the demands of real
applications. However, the results are transferable because the high load within
this scenario places even more demands on the system, e.g., the loss probability
within a small Fast Handover latency increases for decreasing inter-packet delay.
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2.5.3.1 Inter-Technology Handover
Figure 2.11 illustrates an Ethernet-WLAN inter-technology Fast Handover process























Figure 2.11: Real-time UDP traffic in the presence of Ethernet-WLAN handover,
observed by the receiver (MN).
As mentioned before, the MN is able to communicate simultaneously on the
different access interfaces. Therefore, the MN receives all packets between 2.8
s and 2.825 s twice: It receives the original data via the old AR on the previous
access interface and it receives the bicasted data via the new AR on the new ac-
cess interface. The MN closes the physical connection to the old AR at 2.825 s.
Consequently, it receives only bicasted packets after this point in time. In parallel,
the MN updates its HA about the new location with a BU message. The HA up-
dates its binding cache for the MN and changes its routing and tunneling entries,
respectively. With the arrival of the BACK, the HA has changed the location entry
of the MN. The BACK arrives at 2.925 s, and all consecutive packets are directly
addressed to the new point of attachment.
Summarizing, the inter-technology Fast Handover is uninterrupted because the
different access interfaces allow simultaneous communication on both interfaces.
In this case, the MN receives all packets twice during the handover. The experiment
results show that duplicates occur for about 20 ms in average.
2.5.3.2 Intra-Technology Handover
Figure 2.12 shows a WLAN-WLAN intra-technology Fast Handover process in the
presence of a UDP data stream, again, as observed by the MN as receiver.






















Figure 2.12: Real-time UDP traffic in the presence of WLAN-WLAN handover,
observed by the receiver (MN).
Before the handover, the MN receives packets via the old AR. At 2.91 s, the
MN performs the physical handover. This physical handover results is an inter-
ruption, as evaluated in Section 2.5.2.2. Figure 2.12 shows exemplary the average
handover latency of 0.23 ms. After the physical handover, the bicasting mecha-
nisms fills the gap until the HA is updated about the new location of the MN. The
MN receives bicasted packets via the new AR, which already arrive at the new AR
when the MN physically attaches. With the arrival of the BACK at 3.2 s, the HA
has updated its location information of the MN, and packets are directly addressed
to the new CoA.
Summarizing, the average handover latency during a WLAN-WLAN intra-
technology Fast Handover is 0.23 ms. The bicasting mechanism provides con-
tinuous packet delivery until the location and forwarding information at the HA
is updated. Consequently, there is no noticeable interruption in real-time audio or
video data streams during an intra-technology Fast Handover.
2.5.4 TCP Measurement Results
The following evaluation focuses on TCP performance during a Fast Handover.
The traffic generator creates a TCP stream between the CN and the MN. Except
for the different transport protocol, the traffic generator uses the same settings as
before.
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2.5.4.1 Inter-Technology Handover
Figure 2.13 illustrates an Ethernet-WLAN inter-technology handover in the pres-
ence of a TCP connection. The plot shows the segments transmitted by the CN in






















Figure 2.13: TCP connection in the presence of Ethernet-WLAN handover, ob-
served by the sender (CN).
As before, the different physical access interfaces allow simultaneous commu-
nication on both interfaces. However, Figure 2.13 does not show duplicate packets
because TCP filters and drops duplicates. Therefore, the TCP stream continues
during the inter-technology Fast Handover without interruption.
The graph shows a small increase of the inter-packet delay at 3.55 ms. How-
ever, this glitch does not originate from handover interruption, but due to a delayed
acknowledgment from the MN caused by IP layer re-configuration and duplicate
ACK-packet handling processing time by the TCP stack.
Summarizing, the TCP stream is not interrupted by an Ethernet-WLAN inter-
technology Fast Handover. TCP filters and drops duplicate packets. The TCP
sender does not change the TCP state, and it does not invoke congestion control
because there is no packet loss that indicates congestion to the TCP sender. Con-
sequently, an inter-technology Fast Handover does not affect the performance or
throughput of a TCP stream.
2.5.4.2 Intra-Technology Handover
Figure 2.14 shows a WLAN-WLAN intra-technology Fast Handover in the pres-
ence of a TCP connection. Again, the graph shows the transmitted packets by the
CN to analyze the TCP state and congestion control of the TCP sender.































Figure 2.14: TCP connection in the presence of WLAN-WLAN handover, ob-
served by the sender (CN).
During the WLAN-WLAN Fast Handover, as shown in Figure 2.14, one packet
is lost. This single packet loss represents the worst case of the measurements since
in only 2% of the performed measurements one packet is lost. Packet loss of more
than one packet never occurs. The following paragraph explains the TCP reaction
to the packet loss in detail, referring to the labels in the Figure.
Between label 1 and label 2, the connection to the MN is disrupted, and packet
2 is lost due to the handover. Label 3 marks the acknowledgment for packet 1,
which contains a destination option header, updating the CN about the new location
of the MN. Afterwards, the CN addresses packets destined for the MN to the new
CoA. The acknowledgments 4, 5 and 6 are duplicate acks, which trigger the TCP
Fast Recovery algorithm. Thus, the CN re-transmits the lost packet 2, without
entering slow start and, thus, without performance degradation. Acknowledgment
7 confirms all data, i.e., including the lost packet and the packets received during
the dup-ACK phase. When the sender receives this acknowledgment 7, it exits the
TCP Fast Recovery phase and continuous data transmission.
Summarizing, TCP Fast Recovery and Selective Acknowledgments in combi-
nation with the Fast Handover scheme avoid (i) the invocation of TCP Slow-Start
and (ii) the redundant retransmission of successfully transferred packets, as shown
in the worst case scenario of single packet loss above. Therefore, the Fast Handover
approach avoids TCP performance degradation in the presence of handovers.
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2.6 Summary and Conclusions
This chapter described the integration of Fast Mobile IPv6 Handovers in an IPv6
mobility environment which integrates AAAC anc QoS in a complete architecture.
This architecture has been implemented in this thesis, and in the framework of
the EU IST project Moby Dick [94]. The implementation and deployment in test
networks facilitate a performance evaluation via measurements in an integrated
environment. The evaluation comprises:
• Fast Handover latency measurements, using different methodologies.
• UDP and TCP performance analysis in the presence of Fast Handovers.
The measurement results show that in case of Ethernet-WLAN inter-technology
Fast Handover, the handover is not interrupted since simultaneous communication
on the different access interfaces is possible. The results show for inter-technology
handover a short period of 20 ms on the average where the MN receives dupli-
cates, i.e., the packet via the old AR on the previous interface and the bicasted
packet via the new AR on the second access technology. Since most applications
detect and suppress duplicates, the UDP connection is seamless in case of Fast
inter-technology Handover.
In case of WLAN-WLAN intra-technology Fast Handover the Fast Handover
approach provides uninterrupted Ethernet-WLAN inter-technology and in average
a handover latency of 0.23 ms for WLAN-WLAN intra-technology handover. The
worst case result looses a single packet during the handover. Such a single packet
loss invokes the TCP Fast Retransmission scheme which retransmits the lost packet
without noticeable performance degradation. Particularly, the TCP slow-start algo-
rithm, which significantly decreases the performance, is not triggered. The sender
re-transmits the packet, while further packets are continuously transmitted during
the Fast Retransmission phase.
Summarizing, the Fast Handover approach provides uninterrupted Ethernet-
WLAN inter-technology and in average a handover latency of 0.23 ms for WLAN-
WLAN intra-technology handover in an integrated Mobile IPv6 environment, in-
cluding QoS and AAAC. These handover latency results support uninterrupted real
time UDP communications and avoid TCP performance degradation in presence
of Fast Handovers. The results provide an important step towards All-IP future
networks. Future work will evaluate network controlled FHO (e.g., handover in-
vocation for load balancing), as required by network operators for a successful
deployment and network operation.
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After the handover latency measurements and TCP / UDP performance eval-
uation upon handover occurrence in single-hop scenarios, the following chapter
moves on to mobile ad hoc networks that facilitate multi-hop communication.
The most prevalent use case for mobile multi-hop communication networks in-
clude vehicular ad hoc networks (VANETs).
VANETs represent a special kind of mobile ad hoc networks (MANETs) that
facilitate inter-vehicle and vehicle-to-roadside communication without additional
or pre-established infrastructure. VANETs facilitate the integration of existing In-
ternet applications into vehicles and enable new applications, e.g., aiming on an
increase of safety on the road.
The following two Chapters 3 and 4 focus on transport layer issues in VANETs,
such as reliability, for point-to-point and point-to-multipoint applications, respec-
tively.
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Chapter 3




Vehicular ad hoc networks (VANETs) are self-organizing, wireless, multi-hop net-
works that enable vehicle-to-vehicle and vehicle-to-roadside communication. The
main characteristic of VANETs is a high degree of node mobility, resulting in fre-
quent topology changes.
VANETs enable a variety of new applications and facilitate the integration of
existing applications into vehicles. These applications pose different requirements
on the network and transport layers, such as reliability or in-order delivery of data.
The fulfillment of the application requirements in VANETs is challenging due to
the unique characteristics of the environment [82]. These environmental challenges
for a transport protocol comprise:
• Challenges of the wireless medium, such as high bit error rate (BER) or
hidden and exposed node problems.
• In a wireless multi-hop chain, the transmission of a packet interferes and con-
tends with further data traffic in the wireless transmission range, particularly
with consecutive packet of the data flow. This effect is known as multi-hop
data traffic interference.
• A paradigm change in congestion detection since traditional mechanisms,
such as packet loss or retransmission timeout, are not suitable for mobile ad
hoc networks.
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• The most scarce resource in a VANET is the wireless bandwidth. This band-
width must be shared among competing flows whereas road specific packets,
such as safety information, must be scheduled at a higher priority than other
data traffic.
• Highly dynamic network topology.
The performance of a transport protocol in this vehicular environment depends
on its ability to deal with these challenges.
The following design of a vehicular transport protocol (VTP) focuses on point-
to-point applications, such as media transmission or email which require reliable
and in-order data delivery. The demands of these applications are similar to the
service provided by TCP in the Internet [66]. However, TCP performs poorly in
wireless, mobile ad hoc networks [43, 48, 58].
A variety of TCP extensions aim at performance improvement in wireless,
multi-hop networks, e.g., [48, 7, 87, 40]. Since most TCP extensions still remain
below an optimal performance, non-TCP approaches argue that basic TCP design
elements are inappropriate for wireless ad hoc networks, and transport performance
can be significantly improved (i.e., compared to TCP extensions) when considering
the specific characteristics of the environment [125].
We argue that the unique characteristics of VANETs necessitate the develop-
ment of a new transport protocol that is specifically tailored to these conditions.
Thus, the following VTP design takes the path characteristics of multi-hop com-
munications in VANETs into account, as evaluated in our paper [82]. The key
features of the VTP design are:
• The VTP sender uses a rate-based transmission scheme. The transmission
rate is determined by a rate timer that steadily schedules the transmission of
data packets when multi-hop connectivity between source and destination is
recognized.
• VTP decouples congestion control from error and flow control, mainly to
avoid throughput reduction for non-congestion-related packet loss. In VANETs,
packet losses are frequent because of high mobility and the resulting topo-
logical changes. These losses must not invoke congestion control.
• VTP uses explicit signaling of available bandwidth from intermediate nodes
for congestion control. The estimation of available bandwidth by intermedi-
ate nodes uses information from the MAC layer protocol.
• VTP provides reliability via retransmissions of lost packets. Selective ac-
knowledgments (SACKs) report lost packets to the VTP sender. The re-
ceivers transmit SACKs in dynamic intervals. It adjusts the interval accord-
ing to the current transmission rate and the source-destination distance.
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• The VTP sender uses statistical knowledge to predict the expected com-
munication behavior of a connection. In absence of acknowledgments, the
expected communication duration for the respective source-destination dis-
tance assists the rate timer calculation.
Prior to the specification of a VTP, a detailed analysis of the path character-
istics in a highway scenario quantifies the expected connectivity and disruption
durations and evaluates the metrics packet loss, round trip time (RTT), RTT jitter
and reordering. These statistical results directly influence the following transport
protocol design. A simulative evaluation of VTP shows the performance improve-
ments compared to TCP.
This work was conducted in the framework of the Network on Wheels project,
which is supported by the German Ministry of Education and Research (BMB+F).
The project investigates key technical questions for VANET communication, in-
cluding transport protocols and position-based routing [101].
3.2 Background
The background comprises an overview of ad hoc routing protocols, including
topology-based and position-based approaches. The choice of an appropriate rout-
ing protocol for certain scenarios is important because the performance of the ad
hoc network significantly depends on the routing protocol. Since the routing pro-
tocol influences the characteristics of the ad hoc network, the design of a transport
protocol should be aware of the routing protocol and the best performing protocol
should be chosen anyway.
3.2.1 Ad Hoc Routing Protocols
This section surveys topology-based and position-based ad hoc routing protocols
and discusses the suitability of the respective proposals for the high dynamic ve-
hicular environment.
3.2.1.1 Topology-Based Ad Hoc Routing Protocols
Topology-based routing protocols establish routes on the basis of topological in-
formation about the network. They can be distinguished in proactive, reactive and
hybrid approaches.
Proactive algorithms, like the dynamic destination-sequenced distance-vector
routing (DSDV) [110] or the optimized link state routing protocol (OLSR) [30],
maintain all available routes in the network even if some of the routes are cur-
rently not used. Particularly in a highly dynamic scenario, the maintenance of
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unused routing information wastes a significant amount of the available wireless
bandwidth [34].
In contrast, reactive (or on-demand) routing protocols, such as dynamic source
routing (DSR) [67], the temporary ordered routing algorithm (TORA) [102] or ad
hoc on demand distance vector routing (AODV) [109], maintain only the routes
that are currently in use.
Hybrid routing approaches, such as the zone routing protocol (ZRP) [52], com-
bine proactive and reactive routing components in order to improve routing scala-
bility and efficiency.
All topology-based algorithms establish and maintain end-to-end routes which
frequently break in mobile ad hoc networks, as illustrated in Figure 3.1. The route
break recovery is time consuming and degrades the routing protocol performance
since new routes must be build up on demand.
Time x
Time x + ?t sec
Figure 3.1: Route breaks in the highly dynamic vehicular environment.
3.2.1.2 Position-Based Ad Hoc Routing Protocols
Position-based routing protocols (PBR), as surveyed in [93], eliminate some of the
limitations of topology-based routing by using additional geographical informa-
tion. PBR scales well in the highly dynamic vehicular environment because each
forwarding node locally determines the next hop independently for each packet,
based on geographical position information. Thus, PBR does not require the estab-
lishment or maintenance of routes.
Prior to transmitting the first packet of a connection, the sender requires to
determine the geographical position of the destination. Typically, a location service
is used for this task.
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In mobile ad hoc networks, the focus is on decentralized location services be-
cause a centralized approach would require the position of a reachable location
server; the reachability of a location server cannot be guaranteed at all times.
Typical examples of decentralized location services, such as the quorum-based
location service [51], the grid location service [83] or the homezone location ser-
vice [49, 123], are included in the PBR survey [93].
The geographical position of the destination is included in the packet header
and determines the forwarding decisions of the sender and intermediate nodes.
This mechanism requires that each node is aware of its own geographical position
and the positions of its single-hop neighbors within radio transmission range.
Each node acquires its own position via a positioning system, such as the
satellite-based global positioning system (GPS) [57, 69] or other types of position-
ing services [24, 55]. The positions of the single-hop neighbors within radio range
are typically distributed in broadcast messages, termed beacons. All nodes peri-
odically broadcast these beacons to their single-hop neighbors. Thus, each node
is aware of the position of nodes in its vicinity. The accuracy of this information
depends on the beaconing interval.
The PBR forwarding decision at each node depends on the destination’s po-
sition, as contained in the packet, and the positions of the potential forwarding
nodes. Typically, a forwarder selects the next hop that is geographically closest
to the destination, using the greedy forwarding strategy of the greedy perimeter
stateless forwarding (GPSR) [70, 71] approach, as visualized in Figure 3.2.
Figure 3.2: PBRV greedy forwarding strategy.
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Node (3) is the current forwarder in the communication flow between the
source node (1) and the destination node (6). The packet contains the position
[15,1] of the destination and node (3) has three single-hop neighbors: Node (2) at
[5,0], node (4) at [10,0] and node (5) at [12,1]. Consequently, node (3) selects node
(5) as next hop because node (5) is closest to the destination.
Note that intermediate hops may update the position of the destination in the
packet header, in case it has more accurate position information than contained in
the packet. Thus, the preciseness of position information increases the closer the
packet comes to the destination.
In order to determine the next hop, different forwarding strategies are possible.
[93] classifies three main packet-forwarding strategies for PBR, such as greedy
forwarding and restricted directional flooding.
As explained in the example above, greedy forwarding selects the next hop
within radio range that is located closest to the destination. The restricted direc-
tional flooding algorithm works in a similar way, but forwards the packet to a set
of single-hop neighbors that are closer to the destination. However, greedy for-
warding and restricted directional flooding approaches fail if there is no single-hop
neighbor that is closer to the destination than the forwarding node itself, but a route
still exists. These scenario is illustrated in Figure 3.3.
source
destination
Figure 3.3: Greedy routing failure scenario.
To alleviate these situations, recovery strategies have been proposed, such as
the face-2 algorithm [19] or to select the node with the least backward (negative)
progress [127]. However, the latter recovery strategy might lead to routing loops.
Further approaches propose not to forward packets that encounter a local maxi-
mum [60]. Further details are given in the PBR survey [93].
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3.2.1.3 Contention-Based Forwarding
The periodic exchange of beacons in PBR introduces overhead and consumes
scarce wireless bandwidth. A position-based routing algorithm which does not re-
quire beacon information is proposed in contention-based forwarding (CBF) [46].
CBF broadcasts the packet to all nodes within transmission range of the for-
warding node. Each node that is closer to the destination than the forwarding
nodes enters a contention period, i.e., initiates a timer. The timeout depends on the
distance to the destination. Upon timeout of the node closest to the destination,
the node rebroadcasts the packet and silences all other potential forwarders, which
cancel their respective contention timers.
Since not all nodes may overhear the rebroadcasting, packet duplication may
occur. In order to avoid packet duplications CBF incorporates three different sup-
pression strategies: Basic suppression, area-based suppression and active selection.
The basic suppression scheme stops the packet transmission of a packet only
when overhearing the rebroadcasting, as explained above. Thus, packet duplication
may occur.
Area-based suppression reduces the probability of duplication because only
nodes in a pre-selected geographical area enter the contention. The area is selected
in a way that the potential forwarding nodes are within transmission range of each
other and that can overhear the rebroadcast packet.
The active selection is inspired by the RTS/CTS mechanism and selects the
next hop prior to packet transmission. The current forwarder coordinates the selec-
tion process. The active selection scheme avoids packet duplication at the cost of
additional control message overhead.
3.3 Related Work
This section surveys the related work on transport layer approaches in wireless and
mobile ad hoc networks, as classified in Figure 3.4.
The highest level of classification distinguishes between TCP enhancements
and non-TCP proposals. Ad hoc extensions for TCP may separate the connection
in a wired and wireless part whereas the majority of approaches respect the end-to-
end semantics of TCP. Finally, modifications may affect TCP only or cross-layer
approaches involve other protocol layers, such as the network layer.
3.3.1 Transport Challenges in Wireless and Mobile Ad Hoc Networks
Besides the challenges of the wireless communication medium, such as a high bit
error rate (BER) or the hidden and exposed node problem, the highly dynamic ve-
hicular environment poses specific challenges to the design of a transport protocol
for vehicular networks [98], as follows.
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Figure 3.4: Transport layer approaches for wireless mobile ad hoc networks.
• Multi-hop data traffic interference. Vehicular wireless ad hoc networks uti-
lize multi-hop relaying of data packets. A link layer transmission affects all
nodes within the wireless transmission range of the sender due to the shared
nature of the wireless channel. Particularly, the forwarding of a data packet
contends with the transmission of the next packets by the predecessor node.
The contention aggravates with further induced traffic of other data streams
or the acknowledgments on the reverse path. A transport protocol for vehic-
ular networks should consider these interferences in order to provide for a
fair sharing of resources among contending flows.
• Congestion detection. Traditional mechanisms to detect network conges-
tion, such as packet loss and retransmission timeout, are not appropriate in
VANETs because a considerable amount of packet loss in VANETs is not
due to congestion. Besides congestion, packet loss can occur due to the
high bit error rate (BER) of the wireless medium, hidden terminal problem,
packet collisions or mobility of vehicles (i.e., route breaks or route changes).
Furthermore, the network contention in VANETs is location-dependent be-
cause all nodes within radio transmission/interference range contend for the
channel. Therefore, the related work in [98] proposes to decouple conges-
tion control from reliability and flow control in order to improve transport
protocol performance.
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• Bandwidth constraints and data traffic priorities. The most scarce resource in
a VANET is the wireless bandwidth. This bandwidth must be shared among
contending flows and other data packets whereas road safety information
must be scheduled at a higher priority than other data traffic. A vehicular
transport protocol must utilize and fairly distribute the available bandwidth
and consider the different priorities that impact the performance of the pro-
tocol.
• Highly dynamic network topology. The fast movements of vehicles result in
continuous topology changes in the ad hoc network. This intense topological
change rate demands for specific network protocols because the performance
of a routing or transport protocol depends on its ability to adapt quickly to
the varying path characteristics. A vehicular transport protocol that consid-
ers the specific characteristics of a VANET can provide improved protocol
performance.
3.3.2 TCP Performance in Wireless and Mobile Ad Hoc Networks
The transmission control protocol (TCP) [66] is the de facto transport protocol
standard of the Internet. However, TCP performs poorly in wireless and mobile
networks [43, 48, 58] for various reasons. This section provides an overview of
TCP performance evaluations and explains the reasons of TCP performance degra-
dation in wireless, mobile networks.
TCP provides reliable and in-sequence byte stream delivery of data to appli-
cations in point-to-point communications. In theory, TCP should be independent
of the underlying technology and support all kinds of networks. These networks
are typically unreliable. In practice, however, the coupling of error and congestion
control in the design of TCP tunes the protocol to the characteristics of wired net-
works: TCP assumes network congestion in case of packet loss, which is almost
always true in wired networks.
However, in wireless and mobile ad hoc networks, a significant amount of
packet loss is not due to congestion. In this scenario, packets may be lost in addi-
tion to congestion e.g., because of:
• Channel errors and the high bit error rate (BER) of the wireless medium,
• Collisions,
• Path asymmetry,
• Route failures and network partitions due to mobility.
The invocation of congestion control in reaction to non-congestion losses re-
sults in a performance degradation of TCP [43]. Though the different versions of
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TCP (i.e., Tahoe, Reno, NewReno and Vegas), as explained in Section 2.2.3, per-
form differently in ad hoc networks, all these versions cannot distinguish between
packet loss due to congestion and packet loss due to wireless or ad hoc character-
istics, as explained above (see also [138]).
The following related work evaluates the TCP performance in wireless and
mobile ad hoc networks. The work [53] classifies the reasons for the poor TCP
performance in ad hoc networks in (i) wireless and (ii) mobility and multi-hop
related challenges.
(i) The TCP performance in static, wireless single-hop networks is mainly in-
fluenced by the characteristics of the wireless network, such as high BER, path
asymmetry or hidden and exposed stations. A variety of TCP enhancements ad-
dress this scenario, e.g., infrastructure-based WLANs [4, 6, 9], mobile cellular
networking [10, 20] or satellite communications [2, 36].
(ii) In mobile ad hoc networks, the TCP performance - additionally to the chal-
lenges mentioned above - depends on the mobility. Node movement leads to tem-
poral network partitions, route breaks and route changes.
The impact of mobility on the throughput of TCP is evaluated through simu-
lations in [58]. Using the random way-point (RWP) [14] mobility model without
pause time, the evaluation shows that for certain mobility patterns the throughput is
close to zero whereas other patterns result in high throughput. Furthermore, veloc-
ity variations affect the TCP throughput differently, e.g., an increase of the average
speed from 2 m/s to 10 m/s results in a significant throughput degradation whereas
the increase from 10 m/s to 30 m/s affects the throughput only slightly. The analy-
sis of the simulation traces of low throughput shows that the route recovery of the
DSR routing protocol invokes TCP retransmission timeouts and congestion con-
trol in case of route breaks. In simulation traces of high throughput, sender and
receiver move closer towards each other, so that the previous DSR route remains
valid until a new, shorter route is found. In order to prevent congestion control in
case of route breaks, the authors propose explicit link failure notification (ELFN)
to stale TCP for the duration of a route break.
The paper [3] takes up the mobility related throughput degradation of TCP and
defines the TCP throughput in mobile ad hoc networks as a function of node ve-
locity and network load. A significant part of the route re-computation latency
depends on the MAC failure detection latency. The MAC failure detection latency
is defined as the amount of time spent before the MAC recognizes a link failure. Fi-
nally, [3] identifies an additional problem related to routing and MAC layer, which
the authors term MAC packet arrival latency. When a link failure along the path
is detected, it is reported back to the routing agent on the sending node. In case
further nodes also used this link before, the node that detects the link failure has to
wait for further packets of these communications before reporting the link failure
also to these sending nodes. This delay also contributes to the route re-computation
latency.
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The performance of TCP Reno over the routing protocols AODV [109], DSR [67]
and ADV [18] in mobile ad hoc networks is evaluated by simulations in [37]. The
results show that ADV performs well for a variety of mobility patterns and topolo-
gies. In order to improve TCP performance over on-demand routing protocols, the
work also presents a TCP enhancement proposal termed fixed RTO, which is ex-
plained in detail in the following survey of TCP enhancements for mobile ad hoc
networks.
The work in [86] evaluates TCP performance over multi-path routing, i.e., Split
multipath routing (SMR) with maximally disjoint paths [89]. Multi-path routing
provides advantages in wireless ad hoc networks, such as reduction in route com-
putation time, high resilience to path breaks, high call acceptance ratio and better
security. However, the evaluation shows that TCP performance suffers from multi-
path routing. The inaccuracy of the average RTT in multi-path routing leads to
more TCP timeouts and the increased out-of-order delivery due to different paths
trigger TCP duplicate ACKs, which in turn invoke TCP congestion control.
The following sections survey TCP enhancements and non-TCP approaches,
as shown in Figure 3.4 in order to improve transport layer performance in wireless
mobile ad hoc networks.
3.3.3 TCP Modifications for Wireless and Ad Hoc Networks
This section surveys TCP enhancements to improve TCP performance in mobile ad
hoc networks according to Figure 3.4, including split connections and end-to-end
approaches as well as pure TCP approaches and cross-layer solutions.
We first present approaches that respect the end-to-end semantic of TCP and
modify TCP only.
The fixed RTO proposal [37] modifies the retransmission (RTO) calculation of
the TCP sender. The sender does not purely rely on RTT measurements in the
network anymore, but uses a heuristic to distinguish between route failures and
congestion. In case of two consecutive RTO timeouts, the sender assumes a route
failure. The sender retransmits the unacknowledged packet, but does not increase
the RTO value, as original TCP would due to its exponential backoff mechanism.
The RTO timeout value remains fixed until the route is re-established and the out-
standing packet is acknowledged. In [37] the authors evaluate the approach simula-
tively over on-demand routing protocols and consider TCP’s selective and delayed
acknowledgment options. The fixed RTO approach improves TCP performance for
on-demand routing protocols, but is restricted to wireless networks only.
TCP DOOR (detection of out-of-order and response) [135] detects out-of-order
delivery of TCP segments and interprets these as an indication of route failures.
The detection of out-of-order data delivery can be sender-based or receiver-based.
The sender-based identification of out-of-order packet delivery requires additional
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information in the TCP duplicated acknowledgments, i.e., ACK duplication se-
quence number (ADSN). TCP DOOR appends the ADSN as a one-byte option
to the duplicated acknowledgments and increases the number for each ACK. The
receiver-based approach adds the TCP packet sequence number (TPSN) as a two-
byte option to each packet to identify out-of-order delivery. Upon detection, the
receiver notifies the sender about the out-of-order delivery via the OOO-bit, which
is explicitly defined in the ACK packet header. When the sender is aware of an
out-of-order event, it temporarily disables congestion control and instantly recov-
ers during congestion avoidance. The duration of congestion control disabling
depends on the RTT. TCP DOOR is evaluated through simulations and the results
show similar performance for sender- and receiver-based out-of-order detection.
Thus, the authors recommend the sender-based approach because it does not re-
quire explicit out-of-order notifications.
The following approaches respect the end-to-end semantics of TCP and require
cross layer interaction between TCP and the network layer.
TCP-F (feedback) [25] relies on network feedback to detect routing failures.
When the routing agent of a node along the path detects a broken link, it replies
with an explicit route failure notification (RFN) to the sender. Upon reception of
an RFN, the sending instance of TCP enters a snooze state. In this state, TCP-F
stops packet transmission of the respective flow, freezes all TCP variables, such
as timers and congestion window, and initiates a route failure timer. The sender
remains in snooze state until either it is notified about route recovery by a route
re-establishment notification (RRN) or the route failure timer expires. When a new
route is found and the sender receives a RRN notification, the TCP-F sender re-
sumes transmission based on the previous congestion window and timers - inde-
pendent of the fact that the conditions along the new path might have changed.
When the route failure timer expires, TCP-F enters the standard congestion control
mechanism. The evaluation results in [25] show performance improvements, how-
ever, the simulation scenario is very basic.
The explicit link failure notification (ELFN) [58] mechanism also uses explicit
network feedback to detect route failures, similar to TCP-F. In contrast to TCP-
F, ELFN is based on real interaction between TCP and the routing protocol. The
ELFN notification is piggybacked on the routing failure notification. It contains
sender and receiver addresses, ports and the respective TCP sequence number.
Upon reception of an ELFN message, the TCP sender enters a standby mode. In
this mode, the TCP sender periodically transmits probe packets in order to check
if the route is restored. In [58] the optimal probe interval is two seconds, but for
different scenarios the authors propose to adjust the probe interval according to the
last stored RTT value. In case a probe packet is acknowledged, TCP resumes. The
evaluation comprises a TCP resume with frozen congestion window and timers, as
well as with reset values where the former option provides better results. Though
3.3. RELATED WORK 47
the evaluation results in [58] show a significant enhancement over standard TCP,
further evaluations are required, particularly because [3] and [95] come to different
results for high and even for low network load, respectively.
Ad hoc TCP (ATCP) [87] once more uses network feedback, but aims at the
detection of route failures and tries to make the high BER of the wireless medium
transparent to TCP. ATCP inserts an additional layer between TCP and IP. This
layer monitors the network state and sets TCP in persist, congestion control or re-
transmit state. The ATCP layer uses the network information provided by ECN
(explicit congestion notification) [68] or the ICMP ’destination unreachable’ mes-
sage to determine the respective state. When receiving the ICMP ’destination un-
reachable’ message, TCP assumes a route failure and enters the persist state. In
this state, TCP freezes its congestion window and timers and transmits periodi-
cal probing packets until a new route is discovered. The ECN explicitly notifies
the sender about network congestion. Consequently, TCP enters its congestion
control (i.e., without waiting for timeouts). Upon reception of three duplicated
acknowledgments, ATCP enters the retransmit state. This means that the third du-
plicated acknowledgment is not relayed to TCP. Instead, TCP is set to persist mode
and ATCP retransmits the lost segment autonomously, assuming a loss due to the
high BER. When ATCP receives the respective acknowledgment, TCP resumes to
normal operation. ATCP has been evaluated by implementation in a testbed, emu-
lating different scenarios, such as congestion, packet loss, temporal partitions and
reordering. However, the testbed consisted of wired Ethernet connections. There-
fore, further evaluation in a wireless and mobile ad hoc environment is required.
TCP-BuS (TCP buffering capability and sequence information) [74] again uses
network feedback to detect routing failures and introduces a buffering capability to
mobile nodes along the path. TCP-BuS signals route failure and re-establishment
via explicit route disconnection notification (ERDN) and explicit route successful
notification (ERSN) messages. The node that detects the link failure and sends
the ERDN is called pivoting node (PN). Upon reception of an ERDN message,
the TCP-BuS sender stops packet transmission and all packets in transit from the
source to the PN are buffered by the PN during the route re-establishment phase.
To avoid timeouts during route re-establishment, the retransmission timeout for
buffered packets is doubled. Selective retransmission requests by the PN ensure
that the sequence of buffered packets is complete. When the route is recovered,
the PN relays all buffered packets to the receiver and informs the sender via the
ERSN message. Consequently, the sender resumes the transmission. The evalua-
tion in [74] shows that TCP-Bus outperforms standard TCP and TCP-F in different
scenarios.
Finally, the split TCP approach provides an example that separates the wired
and the wireless part of the end-to-end TCP connection.
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Split TCP [79] separates the TCP end-to-end connection into different seg-
ments, e.g., according to the characteristics of the network types in between in
order to improve throughput and fairness. The node between the split connections
is called proxy. The routing agent on intermediate nodes assigns proxy function-
ality to the node, according to its inter-proxy distance and network parameters. A
proxy intercepts TCP packets from the source or a previous proxy and replies with
a local acknowledgment (LACK). The respective proxy is responsible for the reli-
able forwarding of data to the destination or the next proxy. In order to maintain the
TCP end-to-end semantics, an additional acknowledgment is exchanged between
destination and source. Split TCP separates end-to-end reliability and congestion
control by maintaining two transmission windows at the source, i.e., the congestion
window and the end-to-end window. The congestion window determines the trans-
mission rate along a segment of the path, i.e., the wired path from the source to the
proxy or the wireless path from the proxy to the destination, according to the stan-
dard TCP congestion window mechanism. The end-to-end window controls the
end-to-end path between source and destination. Basically, the congestion window
adjust the transmission range in the wired and wireless parts of the network while
the end-to-end window may intervene for the overall control, e.g., in case one of
the connections is broken. The evaluation of Split TCP shows a performance im-
provement of about 30% for the inter-proxy distance of three to five hops, at the
cost of increased network overhead, buffer sizes and complexity.
3.3.4 Non-TCP Approaches
In contrast to the TCP enhancements, non-TCP transport layer approaches use
completely different algorithms for error, congestion and flow control in mobile
ad hoc networks, as indicated by the separate branch in Figure 3.4. This design
choice is based on the argument that basic design elements of TCP are fundamen-
tally inappropriate for the specific characteristics of mobile ad hoc networks [125].
Non-TCP approaches outperform TCP and TCP enhancement proposal because
the specific characteristics of the environment are considered. However, non-TCP
approaches lack immediate interoperability to TCP when connected to a fixed net-
work. Interoperability requires additional effort, e.g., gateway proxies for transport
protocol translation.
The application-controlled transport protocol (ACTP) [92] ensures reliability
in the application layer. This light-weight protocol between the application and
UDP provides and maintains simple feedback information about the successful
delivery of packets, potential loss of a packet in the absence of the respective ac-
knowledgment, a retransmission timer and the lifetime of a packet. The retransmis-
sion timer and the packet’s lifetime depend on the RTT (i.e., typically four times
the RTT). Beyond, ACTP supports priorities of packets when the lower layers pro-
vide the respective differentiated services.
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The ad hoc transport protocol (ATP) [125] decouples congestion control from
reliability and relies on congestion feedback from intermediate nodes along the
path to adjust its rate-based transmission scheme.
Intermediate nodes may reduce the requested bandwidth, as contained in every
ATP packet, according to their local queuing delay and contention delay. The ATP
receiver collects the congestion information and includes the weighted average of
this information and the actual available receive buffer (i.e., flow control) in peri-
odic, selective acknowledgments (SACKs). Note that the congestion information
in the acknowledgment is derived from the network whereas the flow and reliability
information are obtained from the receiver. The SACK period can be dynamically
adjusted according to the round trip time.
Upon reception of a SACK, the ATP sender adjusts its timer-based transmission
rate to the conditions along the path. The evaluation of the congestion feedback by
the sender results in an increase, decrease or maintenance of the current rate (in
contrast to TCP which has only decrease or increase phases). The transmission
rate also depends on cross-layer information from lower layers. Upon reception of
an ELFN, the ATP sender reduces its transmission rate to probe packets.
In order to estimate the transmission rate on connection establishment or re-
establishment after a route failure, ATP uses a quick start mechanism: The ATP
sender transmits a probing packet to collect the congestion information from the
intermediate nodes along the path. The ATP receiver immediately acknowledges
this probing packet. Consequently, the ATP sender can transmit at the maximum
possible rate after one RTT.
The vehicular transport protocol, as presented in Section 3.5, adopts some
of these basic mechanisms, such as decoupling of error and congestion control,
explicit congestion signaling and the utilization of selective acknowledgments.
However, VTP differs from ATP in order to respect the specific characteristics
of VANETs, as follows.
ATP operates on top of topology-based routing protocols which maintain an
end-to-end route. Thus, ATP uses route failure messages from the network layer,
and the intermediate nodes maintain per-flow information. In contrast, VTP as-
sumes position-based routing (PBR) as the underlying routing protocol because
PBR outperforms topology-based routing protocols in VANETs [44]. With PBR,
each node selects the next reachable forwarder that is geographically closest to
the destination. Thus, the path that consecutive packets follow may be different
due to mobility. Consequently, there are no network messages to assist VTP, and
intermediate nodes do not maintain flow information.
Furthermore, ATP does not use retransmission timers. When missing packets
are reported in the periodic SACK, the ATP sender instantly retransmits the data.
However, the path characteristics in VANETs [82], such as packet loss, reordering,
RTT and RTT jitter, suggest for retransmission timers. The VTP retransmission
timer cannot rely on the actual RTT because of RTT fluctuations, and SACKs are
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transmitted periodically which decreases the accuracy of RTT estimation. Thus,
the VTP retransmission timer calculation is based on the source-destination dis-
tance and the statistical results of the path characteristics [82].
Before Section 3.5 explains the VTP protocol in detail, the following Sec-
tion 3.4 evaluates the path characteristics for highway scenarios, as the prerequisite
for our VTP design. The evaluation focuses on highway scenarios as the main ap-
plication domain for VANETs. The accurate functioning in high speed scenarios,
e.g., safety related applications in highway scenarios, is important for user accep-
tance since user should trust the system in life endangering situations. Furthermore,
in highway scenarios there might be no road side infrastructure to support the pro-
tocol, like this could be used in city scenarios. However, the following design of
VTP is transferable to further scenarios, such as cities, by adjusting its parame-
ters, assuming that the underlying routing protocol finds an end-to-end path with
a similar performance like in highway scenarios. This is very likely because as an
example in cities the existing infrastructure might be used to support the ad hoc
network.
3.4 Evaluation of Path Characteristics on Highways
This section investigates the path characteristics that transport protocols experience
in VANETs in highway scenarios. These results aid the design of a vehicular trans-
port protocol (VTP). The behavior and performance of a VTP mainly depends on
its ability to adapt quickly to varying path characteristics. In the following, ana-
lytical and simulative evaluations of connectivity and disruption durations estimate
the expected connectivity between communication partners for specific distances.
Furthermore, the results quantify packet losses, reordering, round trip times (RTT)
and RTT jitter through simulations.
3.4.1 Scenario and Simulation Environment
The scenario, as illustrated in Figure 3.5, simulates varying numbers of vehicles
on a 10 km stretch of highway. The spatial distribution of the vehicles and their
mobility behavior, i.e., position, direction and speed, are derived from validated
highway mobility patterns [45, 80]. The analysis considers different scenarios that
have different numbers of lanes in each direction, and varying numbers of vehicles
per kilometer.
In the ns-2 [132] simulation environment, all vehicles are equipped with a sin-
gle IEEE 802.11b wireless interface providing a radio transmission range of 250
m. Vehicles in radio range can communicate directly. In case the distance be-
tween communication pairs exceeds the radio range, but a multi-hop path exists,
the vehicles form a self-organizing ad hoc network that supports multi-hop com-
munication.
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Figure 3.5: Multi-hop inter-vehicle communication in the highway scenario.
Generally, communication in this VANET occurs between random pairs of ve-
hicles distributed throughout the simulated area. However, some parts of the anal-
ysis restrict communication to vehicles within specific distances. The number of
vehicle pairs that communicate concurrently determine the network load. The sim-
ulations investigate 5, 10 and 15 concurrent communications, representing light,
medium and high loads. Each communication is a constant-bitrate data transfer
using a fixed packet size.
The VANET uses PBR because it outperforms topology-based routing in the
highly dynamic vehicular environment [44].
Mobility can also create temporary network partitions that interrupt end-to-
end connectivity and cause packet loss. In order to reduce the number of network
partitions, oncoming traffic is included when determining next hops [45].
3.4.2 Metrics
This section defines the evaluation metrics that characterize the path characteristics
experienced by a single communication instance.
• A connectivity period denotes the existence of an end-to-end path between
source and destination that enables communication. A disruption period de-
notes the absence of such a path. The connectivity duration hence describes
the length of a connectivity period whereas the disruption duration describes
the length of a disruption period. Note that infinite disruptions are not con-
sidered.
• The packet loss probability describes the likelihood that an individual packet
is lost between source and destination, independent of other packets. The
packet loss burst length describes the number of consecutively lost packets.
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• Round trip time (RTT) and RTT jitter. (i) The RTT describes the time be-
tween the transmission of a packet and the reception of the first correspond-
ing acknowledgment. The simulation takes one RTT sample at any given
time. (ii) The RTT jitter describes the difference between two subsequent
RTT samples. The mean RTT describes the mean across all RTT samples for
a given communication.
• Reordered packets are received in a different sequence than they were sent.
The packet reordering probability describes the likelihood that a packet is
reordered, independent of other packets. The reordering period describes
the time from the reception of the first reordered packet until the originally
expected packet arrives. Lost and duplicated packets do not contribute to
reordering.
3.4.3 Evaluation Results
This section presents selected simulation results for a highway scenario with two
lanes per direction and on the average six vehicles per lane and kilometer. These
results are chosen because the scenario is representative for typical weekday road
traffic on a German highway. Each sender generates a constant bit rate (CBR)
stream of 100 Kb/s. Although some path characteristics are expected to be different
in the presence of a transport protocol with congestion control, the CBR streams
approximate these environments. The duration of each simulation run is 60 s.
3.4.3.1 Connectivity and Disruption Duration
This section presents the evaluation of connectivity and disruption durations and
compares the analytical and simulation results for maximum source-destination
distances of 500 m and 2000 m.
First, we compute the connectivity and disruption durations by determining the
theoretical availability of a multi-hop end-to-end path in discrete time intervals us-
ing global knowledge. These results represent an upper bound for the expected
connectivity durations because MAC and physical effects are not considered. Ns-2
simulations that use an ideal MAC validate this first analytical evaluation. Fur-
ther simulations evaluate the connectivity and disruption duration using the IEEE
802.11 MAC of ns-2.
Figure 3.6 shows the cumulative distribution function (CDF) of the normalized
connectivity durations for 500 m and 2000 m source-destination distance.
The analytical evaluation shows that when the communicating nodes remain
within a distance of 500 m, 9% of the communications are interrupted within 10 s
and 20% are interrupted within the duration of the simulation. Consequently, 91%
of the communications remain uninterrupted for 10 s and 80% of the communica-
tions continue for the complete duration of the simulation.

























Figure 3.6: CDF of connectivity duration for analysis and simulations.
The results for the IEEE 802.11 MAC in the 500 m scenario in Figure 3.6 show
a decrease in connectivity durations. After 10 s, 20% of the communications are
interrupted and 38% of the communications are interrupted up to the end of the
simulation. These differences between the analysis and the simulations with IEEE
802.11 MAC are mainly due to inaccurate location information in the latter case:
The anylysis is based on global knowledge that provides always accurate and up-
to-date location information. In contrast, the location information in the simulation
is based on beaconing. Thus, the accuracy of the location information depends on
the beacon interval. When a vehicle drives out of range before the location infor-
mation of the sender becomes invalid, the sender may transmit a packet to a node
which is not reachable any more, resulting in an interruption.
The connectivity durations significantly decrease for longer distances, as illus-
trated by the curve for 2000 m maximum distance in Figure 3.6. After 10 s, 54%,
after 30 s, 82% of the communications, and after 60 s, 92% of the communications
are interrupted. However, the ideal and 802.11 MAC curves converge for 2000 m
maximum distance because the interruptions due to routing errors dominate in this
case.
Figure 3.7 shows the CDF of the normalized disruption durations for 500 m
and 2000 m source-destination distance. These results consider only disruptions of
communications that resume. The main result is that the average disruption dura-
tion is short, as discussed in the following.

























Figure 3.7: CDF of disruption duration for analysis and simulation.
In the analytical results, 92% of the disruptions end after 3 s for 500 m source-
destination distance and 75% of the communications resume after 3 s in the 2000
m source-destination distance scenario.
Again, there is a noticeable difference for the 500 m distance when using the
IEEE 802.11 model whereas the curves converge for 2000 m distance. In the sim-
ulations, for 500 m distance, 85% of the disruptions and for 2000 m distance, 72%
end after 3 s.
Summarizing, the connectivity and disruption evaluation results show that for
distances up to 2000 m, multi-hop vehicular communication on a highway is pos-
sible, and the expected communication duration is in the range of several seconds,
depending on the source-destination distance.
3.4.3.2 Packet Loss Probability and Distribution
Packet losses are frequent in vehicular environments because of the high mobility
and the resulting topology changes. This section shows the simulation results of
loss probability and evaluates the expected number of consecutive losses in a ve-
hicular highway scenario with low data traffic (i.e., five concurrent communication
streams).
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Figure 3.8 illustrates the loss probability over distance for standard PBR and
PBR with lost link enhancement[44]. With standard PBR, neighbor table entries
time out periodically and can become stale. The lost link enhancement aims to
reduce packet loss by cross-layer integration, keeping the neighbor table updated
based on link layer feedback, such as feedback about packet drops due to unsuc-
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Figure 3.8: Loss probability over distance (standard and lost-link enhanced PBR).
Figure 3.8 shows already a significant loss probability in a scenario with light
network load. For both curves, the loss probability up to 250 m is below 1%, due
to wireless packet loss in single-hop communication. With standard PBR, the loss
probability increases to 26% for 500 m distance because multi-hop communica-
tion is required beyond distances of 250 m. Beyond 500 m, the loss probability
increases linearly with longer distances.
The curve for PBR with lost link in Figure 3.8 shows a completely linear curve
of packet loss probability for PBR with lost link enhancement. Packet loss is signif-
icantly reduced, e.g., down to 3% for a distance of 500 m. However, the reduction
of packet loss comes at the cost of increased RTT and RTT jitter because the prob-
ing of different neighbors is time consuming (see [81]).
Figure 3.9 illustrates the number of consecutive packet losses over all distances
with light data traffic load. In this scenario, 31% of all losses occur as single packet
losses, in 54% of the loss events, three consecutive packets are lost, and in 82% of
the cases up to ten packets are lost subsequently. This result is mainly independent
of the network load. In comparison, the results for a high-load scenario show 29%
loss of single packet and 78% of ten subsequently lost packets (i.e., for the com-
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Figure 3.9: Burst length CDF of lost packets over all distances.
plete results see [81]). For high network loads, the number of consecutively lost
packets increases mainly because additional queue drops occur, as shown in the
loss reason evaluation in [81].
The probability and number of subsequently lost packets affects the error con-
trol mechanisms in the VTP design. However, consecutive packet loss of more than
ten packets is mainly due to network partitions. The UDP communication contin-
ues transmitting during a disruption whereas a VTP should significantly decrease
the transmission rate (e.g., send probing packets only).
3.4.3.3 Round Trip Time and RTT Jitter
Traditional transport protocols commonly use a measurement-based estimation of
the RTT, e.g., to adjust the transmission window or to determine retransmission
timeouts. This evaluation focuses on RTT and RTT jitter in order to determine if
this metric is accurate for the use by a transport protocol in VANET environments.
Figure 3.10 shows the medium RTT, lower and upper quartile over distance for
15 concurrent communication streams. For a 500 m source-destination distance,
the RTT median is 10 ms and the upper (i.e., 75%) quartile is 19 ms. However,
the upper quartile increases significantly for longer distances, e.g., the median for
2000 m distance is 91 ms and the respective upper quartile is 295 ms.
Figure 3.11 shows the evaluation results of RTT jitter for consecutive samples
over distance. The median RTT jitter for 500 m distance is 5 ms and the upper







































Figure 3.11: Median RTT jitter and quartiles over distance.
quartile is 25 ms. For 2000 m distance, the median RTT jitter is 30 ms and the
upper quartile increases to 113 ms. The differences between the median and the
upper quartile show that the RTT for consecutive packets also differs significantly.
Summarizing, the use of measured RTTs in VANETs for a transport protocol is
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problematic. Although the RTT and RTT jitter are acceptably small for source-
destination distances below 700 m, higher distances result in extreme fluctuations
in RTT, e.g., up to 300% for a 2000 m distance. As a further result, the distance
can be regarded as a metric of reliability for the measured RTT value.
3.4.3.4 Packet Reordering Probability and Period
Assuming PBR as the routing protocol, VANETs have a significant probability of
packet reordering because each packet might follow a different path towards the
destination. Thus, the reordering probability depends on the network load along
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Figure 3.12: Packet reordering probability for (a) 5 concurrent communications (b)
15 concurrent communications.
The reordering probability in light-load scenarios with five parallel streams, as
shown in Figure 3.12(a), remains below 1% for most distances. Only for 2500 m
distance, the reordering probability reaches 2.5%. In comparison, Figure 3.12(b)
shows the reordering probability for high-load scenarios. The fluctuations indicate
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the strong dependence on the data traffic distribution in the network. However,
generally a reordering probability of at least 15% should be expected in this sce-
nario beyond a distance of 1500 m.
In addition to the reordering probability, the number of subsequently reordered
packets and the period of reordering are important for the VTP design. Figure 3.13
compares the reordering period for different network loads in a cumulative distri-





















Figure 3.13: CDF of reordering period for different network loads.
In the light-load scenario, 2% of the samples remain in the reordering period
for 10 ms, 60% for 100 ms and 96% for 1000 ms. In comparison, in the high-load
scenario, 7%, 50% and 93% of the samples remain in the reordering period for 10
ms, 100 ms and 1000 ms, respectively. Note that the reordering probability affects
the form of the curves and causes, e.g., the crossing of the curves.
Summarizing, the evaluation of the reordering characteristics aids the timer
configurations of a VTP and can avoid redundant repetitions of delayed or re-
ordered packets.
3.4.4 Path Characteristics Evaluation Summary
This chapter has evaluated the communication path characteristics for VANETs
in typical highway scenarios, namely connectivity and disruption duration, packet
loss, packet reordering, RTT and RTT jitter.
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The connectivity and disruption evaluations show that for distances of up to
2000 m, steady communication is feasible. For a distance up to 2000 m, about
40% of the connections remain uninterrupted for 10 s in average. With decreasing
distance, the connectivity duration even increases. Disruptions resume in average
after 3 s, only marginally dependent on the distance.
The packet loss ratio for a constant packet stream is, however, huge: For a
distance of 2000 m, standard PBR shows a packet loss rate of almost two thirds,
which can be significantly reduced to 22% when using cross-layer integration (e.g.,
the lost link feature).
Although the RTT and RTT jitter are acceptably small for source-destination
distances below 700 m, higher distances results in extreme fluctuations in RTT,
e.g., up to 300% for 2000 m distance.
Finally, the reordering probability for a light network load is small (i.e., below
1%), but increases up to 15% for high-load scenarios. The number of consecutively
reordered packets and, thus, the reordering period also depends on the network
load.
The path characteristic evaluation results assist in the design of a transport pro-
tocol for VANETs. The statistical knowledge helps e.g., to estimate if a communi-
cation is in connected or disrupted state, supports the distinction between lost and
delayed or reordered packets and influences the calculation of the retransmission
timer. Note that the utilization of the statistical knowledge naturally involves the
novel metric source-destination distance as integral part of a VTP. Furthermore,
the results advise in basic design decisions, e.g., the packet loss probability results
and distribution of losses and reorderings demand for a selective acknowledgment
scheme. The following section provides a detailed description of VTP, including
the relation to the path characteristic results within the respective mechanisms.
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3.5 Vehicular Transport Protocol Specification
This section presents the goals, basic assumptions and key features of the VTP ap-
proach and describes the protocol functionality in detail. This includes a descrip-
tion of the transport layer mechanisms, a functional protocol description, state dia-
grams and the VTP header format. Before, we come back to the assumptions. Ad-
ditionally to the assumptions of the path characteristics evaluation in Chapter 3.4,
we now complete the assumptions and add more specific assumptions for VTP that
include the path characteristics results.
3.5.1 VTP Basic Assumptions
This section summarizes the basic assumptions of the communication system for
VANETs which represents the execution environment of the VTP protocol.
VANETs are mobile, wireless ad hoc networks that are characterized by a high
degree of mobility where vehicles move along streets.
VANETs facilitate inter-vehicle and vehicle-to-roadside communication through
wireless networks. Each participating vehicle is equipped with at least one wireless
interface. The vehicles use IEEE 802.11 wireless LAN for direct (i.e., single-hop)
message exchange between vehicles within each other’s transmission range. Typ-
ically, the transmission range is 250 m, but it depends on environmental factors,
such as obstacles.
VANETs enable multi-hop communication in a self-organized network con-
nected by wireless links in an arbitrary topology. Ad hoc routing protocols provide
multi-hop routing capabilities. The high degree of mobility in VANETs advises
for position-based routing (PBR) [93] because PBR outperforms topology-based
routing in this environment [44]. With PBR, each node selects the next reachable
forwarder that is geographically closest to the destination. Thus, the paths that
consecutive packets follow may be different due to mobility. VTP assumes a maxi-
mum source-destination distance of 2000 m (or eight hops) because the simulative
evaluation in [82] shows insufficient expected connectivity duration beyond this
distance.
PBR requires that each vehicle is able to determine its geographical position.
Thus, each vehicle is additionally equipped with a positioning system, such as the
global positioning system (GPS). The GPS also provides a synchronous clock.
In VTP, the protocol layers inside a network node are strongly coupled to en-
hance network performance. VTP nodes (i.e., sender, receiver and intermediate
nodes) use lower-layer information to assist the transport layer. Examples include:
(i) The inverse of the source-destination distance 1/d of a communication pair is
part of the ACK and retransmission timer calculation formula. PBR provides the
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geographical positions of source and destination for the distance calculation as a
cross-layer service. (ii) Intermediate nodes estimate the available bandwidth in
their vicinity via time measurement of the IEEE 802.11 MAC layer. The MAC
layer measures the time between the point in time when a packet is ready to send
and the MAC layer acknowledgment (i.e., including channel busy and contention
time). VTP divides the packet size by the measured duration in order to estimate
the available bandwidth.
According to the path characteristics evaluations, VTP aims at communication
end points within a maximum hop-distance of about six to eight hops. Communi-
cation between vehicles that are more far away does not provide sufficient commu-
nication duration for useful communications. This restriction is in line with related
performance measurement results of PBR, e.g., [96]. This assumption makes our
transport protocol scalable.
The VTP design assumes similar network load conditions along a geographical
path, i.e., a street. Thus, the network feedback about available bandwidth is simi-
lar, even if consecutive packets take different paths due to PBR routing. VANETs
satisfy this requirement, assuming that the wireless transmission range of all com-
municating vehicles exceeds the width of the street. Thus, all vehicles can sense
















Figure 3.14: Similar network load condition assumption along streets.
Node 2 forwards the first syn/data packet (1) from the source node 1 to the
destination node 4. Due to node movement, the routing protocol selects node 3
as forwarder for the consecutive packet (2). However, the feedback (i.e., available
bandwidth) provided by node 2 and 3 is expected to be similar because both nodes
sense all the data traffic in the area denoted by the circular communication range.
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3.5.2 Goals, Key Features and Protocol Overview
The objectives of VTP include the establishment and release of an end-to-end con-
nection, reliable delivery of data packets, in-sequence byte stream delivery of data
to the application, flow and congestion control. The major design goals are to
maximize the throughput of a connection, thereby preserving fairness among con-
tending flows, and adapting the throughput of the different flows according to the
minimum available bandwidth along the path, as it will be described in the follow-
ing.
In order to achieve these goals, VTP must consider the characteristics of the
highly dynamic, wireless vehicular environment, such as packet loss rate, end-to-
end delay, delay jitter and reordering impact the transport layer [82]. VTP consid-
ers these metrics in its design choices.
In order to provide the services, as described above, VTP relies on the follow-
ing key features:
• Rate-based transmission,
• Decoupling of error and congestion control,
• Congestion control via explicit signaling in the packet header,
• Selective acknowledgments that are sent in periodic intervals depending on
the current transmission rate and the source-destination distance, and
• Use of statistical knowledge (e.g., expected communication/disruption dura-
tion) for rate calculation, error and congestion control.
The remainder of this section provides an overview of VTP.
VTP establishes a connection between a sender and a receiver. This connec-
tion is full-duplex, but the following description focuses on uni-directional traffic
to simplify the explanation. A VTP connection can be either in a connected or
disrupted state, indicating whether multi-hop connectivity exists or not.
In absence of acknowledgments, the VTP sender assesses whether a source-
destination path exists or a disruption has occurred. The sender estimates the
expected remaining communication duration based on the statistical knowledge
of [82]. In case the statistical mean is below a threshold, the sender switches to
disrupted state.
In disrupted state (e.g., the network is partitioned), the VTP sender only trans-
mits periodic probe packets without data to detect path recovery. The rate of the
probe packets is adjusted according to the statistically expected disruption duration
for the given source-destination distance.
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The arrival of acknowledgments indicates a connected state. In this state, the
VTP sender steadily transmits packets at the maximum allowed data rate. This
rate is determined by the feedback about available bandwidth along the path from
intermediate nodes.
The congestion control of VTP uses explicit signaling of available bandwidth
in the header of each data packet to adjust the transmission rate of the sender and
avoid congestion. This mechanism decouples congestion control from error and
flow control. The VTP sender inserts the minimum of its locally available or de-
sired bandwidth in the VTP header of each packet. Intermediate nodes may reduce
this value in the header: Each node measures and maintains the available band-
width in its vicinity, as explained in Section 3.5.3.3. Furthermore, each interme-
diate node periodically collects the number of connections on which it forwards
and their respective desired bandwidths. This allows an allocation of bandwidth
to each flow according to the max-min fairness algorithm [12]. An intermediate
node reduces the header bandwidth field in case it exceeds its share of the available
bandwidth.
When the VTP packet arrives at the receiver, it contains the minimum of the
available bandwidth along the multi-hop path. The VTP receiver maintains this
information in a weighted average function to smooth fluctuations. It includes this
weighted average of the available bandwidth in the acknowledgments.
The VTP receiver uses selective acknowledgments (SACKs) in order to effi-
ciently report blocks of lost packets. Furthermore, the receiver transmits SACKs in
dynamic intervals in order to wait for delayed or reordered packets and to reduce
the contention on the wireless channel. The dynamic calculation of the SACK in-
terval considers the current transmission rate and the source-destination distance.
VTP provides reliability via retransmission of lost packets whereas the SACKs
inform the sender about received and lost packets. The VTP sender maintains a
retransmission timer per connection. When packets are not acknowledged before
the retransmission timer expires, the packets are considered lost and scheduled for
retransmission. However, the retransmission timeout calculation cannot rely on the
typical round trip time (RTT) measurements because of the extreme fluctuation of
RTTs in VANETs [82]. Therefore, the VTP sender calculates the retransmission
timeout out of the expected SACK interval, the current transmission rate and the
source-destination distance.
One of the main objectives of VTP is the aggressive convergence to the max-
imum possible transmission rate of the connection (while preserving fairness to
contending data traffic) to exploit even short connectivity periods. Therefore, VTP
uses a quick start mechanism on connection establishment or after a disruption:
The VTP sender transmits a syn packet to establish a connection or probe packets
during a disruption to check when connectivity resumes. Upon reception of one of
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these specific packets, the receiver replies immediately with an acknowledgment
which contains the available bandwidth as collected by the syn or probe packet.
Consequently, the VTP sender can initiate its transmission at the maximum pos-
sible rate after one RTT. Note that the syn packet already contains data to exploit
particularly short connection periods.
Section 3.5.3 explains in detail the respective transport mechanisms of VTP
from sender, source and intermediate node perspectives. Before, Section 3.5.1
summarizes the basic assumptions of the ad hoc communication system and the
vehicular environment.
3.5.3 Transport Layer Mechanisms
This section explains the VTP transport layer mechanisms in detail. The key fea-
tures of VTP include: Connectivity state management, rate-based transmissions,
explicit congestion signaling and selective acknowledgments in dynamic intervals.
Beyond, VTP uses statistical knowledge to predict certain path characteristics of a
connection, including the source-destination distance as a metric.
3.5.3.1 Connectivity State Control
A VTP connection can either be in connected or in disrupted state.
The VTP connection is in connected state when steadily SACKs arrive at the
sender before the retransmission timer expires. Typically, the retransmission timer
is two times the acknowledgment interval plus an estimation of the RTT, as ex-
plained in detail below. In this state, the VTP sender adjusts its rate according
to the feedback about the available bandwidth along the path from intermediate
nodes, as contained in the SACKs.
In the absence of SACKs, the sender calculates the expected remaining con-
nection duration, using statistical results for the given source-destination distance.
In case the statistical mean is lower than a threshold, the VTP sender switches to
disrupted state. In this state, the VTP sender stops the transmission of data packets.
Instead it transmits periodic probe packets (i.e., control messages without data) to
check if connectivity resumes. In the absence of data packets, the receiver also
switches to disrupted state and reduces its acknowledgment rate equally to the rate
of probe packets.
The arrival of an up-to-date acknowledgment triggers the transition from dis-
rupted to connected state. The VTP sender resumes transmission at the maximum
possible rate along the path, as contained in the acknowledgment.
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3.5.3.2 Rate-Based Transmission
In connected state, the VTP sender uses a rate-timer to schedule the transmission
of the next packet. This timer determines the transmission rate of the respective
connection. The sender dynamically adjusts the rate (i.e., the timeout value) ac-
cording to the available bandwidth along the path, as contained in the SACKs.
Based on this network feedback, the VTP sender maintains its rate in three phases,
as explained in the following. The available bandwidth feedback in the SACKs
triggers the transition between these phases.
• Decrease phase. The VTP sender decreases its transmission rate when the
available bandwidth signaled by the intermediate nodes is smaller than the
current transmission rate. In this case, the sender immediately reduces its
transmission rate to the available bandwidth in order to avoid congestion.
• Increase phase. The VTP sender increases its transmission rate when the
available bandwidth signaled by the intermediate nodes is above the cur-
rent transmission rate plus a threshold. The threshold intends to smooth out
small bandwidth fluctuations due to different paths and enables a phase with
constant transmission rate. If the signaled available bandwidth is above the
threshold, the sender increases its transmission rate only by a fraction of
the additionally available bandwidth. The increase is limited such that the
sender does not overload the network. Each additionally injected packet uses
the available bandwidth multiple times in a wireless forwarding chain when
nodes within each other’s transmission range forward the packet. Thus, the
amount of increase depends on the number of forwarders within transmission
range. The greedy forwarding strategy of PBR typically selects the forwarder
within its transmission range that is geographically closest to the destination.
Consequently, the packet consumes the bandwidth usually twice, resulting in
a transmission rate increase at most half of the additionally available band-
width.
• Constant phase. The VTP sender maintains its current rate when the avail-
able bandwidth signaled by the intermediate nodes is above the current trans-
mission rate, but below the threshold.
In disconnected state, the VTP sender stops the transmission of data pack-
ets. Instead it transmits periodic probe packets in order to check if connectivity
resumes. The interval of probe packets is less than the predicted disruption dura-
tion for the given source-destination distance of the statistical results. The VTP
receiver continues to acknowledge the last state of received data. However, in dis-
rupted state, the acknowledgment interval decreases equally to the interval of the
probe packets.
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3.5.3.3 Explicit Congestion Signaling
The congestion control of VTP uses explicit signaling of available bandwidth along
the multi-hop path from intermediate nodes: A VTP sender inserts its locally avail-
able bandwidth or, if the connection requires less than the available bandwidth, the
desired bandwidth in each VTP packet. Intermediate nodes along the multi-hop
path that forward the packet may reduce this value according to their local network
load conditions.
For this purpose, each node maintains an estimation of the currently available
wireless bandwidth in its vicinity, as explained in detail in the remainder of this
Section, and observes the utilization of its sending queue. Beyond, each interme-
diate node periodically collects the number of connections it forwards and their
respective desired bandwidths. Thus, the intermediate nodes distribute the avail-
able bandwidth to the flows according to the max-min fairness algorithm [12]:
Each flow gets the same share of the available bandwidth. Flows that request less
than their share are fully served, and the remaining bandwidth is distributed among
flows, requesting more than their share. When a flow requests more than its share,
the intermediate node reduces the bandwidth field in the VTP header before for-
warding the packet. Note that this mechanisms scale due to our assumptions that
each nodes monitors only it’s (single-hop) vicinity and communications will take
place between nodes that are not more far away than six to eight hops (see assump-
tions 3.5.1). This localization of communication makes our algorithms scalable.
When the packet arrives at the VTP receiver, it contains the minimum avail-
able bandwidth along the path, which defines the maximum transmission rate for
the sender. The VTP receiver accumulates the available bandwidth information
in a weighted average function, as shown in Equation 3.1. The weighted average
intends to smooth varying information of the available bandwidth in consecutive
packets. These variations may occur since consecutive packets routed by PBR may
arrive via different paths. However, such variations of available bandwidth infor-
mation are small, due to the basic assumption of similar network load in street
segments along the path.
BWav = BWav prev ∗ β +BWpkt ∗ (1− β) (3.1)
The VTP receiver calculates the weighted average of the available bandwidth
BWav via the previous weighted average BWav prev and the actual value BWpkt,
as contained in the packet. The factor β determines the responsiveness to varia-
tions. It intends to smooth small fluctuations in subsequent packets.
The receiver includes the weighted average BWav of the available bandwidth
in the selective acknowledgment.
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Wireless Bandwidth Measurement In order to provide explicit congestion feed-
back, each node must measure the current network load in its vicinity. Therefore,
VTP adapts the IEEE 802.11 bandwidth measurement mechanism of [27] and [28].
This method measures the time ts when a packet is ready to send until the respective












Figure 3.15: IEEE802.11b timestamps for wireless bandwidth measurement.
The IEEE 802.11 MAC protocol uses carrier sense multiple access with col-
lision avoidance (CSMA/CA) [31] to coordinate the transmission of packets in a
distributed coordination function (DCF). A node that prepares a transmission first
senses if the channel is idle. If so, this sender issues a request-to-send (RTS) mes-
sage or, otherwise, it backs off for a random interval before sensing the channel
again. Upon reception of a RTS, the receiver replies with a clear-to-send (CTS)
message in order to allow the transmission and silence all other nodes within trans-
mission range. When receiving the CTS, the sender transmits the actual data packet
which is confirmed by the receiver with an MAC layer ACK.
The measured interval includes the channel-busy time, contentions, the DCF
time and the duration of the actual transmission. According to [72], [1], the result-





The variable TP represents the measured throughput, S represents the packet
size and ts and tr are the timestamps, as explained above.
[27], [28] further generalize the throughput calculation formula to a normal-
ized representation (i.e., normalized to arbitrary reference packet sizes). However,
Equation 3.2 is adequate for the following simulative evaluation because the simu-
lation scenario considers fixed packet sizes.
3.5.3.4 Selective Acknowledgments in Dynamic Intervals
The error control of VTP uses selective acknowledgments (SACKs) to provide re-
liability. SACKs combine negative and positive acknowledgments by confirming
received packets and reporting missing blocks in between. A cumulative ACK field
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provides the maximum segment number up to which all packets were continuously
received. The SACK blocks report missing packets between successfully received
packets. This covers single packet loss as well as bulks of consecutively lost pack-
ets.
The SACK blocks in VTP are options attached to the VTP acknowledgments.
The maximum number of SACK blocks that a VTP receiver reports in one single
ACK is restricted in order to respect the maximum packet size and keep the ACKs
small. Note that further information of missing packets that did not fit into a SACK
will be included in the subsequent SACK. The maximum number of SACK blocks
depend on the scenario, as shown by the following example:
For the theoretical data channel rate of 2 Mbps and a packet size (i.e., maxi-
mum transfer unit MTU) of 1500 bytes, the sender transmits a maximum of 166
packets per second. Assuming a typical ACK interval of 0.25 s, the sender trans-
mits up to 41 packets within a single interval. The path characteristics analysis [82]
shows a loss probability of 61% at a 2000 m source-destination distance, which is
the maximum distance in the VTP assumptions. This leads to an expected loss of
25 packets. Note that the loss probability includes single as well as block losses.
SACK reports consecutive losses in one block. Consequently, a maximum number
of 25 SACK blocks is useful in this scenario. In case there are more blocks of
packets lost than the maximum number of SACK blocks within one acknowledg-
ment, VTP always reports the first losses in the sequence of the data stream.
The VTP receiver acknowledges a connection establishment packet or a probe
packet (i.e., after a disruption) immediately. Beyond, the receiver sends SACKs
in dynamic intervals because (i) to acknowledge each received packet separately
would increase contention and network load and (ii) this scheme accounts for de-
layed or reordered packets. The calculation of the SACK interval is based on the









The acknowledgment timeout ack t is calculated by the inverse of the average
transmission rate trans rateav (i.e., inter-packet delay), a scaling constant K and
the distance d. The exponent n expresses an exponential impact of the distance.
It is chosen as 0.5 to account for the erratic increase of loss probability in short
distances (i.e., below 500 m) and the linear increase beyond, as evaluated in [82].
Equation 3.3 ensures that the SACK interval linearly increases with the trans-
mission rate, but exponentially decreases with the distance.
Similar to the transmission rate, the VTP instance maintains the weighted av-
erage of the SACK timer, as shown in Equation 3.4. Again, the factor β determines
the responsiveness to variations and will be adjusted through a simulative study.
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ack tav = ack tav prev ∗ β + ack tcurr ∗ (1− β) (3.4)
The SACKs inform the VTP sender about losses and successfully received
packets in discrete time intervals, according to the ACK-timer above. This ACK in-
formation impacts the retransmissions: When a packet is not acknowledged before
the retransmission timer expires, it is considered lost and scheduled for retrans-
mission. Thus, the retransmission timer is responsible to distinguish between lost,
delayed or reordered packets on the sender side. A lost packet should be retrans-
mitted as fast as possible, but superfluous repetition of delayed or reordered packets
should be avoided.
However, the traditional method of retransmission timer calculation that re-
lies purely on the measured RTT and RTT jitter is not appropriate in VTP for the
following reasons: (i) The statistical results in [82] show that depending of the
source-destination distance RTT fluctuation up to 300% occur frequently. (ii) The
periodic acknowledgments in discrete time intervals circumvent a per-packet RTT
measurement. The RTT measurement per-ACK results in decreased accuracy. (iii)
VTP estimates the RTT and jitter by duplicating the (one-way) transmission delay
of periodic acknowledgments which in imprecise due to the asymmetry on the for-
ward and reverse path.
The VTP retransmission timer considers the actual ACK interval and an esti-
mation of the RTT by comparing measured RTT and statistically expected RTT. In
order to estimate the current RTT, the VTP sender also (i.e., like the VTP receiver)
maintains an acknowledgment timer, as shown in Equations 3.3 and 3.4. The re-
transmission timeout waits at least one ACK interval plus the estimated RTT. When
the sender has continuous data ready for transmission, the retransmission timer
may wait for two SACKs plus the estimated RTT in order to account for delayed
packets that are acknowledged in the subsequent SACK. However, the retransmis-
sion timer should not consider more than two ACK intervals because the increasing
probability of a disruption may prevent retransmissions [82]. The number of ACK
intervals which are considered in the retransmission timer calculation depends on
the scenario and might use the source-destination distance as metric.
Furthermore, the sender estimates the RTT by comparing RTT measurements
and statistics. The sender measures the transmission delay and maintains a smoothed
RTT and RTT variation average value, similar to TCP. Upon reception of the first
acknowledgment, the sender initializes the RTTav with the absolute measured
value according to the timestamp in the packet and the RTTV ARav according to
the statistically expected variance for the given source-destination distance. Sub-
sequent measurements maintain the RTTav and RTTV ARav, as shown in Equa-
tion 3.5.
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RTTV ARav = (1− β) ∗RTTV ARav prev + β ∗ |RTTav −RTTmeas|
RTTav = (1− α) ∗RTTav prev + β ∗RTTmeas (3.5)
Equation 3.6 shows the complete VTP retransmission timeout calculation.
retrans t = N ∗ ack tav +max(RTTmeas, RTTstat) (3.6)
with
RTTmeas = RTTmeas av +RTTV ARmeas av
RTTstat = RTTstat av +RTTV ARstat av
The factor N is either one or two and determines the number of acknowledg-
ments to be considered in the retransmission timeout calculation depending on the
scenario, e.g., the source destination distance. In addition to the average ACK in-
terval, the calculation adds the maximum of the measured and the statistical RTT
for the given source-destination distance. This algorithm considers the ACK inter-
val and the RTT in order to distinguish between delayed and lost packets.
3.5.3.5 Fairness
In VTP, fairness means that an intermediate node equally distributes the available
bandwidth to contending flows that are routed via this node, according the max-min
fairness algorithm [12].
In order to fairly distribute the available bandwidth, each intermediate node
must (i) measure the available bandwidth in its vicinity. Section 3.5.3.3 describes
this measurement of available wireless bandwidth in detail. (ii) Intermediate nodes
require to know the number of flows and their respective bandwidth demands.
However, the nodes cannot maintain a per-flow state, e.g., because path changes
occur frequently due to mobility. Therefore, each VTP node periodically collects
the number of flows and their bandwidth demands. The period depends on the de-
72 CHAPTER 3. VEHICULAR TRANSPORT PROTOCOL (VTP)
gree of node mobility which results in topology changes. The high degree of node
mobility in VANETs (e.g., high relative speed of opposing traffic) requires a small
period. A simulative study will determine the period and optimize it for specific
scenarios, such as highways, in our future work.
3.5.3.6 Connection Management
VTP sender and receiver establish an end-to-end connection. This connection is
full-duplex to allow request-response actions and exchange data in both directions.
However, the following description focuses exemplary on uni-directional data traf-
fic for simplicity. Both end points maintain a reliability scoreboard of successfully
received and lost packets, retransmission and acknowledgment timer per connec-
tion.
The VTP connection establishment and termination use three-way handshakes.
However, an explicit connection establishment takes time and introduces overhead,
which is particularly problematic for short-lived connections of wireless, mobile
VANETs. Therefore, VTP includes data in the connection establishment packet.
Optionally, in the failure case where the connection establishment packet is not
acknowledged before the retransmission timer expires, subsequent connection re-
establishment might not contain data. This option reduces the network load when
the probability that a path is disrupted is high. Thus, it avoids waste of scarce
wireless bandwidth.
3.5.4 Functional Protocol Description
This section explains the protocol functionalities in detail and illustrates the mes-
sage and information exchange of the participating entities (i.e., sender, receiver
and intermediate node(s)) related to the transport mechanisms.
3.5.4.1 Connection Establishment
Figure 3.16 illustrates the signaling of a successful and an erroneous VTP connec-
tion establishment via 3-way handshake.
Figure 3.16(a) illustrates the successful VTP connection establishment. The
sender transmits a syn packet, which includes data, to establish the connection and
invokes a retransmission timer. When the respective acknowledgment and reverse-
syn arrives before the retransmission timer expires, the connection is established:
The sender re-schedules the retransmission timer, acknowledges the connection es-
tablishment request from the destination and starts the transmission of data at the
allowed transmission rate along the path, as included in the acknowledgment.
In Figure 3.16(b), the first syn packet is lost and, thus, the connection establish-
ment is erroneous. The retransmission timer expires since no acknowledgment ar-
rives within the expected interval. Upon retransmission timer expiration, the sender






















(b) Erroneous on first SYN.
Figure 3.16: VTP 3-way-handshake connection establishment.
retransmits the syn packet, reschedules the retransmission timer and increases the
retransmission counter. This counter restricts the maximum number of retries be-
fore the connection establishment terminates with an error. The Figure illustrates
the option that in a failure case the retransmission of a connection establishment
packet does not contain data. In case the connection establishment packet is lost,
the sender assumes with a high probability that the path is disrupted. The subse-
quent connection establishment packet does not contain data in order to preserve
wireless bandwidth. When the sender receives an acknowledgment, the connection
establishment continues like in the successful case, as described above.
3.5.4.2 Reliability
VTP provides reliability via retransmissions of lost packets. In order to identify
lost packets, the VTP receiver transmits selective acknowledgments in dynamic
intervals. The VTP end-systems maintain a scoreboard of acknowledged and un-
acknowledged packets. The VTP sender stores transmitted but not yet acknowl-
edged packets. The VTP receiver keeps track of successfully received packets and
transmits the selective acknowledgments according to its scoreboard, as explained
in Section 3.5.3.4.
Upon arrival of SACKs before the retransmission timeout, the VTP sender
removes the acknowledged packets from its scoreboard and re-schedules the re-
transmission timer. When the retransmission timeout occurs before the respective
packets are acknowledged, the sender considers these packets as lost and sched-
ules them for retransmission. Packets in the retransmission queue are scheduled
with a higher priority than new packets. Thus, when the rate timer expires and
the retransmission queue contains packets, these packets are transmitted first. A
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VTP connection must not close before all packets are transmitted and acknowl-
edged or terminate with an error, e.g., in case the connection does not resume after
a disruption.
Figure 3.17 illustrates the end-to-end error control of VTP for the cases (i)
when a packet is delayed (11) and (ii) when a packet is lost (13) by intermediate
nodes in the network.
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Figure 3.17: VTP error control.
During the acknowledgment timer interval, the receiver maintains received and
missing packets in its scoreboard, i.e., in the first interval, it receives the packets
(10), (12) and (14). Upon acknowledgment timeout, the receiver sends a selec-
tive acknowledgment, which includes a cumulative and selective acknowledgment
field, as follows. The cumulative field in the first SACK in Figure 3.17 informs the
sender that the receiver successfully and continuously received all packets up to
packet number (10). Beyond, the SACK option reports the reception of packet (12)
and (14), i.e., this implies that the packets (11) and (13) are missing. Particularly
in situations with high data traffic, selective acknowledgments provide important
information for efficient retransmission of the lost packets only.
When the first SACK arrives at the VTP sender, it re-schedules the retransmis-
sion timer and schedules the missing packets for retransmission. In the mean time,
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the receiver gets the delayed packet (11). The receiver includes this delayed packet
in the subsequent SACK upon the next acknowledgment timeout. In the second
SACK, the cumulative ACK field includes all packets up to number (12) and the
SACK option reports the reception of packet number (14), i.e., the only missing
packet is number (13).
When the sender learns from the second SACK that the missing packet (11)
successfully arrived at the receiver, the sender removes packet (11) from the re-
transmission queue. However, packet (13) is still missing after two acknowledg-
ment intervals (inclusive the RTT) and, thus, the sender retransmits packet (13),
which is considered as lost.
3.5.4.3 Congestion Control
In the connected state, the VTP sender adapts its transmission rate according to
the available bandwidth along the path, as explicitly signaled by the intermediate
nodes.
Each node measures and maintains the available bandwidth in its vicinity, as
explained in Section 3.5.3.3. The sender inserts its available bandwidth in the VTP
packet. Intermediate nodes may reduce the bandwidth in the VTP packet, in case
the available bandwidth measured by the respective node is less than the value
in the packet or the fill status of the transmission queue of the intermediate node
is above a threshold. That implies that VTP is installed on all nodes of the ad
hoc network and the intermediate nodes support the end-to-end VTP connection
with their bandwidth information. Procedure 1 shows the comparison of available
bandwidth on intermediate nodes.
Procedure 1 Available and requested throughput comparison on the intermediate
node.
if (requested tp < available tp) then
Forward the packet without modification
end if
if ((requested tp > available tp) then
Update the throughput header field and forward the packet
end if
When a VTP packet arrives at the receiver, it contains the minimum of the
available bandwidth along the path. The VTP receiver accumulates and main-
tains the available bandwidth in a weighted average function, as explained in Sec-
tion 3.5.3.3. The VTP receiver inserts the weighted average of the available band-
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width in the SACK. Upon reception of a SACK, the VTP sender increases, de-
creases or maintains its transmission rate. The transmission rate is the inverse of
the inter-packet delay. The inter-packet delay is the inverse of the the available
bandwidth, as shown in Equation 3.7.




As indicated before, the VTP congestion control uses three phases to adjust
the sender’s transmission rate: Decrease, increase or a constant transmission rate.
Procedure 2 shows this mechanism.
Procedure 2 Congestion control by transmission rate adjustment.
if (new rate < current rate) then
current rate = new rate // Decrease transmission rate
end if
if (new rate > (current rate− δ)) then





When the available bandwidth along the path, as reported by the intermediate
nodes, is lower than the current transmission rate, the VTP sender immediately
decreases its rate. The rate is adapted to the conditions along the path, i.e., the
transmission rate is set equal to the available bandwidth, as shown in the first if-
statement in Procedure 2.
When the available bandwidth along the path is more than the current rate, but
less than the threshold δ, the sender keeps the current rate. The threshold δ enables
a stable transmission rate by avoiding fluctuations due to frequent, small variations
in the available bandwidth.
When the available bandwidth along the path is greater than the current rate
plus δ, the sender increases its transmission rate. However, the increase is only a
fraction of the additional available bandwidth because the rate increase amplifies
with the forwarding of additional packets by the nodes within transmission range
(i.e., induced traffic). This increase state is shown by the second if-statement in
Procedure 2. The factor k determines the amount of rate increase. The factor can
be constantly set to four or five according to the theoretical maximum nodes within
transmission range or it can be dynamically calculated according to the distance in
hops over the radio transmission range.
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In absence of acknowledgments (e.g., due to temporal network partitions or
congestion), the VTP receiver estimates the expected remaining connection dura-
tion based on statistical results. In case this remaining time is lower than a thresh-
old, the VTP sender switches to disrupted state. In this state, the VTP sender stops
transmission of data and periodically transmits probe packets in order to check
when connectivity resumes. The interval of probe packets is determined by the sta-
tistical disruption duration for the given source destination distance. Figure 3.18
illustrates the transition from connected to disrupted state and the respective trans-
mission of probe packets.
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Figure 3.18: VTP connection state management in the absence of acks.
The arrival of an acknowledgment indicates resumed connectivity or resolved
congestion. Thus, the VTP sender switches from disrupted to connected state. The
VTP sender resumes its data transmission at the available rate, as indicated in the
acknowledgment. Figure 3.19 shows exemplary this state transition and the VTP
recovery after network congestion.
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Figure 3.19: VTP recovery after congestion or network partition.
3.5.4.4 Flow Control
The VTP receiver informs the sender about its remaining receive-buffer capacity in
order to avoid buffer overflows. The VTP receiver advertises its available receive-
buffer size in the flow feedback of the acknowledgment.
The VTP sender must respect the flow control window and must not transmit
more packet than the buffer of the receiver can accept. This restriction is indepen-
dent of error or congestion control. The receiver might, e.g., temporarily stop the
transmission of packets although bandwidth is available.
3.5.5 VTP State Transition Diagrams
This Section explains the VTP mechanisms inside a node via state transition dia-
grams for the VTP sender and receiver separately.
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3.5.6 VTP Sender State Transition Diagram




























































Figure 3.20: VTP sender state transition diagram.
The states are:
CLOSED represents the state when no connection is established.
SYN SENT state waits for a connection confirmation after the sender has trans-
mitted the connection request SYN.
CONNECTED is reached after a successful 3-way-handshake. In this state, the
sender transmits a data packet on rate timer expiration. Thus, the rate timer
determines the transmission rate. The sender maintains the rate timer based
on network feedback, as contained in SACKS.
DISRUPTED represents a state when no connectivity between source and desti-
nation exists. In absence of acknowledgments, the sender predicts the re-
maining connectivity duration based on statistical knowledge. In case, the
expected remaining connectivity is below a threshold, the sender switches to
disrupted state. In disrupted state, the sender does not transmit data packets
(i.e., it cancels all timers). Instead, it periodically transmits probe packets in
order to determine when connectivity resumes.
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RETRANSMIT state retransmits lost packets. The sender considers a packet as
lost when it is not acknowledged before retransmission timer expiration. In
this case, the packet is scheduled for retransmission. Upon rate timer ex-
piration, lost packets are retransmitted instead of new data packets in this
state.
FIN WAIT represents the state when the application closes the connection, but
packets in transit need to be delivered or acknowledged. The connection
must not close before all packets are received and acknowledged.
CLOSING is reached when all packets are exchanged. This state resets all timers
and variables of the respective connection.
3.5.7 VTP Receiver State Transition Diagram
































Figure 3.21: VTP receiver state transition diagram.
The states are of the diagram in Figure 3.21 are:
CLOSED represents the state when no connection is established. In this state, the
receiver waits for connection requests from remote VTP peers.
SYN RCVD represents the state after reception of a SYN packet. The receiver
initializes the variables, confirms the connection establishment and waits for
the respective acknowledgment to confirm the connection.
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CONNECTED represents the state when a connection is established. The re-
ceiver maintains successfully received packets in a scoreboard and transmits
SACKs in dynamic intervals.
DISRUPTED represents a state when no connectivity between source and des-
tination exists. In absence of data packets, the receiver reduces the ACK
interval, similar to the probe packet interval.
CLOSE WAIT represents the state when the peer (i.e., sender) closes the connec-
tion, but outstanding packets are still in transit or missing. The connection
must not close before all packets are received and acknowledged.
CLOSING is reached when all packets are exchanged. This state resets all timers
and variables of the respective connection.
3.5.8 VTP Header Format
The only explicit VTP signaling is required for connection establishment and ter-
mination. These control messages utilize the same VTP header as all data packets,
as shown in Figure 3.22. The VTP header includes all the relevant transport layer
information.
0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
Version Type Protocol Options Length








Figure 3.22: VTP header format.
Version: 4 bits This field specifies the used version of VTP.
Type: 4 bits The type field contains a code to identify the content of the message,
such as connection establishment or termination, data, acknowledgment or
the combination of data and acknowledgment in a duplex connection.
Protocol: 8 bits This field indicates the next-level protocol used in the data part
of the packet.
Options: 8 bits This field defines if options are appended to the header and spec-
ifies the type of options in case.
Length: 8 bits This field contains the length of the VTP header in bytes. The
length of the VTP header is variable because of options, such as selective
acknowledgment blocks. The minimum, fixed part of the VTP header is 28
bytes.
82 CHAPTER 3. VEHICULAR TRANSPORT PROTOCOL (VTP)
Source Port: 16 bits The source port number identifies the connection.
Destination Port: 16 bits The destination port number identifies the connection.
Sequence Number: 32 bits The sequence number identifies the portion of the
data flow contained in the packet. The number represents the first data octet
in the segment. When the type field indicates that the packet establishes a
connection, the sequence number specifies the beginning of the data flow.
Acknowledgment Number: 32 bits The acknowledgment number represents the
cumulative acknowledgment and indicates up to which segments all packets
are consecutively received, i.e., which packet is expected to arrive next.
Flow Window: 16 bits The flow window advertises the remaining capacity of the
receiver’s buffer. Independent of the transmission rate, the VTP sender must
not transmit more data than the receiver can accept in order to avoid buffer
overflow at the end-point.
Timestamp: 16 bits This field indicates the sending time of a packet (i.e., data
or acknowledgment). The end-points use this field for RTT estimation. As
mentioned in the assumptions, each vehicle is equipped with GPS that pro-
vides a synchronous clock in the ad hoc network, as required for the RTT
estimation.
Requested Throughput: 32 bits This field specifies the throughput requested by
the sender. Intermediate node access and adjust this field to adjust the avail-
able bandwidth along the path.
Throughput Feedback: 32 bits This field contains the accumulated average through-
put replied by a VTP receiver in the acknowledgment.
Options: Variable Options may be appended at the end of the fixed part of the
VTP header, as indicated in the options and length fields. All options are
included in the checksum. The currently defined options are shown below.
VTP Header Options
Currently, the only VTP options are the selective acknowledgment blocks that are
appended to an acknowledgment in case the VTP receiver identifies non-contiguous
packets in the flow. The missing blocks are identified by the left and right edges of
the missing segment as shown in Figure 3.23.
The maximum number of SACK blocks is 20. In case the receiver identifies
more than 20 non-contiguous blocks, it reports always the first 20 blocks in the
flow in the selective acknowledgment.
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Figure 3.23: VTP header selective acknowledgment option.
3.6 Simulative Evaluation
This section evaluates the performance of VTP through simulations and compares
VTP and TCP performance, such as throughput and fairness, in static and mobile
wireless environments. The following subsections describe the simulation sce-
nario, explain the metrics and present the simulation results.
3.6.1 Scenario and Simulation Environment
The simulation environment of the transport protocol evaluation in wireless and
mobile environments is equal to the simulation environment of the path charac-
teristics analysis, as described in Section 3.4. Thus, the remainder of this section
briefly repeats and summarizes the simulation scenario and settings.
The evaluation uses the network simulator ns-2 [132] and comprises static and
mobile scenarios.
In the static scenarios, source and destination nodes are positioned in pre-
defined distances. The mobile scenarios consider moving vehicles on a highway,
according to the movement pattern of [45]. These patterns represent realistic uni-
directional mobility patterns that are typical on German highways and can be com-
bined to bidirectional scenarios via the hwgui tool [80]. They include the spatial
distribution of vehicles on the highway for different densities of vehicles, i.e., dif-
ferent number of lanes or different average number of vehicles per kilometer and
lane. The simulations consider a 10 km stretch of highway.
All vehicles are equipped with a wireless IEEE 802.11b wireless interface that
covers a radio transmission range of 250 m. Vehicles that are closer to each other
than the radio range can communicate directly. The vehicles form an ad hoc net-
work that enables multi-hop communication when the distance between source and
destination exceeds the radio range. In our simulations we employ PBR as routing
and either VTP or TCP as transport protocols.
In the static scenario, the communication pairs are positioned in predefined
distances. Vehicles in between provide a multi-hop forwarding chain. The respec-
tive communication pair establishes one or two simultaneous data flows, e.g., to
evaluate throughput or fairness.
In order to evaluate the transition between the connected and disrupted states
in VTP, a connection is established in a static scenario where the connection is tem-
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porally disrupted. This disruption is caused by the movement of a single node, i.e.,
the receiver moves out the radio coverage area of its predecessor for the duration
of the disruption.
In the mobile scenario, communication pairs are randomly chosen through-
out the simulation area. The evaluation classifies the results according to specific
distances. The simulations compare the VTP and TCP transport protocols, trans-
mitting continuously data at the maximum possible rate. Again, the simulations
include oncoming traffic in order to reduce temporal network partitions.
3.6.2 Metrics
VTP aims at maximizing the throughput per connection with reliable and in-order
delivery of data to applications, including flow and congestion control. However,
the maximum throughput of a connection includes preserving fairness to contend-
ing data traffic. Consequently, the simulative evaluation of VTP considers the met-
rics throughput and fairness, as defined in the following.
• The throughput measures the bits per second as transmitted by the sender.
• The fairness evaluation observes the throughput of contending flows of si-
multaneous connections.
Furthermore, the simulations evaluate the reliable transmission of packets in
time-sequence graphs, reflecting the sequence number of transmitted packets over
time.
3.6.3 Simulation Results
This section presents the simulation results of the VTP performance evaluation and
compares the results to TCP performance. The following subsections classify the
results in static and mobile environments. The evaluation in static environments
comprise throughput and fairness results and shows the VTP transition between
connected and disrupted state when the connection is temporally disrupted. The
mobile scenarios select randomly a communication pair per simulation run. The
results show and compare the average throughput of the runs, classified according
to the maximum distance of the communication pairs.
Again, the section provides detailed explanations for selected scenarios. The
complete results are attached in Appendix A.
3.6.3.1 Performance Evaluation in Static Environments
The performance evaluations in static environments include throughput and fair-
ness evaluations for single-hop and multi-hop communication for one and two
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flows, respectively. These simulations compare the VTP performance to TCP per-
formance as reference. Furthermore, the transition from connected to disrupted
state and vice versa in VTP is shown upon the occurrence of a disruption.
Performance Evaluation in Static Environments with One Data Flow
This evaluation compares the throughput of VTP and TCP in static single-hop
and multi-hop environments.
Figure 3.24 shows the VTP throughput over time in a single-hop scenario with






























Figure 3.24: VTP throughput over time for one data flow in a static single-hop
scenario with 250 m source destination distance and (k = 3,δ = 0.05).
Upon connection establishment at 10 s, the transmission rate aggressively con-
verges to the maximum available throughput of approximately 1.4 MBit/s and
maintains this throughput almost statically for the complete simulation duration.
The result shows exemplary an optimal VTP setting of δ = 0.05, representing an
increase threshold of 20%, and a rate of increase of 1/3 of the additionally avail-
able bandwidth (see specification in Section 3.5.4.3). A variation of these set-
tings results in fluctuations either around the maximum throughput or in an overall
throughput decrease, as shown in Appendix A.
In contrast, TCP cannot maintain a stable throughput even in this static single-
hop environment. Figure 3.25 illustrates the congestion window in 3.25(a) and
throughput in 3.25(b) of TCP in this scenario. These results are in line with the
results in related works, such as [43, 58, 48].
Due to round trip time variations in the wireless environment, the congestion













































(b) TCP throughput in a static single-hop
scenario.
Figure 3.25: TCP congestion window and throughput over time in a static single-
hop scenario.
window fluctuates continuously. The congestion window even decreases to zero
(e.g., at 31 s and 63 s), resulting in significant fluctuations and drops in the through-
put over time.
Furthermore, VTP utilizes the wireless bandwidth more efficiently than TCP.
VTP maintains an almost constant throughput of 1.4 MBit/s, whereas TCP reaches
an average throughput of 1.12 MBit/s. Besides the efficient congestion control
via network feedback, another reason for the better performance of VTP is the
cumulative acknowledgment scheme. Figure 3.26 compares the acknowledgment







































(b) TCP acknowledgment time-sequence
graph.
Figure 3.26: VTP and TCP acknowledgment time-sequence graph (clipping).
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The comparison of VTP acknowledgments in Figure 3.26(a) and TCP acknowl-
edgments in Figure 3.26(b) shows that the cumulative acknowledgment scheme of
VTP results in a decreased number of acknowledgments. Consequently, the wire-
less channel is less loaded and contention decreases. VTP uses the additionally
available bandwidth for the throughput of data.
The throughput results, as explained in detail for the single-hop scenario above,
are also valid for multi-hop connections. The complete results up to six hops are
available in Appendix A. As an example, Figure 3.27 shows exemplary the VTP






























(a) VTP throughput for one data flow in






























(b) VTP throughput for one data flow in
a static three-hop scenario for k=5 and
δ=0.2.
Figure 3.27: VTP throughput over time for one data flow in a static three-hop
scenario for different k - δ combinations.
As mentioned before, k and δ determine the maximum throughput and the level
of fluctuations. Figure 3.27(a) shows the throughput over three hops for k = 3 and δ
= 0.05. This setting achieves an average throughput of 403 kBit/s, compared to an
average throughput of 376 kBit/s for k =5 and δ = 0.2, as shown in Figure 3.27(b).
However, the latter setting avoids the small fluctuations of the first scenario.
In contrast, Figure 3.28 shows the throughput of TCP over three hops in a static
scenario.
Similar to the single-hop scenario, the TCP throughput fluctuates continuously
fluctuates around the average of 355 kBit/s, which is significantly lower than the
VTP average throughput.
Summarizing, unlike TCP, VTP provides stable throughput for single-hop and
multi-hop connections.



























Figure 3.28: TCP throughput over time for one data flow in a static three-hop
scenario.
Performance Evaluation with Disruption
This section evaluates the transition from connected to disrupted state and vice
versa in VTP. The scenario is basically static, but to emulate a disruption the re-
ceiver moves out of transmission range and back between 15 s and 20 s. Figure 3.29
shows the throughput upon occurrence of a disruption in a single-hop scenario with





























Figure 3.29: VTP throughput over time with disruption for one data flow in a
single-hop scenario.
Upon detection of the disruption at 15 s via the absence of acknowledgments,
VTP throttles its transmission rate to a very low probing rate, which intends to
discover a resume of connectivity. When an acknowledgment indicates that con-
nectivity is reestablished at 20 s, VTP recovers to the maximal possible rate within
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one RTT. Figure 3.30 shows the respective time-sequence graph of the disruption
in a single-hop environment. The x-range of the graph is restricted to 30 s in order


















Figure 3.30: VTP time-sequence graph in case of disruption for one data flow in a
single-hop scenario.
When the sender switches to disrupted state after the disruption at 15 s, it resets
the sequence number to the first unacknowledged packet. The sender retransmits
this packet at the probe rate until network connectivity resumes and the packet is
acknowledged after 20 s. Upon the reception of the respective acknowledgment,
the sender switches back to connected state and continues to transmit packets with
ascending sequence numbers at the maximum rate.
Once more, these results are generally valid for single-hop and multi-hop con-
nections whereas k and δ determine the level of fluctuations like in the static eval-
uations. Figure 3.31 shows an example of the disruption scenario for three hops.
Figure 3.31(a) uses the settings k = 3 and δ = 0.05 whereas Figure 3.31(b) uses
the settings k = 5 and δ = 0.2. The complete results of the disruption scenario are
attached in Appendix A.
Summarizing, VTP reduces its transmission rate in a disruption, e.g., after a
temporary network partition. VTP transmits probe packets at a low transmission
rate to detect when connectivity resumes. Upon reception of an acknowledgment
in response to a probe packet, VTP increases its transmission rate immediately to
the maximal available bandwidth after a disruption.
Fairness Evaluation in Static Environments with Two Data Flows
VTP distributes the available bandwidth equally to competing data flows, ac-
cording to the max-min fairness algorithm [12], as explained in Section 3.5.3.5.
Figure 3.32 shows the throughput distribution of two data flows that both transmit
at their maximum data rate in a single-hop scenario.
































(a) VTP throughput over time with dis-
ruption for one data flow in a three-hop































(b) VTP throughput over time with dis-
ruption for one data flow in a three-hop
scenario with k=5 and δ=0.2.
Figure 3.31: VTP throughput over time with disruption for one data flow in a three-
























VTP throughput for 2 nodes (two streams)
First VTP flow
Second VTP flow
Figure 3.32: VTP throughput over time for two competing data flows in a single-
hop scenario.
Between 10 s and 30 s, the first flow uses the complete available bandwidth of
1.4 MBit/s. When the second flow starts at 30 s, the bandwidth is equally shared
among the flows. When the first flow ends after 60 s, the second flow immediately
increases to the maximum throughput.
Figure 3.33 illustrates the VTP fairness via the time-sequence graph.
When the second flow starts at 30 s, the slope of the time-sequence curve of the
first flow decreases, such that the first and second flow increase in parallel. Conse-
quently, both flows transmit the same amount of data. When the first flow stops at
60 s, the slope of the second curve doubles and reaches the slope of the first flow
before.



















Figure 3.33: VTP time-sequence graph for two competing data flows in a single-
hop scenario.
In comparison, Figure 3.34 shows the TCP throughput for two competing flows





















Figure 3.34: TCP throughput over time for two competing data flows in a single-
hop scenario.
The graph shows that even in a static, wireless, single-hop scenario, TCP does
not provide fairness. The second flow uses most of the available bandwidth while
the throughput of the first flow reaches almost zero at 31 s and drops to zero at
48 s. The TCP congestion window decreases to zero several times, as shown in
Appendix A. One of the main reasons for this unfairness is the mutual invocation
of the MAC and TCP timers, as evaluated in detail in related work about fairness
or MAC - TCP interaction, such as [78] or [3].
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Figure 3.35: TCP time-sequence graph for two competing data flows in a single-
hop scenario.
When both TCP flows transmit simultaneously between 30 s and 60 s, the slope
of the second flow is higher than the slope of the first flow.
Again, the fair throughput distribution of VTP in the single-hop scenario is
transferable to multi-hop connections. Figure 3.36 shows exemplary the through-
put distribution between two competing flows in a three-hop scenario for two k - δ























(a) VTP throughput for two data flows in
























(b) VTP throughput for two data flows
in a static three-hop scenario for k=5 and
δ=0.2.
Figure 3.36: VTP throughput over time for two data flows (fairness) in a static
two-hop scenario for different k - δ combinations.
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Figure 3.36(a) shows the VTP throughput for k=3 and δ=0.05, and Figure 3.36(b)
illustrates the VTP throughput for k=5 and δ=0.2. Similar to the throughput eval-
uation for one flow, the k-δ combination determines in this fairness evaluation the
average throughput versus the fluctuations around this average.
Summarizing, unlike TCP, VTP provides fair distribution of throughput among
coompeting flows.
3.6.3.2 Performance Evaluation in Mobile Highway Environments
This section presents the VTP and TCP performance results in mobile highway
environments.
The vehicles drive along a 10 km highway stretch according to the validated
movement patterns of [80] which represent typical weekday road traffic on German
highways. The simulations consider the different road traffic densities, as provided
by the movement patterns. The movement patters are divided into bidirectional
cuts of 60 s that determine the maximum simulation duration, similar to the path
characteristic analysis in Section 3.4.
The communication pairs are randomly chosen out of the vehicles that remain
inside the evaluated highway section for the whole duration. The sender establishes
an FTP connection to the receiver. Data is continuously ready to send.
The results show and compare the mean throughput and standard deviation per
simulation run, as perceived by the receiver. The following figures show exem-
plarily the mean VTP and TCP throughput for the bidirectional scenario with two
lanes per direction (lpd) and six nodes per lane, kilometer (npkm) and for VTP
two different k and δ settings. The results are classified according to the maximum
distance between source and destination during the simulation run.
Figure 3.37 shows the average throughput over source-destination distances for





























Maximum source-destination distance [m]
Figure 3.37: Average VTP throughput in a mobile bidirectional highway environ-
ment with 2lpd and 6npkm and k = 3, δ = 0.05.
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Figure 3.38: Average VTP throughput in a mobile bidirectional highway environ-
ment with 2lpd and 6npkm and k = 5, δ = 0.2.
In comparison, Figure 3.39 shows the respective TCP throughput. The com-
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Figure 3.39: Average TCP throughput in a mobile bidirectional highway environ-
ment with 2lpd and 6npkm.
Summarizing, VTP performs better in mobile highway scenarios. The average
gain of VTP is about 70%, depending on the source-destination distance. Beyond
that, the standard deviation of VTP is in general smaller. As an example, when the
communication pair remains in single-hop distance closer than 250 m, the mean
VTP throughput is about 1.3 Mbit/s, which is up to 70% above the average through-
put of TCP within this small distance. In this case the standard deviation of VTP is
about 14 kbit/s whereas the standardard deviation of TCP is about 469 kbit/s. The
performance gain of VTP is valid for all scenarios, as shown in Appendix A.
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3.7 Summary and Conclusion
Vehicular ad hoc networks (VANETs) enable multi-hop vehicle-to-vehicle and
vehicle-to-roadside wireless communication in a self-organized ad hoc network.
The movement of vehicles represents the main characteristic of VANETs. Vehicu-
lar mobility results in frequent topology changes. Novel routing protocols, such as
position-based routing (PBR), are tailored to this environment since PBR forwards
packets per hop, and no end-to-end route is required. Consecutive packets might
follow different paths. These unique characteristics affect end-to-end connections,
in particular transport protocols. This chapter analyzes the path characteristics that
transport protocols experience in highway scenarios, such as connectivity and dis-
ruption duration, packet loss, reordering, round trip time (RTT) and RTT jitter.
These results aid in the following design of a vehicular transport protocol (VTP)
which is evaluated through simulations.
The evaluation of the path characteristics investigates the metrics connectivity
and disruption duration, packet loss probability and characteristics, packet reorder-
ing, RTT and RTT jitter.
The connectivity evaluation results show that steady communication is feasible
for source-destination distances up to 2000 m. For a distance of 2000 m, about 40%
of the connections remain uninterrupted for 10 s on the average. With decreasing
distance, the connectivity duration even increases. Disruptions resume after 3 s at
the latest, only marginally dependent on the distance.
The packet loss ratio for a constant packet stream is huge: For a distance of
2000 m, standard PBR shows a packet loss rate of almost two thirds which can be
significantly reduced to 22% when using cross-layer integration.
Although the RTT and RTT jitter are acceptably small for source-destination
distances below 700 m, higher distances result in extreme fluctuation in RTT, e.g.,
up to 300% for a 2000 m distance.
Finally, reordering ratios for light loads are small (below 1%), but increase to
15% for medium data loads.
These unique characteristics of VANETs necessitate the development of a novel
transport protocol.
The evaluation results of the path characteristics influence the design of a vehic-
ular transport protocol (VTP) that is tailored to the unique properties of VANETs.
VTP aims at maximizing the throughput of a connection while preserving fairness
to competing data traffic. The objectives of VTP include the establishment and
release of an end-to-end connection, reliable delivery of data packets, flow and
congestion control. The reliability mechanisms of VTP must cope with frequent
packet losses, reordering, high RTT and high RTT jitter. The performance of VTP
mainly depends on its ability to adapt quickly to varying path characteristics.
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The key features of VTP are:
• The VTP sender uses a rate-based transmission scheme. The transmission
rate is determined by a rate-timer that steadily schedules the transmission of
data packets when multi-hop connectivity between source and destination is
assumed.
• VTP decouples congestion control from error and flow control, mainly to
avoid throughput reduction for packet loss not related to congestion. In
VANETs, packet losses are frequent because of high mobility and the result-
ing topological changes. These losses must not invoke congestion control.
• VTP uses explicit signaling of available bandwidth from intermediate nodes
for congestion control. The estimation of available bandwidth by intermedi-
ate nodes uses information from the MAC layer protocol.
• VTP provides reliability via retransmissions of lost packets. Selective ac-
knowledgments (SACKs) report lost packets to the VTP sender. The receiver
transmits SACKs in dynamic intervals. It adjusts the interval according to
the current transmission rate and the source-destination distance.
• The VTP sender uses statistical knowledge to predict the expected com-
munication behavior of a connection. In absence of acknowledgments, the
expected communication duration for the respective source-destination dis-
tance assists the rate timer calculation.
A simulative study evaluates the throughput and fairness of VTP in static and
mobile wireless environments and compares these metrics to the performance of
TCP.
VTP maintains a constant transmission rate and reacts quickly to disruption or
congestion, based on feedback (or absence of feedback) from intermediate nodes.
Selective acknowledgments inform the sender about received and missing packets
in order to provide reliability by retransmissions. VTP uses statistical knowledge to
predict connection behavior, such as expected communication duration, and adapts
its transmission rate accordingly.
As a main result, VTP provides reliable end-to-end connections and outper-
forms the varying throughput and unfairness of TCP by maintaining a steady through-
put above the average throughput of TCP.
The future work will adapt and evaluate VTP in city scenarios, assuming that
VTP can achieve similar performance like in highway scenarios when the under-
lying routing protocol maintains similar packet delivery ratios. VTP will be im-
plemented in the framework of the NoW project and evaluation via measurements
will be performed. Finally, interoperability to TCP is required in order to allow
access to the Internet or fixed networks at the roadside. This can for example be
achieved by installing translation proxies at road side access points or tunnel VTP
in TCP over the fixed network.
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The previous chapter designed a vehicular transport protocol for unicast com-
munication. Beyond these point-to-point applications, one of the main goals of
VANETs is the increase of road safety by reliable point-to-multipoint distribution
of safety information to endangered vehicles.
Typically, safety applications require the efficient and reliable distribution of
information to vehicles inside a geographically restricted target area over time.
The information should be kept alive in the target area for the lifetime of the safety
event, i.e., particularly vehicles that enter the target area after the initial message is
distributed must be informed.
The following Chapter 4 designs and evaluates a time-extended reliable geo-
graphical flooding algorithm that provides reliable and efficient distribution of in-
formation in a target area over time.
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Chapter 4
Information Distribution in a
Geographical Area in Vehicular
Ad Hoc Networks
4.1 Introduction
Vehicular ad hoc networks (VANETs) facilitate enhanced traffic safety by means
of wireless multi-hop communication in a self-organizing network. In fact, the in-
crease of safety on the road is the main objective of VANETs, beside passenger
information and entertainment. VANETs enable active safety applications, such
as hazard warning or extended brake lights, by extending the driver’s horizon and
warn affected traffic about potential dangers as early as possible. The single-hop
and multi-hop distribution of safety messages ensures that relevant information is
transmitted and consumed in the local area where it is needed.
The distribution of safety information poses specific challenges on reliability
and efficiency:
(i) Safety messages should be delivered to affected vehicles only (e.g., vehi-
cles approaching the hazard). Typically, safety events in VANETs are bound to
a restricted geographical region, termed target area (TA). Geographically-scoped
flooding (GeoCast) addresses all vehicles in a geographical region [62, 91]. How-
ever, GeoCast does not provide any means for reliability and causes redundant
message repetitions (it is usually based on a flooding algorithm where each vehicle
forwards each message once). Therefore, additional algorithms for reliable and ef-
ficient distribution of safety information in a geographical target area are needed.
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(ii) The high degree of vehicle mobility in VANETs cause that vehicles contin-
uously leave and enter the target area. The movement results in frequent topology
changes. Vehicles that enter the target area after the message has been initially
distributed miss the safety information. It must be ensured that those vehicles are
also informed within the lifetime of the event, i.e., VANETs require reliability over
time.
(iii) Messages are sent over error-prone wireless links. In case a message is
lost, redistribution is required. However, the rebroadcasting should be restricted to
the local, single-hop neighbor scope in order to avoid redundant multi-hop retrans-
missions. Furthermore, re-flooding should not be used preemptively but must only
be utilized when a message loss is indicated (e.g., in absence of acknowledgments).
In summary, the design of algorithms for reliable and efficient (i.e., avoiding
redundant retransmissions) distribution of safety information in geographical tar-
get areas is challenging.
Traditionally, reliability is defined as the guaranteed delivery of messages from
a source to a single or multiple receiver(s). Reliability assures that messages arrive
uncorrupted and in-sequence at their destination(s). In order to meet the require-
ments of traffic safety applications in VANETs, this chapter extends the classical
reliability definition by spatial and time components:
Reliability of safety information in VANETs requires the reliable distribution
of an information to all vehicles inside a geographical target area during the lifetime
of a safety event. This explicitly includes the distribution of the safety information
to vehicles that enter the target area after the information has already been issued.
This chapter surveys and evaluates the related GeoCast approaches (e.g., with
and without temporal caching of messages) and presents the time-extended reli-
able geographical flooding (TERGF) algorithm to provide reliable and efficient
distribution of safety messages in VANETs, according to the extended reliability
definition above.
4.2 Background
This section provides an overview on the GeoCast protocol which addresses nodes
in a geographical area.
4.2.1 GeoCast
The GeoCast algorithm [62, 77, 91] provides geographical addressing and the de-
livery of messages to vehicles inside a specific geographical region, termed target
area. GeoCast is commonly classified as a multicast protocol where the geographi-
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cal location of the vehicles determines the membership to the multicast group.
Thus, all vehicles must be aware of their geographical position by means of a posi-
tioning system, such as the global positioning system (GPS) [57, 69]. A GeoCast
message contains the definition of its target area by geographical coordinates (i.e.,
latitude and longitude) and a geometrical shape. The target area is typically coded
by geographical positions and geographical shapes, as shown in the following:
• Point,
• Circle, defined by (center point, radius),
• Rectangle, defined by (two points, height), and
• Polygon, defined by (point1, point2, ..., pointn−1, pointn, point1).
GeoCast distinguishes two phases in the distribution process:
(i) When the sender is not located inside the target area, the GeoCast message is
first forwarded towards the target area by means of standard, unicast routing (e.g.,
PBR). This phase is referred to as line-forwarding.
(ii) When the message reaches the first vehicle inside the target area or the
sender is located inside the target area, the GeoCast is distributed (e.g., flooded)
through the network inside the geographical boundaries. This phase is termed
area-forwarding. Since safety messages typically concern the immediate vicin-
ity of the event, GeoCast for safety applications assumes that the originator of the
message is located inside the target area, as we assume in the remainder of this
section.
The literature [139] classifies existing GeoCast approaches into three cate-
gories:
(i) Flooding-based protocols, such as location-based multicast (LBM) [76] and
the Voronoi diagram-based GeoCast [122], use flooding or a variant of flooding to
route and distribute GeoCast packets.
(ii) Routing-based protocols, such as mesh-based GeoCast routing protocol
(MGRP) [16], GeoCast adaptive mesh environment for routing (GAMER) [23] or
GeoTORA [75], establish routes from the source to the vehicles in the target area
via explicit control messages.
(iii) Cluster-based protocols, such as GeoGRID[84] or the obstacle-free sin-
gle / multi-destination geocasting protocol (OFSGP/OFMGP) [26], geographically
partition the network into several disjoint and equally sized regions. Each region
assigns a cluster-head for executing the information exchange.
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4.3 Related Work
This section surveys flooding-based and multicast-based schemes for improving
the reliability and efficiency in wireless networks.
4.3.1 Flooding Approaches in Wireless Networks
The literature classifies existing flooding approaches in four categories, which
are: Simple flooding, probability-based flooding, area-based flooding and flood-
ing based on the knowledge about neighboring vehicles [136].
Simple flooding. With simple flooding, also referred to as blind flooding, a node
simply rebroadcasts a message exactly once. The nodes use e.g., the source ID and
packet ID to identify already received messages. This distribution process contin-
ues until the message has traversed the network. Hence, every node that receives a
message forwards this message to all its neighbors although they may have already
received this information. As a result, messages are duplicated, and bandwidth is
wasted. However, this algorithm achieves a high probability of reliability, achieved
by (redundant) repetitions of messages.
Probabilistic-based flooding. Probabilistic-based flooding, e.g, [99], is similar
to simple flooding, except that nodes only rebroadcast a message with a certain
probability. In networks with a high density of nodes, a high reception probability
can be achieved while saving scarce wireless bandwidth because multiple nodes
share similar radio transmission ranges. However, in networks with a low density
of nodes, the reception probability decreases, and not all nodes receive the mes-
sage.
The counter-based scheme in [99] uses the inverse relation between the number
of times a packet is received by a node. The nodes calculate the probability that
it can reach additional neighbors with a rebroadcast. Upon reception of a new
message, the node initiates a counter and starts a timer which is randomly chosen.
As long as the timer continues, the counter is incremented for each redundantly
received packet. Upon timer expiration, the packet is only rebroadcast in case the
counter is less than a pre-defined threshold. Otherwise, the node drops the message.
Area-based flooding. Area-based flooding algorithms use distance information
in the decision process whether a packet should be rebroadcast or not. The node
may use geographical position knowledge of a positioning system or it could es-
timate the distance via signal strength measurements. When the receiving node
is close to the sender, the additional area covered by a retransmission would be
small whereas a receiver far away covers more additional area. The distance-based
scheme and location-based scheme in [99] estimate the additional coverage area in
this way.
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A node using the distance-based scheme compares the distance between it-
self and all neighbors from which it received the message. Upon reception of a
previously not received message, the node initiates a timer and caches redundant
packets. When the timer expires, all nodes compare their distance to the source
to a threshold, and the packet is only rebroadcast in case a node is closer than a
pre-defined distance.
Location-based schemes use a more precise estimation of the expected addi-
tional coverage area, which relies on geographical positioning. Each node must be
able to determine its geographical position. Each packet contains the geographical
position of its sender or forwarder. When a node receives the packets, it calcu-
lates the physical distance and the additional coverage area it could reach. Again,
it compares the result with a pre-defined threshold in order to decide if the node
rebroadcasts the packet.
Neighbor knowledge flooding. Using self-pruned flooding [85], a node broad-
casts a message on the wireless link that includes a list of its single-hop neighbors.
Every node that receives the message compares the list of nodes in the message
(except the node itself) with its own neighbor list (NL). In case the node has fur-
ther neighbors that are not in the list (i.e., NL(rec) > NL(msg)
⋃
(sender)), it
replaces the list of neighbors in the message by its own single-hop neighbors and
rebroadcasts the message. While this algorithm achieves a similar level of relia-
bility as simple flooding, it reduces the overhead significantly since the approach
avoids message duplications to neighbors in overlapping wireless regions.
The time-extended reliable geographical flooding (TERGF) algorithm of this
chapter uses the basic idea of flooding with self-pruning, although in a different
context. The TERGF algorithm distributes information rather than packets, i.e., the
TERGF design assists content-based aggregation of information to reduce band-
width consumption. Beyond, TERGF combines self-pruning with GeoCast and
extends the algorithm by an acknowledgment scheme in order to achieve full relia-
bility. For self-pruned flooding, the node includes only those neighbors into the list
in the message that are located inside the geographical target area. If a receiving
node compares the list with its own neighbors, it also excludes the neighbors that
are not inside the target area. As a result, a node rebroadcasts a message only if it
reaches further nodes inside the geographical target area.
The scalable broadcast algorithm (SBA) [105] uses two-hop neighbor knowl-
edge. In order to establish this knowledge, the nodes periodically exchange hello
messages that contain the neighbor list of its predecessor. When a node receives
a packet, the receiver compares its own neighbors with the sender’s neighbors in
order to determine if a rebroadcast would reach additional nodes.
The dominant pruning approach [85] also utilizes two-hop neighbor knowl-
edge. In this approach, the sender proactively selects the one-hop neighbor(s)
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which should forward the message. Only selected nodes are allowed to rebroadcast
the message. When a node receives a message, it checks if its address is included.
If so, it rebroadcasts the message and uses a modified version of the greedy set
cover algorithm [88] in order to select the next level forwarding nodes.
The multipoint relaying mechanism [112], which is part of the optimized link
state routing (OLSR) [30] protocol, is similar to dominant pruning. Based on a
two-hop neighbor knowledge, the sender determines multipoint relays (MPRs) that
are responsible for the redistribution of the message.
The ad hoc broadcast protocol (AHBP) [106], CDS-based broadcast algorithm
and the lightweight and efficient network-wide broadcast (LENWB) [124] are sim-
ilar to the multipoint relaying approach, but differ in the calculation effort to deter-
mine the forwarding nodes. Details are given in [136].
4.3.2 Passive Acknowledgments in Wireless Networks
The passive acknowledgment scheme uses the shared character of the wireless
medium, as follows. In case a message is forwarded on a wireless channel via mul-
tiple hops, the sender (or forwarder) listens for the forwarding (i.e., retransmission)
of the packet by the respective successor node. A node can only forward correctly
received messages. Therefore, the successor must have received the message cor-
rectly when the sender can overhear the forwarding of the message. Consequently,
the sender interprets the overheard message as a passive acknowledgment.
The time-extended reliable geographical flooding (TERGF) algorithm, as pre-
sented in the remainder of this chapter, adopts this scheme, though in a different
context. When a packet needs to be rebroadcast by one of the next hops, the sender
/ forwarder interprets the rebroadcast as a passive acknowledgment. However, in
case there is no need to forward a message, an explicit acknowledgment is required.
Section 4.5 explains the TERGF algorithm in detail, including the adaptation of the
passive acknowledgment scheme.
4.3.3 Reliable Multicast Communication
Multicast communication in traditional packet switched networks faces similar
problems to the GeoCast-type of communication in VANETs. First, transport pro-
tocols based on positive / negative acknowledgments (ACK/NACK) are not appli-
cable for large multicast groups. As the number of multicast receivers grows, the
amount of back traffic overwhelms its capacity to handle them (i.e., ACK/NACK
implosion). Second, if losses occur uncorrelated on different parts of the multicast
tree, data may need to be sent multiple times to satisfy all receivers.
In schemes for reliable multicast, such as RMTP [103] or SRM [42], desig-
nated receivers collect status information from receivers and retransmit lost data
packets on request of other receivers. Hence, these nodes provide both local re-
4.3. RELATED WORK 105
transmission of data and aggregation of signaling traffic for retransmission. Both
reliable multicast schemes are explained in the following sections.
The main differences of reliable multicast approaches to the time-extended ge-
ographically scoped reliability provisioning are:
(i) The addressed nodes inside the target area do not join a multicast group.
Instead, the nodes are identified with respect to their geographical position.
(ii) There are no multicast distribution trees for data forwarding or ACK/NACK
notification.
(iii) The broadcast characteristic of the wireless medium in multi-hop ad hoc
networks facilitates overhearing of messages.
4.3.3.1 Reliable Multicast Transport Protocol (RMTP)
The reliable multicast transport protocol (RMTP) [103] provides reliable (i.e., se-
quenced and lossless) delivery of a data stream from one sender to a group of
receivers in the Internet. The RMTP design follows a multi-level hierarchical ap-
proach. RMTP groups receivers into a hierarchy of local regions with a designated
receiver (DR) in each region. Each receiver acknowledges data to its correspond-
ing DR, which in turn relays acknowledgments to the next level of DRs until the
acknowledgments reach the original sender. This mechanism avoids an avalanche
effect of acknowledgments, known as the acknowledgment implosion problem.
DRs cache data and retransmit them upon request which decreases the end-to-
end latency in case of losses. RMTP uses a packet-based selective retransmission
scheme in order to increase the throughput.
An extension to RMTP is the reliable multicast file transfer protocol (RMFTP).
This application-level protocol uses TCP for bi-directional control messages and
RMTP for the uni-directional data transmission. RMFTP facilitates server-based
push and client-based pull transmissions.
4.3.3.2 Scalable Reliable Multicast (SRM)
The SRM protocol [42] provides a framework for scalable, reliable multicast. Dif-
ferent multicast applications have widely different requirements, e.g., with respect
to reliability, the number of sources or replication of data strategies. These differ-
ences affect the design of a multicast protocol, which should dynamically adapt
to the specific requirements, but leave as much functionality and flexibility to the
application as possible.
SRM is based on the IP multicast protocol [35]. In IP multicast, a data source
simply transmits to the group’s multicast address. In order to receive data, each
receiver joins the multicast group in the local sub-network. SRM enhances the
multicast group concept by maximizing information and data sharing among all
members. Thus, each member is responsible for its correct reception of all the
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data. Furthermore, SRM follows the design of TCP/IP by adopting the best-effort
data delivery model and building reliability on an end-to-end basis.
SRM dynamically adapts its control parameters to the observed network perfor-
mance. This allows applications on top of SRM to adapt to a wide range of group
sizes, topologies and link bandwidths, while maintaining robustness and high per-
formance.
4.4 Temporal Caching of GeoCast Messages
The multi-hop forwarding and distribution of messages relies on the availability of
appropriate single-hop neighbors: In unicast, the absence of a single-hop neighbor
that is closer to the destination results in a routing failure. In this case, either rout-
ing recovery strategies can find an alternative route or the packet is dropped when
no alternative route can be found in a predefined time interval, e.g., in low density
or highway scenarios. In GeoCast, insufficient connectivity (e.g., in low density
scenarios) results in network partitions. Thus, the message cannot reach all vehi-
cles inside the target area. The high mobility of VANETs causes frequent changes
in the network topology, which may also result in temporal network partitions.
Particularly, scenarios with a low density of equipped vehicles are affected.
One approach to improve the reliability of GeoCast message distribution - par-
ticularly suited for low density scenarios - is to add a cache for GeoCast packets.
The following section presents this concept of store-and-forward.
4.4.1 Store-and-Forward Concept
The basic idea of store-and-forward is to add a queue for GeoCast packet in the
network layer of every vehicle and to cache GeoCast packets for a certain amount
of time. A vehicle can retransmit the packet out of the cache when needed, de-
pending on the classification below (e.g., periodical rebroadcasts or retransmission
upon detection of a new neighbor).
Particularly in scenarios with a low density of vehicles equipped with a com-
munication system, the retransmission of a cached packet can increase the packet
delivery ratio. The repetition of a cached message can inform vehicles that e.g.,
could not be reached during the initial distribution of the message, due to a tempo-
ral network partition or in case the vehicle enters the target area at a later point in
time. The following section 4.4.2 presents a typical target scenario.
According to the line- and area-forwarding classification, as defined in Sec-
tion 4.2.1, GeoCast caching strategies differ as follows:
The goal of store-and-forward in the line forwarding mode aims at preventing
packet loss in case of route failures towards the target area. Thus, packets are
only cached when no neighbor closer to the destination is available. When the
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network layer is notified about newly discovered neighbor(s), e.g., by means of
PBR beacons, which are more close to the destination, the vehicle forwards the
previously unroutable packet.
The intention of store-and-forward in the area-forwarding mode is to keep the
information alive for a validity time / lifetime of an event. Thus, each GeoCast
packet is cached for a pre-defined interval. In this scenario, the vehicles either re-
broadcast the message periodically or rebroadcast it upon detection of new neigh-
bor(s).
The remainder of this chapter focuses on store-and-forward when the packet is
distributed in the area-forwarding mode. Safety applications in VANETs focus on
this mode to improve reliability of safety messages because a safety information
is valid only inside a restricted geographical area in the vicinity of the message
originator. A vehicle sensing a hazard situation addresses the related warning mes-
sage to affected vehicles (i.e., vehicles approaching the hazard) in the restricted
geographical area surrounding the hazard only. Consequently, there is no need to
transport the message to the target area in line-forwarding mode.
Though store-and-forward improves the reliability, it also increases the net-
work load due to redundant retransmissions of messages. The following parameters
impact the performance of store-and-forward and can be tuned for optimization:
• Cache size,
• Maximum number of retransmissions,
• Timer management in the cache:
- Restriction of the maximum inter-packet delay for retransmissions,
- Periodic validity verification of cached packets (i.e., cache clean up).
In the framework of the network on wheels (NoW) project [101], a basic ver-
sion of store-and-forward is implemented, as reported in the following.
4.4.2 Target Scenario
Figure 4.1 illustrates an exemplary VANET target scenario with low penetration of
equipped vehicles.
Vehicle A experiences a hazard situation, broadcasts a respective GeoCast
warning message and simultaneously caches the message. Since the vehicles do not
have connectivity to each other, as indicated by the circular transmission ranges,
the initial message does not reach any other vehicle. When vehicle B approaches
and enters A’s communication range, vehicle A retransmits the warning message
to the endangered vehicle B. In other words, A fetches the message from its cache
and rebroadcasts it. Upon message reception, vehicle B warns the driver and, again,
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A B C
Target Area
Figure 4.1: Exemplary scenario for GeoCast with store-and-forward.
forwards and caches the safety message. When vehicle C enters the target area at a
later point in time, in is informed as soon as it has wireless connectivity to vehicle
B.
In another scenario, the physical transport of a message, e.g., via oncoming
traffic, can assist to improve reliability, as shown in Figure 4.2. The oncoming
vehicle B receives the safety message of vehicle A and caches it while continuing
its way. The message is physically transported and repeated when vehicle B passes





Figure 4.2: Physical transport of a GeoCast message via store-and-forward.
4.4.3 Implementation Report
The position-based router implementation of the NoW project [101] provides data
delivery for topologically-scoped broadcast messages, position-based unicast and
GeoCast packets. The store-and-forward concept is implemented and tested as an
extension of this communication system software.
The GeoCast store-and-forward implementation adds a queue to the PBR net-
work layer. Each time a vehicle generates or forwards a GeoCast message and
sends the packet to the wireless interface, the store-and-forward implementation
adds a copy of the packet to this queue. Since the PBR GeoCast implementa-
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tion only accepts and forwards GeoCast packets by vehicles inside the target area,
caching is restricted to vehicles that area located inside the target area upon packet
















Figure 4.3: Main functional blocks for GeoCast with store-and-forward.
The cache is implemented as a First In - First Out (FIFO) queue. The queue
size is determined by a variable in the configuration file of the NoW router, i.e., it is
adjustable before starting the PBR router, but it remains fixed during runtime. The
default size of the cache is ten packets, which is sufficient for scenarios with a low
density of equipped vehicles. The drop-on-overflow management is implemented
so that the most outdated packet is dropped first. In the current, basic version of the
implementation, packets are stored until a new neighbor is detected without time
limit. For system deployment, a timer management should be activated to remove
outdated packets from the queue in order to enhance efficiency. However, such a
timer was not desired for the demonstration implementation in order to be more
flexible in during the demonstration.
The detection of a new neighbor inside the target area triggers the rebroadcast
of the respective packets from the cache. The neighbor table of the PBR rout-
ing protocol manages single-hop neighbor information and informs the store-and-
forward queue about new neighbors and their respective geographical positions.
Remember that PBR relies on the periodic exchange of beacons between single-
hop neighbors which announce the presence and geographical position of a vehicle.
PBR manages the local neighborhood information in the neighbor table. Upon the
arrival of a beacon, PBR searches the neighbor table for a corresponding entry. In
case a respective entry is detected, PBR updates this entry, e.g., timestamp or ag-
gregated target area. Otherwise, a new entry is added. The creation of a new entry
in the neighbor table indicates that a new neighbor is reachable within the radio
coverage area. PBR relays this information to the store-and-forward implementa-
tion. The store-and-forward scheme checks if this new neighbor is located inside
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the target area of the cached packets. If so, the respective packet(s) are rebroadcast
out of the queue.
The functionality of the GeoCast caching has been successfully presented in a
demonstration of the INVENT project [114] which relies in the inter-vehicle com-
munication (IVC) system of the FleetNet and NoW projects.
Store-and-forward increases the packet delivery ratio, particularly in scenarios
with low densities of equipped vehicles. The algorithm rebroadcasts cached mes-
sages, e.g., when temporal network partitions resume when further vehicles reach
the dangerous area or when the physical transport of packets due to the movement
of the vehicles reaches additional vehicles.
However, the maintenance of long transmission queues in case of multiple
events decreases the network performance. Beyond, the reliable distribution of
messages over time via store-and-forward significantly increases the network load,
particularly for a high density of participating vehicles. Store-and-forward may
rebroadcast many messages redundantly because the algorithm cannot distinguish
different messages for the same event or identify already informed vehicles, as
shown by the following examples:
(i) When several vehicles approach and detect the hazard, each vehicle gen-
erates a safety warning message based on its sensor information. Consequently,
multiple safety messages for the same event circulate in the target area. Since
store-and-forward is not aware of the content of a message, it loads the queues and
distributes in the network many different messages with the same content and in-
formation. A bursty transmission of messages increases contention and increased
collision rate in the access medium and results in longer delays for the message
distribution.
(ii) Store-and-forward rebroadcasts messages upon detection of new neighbors
inside the target area, regardless whether the new neighbor is already informed
about the respective safety event. If so, the rebroadcasting of the message is re-
dundant. Particularly in scenarios with a high density of equipped vehicles, the
redundant rebroadcast of messages is significant and decreases the network per-
formance. As an example, vehicles that drive in the opposite direction of a traffic
jam may physically transport the packet and rebroadcast it frequently when detect-
ing new neighbors. However, the message has already been distributed through
the traffic jam before. Thus, each equipped vehicle driving opposite to the traffic
jam will frequently repeat the already known information, while driving on and
detecting new neighbors. The network is continuously loaded with redundant in-
formation.
The reliable and efficient distribution of information in a geographical target
area, independent of the density of equipped vehicles, demands for a more ad-
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vanced algorithm. Such an algorithm should consider message content and main-
tain the information state of vehicles in its vicinity inside the target area. The
time-extended reliable geographical flooding algorithm, as presented in the fol-
lowing section, aims at this reliable and efficient distribution of information in a
geographical target area over time.
4.5 Time-Extended Reliable Geographical Flooding (TERGF)
The time-extended reliable geographical flooding (TERGF) algorithm aims at reli-
able and efficient distribution of information in a geographical target area over time
in an ad hoc communication network. Reliability, as defined in TERGF, refers to
the distribution of information rather than individual packets, in contrast to tradi-
tional packet-switched networks. TERGF provides efficient reliability by combin-
ing the following mechanisms:
1. Reliable distribution of safety information (in contrast to the traditional packet-
based reliability) via a safety information manager.
2. Flooding of safety information based on the combination of GeoCast and
self-pruning, extended by acknowledgment-based single-hop reliability.
3. Passive acknowledgment to detect single-hop losses.
4. Redistribution of safety information in case of single-hop losses.
5. Redistribution of safety information when vehicles enter the target area for
the lifetime of the safety event.
Principally, vehicles maintain states of safety events and communicate to dis-
tribute these states. Though the distribution of information uses GeoCast as the
basic addressing scheme, the communication of safety messages is restricted to
single-hop broadcasting. A vehicle that receives a safety message updates its local
safety information state, including aggregation of information. Only if this receiver
can identify further, not-informed neighbors, it generates a new safety message to
further distribute this information. The forwarded message may be different from
the received message. Particularly, a new safety message may be generated at a
later point in time, e.g., when additional vehicles enter the target area. Conse-
quently, the information is efficiently distributed and kept alive for the lifetime of
an event in the target area.
The following sections explain the TERGF algorithm in detail, provide a simu-
lative evaluation of TERGF and compare the metrics information distribution ratio
and redundant packet rate to the standard GeoBC approach.
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4.5.1 Assumptions about the TERGF Communication System
This section describes the vehicular communication system, as required for the
distribution of safety information. Furthermore, it defines an information structure
to maintain safety information and explains the distribution of safety information
in the geographical area based on the TERGF algorithm.
4.5.1.1 Safety Information Structure
With respect to traffic safety applications, VANETs represent a distributed system
where a global state about the environment is distributed in a geographical area.
A VANET node maintains a local state that represents a subset of the global state.
Since information is continuously generated and associated with a lifetime, states
can be aggregated, and a state entry can also disappear. In order to keep local state
information up-to-date, vehicles communicate with other vehicles in their spatial
neighborhood.
The TERGF algorithms assumes that the local state in a vehicle can be de-
scribed by an abstract safety information structure, as shown in Figure 4.4. This
information structure is generic, such that it can be easily adapted to any type of
traffic safety applications. In its basic shape, the structure defines the relevant
information of a safety event or hazard situation. Extensions would be specific in-


























Figure 4.4: Safety information structure.
The overall structure comprises message-related, event-related, area-related
and reliability-related information, organized as sub-structures. Message-related
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information refers to originator ID and message ID that uniquely identify a mes-
sage in the network, including the timestamp of a particular message. Event-related
information comprises event type and life time of the event. Area-related informa-
tion determine the geographical area of an event in terms of area type, position and
size1. As the TERGF specification in section 4.5.2 will present, reliability-related
information contains the state that is needed by the reliability algorithm.
The sub-structures organize the contained elements in tables, such as lists or
hash tables. An element includes pointers to other elements in other sub structures,
e.g., an element in the message sub-structure points to elements in the event and
area sub-structures. Multiple elements in one sub-structure may point to a single
element in another sub-structure. This linking allows two different events to be
associated with a single area.
The proposed structure facilitates aggregation, e.g., with respect to area and
event. Multiple elements of the area sub-structure can be aggregated to a new
element. Typical examples, as shown in Figure 4.5, are:
(i) Multiple areas with the same event type can be aggregated to a new element
that comprises the adjacent geographical areas, linked together.
(ii) Multiple events associated with the same area can be fused into a new
element that comprises all of these events.
In both cases, a new element in the respective information sub-structure is gen-
erated and linked with the original entries. Consequently, the elements in a sub-
structure are in a tree-like relation with an aggregated element as the root of the tree
and the original entries as leaves. Since each element is associated with a lifetime,
















(a) Elements of area sub-structure.
Element 3 (Aggregated)











(b) Elements of event sub-structure.
Figure 4.5: Exemplary aggregation of sub-structure elements.
1E.g., a circle is defined by its center (as latitude and longitude) and radius.
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4.5.1.2 Distribution of Safety Information
In order to maintain the safety information structure, vehicles exchange informa-
tion. The messages address all vehicles in the geographical target area associated
with the event. However, as mentioned before, each receiver individually decides
whether to redistribute the information or not. The safety information manager in
each vehicle controls the communication: It receives all safety messages, creates
or aggregates elements in the safety information structure and decides whether to
transmit or redistribute information. Furthermore, it maintains timers and removes
outdated elements from the safety information structure. In addition, it provides the
interfaces to required local information or the one-hop neighbor list of the network
layer, as shown in Figure 4.6.
























Figure 4.6: Safety information manager.
In principle, vehicles exchange information by means of single-hop broadcast
messages. A vehicle issues a message if the safety information manager receives
an appropriate local event by the car sensors and updates the information structure
accordingly. On reception of a safety message, the safety manager in the receiv-
ing vehicle updates the information structure that in turn triggers a procedure for
information aggregation and the generation of a new safety message if needed. As
a result, the safety message is distributed via multiple wireless hops. The distribu-
tion of the information is geographically scoped: Every receiver checks whether it
is located inside the target area in order to decide whether to accept and forward
or to drop the message. In the basic version, the message is forwarded when the
receiver is located inside the target area while extensions check whether the re-
ceiver has further neighboring vehicles located inside the target area. In case no
such neighbor(s) exist(s), no further message is issued.
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4.5.2 TERGF Definitions and Description
This section presents the basic TERGF algorithm for the efficient, reliable and
aggregated distribution of safety information in a geographical target area over
time, i.e., considering the fluctuation of vehicles in the target area. The following
section first defines reliability, as required for the distribution of safety information
in VANETs.
4.5.2.1 Reliability Definitions for Broadcast and Flooding
Reliability means that a message transfer to one or more receivers is guaranteed.
However, different definitions exists for reliability of broadcast message transfer.
This section first defines simple reliable flooding (SRF), as follows:
Definition 1: Simple Reliable Flooding.
A message is reliably transmitted if every node receives the information at
least once.
The following definition of simple reliable geographical flooding (SRGF) ex-
tends the previous SRF definition by a spatial component:
Definition 2: Simple Reliable Geographical Flooding.
A message is reliably transmitted if every node located inside the geographi-
cal target area receives the information at least once after the message has
been initially distributed.
Finally, the following definition of time-extended reliable geographical flood-
ing (TERGF) additionally considers a temporal component:
Definition 3: Time-Extended Reliable Geographical Flooding.
An information2 is reliably distributed if every node located inside the geo-
graphical target area within a duration of time T = t2 − t1 receives the in-
formation at least once. The timestamp t1 represents the point of time when
the safety event occurs, and timestamp t2 defines the point of time when the
safety event expires. Consequently, T refers to the lifetime of the event.
Note that the time-extended reliable geographical flooding definition three ex-
plicitly includes the information of vehicles that enter at a later point in time, i.e.,
after the safety message has been initially distributed.
While reliability according to definition one and two can be achieved by exist-
ing algorithms, as surveyed in Section 4.3, the TERGF algorithm focuses on the
latter definition of reliability.
2It is worth noting that the definition of TERGF focuses on the distribution of information rather
than the packet / message-based definitions of SRF and SRGF.
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4.5.2.2 TERGF Algorithm Description
The algorithm works as follows: A vehicle (originator) that wishes to broadcast a
message creates a list of its single-hop neighbors that are located inside the geo-
graphical target area. It adds this list and the coordinates of the target area to the
message and broadcasts it. Furthermore, the originator maintains a confirmation
list. It adds the neighbors included in the message to the confirmation list and starts
two timers: One timer for the lifetime of the event Te and another re-transmission
timer Trt.
A vehicle (forwarder 1) that receives the message and has the safety event
already registered in its safety information structure replies an explicit acknowl-
edgment (ack). Another vehicle (forwarder 2) that has not yet registered the safety
event in its safety information structure executes the following procedure: It cre-
ates the entry in the safety information structure and compares the list of neighbors
in the message with its local neighbor list. In case forwarder 2 has more neighbors
than the neighbor list included in the message (i.e., excluding its own address), it
generates a new message, adds its own single-hop neighbor list and broadcasts the
message. This message, however, can be different from the previous.
If the originator receives (i.e., overhears) a message from one of its neigh-
bors with the same ID and geographical area, it interprets this message as implicit
acknowledgment and marks the correct reception by this vehicle in its confirma-
tion list. In case the retransmission timer expires before the originator receives
an implicit or explicit acknowledgment, the message is rebroadcast. The maxi-
mum number of rebroadcasts is limited by the lifetime of the event or a maximum
retransmission counter.
The algorithm explicitly covers the case when a new vehicle enters the target
area and the transmission range of an informed vehicle. Upon a new neighbor
event of a vehicle that is not yet registered as informed in the safety information
structure, the safety information manager re-generates the respective message and
redistributes the safety information based on the algorithm as explained before.
Figure 4.7 illustrates the basic algorithm for reliable distribution of safety mes-
sages. Vehicles are drawn by circles, and solid lines indicate single-hop connectiv-
ity between vehicles. In the example, the originator A distributes a safety informa-
tion via the (geo-)broadcast message (1) which includes the addressed neighbors B,
C and D. Vehicle E drops the message since it is located outside the target area and
not addressed in the header. The potential forwarders C and D do not redistribute
the information because there are no further (i.e., additional) neighbors in the tar-
get area. Therefore, vehicles C and D reply an explicit acknowledgment (ack) to
originator A. Since vehicle B is aware of a further neighbor, namely vehicle F, it
generates message (2) and again includes the list of its current, single-hop neigh-
bors. When vehicle A overhears message (2), it interprets the message as a passive
(i.e., implicit) acknowledgment and marks the respective entry in its confirmation
list.

















Message (1) incl. [B,C,D]
Message (2) incl. [A,B,C]
Figure 4.7: Basic algorithm for reliable distribution of safety information.
4.5.3 TERGF Extensions
4.5.3.1 Append Option for Neighbor List
Using the append option for the neighbor list, a forwarding vehicle appends those
of its single-hop neighbors to the neighbor list in the message that are not yet
included. This is in contrast to the basic algorithm where the single-hop neighbors
of the forwarding vehicle replaces the neighbor list in the message.
The benefit of this option is that the vehicles in the target area have a more
accurate view on the informed vehicles inside the target area. If vehicles move
within the target area, a redistribution of messages to already informed vehicles
can be avoided. However, as a tradeoff, the increased accuracy comes at the cost
of increased message sizes.
4.5.3.2 Backoff Timer for Redistribution of Safety Information
This extension introduces a timer before redistributing information. Thus, it im-
proves efficiency by avoiding duplicate messages when two or more forwarders
have the same further neighbor in common. Figure 4.8 illustrates this scenario.
The potential forwarders B and C receive a safety message from vehicle A. In
the basic version, both forwarders would rebroadcast the information in order to in-
form the further neighbor, namely vehicle D. However, this results in a duplication
of the broadcast message about. In order to optimize the forwarding of information












Figure 4.8: Extended TERGF algorithm: Backoff timer.
in this scenario, a single forwarder is selected by means of a (small) contention
timer: All forwarders initiate a contention timer before forwarding the message.
The initialization either might be random or e.g., according to the position in the
target area. The vehicle with the shortest timer, i.e., vehicle B in the example, for-
wards the information. Vehicle C overhears this message and compares it with its
entries in its safety information structure and its local neighbor list. Vehicle C real-
izes that the information is relayed to common neighbor vehicle D. Consequently,
it suppresses the message and resets the contention timer. Since vehicle C does not
forward the information, it replies with an explicit acknowledgment to vehicle A.
4.6 Simulative Evaluation
This section presents the simulative evaluation of the TERGF algorithm for the dis-
tribution of information in a geographical target area over time, including a com-
parison to standard GeoBC. It comprises a description of the simulation scenario
and environment, as well as the definition of the metrics topological change rate
(TCR), information distribution ratio and redundant packet repetition ratio. The
final subsection explains the simulation results for a typical scenario in detail.
4.6.1 Scenario and Simulation Environment
The study uses the network simulator ns-2 [132] and considers moving vehicles on
a highway, according to the validated movement patterns of [45, 80]. Again, the
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highway scenario is chosen as the most dynamic and, thus, the most challenging
scenario. We believe that the algorithm can be adapted to city scenarios which is
part of the future work. These basic settings are similar to the previous simulations
of the vehicular transport protocol (VTP) in Chapter 3, using the same spatial dis-
tribution of vehicles and the same mobility behavior. The simulations focus on a
10 km stretch of unidirectional highway and consider different densities of vehi-
cles in scenarios that have different numbers of lanes in each direction and varying
numbers of vehicles per kilometer.
All vehicles are equipped with an IEEE 802.11b wireless radio interface that
covers a transmission range of 250 m. Vehicles that are located within each other’s
transmission range can communicate directly whereas communication between ve-
hicles outside of each other’s transmission range requires multi-hop forwarding of
packets. In order to evaluate the information distribution in a geographical target
area, each simulation run selects a vehicle as originator that determines the size
and position of the rectangular target area. This selection is arbitrary, but ensures
that the target area remains inside the boundaries of the overall simulation area.
The target area sizes in the simulation vary between 50 m and 2000 m and always
cover the complete street width.




Figure 4.9: Information distribution in a geographical target area in the highway
scenario.
The information distribution uses either TERGF or GeoBC. When the target
area size is smaller than the radio transmission range, a direct, single-hop broad-
cast reaches all the nodes inside the target area. In case the target area size is
larger than the radio transmission range, multi-hop forwarding is required. How-
ever, even multi-hop forwarding cannot guarantee to inform all nodes, e.g., due to
temporal network partitions that interrupt the connectivity to all nodes in the target
area. The target area might be in front or behind the originating vehicle, represent-
ing different safety applications, such as emergency vehicle approaching from the
back and the vehicles in front which will be affected next have to be warned or traf-
fic jam ahead and all vehicles behind the traffic jam should be warned, respectively.
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The vehicles move along the highway over time, resulting in frequent topol-
ogy changes and fluctuation of nodes in the target area. Similar to PBR [93], the
vehicles use beaconing to maintain the presence and position of their single-hop
neighbors. Since beacons include the geographical position of the sending vehicle,
the detection of vehicles that enter the target area uses beaconing. The beacon in-
terval is set to 0.3 s to achieve a high accuracy of neighbor information. The beacon
expiry interval at which a vehicle removes neighbor entries when no further beacon
has been received is 3.5 times the beacon interval. Furthermore, the transmission
time of beacons is randomly jittered to avoid collisions.
The simulation considers safety applications where the vehicle that senses the
hazard continues moving, such as extended brake light or icy road. In contrast
to safety applications where the vehicle stops (e.g., breakdown or traffic jam), the
scenario with ongoing movement represents a worst case for the information dis-
tribution since all informed vehicles might temporally leave the target area.
The simulations us a message size of 1000 Bytes, allowing to include safety-
relevant information, such as event target area related information or even alterna-
tive routes. The overall simulation time per run is restricted to 60 s by the given
movement patterns. The lifetime of a safety event is set to 30 s, to assure that
the network (e.g., neighbor tables) is established before initiating the information
distribution.
4.6.2 Metrics
This section defines the metrics for the simulative evaluation of information distri-
bution in a geographical target area.
Topological change rate. Topology change rate (TCR) describes the dynamics of
the vehicles and the resulting topological changes over time. The simula-
tions accumulate the average number of vehicles that leave and enter the
geographic target area versus the total number of nodes in the target area
over time.
Information distribution ratio. Information distribution ratio denotes the ratio of
informed vehicles over all vehicles in the geographic target area over time. A
vehicle is classified as informed when it receives a packet with a respective
safety information at least once. In contrast, all vehicles that are located in
the target area contribute to the total number of vehicles in the denominator
of the ratio. The simulation observes the information distribution ratio over
time. Thus, the fluctuation of vehicles is considered, but the ratio considers
only vehicles that are located inside the target area at the respective time
interval.
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Redundant packet repetition ratio. Redundant packet repetition ratio denotes the
average number of redundant packets over average number of total packets
in the geographical target over time. A packet is classified redundant when
it does not reach uninformed nodes (i.e., either it reaches only already in-
formed nodes or there are no neighbors within transmission range). Con-
sequently, a packet that reaches at least one uninformed node is classified
as required and contributes to the total number of messages, but not to the
redundant counter. Note that packet transmission is broadcast, and a sin-
gle transmission might reach multiple receivers. Thus, the transmission of a
packet on the wireless interface is considered for this metric.
4.6.3 Simulation Results
This section presents the simulation results for the distribution of safety informa-
tion in a geographical target area in a highway scenario.
At first, the simulations quantify the topological change rate (TCR) of vehicles
entering and leaving the target area for different target area sizes. Afterwards, the
section presents the simulation results for the metrics information distribution ratio
and total versus redundant packet retransmissions for GeoBC and TERGF, as well
as a comparison of both algorithms.
Due to space restrictions, the complete results for all vehicle densities and tar-
get area sizes cannot be shown in detail, but are available in Appendix B. This
section concentrates on a typical weekday traffic scenario with two lanes per di-
rection (lpd) and six nodes per kilometer (npkm). Furthermore, the simulations
consider safety applications that address vehicles in a target area behind the origi-
nator (i.e., opposite to the driving direction), such as hazard warnings or extended
brake lights, as well as applications that address vehicles in front of the origina-
tor, such as an emergency vehicle approaching. The results in this section focus
on scenarios with the target area behind the originator. The results related to the
target area in front of the originator are included in Appendix B. Finally, the results
assume that the originator continues moving, as explained in Section 4.6.1. All
simulation results are derived from the available 60 movement pattern samples per
scenario.
4.6.3.1 Topological Change Rate Simulation Results
This section presents the TCR results for two different target area sizes which rep-
resent the number of vehicles that leave and enter the geographic target area over
time, as defined in the metrics in Section 4.6.2. Figure 4.10 shows the TCR over
time for the target area lengths 50 m and 1000 m. These results utilize a sam-
pling interval of 0.5 s, as the highway movement patterns adjust the position of the
vehicles in discrete time steps of 0.5 s accordingly.
Figure 4.10(a) illustrates the TCR over time for a target area size of 50 m,
which fluctuates between 0.6 an 1.2. Note that in this scenario the TCR reaches






















































(b) Topological change rate for target
area length 1000 m.
Figure 4.10: Topological change rate for different target area sizes.
beyond one that is the number of vehicles entering and leaving the target area is
greater than the number of nodes inside the target area. This happens particularly
in scenarios with a small geographical target area since the overall number of nodes
inside the area is small. As an example, at time 16 s, there are only five vehicles
in the target area. In the subsequent interval, four vehicles enter and two vehicles
leave the target area. Consequently, the rate is six vehicles that enter and leave over
five vehicles that remain in the area, which results in a TCR of 1.2.
Figure 4.10(b) shows the TCR over time for a target area of 1000 m, which
fluctuates between 0.03 and 0.05. With the increase of the target area size, the
TCR significantly decreases because the total number of vehicles in the target area
increases. The average total number of vehicles is 0.6 in a target area of 50 m is
whereas it is 12 in a target area of 1000 m. Detailed information and graphs about
the average number and standard deviation of total vehicles for different target area
sizes are attached in Appendix B.
The TCR results of this section show that frequent fluctuations of vehicles in
the target area occur whereas the amplitude of the TCR depends on the target area
size and the associated total number of vehicles in the area. These results validate
the demand for a reliable distribution of information over time in VANETs in order
to inform vehicles that enter the target area after the initial issuing of the message.
The following sections present the simulation results for GeoBC and TERGF
information distribution respectively, before comparing both algorithms.
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4.6.3.2 Geo-Broadcast Simulation Results
This section presents the simulation results for the information distribution ratio
and total versus redundant packet rate for the GeoBC algorithm, according to the
specified scenario of 2 lpd, 6 npkm and the target area behind the originator.
The section categorizes the results in target area sizes smaller and greater than
the radio transmission range for both metrics, due to the effects of single-hop or
multi-hop distribution of messages in the target area, as the following example
indicates.
In case the target area is smaller than the radio range, the initial message by the
originator typically reaches all vehicles, and rebroadcasts by vehicles in the target
area are redundant.
In case the target area is greater than the radio range, even multi-hop forwarding
of messages might not reach all vehicles in the target area due to temporal network
partitioning. Consequently, GeoBC may not reach an information distribution ratio
of 100% in this scenario, even after the initial distribution of the message.
Information Distribution Ratio
The information distribution ratio collects the number of informed vehicles over
all vehicles in the target area, as defined in Section 4.6.2. This section presents
the information distribution rate over time and the cumulative distribution function
(CDF) for target area sizes smaller and greater the radio transmission range.
Target Area Size Smaller Than Radio Range
Figure 4.11 shows a sample of an information distribution ratio over time for a
target area size of 50 m, using GeoBC as the distribution algorithm. Note that the
figure intentionally depicts a single sample because the average information dis-
tribution ratio in this scenario modifies the shape of the curve to a linear decrease
due to varying durations when all nodes are informed in the different simulation
runs. In some specific samples, there is no vehicle in the target area at the be-
ginning whereas the majority of samples show a sharp decline of the information
distribution ratio, as illustrated, but with different durations.
In Figure 4.11, the original message reaches all vehicles in the target area (i.e.,
single-hop), and the information distribution ratio is 100% immediately after the
message transmission. At time 0.8 s, a new vehicle enters the target area. Since
GeoBC does not retransmit the message, the information distribution ratio drops
to 50%. At time 1.9 s, the information distribution ratio drops to zero since all
informed vehicles leave the target area. In GeoBC, the information cannot be kept
longer inside the target area than informed vehicles remain there.
The average time that the GeoBC algorithm is able to maintain an information
distribution ratio of 100% for a target area size of 50 m is 2 s.



























Figure 4.11: GeoBC information distribution ratio sample for target area length 50
m.
Furthermore, Figure 4.12 evaluates the simulation results of the information
distribution ratio in a cumulative distribution function (CDF). The CDF describes
a statistical distribution. The value in a CDF at each possible outcome represents
the probability of receiving exactly that outcome or a lower one.
In this section, the CDF is used to predict the maximal information distribu-
tion duration, i.e., that all vehicles (or a percentage of the vehicles) remain in-
formed. Therefore, the information distribution CDF accumulates the duration of
the samples when the information distribution ratio decreases below 100%. Thus,
the results should be interpreted as the time until the information is lost, i.e., not
all vehicles (or the percentage of vehicles) are informed anymore. When the CDF
reaches one, the information distribution ratio is zero, i.e., the information is not
anymore in the target area in all cases of the simulations.
For the target area size of 50 m, after two seconds, only in 2% of the samples
all vehicles are informed. The probability that all vehicles are informed for more
than four seconds is zero. With increasing target area size, the information periods
increase. For a target area size of 100 m, 10% of the samples keep all nodes in-
formed up to three seconds. The information distribution ratio drops below 100%
after 6 s. For a target area size if 250 m, the probability to keep all nodes informed
up to three seconds is 35%, and none of the samples can keep all nodes longer
informed than 8 s.
Summarizing, GeoBC is able to inform all vehicles that are in the target area
upon the transmission of the message via single-hop broadcast when the target area
is smaller than the radio transmission range. When further vehicles enter the target
area, the message is not rebroadcast. Thus, the entering vehicles are not informed,























Target area size: 100
Target area size: 250
Figure 4.12: CDF of the loss of GeoBC information distribution to all nodes for
different target area lengths below radio range.
and the information distribution ration decreases. When all informed vehicles leave
the information area, the information is completely lost, i.e., no vehicle is informed
anymore. Due to the high TCR for small target areas, the probability that all nodes
remain informed is below three seconds, depending on the actual target area size.
Target Area Size Greater Than Radio Range
In case the target area size exceeds the radio transmission range, multi-hop for-
warding (i.e., rebroadcasting) is required in order to reach all vehicles inside the
target area. Even with rebroadcasts, in some specific scenarios the information
cannot reach all the nodes, i.e., when the network is partitioned. Figure 4.13 shows
such an example for a target area size of 1000 m. Again, the figure represents a
single sample for illustration and explanation.
In Figure 4.13 the GeoBC message reaches only 75% of the vehicles inside the
target area due to a network partition. Even when connectivity resumes shortly af-
ter the message transmission, the additional vehicles are not informed because the
message is only issued once. With the fluctuation of vehicles in the target area, the
information decreases continuously as the vehicles leave the target area. After 21
s, all informed vehicles have left the target area, and the information distribution
ratio decreases to zero.
The average duration for which GeoBC is able to keep all vehicles inside a
geographical target area of 1000 m informed is 4 s.
Figure 4.14 shows the CDF of the GeoBC message distribution in a target area



























Figure 4.13: GeoBC information distribution ratio sample for target area length
1000 m.
of 1000 m. The CDF includes curves for the duration when 75% and 50% of the
vehicles in the target area are informed since the information of all (i.e. 100%)






















Information distribution ratio: 100%
Information distribution ratio: 75%
Information distribution ratio: 50%
Figure 4.14: CDF of the loss of GeoBC information distribution to different per-
centages of nodes for different target area lengths above radio range.
The probability that the GeoBC algorithm is able to inform all nodes (i.e.,
100% curve) in the target area of 1000 m decreases exponentially. After 5 s, only
14% of the samples can keep all vehicles informed. The fraction of samples de-
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creases to 3% after 10 s and at maximum 18 s the probability that all vehicles are
informed is zero.
The curve for an information distribution ratio of 75% shows that half of the
samples can keep three-quarters of the vehicles informed for up to 5 s. However,
after 15 s only in 2.5% of the samples 75% of the vehicles are still informed, and
the information is lost in all samples after 18 s, as well.
Finally, half of the vehicles are informed up to 10 s in 50% of the samples. Af-
ter 20 s, the fraction of samples with 50% of the vehicles informed is below 10%,
and half of the vehicles are not informed for up to 27 s.
Summarizing, for target area sizes greater than the radio transmission range,
multi-hop forwarding of messages is required to inform all vehicles in the target
area. However, not all vehicles inside the target area might be reached in case
the network is partitioned. The CDF shows that the fraction of samples that keep
all nodes informed decreases exponentially. For a target area size of 1000 m, all
vehicles are informed for 4 s on the average. Furthermore, the CDF evaluates the
information distribution ratio of 75% and 50% of the vehicles. The results show
that not even half of the vehicles in the target area can be informed for a lifetime
of 30 s of the event.
Redundant Packet Repetition Ratio
This section presents the results of total versus redundant message transmissions
in GeoBC. A message transmission is considered redundant when the message
does not reach and inform additional neighbors, according to the metric definition
in Section 4.6.2. Again, the results are presented according to target area sizes, i.e.,
smaller and greater than the radio transmission range.
Target Area Size Smaller Than Radio Range
This section compares the total number of packets and the redundant number of
packets for target area sizes smaller than the radio transmission range.
Figure 4.15 shows the average number of total versus the average number of
redundant GeoBC packets for a target area size of 50 m. GeoBC transmits on
the average 1.2 packets whereof 0.8 packets are redundant. Note that for a target
area size below radio transmission range it requires only a single packet to inform
all vehicles in the target area. The average number of required packets is even
below one because no message should be transmitted when the target area is empty.
Thus, for a target area size of 50 m, the average required number of packets is
0.4. Furthermore, all GeoBC packets are transmitted within the first evaluation
time interval. Consequently, vehicles entering after that distribution period are not
informed.
Figure 4.16 illustrates the number of total and redundant GeoBC packets sepa-
rately in order to show the standard deviation.



























Figure 4.15: GeoBC average number of total versus redundant packets for target





















(a) Average number and standard devia-






















(b) Average number and standard devia-
tion of redundant packets for target area
length 50 m.
Figure 4.16: Average number and standard deviation for total and redundant pack-
ets for different target area sizes below radio range.
Table 4.1 summarizes the average number of total and redundant packets and
provides the respective ratios. With increasing target area size (i.e., as long as the
target area size remains smaller than the radio range), the ratio of redundant over
total packets increases because there are more vehicles in the target area that re-
broadcast a packet. Note, that the ratio for 50 m and 100 m is similar, due to the
average small number of vehicles in the target area.
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TA Avg. redundant Avg. total Samples Ratio
50 m 0.77 1.22 60 0.630
100 m 1.23 1.97 60 0.627
250 m 2.97 3.97 60 0.748
Table 4.1: GeoBC: Redundant packet repetition ratio for different sizes of target
areas below radio range.
Summarizing, for target area sizes below the radio transmission range, the ini-
tial GeoBC message by the originator typically reaches all vehicles in the target
area. The average number of required messages is even below one because no
message is required when the target area is empty. In GeoBC, each vehicle re-
broadcasts each message once, resulting in redundant retransmissions. The ratio
of redundant over total message increase from 63% to 74,8% when increasing the
target area size from 50 m to 250 m, respectively. All retransmissions occur upon
the initial distribution of the message.
Target Area Size Greater Than Radio Range
This section compares the total number of GeoBC packets and the redundant































Figure 4.17: GeoBC average number of total versus redundant packets for target
area length 1000 m.
Figure 4.17 compares the total and redundant number of GeoBC packets for
a target area size of 1000 m. The total and required number of packets increase
disproportionally high because each rebroadcast along a straight road covers an ad-
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ditional section of the highway, according to the distance to the predecessor. Con-
sequently, several rebroadcasts reach new, additional neighbors whereas a more
advanced scheme could select a single, optimized forwarder that maximizes the
covered road segment and reduce the number of required messages. Furthermore,
the messages are distributed to several intervals, due to the multi-hop relaying of
messages in target areas that are greater than the radio transmission range.
Again, Figure 4.16 illustrates the number of total and redundant GeoBC pack-























(a) Average number and standard devia-
























(b) Average number and standard devia-
tion of redundant packets for target area
length of 1000 m.
Figure 4.18: Average number and standard deviation for total and redundant pack-
ets for different target area sizes above radio range.
Table 4.2 summarizes the average number of total and redundant messages and
calculates the respective ratios.
TA Avg. redundant Avg. packets Samples Ratio
500 m 2.60 6.85 60 0.380
1000 m 3.12 10.20 60 0.306
2000 m 3.50 13.28 60 0.263
Table 4.2: GeoBC: Redundant packet repetition ratio for different sizes of target
area above radio range.
For increasing target area sizes the ratio decreases since more vehicles are
present in greater target areas. This increases the probability that a rebroadcast
reaches an uninformed vehicle. As stated before, the radio transmission range of
each rebroadcast covers an additional segment of the road, according to the dis-
tance to the predecessor. Therefore, even each of two rebroadcasts of vehicles in
only a couple of meters distance might both reach uninformed nodes.
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Summarizing, this section evaluates the total and redundant messages of GeoBC
for target areas greater than the radio transmission range. The ratio of redundant
over total GeoBC messages decreases because the probability that a rebroadcast
reaches uniformed neighbors is high along a road segment. Consequently, the re-
quired number of GeoBC messages increases above average which can be avoided
by a more advanced scheme that selects a forwarder covering a maximal additional
area.
4.6.3.3 TERGF Simulation Results
This section evaluates the TERGF algorithm according to the same methodology
used for the GeoBC evaluation in the previous Section.
Information Distribution Ratio
Once more, the information distribution ratio evaluates the number of informed
vehicles over all vehicles in the target area, as defined in Section 4.6.2. This evalua-
tion uses the TERGF algorithm for information distribution. The results distinguish
between target area sizes greater and smaller than the radio transmission range and
show a sample of the information distribution ratio over time, as well as the CDF
for both scenarios.
Target Area Size Smaller Than Radio Range
For target area sizes smaller than the radio range, the initial message reaches all
vehicles inside the target area via single-hop broadcast, similar to GeoBC. In con-
trast, an informed vehicle that uses the TERGF algorithm generates a new message
when a new, not-informed vehicle enters the transmission range. Consequently,
the information is kept inside the target area as long as any informed node remains
inside the target area. Only in case all informed nodes leave the target area (i.e.,
the target area is temporally empty), the information is lost.
Figure 4.19 illustrates a typical sample for the information distribution via
TERGF in a target area of 50 m. Upon the initial message transmission of the
originator at time zero, all vehicles receive the information, and the information
distribution ratio is one. At time 0.8 s, a peak drop occurs in the curve because a
new node enters the target area. The information distribution ratio drops for the
time required to detect the new vehicle (i.e., until the vehicle announces its pres-
ence by a beacon) and the generation and transmission of the respective message.
When the vehicle that enters the target area receives the safety message, the infor-
mation distribution ration goes back to one. At time 2.1 s, all vehicles leave the
target area and, thus, the information distribution ratio drops to zero. Note that in
TERGF the information is only lost when all vehicles leave the target area, i.e.,
when the target area is temporally empty. Once the information ratio reaches zero,



























Figure 4.19: TERGF information distribution ratio sample for target area length 50
m.
it remains there because there is no informed node left that could generate a new
message for vehicles entering the target area.
In TERGF, the average interval in which all vehicles in a geographical target























Target area size: 100
Target area size: 250
Figure 4.20: CDF of the loss of TERGF information distribution to all nodes for
different target area lengths below radio range.
Figure 4.20 shows the CDF of the information distribution ratio to all vehicles
(i.e., probability to keep all nodes in the target area informed) for different target
area sizes below radio transmission range.
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For a target area size of 50 m, only 2% of the samples keep all vehicles in-
formed for more than 5 s. After 8 s, the information is lost in all samples.
In a target area of 100 m, 35% of the samples maintain a distribution ration of
one for longer than 5 s. After 10 s, 10% of the samples keep the information and
after 20 s the information is lost out of the target area in all samples.
For a target area size of 250 m, 83% of the samples maintain all vehicle in-
formed for more than 5 s and 32% of the samples keep the information for the
complete lifetime of the event, i.e., 30 s.
Summarizing, with increasing target area sizes up to the radio transmission
range, the probability to keep all nodes informed increases. The TERGF algorithm
keeps all nodes informed, including nodes entering the target area over time, until
all nodes leave the target area.
Target Area Size Greater Than Radio Range
This section evaluates the information distribution ratio of the TERGF algorithm



























Figure 4.21: TERGF information distribution ratio sample for target area length
1000 m.
Figure 4.21 shows a typical sample of the information distribution ratio for a
target area size of 1000 m. The initial safety message by the originator reaches
only 75% of the vehicles in the target area, due to a network partition. At time 1.5
s, full network connectivity resumes in the target area because of vehicular move-
ment. When connectivity resumes, the TERGF algorithm on the informed vehicles
generates a new message and informs the previously not informed vehicles, result-
ing in a information distribution ratio of 100%. The graph shows four drops when
new vehicles enter the area. Similar to the TERGF results in small target areas,
these drops indicate the information of vehicles entering the target area. At time
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28.5, further vehicles enter the target area, which cannot be reached, again, due to
a network partition. However, TERGF keeps the information in the target area over
the lifetime of the safety event.
In TERGF, the average time that all vehicles in a geographical target area size





















Information distribution ratio: 100%
Information distribution ratio: 75%
Information distribution ratio: 50%
Figure 4.22: CDF of the loss of TERGF information distribution to different per-
centages of nodes for different target area lengths above radio range.
Figure 4.22 shows the CDF of the information distribution in TERGF for target
area sizes greater than the radio transmission range. The figure shows the CDF of
information distribution ratios of 100%, 75% and 50%, due to the temporal net-
work partitions in large target areas. TERGF cannot inform all vehicles inside the
target area without full connectivity. Consequently, the results include the evalua-
tion of the information of three-quarters and half of the nodes.
21% of the samples keep all nodes informed over the 30 s lifetime of the safety
event. In comparison, in 31% of the samples 75% of the nodes remain informed
for more than 30 s and 41% of the samples keep half of the vehicles informed over
the lifetime.
Summarizing, TERGF provides reliability over time with a high probability
since the CDF does not reach one, i.e., the information is not lost out of the target
area for the 30 s lifetime of the event.
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Redundant Packet Repetition Ratio
This section presents the ratio of total versus the redundant packet transmissions,
using the TERGF algorithm. The simulations accumulate all packet transmissions
and consider a transmission redundant when no additional neighbor is reached, as
defined in Section 4.6.2. Once more, the results distinguish target area sizes smaller
and greater than the radio transmission range.
Target Area Size Smaller Than Radio Range
This section compares the total number of packets and the redundant number of




























Figure 4.23: TERGF average number of total versus redundant packets for target
area length 50 m.
Figure 4.23 shows the average number of total and redundant packets in TERGF
for a target area size of 50 m over time. The average number of total packets upon
the initial transmission is 0.45 without redundant retransmissions. The average
number of total packets is below one because TERGF does not transmit packets
when there is no other node in the target area. Furthermore, TERGF avoids redun-
dant packets since the initial packet reaches all vehicles inside the target area and
consequently, the vehicles in the target area do not rebroadcast the packet.
Between 0.7 s and 0.8 s, Figure 4.23 shows rebroadcasts when new vehicles
enter the target area. These rebroadcasts might include redundant retransmissions.
Though each vehicle initiates a backoff-timer upon detection of a new neighbor,
several informed vehicles may generate a message to inform the newcomer in par-
allel when the differences between timer offsets are too small. However, the ratio
of the average number of these redundant packets is with 0.03 extremely small.
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The standard deviation, which is approximately 0.5 for the total packets upon
the initial transmission and 0.02 for total and redundant rebroadcast over time, is
omitted in this Figure for better readability. The illustration of the standard devia-
tion is included in Appendix B.
Table 4.3 summarizes the average number of total and redundant packets in
TERGF for target area sizes smaller than the radio transmission range and calcu-
lates the respective ratio. The number of redundant packets and the ratio is ex-
tremely small because redundant transmissions only occur when the difference be-
tween timer offsets to inform vehicles entering the target area is too small, and thus
two nodes simultaneously generate and transmit a packet to inform the newcomer.
With increasing target area size, the ratio decreases since the number of total and
required packets increases whereas the average number of redundant packets on
the boundary of the target area remains stable.
TA Avg. redundant Avg. total Samples Ratio
50 m 0.03 0.50 60 0.067
100 m 0.03 1.12 60 0.030
250 m 0.03 2.12 60 0.016
Table 4.3: TERGF: Redundant packet repetition ratio for different sizes of target
areas below radio range.
Summarizing, TERGF reduces the average number of total and required pack-
ets, as well as the average number of redundant packets, while keeping the in-
formation in the target area over time. Besides the initial distribution of safety
information, TERGF nodes generate and retransmit information to nodes entering
the target area over time.
Target Area Size Greater Than Radio Range
Finally, this section compares the total number of packets and the redundant
number of packets in TERGF for target area sizes greater than the radio transmis-
sion range.
Figure 4.24 shows the average number of total packets in TERGF for a target
area size of 1000 m over time. Redundant packets are not shown in the figure be-
cause there are no redundant packets in the simulation results of TERGF for large
target area sizes. After the initial distribution of a safety message by the originator,
the average number of total (i.e., required) packets is 2.8. Continuing along the
time axis, small amplitudes of total packets occur when new vehicles enter the tar-
get area and the informed nodes generate and transmit new safety packets. These
packets are required to keep all nodes informed, especially including newcomers.




























Figure 4.24: TERGF average number of total versus redundant packets for target
area length 1000 m.
Table 4.4 shows the average number of total packets in TERGF for different
target area sizes greater than the radio transmission range. It reveals that the num-
ber of redundant packets is indeed zero for these scenarios. Consequently, the ratio
of total over redundant packets is zero.
TA Avg. redundant Avg. packets Samples Ratio
500 m 0.000 4.48 60 0.000
1000 m 0.000 5.95 60 0.000
2000 m 0.000 8.18 60 0.000
Table 4.4: TERGF: Redundant packet repetition ratio for different sizes of target
areas above radio range.
Summarizing, TERGF achieves an significant increase in the distribution of
safety information in target area sizes greater than the radio transmission range
efficiently, i.e., without redundant retransmissions.
4.6.3.4 Comparison
This section explicitly compares the simulation results of GeoBC and TERGF. The
comparison considers the metrics information distribution ratio and total versus
redundant packet transmissions as evaluated separately in the previous sections.
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Information Distribution Ratio
The comparison of the GeoBC and TERGF information distribution ratio dis-
tinguishes once more between target area sizes smaller and greater than the radio
transmission range.
Target Area Size Smaller Than Radio Range
Figure 4.25 compares the GeoBC and TERGF information distribution ratio of





























Figure 4.25: Comparison of an information distribution ratio of one sample for
target area size of 50 m.
In GeoBC, the information distribution ratio decreases when further vehicles
enter the target area, as indicated by the decrease of the curve to 50% after 0.8 s.
At 1.9 s, the last vehicle informed by the initial message leaves the area and the
information distribution ratio drops to zero.
In contrast, TERGF keeps all vehicles informed as long as a vehicle remains in
the target area. The vehicle entering the target area at 0.8 s results only in a short
drop. This drop illustrates the time required to detect the new vehicle, generate and
transmit the safety message. The information distribution ratio in TERGF resumes
to one after the newcomer is informed and remains at this level until all vehicles
leave the area at time 2.1 s.
For a target area size of 50 m, TERGF improves the average time that all vehi-
cles in a target area remain informed by approximately 80%, compared to GeoBC.
Table 4.5 shows the absolute average values for different target area sizes below
radio transmission range.
Figure 4.26 compares the CDF of the GeoBC and TERGF information distri-
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TA GEOBC TERGF
50 m 1.48 s 2.24 s
100 m 1.94 s 5.69 s
250 m 2.65 s 17.44 s
Table 4.5: Average time that all vehicles remain informed for different target area
sizes below radio transmission range.
bution ratio, considering the durations that all vehicles remain informed for a target





























Figure 4.26: Comparison of CDF of a 100%information distribution for target area
size of 250 m.
In GeoBC, in 90% of the samples the information is lost after 5 s and it is lost
in all samples after 8 s. In contrast, in TERGF 18% of the samples keep the infor-
mation for up to 5 s, and 68% of the samples keep all nodes informed up to the 30
s lifetime of the event. Consequently, TERGF is able to keep all vehicles informed
longer than 30 s lifetime with a probability of 32%.
Summarizing, TERGF improves the information distribution ratio in target area
sizes smaller than the radio transmission range significantly. TERGF informs ve-
hicles entering the target area and it keeps the information, as long as an informed
nodes remains in the area.
Target Area Size Greater Than Radio Range
Figure 4.27 compares the GeoBC and TERGF information distribution ratio of
a single sample for the target area size of 1000 m.





























Figure 4.27: Comparison of the information distribution ratio of one sample for
target area size of 1000 m.
Upon the initial transmission of the safety message, the network is partitioned
which is typical for large target area sizes. Consequently, both algorithms inform
75% of the vehicles with the initial safety message. In GeoBC, the information
ratio decreases linearly with vehicles entering the target area. After 21 s, the in-
formation distributed with GeoBC is lost out of the target area. In contrast, the
TERGF algorithm informs all vehicles as soon as the network partition is over.
TERGF keeps all vehicles informed over time. When further vehicles enter the tar-
get area, the TERGF algorithm shows short drops, representing the time to detect
the vehicle, generate and transmit the respective message. Only when further vehi-
cles enter the target area and the network is partitioned, as at time 28.5 s, TERGF
can temporally not inform all vehicles in the target area.
Table 4.6 shows the average durations to keep all nodes informed in target area
sizes greater than the radio transmission range. For the target area size of 1000 m,
as illustrated in the sample above, the average duration to keep all nodes informed
improves by a factor 4.5 when using TERGF.
TA GEOBC TERGF
50 m 3.01 s 17.99 s
100 m 4.00 s 18.46 s
250 m 3.58 s 22.81 s
Table 4.6: Average time that all vehicles remain informed for different target area
sizes above radio transmission range.
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Figure 4.28 compares the CDF of information ratio to all vehicles in a target





























Figure 4.28: Comparison of the CDF of information distribution ratio to all vehi-
cles for a target area size of 1000 m.
In GeoBC, only 15% of the samples keep all nodes informed for more than 5
s, and after 15 s, the information is lost in all the samples. In comparison, TERGF
keeps all vehicles informed for more than 5 s in 40% of the cases, and after the
lifetime of 30 s still 21% of the samples keep all vehicles informed.
Summarizing, TERGF increases the probability of information distribution
significantly also for target area sizes greater than the radio transmission range.
TERGF keeps the information in the target area as long as vehicles remain in the
target area and these vehicles are fully connected. TERGF informs vehicles enter-
ing the target area, as well as when a network partition is over.
Redundant Packet Repetition Ratio
This section compares the ratio of total versus redundant packet transmissions
for GeoBC and TERGF, classified according to target area sizes smaller and greater
than the radio transmission range.
Target Area Size Smaller Than Radio Range
Table 4.7 compares the redundant packet repetition ratio of GeoBC and TERGF
for different target area sizes below radio range.
In comparison to GeoBC, TERGF decreases the ratio of total versus redundant
packets by approximately 90% on the average. Furthermore, TERGF reduces the
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TA GEOBC TERGF
50 m 0.630 0.067
100 m 0.627 0.030
250 m 0.748 0.016
Table 4.7: Comparison of a redundant packet repetition ratio for different sizes of
target areas below radio range.
number of total packets, e.g., for a target area of 50 m GeoBC needs 1.2 packets in
average whereas TERGF requires 0.45 packets on the average.
Target Area Size Greater Than Radio Range
Table 4.8 shows the redundant packet repetition ratio of GeoBC and TERGF for
different target area sizes above radio range.
TA GEOBC TERGF
500 m 0.380 0.000
1000 m 0.306 0.000
2000 m 0.263 0.000
Table 4.8: Comparison of a redundant packet repetition ratio for different sizes of
target areas below radio range.
TERGF provides efficient distribution of information in the target area, as no
redundant packet transmission is observed. Though rare redundant retransmissions
may occur when several vehicles detect the same vehicle entering the target area,
this ratio is negligibly small, as shown by the simulation results. Also, for large
target area sizes, TERGF reduces the number of total packets, e.g., for a target area
of 1000 m GeoBC needs 7.7 packets on the average whereas TERGF requires only
2.8 packets on the average.
4.7 Summary and Conclusions
One of the most important applications in vehicular ad hoc networks is traffic and
road safety, such as extended brake lights or emergency vehicle approaching. Traf-
fic safety applications demand for efficient and reliable distribution of safety infor-
mation since this information affects human life and health.
Typically, safety information is beneficial and valid within restricted geographi-
cal boundaries. Presently, there are schemes to address all vehicles in a geographi-
cal target area, termed GeoBroadcast (GeoBC). However, GeoBC does not provide
any means of reliability, and GeoBC causes a high network load due to retrans-
mission of each packet by every vehicle. Consequently, more advanced algorithms
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for the reliable and efficient distribution of safety information in a spatial area is
required.
Furthermore, the high degree of mobility in VANETs causes vehicles to fre-
quently enter and leave the target area. This high topological change rate (TCR)
further modifies the definition of reliability for VANETs: According to the lifetime
of a safety event, reliability in VANETs includes the distribution of safety informa-
tion to vehicles that enter the target area after the initial transmission of the safety
message.
Consequently, VANETs demand for efficient and reliable distribution of safety
information in a geographical target area over time, i.e., during the lifetime of a
safety event.
This chapter has proposed a time-extended reliable geographical flooding (TERGF)
algorithm. TERGF aims at efficient and reliable information distribution in a geo-
graphical target area over time. TERGF introduces a information management
component and information structures since TERGF focuses on distribution of in-
formation rather than on traditional packet-based reliability. TERGF avoids redun-
dant retransmissions by adding a list of single-hop neighbors that are located inside
the target area to the geographical addressing in the message header. Furthermore,
TERGF provides reliability in a single-hop scope by retransmissions, based on
passive acknowledgments. A sender maintains a confirmation list of its neigh-
bors. When the sender overhears the forwarding of the information by a successor,
it marks the respective node as confirmed. A timer schedules retransmissions of
unacknowledged packets in absence of acknowledgments. This passive acknowl-
edgment scheme scales since it is applied in the single-hop scope of a sender or
forwarder. Finally, each node maintains a list of single-hop neighbors (or accesses
the neighbor list of the routing layer) in order to detect and inform vehicles enter-
ing the target area, i.e., to provide reliability over time.
A simulative study with the ns-2 network simulator evaluates the performance
of the TERGF algorithm and compares it to GeoBC. The simulative study evaluates
the following metrics:
(i) The topological change rate (TCR) which describes the dynamic of vehicles
by accumulating the vehicles entering and leaving the target area over the total
number of vehicles remaining in the target area.
(ii) The information distribution ratio which denotes the number of informed
vehicles versus the total number of vehicles in the target area over time.
(iii) The total versus the redundant number of packets defines the redundant
packet repetition ratio.
The simulations are based on validated, realistic highway movement patterns
that are typical for weekday traffic on German highways. The simulations include
different traffic densities, such as different number of vehicles per kilometer or dif-
ferent number of lanes per direction. Each simulation run selects an originator in
the center of the overall area, such that the target area determined by the originator
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is completely located inside the overall simulation area. The geographical target
area might be in front or behind the originator, representing different safety appli-
cations. The originator continues driving, which represents a worst case scenario
because the information can leave the target area completely (i.e., all nodes might
temporally leave the target area).
The following paragraphs summarize the main simulation results.
The TCR simulation results are independent of the distribution algorithm, as
the TCR corresponds to the movement pattern. In small target areas, the TCR is
high whereas in large target areas the TCR is low. These results relate to the total
number of vehicles which increases with the target area size. However, the TCR
results show a frequent fluctuation of vehicles in the target area which proves the
demand for a reliable distribution scheme over time that efficiently copes with this
high dynamic.
The information distribution simulation results show that TERGF significantly
improves the duration during which vehicles in the target area remain informed
compared to GeoBC. As examples, in a small target area of 50 m, the average du-
ration to keep all vehicles inside the target area informed is 1.24 s and 2.24 s for
GeoBC and TERGF, respectively. For a large target area of 1000 m, the average
duration increases from 4 s to 18.46 s for GeoBC and TERGF respectively. While
GeoBC distributes a message once, TERGF keeps all connected nodes in a target
area informed, as long as there are any vehicles in the target area. Note that the
simulation results are based on a worst case scenario, such that the originator con-
tinuous driving. Assuming that the originator stops, e.g., due to a breakdown, there
is always a vehicle in the target area during the lifetime, and the TERGF results
would further improve.
The simulative study evaluates the efficiency of both algorithms by accumu-
lating the number of total and redundant packet transmissions. In GeoBC, a huge
amount of total and redundant packets occurs upon the initial transmission since
each vehicle in the target area rebroadcasts the message once. There are no trans-
missions over time since GeoBC does not retransmit messages to inform vehicles
entering the target area. In contrast, TERGF reduces the total and redundant packet
transmissions by 90% to 100% upon the initial information distribution since each
vehicle in the target area rebroadcast a packet only if it can reach and inform ad-
ditional vehicles in the target area. TERGF generates packets over time. These
rebroadcasts are required to inform vehicles entering the target area. In this situa-
tion, redundant packets may occur when several vehicles detect the same newcomer
and the packet generation offset cannot avoid both transmissions. However, these
redundant transmissions are negligibly small (i.e., below 1%).
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Summarizing, the simulation results show that the TERGF algorithm provides
efficient and reliable distribution of information in a geographically scoped target
area over time.
An initial implementation of the algorithm has already been done and is inte-
grated in the NoW vehicular test network. This implementation will be extended in
the future work, e.g., by implementing the enhancements of TERGF. TERGF will
be tested and further evaluated by real-world measurements in the framework of
the NoW project. A potential further development may integrate receiver centric
approaches where the receivers take the forwarding decision, taking into account
the effects of different beacon intervals.
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Field measurements in the protocol development of the NoW project, such
as [96], reveal a significant affect of radio characteristics on network and protocol
performance. Even in static and line-of-sight scenarios, the omnipresent environ-
mental motion causes e.g., topology changes due to signal strength fluctuations.
The following Chapter 5 evaluates and quantifies the effects of signal strength
fluctuations. First, the study quantifies IEEE 802.11b wireless LAN signal strength
fluctuations in field measurements. Second, the chapter develops a simple, but re-
alistic signal strength fluctuation model, as adapted from the measurement results.
Third, a simulative study uses the model to quantify the impact of signal strength
fluctuations on the ad hoc network performance and compares it to the impact of
mobility.
Chapter 5
The Impact of Radio Fluctuations
on Ad Hoc Network Performance
5.1 Introduction
The performance of a wireless ad hoc network primarily depends on its ability
to adapt to changes in the network topology. Node mobility is considered as the
main reason for topological changes in an ad hoc network. However, radio prop-
agation characteristics, such as signal strength fluctuations, significantly affect the
performance of an ad hoc network. Fluctuations in signal strength, which lead to
variations in the wireless transmission range, are caused by environmental factors,
e.g., obstacles or weather conditions. These signal strength fluctuations result in
network topology changes even when both transmitter and receiver are stationary.
Omnipresent environmental motion introduces temporal fading, as it can be easily
observed when performing field trials, e.g., as indicated in [96].
Node mobility is usually taken into account in ad hoc network performance
evaluation and protocol design by employing a mobility model or realistic move-
ment patterns. However, most of today’s ad hoc network simulation models con-
sider only idealized radio propagation scenarios with constant wireless transmis-
sion ranges. As a consequence, such a simulative analysis of ad hoc network per-
formance only reflects the protocol efficiency with respect to node mobility, but
neglect the impact of radio propagation characteristics.
We argue that the design of ad hoc network protocols should consider temporal
radio signal strength fluctuations in order to avoid performance degradation when
transferred to the real world, as shown by the following example:
Assume that a routing protocol is employed that makes use of hello messages
or beacons by which a node can learn about its direct neighbors. With strong tem-
poral transmission range fluctuations, it might happen that a sender beyond the
wireless transmission receives a hello message. However, due to fluctuations, the
link cannot be used for following data transmissions, and the node’s view on the
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network topology is inaccurate. In turn, this inaccurate view leads to wrong routing
decisions and to performance degradation.
Temporal fading can be studied at various scales: Radio engineers might study
fast fading at the µs-level, network-planning engineers might study slow fading or
cell breathing over hours or days. The ad hoc network protocol design requires
studying temporal fading at the scale of the size of packets and their inter-arrival
times.
This chapter evaluates and quantifies by means of simulations the impact of
signal strength fluctuations on the ad hoc network performance. The study focuses
on the metrics topological change rate (TCR) and link stability which directly in-
fluence the performance of the ad hoc network.
As a pre-requisite, the study measures the temporal signal strength fluctuations
during an IEEE 802.11b wireless LAN communication. The outdoor measure-
ments are conducted in a static line-of-sight environment, representing a best case
scenario. Based on the measurement results, the evaluation derives a simple, but
realistic signal power fluctuation model. Based on this model, a simulative study
evaluates the impact of pure node mobility, pure signal strength fluctuations and
the combination of mobility and radio fluctuations on the metrics TCR and link
stability.
5.2 Related Work
The complexity of wireless radio propagation in real-world environments chal-
lenges engineering for concrete applications [59], as well as modeling for research
purposes [97, 104]. [111, 128]. For example, the MobiHoc tutorial in 2003 [32]
expresses the need to incorporate advanced radio propagation models into simula-
tions of higher layer network protocols. However, so far only a small number of
simulation studies have addressed time-varying transmission ranges for studying
protocol performance in ad hoc networks, as addressed in this chapter.
A notable exception is given in [11] where the authors study from an algorith-
mic point of view a robust location-aware ad hoc routing protocol that tolerates up
to 40% of variation in the wireless transmission range. Still, most studies focus on
the unit-disc graph model [29], which assumes static links in a connected graph of
the network topology. In [111, 128] it is shown that non-deterministic radio prop-
agation models can have an impact on the performance of packet delivery rate or
end-to-end delay for specific protocols.
[11, 111, 128] study the effects of non-deterministic radio propagation models
on the performance of specific network protocols, such as position-based routing.
In contrast to the related work, this chapter does not focus on specific protocols, but
investigates the impact of radio fluctuations on protocol-independent metrics that
are closely related to the ad hoc network performance. Both, the related evaluations
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and the study of this chapter show that modeling of radio fluctuations is at least as
important as modeling of mobility when studying mobile ad hoc networks.
Many network simulation tools provide radio fluctuations models, but unfortu-
nately, this configuration is rarely used in ad hoc network simulations. The widely
used network simulator ns-2 [132] includes a shadowing model in order to model
fading effects in a log-normal scale. The wireless network simulator WIPPET [73]
includes modeling of radio propagation, mobility and multiple protocol layers. The
deployed radio propagation model considers fluctuations in space and time due to
environmental motion, and it includes activity of environmental objects.
The evaluation in this chapter builds on and extends the work in [107]. The
work in the paper analyzes the impact of node mobility on the topological change
rate, based on the random waypoint mobility model.
5.3 IEEE 802.11b Radio Fluctuation Measurements
In order to quantify IEEE 802.11b signal strength fluctuations, the wireless LAN
driver measures the radio signal strength of correctly received packets in an ongo-
ing data communication, as explained in detail in the remainder of this section.
The goal is to obtain a simple, but reasonable wireless radio fluctuation model,
such that the simulation results are not overestimating the impact of radio fluctu-
ations. Therefore, the experimental environment considers a best case scenario,
i.e., one with a low signal strength variance. Therefore, sender and receiver are
statically located in line-of-sight, without obstacles around.
This section describes the scenario, measurement setup and presents the results,
which provide the basis for the radio model in the following simulative study.
5.3.1 Measurement Scenario and Setup
The scenario consists of a transmitting and a receiving node that are equipped
with IEEE 802.11b wireless LAN cards. The nodes are placed statically in a dis-
tance of 250 m in an open field without obstacles closer than 150 m to the direct
communication path. Thus, the nodes have a clear line-of-sight during the whole
experiment, i.e., the direct communication path strongly dominates over any other
path, and the lowest level of fluctuation is expected to occur. Figure 5.1 illustrates
the measurement scenario.
The sender generates 18.000 UDP packets with an inter-packet delay of 20
ms. On the successful reception of a packet, the receiver requests the actual signal
strength for the current packet out of the Linux interface driver, using the socket
interfaces, as provided by the driver. Lost packets are not considered in the mea-
surements (the share of lost packets is negligible, i.e., below 1%).




Figure 5.1: IEEE 802.11b measurement scenario.
5.3.2 Measurement Results
Figure 5.2 presents a typical example of the resulting signal strength fluctuations
for received packets in the static scenario, as described above.
Figure 5.2(a) shows the signal strength samples in a dBm scale over time. Even
in the static line-of-sight scenario, the signal strength fluctuates between -80dBm
and -86dBm. Note that this fluctuation in the dBm domain represents almost a
doubling of the received signal strength when translated to the decimal scale.
Figure 5.2(b) represents the histogram of the received signal strength. The
radio fluctuation model is based on the distribution of the number of occurrences
in the measured histogram, as explained in the following section.
5.4 Radio Fluctuation Model
The radio fluctuation model assumes that the distribution of received signal strength
represents a normal distribution in the dBm domain, following the basic shape of
the measurement result graph. A least squares fit algorithm determines the corre-
sponding parameters. Furthermore, the distribution of the signal strength variances
between consecutive samples provides the temporal dependency of the measured
fluctuations. This temporal dependency is modeled as a first-order Gauss-Markov
process, as given in Equation (5.1). The α-value in the formula reflects the tempo-
ral dependency. It is determined from the measurements via numerical approxima-
tion to be α = 0.5.
r0 ≈ N(0, 1)
ri+1 = α ∗ ri +
√
(1− α2) ∗ e (5.1)
with e ≈ N(0, 1)
Note that the temporal dependency between subsequent samples is of critical
importance since the TCR and the link stability are highly depending on it, as
shown in Section 5.5.
In the model, the sender transmits with varying power in order to calculate
the direct impact of signal strength fluctuations on the radio transmission range.





































Signal strength [dBm] (b)
Figure 5.2: IEEE 802.11b WLAN signal strength field measurements
(a) Measured samples over time (b) Histogram of measured signal strengths.
The model employs a coverage area, as in the classical unit-disk graph model [29],
which is determined by a circle around the sender. In contrast to the static unit-disc
graph approach, the radius of the circle changes over time. The radio cell breathes.
Note that the approach of fluctuating sending power is valid for this model because
with a static sender and only one receiver spatial dependencies are not considered.
In order to obtain the appropriate signal amplitudes at the sender, as well as the
conversion between signal strength and radio transmission range, the model uses
the free space propagation model, as shown in Equation (5.2). Although there are
more accurate propagation models, this simple and optimistic model is appropriate
for the evaluated scenario.
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Sr and St represent the receiving and transmission power in dBW, respectively.
The antenna gains Gr and Gt (in dBi) are set to one. The wavelength λ = 0.125
m derives from the deployed 802.11b frequency and the distance is set to 250 m.
As a result, the transmission power of the model follows a normal distribution with
N [1, 4.0852 ].
Finally, the model restricts the maximum signal strength variance to three times
the standard deviation, which assures that 99.73% of the sampling values are lo-
cated within the minimum/maximum borders, according to the 3σ-rule [56]. This
minimum and maximum approximately correspond to the borders obtained from
the field trial results.
Summarizing, Figure 5.3 illustrates the signal strength fluctuation model. Fig-
ure 5.3(a) presents samples over time whereas Figure 5.3(b) shows the histogram












































Signal strength [dBm] (b)
Figure 5.3: Signal strength fluctuation model
(a) Modeled samples over time (b) Histogram of the modeled signal strengths.
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Signal power, reception thresholds and radio propagation laws determine the
maximum distance at which a data packet can be properly received. The minimal
and maximal values of the signal strength deviation define a minimum radius r′
and a maximum radius r′′, as depicted in Figure 5.4. This defines the border of a
wireless cell in the model. According to the fluctuation model above, as derived
from the measurements, the signal strength variations cause transmission radius
changes between r′ = 50 m and r′′ = 790 m. The average transmission radius is rav
= 200 m. Note that the range distribution is not symmetric due to the logarithmic
scale in the signal strength fluctuations.
The model assumes the following characteristics in the spatial domain:
• Devices within a distance d to the node less than the minimum transmission
range r′ (i.e., d ≤ r′) are able to communicate perfectly (i.e., without packet
losses).
• Devices within a distance d to the node greater than the maximum transmis-
sion range r′′ (i.e., d > r′′) are not able to communicate at all.
• Between the minimum r′ and the maximum r′′ the radius varies over time
according to the fluctuation model. Therefore, devices within a distance d
between r′ and r′′ (i.e., r′ < d ≤ r′′) may or may not be able to communicate




Figure 5.4: Transmission range variations.
The model assumes equal transmission ranges for transmitter and receiver at
a time, according to the assumption that the radio channel between two nodes is
reciprocal. Unidirectional communication capabilities in the model and in the line-
of-sight scenario result in bi-directional channels when we neglect interferences.
When a node is in communication range of its peer, the reverse path exists as
well due to the same sending power of the interfaces and equal environmental
conditions.
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5.5 Simulative Evaluation
This section defines the performance metrics TCR and link stability as protocol in-
dependent measures of the ad hoc network performance. Furthermore, it describes
the simulation scenario and presents the simulation results.
The simulation evaluates the effects of pure mobility, pure signal strength fluc-
tuations and compares the impact of both parameters in a scenario that considers
the combination of mobility and radio fluctuations.
5.5.1 Performance Metrics
This study focuses on the metrics: Topological Change Rate (TCR) and link sta-
bility because both metrics correlate with the ad hoc network performance. Both
metrics are used to characterize the network dynamics in [17, 32].
Since both metrics are built on the notion of a link, the concept of a link must
be translated to the wireless networking environment: While in wired networking
a link usually is either on or off, a wireless link can differ in its quality to transmit
a signal. Therefore, the wireless environment requires a definition when a link is
to be considered on or off.
In the simulations, the communication capability is checked every 20 ms. A
link state change at every check (i.e., with every received or lost packet) results
in an unreasonable ping-pong behavior. In order to avoid these frequent link state
changes, the simulation applies the following link state management scheme:
When the link state is connected, it requires 25 consecutive checks with the re-
sult not connected before changing the state to off. This represents 500 ms without
being able to communicate. In the other case when changing from not connected
to connected, it requires three successfully received packets within the 500 ms pe-
riod in order to avoid an inaccurate network view due to a single received packet.
This hysteresis avoids fluctuations due to single or small number of lost packets,
as experienced in the measurements in static scenarios.
The TCR is the natural mobility and radio fluctuation metric because it reflects
per definition the number of link changes per time unit, as observed by a single
node.
Link stability represents the average link duration of a single link, again, as
observed by a single node.
5.5.2 Simulation Scenario and Environment
The following evaluation uses our own discrete event simulation tool, implemented
in C. The overall simulation area is circular with the radius R = 1000 m and con-
siders two nodes. Each node is equipped with a wireless radio interface. A fixed
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observer (Obs) is located in the center, while a mobile node (MN) is either posi-
tioned statically at various distances to the center or moving through the area based
on the Random Waypoint (RWP) movement pattern [14].
With the RWP model, a node selects the next waypoint, i.e., the next desti-
nation, by sampling from a uniform distribution over the system area. The node
moves with constant speed to this waypoint. It might pause there before iterating





Figure 5.5: RWP movement pattern.
Recent studies of RWP have shown some unexpected behavior, e.g., with re-
spect to the spatial node distribution [13, 15] and the average velocity [140]. How-
ever, these results should not be interpreted in a way that RWP as a mobility model
is invalid, but show the importance of proper use. In the simulative evaluation of
this chapter, the mobile node travels with a constant speed and does not pause at
the waypoints.
As mentioned before, the simulation checks every 20 ms whether connectiv-
ity between the MN and Obs exists. Therefore, the signal strength is converted
to the maximum distance at which a packet can still be properly received via the
free space propagation model. This maximum distance is compared to the actual
distance between MN and Obs.
In order to evaluate the effects of pure mobility, the signal strength and, thus,
the radio transmission range, is kept static while the MN moves according to the
RWP model shown in Figure 5.5. For the evaluation of pure signal strength fluc-
tuations, MN and Obs are statically placed at certain distances, as shown in Fig-
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ure 5.6. The combination of both parameters requires the combination of signal




Figure 5.6: Static simulation scenario.
5.5.3 Simulation Results
This section presents the simulation results, which evaluate and compare the impact
of pure mobility, pure signal strength and the combination of both on the network
performance metrics TCR and link stability.
5.5.3.1 Topological Change Rate Analysis
The TCR reflects the number of link changes per time unit. In order to compare
the effects of mobility and radio fluctuations, this section structures the results
according to the methodology above.
Impact of Pure Mobility on the TCR. The simulation results depicted in Fig-
ure 5.7 illustrate the impact of pure node mobility on the performance metric TCR.
Within this scenario, the observer is located statically in the center, while the MN
moves in the simulation area according to the RWP mobility pattern. The wire-
less transmission radius r (i.e., the sending signal power) remains constant for each
simulation run. The ratio r/R shows the effects of mobility for different constant
radio coverage areas in relation to the overall simulation area. The velocity in this
simulation is 1 m/s reflecting a scenario of pedestrian motion. We have chosen
the scenario with slow moving nodes with respect to the previous measurements.
Such a scenario allows a more accurate modeling since side effects due to high
mobility can be neglected. However, the model is extensionable to highly dynamic
environments, such as vehicular networks. In this scenario, the maximum TCR of
0.001/min is reached for the ratio r/R = 0.65.
The TCR depends linearly on the speed, i.e., different velocities result in mod-
ified amplitude. The results, originally presented in [107], show the impact of
























Figure 5.7: Impact of pure mobility on the TCR for constant transmission radius
and velocity 1 m/s.
node mobility on the TCR and provide the basis of comparison for the following
evaluation of mobility and radio fluctuations.
Impact of Pure Signal Strength Fluctuation on the TCR. In order to evaluate
the impact of pure signal strength fluctuations, the MN is positioned statically for
each simulation run in one meter steps along the x-axis for the distances 0 < d ≤
800. There is a significant impact on the TCR for certain distances close to the edge
of the communication range where the ability of communication is highly affected
by fluctuations. Figure 5.8 illustrates the TCR over distance for pure signal strength
fluctuations.
The consideration of the deployed link state management scheme causes the
maximum TCR to occur at a distance of 360 m when a node receives 10.05% of
the packets. At this point, the small percentage of received packets along the whole
simulation is distributed in the way that causes the link management scheme to
detect the highest number of link changes; the maximum TCR reaches 0.78/min.
Impact of Mobility and Signal Strength Fluctuations on the TCR. The pre-
vious sections have evaluated node mobility and signal strength fluctuations sep-
arately to show the impact of both parameters on the link individually. A direct
comparison of the individual impact was not possible due to the different settings
in the scenarios. In order to provide a comparative evaluation of the TCR metric,


























Figure 5.8: Impact of pure signal strength fluctuations on TCR for static nodes at
various distances.
the following scenario combines node mobility and signal power fluctuations. The
observer node is positioned statically in the center while the mobile node moves
according to the random waypoint mobility model.
Figure 5.9 presents the TCR over varying signal power deviation for combined
mobility and signal strength fluctuations for two different velocities. A standard
deviation of σ = 0 reflects the TCR for constant transmission power. With increas-
ing standard transmission power deviation, the TCR increments exponentially due
to the growing influence of signal strength fluctuation. The speed determines the
gradient for small standard deviation but the effect of velocity is insignificant when
the deviation increases, as indicated by v = 1 m/s and v = 10 m/s. Again the sce-
narios of slow moving nodes are chosen on purpose in order to avoid side effects
of high dynamic networks. Still the model can be extended to such scenarios.
Figure 5.10 examines the same scenario from a different perspective. It shows
the TCR over velocity for the standard deviation σ=4.085, as obtained from the
field trial. The figure includes the results of constant signal strength for compari-
son, which reflects the effects of pure mobility with constant transmission radius.
The latter graph visualizes the linear dependency of TCR and velocity for con-
stant signal power. The difference between the graphs indicates the TCR increase
caused by wireless signal strength fluctuations. The slope is almost zero, which
illustrates the low impact of the velocity when considering fluctuations. Note that
when fluctuations and movement are considered, the crucial factor is the overall
time in which the MN is located in the fluctuation area (i.e., between r′ and r′′).
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Figure 5.10: Impact of mobility and fluctuations on the TCR over speed for a
standard transmission power deviation 4.085 dBm.
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This time is approximately the same for slow and fast nodes since fast nodes visit
the area for a shorter time but more frequently, while slow moving nodes visit the
areas for a longer time but less frequently.
5.5.3.2 Link Stability Analysis
This section presents the impact of pure node mobility, pure transmission radius
fluctuations and the combination of both on the network performance metric link
stability in the scenario as described above.
The following evaluation focuses on the average link stability since the accu-
mulated overall link duration is equal for slow and fast nodes. As mentioned at the
end of the previous section, slow nodes enter less often the link state connected,
but the duration per state is longer compared to fast moving nodes, which show the
opposite behavior. This results in equal overall link duration.
Impact of Pure Mobility on Link Stability. Figure 5.11 illustrates the effects
of pure mobility on the link stability metric for a constant transmission range (i.e.,
constant signal strength) over the ratio r/R, i.e., the wireless transmission radius in
relation to the overall area. As in the TCR evaluation of pure mobility effects, the
observer is located statically in the center while the MN moves around in the sim-
ulation area according to the RWP mobility model. Both nodes send with constant































Figure 5.11: Impact of pure mobility on link stability for constant transmission
radius.
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The increase of the r/R ratio in Figure 5.11 improves the link stability because a
larger radio coverage area enhances the probability to be in the link state connected,
which affects the link stability positively. Naturally, the slope is more significant
for slow moving nodes, as shown in the curve for the speed 1 m/s because slow
nodes remain within communication distance for a longer time interval.
Impact of Pure Signal Strength Fluctuation on Link Stability. The evaluation
of the impact of pure signal strength fluctuation on link stability requires, once
more, static positioning of the communication peers in different distances.
Figure 5.12 shows the performance of link stability over increasing distances
between the two static nodes. While for a constant transmission radius, the nodes
would be able to communicate up to the distance equal to the transmission radius
and there would be no communication beyond this point, the link stability for vary-



























Figure 5.12: Impact of pure fluctuations on link stability for pure signal strength
fluctuations with static nodes.
Up to a distance of approximately 160 m, there is only one long connected state
with exponentially decreasing link duration. When reaching the distance d = 163
m, several connected link states occur during a simulation run, which results in the
drop of the average link stability below 50%, as visible in the Figure. Finally, the
graph finds back to the exponential decrease beyond d = 170 m when a difference
in the number of connected states is not so significant.
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Impact of Mobility and Signal Strength Fluctuations on Link Stability. The
following comparative evaluation of node mobility and signal strength fluctuations
and their impact on the link stability metric assumes, once more, the static observer
in the center, while the MN moves within the simulation area according to the RWP
movement pattern.
The combined impact of mobility and fluctuations on the link stability metric
over different standard deviations is shown in Figure 5.13 for two different veloc-
ities. In contrast to the TCR evaluation, the link stability decreases exponentially
when increasing standard transmission power deviation, representing the impact of
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Figure 5.13: Link stability over standard signal power deviation for 1 m/s velocity.
Finally, Figure 5.14 illustrates link stability over speed for standard deviation
σ=4.085. Similar to the TCR, link stability is not affected by velocity. Again,
the reason for the independence is that the accumulated period of time in which
the MN moves through the fluctuation area is equal for slow and fast nodes, as
explained before.

























Figure 5.14: Link stability over velocity for standard signal strength deviation
4.085 dBm.
5.6 Summary and Conclusions
Radio fluctuations affect the performance of ad hoc networks, in addition to node
mobility. Our evaluation quantifies the amount of radio fluctuations in a static line-
of-sight scenario via IEEE 802.11b field trial measurements. The measurement
results prove that even in this best case scenario, significant fluctuations occur due
to omnipresent environmental effects.
Based on the measurement results, the analysis derives a simple, but realistic
model for radio fluctuations. A normal distribution in the dBm domain models the
distribution of radio fluctuations and a Gauss-Markov process models the temporal
dependency of consecutive samples. The model adapts to real world conditions
through least square parameter fitting, according to the results of the field mea-
surements.
Since the concept of a link does not readily take over for the wireless domain,
the simulation model uses a heuristic to check whether a link is available or not.
This heuristic avoids ping-pong effects in the link state by requiring a pre-defined
number of received or lost packets to change the link state in the simulation.
As the main contribution, the simulations evaluate the ad hoc network perfor-
mance metrics topological change rate (TCR) and link stability. The TCR reflects
the number of link changes over time, and link stability represents the average link
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duration. Both metrics directly impact the ad hoc network performance.
The simulations evaluate and compare the effects of pure node mobility and
the effects of pure signal strength fluctuations of a wireless channel, as well as the
combination of node mobility and signal strength fluctuations.
The simulation results indicate that signal strength fluctuations have a signif-
icant impact on the ad hoc network performance in addition to node mobility.
Therefore, temporal signal power fluctuations due to radio propagation laws have
to be taken into account in ad hoc simulation models and in the design of robust
ad hoc network protocols. As an example, a robust network protocol may not use
a potential forwarding node upon reception of a single beacon when this forwarder
is located close to the radio transmission border.
As future work, further radio effects will be evaluated in different environ-
ments. As with mobility, there is a quest for a model that is simple enough to be
computed but realistic enough to trust the results. Furthermore, the effects of sig-
nal strength fluctuations and radio characteristics on ad hoc routing and transport




The thesis has studied different aspects of transport and network layer performance
in single-hop and multi-hop wireless networks, such as:
• Handover latency measurements, TCP and UDP performance in presence of
Mobile IPv6 and Fast Mobile IPv6 handovers.
• Design and evaluation of a point-to-point transport protocol that is tailored
to highway scenarios in vehicular ad hoc networks.
• Design and evaluation of an algorithm for the reliable and efficient distribu-
tion of safety information in a geographically limited target area over time
(i.e., during the lifetime of a safety event).
• Evaluation of signal strength fluctuations on the impact of ad hoc network
performance.
Chapter 2 evaluated handover performance in an integrated, mobility-enabled
IPv6 environment, including Quality of Service (QoS), Authentication, Authoriza-
tion, Accounting and Charging (AAAC).
First, the study provided results, as obtained from measurements in an inte-
grated test network, on standard and fast handovers in Mobile IPv6. The fast
handover implementation provides interruptionless Ethernet-WLAN handover and
in average 0.23 ms handover latency for WLAN-WLAN intra-technology hand-
over, assuming a pre-established security association between the access routers
and ideal QoS and AAAC attendants. Furthermore, the fast handover latency is
independent of round trip time between MN and HA or the router advertisement
interval. In comparison, both network characteristics significantly affect the hand-
over latency of standard Mobile IPv6 handover, which in contrast to fast handover
is between 500 ms and 1500 ms.
Based on the handover latency results, the second part of the study measures
UDP and TCP performance in presence of fast handovers in detail. The results
show that neither UDP nor TCP performance is affected by fast handovers. Due
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to the extremely short handover latency, a single packet is lost in the worst case.
This single packet loss does not affect UDP performance, e.g., in real-time UDP
communications, the user cannot notice a single lost packet. The TCP version
NewReno, as used in the measurements, quickly repeats the lost packet via the
Fast Retransmission scheme without modifying its throughput or the congestion
window (i.e., TCP does not invoke a slow-start). Consequently, the fast handover
does not affect the TCP performance.
The transport performance evaluation results of this chapter prove that a fast
handover scheme is indispensable for the successful deployment of next genera-
tion All-IP networks. Furthermore, the results show that the traditional transport
protocols UDP and TCP are able to provide uninterrupted service without perfor-
mance degradation in the presence of fast handovers.
The future work continues the architecture design to integrate network con-
trolled handover initiation and enhance the security level. Network providers have
a strong interest to increase their control, e.g., in order to support load balancing or
for business models that offer different levels of QoS at different prices.
In the following chapters we have focused on transport issues for wireless
multi-hop communication in vehicular ad hoc networks (VANETs).
Chapter 3 designed and evaluated a vehicular transport protocol (VTP) that is
optimized for the unique characteristic of this highly dynamic environment.
Prior to the transport protocol design, the chapter evaluated through simula-
tions the network path characteristics of VANETs in a highway scenario, such as
expected communication and disruption duration for specific source-destination
distances, packet loss characteristics, reordering, round trip time (RTT) and RTT
jitter. Based on these results, the chapter then designed a vehicular transport pro-
tocol (VTP). The key features of VTP are:
• The VTP sender uses a rate-based transmission scheme.
• VTP decouples error and congestion control.
• VTP uses explicit signaling of available bandwidth from intermediate nodes
for congestion control.
• VTP provides reliability via retransmissions of lost packets. The VTP re-
ceiver reports received and missing packets via selective acknowledgments
(SACKs). The receiver transmits SACKs in periodic intervals, depending on
the source-destination distance.
• The VTP sender uses statistical knowledge to predict the expected commu-
nication behavior of a connection, e.g., in the absence of acknowledgments.
A simulative study evaluated the performance of VTP, such as throughput and
fairness, in static and mobile multi-hop wireless scenarios and compared it to TCP
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as the reference transport protocol. We found that VTP outperforms TCP, particu-
larly with respect to throughput and fairness. The results show that VTP maintains
a steady transmission rate and quickly adapts to disruption or congestion. The
transmission rate is adjusted according to feedback (or absence of feedback) of in-
termediate nodes and includes statistical knowledge (e.g., expected communication
duration for certain distances) in the transmission rate calculation. The selective
acknowledgment scheme allow efficient retransmission, and thus, provide reliabil-
ity.
As a main result, VTP provides reliable end-to-end connections and outper-
forms the varying throughput and unfairness of TCP by maintaining a steady through-
put above the average throughput of TCP.
The future work will adjust and evaluate VTP in city scenarios. This includes
a simulative evaluation and, furthermore, the NoW project intends to implement
VTP and perform real-world measurements. Finally, interoperability with TCP
(e.g., translation proxies at road side access points) is required in order to provide
connectivity to the Internet or any arbitrary fixed, local infrastructure networks.
Beyond the point-to-point transport requirements, as evaluated above, VANETs
demand for reliable and efficient distribution of information to multiple receivers,
e.g., for traffic safety applications.
Chapter 4 designed and evaluated an efficient, time-extended reliable flooding
algorithm for geographical target areas (TERGF). This algorithm provides efficient
and reliable distribution of information in a geographical area over time. In partic-
ular, it informs vehicles that enter the target area after the initial distribution of the
message. It combines the following mechanisms:
• Reliable distribution of information, including content-related interpretation
and aggregation of data (i.e., in contrast to traditional packet-based reliabil-
ity).
• Efficient broadcasting of information based on the combination of GeoCast
(i.e., geographical addressing) and self-pruning (i.e., explicit addressing of
single-hop neighbors in the target area in the packet header).
• The single-hop broadcasting is extended by acknowledgment-based reliabil-
ity, using a passive acknowledgment scheme to detect single-hop losses.
• Redistribution of safety information in case of single-hop losses.
• Redistribution of safety information when vehicles enter the target area, for
the lifetime of the safety event.
The simulative evaluation of TERGF shows a significant increase of the in-
formation distribution ratio whereas the number of redundant packet repetitions
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decreases, compared to the standard GeoCast packet distribution scheme. The
information is kept longer in the target area since the information is rebroadcast
when further vehicles become reachable, i.e. reliability over time. In TERGF, the
information is only lost when all informed vehicles leave the target area before
new vehicles enter. Efficiency is increased because information is only rebroadcast
when additional (i.e., new) neighbors are reachable.
An initial implementation of TERGF is already available on the nodes of the
NoW vehicular test network. The future work will enhance and extended this im-
plementation, e.g., the extensions still have to be included. An evaluation via real-
world measurements in the NoW test network is also part of the future work. An
interesting approach might also consider to think about performing the forwarding
decision on the receivers and compare such an enhancement to standard TERGF.
Since field measurements in protocol developments for VANETs have shown a
significant impact of radio characteristics on the ad hoc network performance, the
final study of this thesis evaluated the impact of signal strength fluctuations on the
ad hoc network performance.
Chapter 5 evaluated the impact of radio fluctuations on the topological change
rate (TCR) and the link stability and compared it to the impact of mobility. Both
metrics directly influence the performance of ad hoc networks. Our field measure-
ments quantify signal strength fluctuations in a static, line-of-sight environment,
which represent a best case scenario. Based on the measurement results, the study
derives a simple, but realistic model for signal strength fluctuations. The simula-
tive study that uses this signal strength fluctuation model concludes that the impact
of fluctuations is as high as the impact of mobility and in some specific scenarios
even higher.
Consequently, the chapter concludes that in future works temporal radio fluctu-
ations have to be taken into account in ad hoc simulation models and in the design
of robust ad hoc network protocols, in addition to node mobility.
Though the different chapters of this thesis study different aspects of transport
and performance issues of ad hoc networks, an inherent part of the future work is
the convergence of the different research disciplines. The radio fluctuation results
impact the further design and development of all network and transport protocols.
The integration of vehicular transport protocols and TCP in an integrated future
All-IP mobility environment will facilitate access to fixed networks out of vehicles,
e.g., for traffic related information or passenger entertainment. Putting the pieces
together in the future work will significantly enhance performance in future mobile
networks in a variety of scenarios, even in high dynamic environments such as
vehicular networks.
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