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Abstract
Memory is a key computational bottleneck when solving large-scale convex optimization
problems such as semidefinite programs (SDPs). In this paper, we focus on the regime
in which storing an n × n matrix decision variable is prohibitive. To solve SDPs in this
regime, we develop a randomized algorithm that returns a random vector whose covariance
matrix is near-feasible and near-optimal for the SDP. We show how to develop such an
algorithm by modifying the Frank-Wolfe algorithm to systematically replace the matrix
iterates with random vectors. As an application of this approach, we show how to implement
the Goemans-Williamson approximation algorithm for MaxCut using O(n) memory in
addition to the memory required to store the problem instance. We then extend our approach
to deal with a broader range of structured convex optimization problems, replacing decision
variables with random extreme points of the feasible region.
1 Introduction
Semidefinite Programs (SDPs) are a class of mathematical programming problems that have
a wide range of applications in areas such as control theory, statistics, signal processing, and
combinatorial optimization [12, 32]. Moreover, a variety of approximation algorithms for combi-
natorial optimization problems involve solving a SDP relaxation and then rounding the solution
to produce a feasible point with provable suboptimality guarantees. There are efficient algo-
rithms such as interior-point methods [33], which can be used to solve SDPs. However, as the
problem size increases, the memory required by these algorithms becomes a key computational
bottleneck. In one regime of interest for very large-scale problems, it is not even possible to
store a dense n× n decision variable in core memory.
One prominent approach to dealing with this bottleneck, pioneered by Burer and Monteiro
[7], is to parameterize the positive semidefinite (PSD) decision variable as X = UUT , and
reformulate SDPs as nonlinear programs in the variable U ∈ Rn×r, where the value of r is
depends on the predetermined bound on the rank of the solution and must satisfy Barvinok-
Pataki bound [2, 29] for optimality guarantees. This approach has received a lot of attention
(see, for example, [3, 6, 10, 19]) because it is able to resolve scalability issues with SDPs to some
extent by using low-rank parameterization. However, this approach requires an a priori bound
on the rank of an optimal solution [34]. Recently, another approach for SDPs in low memory
has emerged. This involves maintaining a lower dimensional sketch of the decision variable,
while preserving the convexity of the problem formulation. This approach has primarily been
developed in cases where either we know an a priori bound on the rank of the solution [11] or
the aim is to generate a low-rank approximation of the solution [35].
In this paper, we develop methods to ‘solve’ SDPs in low memory without prior knowledge
of the rank of an optimal solution. We do not explicitly aim to represent the matrix decision
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variable X, but rather to sample a zero-mean random vector with covariance X. This sampled
representation of the solution only requiresO(n) memory and is sufficient to implement rounding
schemes for a number of SDP relaxations of binary optimization problems. Moreover, other
succinct representations of the solution, such as low-rank approximations, can be computed in
low memory by repeatedly generating sampled solutions (see Section 6).
Our aim, then, is to develop an algorithm that generates random variables with covariance
that is a (near-)optimal point to a SDP. Initially, we focus on trace constrained SDPs
max
X
g(B(X)) subject to
{
Tr(X) ≤ α
X  0, (BoundedSDP)
where the objective function g is concave and smooth and B(·) : Sn → Rd is a linear map-
ping. This problem class was studied by Yurtsever et al. [35] and our approach is very much
inspired by their work. The map B projects the (n+12 )-dimensional variable to a much smaller
d-dimensional space. One way to incorporate any additional constraints to this problem is to
add a corresponding penalty term in the objective, at the expense of maintaining exactly fea-
sible iterates (see Section 3.2). In Section 5, we discuss how to extend further our main idea to
certain other constraint sets without compromising on feasibility.
1.1 Motivating Example: Maximum Cut Problem
The maximum cut problem (MaxCut) involves maximizing the quadratic function defined by
the Laplacian of a graph over binary decision variables, i.e.,
max
x∈{−1,1}n
xTCx (MaxCut)
where C = (1/4)LG and LG is the Laplacian of a graph. Note that the cost matrix C is a
symmetric diagonally dominant matrix with positive entries on the diagonal. In a celebrated
result, Goemans and Williamson [14] developed a αGW -approximation algorithm (with αGW ≈
0.878) that involves solving the SDP relaxation
max
diag(X)=1,X0
〈C,X〉 (MaxCut-SDP)
followed by a randomized rounding scheme. If X? is an optimal solution of (MaxCut-SDP),
the rounding scheme involves sampling a zero-mean Gaussian vector z with covariance X?, so
that the binary vector sign(z) is a random feasible point to MaxCut that achieves the stated
approximation guarantee in expectation. To implement this rounding scheme, there is no need
to explicitly compute X?; instead it is enough to construct a zero-mean random (Gaussian)
vector with covariance X?. This observation is a key motivation for our notion of sampled
solutions for SDPs.
Following [36], we define the working memory of an algorithm as follows.
Definition 1.1. The working memory of an algorithm is defined as the total memory utilized
by the algorithm apart from the memory required to represent the problem instance.
If we have an algorithm to solve (MaxCut-SDP) that can track such samples rather than
the full decision variable, we can potentially implement the Goemans-Williamson method using
O(n) working memory. One of the main contributions of this paper is to show that this in fact
possible (see Algorithm 3).
1.2 Our Contributions
We now summarize the key contributions of the paper.
2
Sample-based solutions to convex programs A key conceptual contribution of this pa-
per is to propose the idea of sample-based solutions to convex programs. We consider two
approaches:
• Gaussian samples: In this case, the aim is to represent the positive semidefinite solution
X of a SDP via a zero mean Gaussian vector z ∼ N (0, X) such that its covariance is X.
• Extreme-point samples: In this case, the aim is to represent the solution x of a convex
program via a random extreme point of the feasible region such that its expected value is
x.
Generating Gaussian sample-based solution to SDPs Using an algorithmic framework
based on the Frank-Wolfe algorithm, we show that it is possible to compute an -optimal
Gaussian sample-based solution of (BoundedSDP) and a near-feasible, near-optimal Gaussian
sample-based solution to SDP with d linear equality constraints and bounded feasible region.
The working memory of our algorithm is O(n + d) and it generates a solution with provable
optimality guarantees after O (n2/2) iterations (see Lemma 3.2).
Approximation algorithm for MaxCut For MaxCut, we provide an implementation of
Goemans-Williamson rounding method that results in a (1−)αGW -approximate solution (with
αGW ≈ 0.878) to MaxCut that requires additional storage of at most 3n numbers. This result
Theorem 4.1 in Section 4 is stated in a less detailed form below.
Theorem 1.1. Given  ∈ (0, 1) and a diagonally dominant cost matrix C, there exists a poly-
nomial time O
(
n3
3
log(2n) log
(
2n

)×mvc) randomized algorithm, where mvc is the complexity
of matrix-vector multiplication with C, that generates a random binary vector w ∈ {−1, 1}n
which satisfies
αGW (1− )opt ≤ E[wTCw] ≤ opt, (1.1)
where opt is the maximum of wTCw over the set w ∈ {−1, 1}n. The working memory of the
algorithm is at most 3n numbers.
A key conceptual difference between our approach and existing factorization or sketching
methods is that no a priori bound on the rank of the optimal solution is required. Indeed, in the
case of (MaxCut-SDP), it is well-known that the optimal solution can have rank Θ (
√
n) [2, 29].
Generating extreme-point sample-based solution to convex programs For a convex
optimization problem with compact feasible region, if the extreme points of the feasible region
can be represented in low memory, then we can track its solution in low memory provided that
we can solve the linear optimization subproblem over the feasible region in low memory. This
allows us to move to a more general setting where the decision variable need not be a positive
semidefinite matrix. We provide a modified Frank-Wolfe algorithm (see Algorithm 4) whose
output is a random extreme point such that it satisfies the optimality bounds for constrained
convex program in expectation.
1.3 Related Work on Low Memory Algorithms for SDP
In this subsection, we briefly summarize key ideas in the literature related to low memory
algorithms for SDP with d linear equality constraints and bounded feasible region. One ap-
proach is to replace the PSD matrix by a low-rank factorization and use nonlinear program-
ming techniques to compute the solution of the resulting nonconvex problem. This technique
was pioneered by Burer and Monteiro [7]. The factorization sacrifices convexity and its associ-
ated optimality guarantees and typical numerical algorithms are only able to generate first- or
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second-order critical points. Nevertheless, Boumal, Voroninski, and Bandeira [5] showed that
if the constraint set is a smooth manifold and the rank r of the factorization is set to at most
r with r(r + 1) ≥ 2d, then any second-order critical point for SDP is a global optimum. This
bound is a consequence of Barvinok-Pataki bound [2, 29] which states that SDP with d linear
equality constraints and a bounded feasible region admits a global optimum with rank r that
satisfies r(r+1) ≤ 2d. Using a second-order method [19] or a Riemannian gradient descent algo-
rithm [6], it is possible to compute an -optimal solution to the factorized problem that satisfies
the Barvinok-Pataki bound, and requires O(n√d) working memory. On the other hand, Wald-
spurger and Waters [34] showed that unless r is at least as large as
√
2d, a typical numerical
algorithm can converge to nonoptimal critical points for the resulting nonconvex problem. This
method not only requires an a priori knowledge of the rank of the solution but it is also requires
Ω(n
√
d) working memory to generate a solution with provable optimality guarantees.
A recent approach to solving linearly constrained SDPs in low memory involves sketching
the decision variable to a low dimensional subspace and using first-order algorithms to compute
a solution of the optimization problem in the space of the sketched decision variable. Unlike
factorization approaches that break the convexity of the linearly constrained SDP, sketching
the variable preserves the convexity of the problem formulation. These methods are based
on techniques for sketching low rank matrices. For instance, Tropp et al. [31] provide an
algorithmically simple sketching technique to compute a low-rank approximation of a matrix
A ∈ Rn×n by exploiting the spectral decay of the matrix. Their algorithm preserves the positive
semidefiniteness of the decision variable.
Such sketching and reconstruction techniques were extended by Yurtsever et al. [35] to
generate an approximate rank-r factorization of a solution to a smooth convex optimization
problem with bounded nuclear norm constraint. They do so by sketching the decision variable
to a lower dimension and using the Frank-Wolfe algorithm to track the sketched variable. With
the sketched variable, the working memory required for their method is Θ(d + nr). Although
the sketch used in [35] is different from the sample-based solutions in this paper, the algorithmic
architecture of our approach is inspired by [35].
In their recent work, Yurtsever et al. [36] extend the approach from [35] to deal with SDPs
with d linear equality constraints. They provide a polynomial-time randomized sketching algo-
rithm that, with high probability, computes a rank-r approximation of a near-feasible solution
to SDP with d linear equality constraints. The working memory required to compute this solu-
tion via sketching is O(d+rn/ζ), i.e., it is linear in number of equality constraints and the rank
of the computed solution. The nonnegative quantity ζ ∈ (0, 1) controls how close the rank-r ap-
proximation Xr produced by the algorithm is to the best rank-r approximation X̂ of the solution
X. More precisely, with high probability these quantities satisfy ‖X−Xr‖? ≤ (1+ζ)‖X− X̂‖?,
where ‖ · ‖? is the nuclear norm. We will discuss the similarities and differences between our
work and [36] in Section 7.
Alternatively, Ding et al. [11] compute a low-rank solution to an SDP with linear equality
constraints by first approximately finding the subspace in which the solution lies. This subspace
is computed by finding the null space of the dual slack variable. By restricting the search space of
the primal solution to a smaller subspace, they restrict the memory required. The dual problem
is solved only approximately, with the assumption that the rank of the primal optimal solution
satisfies the Barvinok–Pataki bound [2, 29], which results in some error in the computation of
the subspace in which the primal solution lies. The working memory for their method is then
Θ(d+nr), where r is the rank of an optimal solution to SDP and satisfies the Barvinok-Pataki
bound. Table 1 shows the comparison of memory required by the above methods with the
memory requirement of Algorithm 2. Note that the methods given in the literature compute a
rank-r solution to SDP with d linear equality constraints while Algorithm 2 generates random
samples that have covariance equal to a near-feasible, near-optimal solution to the SDP.
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Reference Working Memory Required
Tropp et al. [31] Θ(d+ nr)
Yurtsever et al. [36] O(d+ rn/ζ)
Ding et al. [11] Θ(d+ nr)
Algorithm 2 O(d+ n)
Table 1: Working memory requirement to compute the solution to SDP with d linear equality
constraints. The first three methods in the table compute a rank-r approximate solution and
Algorithm 2 from this paper generates a sample-based solution
A widely studied special case of SDP is (MaxCut-SDP). Since (MaxCut-SDP) has n linear
equality constraints, the Barvinok-Pataki bound [2, 29] states that the rank of the optimal
solution could be as high as Ω(
√
n). As such, the algorithms for solving (MaxCut-SDP) could
require Ω(n1.5) working memory. One such algorithm is given by Klein and Lu [20] which
generates a rank-1 update to the intermediate solution of (MaxCut-SDP) at each iteration. The
number of iterations required for convergence, and thus the rank of the intermediate solution
could be as large as n. By restricting the rank of the solution to O(√n), Klein and Lu [21]
restrict the working memory to be O (n1.5). An improvement on this memory requirement is
provided by Yurtsever et al. [36]. Their sketching method generates, with high probability,
a rank-1 approximation zzT of a near-feasible, -optimal solution X to (MaxCut-SDP) using
O(n/ζ) working memory such that for some ζ ∈ (0, 1), ‖X − zzT ‖? ≤ (1 + ζ)‖X − X̂‖?, where
X̂ is the best rank-1 approximation of X and ‖ · ‖? is the nuclear norm. Note that, the memory
required is linear in n, however, it has dependence on the approximation parameter ζ.
Our sampling technique requires O(n) memory as we only aim to represent the samples of
a near-optimal solution. This eliminates the dependency on the rank r of the low rank approx-
imation of a near-optimal solution or the accuracy to which the approximation is computed.
1.4 Notations
The inner product 〈A,B〉 = Tr (ATB) denotes the matrix inner product and ‖A‖2F = 〈A,A〉 is
the Frobenius norm. Unless otherwise specified, ‖ ·‖ represents Euclidean norm for vectors. For
a matrix X, diag(X) represents a vector of the diagonal entries of matrix X. For a vector x,
diag∗(x) represents a diagonal matrix with the entries of x on the diagonal. The vector 1 has
each element value equal to one. The notation ∇g(·) is used to denote the gradient and ∇2g(·) is
used to denote the Hessian of a twice differentiable function g. We use A(·) : Sn → Rd to denote
a linear mapping of a symmetric n× n matrix to a d-dimensional space and A∗(·) : Rd → Sn to
denote its adjoint. The notation  denotes the semidefinite order. The notation λmax(·) is used
to denote the largest eigenvalue of a matrix. The notations O,Ω,Θ have the usual computer
science complexity interpretation.
1.5 Outline
The paper is organized as follows. In Section 2, we discuss standard results related to the
Frank-Wolfe algorithm. These form the basis of algorithms and analysis discussed later. In
Section 3, we present the idea of sampled solutions to SDPs, and provide a modified version
of Frank-Wolfe that generates such sampled solutions. In Section 4, we apply our algorithm to
generate sampled solutions to (MaxCut-SDP). We also show how to round this sampled solu-
tion to give an implementation of the Goemans-Williamson method that requires O(n) working
memory. In Section 5 we discuss an extension of the idea of sampled solutions to SDPs to a
more general setting in which the feasible solution is no longer required to be a trace constrained
PSD matrix. We propose a modification of the Frank-Wolfe algorithm that generates a ran-
dom extreme point of the feasible region, such that the expectation of the generated random
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solution is near-optimal. In Section 6, we discuss how to obtain other approximations of the
solution of structured convex programs by combining our sampled representations with stream-
ing algorithms. Section 7 discusses further possible extensions of our work and briefly presents
preliminary numerical experiments.
2 Preliminaries
Consider the following optimization problem,
max
x∈S
g(B(x)) = max
v∈B(S)
g(v) (Constrained-OPT)
where B(·) : Rm → Rd is a linear map, g(·) is a smooth, concave function, and S ⊆ Rm is a
compact, convex set. The variable v = B(x) is said to be a ‘projection’ of the ‘lifted’ decision
variable x of (Constrained-OPT) and the map B(·) can be interpreted as linear measurements
of the decision variable. In this section, we briefly review the Frank-Wolfe algorithm [13], which
is central to our algorithmic approach. We recall the modification done to the steps of Frank-
Wolfe to adapt it to problems of type (Constrained-OPT) by Yurtsever et al. [35] and give
subsequent convergence results. Moreover, we also discuss (BoundedSDP), which is a special
case of (Constrained-OPT).
2.1 An Approximate Frank-Wolfe Algorithm
The Frank-Wolfe algorithm [13] is an iterative algorithm for convex optimization over a compact,
convex feasible region that solves a linear optimization problem at each iterate. The algorithm
then, in each iteration, takes a fractional step towards a maximizer of the linear optimization
subproblem which can be taken to be an extreme point of the feasible set. Frank-Wolfe is an
example of a ‘projection-free’ method since the fractional step ensures that the next iterate is
feasible, eliminating the need to project onto the feasible region.
An approximate Frank-Wolfe algorithm (see, e.g., [17]) computes an -optimal solution
of (Constrained-OPT) by solving the linear subproblem approximately (with some finite addi-
tive error) at each iteration.
Definition 2.1. A feasible point x¯ ∈ S is called -optimal for the optimization problem
maxx∈S f(x) if f(x¯) ≥ maxx∈S f(x)− .
For a concave objective function g and a convex compact feasible domain S, Algorithm 1 de-
tails an approximate Frank-Wolfe algorithm to compute an -optimal solution to (Constrained-OPT).
In Algorithm 1, we assume that at each iteration, the linear optimization subproblem LMO
is solved by a randomized method that succeeds with probability at least 1− p. Moreover, we
assume the randomness in this subproblem is independent across function calls. In Algorithm 1,
we not only keep track of the ‘lifted’ iterate xt ∈ Rn (decision variable) at each iteration but
also the ‘projected’ iterate vt ∈ Rd. The knowledge of these projected iterates vt is enough to
compute the gradient of the objective function, and hence to compute the update direction.
Thus, for a high dimensional decision variable, we can simply track the projected iterates vt
to track the improvement in objective function value at each iterate. This is a key observation
from the work of Yurtsever et al. [35] that is also crucial here.
Curvature constant. The curvature constant Cg is a measure of nonlinearity of the objective
function g over the feasible set S. It is defined (see, e.g., [17]) as,
Cg = sup
x,h∈S,
y=v+γ(h−v),
γ∈[0,1]
− 2
γ2
(
g(y)− g(v)−∇g(v)T (y − v)) .
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Algorithm 1: Frank-Wolfe Algorithm with Approximate Solution to Subproblem (2.1)
Input : Stopping criteria , accuracy parameter η, probability p for subproblem (2.1),
upper bound Cug on the curvature constant
Output: -optimal maximizer xt of g(B(x)), vt = B(xt)
1 Function FWApproxSubprob:
2 Select initial point x0 ∈ S and set v0 = B(x0)
3 t← 0
4 γ ← 2t+2
5 (ht, qt)← LMO(B∗(∇g(vt)), 12ηγCug , p)
6 while 〈qt − vt,∇g(vt)〉 >  do
7 (xt+1, vt+1)← UpdateVariable(xt, vt, ht, qt, γ)
8 t← t+ 1
9 γ ← 2t+2
10 (ht, qt)← LMO(B∗(∇g(vt)), 12ηγCug , p)
11 end
12 return (xt, vt)
13 Function LMO(J, δ, p):
14 Find h ∈ S such that with probability at least 1− p, 〈h, J〉 ≥ maxs∈S 〈s, J〉 − δ
15 q = B(h)
16 return (h, q)
17 Function UpdateVariable(x, v, h, q, γ):
18 x← (1− γ)x+ γh
19 v ← (1− γ)v + γq
20 return (x, v)
The value of the curvature constant provides insight into the deviation of the linearization of
the function g from the actual function value. If g is twice-differentiable, then we often use the
upper bound, Cg ≤ Cug = λmax(−∇2g)diam(S)2, where diam(S) is the Euclidean diameter of
the set S.
Approximate solution to subproblem in LMO. The subroutine LMO solves the linear max-
imization problem
max
h∈S
〈h,B∗(∇g(v))〉 (2.1)
approximately at each iteration t. The approximate maximizer ht is computed such that with
probability at least 1−p, the additive error in the function value at ht is at most 12ηγCug , where
η ≥ 0 is a fixed accuracy parameter and Cug is an upper bound on the curvature constant of g.
Initially, this margin of error is high; but with each iteration we solve the subproblem (2.1) to
a higher accuracy. When p = 0, Algorithm 1 is equivalent to the Frank-Wolfe algorithm given
by Jaggi [17]. By setting p > 0, we require the subroutine to adhere to the desired accuracy
with some probability of failure.
Stopping criterion. Algorithm 1 terminates when
〈qt − vt,∇g(vt)〉 ≤ 
is satisfied. When this condition holds, it follows that g(vt) ≥ g(v?)− , i.e., vt is an -optimal
solution of (Constrained-OPT) [17].
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Convergence of the Frank-Wolfe algorithm.
Theorem 2.1. Let g : Rd → R be a concave and differentiable function and x? an optimal
solution of (Constrained-OPT). If Cug is an upper bound on the curvature constant of g, and
η ≥ 0 is the accuracy parameter for subproblem (2.1), then xt, the t-th iterate of Algorithm 1,
satisfies
− g(B(xt)) + g(B(x?)) ≤
2Cug (1 + η)
t+ 2
(2.2)
with probability (1− p)t ≥ 1− tp.
Proof. The results follows from [17, Theorem 1] when the subproblem (2.1) is solved to an
accuracy of 12ηγC
u
g with probability 1− p.
Thus, after t =
2Cug (1+η)
 − 2 iterations, the solution xt satisfies
g(B(xt)) ≥ g(B(x?))−  (2.3)
with probability at least 1−tp. So, we can now compute an -optimal solution to (Constrained-OPT)
in t ∼ O(Cug /) iterations with probability at least 1− tp.
In Algorithm 1, we solve the subproblem (2.1) approximately to find an update direction
that is an extreme point of the set S. If the following conditions on the constraint set S
are satisfied, then we potentially generate the sampled representation of the solution to Prob-
lem (Constrained-OPT) in low memory as illustrated in Section 2.2.
LowMemoryComputations The image of the linear map B is low dimensional and the sub-
problem (2.1) can be solved in low memory.
LowMemoryExtremePoints The extreme points of the feasible set S can be represented in
low memory.
2.2 SDP with Bounded Trace Constraint
For most of the paper, our focus is on semidefinite programming problems. As such, we briefly
focus on (BoundedSDP), a special SDP that has a trace constrained feasible set and a concave
objective function g. The extreme points of the feasible set S = {X  0 : Tr(X) ≤ α} are rank-1
PSD matrices and can be represented in low memory. Moreover, a solution of subproblem (2.1)
at iterate t is an eigenvector of the matrix J = B∗(∇g(B(Xt))) corresponding to its largest
eigenvalue. To solve this subproblem approximately, we find wt such that αw
T
t Jwt ≥ αλmax(J)−
1
2ηγC
u
g and then select the update direction
Ht =
{
αwtw
T
t , if w
T
t Jwt ≥ 0
0, otherwise.
(2.4)
The computational complexity of each iteration depends on computing a rank-1 matrix
that satisfies this inequality, i.e., solving an approximate eigenvalue problem. We use power
method with random start to compute λt and the unit vector wt. Kuczyn´ski and Woz´niakowski
[22] provide error bounds for power method when the input matrix is PSD. In Lemma 2.1, we
restate their result so it applies to the largest eigenvalue of a symmetric matrix J .
Lemma 2.1. Let J ∈ Sn and λ = maxi |λi(J)|. For δ ≥ 0, p ∈ [0, 1) and α ≥ 0, the power
method with random start computes an unit vector w that satisfies
αwTJw ≥ αλmax(J)− δ (2.5)
with probability at least 1 − p after k ≥ λαδ log
(
n
p2
)
iterations. Each iteration of the power
method consists of a matrix-vector multiplication with J and the working memory is n numbers.
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Note that, for (BoundedSDP), it it sufficient to store the input parameters, the map B(·) and
the rank-1 updates. If we have an access to a black box performing matrix-vector multiplications
with J , the Frank-Wolfe algorithm, when applied to (BoundedSDP), has working memory
bounded by O(n+ d) at each step.
3 Frank-Wolfe Algorithm with Gaussian Sampling
We now explain how to modify Algorithm 1, when applied to (BoundedSDP), to replace the
matrix-valued iterates with Gaussian vectors such that their covariance is equal to the iterate
value. We then show how to apply this approach to more general SDPs by incorporating the
constraints into the objective with a penalty.
3.1 Idea of Gaussian Sampling
Consider the Frank-Wolfe update for (BoundedSDP) at iterate t, i.e., Xt+1 = (1−γt)Xt+γtHt.
Assume that, at iterate t, we have a zero-mean random vector zt with covariance Xt. The
update direction Ht = wtw
T
t has rank one, so if ζ ∼ N (0, 1), then ζwt ∼ N (0, Ht). Now, if we
define zt+1 =
√
1− γtzt +√γtζwt, then E
[
zt+1z
T
t+1
]
= (1− γt)Xt + γtHt = Xt+1.
A nonnegative weighted sum of the samples then gives rise to nonnegative weighted sum of
their covariance matrices. Furthermore, we can generate a sample at the next iterate in O(n)
memory when the update has rank at most one.
3.1.1 Frank-Wolfe algorithm with Gaussian sampling
Algorithm 2 incorporates Gaussian sampling into Algorithm 1 by replacing the matrix variables
by the sampled representation. The main algorithm is similar to that in Algorithm 1. The
difference lies in the functions LMO and UpdateVariable:
• LMO: In Algorithm 1, this function simply computes the update direction by computing
the approximate maximizer of 〈s,B∗(∇g(v))〉 over the feasible set with additive error at
most 12ηγC
u
g . In Algorithm 2, we replace this step by computing the vector w such that
wtw
T
t solves the subproblem (2.1) approximately and the update satisfies (2.4).
• UpdateVariable: In Algorithm 1, we update the decision variable x and its projection
v = B(x) at every iteration. In Algorithm 2, we only track the Gaussian sample z ∼
N (0, X) and v = B(X) which requires only O(n+ d) memory instead of O(n2 + d).
Algorithm 2 gives a detailed description of the sampled modification of Frank-Wolfe applied
to (BoundedSDP). The convergence rate of the Frank-Wolfe algorithm given in Theorem 2.1
applies even with the incorporation of Gaussian sampling, i.e., Algorithm 2 converges to zt such
that E
[
ztz
T
t
]
is -optimal for (BoundedSDP) after t ∼ O
(
Cug

)
iterations. We summarize the
result of Algorithm 2 applied to (BoundedSDP) in Proposition 3.1.
Proposition 3.1. The output of Algorithm 2 is a zero-mean Gaussian random vector ẑ with
covariance X̂, where X̂ is an -optimal solution of (BoundedSDP). The working memory of
the algorithm is O(n+ d), where the d is the dimension of the image of B.
3.2 SDP with Linear Equality Constraints
Consider an SDP with linear objective function and linear equality constraints written as,
max
X
〈C,X〉 subject to
{
A(X) = b
X  0, (SDP)
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Algorithm 2: Frank-Wolfe Algorithm with Gaussian Sampling
Input : Input data for (BoundedSDP), stopping criteria , accuracy parameter η,
probability p for subproblem (2.1), upper bound Cug on the curvature constant
Output: Sample z ∼ N (0, X̂) and v = B(X̂) such that X̂ is an -optimal solution
of (BoundedSDP)
1 Function FWGaussian:
2 Select initial point X0 ∈ S; X0 ← αnI(say) and set v0 ← B(X0)
3 Sample z0 ∼ N (0, X0)
4 t← 0
5 γ ← 2/(t+ 2)
6 (wt, qt)← LMO(B∗(∇g(vt)), 12ηγCug , p)
7 while 〈qt − vt,∇g(vt)〉 >  do
8 (zt+1, vt+1)← UpdateVariable(zt, vt, wt, qt, γ)
9 t← t+ 1
10 γ ← 2/(t+ 2)
11 (wt, qt)← LMO(B∗(∇g(vt)), 12ηγCug , p)
12 end
13 return (zt, vt)
14 Function LMO(J , δ, p):
15 Find a unit vector w such that with probability at least 1− p,
α〈wwT , J〉 ≥ maxd∈S α〈d, J〉 − δ
16 λ← 〈wwT , J〉
17 if λ ≥ 0 then
18 q ← B(αwwT )
19 else
20 q ← 0
21 w ← 0
22 end
23 return (w, q)
24 Function UpdateVariable(z, v, w, q, γ):
25 z ← (√1− γ)z +√γwζ where ζ ∼ N (0, 1)
26 v ← (1− γ)v + γq
27 return (z, v)
where A(·) : Sn → Rd is a linear map. We assume that the feasible region is bounded. In
Section 2.2, we saw that when Algorithm 1 is applied to (BoundedSDP), the rank of the update
variable is at most one. And in Section 3.1, we saw that in this case we can update and
track the change in a Gaussian sample representing the matrix-valued decision variable without
explicitly computing the matrix at intermediate steps. Because of the simplicity of solving
subproblem (2.1) and updating the samples for trace constrained problems, we penalize the
linear equality constraints in (SDP) with a smooth penalty function so that the feasible domain
is reduced to the one in (BoundedSDP). By penalizing the constraints, we can only generate a
near-feasible point to (BoundedSDP), however, the extreme points of the modified constraint
set now have a concise representation. In the specific case of (MaxCut-SDP), it is possible
to generate a feasible solution with relative error bounds on the objective function value if we
know a near-feasible solution for the problem with infeasibility error bounded by ‖A(X)− b‖∞.
This motivates us to use a penalty function (3.1) that approximates ‖A(X)− b‖∞.
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Penalty function. For M > 0, let φM (·) : Rd → R be defined by
φM (v) =
1
M
log
(
d∑
i=1
eM(vi) +
d∑
i=1
eM(−vi)
)
. (3.1)
This function, also known as LogSumExp (LSE), is a smoothed approximation of ‖v‖∞ as
the next well-known proposition shows.
Proposition 3.2 (Bound on penalty [15]). If φM (·) is defined as in (3.1), then
‖v‖∞ ≤ φM (v) ≤ log(2d)
M
+ ‖v‖∞. (3.2)
We add this penalty term to the objective function of (SDP) to penalize the equality con-
straints and then solve the problem
max
X
〈C,X〉 − βφM (A(X)− b) subject to
{
Tr(X) ≤ α,
X  0, (SDP-LSE)
where M and β are positive constants to be chosen later, and α is chosen such that X  0 and
A(X) = b implies that Tr(X) ≤ α. This is possible because the feasible region is assumed to
be bounded.
A similar approximation and penalty technique is used by Hazan [16] to compute an ap-
proximate solution of a feasibility problem with linear inequality constraints. The objective
function in this case is simply φM (A(X)− b) and the optimal objective value is zero.
Let (u, v) = B(X) = (〈C,X〉,A(X)) so that the objective function of (SDP-LSE) can be
expressed as g(u, v) = u − βφM (v − b). This has the same structure as (BoundedSDP). We
can now use Algorithm 2 to compute an -optimal solution X̂ of (SDP-LSE). Moreover, we
will show (in Lemma 3.2) that by choosing the parameters M and β approximately, X̂ is also
a near-feasible, near-optimal solution of (SDP). The convergence rate and the bounds on the
infeasibility and objective function value at X̂ for (SDP) are given in Lemma 3.2.
3.2.1 Convergence of the Frank-Wolfe algorithm
We have seen that Theorem 2.1 states the convergence result for Algorithm 1 when applied
to (Constrained-OPT). The algorithm converges to an -optimal solution after O
(
Cug

)
itera-
tions. Moreover, this convergence result also holds for Algorithm 2 when applied to (SDP-LSE).
We now determine an upper bound on the curvature constant Cg for (SDP-LSE).
Lemma 3.1. An upper bound on the curvature constant Cg of the concave, smooth function
g(B(X)) = 〈C,X〉 − βφM (A(X)− b) over the compact, convex set S = {X  0 : Tr(X) ≤ α} is
Cg ≤ βωMα2,
where ω = maxi λmax(Ai).
Proof. Let f(X) = −φM (A(X) − b) and let Sf = {X  0 : Tr(X) ≤ 1}. An upper bound on
the curvature constant Cf of f over Sf , given by Hazan [16] is
Cf ≤ λmax(−∇2f)diam(Sf )2 ≤ ωM. (3.3)
Note that λmax(−∇2g) = βλmax(−∇2f) and diam(S)2 = α2diam(Sf )2. Hence, an upper
bound on the curvature constant of g over S is
Cg ≤ λmax(−∇2g)diam(S)2 = βα2λmax(−∇2f)diam(Sf )2 ≤ βωMα2.
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3.2.2 Optimality and feasibility results for (SDP)
Given X̂, an -optimal solution to (SDP-LSE), we analyze its suboptimality and infeasibility
with respect to (SDP). The dual of (SDP) is
min
y
bT y subject to A∗(y)− C  0. (DSDP)
We assume that (SDP) is feasible and a constraint qualification holds ensuring that strong
duality is satisfied, and the primal and dual problems have finite optimal values. Let (X?SDP , y
?
SDP )
be a primal-dual optimal pair. The optimality and infeasibility bounds that we obtain depend
on the properties of the optimal dual solution, y?SDP .
Lemma 3.2. Let (X?SDP , y
?
SDP ) be a primal-dual optimal solution of (SDP)–(DSDP) and let
X̂ be an -optimal solution of (SDP-LSE). If β > ‖y?SDP ‖1, then
〈C,X?SDP 〉 −  ≤ 〈C, X̂〉 ≤ 〈C,X?SDP 〉+ ‖y?SDP ‖1
β log(2d)M + 
β − ‖y?SDP ‖1
, (3.4)
and
‖A(X̂)− b‖∞ ≤
β log(2d)M + 
β − ‖y?SDP ‖1
. (3.5)
Proof. The bounds (3.4) and (3.5) are derived in Appendix A.
Remark 3.1. Lemma 3.2 shows that X̂ is a near-feasible point to (SDP) with bounded objective
function value such that the infeasibility and optimality bounds depend on the dual solution,
‖y?SDP ‖1, and the parameters β and M . If the parameter values β and M are specifically chosen
to be β = 2‖y?SDP ‖1 and M = 2 log(2d) , then X̂ satisfies ‖A(X̂)− b‖∞ ≤ 2 and the objective
function value is upper bounded by 〈C,X?SDP 〉+ 2‖y?SDP ‖1.
Remark 3.2. In some cases, it is difficult to produce truly feasible points from the generated
near-feasible points. While in other cases, such as (MaxCut-SDP), it is fairly straightforward
to make small modifications to a generated near-feasible point to produce a feasible point with
a similar objective value. Furthermore, we will see that for (MaxCut-SDP), it is possible to
reduce ‖y?SDP ‖1 to 〈C,X?SDP 〉, eliminating the unknown optimal dual variable from our bounds.
4 Approximation Algorithm for MaxCut
We now apply the general framework from Section 3 to give an implementation of the Goemans-
Williamson approximation algorithm for MaxCut that uses only O(n) working memory. Recall
from Section 1.1 that the standard SDP relaxation of MaxCut, (MaxCut-SDP) is a special
case of (SDP) with a symmetric diagonally dominant cost matrix C and the constraint set
{X ∈ Sn : X  0,diag(X) = 1}. A key challenge in applying the results of Lemma 3.2 in
this setting is that the suboptimality and infeasibility bounds obtained depend on the optimal
solution of the dual SDP (DSDP). With no a priori knowledge of the dual solution, selecting
the value of parameter β is difficult and the additive error term in (3.4) could be quite high.
Furthermore, setting the value of β to an arbitrarily large value increases the curvature constant.
For (MaxCut-SDP), we show how to apply Lemma 3.2 to obtain relative error bounds on the
suboptimality and infeasibility of the output of Algorithm 2 without a priori knowledge of the
dual optimal solution. This allows us to appropriately choose the parameters β and M in the
penalized formulation (MaxCut-LSE). Moreover, it is possible to generate a feasible solution to
MaxCut that nearly achieves the approximation guarantee of Goemans-Williamson method,
by applying Algorithm 3 (see Section 4.2) to the Gaussian samples generated from the PSD
matrix produced by Algorithm 2.
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Let the constraint ‘diag(X) = 1’ in (MaxCut-SDP) be penalized with φM (·) (3.1) and
consider the modified problem
max
X
〈C,X〉 − βφM (diag(X)− 1) subject to
{
Tr(X) ≤ n
X  0. (MaxCut-LSE)
We will see that choosing M = 4 log(2d) and β = 4Tr(C) in (MaxCut-LSE) allows us to derive
a relative error bound on the objective function value of (MaxCut-SDP). The main result of
this section is given as follows:
Theorem 4.1. Let (MaxCut-LSE) be solved to Tr(C)-optimality using Algorithm 2 with  ∈(
0, 13
)
, η = 1, p = T (n,) , where T (n, ) = 64
log(2n)n2
2
, followed by the rounding scheme of
Algorithm 3. For a diagonally dominant matrix C, this procedure generates a binary vector w
that satisfies
αGW (1− 3)opt ≤ E[wTCw] ≤ opt, (4.1)
where opt is the maximum of wTCw over the set w ∈ {−1, 1}n. Algorithm 2 terminates after
at most T (n, ) iterations, where each iteration performs at most 280n log
(
2n

)
matrix-vector
multiplications. The working memory required is at most 3n numbers.
4.1 Relative Error Bounds on Suboptimality and Infeasibility for (MaxCut-SDP)
In this subsection, we derive relative error bounds on the suboptimality and infeasibility for (MaxCut-SDP)
at X̂, the output of Algorithm 2, when solving (MaxCut-LSE). This is an application of
Lemma 3.2 with the key difference that any dependence on the dual optimal solution has been
eliminated.
The dual of SDP relaxation of MaxCut is,
min
y
n∑
i=1
yi subject to diag
∗(y)− C  0. (4.2)
Let y?SDP be an optimal solution of Problem (4.2). We first show that ‖y?SDP ‖1 is upper
bounded by 2Tr(C).
Lemma 4.1. Let (X?SDP , y
?
SDP ) be a primal-dual optimal pair for (MaxCut-SDP) and its
dual (4.2). If C is diagonally dominant, then
Tr(C) ≤ 〈C,X?SDP 〉 = ‖y?SDP ‖1 ≤ 2Tr(C). (4.3)
Proof. For a symmetric diagonally dominant cost matrix C with nonnegative entries on the
diagonal, it follows from the Gershgorin cirle theorem, that C must be a PSD matrix. Since C
is PSD, diag∗(y) − C  0 implies y ≥ 0. Thus, the objective function of Problem (4.2) can be
written as ‖y‖1. Moreover, the SDP relaxation of MaxCut satisfies Slater’s condition, so
〈C,X?SDP 〉 = ‖y?SDP ‖1,
for a primal-dual optimal pair (X?SDP , y
?
SDP ). To see that Tr(C) = 〈C, I〉 ≤ 〈C,X?SDP 〉, we
simply note that identity matrix I is feasible for (MaxCut-SDP).
To prove 〈C,X?SDP 〉 ≤ 2Tr(C), we use the fact that C is a diagonally dominant matrix with
nonnegative entries on the diagonal. As such the matrix 2diag∗(diag(C))−C is also symmetric
diagonally dominant and has nonnegative diagonal entries. It follows that
2diag∗(diag(C))− C  0. (4.4)
Then,
〈C,X?SDP 〉 ≤ 〈2diag∗(diag(C)), X?SDP 〉 = 2Tr(C), (4.5)
where we used the fact that X?SDP  0 and diag(X?SDP ) = 1.
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Remark 4.1. If C  0, but not diagonally dominant, we have ‖y?SDP ‖1 ≤ nλmax(C) ≤ nTr(C),
since y = 1·λmax(C) is feasible for the dual problem (4.2). So, Tr(C) ≤ 〈C,X?SDP 〉 = ‖y?SDP ‖1 ≤
nTr(C) in that case.
4.1.1 Optimality and feasibility bounds for (MaxCut-SDP)
By finding a near-optimal point for (MaxCut-LSE), the penalized relaxation of (MaxCut-SDP),
we can obtain a near-feasible solution to (MaxCut-SDP) that has relative error . Note that a
relative error bound is exactly what we need to obtain a multiplicative approximation guarantee
for MaxCut.
Lemma 4.2. Let X?SDP be an optimal solution of (MaxCut-SDP) and X̂ be an Tr(C)-optimal
solution to (MaxCut-LSE) with M = 4 log(2d) and β = 4Tr(C). Then
〈C,X?SDP 〉(1− ) ≤ 〈C, X̂〉 ≤ 〈C,X?SDP 〉(1 + ), (4.6)
and
‖A(X̂)− b‖∞ ≤ . (4.7)
Proof. This result is an application of Lemma 3.2 for specific parameter values. Substituting
the values of M and β, and using the inequality ‖y?SDP ‖1 ≤ 2Tr(C) from Lemma 4.1, we see
that
‖A(X̂)− b‖∞ ≤
β log(2d)M + Tr(C)
β − ‖y?SDP ‖1
≤ 2Tr(C)
4Tr(C)− 2Tr(C) = .
Furthermore, combining the result 〈C,X?SDP 〉 = ‖y?SDP ‖1 (from Lemma 4.1) with Lemma 3.2
gives the upper bound on 〈C, X̂〉. Finally, using the fact that 〈C,X?SDP 〉 ≥ Tr(C) and substi-
tuting in (3.4), gives
〈C, X̂〉 ≥ 〈C,X?SDP 〉 − Tr(C) ≥ 〈C,X?SDP 〉(1− ).
Remark 4.2. If C  0 (not necessarily diagonally dominant), then the bounds in Lemma 4.2
hold for M = (n+ 2) log(2d) and β = (n+ 2)Tr(C).
4.2 Generating a Feasible Solution to MaxCut
We now show how to adapt the rounding procedure of Goemans-Williamson to our setting
(Algorithm 3). The reason we need to modify the Goemans-Williamson scheme is because the
zero-mean Gaussian random vector returned by Algorithm 2 has covariance that is not feasible
for (MaxCut-SDP).
Algorithm 3: Generate a binary vector from a Gaussian vector
Input : A sample ẑ ∼ N (0, X̂) and diag(X̂)
Output: A feasible solution to MaxCut w = sign(w)
1 Function GenerateSample:
2 Generate ζ ∼ N
(
0, I − diag∗
(
diag(X̂)
max(diag(X̂))
))
3 Set w = ẑ√
max(diag(X̂))
+ ζ
4 return sign(w)
Algorithm 3 can be used to generate a feasible solution of MaxCut from any PSD (covari-
ance) matrix X. The first step of the algorithm generates n independent zero-mean random
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variables with covariance defined by the diagonal entries of I − diag∗
(
diag(X̂)
max(diag(X̂))
)
. The ran-
dom vector w in step 3 is a sum of two independent zero-mean Gaussian random vectors. The
covariance of this random vector w can be stated as
X =
X̂
max(diag(X̂))
+
(
I − diag∗
(
diag(X̂)
max(diag(X̂))
))
(4.8)
so that w ∼ N (0, X). The matrix X is a sum of two PSD matrices and so is PSD. Moreover,
diag(X) = 1, so X is feasible for (MaxCut-SDP). We can then apply the standard analysis of
the Goemans-Williamson rounding scheme to X.
Goemans-Williamson rounding. For a PSD matrix C and a Gaussian random vector w ∼
N (0, X), such that diag(X) = 1, Nesterov [26] derived a 2pi -approximation bound,
EG[wTCw] ≥ α〈C,X〉, (4.9)
where w = sign(w), α = 2pi and EG[·] denotes the expectation over Gaussian random vectors.
Moreover, if C is diagonally dominant, Goemans and Williamson [14] provide a tighter bound
with α = αGW ≈ 0.878.
When the input of Algorithm 3 is an approximate solution of (MaxCut-SDP), we analyze
the expected objective value of sign(w).
Lemma 4.3. Let  ∈ (0, 12), C be a diagonally dominant matrix, and let X̂  0 satisfy the
bounds given in Lemma 4.2. If a binary vector w = sign(w) is generated by Algorithm 3 with
input ẑ ∼ N (0, X̂), then the expected value of wTCw satisfies
αGW (1− 2)opt ≤ EG[wTCw] ≤ opt ≤ 〈C,X?SDP 〉, (4.10)
where opt is the optimal value of wTCw over the set w ∈ {±1}n.
Proof. The objective function value of (MaxCut-SDP) at X is
〈C,X〉 =
〈
C,
X̂
max(diag(X̂))
+
(
I − diag∗
(
diag(X̂)
max(diag(X̂))
))〉
(4.11)
≥ 〈C, X̂〉
max(diag(X̂))
(4.12)
≥ 1− 
1 + 
〈C,X?SDP 〉 (4.13)
≥ (1− 2)〈C,X?SDP 〉, (4.14)
where (4.12) follows from the fact that both C and I − diag∗
(
diag(X̂)
max(diag(X̂))
)
are PSD and
their inner product is greater than 0, (4.13) follows from Lemma 4.2, and (4.14) uses the fact
that 11+ ≥ 1−  and (1− )2 ≥ 1− 2. Substituting (4.14) in (4.9) gives the desired result.
Note that the result in Lemma 4.3 holds irrespective of the algorithm used to compute X̂.
We are now in a position to prove Theorem 4.1.
Proof of Theorem 4.1. Since we use Algorithm 2 to solve (MaxCut-LSE) with p = T (n,) , the
bounds in Lemma 4.2 are satisfied with probability at least 1 − . Thus, the bound 〈C,X〉 ≥
(1−2)〈C,X?SDP 〉 also holds with probability at least 1−. Moreover, for any X  0, 〈C,X〉 ≥ 0,
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and thus, a lower bound on the expected value of 〈C,X〉 over the random initialization of the
power method, i.e., EP [〈C,X〉], at each iteration is,
EP [〈C,X〉] ≥ (1− 2)〈C,X?SDP 〉(1− )
≥ (1− 3)〈C,X?SDP 〉.
The lower bound in (4.1) then follows from (4.9) because
E[wTCw] = EP [EG[wTCw]]
≥ αGWEP [〈C,X〉]
≥ αGW (1− 3)〈C,X?SDP 〉
≥ αGW (1− 3)opt.
Bound on T , number of iterations of Algorithm 2. An upper bound on the curvature
constant of (MaxCut-LSE) is Cug = 16
Tr(C) log(2n)n2
 since ω = 1 and α = n. Algorithm 2
converges to an Tr(C)-optimal solution after at most T =
2Cug (1+η)
Tr(C) − 2 ≤ 64 log(2n)n
2
2
iterations
with probability at least 1− Tp.
Bound on number of iterations of power method at each t. From Lemma 2.1, the
number of matrix-vector multiplications performed at iteration t of Algorithm 2 is at most
λα
δ log
(
n
p2
)
with δ = 12ηγtC
u
g ≈ 18Tr(C) and
λ = max
i
|λi(∇g(vt))|
= max
i
|λi(C − βD)|,
where D is a diagonal matrix with dii ∈ [−1, 1]. Thus, λ ≤ λmax(C) + β ≤ 5Tr(C).
Substituting the value of p, and bounds on λ and δ in Lemma 2.1, the number of iterations
performed by the power method and thus, the number of matrix-vector computations at each t
is bounded by 280n log
(
2n

)
. Furthermore, at iteration t of Algorithm 2, we keep track of the
sample z and A(X) which requires storage of 2n numbers. Furthermore, the working memory
of the power method is n numbers. This leads to a total working memory of at most 3n
numbers.
Remark 4.3. If C  0, but not diagonally dominant, then the suboptimality bound (4.1) holds
for M = (n+ 2) log(2d) and β = (n+ 2)Tr(C). However, due to the dependence of the values of
parameters β and M on n in this case, it takes O
(
log(2n)n4
2
)
iterations within Algorithm 2 to
achieve the stated guarantee.
5 From Gaussian to Randomized Extreme-Point Sampling
Until now, we have focused on using Gaussian random vectors to represent PSD matrix decision
variables in low memory, and showed how to modify the Frank-Wolfe algorithm to track these
samples. In this section, we discuss a more flexible approach to sample-based representations
of decision variables.
Consider the problem
max
x∈S
g(B(x)), (5.1)
where g is a smooth concave function, B is a linear map, and S is a compact, convex set.
If S is the set of trace-constrained PSD matrices, we can apply Algorithm 2 as seen in
Section 3. When the decision variable is not a PSD matrix, it is not immediately clear whether
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there is a natural analogue of the Gaussian sampling idea from Section 3.1. One way to proceed
in this case, is to think of S as the set of expectations of random variables supported on
the extreme points of S. The analogue of the Gaussian sampling idea is to construct a Markov
chain on the extreme points of the feasible region so that its expectation converges to an optimal
solution of Problem (5.1). Note that the updates in the Frank-Wolfe algorithm at each iteration
are generated as optimal solutions to linear optimization problem over a convex set and hence
can be taken to be extreme points of the feasible region. This idea opens up the possibility of
developing algorithms for solving Problem (5.1) that require low working memory by modifying
Frank-Wolfe, as long as certain conditions on the feasible set S are satisfied.
Randomized extreme-point sampling. The basic idea of randomized extreme-point sam-
pling of (5.2) is to modify the Frank-Wolfe algorithm (Algorithm 1) so its state is a random
extreme point zt with expectation xt. To do this, at iteration t, we update the random extreme
point via
zt+1 =
{
zt with probability 1− γt
ht with probability γt,
(5.2)
where ht is an update direction that is an extreme point of S. Note that this update direction
is computed as in Algorithm 1 and is deterministic since it depends on the variable vt = B(xt)
that we track along with the sample zt.
The expected value of zt+1 is E[zt+1] = (1 − γt)E[zt] + γtht. By induction, it follows that
at every iteration t, E[zt] = xt and E[zt+1] = xt+1 = (1 − γt)xt + γtht. Since this is equivalent
to the update rule of Algorithm 1 in expectation, the convergence rate given in Theorem 2.1
also holds for E[zt]. Thus, replacing the solution xt at iterate t with a random sample zt,
we get Frank-Wolfe with randomized extreme-point sampling, the outline of which is given in
Algorithm 4.
Algorithm 4: Outline of Frank-Wolfe Algorithm with Randomized Extreme-Point Sam-
pling
Input : Problem (5.1)
Output: A sample z such that E[z] = x̂, where x̂ is an -optimal solution of (5.1)
1 Function FWRandom:
2 Initialize x0 ∈ S, v0 = B(x0) and set z0 to be a random extreme point with E[z0] = X0
3 Set t = 0, γt =
2
t+2
4 while stopping criteria is not satisfied do
5 Using LMO, compute the update direction ht, and qt = B(ht)
6 Update zt using (5.2)
7 Set vt+1 ← (1− γ)vt + γqt
8 t← t+ 1, γt ← 2t+2
9 end
10 return zt
In order to implement Algorithm 4 in low memory, we require that the conditions LowMem-
oryComputations and LowMemoryExtremePoints from Section 2 should be satisfied. These
conditions state that it must be possible to carry out the computations required to compute the
update direction in low memory, and that we should be able to represent the extreme points
of the feasible set S in low memory. In the rest of the section, we look at the application of
randomized extreme-point sampling to example problems which satisfy conditions LowMemo-
ryComputations and LowMemoryExtremePoints.
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5.1 Randomized Extreme-Point Sampling for SDPs with Rank-1 Extreme
Points
When the feasible region consists of trace constrained PSD matrices, the randomized extreme-
point sampling of (5.2) can be applied to Problem (5.1). A key feature of this constraint set is
that all of its extreme points have rank zero or one. Here, the condition LowMemoryExtreme-
Points from Section 2 is met and the extreme points require much less memory than the size of
the decision variable.
The additional flexibility of randomized extreme-point sampling means that this technique is
also applicable to a larger class of spectrahedra (i.e., feasible regions of semidefinite programs).
In seeking feasible regions for which the extreme rays have a low memory representation, it is
natural to consider spectrahedra that have rank-1 extreme points. These have been classified
fully by Blekherman, Sinn, and Velasco [4]. Rather than discuss this class in general, we focus
on the particular case of PSD matrices that are sparse with respect to a chordal graph.
Given a graph G = (V,E), and a |V | × |V | symmetric matrix X, we say that X is sparse
with respect to G if Xij = 0 whenever (i, j) /∈ E and i 6= j. Consider the convex set
SG = {X ∈ S|V | : Tr(X) ≤ α, X  0, X is sparse with respect to G}.
A graph G is said to be chordal if every cycle of G of length at least four has a chord. If G
is chordal, then the extreme points of SG have the following characterization.
Theorem 5.1. If G is a chordal graph, then X ∈ SG is an extreme point of SG if and only if
X = 0 or X = uuT , where u ∈ Rn, ‖u‖22 = α and the indices of nonzero entries in u form a
clique of G.
Sketch of proof. (⇐) For any graph G, this follows from the fact that any rank-1 element of SG
must be an extreme point.
(⇒) This is a consequence of [1, Theorem 2.3], which states that any PSD matrix sparse
with respect to a chordal graph decomposes as a sum of PSD matrices, each sparse with respect
to some maximal clique of G.
Thus, given an input chordal graph G and its set of maximal cliques, the extreme points
of SG have rank at most one, with the number of nonzero elements in the rank-1 factoriza-
tion upper bounded by the size of the largest clique. The memory required to represent each
extreme point is then bounded above by the number of vertices in the graph and satisfies the
condition LowMemoryExtremePoints.
For Algorithm 4 to be a low memory algorithm, we also need to check that the condi-
tion LowMemoryComputations holds. Computing the update direction now requires solving
one eigenvalue problem for each maximal clique of G. These can be solved serially each via the
power method so that we get an update direction that is a zero-padded vector representing an
extreme point of SG. The overall memory required by Algorithm 4 for these computations is
still bounded by O(d + |V |), i.e., the dimension of the codomain of the linear map B and the
size of the largest maximal clique in the chordal graph G. As such, the condition LowMemo-
ryComputations is satisfied.
The difference between the feasible region of (BoundedSDP) and the feasible region SG
is the additional
(|V |
2
) − |E| linear constraints. In Section 3.2, we dealt with such additional
constraints by incorporating an associated penalty into the objective function at the expense
of infeasibility and increasing the curvature constant of the objective. However, when G is
chordal, the extreme points of SG have a concise representation given by Theorem 5.1, and sat-
isfy conditions LowMemoryComputations and LowMemoryExtremePoints. Using Algorithm 4
eliminates the need to penalize these additional constraints.
If the graph G is not chordal, we can combine the penalization approach and the chordal
graph approach as follows. We add extra edges to the graph G to make a chordal graph G
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(known as a chordal cover). Because we have added extra edges to G to get G, SG ⊆ SG. The
constraints corresponding to E(G)\E(G) could then be penalized in the objective function using
the penalty function defined by equation (3.1). This gives a problem with a modified objective
function and a convex feasible region where the decision variable is sparse with respect to the
chordal graph G. Using Algorithm 4 will now generate a near-feasible, near-optimal solution to
the problem defined on the graph G.
5.2 Illustrating Randomized Extreme-Point Sampling
The applications considered until now have a PSD matrix decision variable. In this subsection,
we illustrate the randomized extreme-point strategy for two problems with feasible regions that
are not subsets of the PSD cone. We discuss the sensor selection problem of Joshi and Boyd
[18] and the compressive sensing problem. We discuss assumptions on the problem data under
which randomized extreme-point sampling can be implemented in low memory.
5.2.1 Sensor Selection Problem
In the sensor selection problem, we are given n noisy sensors, and the aim is to choose a subset
of size k that allows us to estimate an unknown quantity with least uncertainty. If we consider
linear sensors with additive Gaussian noise, the i-th sensor takes a measurement of the form
yi = a
T
i ζ+ξi, where ξi ∼ N (0, 1) and ζ ∈ Rm. The confidence ellipsoid of the estimate obtained
using a subset I ⊆ {1, . . . , n} of sensors has volume proportional to log det
((∑
i∈I xiaia
T
i
)−1)
.
The problem of choosing the subset of sensors of size k that minimizes the volume of this
ellipsoid can be written as the following mixed integer convex program:
max
x
log det
(
n∑
i=1
xiaia
T
i
)
subject to
{ ∑n
i=1 xi = k
xi ∈ {0, 1}, i = 1, . . . , n,
(5.3)
where the variable xi indicates the selection of sensor i for observation. By relaxing the inte-
grality condition in Problem (5.3), we obtain the following standard convex relaxation studied
by Joshi and Boyd [18],
max
x∈S
g(B(x)) = log det (B(x)) (5.4)
where B(x) = ∑ni=1 xiaiaTi and S = {x ∈ Rn : ∑ni=1 xi = k, 0 ≤ xi ≤ 1, i = 1, . . . , n}. The
extreme points of S are vectors in Rn with exactly k nonzero entries each with value equal to
one. These can be represented in low memory by storing the k indices of nonzero entries, which
require k log(n) bits. As such, the condition LowMemoryExtremePoints is satisfied.
Now we look at the way we can find a feasible solution to Problem (5.3) in low working
memory using randomized extreme-point sampling (Algorithm 4). This technique returns a
random subset of sensors of size k, and so naturally integrates solving the convex relaxation with
a method for rounding a feasible solution to Problem (5.4) to a feasible solution to Problem (5.3).
The objective function of Problem (5.4) is a smooth, convex function as long as
∑
i∈I aia
T
i 
0, whenever |I| = k. At iterate t,
∇g(B(x(t))) = [aTi A(x(t))ai]ni=1, (5.5)
where A(x(t)) =
[∑n
i=1 x
(t)
i aia
T
i
]−1
. The update direction is
h(t) = arg max
d∈S
〈∇g(B(x(t))), d〉. (5.6)
which is equivalent to computing the k largest entries of the nonnegative vector∇g(B(x(t))). For
the LowMemoryComputations property to hold, we make two assumptions, (1) that n  m2
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and (2) that the sensor parameters ai do not need to be stored explicitly. Then we can compute
the update direction by generating each element of ∇g(B(x(t))) serially and only storing k
largest elements and their indices. Thus, solving this subproblem requires us to store O˜(m2+k)
numbers (suppressing the log(n) memory required to represent a number between 1 and n), to
store A(x(t)) and k largest elements of ∇g(B(x(t))) and their indices.
In summary, by applying Algorithm 4, we can select k sensors that form a near-optimal
solution for the convex relaxation (Problem (5.4)) in expectation with working memory of
O˜(m2 + k) numbers (again suppressing logarithmic factors in n).
5.2.2 Compressive Sensing
Compressive sensing is used to reconstruct a sparse signal x ∈ Rn from a set of noisy linear
measurements y = Ax+w ∈ Rm with m n [28]. If, in addition, x is nonnegative, a standard
convex formulation of the problem is
min
x
1
2
‖Ax− y‖22 subject to
{
‖x‖1 ≤ α
x ≥ 0. (5.7)
The extreme points of the feasible region S = {x ∈ Rn : ‖x‖1 ≤ α, x ≥ 0} of Problem (5.7)
are the origin and vectors that have a single nonzero element with value equal to α. An
extreme point can now be represented as a singleton containing the index of the nonzero element,
requiring log(n) bits of storage.
Let B(·) : Rn → Rm be defined as B(x) = Ax, so that the objective function of Problem (5.7)
is of the form, g(B(x)) = 12‖B(x)− y‖22. The update direction is computed as
ht = arg max
‖d‖1≤α,
d≥0
〈∇g(B(xt)), d〉. (5.8)
If i? ∈ arg maxi ∇g(B(xt))i, then an optimal solution of Problem (5.8) is a vector with
a single nonzero element indexed by i? and whose value is equal to α (or the zero vector if
∇g(B(xt)) ≤ 0). Since computing i? is equivalent to finding the largest element in ∇g(B(xt)),
the LowMemoryComputations property will hold as long as we can generate the columns of A
serially without explicitly storing them. This would be possible, for instance, if A were a partial
Fourier matrix. The working memory of Algorithm 4 is effectively restricted to O(m) numbers
required to store v and an extreme point.
Recovering a signal with k nonzero elements. The randomized extreme-point sampling
algorithm returns a random index i ∈ {1, . . . , n}. The index is a sample from the distribution
defined by normalizing a near-optimal point for Problem (5.7). In Section 6, we briefly discuss
how to recover a k-sparse approximation of the optimal solution to Problem (5.7). The main idea
is to run the randomized extreme-point sampling algorithm multiple times and use a streaming
algorithm to find the k most frequently occurring indices in the resulting stream.
6 Post-Processing of Samples
In the previous sections, we developed algorithms that generate samples of decision variables and
their output is a collection of samples of an -optimal solution of a convex optimization problem
of the form (5.1). When Gaussian sampling is used with Algorithm 2, the output zero-mean
Gaussian samples have covariance that represents an -optimal solution of the input problem.
Whereas, when randomized extreme-point sampling (Algorithm 4) is used, the output is a
sample whose expected value represents an -optimal solution to the problem. In this section we
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briefly discuss further processing that can done be on these samples to generate other memory-
efficient approximations of that near-optimal solution. The general approach will be to make
use of various streaming algorithms.
For instance, given a sequence of i.i.d. Gaussian samples zi ∼ N (0, X) generated by running
Algorithm 2 for problems with a unique optimal solution, we would like to estimate either X
itself or a low memory approximation of X. Low memory approximations of interest include
rank-k approximations, Ω-sparse approximations or the top k principal components. When
the samples are generated sequentially, processed and discarded, such covariance estimation or
approximation problems can potentially be solved in a memory-efficient way using streaming
algorithms. When the decision variable is (up to scaling) a probability vector, as in the com-
pressing problem from Section 5, Algorithm 4 gives a stream of samples from that probability
distribution. A natural post-processing task is to find a k-sparse approximation of the underly-
ing decision variable. In the rest of the section, we briefly discuss how to post-process sampled
solutions to construct such approximations of the solution of the underlying convex program.
Finding low-rank approximation of covariance matrix. Given a stream of i.i.d. samples
z1, z2, . . . , zN ∼ N (0, X), we can use the method proposed by Tropp et al. [30] to obtain a rank-
r approximation of the sample covariance matrix XN =
1
N
∑N
i=1 ziz
T
i . The method involves
generating and updating a linear sketch YN = XNΩ of the sample covariance matrix, where
Ω ∈ Rn×k is a fixed matrix with i.i.d. standard Gaussian entries, and r ≤ k ≤ n. Given a new
random sample zN+1 ∼ N (0, X), the sketch is updated via YN+1 = NN+1YN + 1N+1z(zTΩ). Note
that this sketch requires Θ(kn) memory and the computational cost of updating the sketch is
Θ(kn). Furthermore, using [30, Algorithm 3] it is possible to reconstruct a rank-r approximation
X̂N of the sample covariance matrix XN from YN . In particular, if k ∼ Θ(r/), it is possible
to generate X̂N such that E‖XN − X̂N‖1 ≤ (1 + )‖XN − [XN ]r‖1, where [XN ]r is the best
rank-r approximation of the sample covariance and ‖ · ‖1 is the Schatten-1 norm. By choosing
sufficiently many samples N , we can ensure that E
[
‖X − X̂N‖1
]
≤ (1 + 2)‖X − [X]r‖1, where
X is the population covariance of the samples and [X]r is its best rank-r approximation. This
means that using O(nr/) memory, we can post process the sampled output of Algorithm 2 to
obtain a rank-r approximation of a near-optimal solution of (BoundedSDP).
Finding top eigenspace using streaming PCA. Given i.i.d. samples z1, z2, . . . , zN ∼
N (0, X) with bounded norm, we may also want to estimate the eigenspace corresponding to
the k largest eigenvectors. Unlike estimating a rank-k approximation, we require a nonzero
eigengap between the eigenvalues λk and λk+1 of the covariance matrix for this problem to
be well defined. This problem is a variant of streaming PCA which computes a k-dimensional
subspace that best contains n-dimensional samples presented sequentially. The SPCA algorithm
given by Oja and Karhunen [27] keeps track of an n× k matrix with orthonormal columns, say
QN , at each step N . When a new sample zN+1 ∼ N (0, X) with bounded norm is received,
it performs the update QN+1 = QR(QN + γNzN+1(z
T
N+1QN )) where QR(·) computes the QR
decomposition so that the matrix QN+1 has orthonormal columns and γN > 0 is a step size
parameter. Furthermore, from [23, Theorem 1], we see that using SPCA, it is possible to
compute the top k eigenspace approximately with prespecified error by choosing sufficiently
many samples. Since the samples are processed sequentially and discarded, the streaming PCA
model requires no more than O(kn) memory to compute and store the top k eigenspace of the
covariance matrix.
Finding a signal vector with k nonzero elements. The output of Algorithm 4, when ap-
plied to the compressive sensing problem, is a stream of data where each data point represents an
index of a single nonzero element in the signal. As seen in Section 5.2.2, the goal of compressive
sensing is to recover a signal with k nonzero elements. By recovering the frequency of k most
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frequently occurring indices from this data stream, we recover a signal with k nonzero elements
that satisfies the constraints (up to scaling) for the compressive sensing problem. The counter
based technique proposed by Metwally, Agrawal, and El Abbadi [25] is a memory-efficient way
to approximately compute these elements by only keeping track of the counts of occurrence of
few elements, say m ≥ k, at a time. When a new element zi in the stream arrives, the count
of the element is updated by one if it is being tracked at that time. Otherwise, it displaces
the element with the lowest count in the list and the count of the new element is set to the
count value of the element it displaces plus one. The data structure is a linked list such that the
elements are stored in the decreasing order of their frequency. Furthermore, by setting m = 1fk ,
where fk is the frequency of the k-th most common element, it is possible to find the top k
frequently occurring elements such that the frequency of each element is at least (1− )fk [25,
Theorem 6].
7 Discussion
Comparison with Yurtsever et al. [36]. In Section 3, we saw that it is possible to gen-
erate and store samples of a near-feasible, near-optimal solution to (SDP) using Algorithm 2
with working memory that is independent of the approximation parameter  and limited to
O(d + n). This memory requirement differs from the O(d + rn/) working memory required
by the algorithm given by Yurtsever et al. [36]. The difference arises due the fact that we
only aim to provide a sampled representation of the approximate solution rather than generate
a near best rank r approximation of the solution, or recover the exact solution matrix. In
the special case of MaxCut, our sample-based representation is sufficient to implement the
Goemans-Williamson rounding scheme. This allows us to implement an (1 − )αGW approx-
imation algorithm for MaxCut using memory linear in n and independent of . Yurtsever
et al. [36] have performed numerical experiments which show that their method is capable of
handling (MaxCut-SDP) with n ≈ 8 · 106 on a computer with 16 GB RAM. Our preliminary
numerical results (see Section 7.1) are perhaps less promising in terms of practical convergence
rate.
Alternative algorithms with Gaussian sampling. The Frank-Wolfe algorithm is well
suited for Gaussian and extreme-point sampling when the extreme points have low rank. It is
interesting to consider which other algorithms can be modified to track a sampled representation
of the decision variable rather than the decision variable itself. For example, MaxCut algorithm
given by Klein and Lu [20] generates a rank-1 update at each iteration and its output is used
to produce a factorization of an approximate solution to (MaxCut-SDP). The structure of the
updates and the computations required in their algorithm are structurally similar enough to our
approach that the matrix iterates in [20] can be systematically replaced with Gaussian samples.
Another method where this could be done is the Matrix Multiplicative Weights (MMW)
method, where the update to the variable takes the form xt+1 ← xt exp(c(x)) with c(x) be-
ing a feedback function from the previous iterates. In the case of SDPs, this method requires
computing the matrix exponential to generate the updates. Carmon et al. [8] provide an algo-
rithm [8, Algorithm 1] for solving (SDP) using MMW method which relieves the computational
burden of generating the matrix exponential. They do so by restricting the update to be a
rank-1 sketch which is the result of multiplying the matrix exponential with a random vector
drawn from a standard Gaussian distribution. This rank-1 sketch is computed using Lanczos
algorithm without actually generating the matrix exponential. Again we expect that it should
be possible to use the idea of randomized extreme-point sampling to get linear working memory
while implementing this algorithm.
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Using Gaussian sampling for other rounding schemes. There are a number of other
approximation algorithms that involve solving (MaxCut-SDP) (with appropriate cost matrix C)
and then rounding the Gaussian samples with covariance given by the SDP solution. Examples
include Max-2SAT [14] and the maximization of indefinite binary quadratic forms studied by
Charikar and Wirth [9] and Megretski [24]. Our approach allows these approximation algorithms
to also be solved in O(n) working memory. It would be interesting to investigate which other
rounding schemes can be implemented in a memory-efficient way using modifications of our
approach.
7.1 Preliminary Computational Results
We conclude with some preliminary computational experiments for MaxCut. The algorithms
we propose are simple to implement, and offer a scope for modification and improvement. Our
aim here is to illustrate this simplicity and to identify possible areas for future algorithmic
developments. We generated random graphs with sizes n = 800 to n = 2000 and with average
degree of 10. Note that all the graphs had unweighted edges. The computations were performed
using MATLAB R2018b on a machine with 8GB RAM and 4 cores. The input parameter values
for MaxCut were set as d = n, α = n, ω = 1,  = 0.1 β = 4Tr(C) and M = 4 log(2d) .
The key observation during the implementation was that the working memory at any time
during the algorithm was restricted to at most 20n, which is linear in the size of the graph
as claimed. We tracked the change in infeasibility, which also determines an upper bound on
sub-optimality of the solution, with each iteration. The plot of log(‖A(X) − b‖∞) vs log(t)
(iteration number) for n = 800 and n = 2000 is shown in Figure 1.
(a) n = 800 (b) n = 2000
Figure 1: Plot of log(‖ A(Xt)− b ‖∞) vs log(t).
By comparing the two plots, we also noticed that the rate of the change in error observed
was similar for problems with different sizes. For both problems, it was observed that during
the initial phase, the rate of change in infeasibility is small. However, after a fixed percentage
of total iterations, there is a steady decrease in the error and finally, it converges to a value
about 10 times smaller than  = 0.1 in both cases.
Algorithm 2 was implemented exactly as given in Section 3 without any enhancements with
the exception of using eigs command in MATLAB instead of the power method to compute
eigenvectors in the LMO subroutine at each iteration. Note that the bounds in Theorem 4.1 are
satisfied by the iterates. As the convergence is quite slow for first 103 iterations for n = 800,
there is room for improvement in the design of the algorithm. We conjecture that this slow
initial convergence is due to the approach taken to penalize the constraints and identify this as a
natural direction for future algorithmic work. Currently, each iteration also requires computing
23
the leading eigenvector. This could be improved with warm start if we know the approximate
subspace in which the eigenvector lies which might become clearer as the algorithm reaches the
near-feasible, near-optimal solution to the input problem. These improvements can potentially
lead to a more practical low memory method, based on the ideas presented in this paper.
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A Proof of Lemma 3.2
Proof. There are three inequalities to prove.
Lower bound on the objective function value, 〈C, X̂〉. Let X?FW be an optimal solution
to (SDP-LSE). After the stopping criteria of Algorithm 2 is satisfied, the following holds:
g(B(X̂)) ≥ g(B(X?FW ))−  ≥ g(B(X?SDP ))−  (A.1)
since X?SDP is feasible for (SDP-LSE). Thus,
〈C, X̂〉 − βφM (A(X̂)− b) ≥ 〈C,X?SDP 〉 − βφM (A(X?SDP )− b)− . (A.2)
The lower bound in (3.4) follows since φM (A(X?SDP )− b) ≤ φM (A(X̂)− b).
Upper bound on the objective function value, 〈C, X̂〉. Let the Lagrangian of (SDP)
be defined as
L(X, y) = 〈C,X〉 − yT (A(X)− b).
For a primal-dual optimal pair, (X?SDP , y
?
SDP ) and any X  0, the following holds,
L(X, y?SDP ) ≤ L(X?SDP , y?SDP ). (A.3)
Since X̂  0, from (A.3), we can write
〈C, X̂〉 − y?TSDP (A(X̂)− b) ≤ 〈C,X?SDP 〉 − y?TSDP (A(X?SDP )− b)
= 〈C,X?SDP 〉.
(A.4)
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The upper bound on 〈C, X̂〉 can be written as,
〈C, X̂〉 ≤ 〈C,X?SDP 〉+ y?TSDP (A(X̂)− b) (A.5)
≤ 〈C,X?SDP 〉+ ‖y?SDP ‖1‖A(X̂)− b‖∞. (A.6)
Bound on infeasibility, ‖A(X̂)− b‖∞. We rewrite (A.1) as,
βφM (A(X̂)− b) ≤ 〈C, X̂〉 − 〈C,X?SDP 〉+ βφM (A(X?SDP )− b) + 
≤ ‖y?SDP ‖1‖A(X̂)− b‖∞ + βφM (A(X?SDP )− b) +  (from (A.6)).
Now φM (A(X?SDP )− b) = log(2d)M and, from Proposition 3.2, we know that ‖A(X̂)− b‖∞ ≤
φM (A(X̂)− b). So,
β‖A(X̂)− b‖∞ ≤ ‖y?SDP ‖1‖A(X̂)− b‖∞ + β
log(2d)
M
+ . (A.7)
Since β > ‖y?SDP ‖1 by assumption,
(β − ‖y?SDP ‖1) ‖A(X̂)− b‖∞ ≤ β
log(2d)
M
+ 
⇒ ‖A(X̂)− b‖∞ ≤
β log(2d)M + 
β − ‖y?SDP ‖1
.
So, we get a bound on infeasibility that depends on ‖y?SDP ‖1, M and β.
Revisiting the upper bound on 〈C, X̂〉. Substituting the bound on infeasibility into (A.6)
gives
〈C, X̂〉 ≤ 〈C,X?SDP 〉+ ‖y?SDP ‖1
β log(2d)M + 
β − ‖y?SDP ‖1
.
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