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Resumen
En el presente trabajo se estudia la solución de ecuaciones diferenciales fraccionarias li-
neales con coeficientes constantes, para ello se analizan algunas funciones especiales
como la función Gamma, Psi, Beta, Mittag-Leffler y Miller-Ross; se define la integral y de-
rivada fraccionaria de Riemann-Liouville, se da una interpretación geométrica y física de la
integral fraccionaria utilizando la integral de Riemann-Stieltjes y una interpretación física de
la derivada fraccionaria. También se presenta la transformada de Laplace de la derivada
fraccionaria útil para solucionar ecuaciones diferenciales fraccionarias usando como primer
método de solución la transformada de Laplace. Finalmente se proporcionan dos métodos
adicionales para resolver ecuaciones diferenciales fraccionarias lineales con coeficientes
constantes: el método de soluciones linealmente independientes y el método de la repre-
sentación explícita de la solución.
Palabras Claves: Integral Fraccionaria, Derivada Fraccionaria, Integral de Riemann-Stieltjes,
Transformada de Laplace, Ecuación Diferencial Fraccionaria.
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Abstract
In this paper we study the solution of linear fractional differential equations with cons-
tant coefficients. We analyze some special functions such as Gamma, Psi, Beta, Mittag-
Leffler and Miller-Ross; The Riemann-Liouville fractional integral and derivative is defined,
a geometric and physical interpretation of the fractional integral is given using the Riemann-
Stieltjes integral and a physical interpretation of the fractional derivative. We also present the
Laplace transform of the fractional derivative useful to solve fractional differential equations
using Laplace transform as the first method of solution. Finally, two additional methods are
provided for solving linear fractional linear equations with constant coefficients: the linearly
independent solution method and the explicit solution representation method.
Keywords: Fractional Integral, Fractional Derivative, Riemann-Stieltjes Integral, Laplace
Transform, Fractional Differential Equation.
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Introducción
El Cálculo Fraccionario generaliza las ideas del cálculo clásico, es decir, la integración
y diferenciación de orden entero a orden no entero. El concepto de derivada fraccionaria
apareció por primera vez en una famosa correspondencia entre G. A. de L’Hospital y G. W.
Leibniz, en 1695.
En los últimos sesenta años, el cálculo fraccionario ha jugado un papel muy importante
en diversos campos como la física, química, mecánica, electricidad, la biología, la econo-
mía, la teoría de control, procesamiento de señales e imágenes, biofísica, fenómenos de
flujo de sangre, aerodinámica, ajuste de los datos experimentales, etc.
En la última década, el cálculo fraccionario ha sido reconocida como una de las mejores
herramientas para describir los procesos de memoria larga, difusión anómala, interaccio-
nes de largo alcance, comportamientos a largo plazo, leyes de potencia, leyes de escala
alométrica, etc.(Yong, Jinrong, y Lu, 2016)
Tales modelos son interesantes no solo para los ingenieros y los físicos, sino también
para los matemáticos puros.
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Introducción 2
Por lo tanto, los modelos matemáticos correspondientes son ecuaciones diferenciales
fraccionarias. Sus evoluciones se comportan de una manera mucho más complicada pa-
ra estudiar la dinámica correspondiente es mucho más difícil. Aunque los teoremas de la
existencia de las ecuaciones diferenciales fraccionarias pueden ser obtenidos de forma si-
milar, no toda la teoría clásica de la ecuación diferencial puede aplicarse directamente a las
ecuaciones diferenciales fraccionarias.(Yong y cols., 2016)
Muchos matemáticos han desarrollado aún más esta área y se pueden mencionar los es-
tudios de L. Euler (1730), J.L. Lagrange (1772), P.S. Laplace (1812), J.B.J. Fourier (1822),
N.H. Abel (1823), J. Liouville (1832), B. Riemann (1847), H.L. Greer (1859), H. Holmgren
(1865), A.K. Grünwald (1867), A.V. Letnikov (1868), N.Ya. Sonin (1869), H. Laurent (1884),
P.A. Nekrassov (1888), A. Krug (1890), J. Hadamard (1892), O. Heaviside (1892), S. Pin-
cherle (1902), G.H. Hardy and J.E. Littlewood (1917), H. Weyl (1919), P. Lévy (1923), A.
Marchaud (1927), H.T. Davis (1924), A. Zygmund (1935), E.R. Love (1938), A. Erdélyi
(1939), H. Kober (1940), D.V. Widder (1941), M. Riesz (1949) and W. Feller (1952).(Yong y
cols., 2016)
Por lo tanto el objetivo principal de ésta investigación es resolver ecuaciones diferencia-
les fraccionarias lineales con coeficientes constantes. Para la mejor comprensión y desa-
rrollo de este trabajo, se ha tomado en consideración tres capítulos.
En el capítulo I se define la integral de Riemann-Stieltjes, se analizan algunas funciones
especiales, como la función Gamma, Psi, Beta, las funciones de Mittag- Leffler de uno y
dos parámetros y la función de Miller-Ross.
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En el capítulo II se desarrolla una breve historia sobre el cálculo fraccionario, se define
la integral y derivada fraccionaria de Riemann-Liouville y propiedades, una interpretación
geométrica y física de la integral fraccionaria utilizando la integral de Riemann-Stieltjes,
además una interpretación física de la derivada fraccionaria. También se presenta la trans-
formada de Laplace de la integral y derivada fraccionaria y la transformada de Laplace de
las funciones trascendentes tales como Mittag-Leffler y Miller-Ross.
En el capítulo III se presenta la solución de ecuaciones diferenciales fraccionarias linea-
les con coeficientes constantes utilizando el método de la transformada de Laplace, luego el
método de soluciones linealmente independientes, el método de la representación explícita
de la solución y finalmente como anexo se hará uso del software científico MATHEMATICA
10.0. para visualizar el cálculo de derivadas e integrales fraccionarias cuyo parte operativa
resulta muy compleja.
Capítulo1
Nociones Preliminares
En este capítulo se establecerán los conceptos básicos del cálculo diferencial e integral
de orden clásico o entero, así como las ecuaciones diferenciales ordinarias, y funciones
especiales, en particular, se presentan las funciones Gamma, Beta, Mittag-Leffler, Miller-
Ross, los cuales serán utilizados para entender los conceptos fundamentales que servirán
como base para el desarrollo de este trabajo. Estas funciones tienen un papel significativo
en la teoría del cálculo fraccionario, especialmente, en la teoría de ecuaciones diferenciales
fraccionarias.
1.1. Integración y Diferenciación
La integración y diferenciación de orden entero están estrechamente relacionados por el
conocido Segundo Teorema Fundamental del Cálculo Clásico.
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Teorema 1.1. Segundo Teorema Fundamental del Cálculo
Sea f : [a, b] −→ R una función continua, y sea F : [a, b] −→ R definida por
F (x) =
∫ x
a
f(t)dt.
Entonces, F es diferenciable y
F ′(x) =
d
dx
∫ x
a
f(t)dt = f(x).
Por lo tanto tenemos una relación muy estrecha entre los operadores diferenciales y
operadores integrales. Es uno de los objetivos de cálculo fraccionario para retener esta re-
lación en un sentido adecuadamente generalizada. Por lo tanto, también hay una necesidad
de tratar con operadores integrales fraccionarios, y realmente resulta ser útil discutir a esta
primera antes de que a los operadores diferenciales fraccionarios. Por eso es conveniente
utilizar las convenciones de notación introducidas en la siguiente definición.
Definición 1.1. (a) Denotaremos por D al operador que transforma una función diferen-
ciable en su derivada, es decir, Df(x) = f ′(x).
(b) Se denotará por aIx al operador que transforma una función f , asumiendo que es Rie-
mann integrable sobre el intervalo [a, b], en su primitiva centrado en a, por
aIxf(x) =
∫ x
a f(t)dt, para a ≤ x ≤ b.
(c) Para n ∈ N se utilizan los símbolosD y aIx para denotar la n-ésima iteración deD y aIx
respectivamente, es decir, D1 = D, aI1x = aIx, y D
n = DDn−1 y aInx = aIxaIn−1x ,
para n ≥ 2.
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(d) Teniendo en cuenta el teorema 1.1 se tiene que, DaIxf = f , lo que implica que
DnaI
n
x f = f, (1.1.1)
para n ∈ N, es decir Dn es el operador inverso por la izquierda de aInx .
Lema 1.1. Sea f Riemann integrable en [a, b]. Entonces, para a ≤ x ≤ b y n ∈ N, se tiene
aI
n
x f(x) =
1
(n− 1)!
∫ x
a
(x− t)n−1f(t)dt
Lema 1.2. Sea m,n ∈ N tal que m > n, y sea f una función que posee n-ésima derivada
continua sobre el intervalo [a, b]. Luego, Dnf = DmaIm−nx f .
Demostración. Por (1.1.1), tenemos f = Dm−naIm−nx f . Aplicando el operador Dn a am-
bos lados de esta relación y utilizando el hecho de que DnDm−n = Dm, se establece el
lema.
1.2. Espacio de Funciones
Introduciremos algunos espacios de funciones en los cuales la integral y derivada frac-
cionaria se encontrarán bien definidas.
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Definición 1.2. Sea k ∈ N y p ≥ 1.
Lp[a, b] :=
{
f : [a, b]→ R; es medible sobre [a, b] y
∫ b
a
|f(x)|pdx <∞
}
,
Ck[a, b] := {f : [a, b]→ R; f tiene k-ésima derivada continua} ,
C[a, b] := C0[a, b],
AC[a, b] := {f : [a, b]→ R; f es absolutamente continua} ,
<(g)[a, b] := {f : [a, b]→ R; f es Riemann-Stieltjes integrable con respecto a
g : [a, b]→ R, la cual es monótona creciente}.
Observación 1.
Donde, Lp[a, b] es (para 1 ≤ p ≤ ∞) el espacio usual de Lebesgue.
1.2.1. Fórmula de Leibniz para la derivada del producto de dos funciones
Teorema 1.2. Sea n ∈ N y f, g ∈ Cn[a, b], entonces
Dn [fg] =
n∑
k=0
(
n
k
)(
Dkf
)(
Dn−kg
)
(1.2.1)
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1.3. Algunas identidades asociadas con expansiones de frac-
ción parcial
Si P (x) = x3 + ax2 + bx + c es un polinomio cubico con ceros distintos α, β y γ la
expansión en fracción parcial de P−1(x) es
1
P (x)
=
A
x− α +
B
x− β +
C
x− γ
donde A−1 = DP (α) = (α−β)(α−γ), B−1 = DP (β) = (β−α)(β−γ), C−1 = DP (γ) =
(γ−α)(γ−β). TambiénA+B+C = 0 y αA+βB+γC = 0. Además α2A+β2B+γ2C = 1
Una generalización de estas fórmulas es establecida en el siguiente teorema.
Teorema 1.3. Sea
P (x) = xn + a1x
n−1 + . . .+ an =
n∏
j=1
(x− αj)
un polinomio de grado n cuyos ceros α1, α2, . . . , αn son todos distintos. Sea
1
P (x)
=
n∑
k=1
Ak
x− αk
donde
A−1k = DP (αk) =
n∏
i=1
i 6=k
(αk − αi), k = 1, 2, 3, . . . , n
es la expansión de la fracción parcial de P−1(x).
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Entonces
n∑
k=1
αmk Ak = 0, m = 1, 2, 3, . . . , n− 2.
Un intento de generalizar el Teorema 1.3 cuando las raíces de P (x) = 0 no son distintas
se vuelve muy complicado. Consideremos sólo el caso especial en el que P tiene r ceros
simples, s ceros dobles, y t ceros triples.
Teorema 1.4. Sea
P (x) = xn + a1x
n−1 + . . .+ an
un polinomio de grado n. P tiene r ceros simples, α1, α2, . . . , αr, s ceros dobles αr+1, . . . , αr+s;
y t ceros triples, αr+s+1, . . . , αr+s+t (entonces n = r + 2s+ 3t). Sea
1
P (x)
=
r+s+t∑
k=1
Bk
x− αk +
s+t∑
k=1
Ck
(x− αr+k)2 +
t∑
k=1
Dk
(x− αr+s+k)3 (1.3.1)
la expansión en fracción parcial de P−1(x). Entonces
r+s+t∑
k=1
αmk Bk +m
s+t∑
k=1
αm−1r+k Ck +
1
2
m(m− 1)
t∑
k=1
αm−2r+s+kDk = 0, (1.3.2)
para m = 0, 1, 2, . . . , n− 2.
Para polinomios con múltiples ceros se cumple que:
r+s+t∑
k=1
αn−1k Bk + (n− 1)
s+t∑
k=1
αn−2r+kCk +
1
2
(n− 1)(n− 2)
t∑
k=1
αn−3r+s+kDk = 1. (1.3.3)
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1.4. Ecuaciones Diferenciales Ordinarias
Definición 1.3. Una ecuación diferencial es una ecuación que involucra derivadas de una
función desconocida de una o más variables. Si la función desconocida depende sólo de
una variable (de tal modo que las derivadas son derivadas ordinarias) la ecuación se llama
una ecuación diferencial ordinaria. Sin embargo, si la función desconocida depende de más
de una variable(de tal modo que las derivadas son derivadas parciales) la ecuación se llama
una ecuación diferencial parcial.(Spiegel y García, 1983)
1.4.1. Orden de una Ecuación Diferencial Ordinaria
Definición 1.4. El orden de una ecuación diferencial ordinaria es el orden de la derivada
más alta que aparece en la ecuación.
Teorema 1.5. Existencia y Unicidad
Dado el problema de valor inicial
dy
dx
= f(x, y), y(x0) = y0,
supóngase que f y ∂f∂y son funciones continuas en un rectángulo R = {(x, y) : a ≤ x ≤
b, c ≤ y ≤ d} que contiene al punto (x0, y0) en su interior. Entonces el problema con valor
inicial tiene una única solución φ(x) en algún intervalo ]x0 − σ, x0 + σ[, donde σ es un
número positivo.(Nagle, Saff, y Snider, 2001)
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d
c
a b0x 0x  0x
 y x
X
Y
0y
Figura 1.1: Diagrama para el teorema de existencia y unicidad.
Observación 2.
Este teorema da las condiciones suficientes para la existencia y unicidad de una solu-
ción, esto es, si las condiciones se cumplen, la existencia y unicidad están aseguradas. Sin
embargo, las condiciones no son condiciones necesarias; esto es, si no se satisfacen todas
las condiciones, puede que aún haya una solución única. Se debería notar que el teorema
no nos dice cómo obtener esta solución.
1.4.2. Ecuaciones Diferenciales Ordinarias de Primer Orden
A las ecuaciones diferenciales ordinarias de primer orden y de primer grado, expresare-
mos en la forma:
F (x, y,
dy
dx
) = 0 (1.4.1)
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La ecuación (1.4.1) nos indica la relación entre la variable independiente x, la variable
dependiente y y su derivada dydx .
1.4.3. Ecuaciones Diferenciales Ordinarias Homogéneas
Definición 1.5. Diremos que una ecuación diferencial ordinaria de primer orden y de primer
grado de la forma
M(x, y)dx+N(x, y)dy = 0
es homogénea si M y N son funciones homogéneas del mismo grado en x e y.
Una ecuación que casi siempre puede transformarse en una ecuación con variables
separables es
dy
dx
= f
(y
x
)
(1.4.2)
y cualquier ecuación diferencial que es o se pueda escribir en esta forma se llama ecuación
diferencial homogénea. Para cambiar (1.4.2) en una ecuación separable, usamos la trans-
formación y = ux, esto es, el cambio de la variable dependiente de y a u manteniendo la
misma variable independiente x.
1.4.4. Ecuaciones Diferenciales Ordinarias Lineales
Definición 1.6. Una ecuación diferencial ordinaria lineal es una ecuación que puede ser
escrita en la forma:
a0(x)y
(n) + a1(x)y
(n−1) + . . .+ an−1(x)y′ + an(x)y = F (x) (1.4.3)
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donde F (x) y los coeficientes a0(x), a1(x), . . . , an(x) son funciones solo de x y a0(x) es
diferente de cero.
1.4.5. Ecuaciones Diferenciales Ordinarias Lineales de Primer Orden
Una ecuación que puede escribirse en la forma
dy
dx
+ P (x)y = Q(x) (1.4.4)
donde P (x) y Q(x) son funciones solo de x, se llama ecuación diferencial lineal de primer
orden en y. Si Q(x) = 0, la ecuación (1.4.4) toma la forma:
dy
dx
+ P (x)y = 0 (1.4.5)
A la ecuación (1.4.5) llamaremos ecuación diferencial homogénea y es una ecuación dife-
rencial de variable separable y su solución es:
y = ke−
∫
p(x)dx; k ∈ R(constante)
Si Q(x) 6= 0, la ecuación (1.4.4) se llama ecuación diferencial lineal no homogénea, cuya
solución general es:
y = e−
∫
p(x)dx
[∫
e
∫
p(x)dx Q(x)dx+ c
]
(1.4.6)
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1.4.6. Ecuaciones Diferenciales Ordinarias Lineales de Orden n
Definición 1.7. Una ecuación diferencial lineal de orden n tiene la forma
a0(x)
dny
dxn
+ a1(x)
dn−1y
dxn−1
+ · · ·+ an−1(x)dy
dx
+ an(x)y = F (x) (1.4.7)
donde a0(x), a1(x), . . . , an(x), con frecuencia abreviados por a0, a1, . . . , an, y F (x) de-
penden solo de x y no de y.
Si n = 1, las ecuaciones (1.4.4) y (1.4.7) son equivalentes. Si n = 2, entonces (1.4.7)
se convierte en
a0(x)
d2y
dx2
+ a1(x)
dy
dx
+ a2(x)y = F (x) (1.4.8)
la cual es una ecuación diferencial lineal de segundo orden. Si todos los coeficientes
a0(x), a1(x), . . . , an(x), en (1.4.7) son constantes, esto es, no dependen de x, la ecua-
ción se llama ecuación diferencial lineal con coeficientes constantes. Sin embargo, si no
todos los coeficientes son constantes, la ecuación se llama ecuación diferencial lineal con
coeficientes variables
1.4.7. Ecuaciones Diferenciales Ordinarias Lineales Homogéneas de Coefi-
cientes Constantes
Las ecuaciones diferenciales homogéneas de coeficientes constantes son de la forma:
a0
dny
dxn
+ a1
dn−1y
dxn−1
+ . . .+ an−1
dy
dx
+ any = 0 (1.4.9)
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donde a0, a1, . . . , an son constantes. Para resolver este tipo de ecuaciones diferenciales,
primero se considera el polinomio característico de la siguiente forma:
P (r) = anr
n + an−1rn−1 + an−2rn−2 + . . .+ a1r + a0 = 0
Como el polinomio característico P (r) = 0 es de grado n entonces se puede obtener las
siguientes raíces r1, r2, r3, . . . , rn, los cuales pueden ser reales distintos, reales de multi-
plicidad o números complejos.
1.5. La integral de Riemann-Stieltjes
A continuación presentaremos la integral de Riemann-Stieltjes, concepto más general
que la integral de Riemann. Esta integral incluye dos funciones f y g en lugar de una sola,
y la integral de Riemann se presenta como un caso particular. Sin embargo la integral de
Riemann-Stieltjes tiene sentido en el caso en que g no es diferenciable e incluso cuando
no es continua. Las integrales de Riemann-Stieltjes permiten describir un conjunto de fenó-
menos más amplio que las integrales de Riemann. La integral de Riemann-Stieltjes, será
usada para la interpretación geométrica y física de la integral y derivada fraccionaria.
Definición 1.8. Sea [a, b] un intervalo. Una partición P de [a, b] es un conjunto de puntos
{x0, x1, . . . , xn}, donde a = x0 ≤ x1 ≤ · · · ≤ xn = b; y sea g una función monótona
creciente sobre [a, b], tal que para cada partición P de [a, b] se escribe,
4gi = g(xi)− g(xi−1).
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Para alguna función real f acotada en el intervalo [a, b], sea
Mi = ma´x{f(x), xi−1 ≤ x ≤ xi}, mi = mı´n{f(x), xi−1 ≤ x ≤ xi},
y sea el conjunto,
U(P, f, g) =
n∑
i=1
Mi 4 gi, y L(P, f, g) =
n∑
i=1
mi 4 gi
existe un único número S tal que satisface la desigualdad,
L(P, f, g) ≤ S ≤ U(P, f, g),
para todas las particiones P de [a, b], entonces S es llamado la integral de Riemann-
Stieltjes (o simplemente integral de Stielijes) de f con respecto a g en [a, b] y es denotada
por, ∫ b
a
fdg o
∫ b
a
f(x)dg(x).
Teorema 1.6. Si fy h ∈ <(g)[a, b], entonces c1f + c2h ∈ <(g)[a, b] (para todo par de
constantes c1 y c2) y se tiene
∫ b
a
(c1f + c2h)dg = c1
∫ b
a
fdg + c2
∫ b
a
hdg.
Un importante teorema que relaciona la integral de Riemann con la integral de Stieltjes
es el siguiente.
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Teorema 1.7. Sean f ∈ <(g)[a, b], y g ∈ C1[a, b]. Entonces la integral de Riemann
∫ b
a
f(x)g′(x)dx,
existe y se verifica ∫ b
a
f(x)dg(x) =
∫ b
a
f(x)g′(x)dx.
Teorema 1.8. (Teorema de sustitución.) Sea f ∈ <(g)[a, b], y g : [a, b] −→ R estrictamen-
te monótona creciente diferenciable ∀t ∈ [a, b], sea J un intervalo que contiene g([a, b]). Si
f : [a, b] −→ R es continua en [a, b], entonces
∫ b
a
f(x)dg(x) =
∫ g(b)
g(a)
(f ◦ g−1)(t)dt.
1.5.1. Interpretación geométrica de la integral de Riemann-Stieltjes
Ahora mostraremos una interpretación de la integral de Riemann-Stieltjes, la cual está
basada en la tesis de (Rodríguez, 2010). Supóngase que se tiene una función y = f(x),
cuya representación gráfica es una curva; se conoce que una de las interpretaciones clási-
cas de la integral de Riemann es el área bajo dicha curva. En forma análoga, la integral de
Riemann-Stieltjes, que es una generalización de la integral de Riemann, deberá tener una
interpretación geométrica, que generalice la idea de área bajo la curva.
Sea f ∈ <(g)[0, 10], donde
f(x) = x, y g(x) = x2,
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las cuales están representados en las Fig.1.2(a) y Fig.1.2(b) respectivamente.
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2 4 6 8 10
Z
X
  ; 0 10z f x x x   
(a)
20
40
60
80
100
2 4 6 8 10
Y
X
  2; 0 10y g x x x   
(b)
Figura 1.2: Representaciones geométricas de f y g en R2.
Considere ahora los conjuntos determinados por los valores de x ∈ [0, 10] sobre el eje
X, y los valores de las funciones y = g(x) y z = f(x) sobre el eje Y y Z respectivamente
en R3 (ver Fig.1.3).
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 
  2
0 10
z f x x
y g x x
x
 
 
 
Figura 1.3: Representaciones geométricas del cerco C, f y g en R3.
Para representar geométricamente la integral de Riemann-Stieltjes, es necesario definir
los siguientes objetos.
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Definición 1.9. Se denomina cerco, respecto a las funciones f y g, al siguiente conjunto
C := {(x, y, z) ∈ R3; y = g(x), z = f(x)(f ∈ <(g)[a, b])}.
Definición 1.10. Se denomina proyección lateral PS , a la función
PS : C ⊂ R3 −→ R3
(x, y, z) 7→ (0, y, z).
La integral de Riemann-Stieltjes a lo largo de este cerco, suma el producto de las alturas
representadas por los valores de f(x) con 4gi = g(xi) − g(xi−1) de Definición 1.8; esta
suma de áreas llevadas al límite representa el área bajo la curva de la proyección lateral
del cerco PS(x, g(x), f(x)) = (0, g(x), f(x)), x ∈ [a, b] (ver Fig.1.4).
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Figura 1.4: Proyección del Cerco, interpretación geométrica de la Integral de Riemann-
Stieltjes.
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Si g(x) = x, el área de la integral de Riemann-Stieltjes y Riemann coinciden (ver
Fig.1.5); de esta forma la integral de Riemann-Stieltjes se reduce a la integral de Riemann.
(a)
100
80
60
40
20
(b)
Figura 1.5: Proyección del cerco C, caso g(x) = x y f(x) = x2, con x ∈ [0, 10].
Ahora, se calculará el valor de la integral de Riemann-Stieltjes para dichas funciones, en
efecto
∫ 10
0
f(x)dg(x) =
∫ 10
0
f(x)g′(x)dx =
∫ 10
0
x · 2xdx =
∫ 10
0
2x2dx =
2000
3
u2.
Sin hacemos el cambio de variable x2 = t (ver Teorema 1.8), en la integral anterior, se tiene
∫ 100
0
√
tdt =
2000
3
u2,
la cual representa la medida del área bajo la curva
√
x, x ∈ [0, 100], en el plano Y Z (ver
Fig.1.4); es decir, la interpretación de la integral de Riemann-Stieltjes.
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Por otro lado,
∫ 10
0 xdx = 50u
2, es el valor de la integral de Riemann, en el plano XZ (ver
Fig.1.4).
1.5.2. Interpretación física de la integral de Riemann - Stieltjes
Ahora mostraremos una interpretación física de la integral de Riemann-Stieltjes, la cual
está basada en el artículo de (Podlubny, 2001).
Imagine un coche acondicionado con dos dispositivos para las medidas: El velocímetro re-
gistrando la velocidad v(x), y el reloj que debe mostrar el tiempo x . El reloj, sin embargo,
muestra el tiempo de forma incorrecta; supongamos que la relación entre el tiempo equi-
vocado x, que muestra el reloj y el cuál el conductor considera como el tiempo correcto, y
el verdadero tiempo T , se describe por la función T = gt(x). Esto quiere decir que don-
de el conductor “mide” el espacio de tiempo dx, el intervalo de tiempo real es dado por
dT = dgt(x). El conductor A, que no sabe acerca de un funcionamiento erróneo del reloj,
calculará la distancia recorrida como la integral clásica o de Riemann:
SA(t) =
∫ t
0
v(x)dx.
Sin embargo, un observador O, conociendo que el reloj del coche muestra un tiempo in-
correcto, y además conociendo la función gt(x), la cual corrige el tiempo incorrecto en el
correcto, podrá calcular la distancia real recorrida como
SO(t) =
∫ t
0
v(x)dgt(x) = 0I
α
t v(t). (1.5.1)
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Este ejemplo muestra que la integral Riemann-Stieltjes (1.5.1) puede interpretarse como
la distancia real de pasar por un objeto en movimiento, para los que hemos registrado
valores correctos de velocidad y valores incorrectos de tiempo x; la relación entre el tiem-
po de grabado erróneamente y el tiempo correcto T está dada por una función conocida
T = gt(x).
1.6. Transformada de Laplace
Definición 1.11. Sea F (t), t > 0 dada. La transformada de Laplace de F (t) se define
como
f(s) = L {F (t)} =
∫ ∞
0
e−stF (t)dt
donde s es un parámetro real. El símbolo L se llama el operador de la transformada de
Laplace.
1.6.1. Transformada de Laplace de la derivada
Teorema 1.9. Sea F (t) continua en [0,∞) y F ′(t) continua por partes en [0,∞), ambas
de orden exponencial α. Entonces, para s > α,
L {F ′(t)} = sL {F (t)} − F (0)
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Teorema 1.10. Sea F (t) continua en [0,∞) y F ′′(t) continua por partes en [0,∞), ambas
de orden exponencial α. Entonces, para s > α,
L {F ′′(t)} = s2L {F (t)} − sF (0)− F ′(0)
1.6.2. Transformada de Laplace de derivadas en orden superior
Teorema 1.11. Sea F (t), F ′(t), . . . , Fn−1(t) continuas en [0,∞), y sea Fn(t) continua por
partes en [0,∞), con todas estas funciones de orden exponencial α. Entonces, para s > α,
L {Fn(t)} = snF (s)−
n−1∑
k=0
sn−k−1f (k)(0) = snF (s)−
n−1∑
k=0
skf (n−k−1)(0)
Las funciones tµ(µ > −1), eat, tµ−1eat(µ > 0), cos at, y sin at son de clase C y de orden
exponencial. Por cálculo elemental tenemos
L {tµ} = Γ(µ+ 1)
sµ+1
, µ > −1
L
{
eat
}
=
1
s− a
L
{
tµ−1eat
}
=
Γ(µ)
(s− a)µ , µ > 0
L {cos at} = s
s2 + a2
L {sin at} = a
s2 + a2
(1.6.1)
Capítulo 1. Nociones Preliminares 24
1.6.3. Transformada Inversa de Laplace
Definición 1.12. Dada una función F (s), si existe una función f(t) que sea continua en
[0,∞) y satisfagaL {f(t)} = F (s), entonces decimos que f(t) es la transformada inversa
de Laplace de F (s) y utilizamos la notación f(t) = L −1{F (s)}.
Ejemplo 1.1. Determinar la transformada de Laplace inversa de F (s) =
s− 1
s2 − 2s+ 5
Solución 1.1. L −1{F (s)} = L −1
{
s− 1
s2 − 2s+ 5
}
= L −1
{
s− 1
(s− 1)2 + 22
}
= et cos 2t
1.6.4. La Convolución
Definición 1.13. Sean f(t) y g(t) funciones continuas por partes en [0,∞). La convolución
de f(t) y g(t), que se denota f ∗ g, se define como
f(t) ∗ g(t) =
∫ t
0
f(t− u)g(u)du =
∫ t
0
g(t− u)f(u)du
Teorema 1.12. Teorema de la Convolución
Sean f(t) y g(t) continuas por partes en [0,∞) y de orden exponencial α; sean
F (s) = L {f(t)} y G(s) = L {g(t)}. Entonces
L {f(t) ∗ g(t)} = L
{∫ t
0
f(t− u)g(u)du
}
= L {f(t)}.L {g(t)} = F (s).G(s)
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1.7. Funciones Especiales
En esta sección presentaremos la teoría básica de algunas funciones especiales que
serán usadas en este trabajo. En particular, presentaremos las funciones Gamma, Beta,
Mittag-Leffler, Miller-Ross. Estas funciones tienen un papel significativo en la teoría del
Cálculo Fraccionario, especialmente en la teoría de Ecuaciones Diferenciales Fraccionarias.
1.7.1. Función Gamma
Una de las funciones básicas de cálculo fraccionario es la función Gamma de Euler,
que generaliza el factorial de un número n, n > 0 y permite tener en cuenta números no
enteros.
Definición 1.14. La función Γ : 〈0,∞〉 −→ R, definida por
Γ(z) =
∫ ∞
0
e−ttz−1dt (1.7.1)
se llama función gamma de Euler.
1.7.2. Constante de Euler(γ)
γ = l´ım
n→∞
{
1 +
1
2
+
1
3
+ · · ·+ 1
n
− lnn
}
≈ 0.577215664901532860606512. (1.7.2)
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Propiedades:
1. Sea z > 0, entonces
Γ(z + 1) = zΓ(z)
2.
Γ(z) = (z − 1)(z − 2) · · · (z − r)Γ(z − r) (1.7.3)
3. (−z
n
)
=
Γ(1− z)
n!Γ(1− z − n) = (−1)
nΓ(z + n)
n!Γ(z)
= (−1)n
(
z + n− 1
n
)
(1.7.4)
4. La función gamma puede ser representada por el límite
Γ(z) = l´ım
n→∞
n!nz
z (z + 1) (z + 2) · · · (z + n) , z 6= 0,−1,−2, · · ·
La representación gráfica de la función Gamma es dada en la fig.1.6.
Figura 1.6: La función Gamma
Fuente: Propia del autor
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1.7.3. La fórmula de multiplicación para la función gamma
Γ(mz) = (2pi)
1−m
2 mmz−
1
2 Γ(z)Γ
(
z +
1
m
)
· · ·Γ
(
z +
m− 1
m
)
, m = 1, 2, · · · (1.7.5)
Para m = 2 se obtiene la fórmula de la duplicación de la función gamma, es decir:
Γ(2z) = (2pi)
1−2
2 22z−
1
2 Γ(z)Γ
(
z +
1
2
)
= pi−
1
2 22z−1Γ(z)Γ
(
z +
1
2
)
(1.7.6)
Por ejemplo:
1 = Γ(1) = Γ
[
2
(
1
2
)]
= pi−
1
2 21−1Γ
(
1
2
)
Γ
(
1
2
+
1
2
)
= pi−
1
2 Γ
(
1
2
)
⇒ Γ
(
1
2
)
=
√
pi
1.7.4. Función Psi
La función Psi de Euler es definido como la derivada del logaritmo de la función Gamma:
ψ(z) =
d
dz
ln Γ(z) =
1
Γ(z)
d
dz
Γ(z), (z ∈ C) (1.7.7)
Tomando logaritmos y diferenciando se puede obtener muchas propiedades para la función
Psi de las propiedades correspondientes de la función Gamma. Por ejemplo, a partir de
(1.7.3) tenemos
ψ(z) =
1
z − 1 +
1
z − 2 +
1
z − 3 + · · ·+
1
z − r + ψ(z − r) (1.7.8)
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Propiedades:
1. ψ(z) = −γ − 1
z
+ z
∞∑
k=1
1
k(z + k)
2. ψ(z) = −γ + (z − 1)
∞∑
k=0
1
(k + 1)(z + k)
3. ψ(1) = −γ
4. ψ
(
1
2
)
= −γ − 2 ln 2
5. ψ(z +m) = ψ(z) +
m−1∑
k=0
1
z + k
(z ∈ C;m ∈ N).
Para m = 1, se tiene:
ψ(z + 1) = ψ(z) +
1
z
(z ∈ C) (1.7.9)
6. Sean α > −1 y β > −1,
∫ 1
0
xα − xβ
1− x dx = ψ(β + 1)− ψ(α+ 1) (1.7.10)
Figura 1.7: La función Psi
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Corolario 1.1. Sea m un entero positivo, entonces para cualquier x tal que x > −(m+ 1),
se tiene
ψ(x+ 1)− ψ(x+ 1 +m) =
m∑
k=1
(−1)km!Γ(x+ 1)
k(m− k)!Γ(x+ 1 + k)
1.7.5. Función Beta
En muchos casos, es más apropiado utilizar la denominada función Beta, en lugar de
ciertas combinaciones de valores de la función Gamma.
Definición 1.15. La función Beta, es la función B : R+ × R+ −→ R, definida por
B (x, y) =
∫ 1
0
tx−1(1− t)y−1dt, x > 0, y > 0. (1.7.11)
Figura 1.8: La función Beta
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Para establecer la relación entre la función Gamma definida por (1.7.1) y la función Beta
(1.7.11), se enuncia la siguiente propiedad.
Propiedad:
1. Sea x > 0 y y > 0, entonces
B (x, y) =
Γ (x) Γ (y)
Γ (x+ y)
1.7.6. Función de Mittag-Leffler
La función Eα(t) se definió y estudió por Gösta Mittag-Leffler en el año 1903. Es una
generalización directa de la serie exponencial. Para α = 1 tenemos la serie exponencial,
ha sido investigado por muchos autores, y tiene muchas aplicaciones. Su importancia se
realiza durante las últimas décadas debido a su participación directa en los problemas de la
física, la biología, la ingeniería y ciencias aplicadas. La función de Mittag-Leffler se produce
de forma natural como la solución de ecuaciones diferenciales fraccionarias. La función de
Mittag-Leffler juega un papel importante en el estudio de los sistemas de orden fraccionario
y se utiliza para expresar varios procesos físicos.
Definición 1.16. Función de Mittag-Leffler de un parámetro
Eα(t) =
∞∑
k=0
tk
Γ(αk + 1)
, α > 0. (1.7.12)
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La forma expandida en serie infinita es el siguiente:
Eα(t) = 1 +
t
Γ(α+ 1)
+
t2
Γ(2α+ 1)
+
t3
Γ(3α+ 1)
+ . . .
Figura 1.9: La función Mittag-Leffler de un parámetro para α = 0.5, 1, 1.5 y 2
Definición 1.17. Función de Mittag-Leffler de dos parámetros
La función de Mittag-Leffler de dos parámetros se define como:
Eα,β(t) =
∞∑
k=0
tk
Γ(αk + β)
, α > 0, β > 0. (1.7.13)
La función de Mittag-Leffler de dos parámetros juega un papel muy importante en el
cálculo fraccionario. Este tipo de función se introdujo por RP Agarwal y Erdelyi, en 1953-
1954.
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Figura 1.10: La función Mittag-Leffler de dos parámetros para α = 0.5, β = 0.5; α = 1, β =
0.5; α = 1, β = 1; α = 1.5, β = 1
Para β = 1 en (1.7.13), se tiene
Eα,1(t) =
∞∑
k=0
tk
Γ(αk + 1)
= Eα(t).
A raíz de las identidades de la definición se tiene:
E1,1(t) =
∞∑
k=0
tk
Γ(k + 1)
=
∞∑
k=0
tk
k!
= et
E1,2(t) =
∞∑
k=0
tk
Γ(k + 2)
=
∞∑
k=0
tk
(k + 1)!
=
1
t
∞∑
k=0
tk+1
(k + 1)!
=
et − 1
t
E1,3(t) =
∞∑
k=0
tk
Γ(k + 3)
=
∞∑
k=0
tk
(k + 2)!
=
1
t2
∞∑
k=0
tk+2
(k + 2)!
=
et − 1− t
t2
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Generalizando se tiene:
E1,m(t) =
1
tm−1
(
et −
m−2∑
k=0
tk
k!
)
, m = 1, 2, . . . .
1.7.7. Transformada de Laplace de la función de Mittag-Leffler
1.7.7.1. Transformada de Laplace de la función de Mittag-Leffler de dos parámetros
L
{
tβ−1Eα,β(−λtα)
}
=
sα−β
sα + λ
, λ ∈ R (1.7.14)
1.7.7.2. Transformada de Laplace de la función de Mittag-Leffler de un parámetro
L {Eα(∓λtα)} = s
α−1
sα ± λ, λ ∈ R (1.7.15)
1.7.8. Función de Miller-Ross
Otra función que generaliza la función exponencial es la función llamada Miller- Ross,
creado por Kenneth y Bertram Ross, pero algunos libros también lo denominan función de
Miellin-Ross. Miller y Ross en 1993 introdujeron una función como la base de la solución de
un problema de valor inicial de orden fraccionario. Esta función es importante para resolver
ecuaciones diferenciales fraccionarias.
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Definición 1.18. Sea t ∈ R, v > −1 y a ∈ R, la función Miller-Ross se define por
Et(v, a) = t
v
∞∑
k=0
(at)k
Γ(v + k + 1)
(1.7.16)
La función de Mittag-Leffler de un parámetro se puede expresar en términos de la función
de Miller-Ross:
Eα(ct
α) =
q−1∑
k=0
ckEt(kα, c
q) (1.7.17)
También se tiene
Et(v, a) = t
vE1,v+1(at) (1.7.18)
Figura 1.11: La función de Miller-Ross, para v = −0.5,0,0.5, a = 4, 1 y 0 ≤ t ≤ 1
1.7.8.1. Valores especiales de la función de Miller-Ross
Et(0, a) = e
at (1.7.19a)
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E0(v, a) = 0, Re(v) > 0 (1.7.19b)
Et(−1, a) = aEt(0, a) (1.7.19c)
Et(−p, a) = apEt(0, a), p = 0, 1, 2, . . . (1.7.19d)
Et(1, a) =
Et(0, a)− 1
a
(1.7.19e)
Et(−1/2, a) = aEt(1/2, a) + t
−1/2
√
pi
(1.7.19f)
Et(v, 0) =
tv
Γ(v + 1)
(1.7.19g)
1.7.8.2. Relaciones recursivas de la función de Miller-Ross
Et(v, a) = aEt(v + 1, a) +
tv
Γ(v + 1)
(1.7.20a)
Et(v, a) = a
pEt(v + p, a) +
p−1∑
k=0
ak
tv+k
Γ(v + k + 1)
, p = 0, 1, 2, . . . (1.7.20b)
Et(v, a)− Et(v, b) = aEt(v + 1, a)− bEt(v + 1, b) (1.7.20c)
Et(v, a)− Et(v, b) = apEt(v + p, a)− bpEt(v + p, b) +
p−1∑
k=1
(ak − bk)tv+k
Γ(v + k + 1)
, p = 0, 1, 2, . . .
(1.7.20d)
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1.7.8.3. Fórmulas de diferenciación de la función de Miller-Ross
DEt(v, a) = aEt(v, a) +
tv−1
Γ(v)
(1.7.21a)
DEt(v, a) = Et(v − 1, a) (1.7.21b)
DpEt(v, a) = Et(v − p, a), p = 0, 1, 2, . . . (1.7.21c)
DpEt(v, a) = a
pEt(v, a) +
p−1∑
k=0
aktv+k−p
Γ(v + k + 1− p) (1.7.21d)
D[tEt(v, a)] = tEt(v − 1, a) + Et(v, a) (1.7.21e)
D[tµEt(v, a)] = t
µEt(v − 1, a) + µtµ−1Et(v, a) (1.7.21f)
Dp[tµEt(v, a)] =
p∑
k=0
(
p
k
)
Γ(µ+ 1)
Γ(µ− k + 1) t
µ−kEt(v + k − p, a), p = 0, 1, 2, . . . (1.7.21g)
1.7.8.4. Representación Integral de la función de Miller-Ross
Et(v, a) =
1
Γ(v)
∫ t
0
ξv−1ea(t−ξ)dξ, Re(v) > 0 (1.7.22)
1.7.8.5. Transformada de Laplace de la función de Miller-Ross
L {Et(v, a)} = 1
sv(s− a) , Re(v) > −1 (1.7.23)
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Observación 3. Para valores α = 1 en (1.7.12); α = 1, β = 1 en (1.7.13); v = 0 en
(1.7.16); se tiene a la función exponencial.
E1(at) =
∞∑
k=0
(at)k
Γ(k + 1)
=
∞∑
k=0
(at)k
k!
= eat
E1,1(at) =
∞∑
k=0
(at)k
Γ(k + 1)
=
∞∑
k=0
(at)k
k!
= eat
Et(0, a) = t
0
∞∑
k=0
(at)k
Γ(k + 1)
=
∞∑
k=0
(at)k
k!
= eat
E1(at) = E1,1(at) = Et(0, a) = e
at.
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Cálculo Fraccionario
2.1. Una breve historia del cálculo fraccionario.
El cálculo fraccionario es de tres siglos de antigüedad como el cálculo clásico, pero no
es muy popular entre la comunidad científica. En una carta de fecha 30 de septiembre de
1695, L’Hopital escribió a Leibniz preguntándole por la notación particular que él ha usado
en su publicación para la n-ésima derivada de una función
Dnf(x)
Dxn
es decir, lo que sería el resultado si n = 1/2. La respuesta de Leibniz “una aparente pa-
radoja de la que se extraerán consecuencias útiles algún día”. En estas palabras nació el
cálculo fraccionario. Está claro, que en el siglo XX, se han encontrado numerosas aplica-
ciones en particular. Sin embargo, estas aplicaciones y base matemática que rodean el
38
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cálculo fraccionario están lejos de ser paradójico. Si bien el significado físico es difícil de
entender, las definiciones son más rigurosas que las de orden entero.
Más tarde se convirtió en la pregunta: ¿Puede n, ser cualquier número: fraccionario,
irracional o complejo? Debido a que esta última pregunta fue respondida afirmativamente,
el nombre de “cálculo fraccionario” se ha convertido en un nombre inapropiado y podría
llamarse mejor “integración y diferenciación de orden arbitrario”.
En 1812, P.S. Laplace definió una derivada fraccionaria de orden arbitrario aparecida en
las escrituras de Lacroix (1819). Él desarrolló un ejercicio matemático generalizando de un
caso de orden entero. Comenzando con y = xm, dónde m es un número entero positivo,
Lacroix fácilmente desarrolla la derivada n-ésima de:
dny
dxn
=
m!
(m− n)!x
m−n, m ≥ n.
Empleando del símbolo de Legendre para el factorial generalizado (la función completa
Gamma), Lacroix obtiene:
dny
dxn
=
Γ(m+ 1)
Γ(m− n+ 1)x
m−n.
Él entonces da un ejemplo para y = x y n = 1/2, y obtiene:
d1/2y
dx1/2
= 2
√
x
pi
.
Es interesante observar que el resultado de Lacroix coincide con el que se obtiene me-
diante la actual definición de la derivada fraccionaria de Riemann-Liouville. Ésta expresión
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de Lacroix también se conoce como la fórmula de Euler (1730).(Das, 2011)
J. L. Lagrange(1849) contribuyó al cálculo fraccionario indirectamente. En 1772 él desa-
rrolló la ley de exponentes (indices) para operadores diferenciales de orden entero y escri-
bió:
dm
dxm
.
dny
dxn
=
dm+n
dxm+n
y.
En la notación moderna el punto es omitido, pues no es una multiplicación. Más tarde,
cuándo la teoría de cálculo fraccionario era desarrollado, los matemáticos tuvieron inte-
rés en saber qué restricciones tuvieron que ser impuestas en y(x) a fin de que una regla
análoga conserve su validez para m y n arbitrarios.
Joseph B. J. Fourier [1822] fue el siguiente en hablar de las derivadas de orden arbitrario.
Su definición de operaciones fraccionarias fue obtenida de su representación integral de:
f(x) =
1
2pi
∫ ∞
−∞
f(α)dα
∫ ∞
−∞
cos p(x− α)dp
y
dn
dxn
cos p(x− α) = pn cos
[
p(x− α) + 1
2
npi
]
para n un número entero. Reemplazando formalmente n por u (u arbitrario), obtiene la
generalización
du
dxu
f(x) =
1
2pi
∫ ∞
−∞
f(α)dα
∫ ∞
−∞
pu cos
[
p(x− α) + 1
2
upi
]
dp.
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Fourier afirma: “El número u que aparece en la fórmula anterior será considerado como
cualquier cantidad que sea, positivo o negativo”.
Leibniz, Euler, Laplace, Lacroix, y Fourier hicieron mención de las derivadas de orden
arbitrario, pero el primer uso de las operaciones de división fue hecha por Niels Henrik Abel
en 1823. Abel aplica el cálculo fraccionario en la solución de una ecuación integral que sur-
ge en la formulación del problema de la tautocrona (es decir, el problema de determinar la
forma de la curva de tal manera que el tiempo de descenso de un punto de masa sin fricción
de deslizamiento hacia abajo de la curva bajo la acción de la gravedad es independiente
del punto de partida). La ecuación integral de Abel es,
k =
∫ x
0
(x− t)−1/2f(t)dt
Entonces él operó en ambos lados de la ecuación anterior con
d1/2
dx1/2
para obtener
d1/2
dx1/2
k =
√
pif(x).
Este es un logro notable de Abel en el cálculo fraccionario. Es importante señalar que la
derivada fraccionaria de una constante no es igual a cero. Es este hecho curioso que se
encuentra en el centro de una controversia matemática. El tema de cálculo fraccionario es-
tuvo inactivo durante casi una década hasta que las obras de Joseph Liouville aparecieron.
P. Kelland comentó más adelante: “Nuestro asombro es grande, cuando se reflexiona sobre
el momento de su primer anuncio para aplicaciones de Liouville”.
Los matemáticos han descrito solución de Abel como “elegante”. Tal vez fue la fórmula
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integral de Fourier y la solución de Abel que había atraído la atención de Liouville, que
hizo el primer estudio importante de cálculo fraccionario. Liouville tuvo éxito en aplicar sus
definiciones para los problemas en la teoría potencial. El punto de partida de Liouville para
su desarrollo teórico fue el resultado conocido para derivadas de ordenm de la exponencial:
Dmeax = ameax,
que extiende de una manera natural a derivadas de orden v arbitrario
Dveax = aveax.
Luego, asumió que la derivada de orden arbitrario de una función f(x) que puede ser
desarrollada una serie de la forma
f(x) =
∞∑
n=0
cne
anx (2.1.1)
es
Dvf(x) =
∞∑
n=0
cna
v
ne
anx
Esta fórmula es conocida como la primera fórmula de Liouville para una derivada fracciona-
ria. Se generaliza de forma natural la derivada de orden v arbitraria, donde v es cualquier
número: racional, irracional, o complejo. Pero tiene la desventaja obvia de ser aplicable sólo
para las funciones de la forma (2.1.1).(Miller y Ross, 1993)
Un reciente workshop internacional se realizó en la Universidad de Cankaya, Ankara
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en Turquía del 5 al 7 de Noviembre del 2008 (Baleanu, Güvenç, y Machado, 2010), en
el cual se presentó los últimos avances en Cálculo Fraccionario tanto en teoría como en
aplicaciones.
La primera obra, dedicado exclusivamente al tema de cálculo fraccionario, es el libro de
Oldham y Spanier publicado en 1974. Uno de los trabajos más recientes sobre el tema
de cálculo fraccionario es el libro de Podlubny publicado en 1999, que comprende sobre
todo la ecuaciones diferenciales fraccionarias. Algunas de las últimas (pero ciertamente no
el último) funciona especialmente en los modelos fraccionarios de la cinética anómala de
procesos complejos son los volúmenes editados por Carpinteri y Mainardi en 1997 y por
Hilfer en 2000, y el libro de Zaslavsky publicados en 2005, numerosas otras obras (libros,
volúmenes editados, y actas de congresos) han aparecido también. Estos incluyen (por
ejemplo) la monografía muy amplia de tipo enciclopédico por Samko, Kilbas y Marichev,
que se publicó en Rusia en 1987 y en Inglés en 1993, y el libro dedicado esencialmente
a las ecuaciones diferenciales fraccionarias por Miller y Ross, que fue publicado en 1993.
(Kilbas, Srivastava, y Trujillo, 2006)
Actualmente es difícil encontrar un ámbito de la ciencia o de la ingeniería que no consi-
dere conceptos del cálculo fraccionario y, cada año tienen lugar varios acontecimientos que
lo ponen de manifiesto (Sabatier, Agrawal, y Machado, 2007).
De relevante importancia son las aplicaciones físicas en la teoría de fluidos, viscoelas-
ticidad, en el estudio del fenómeno de la difusión anómala y en la teoría electromagnética;
pero podemos anticipar que también se va despertando un interés cada vez mayor en otros
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ámbitos muy distintos entre las cuales se puede considerar, la teoría de circuitos, de la bio-
logía, etc ver (Baleanu y cols., 2010), (Hilfer, 2000), (Kilbas y cols., 2006), (Podlubny, 2001)
y (Sabatier y cols., 2007).
2.2. La derivada e integral fraccionaria
Este capítulo presenta las definiciones de dos operadores fraccionarios más usados.
Mostramos algunas propiedades de estos operadores, además de interesante, son la base
para el desarrollo del siguiente capítulo. Usaremos la notación aIαx y aD
α
x para denotar la
integral y derivada fraccionaria de Riemann-Liouville respectivamente.
2.2.1. La Integral Fraccionaria
2.2.1.1. Integrales Iteradas
El primer argumento que daremos que conduce a una definición de la integral fracciona-
ria comienza con una consideración de las n-integrales iteradas.
aI
n
x f(x) =
∫ x
a
dx1
∫ x1
a
dx2
∫ x2
a
dx3 . . .
∫ xn−1
a
f(t)dt (2.2.1)
Se supondrá que la función f en (2.2.1) es continua en el intervalo [a, b], donde b > x.
Afirmamos que (2.2.1) se puede reducir a una sola integral de la forma
∫ x
a
Kn(x, t)f(t)dt, (2.2.2)
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donde el núcleo Kn(x, t) es una función de n, x, y t. Se demostrará que Kn(x, t) existe
incluso cuando n no es un entero positivo. Así definiremos aIαx f(x) como
aI
α
x f(x) =
∫ x
a
Kn(x, t)f(t)dt (2.2.3)
para todo α con Re(α) > 0. Para probar esta conjetura comenzamos recordando que si
G(x, t) es uniformemente continua en [a, b] × [a, b], donde b > x, entonces de la teoría
elemental de funciones tenemos
∫ x
a
dx1
∫ x1
a
G(x1, t)dt =
∫ x
a
dt
∫ x
t
G(x1, t)dx1. (2.2.4)
Si, en particular,
G(x1, t) = f(t),
es decir, si G(x1, t) es una función solamente de la variable t, entonces (2.2.4) puede
escribirse como
∫ x
a
dx1
∫ x1
a
f(t)dt =
∫ x
a
f(t)dt
∫ x
t
dx1 =
∫ x
a
(x− t)f(t)dt. (2.2.5)
Así hemos reducido la integral iterada dos veces a una sola integral. Si n = 3, entonces
(2.2.1) se convierte en
aI
3
xf(x) =
∫ x
a
dx1
∫ x1
a
dx2
∫ x2
a
f(t)dt =
∫ x
a
dx1
[∫ x1
a
dx2
∫ x2
a
f(t)dt
]
.
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Si aplicamos la identidad de (2.2.5) al par de integrales entre paréntesis, resulta
aI
3
xf(x) =
∫ x
a
dx1
[∫ x
a
(x1 − t)f(t)dt
]
.
Otra aplicación de (2.2.5) a la fórmula anterior conduce a
aI
3
xf(x) =
∫ x
a
f(t)dt
∫ x
t
(x1 − t)dx1 =
∫ x
a
f(t)
(x− t)2
2
dt
La iteración de este proceso n veces reduce (2.2.1) a (2.2.2), donde
Kn(x, t) =
(x− t)n−1
(n− 1)! .
Por lo tanto, podemos escribir aInx f(x) como
aI
n
x f(x) =
1
Γ(n)
∫ x
a
(x− t)n−1f(t)dt (2.2.6)
Claramente, el lado derecho de la expresión (2.2.6) existe para cualquier número n cuya
parte real sea mayor que cero. Llamaremos
aI
α
x f(x) =
1
Γ(α)
∫ x
a
(x− t)α−1f(t)dt, Re(α) > 0
la integral fraccionaria de f de orden α y denotada por el símbolo
aI
α
x f(x).
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2.2.1.2. La Integral Fraccionaria de Riemann-Louville
Definición 2.1. Sea α ∈ R+, se define la integral fraccionaria del tipo Riemann- Liouville
de orden α de una función f ∈ L1[a, b] por
aI
α
x f(x) =
1
Γ(α)
∫ x
a
(x− t)α−1f(t)dt, x > a (2.2.7)
Observación 4.
1. Es evidente que la integral fraccionaria de Riemann-Liouville coincide con la definición
clásica de aIαx en el caso cuando α ∈ N, excepto por el hecho de que hemos exten-
dido el dominio de las funciones integrables de Riemann a las funciones integrables
de Lebesgue.
2. Si α ≥ 1 es obvio que la integral fraccionaria (2.2.7) existe para todo x ∈ [a, b]
porque el integrando es el producto de una función integrable f y la función continua
(x− t)α−1.
3. Si 0 < α < 1, la integral fraccionaria (2.2.7) impropia converge.
2.2.1.3. Existencia de la integral de orden fraccionario
A continuación consideraremos el problema de la existencia de la integral de orden
fraccionario de una función. Supongamos que f es continua en [0;∞) y fijemos α;x > 0.
Si definimos la función
g(t) = − (x− t)
α
Γ(α+ 1)
, 0 ≤ t ≤ x,
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entonces
g′(t) =
(x− t)α−1
Γ(α)
y por lo tanto g es creciente en [0;x]. Entonces la integral fraccionaria se puede expresar
como una integral de Riemann-Stieltjes:
aI
α
x f(x) =
1
Γ(α)
∫ x
0
(x− t)α−1f(t)dt =
∫ x
0
f(t)dg(t).
La continuidad de f y la monotonicidad de g implica que esta integral existe para toda
x > 0.
Ejemplo 2.1. Calcule la integral fraccionaria de orden α > 0 de la función f(x) = (x− a)µ
con µ > −1.
Solución 2.1. Sea f(x) = (x− a)µ, por la ecuación (2.2.7), se tiene:
aI
α
x f(x) =
1
Γ(α)
∫ x
a
(x− t)α−1f(t)dt
aI
α
x (x− a)µ =
1
Γ(α)
∫ x
a
(x− t)α−1(t− a)µdt
Haciendo el siguiente cambio de variable:
t− a = z → dt = dz
t = a→ z = 0
t = x→ z = x− a
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t− a = z → t = z + a
−t = −z − a→ x− t = x− z − a
Luego
aI
α
x (x− a)µ =
1
Γ(α)
∫ x−a
0
(x− z − a)α−1zµdz = 1
Γ(α)
∫ x−a
0
zµ(x− a− z)α−1dz
Haciendo el siguiente cambio de variable:
p =
z
x− a → p(x− a) = z → dz = (x− a)dp
si z = 0→ p = 0
si z = x− a→ p = 1
aI
α
x (x− a)µ =
1
Γ(α)
∫ x−a
0
zµ(x− a− z)α−1dz
=
1
Γ (α)
∫ 1
0
[p (x− a)]µ [(x− a)− p (x− a)]α−1 (x− a) dp
=
1
Γ (α)
∫ 1
0
pµ(x− a)µ [(x− a) (1− p)]α−1 (x− a) dp
=
1
Γ (α)
∫ 1
0
pµ(x− a)µ(x− a)α−1(1− p)α−1 (x− a) dp
=
1
Γ (α)
∫ 1
0
pµ(x− a)µ+α−1+1(1− p)α−1dp
=
1
Γ (α)
(x− a)α+µ
∫ 1
0
pµ(1− p)α−1dp
=
1
Γ (α)
(x− a)α+µ
∫ 1
0
pµ(1− p)α−1dp
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=
1
Γ (α)
(x− a)α+µ
∫ 1
0
pµ+1−1(1− p)α−1dp
=
1
Γ (α)
(x− a)α+µB (µ+ 1, α)
=
1
Γ (α)
(x− a)α+µΓ (µ+ 1) Γ (α)
Γ (α+ µ+ 1)
=
Γ(µ+ 1)
Γ(α+ µ+ 1)
(x− a)α+µ
Luego,
aI
α
x (x− a)µ =
Γ(µ+ 1)
Γ(α+ µ+ 1)
(x− a)α+µ (2.2.8)
Ejemplo 2.2. Calcular la integral fraccionaria de orden α, de la función f(x) = xµ, µ > −1
y α > 0.
Solución 2.2. Por la ecuación (2.2.7), se tiene:
aI
α
x f(x) =
1
Γ(α)
∫ x
a
(x− t)α−1f(t)dt, y para a = 0 se tiene
0I
α
x x
µ =
1
Γ(α)
∫ x
0
(x− t)α−1tµdt
=
1
Γ(α)
∫ 1
0
(x− xv)α−1(xv)µxdv, t = xv
=
1
Γ(α)
∫ 1
0
xα−1(1− v)α−1xµvµxdv
=
xα+µ
Γ(α)
∫ 1
0
(1− v)α−1vµdv
=
B(µ+ 1, α)
Γ(α)
xµ+α
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=
Γ(µ+ 1)Γ(α)
Γ(α)Γ(µ+ α+ 1)
xµ+α
=
Γ(µ+ 1)
Γ(µ+ α+ 1)
xµ+α
0I
α
x x
µ =
Γ(µ+ 1)
Γ(µ+ α+ 1)
xµ+α, α > 0, µ > −1, x > 0 (2.2.9)
En particular, si µ = 0, la integral fraccionaria de una constante K de orden α es
0I
α
xK =
K
Γ(α+ 1)
xα, α > 0
Ejemplo 2.3. Calcule la integral fraccionaria de orden α > 0 de la función f(x) = lnx, x >
0.
Solución 2.3. Sea f(x) = lnx, x > 0, por la definición (2.2.7), con a = 0 se tiene:
0I
α
x lnx =
1
Γ(α)
∫ x
0
(x− t)α−1 ln t dt
Haciendo el cambio de variable:
t = zx→ dt = xdz
Si t = x→ z = 1
Si t = 0→ z = 0
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0I
α
x lnx =
1
Γ(α)
∫ 1
0
(x− zx)α−1 ln(zx)xdz
=
1
Γ(α)
∫ 1
0
xα−1+1(1− z)α−1(ln z + lnx)dz
=
xα
Γ(α)
∫ 1
0
(1− z)α−1(ln z + lnx)dz
=
xα
Γ(α)
∫ 1
0
(1− z)α−1 lnxdz + x
α
Γ(α)
∫ 1
0
(1− z)α−1 ln zdz
=
xα lnx
Γ(α)
∫ 1
0
(1− z)α−1dz + x
α
Γ(α)
∫ 1
0
(1− z)α−1 ln zdz
= − x
α
Γ(α).α
lnx(1− z)α
∣∣∣1
0
+
xα
Γ(α)
∫ 1
0
(1− z)α−1 ln zdz
= − x
α
Γ(α+ 1)
lnx(0− 1) + x
α
Γ(α)
∫ 1
0
(1− z)α−1 ln zdz
0I
α
x lnx =
xα
Γ(α+ 1)
lnx+
xα
Γ(α)
∫ 1
0
(1− z)α−1 ln zdz (2.2.10)
Pero
∫ 1
0
zµ−1(1− z)α−1 ln zdz = B(µ, α).[ψ(µ)− ψ(µ+ α)], Re µ > 0,Re α > 0 (2.2.11)
Para µ = 1 en (2.2.11), se tiene:
∫ 1
0
(1− z)α−1 ln zdz = B(1, α).[ψ(1)− ψ(α+ 1)]
=
Γ(1)Γ(α)
Γ(α+ 1)
[−γ − ψ(α+ 1)]
=
Γ(α)
Γ(α+ 1)
[−γ − ψ(α+ 1)]
∫ 1
0
(1− z)α−1 ln zdz = Γ(α)
Γ(α+ 1)
[−γ − ψ(α+ 1)] (2.2.12)
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Reemplazando (2.2.12) en (2.2.10) se tiene:
0I
α
x lnx =
xα
Γ(α+ 1)
lnx+
xα
Γ(α)
∫ 1
0
(1− z)α−1 ln zdz
=
xα
Γ(α+ 1)
lnx+
xα
Γ(α)
Γ(α)
Γ(α+ 1)
[−γ − ψ(α+ 1)]
=
xα
Γ(α+ 1)
[lnx− γ − ψ(α+ 1)]
Luego
0I
α
x lnx =
xα
Γ(α+ 1)
[lnx− γ − ψ(α+ 1)] (2.2.13)
Si en particular α = 1/2, entonces
ψ(3/2) = 2− γ − ln 4
Entonces
0I
1/2
x lnx =
x1/2
Γ(3/2)
[lnx− γ − ψ(3/2)]
=
x1/2
1
2Γ(1/2)
[lnx− γ − (2− γ − ln 4)]
=
2x1/2√
pi
[lnx+ ln 4− 2]
=
2x1/2√
pi
[ln 4x− 2]
0I
1/2
x lnx = 2
√
x
pi
[ln 4x− 2]
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También
0I
α
x (x
λ lnx) =
Γ(λ+ 1)xλ+α
Γ(λ+ α+ 1)
[lnx+ ψ(λ+ 1)− ψ(λ+ α+ 1)], λ > −1, α > 0 (2.2.14)
cuando α = 12 y λ = −12 en (2.2.14) se tiene
0I
1/2
x (x
−1/2 lnx) =
Γ(1/2)x0
Γ(1)
[lnx+ ψ(1/2)− ψ(1)]
=
√
pi[lnx+ (−γ − ln 4)− (−γ)]
=
√
pi[lnx− γ − ln 4 + γ]
=
√
pi ln
x
4
0I
1/2
x (x
−1/2 lnx) =
√
pi ln
x
4
Ejemplo 2.4. Calcule la integral fraccionaria de la función exponencial eax .
Solución 2.4.
0I
α
x e
ax = 0I
α
x
( ∞∑
k=0
(ax)k
k!
)
=
∞∑
k=0
ak0I
α
x
(
xk
)
k!
=
∞∑
k=0
akΓ(k + 1)
k!
xk+α
Γ(k + α+ 1)
= xα
∞∑
k=0
akxk
Γ(α+ k + 1)
= xα
∞∑
k=0
(ax)k
Γ(α+ k + 1)
= Ex(α, a) = x
αE1,1+α(ax), aqui usamos(1.7.16) y (1.7.13)
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Finalmente la integral fraccionaria de la función exponencial eax es
0I
α
x e
ax = Ex(α, a) = x
αE1,1+α(ax) (2.2.15)
2.2.2. Procedimiento útil para el cálculo integral fraccionario
El procedimiento es que tenemos para expresar la integral fraccionaria de una potencia
de x, multiplicada por una función f(x) en términos de la integral fraccionaria de f(x),
entonces por la definición (2.2.7), se tiene
aI
α
x [xf(x)] =
1
Γ(α)
∫ x
a
(x− t)α−1tf(t)dt, α > 0 (2.2.16)
Haciendo t = [x− (x− t)] y reemplazando en (2.2.16), se tiene
0I
α
x [xf(x)] =
1
Γ(α)
∫ x
0
(x− t)α−1[x− (x− t)]f(t)dt
=
x
Γ(α)
∫ x
0
(x− t)α−1f(t)dt− 1
Γ(α)
∫ x
0
(x− t)αf(t)dt
=
x
Γ(α)
∫ x
0
(x− t)α−1f(t)dt− α
αΓ(α)
∫ x
0
(x− t)αf(t)dt
=
x
Γ(α)
∫ x
0
(x− t)α−1f(t)dt− α
Γ(α+ 1)
∫ x
0
(x− t)αf(t)dt
= x 0I
α
x f(x)− α 0Iα+1x f(x)
0I
α
x [xf(x)] = x 0I
α
x f(x)− α 0Iα+1x f(x). (2.2.17)
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Así que para
0I
α
x [xe
ax] = x 0I
α
x e
ax − α 0Iα+1x eax = xEt(α, a)− αEt(α+ 1, a)
La ecuación(2.2.17) puede generalizarse si una función se multiplica por xp, donde p es
entero no negativo, entonces
0I
α
x [x
pf(x)] =
1
Γ(α)
∫ x
0
(x− t)α−1[tpf(t)]dt, α > 0 (2.2.18)
y
tp = [x− (x− t)]p =
p∑
k=0
(−1)k
(
p
k
)
xp−k(x− t)k
Sustituyendo esta expresión en (2.2.18), obtenemos
0I
α
x [x
pf(x)] =
1
Γ(α)
p∑
k=0
(−1)k
(
p
k
)
xp−k
∫ x
0
(x− t)α+k−1f(t)dt
=
1
Γ(α)
p∑
k=0
(−1)k
(
p
k
)
Γ(α+ k)xp−k0Iα+kx f(x)
0I
α
x [x
pf(x)] =
1
Γ(α)
p∑
k=0
(−1)k
(
p
k
)
Γ(α+ k)xp−k0Iα+kx f(x) (2.2.19)
Usando (1.7.4) y reemplazando en (2.2.19) se tiene
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0I
α
x [x
pf(x)] =
1
Γ(α)
p∑
k=0
(−1)k
(
p
k
)
Γ(α+ k)xp−k0Iα+kx f(x)
=
p∑
k=0
(−1)kΓ(α+ k)
Γ(α)
p!
k!(p− k)!x
p−k
0I
α+k
x f(x)
=
p∑
k=0
(−1)kΓ(α+ k)
Γ(α)k!
p!
(p− k)!x
p−k
0I
α+k
x f(x)
=
p∑
k=0
(−α
k
)[
Dkxp
] [
0I
α+k
x f(x)
]
Por lo tanto
0I
α
x [x
pf(x)] =
p∑
k=0
(−α
k
)[
Dkxp
] [
0I
α+k
x f(x)
]
(2.2.20)
Por ejemplo:
0I
α
x [x
peax] =
1
Γ(α)
p∑
k=0
(−1)k
(
p
k
)
Γ(α+ k)xp−kEt(α+ k, a) (2.2.21)
Para p = 2 y reemplazando en (2.2.21), se obtiene
0I
α
x [x
2eax] =
1
Γ(α)
2∑
k=0
(−1)k
(
2
k
)
Γ(α+ k)x2−kEt(α+ k, a)
=
1
Γ(α)
[(
2
0
)
Γ(α)x2Et(α, a)−
(
2
1
)
Γ(α+ 1)xEt(α+ 1, a)
+
(
2
2
)
Γ(α+ 2)Et(α+ 2, a)
]
= x2Et(α, a)− 2x.αEt(α+ 1, a) + α(α+ 1)Et(α+ 2, a)
0I
α
x [x
2eax] = x2Et(α, a)− 2x.αEt(α+ 1, a) + α(α+ 1)Et(α+ 2, a)
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A continuación la siguiente tabla muestra la integral fraccionaria de algunas funciones ele-
mentales
Cuadro 2.1: Integrales fraccionarias de Riemann-Liouville, aIαx f(x), x > a
Función f(x) Integral fraccionaria /expresión
(x− a)µ, x > a ≥ 0, µ > −1 aIαx (x− a)µ =
Γ(µ+ 1)
Γ(µ+ α+ 1)
(x− a)µ+α
xµ, x > a = 0, µ > −1 0Iαx xµ =
Γ(µ+ 1)
Γ(µ+ α+ 1)
xµ+α
k, x > a = 0, k(constante) 0Iαx k =
kxα
Γ(α+ 1)
lnx, x > a = 0 0I
α
x ln(x) =
xα
Γ(α+ 1)
[lnx− γ − ψ(α+ 1)]
xλ lnx, x > a = 0, λ > −1 0Iαx xλ lnx =
Γ(λ+ 1)
Γ(λ+ α+ 1)
xλ+α
× [lnx+ ψ(λ+ 1)− ψ(λ+ α+ 1)]
eλx, x > a = 0, λ > 0 0I
α
x e
λx = Ex(α, λ)
ex 0I
1/2
x ex = Ex(1/2, 1)
cos(λx), x > a = 0 0I
1/2
x cos(λx) =
√
2
λ
[
cos(λx)C(z) + sin(λx)S(z)
]
sin(λx), x > a = 0 0I
1/2
x sin(λx) =
√
2
λ
[
sin(λx)C(z)− cos(λx)S(z)
]
x−1/2 lnx 0I
1/2
x
[
x−1/2 lnx
]
=
√
pi ln
x
4
lnx 0I
1/2
x lnx = 2
√
x
pi
(ln 4x− 2)
x1/2 lnx 0I
1/2
x
[
x1/2 lnx
]
=
√
pi
2
x
(
1 + ln
x
4
)
Donde: z =
√
2λx
pi
, C(z) y S(z), son las integrales de Fresnel definidas como
C(z) =
∫ z
0
cos
1
2
pix2dx y S(z) =
∫ z
0
sin
1
2
pix2dx
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2.2.3. La derivada Fraccionaria
La derivada fraccionaria no es más que un operador que generaliza la derivada ordi-
naria, de tal manera que si la derivada está representado por el operador Dα, entonces,
cuando α = 1, que nos permite llegar de nuevo al operador diferencial ordinaria D. Co-
mo uno esperaría, desde que la derivada fraccionaria es una generalización de la derivada
ordinaria, va a perder muchas de sus propiedades básicas; Por ejemplo, pierde su inter-
pretación geométrica o física, la ley de exponentes (indices) es válido cuando se trabaja en
espacios de funciones muy específicas, la derivada del producto de dos funciones es difícil
de obtener, y la regla de la cadena no es sencillo de aplicar.(Baleanu y cols., 2010)
2.2.3.1. Derivada Fraccionaria de Riemann-Liouville
Definición 2.2. Sea α ∈ R+, y dαe = n el menor entero mayor que α. La derivada fraccio-
naria del tipo Riemann-Liouville de orden α de una función f , es definida mediante
aD
α
xf(x) =
1
Γ(n− α)
dn
dxn
∫ x
a
(x− t)n−α−1f(t)dt; n− 1 ≤ α < n (2.2.22)
La expresión (2.2.22), también se puede escribir de la siguiente forma
aD
α
xf(x) =
dn
dxn
[
aI
n−α
x f(x)
]
; α > 0
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Observación 5. La derivada fraccionaria para casos enteros, coincide con la derivada
usual. Cuando α es un número entero positivo, entonces α = n, en efecto,
aD
α
xf(x) =
dn
dxn
[
aD
−(n−n)
x f(x)
]
=
dn
dxn
[
aD
0
xf(x)
]
=
dn
dxn
f(x)
aD
α
xf(x) = f
(n)(x)
En consecuencia, se puede decir que la gran diferencia entre la derivada entera y la
derivada fraccionaria es el núcleo de la integral
(x− t)n−α−1
Γ(n− α) . Asimismo, se puede indicar
que para calcular la derivada fraccionaria de una función f en un punto x, es necesario
conocer los valores de la función f desde a hasta x, cuya información es acumulada a
través del núcleo de la integral; para finalmente determinar la razón de cambio de dicha
información.
Ejemplo 2.5. Calcular la derivada fraccionaria de f(x) = (x− a)µ, x > 0.
Solución 2.5. Para determinar la derivada fraccionaria de esta función es necesario consi-
derar el resultado de su integral fraccionaria obtenida en el ejemplo (2.1).
Luego por la definición de la derivada fraccionaria se tiene
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aD
α
x (x− a)µ =
1
Γ(n− α)
dn
dxn
∫ x
a
(x− t)n−α−1(t− a)µdt
=
dn
dxn
[
1
Γ(n− α)
∫ x
a
(x− t)n−α−1(t− a)µdt
]
=
dn
dxn
[
aI
n−α
x (x− a)µ
]
=
dn
dxn
[
Γ(µ+ 1)(x− a)n−α+µ
Γ(n− α+ µ+ 1)
]
=
Γ(µ+ 1)
Γ(n− α+ µ+ 1)
dn
dxn
(x− a)n−α+µ
=
Γ(µ+ 1)
Γ(n− α+ µ+ 1)
Γ(n− α+ µ+ 1)
Γ(n− α+ µ− n+ 1)(x− a)
n−α+µ−n
=
Γ(µ+ 1)
Γ(µ− α+ 1)(x− a)
µ−α
Por lo tanto, la derivada fraccionaria de la función (x− a)µ es
aD
α
x (x− a)µ =
Γ(µ+ 1)
Γ(µ− α+ 1)(x− a)
µ−α (2.2.23)
Ejemplo 2.6. Calcular la derivada fraccionaria de orden α, de la función f(x) = xµ, µ > −1
y α > 0.
Solución 2.6. Usando la ecuación (2.2.22) de la definición (2.2) se tiene
0D
α
xx
µ =
dn
dxn
[
1
Γ(n− α)
∫ x
0
(x− t)n−α−1tµdt
]
Haciendo t = xv → dt = xdv
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0D
α
xx
µ =
1
Γ(n− α)
dn
dxn
[∫ 1
0
(x− xv)n−α−1xµvµxdv
]
=
1
Γ(n− α)
dn
dxn
[
xn−α+µ
∫ 1
0
(1− v)n−α−1vµdv
]
=
1
Γ(n− α)
dn
dxn
[
xn−α+µ.B(n− α, µ+ 1)]
=
1
Γ(n− α)
dn
dxn
[
xn−α+µ
Γ(n− α)Γ(µ+ 1)
Γ(n− α+ µ+ 1)
]
=
Γ(µ+ 1)
Γ(n− α+ µ+ 1)
dn
dxn
(
xn−α+µ
)
=
Γ(µ+ 1)
Γ(n− α+ µ+ 1)
Γ(n− α+ µ+ 1)
Γ(n− α+ µ− n+ 1)x
n−α+µ−n
=
Γ(µ+ 1)
Γ(µ− α+ 1)x
µ−α
Por lo tanto
0D
α
xx
µ =
Γ(µ+ 1)
Γ(µ− α+ 1)x
µ−α (2.2.24)
Ejemplo 2.7. Calcular la derivada fraccionaria de f(x) = lnx, x > 0.
Solución 2.7. Para determinar la derivada fraccionaria de esta función es necesario consi-
derar el resultado de su integral fraccionaria obtenida del ejemplo(2.3).
Luego por la definición de la derivada fraccionaria se tiene
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0D
α
x lnx =
1
Γ(n− α)
dn
dxn
∫ x
0
(x− t)n−α−1 ln tdt
=
dn
dxn
[
0I
n−α
x lnx
]
=
dn
dxn
[
xn−α
Γ(n− α+ 1)(lnx− γ − ψ(n− α+ 1)
]
=
1
Γ(n− α+ 1)
n∑
k=0
(
n
k
)[
Dn−kxn−α
] [
Dk(lnx− Φ)
]
, Φ = γ + ψ(n− α+ 1)
=
1
Γ(n− α+ 1)
[(
n
0
)[
Dnxn−α
] [
D0(lnx− Φ)]
+
n∑
k=1
(
n
k
)[
Dn−kxn−α
] [
Dk(lnx− Φ)
] ]
=
1
Γ(n− α+ 1)
[
Γ(n− α+ 1)xn−α−n
Γ(n− α− n+ 1) (lnx− Φ)
+Dn−kxn−α
n∑
k=1
(
n
k
)[
Dk(lnx− Φ)
] ]
=
1
Γ(n− α+ 1)
[
Γ(n− α+ 1)x−α
Γ(1− α) (lnx− Φ)
+
Γ(n− α+ 1)xn−α−n+k
Γ(n− α− n+ k + 1)
n∑
k=1
(
n
k
)
(−1)k−1(k − 1)!x−k
]
=
1
Γ(n− α+ 1)
[
Γ(n− α+ 1)x−α
Γ(1− α) (lnx− Φ)−
Γ(n− α+ 1)x−α
Γ(1− α+ k)
×
n∑
k=1
(−1)kn!k!
k!(n− k)!k
]
=
x−α
Γ(1− α)
[
lnx− Φ−
n∑
k=1
(−1)kn!Γ(1− α)
k(n− k)!Γ(1− α+ k)
]
=
x−α
Γ(1− α) [lnx− Φ− (ψ(1− α)− ψ(n− α+ 1))]
=
x−α
Γ(1− α) [lnx− Φ− ψ(1− α) + ψ(n− α+ 1))]
=
x−α
Γ(1− α) [lnx− γ − ψ(n− α+ 1)− ψ(1− α) + ψ(n− α+ 1)]
=
x−α
Γ(1− α) [lnx− γ − ψ(1− α)]
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En la expresión anterior se usó la ecuación (2.2.13), la regla de Leibniz del teorema (1.2.1)
y el corolario (1.1). Por lo tanto, la derivada fraccionaria de la función logaritmo es
0D
α
x lnx =
x−α
Γ(1− α) [lnx− γ − ψ(1− α)] (2.2.25)
Ejemplo 2.8. Encontrar la derivada fraccionaria de orden µ de la función f(x) = xλ lnx
Solución 2.8.
0D
α
x [x
µ lnx] =
1
Γ(n− α)
dn
dxn
∫ x
0
(x− t)n−α−1tλ ln tdt
=
dn
dxn
[
1
Γ(n− α)
∫ x
0
(x− t)n−α−1tλ ln tdt
]
=
dn
dxn
[0I
n−α
x x
λ lnx]
=
dn
dxn
[
Γ(λ+ 1)xλ+n−α
Γ(λ+ n− α+ 1)[lnx+ ψ(λ+ 1)− ψ(λ+ n− α+ 1)]
]
=
Γ(λ+ 1)
Γ(λ+ n− α+ 1)
dn
dxn
[
xλ+n−α[lnx+ ψ(λ+ 1)− ψ(λ+ n− α+ 1)]
]
Φ = ψ(λ+ 1)− ψ(λ+ n− α+ 1)
0D
α
x [x
λ lnx] =
Γ(λ+ 1)
Γ(λ+ n− α+ 1)
n∑
k=0
(
n
k
)[
Dn−kxλ+n−α
] [
Dk(lnx+ Φ)
]
=
Γ(λ+ 1)
Γ(λ+ n− α+ 1)
[(
n
0
)[
Dnxλ+n−α
] [
D0(lnx+ Φ)
]
+
n∑
k=1
(
n
k
)[
Dn−kxλ+n−α
] [
Dk(lnx+ Φ)
] ]
=
Γ(λ+ 1)
Γ(λ+ n− α+ 1)
[
Γ(λ+ n− α+ 1)xλ+n−α−n
Γ(λ+ n− α− n+ 1) (lnx+ Φ)
+
Γ(λ+ n− α+ 1)xλ+n−α−n+k
Γ(λ+ n− α− n+ k + 1)
n∑
k=1
(
n
k
)
(−1)k(k − 1)!x−k
]
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=
Γ(λ+ 1)
Γ(λ− α+ 1)x
λ−α
[
lnx+ Φ−
n∑
k=1
(−1)kn!
k(n− k)!
Γ(λ− α+ 1)
Γ(λ− α+ k + 1)
]
=
Γ(λ+ 1)
Γ(λ− α+ 1)x
λ−α
[
lnx+ Φ−
n∑
k=1
(−1)kn!
k(n− k)!
Γ(x+ 1)
Γ(x+ k + 1)
]
, x = λ− α
usando corolario(1.1)
=
Γ(λ+ 1)
Γ(λ− α+ 1)x
λ−α
[
lnx+ ψ(λ+ 1)
− ψ(λ+ n− α+ 1)− (ψ(x+ 1)− ψ(x+ 1 + n))
]
=
Γ(λ+ 1)
Γ(λ− α+ 1)x
λ−α
[
lnx+ ψ(λ+ 1)
− ψ(λ+ n− α+ 1)− (ψ(λ− α+ 1)− ψ(λ− α+ 1 + n))
]
∴ 0Dαx [xλ lnx] =
Γ(λ+ 1)
Γ(λ− α+ 1)x
λ−α [lnx+ ψ(λ+ 1)− ψ(λ− α+ 1)]
Ejemplo 2.9. Calcule la derivada fraccionaria de la función de Mittag-Leffler de un paráme-
tro Eα (axα), donde 0 6= a ∈ R.
Solución 2.9. Considerando que la función de Mittag-Leffler se define como una serie que
converge absolutamente, tenemos
0D
α
xEα (ax
α) = 0D
α
x
( ∞∑
k=0
(axα)k
Γ(αk + 1)
)
=
∞∑
k=0
ak0D
α
x
(
xαk
)
Γ(αk + 1)
=
∞∑
k=0
akΓ(αk + 1)xαk−α
Γ(αk + 1)Γ(αk − α+ 1) =
∞∑
k=0
akxα(k−1)
Γ(α(k − 1) + 1) , aqui usamos(2.2.24)
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=
a0xα(−1)
Γ(1− α) +
∞∑
k=1
akxα(k−1)
Γ(α(k − 1) + 1)
=
x−α
Γ(1− α) +
∞∑
j=0
aj+1xαj
Γ(αj + 1)
, donde j = k − 1
=
x−α
Γ(1− α) + a
∞∑
j=0
ajxαj
Γ(αj + 1)
=
x−α
Γ(1− α) + a
∞∑
j=0
(axα)j
Γ(αj + 1)
=
x−α
Γ(1− α) + aEα (ax
α)
Finalmente la derivada fraccionaria de la función de Mittag-Leffler de un parámetro es
0D
α
xEα (ax
α) =
x−α
Γ(1− α) + aEα (ax
α) (2.2.26)
Ejemplo 2.10. Calcule la derivada fraccionaria de la función exponencial eax .
Solución 2.10.
0D
α
xe
ax = 0D
α
x
( ∞∑
k=0
(ax)k
k!
)
=
∞∑
k=0
ak0D
α
x
(
xk
)
k!
=
∞∑
k=0
akΓ(k + 1)
k!
xk−α
Γ(k − α+ 1) , aqui usamos(2.2.24)
= x−α
∞∑
k=0
akxk
Γ(k − α+ 1)
= x−α
∞∑
k=0
(ax)k
Γ(k − α+ 1)
= Ex(−α, a) = x−αE1,1−α(ax), aqui usamos(1.7.16) y (1.7.13)
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Finalmente la derivada fraccionaria de la función exponencial eax es
0D
α
xe
ax = Ex(−α, a) = x−αE1,1−α(ax) (2.2.27)
A continuación la siguiente tabla muestra la derivada fraccionaria de algunas funciones
elementales
Cuadro 2.2: Derivadas fraccionarias de Riemann-Liouville, aDαxf(x), x > a
Función f(x) Derivada fraccionaria /expresión
(x− a)µ, x > a ≥ 0, µ > −1 aDαx (x− a)µ =
Γ(µ+ 1)
Γ(µ− α+ 1)(x− a)
µ−α
xµ, x > a = 0, µ > −1 0Dαxxµ =
Γ(µ+ 1)
Γ(µ− α+ 1)x
µ−α
1, x > a = 0 0D
α
x (1) =
x−α
Γ(1− α)
k, x > a = 0, k(constante) 0Dαxk =
kx−α
Γ(1− α)
lnx, x > a = 0 0D
α
x ln(x) =
x−α
Γ(1− α) [lnx− γ − ψ(1− α)]
xλ lnx, x > a = 0, λ > −1 0Dαxxλ lnx =
Γ(λ+ 1)
Γ(λ− α+ 1)x
λ−α
× [lnx+ ψ(λ+ 1)− ψ(λ− α+ 1)]
eλx, x > a = 0, λ > 0 0D
α
xe
λx = x−αE1,1−α (λx) = Ex(−α, λ)
xeλx, x > a = 0, λ > 0 0D
α
xxe
λx = xEx(−α, λ) + αEx(1− α, λ)
cos(λx), x > a = 0 0D
1/2
x cos(λx) =
√
2λ
[
cos(λx)C(z) + sin(λx)S(z)
]
sin(λx), x > a = 0 0D
1/2
x sin(λx) =
1√
pix
+
√
2λ
[
cos(λx)S(z)− sin(λx)C(z)
]
x1/2 lnx 0D
1/2
x
[
x1/2 lnx
]
=
√
pi
2
(
ln
x
4
+ 2
)
lnx 0D
1/2
x lnx =
ln 4x√
pix
Donde: z =
√
2λx
pi
, C(z) y S(z), son las integrales de Fresnel.
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2.3. Interpretación geométrica y física de la Integral Fracciona-
ria
Aunque la interpretación geométrica y física de la integral y derivada fraccionaria de
orden α es un problema abierto en el cálculo fraccionario, en esta sección se propondrá
una interpretación geométrica y física de la integral y derivada fraccionaria, la cual pueda
aportar a su mejor comprensión. En primer lugar, la interpretación geométrica de la integral
fraccionaria se basa en la interpretación de la integral de Riemann-Stieltjes. Por otro lado,
la interpretación física de la integral y derivada fraccionaria estará basada en dos clases de
tiempo. (Rodríguez, 2010)
2.3.1. Interpretación Geométrica de la integral fraccionaria
Dado que la integral fraccionaria de Riemann Liouville de orden α > 0, definida por
aI
α
t f(t) =
1
Γ(α)
∫ t
a
(t− τ)α−1f(τ)dτ,
puede ser expresada como una integral de Riemann-Stieltjes de la siguiente manera
aI
α
t f(t) =
∫ t
a
f(τ)dgt(τ), (2.3.1)
por lo cual, en este caso f pertenecería al conjunto <(gt)[a, b]), donde
gt(τ) =
1
Γ(α+ 1)
[tα − (t− τ)α], τ ∈ [a, t], (2.3.2)
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es una función estrictamente monótona creciente, como es requerido por la Definición (1.8).
Sin pérdida de generalidad, se considerará la integral fraccionaria con límite inferior de
integración cero. Por lo tanto la integración fraccionaria de la función es el área bajo la
curva de la gráfica de f(τ) y g(τ), de 0 a t. Tomemos los tres ejes τ , g(τ) y f(τ) haciendo
una habitación cúbica con piso que comprende el plano τ, g(τ). Se traza la función a partir
de 0 < t < τ , en el piso
gt(τ) =
1
Γ(α+ 1)
[tα − (t− τ)α]
Esto se representa en la Figura 2.1. A lo largo de la curva obtenida (en el piso) construimos
una cerca de altura variable f(τ), por lo que el borde superior de la cerca es una línea en
tres dimensiones. Los puntos son τ, g(τ), f(τ) para 0 < τ < t. 91
 g 
 f 
  Piso , g 
 
 
Pared - I ,
Orden entero
Sombra - I
f
f d

 
 
   
Pared -II ,g
Orden fraccionario
Sombra-II
f
f dg 
Figura 2.1: La representación 3D de la integración fraccionaria de Riemann-Liouville.
En otras palabras, la “cerca” lanza dos sombras en dos paredes. La primera sombra
sobre la pared (τ, f(τ)) como se muestra en la Figura 2.1, es conocida como el área bajo
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la curva f(τ) y es la interpretación geométrica de la integración de orden entero, es decir
0I
1
t f(t) =
∫ t
0
f(τ)dτ.
La segunda sombra sobre la pared (g(τ), f(τ)) es la interpretación geométrica de la integral
fraccionaria de f(t), es decir
0I
α
t f(t) =
∫ t
0
f(τ)dgt(τ),
para un t fijo, es decir, el área bajo la sombra de la pared-II.
Obviamente para gt(τ) = τ ambas sombras son iguales. Esto muestra que la integración
definida clásica es un caso particular de la integración fraccionaria de Riemann-Liouville
desde el punto de vista geométrico. Asimismo se representarán las funciones y = gt(x)
y z = f(x) en los planos XY y XZ respectivamente. Para ilustrar esta interpretación se
considerarán la función f y el cerco C de la siguiente forma
f(x) = x+
1
2
sen(x), x ∈ [0, 10],
C := {(x, y, z) ∈ R3; y = gt(x), z = f(x)(f ∈ <(gt)[a, b])},
(ver Fig.(2.2)).
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(a) Representación de gt.
2
4
6
8
10
2
4
6
8
2
4
6
8
10
(b) Representación del cerco C .
Figura 2.2: Representaciones de gt y del cerco C , para α = 0.85; t = 10.
Se tienen los siguientes resultados.
Resultado 1. Para α = 1 en (2.3.1), se tiene la integral de Riemann usual, pues gt(x) = x,
es decir
0I
1
t f(t) =
∫ t
0
f(x)dx, t ≥ 0.
Obviamente, si α = 1, entonces gt(x) = x, y la proyección PS del cerco C es una
curva de igual forma a la representación de la función f , excepto que se encuentran
en diferentes planos. Esto no hace más que mostrar que la generalización de esta
interpretación se cumple para casos conocidos.(ver Fig.(2.3))
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(a) Representación de gt.
2
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8
10
(b) Representación del cerco C .
Figura 2.3: Representaciones de gt y del cerco C , para α = 1; t = 10.
Resultado 2. La proyección PS del cerco C , que se da sobre el plano Y Z, determina una
curva, cuya área bajo ésta corresponde al valor de la integral
∫ t
0
f(x)dgt(x), t = 10
o que es lo mismo, el valor de la integral fraccionaria de orden α
1
Γ(α)
∫ t
0
(t− x)α−1f(x)dx,
(ver Fig.(2.2)).(Podlubny, 2001), (Rodríguez, 2010), (Das, 2011)
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2.3.2. Interpretación física de la integral fraccionaria
Físicamente, la característica principal del cálculo diferencial e integral es usada para
aplicaciones físicas que cambian constantemente en el tiempo, lo cual es ideal. Sin embar-
go, dichas aplicaciones no reflejan necesariamente la realidad muy exacta. Una interpreta-
ción física de la integral fraccionaria de orden α, se puede dar al considerar dos clases de
tiempos.(Rodríguez, 2010)
2.3.2.1. Dos clases de tiempo
En 1972 Irving Ezra Segal, profesor de matemáticas de el Instituto Tecnológico de Mas-
sachusetts, continuó el trabajo de A. Einstein, en el campo de la teoría de la Relatividad.
Ezra propuso una variante de la Teoría de la Relatividad, llamada Cronometría Cosmológica
(CC), la cual está basada en el análisis del tiempo. De acuerdo a la CC existen dos clases
de tiempo: Un tiempo Cósmico, y un tiempo Local, donde éste último es medido con los
instrumentos actualmente existentes. Por lo tanto, el modelo ideal de tiempo homogéneo
que fluye puede ser considerado como una aproximación del tiempo cósmico.(Rodríguez,
2010)
Para ilustrar esta idea, considérese el siguiente ejemplo.
Ejemplo 2.11. Consideremos un objeto en movimiento equipado con un velocímetro y un
reloj. El observador del objeto en movimiento registra al final de cada segundo (intervalo
de tiempo) como v1, v2, v3, . . . v10. Al final de 10 segundos el observador del objeto en
movimiento calcula la distancia, SN = v1+v2+v3+. . .+v10, donde el observador toma para
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el reloj local cada intervalo de tiempo como “un segundo”. Ahora el observador estacionario
en el sistema de referencia fijo conoce que el reloj del observador móvil está corriendo
lento. El tiempo actual al final de cada “un segundo” es 1, 2, 4, 8, 16, 32, 64 . . .. La distancia
recorrida vista por el observador estacionario (llamado observador cósmico), por el tiempo
actual (llamado tiempo cósmico) es SO = v1 + 2v2 + 4v3 + 8v4 + 16v5 + 32v6 + 64v7 +
. . ., el cual es mucho más que SN . La integración de la velocidad local (rapidez) con el
tiempo local es para la integración de orden entera y la integración de la velocidad recorrida
con respecto al tiempo transformado es integración de orden fraccionario. Este fenómeno
se da cuando los cuerpos en movimiento cambian su posición en el espacio-tiempo, el
campo gravitacional en todo el espacio-tiempo cambia debido al movimiento del objeto.
Como consecuencia, “el intervalo de tiempo cósmico”, el cual corresponde a la historia del
objeto en movimiento, cambia. SN , v(τ), τ , distancia, velocidad, y tiempo del observador
en movimiento con el objeto. SO, vO(t), t, distancia, velocidad y tiempo recorrido por el
observador externo en el sistema de referencia fijo (cósmica). Se relacionan como
SN (t) = 0I
1
t v(t) =
∫ t
0
v(τ)dτ, SO(t) = 0I
α
t v(t) =
∫ t
0
v(τ)dg(τ), v(t) = 0D
α
t SO(t).
es la velocidad individual del velocímetro local relacionado a la distancia cósmica, y
vO(t) =
d
dt
SO(t) =
d
dt
0D
−α
t v(t) = 0D
1−α
t v(t).
La primera derivada de la distancia cósmica es la velocidad cósmica, y la velocidad cósmica
es una derivada fraccionaria de orden (1−α) de la velocidad local. Las Figuras 2.4 y 2.5 da
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dos tipos de tiempos homogéneo (tiempo local) y heterogéneo (tiempo transformado). En
el ejemplo anterior la variable t es usada como notación por ambos observadores N y O.
La integración fraccionaria de tiempo significa la transformación del tiempo local a tiempo
cósmico.(Das, 2011)
0 54321 76 x
Figura 2.4: Eje del tiempo homogéneo.
El tiempo Local, es aquel que se modela usando una semirrecta con origen en cero y con
puntos equidistantes. De otro lado, el tiempo Cósmico se modela usando una semirrecta
con origen en cero y con puntos no equidistantes.
0 4321 5 T
Figura 2.5: Eje del tiempo no homogéneo.
A continuación se considerará la idea mostrada para el caso de la integral fraccionaria.
Como se vio anteriormente, considere la integral fraccionaria de una función v(x) como una
integral de Riemann-Stieltjes; es decir,
SO(t) =
∫ t
0
v(x)dgt(x) = 0I
α
t v(t), (2.3.3)
donde gt(x) es dado por (2.3.2). La integral SO(t) de Riemann-Stieltjes de la función v(x)
se puede interpretar como la distancia real recorrida por un objeto en movimiento, para los
que hemos registrado los valores locales de su velocidad v(x)(Velocidad individual) y los
valores locales de su tiempo x (Tiempo individual); la relación entre el tiempo x registrado
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a nivel local (el cual se considera que tiene intervalos constantes), y el tiempo cósmico, el
cual no fluye constantemente, es dada por la función gt(x).
La función gt(x) describe la escala de tiempo no homogénea, que no sólo depende de x,
sino también del parámetro t, representando el último valor medido del tiempo individual(del
objeto en movimiento). Cuando t cambia, todo el intervalo anterior de tiempo cósmico cam-
bia también. Esto está de acuerdo con los puntos de vista actuales de la física. Cuando
un cuerpo en movimiento cambia su posición en el espacio-tiempo, el campo gravitatorio
en todo el espacio-tiempo también cambia debido a este movimiento. Como consecuen-
cia, el intervalo de tiempo cósmico, que corresponde a la historia del objeto en movimiento
cambia. (Podlubny, 2001)
2.3.2.2. Interpretación física de la derivada fraccionaria
Por otro lado, podemos utilizar las propiedades de diferenciación e integración fraccio-
naria y expresar v(t) de la ecuación (2.3.3) como la derivada fraccionaria Riemann-Liouville
de SO(t):
v(t) = 0D
α
t SO(t),
donde 0Dαt denota la derivada fraccionaria de Riemann-Liouville, dada por la ecuación(2.2.22)
de la Definición(2.2), la cual se considerará restringida para 0 < α < 1. Con esta conside-
ración, la derivada fraccionaria (2.2.22) queda definida por
0D
α
t SO(t) =
1
Γ(1− α)
d
dt
∫ t
0
SO(t)
(t− x)αdx, (2.3.4)
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la cual es la derivada fraccionaria de la distancia real recorrida SO(t) por un móvil, para
la cual la relación entre el tiempo local x y el tiempo cósmico T en cada instante t es
dada por la función T = gt(x), descrita por (2.3.2). En otras palabras (2.3.4) representa
la velocidad para el observador independiente O. De otro lado, se puede diferenciar la
relación (1.5.1) con respecto a la variable cósmica de tiempo t, el cual da la relación entre la
velocidad vO(t) = S′O(t) del movimiento de un móvil, desde el punto de vista del observador
independienteO y la velocidad local v(t):
vO(t) =
d
dt
0I
α
t v(t) = 0D
1−α
t v(t).
Por lo tanto, la (1 − α) - derivada de la velocidad local v(t), es igual a la velocidad vO(t)
desde el punto de vista del observador independiente O. Para α = 1, cuando no hay
deformación dinámica de la escala del tiempo, ambas velocidades coinciden, es decir,
vO(t) = v(t).(Podlubny, 2001)
2.4. Propiedades de la Integral y Derivada Fraccionaria
En el cálculo clásico existen ciertas propiedades que en el cálculo fraccionario se cum-
plen en forma análoga, con algunas consideraciones adicionales; con lo cual, el presente
capítulo se muestra que muchas propiedades del cálculo clásico se cumplen en el cálculo
fraccionario. Aquí nos referiremos a la integral y derivada fraccionaria de Riemann-Liouville.
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2.4.1. Propiedades de la Integral Fraccionaria
En esta sección se enuncia una serie de propiedades de la integral fraccionaria, con el
fin de resaltar las principales diferencias y analogías entre el comportamiento de ésta y la
integral de orden entero clásico.
Teorema 2.1. Sea f ∈ L1[a, b] y α ∈ R+. Entonces la integral fraccionaria aIαx f existe para
casi todo x ∈ [a, b]. Además la función aIαx f es un elemento de L1[a, b].
Teorema 2.2. Sea f ∈ C[a, b], se tiene
l´ım
α→0 a
Iαx f(x) = f(x) (2.4.1)
Por lo tanto, sólo se escribirá
aI
0
xf(x) = f(x) (2.4.2)
Una propiedad importante de los operadores integrales de orden entero que es preser-
vado al generalizar, es dado en el siguiente teorema.
Teorema 2.3. (Ley de los Exponentes). Sea α, µ ∈ R+ y f ∈ L1[a, b]. Entonces,
aI
α
x aI
µ
x f(x) = aI
µ
x aI
α
x f(x) = aI
α+µ
x f(x), (2.4.3)
casi para todo x ∈ [a, b].
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Demostración.
aI
α
x aI
µ
x f(x) =
1
Γ(α)Γ(µ)
∫ x
a
(x− t)α−1
∫ t
a
(t− τ)µ−1f(τ)dτdt
Por el teorema (2.1), las integrales existen, y por el teorema Fubini (Rudin, 1986) podemos
intercambiar el orden de integración, obteniendo
aI
α
x aI
µ
x f(x) =
1
Γ(α)Γ(µ)
∫ x
a
∫ x
τ
(x− t)α−1(t− τ)µ−1f(τ) dt dτ
=
1
Γ(α)Γ(µ)
∫ x
a
f(τ)
∫ x
τ
(x− t)α−1(t− τ)µ−1 dt dτ
haciendo t = τ + s(x− τ)
aI
α
x aI
µ
x f(x) =
1
Γ(α)Γ(µ)
∫ x
a
f(τ)
∫ 1
0
[(x− τ)(1− s)]α−1 × [s(x− τ)]µ−1(x− τ) ds dτ
=
1
Γ(α)Γ(µ)
∫ x
a
f(τ)(x− τ)α+µ−1
∫ 1
0
(1− s)α−1sµ−1 ds dτ
=
1
Γ(α)Γ(µ)
∫ x
a
f(τ)(x− τ)α+µ−1Γ(α)Γ(µ)
Γ(α+ µ)
dτ
aI
α
x aI
µ
x f(x) =
1
Γ(α+ µ)
∫ x
a
(x− τ)α+µ−1f(τ) dτ
aI
α
x aI
µ
x f(x) = aI
α+µ
x f(x).
Teorema 2.4. Sea α ∈ R+. Asumiendo que {fk}∞k=1 es una sucesión uniformemente con-
vergente de funciones continuas en [a, b]. Entonces podemos intercambiar al operador in-
tegral fraccionario y el proceso del límite, es decir
(
aI
α
x l´ım
k→∞
fk
)
(x) =
(
l´ım
k→∞ a
Iαx fk
)
(x).
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En particular, la sucesión de funciones (aIαx fk)
∞
k=1 es uniformemente convergente.
Demostración. Denotamos el límite de la sucesión (fk) por f , es decir fk → f . Se sabe
que f es continua. Entonces tenemos
|aIαx fk(x)− aIαx f(x)| ≤
1
Γ(α)
∫ x
a
|fk(t)− f(t)|(x− t)α−1dt
≤ ‖fk − f‖∞
Γ(α)
∫ x
a
(x− t)α−1dt
=
1
Γ(α+ 1)
‖fk − f‖∞(x− a)α
≤ 1
Γ(α+ 1)
‖fk − f‖∞(b− a)α
lo cual ‖fk − f‖∞ converge uniformemente a cero cuando k →∞ para todo x ∈ [a, b].
Corolario 2.1. Sea f una función analítica en (a−h, a+h) para algún h > 0, y sea α > 0.
Entonces
aI
α
x f(x) =
∞∑
k=0
(−1)k(x− a)k+α
k!(α+ k)Γ(α)
Dkf(x), (2.4.4)
para a ≤ x < a+ h/2, y
aI
α
x f(x) =
∞∑
k=0
(x− a)k+α
Γ(k + 1 + α)
Dkf(a), (2.4.5)
para a ≤ x < a+ h. En particular, aIαx f es analítica en (a, a+ h).
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Demostración. Para demostrar la primera afirmación, usamos la definición de la integral
fraccionaria de Riemann-Liouville, entonces
aI
α
x f(x) =
1
Γ(α)
∫ x
a
(x− t)α−1f(t)dt.
Ahora se expande f(t) en una serie de potencias centrado en x, es decir
f(t) =
∞∑
k=0
Dkf(x)
k!
(t− x)k, (2.4.6)
luego como x ∈ (a, a+h/2), la serie de potencias converge en todo el intervalo de integra-
ción. Luego se tiene
aI
α
x f(x) =
1
Γ(α)
∫ x
a
(x− t)α−1
∞∑
k=0
Dkf(x)
k!
(t− x)kdt
=
∞∑
k=0
Dkf(x)
k!Γ(α)
∫ x
a
(x− t)α−1(t− x)kdt
=
∞∑
k=0
(−1)kDkf(x)
k!Γ(α)
∫ x
a
(x− t)α+k−1 dt
=
∞∑
k=0
(−1)k(x− a)α+k
k!(α+ k)Γ(α)
Dkf(x).
Para demostrar la segunda afirmación, procedemos similarmente, pero ahora expandimos
la serie de potencias centrado en a y no en x; es decir,
f(x) =
∞∑
k=0
Dkf(a)
k!
(x− a)k, (2.4.7)
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aI
α
x f(x) = aI
α
x
( ∞∑
k=0
Dkf(a)
k!
(x− a)k
)
=
∞∑
k=0
Dkf(a)
k!
aI
α
x (x− a)k
=
∞∑
k=0
Dkf(a)
Γ(α+ k + 1)
(x− a)α+k.
En particular, el hecho que aIαx f sea analítica en (a, a+ h) se sigue de (2.4.5). Con lo cual
se culmina la demostración.
2.4.2. Propiedades de la Derivada Fraccionaria
Después de haber establecido algunas propiedades fundamentales de la integral frac-
cionaria, en esta sección se discutirá las propiedades de la derivada fraccionaria, así como
algunos resultados importantes que se cumplen en el cálculo de orden entero.
Teorema 2.5. Linealidad
Sea f1 y f2 dos funciones definidas en [a, b] tales que aDαxf1 y aD
α
xf2 existen casi en
todas partes. Por otra parte, sea c1, c2 ∈ R. Entonces, aDαx (c1f1 + c2f2) existe en casi
todas partes, y
aD
α
x (c1f1 + c2f2) = c1aD
α
xf1 + c2aD
α
xf2
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Demostración. Por ejemplo, usando la definición de la derivada fraccionaria de Riemann-
Liouville de orden α (n− 1 ≤ α < n) definida por (2.2.22) se tiene:
aD
α
x (c1f1 + c2f2) =
1
Γ(n− α)
dn
dxn
∫ x
a
(x− t)n−α−1 (c1f1(t) + c2f2(t)) dt
=
c1
Γ(n− α)
dn
dxn
∫ x
a
(x− t)n−α−1f1(t)dt
+
c2
Γ(n− α)
dn
dxn
∫ x
a
(x− t)n−α−1f2(t)dt
aD
α
x (c1f1 + c2f2) = c1 aD
α
xf1 + c2 aD
α
xf2.
Considérese la derivada fraccionaria de orden α, de una función f , definida en (2.2.22),
si α = k ≥ 1 donde k ∈ Z y x > a
aD
α
xf(x) = D
k+1(aI
k+1−k
x f(x)) = D
kf(x),
lo que quiere decir, que para x > a, la derivada fraccionaria de Riemann-Liouville (2.2.22)
de orden α = k coincide con la derivada entera de orden k.
Lema 2.1. Sea α ∈ R+ y sea n ∈ N tal que n > α. Entonces
aD
α
xf(x) = D
n
aI
n−α
x f(x) (2.4.8)
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Demostración. La hipótesis en n implica que n ≥ dαe. Así
DnaI
n−α
x f(x) = D
dαeDn−dαeaIn−dαex aI
dαe−α
x f(x)
= DdαeaIdαe−αx
= aD
α
xf(x),
esto es debido a (2.4.3) y (2.5.1). El siguiente resultado contiene una condición suficiente
para la existencia de aDαxf .
Lema 2.2. Sea f ∈ AC[a, b] y 0 < α < 1. Entonces aDαxf existe casi en todo x ∈ [a, b].
Además aDαxf ∈ Lp[a, b] para 1 ≤ p < 1/α y
aD
α
xf(x) =
1
Γ(1− α)
(
f(a)
(x− a)α +
∫ x
a
f ′(t)(x− t)−αdt
)
(2.4.9)
Demostración. Como f ∈ AC[a, b], entonces f es diferenciable casi en todas partes en
(a, b) con f ′ ∈ L1[a, b] , entonces
f(x) =
∫ x
a
f ′(u)du+ f(a) = aI1xf
′(x) + f(a)
Por otro lado
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aD
α
xf(x) =
1
Γ(1− α)
d
dx
∫ x
a
(x− t)−αf(t)dt
=
d
dx
1
Γ(1− α)
∫ x
a
(x− t)−αf(t)dt
=
d
dx
aI
1−α
x f(x)
=
d
dx
aI
1−α
x
(
aI
1
xf
′(x) + f(a)
)
=
d
dx
(
aI
1−α
x aI
1
xf
′(x) + aI1−αx f(a)
)
=
d
dx
(
aI
1−α
x aI
1
xf
′(x) +
f(a)
Γ(2− α)(x− a)α−1
)
=
d
dx
(
aI
1−α
x aI
1
xf
′(x)
)
+
d
dx
f(a)(x− a)1−α
Γ(2− α)
=
d
dx
(
aI
1−α
x aI
1
xf
′(x)
)
+
f(a)(1− α)(x− a)−α
(1− α)Γ(1− α)
=
d
dx
(
aI
1−α
x aI
1
xf
′(x)
)
+
f(a)(x− a)−α
Γ(1− α)
por (2.4.3) se tiene
aI
1−α
x aI
1
xf
′(x) = aI1xaI
1−α
x f
′(x).
Luego
aD
α
xf(x) = aI
1−α
x f
′(x) +
f(a)(x− a)−α
Γ(1− α) =
1
Γ(1− α)
[∫ x
a
f ′(t)(x− t)−αdt+ f(a)
(x− a)α
]
.
(2.4.10)
De (2.4.10) y la desigualdad de Hölder se deduce que aDαxf ∈ Lp[a, b], para 1 ≤ p <
1/α.
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En el teorema 2.3 se mostró que la integral fraccionaria cumple con la propiedad con-
mutativa. El siguiente teorema muestra un resultado análogo para la derivada fraccionaria.
Teorema 2.6. Supongamos α, µ ≥ 0. Además, sean φ ∈ L1[a, b] y f = aIα+µx φ. Entonces
aD
α
x aD
µ
xf = aD
α+µ
x f (2.4.11)
Observación 6.
Para aplicar esta identidad no necesitamos conocer la función φ explícitamente; basta
con saber que existe tal función.
Demostración. Por la definición del operador diferencial de Riemann-Liouville,
aD
α
x aD
µ
xf = aD
α
x aD
µ
xaI
α+µ
x φ = D
dαe
aI
dαe−α
x D
dµe
aI
dµe−µ
x aI
α+µ
x φ.
La propiedad semigrupo (2.4.3) de los operadores integrales nos permite reescribir esta
expresión como
aD
α
x aD
µ
xf = D
dαe
aI
dαe−α
x D
dµe
aI
dµe+α
x φ
= DdαeaIdαe−αx D
dµe
aI
dµe
x aI
α
x φ.
Debido a (1.1.1) y el hecho de que los órdenes de los operadores integrales y diferenciales
involucrados son números naturales, encontramos que esto es equivalente a
aD
α
x aD
µ
xf = D
dαe
aI
dαe−α
x aI
α
x φ = D
dαe
aI
dαe
x φ
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Donde hemos utilizado una vez más la propiedad semigrupo (2.4.3) de integración fraccio-
naria. Ahora podemos usar (1.1.1) una vez más y obtener
aD
α
x aD
µ
xf = φ.
En forma análoga se tiene que aD
α+µ
x f = φ.
Los siguientes ejemplos muestran algunos casos en los que la condición no se cumple.
Ellos demuestran que una propiedad de semigrupo incondicional de diferenciación fraccio-
naria en el sentido de Riemann-Liouville no se mantiene.
Ejemplo 2.12. Sea f(x) = x−1/2, y α = µ = 1/2.
Entonces, como se muestra en el ejemplo 2.6, 0Dαxx
−1/2 = 0D
µ
xx−1/2 = 0, y por lo tanto
también 0D
1/2
x 0D
1/2
x x−1/2 = 0, pero 0D
1/2+1/2
x x−1/2 = D1x−1/2 = −1
2
x−3/2.
Ejemplo 2.13. Sea f(x) = x1/2, α = 1/2, y µ = 3/2.
Entonces, 0D
1/2
x x1/2 =
pi
2
y 0D
3/2
x x1/2 = 0. Esto implica 0D
1/2
x 0D
3/2
x x1/2 = 0, pero
0D
3/2
x 0D
1/2
x x1/2 = −1
4
x−3/2 y 0D
1/2+3/2
x x1/2 = D2x1/2 = −1
4
x−3/2.
En otras palabras, el ejemplo (2.12) demuestra que es posible tener
0D
α
x 0D
µ
xf(x) = 0D
µ
x0D
α
xf(x) 6= 0Dα+µx f(x).
Mientras que el ejemplo (2.13) muestra el caso donde
0D
α
x 0D
µ
xf(x) 6= 0Dµx0Dαxf(x) = 0Dα+µx f(x),
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se mantiene. Un resultado análogo al teorema 2.4, se enuncia a continuación.
Teorema 2.7. Sea α > 0 y m = dαe. Supóngase que {fk}∞k=1 es una sucesión unifor-
memente convergente de funciones continuas en [a, b], y que 0Dαxfk existe para todo k.
Además, supóngase que {0Dαxfk}∞k=1 es uniformemente convergente en [a + , b] para
todo  > 0. Entonces, para todo x ∈ (a, b], se tiene
(
l´ım
k→∞ a
Dαxfk
)
(x) =
(
aD
α
x l´ım
k→∞
fk
)
(x).
Demostración. Por definición se tiene
aD
α
xf(x) = D
m
aI
m−α
x f(x).
Por el teorema(2.4), la sucesión {0Iαx fk}k es uniformemente convergente, y se tiene que
l´ım
k→∞ a
Iαx fk(x) = aI
α
x l´ım
k→∞
fk(x).
Además, por hipótesis DmaIm−αx f(x)es uniformemente convergente en todo subintervalo
compacto de (a, b], luego
l´ım
k→∞ a
Dαxfk(x) = l´ım
k→∞
DmaI
m−α
x fk(x)
= Dm l´ım
k→∞ a
Im−αx fk(x)
= DmaI
m−α
x l´ım
k→∞
fk(x)
= aD
α
xfk(x).
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Podemos deducir un análogo del corolario 2.1.
Corolario 2.2. Sea f una función analítica en (a−h, a+h) para algún h > 0, y sea α ∈ R+.
Entonces
aD
α
xf(x) =
∞∑
k=0
(
α
k
)
(x− a)k−α
Γ(k + 1− α)D
kf(x), (2.4.12)
para a < x < a+ h/2, y
aD
α
xf(x) =
∞∑
k=0
(x− a)k−α
Γ(k + 1− α)D
kf(a), (2.4.13)
para a < x < a+ h. En particular, aDαxf es analítica en (a, a+ h).
Demostración. Sea n = dαe. Por definición de la derivada fraccionaria se tiene que
aD
α
xf(x) = D
n
aI
n−α
x f(x).
Para probar la expresión (2.4.12), hay que tener en cuenta el resultado de la expresión
(2.4.4), luego
aI
n−α
x f(x) =
∞∑
k=0
(−1)k(x− a)k+n−α
k!(n− α+ k)Γ(n− α)D
kf(x), (2.4.14)
Se tiene que, (−α
k
)
1
Γ(k + 1 + α)
=
(−1)k
k!(α+ k)Γ(α)
,
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luego se tiene
aI
n−α
x f(x) =
∞∑
k=0
(
α− n
k
)
(x− a)k+n−α
Γ(k + 1 + n− α)D
kf(x).
aD
α
xf(x) = D
n
aI
n−α
x f(x)
= Dn
( ∞∑
k=0
(
α− n
k
)
(x− a)k+n−α
Γ(k + 1 + n− α)D
kf(x)
)
=
∞∑
k=0
(
α− n
k
)
1
Γ(k + 1 + n− α)D
n
(
(x− a)k+n−αDkf(x)
)
, (2.4.15)
al aplicar la fórmula clásica de Leibniz para la derivada, en la expresión (2.4.15), se obtiene
aD
α
xf(x) =
∞∑
k=0
(
α− n
k
)
1
Γ(k + 1 + n− α)
 n∑
j=0
(
n
j
)
Dn−j(x− a)k+n−αDk+jf(x)

=
∞∑
k=0
(
α− n
k
) n∑
j=0
(
n
j
)
(x− a)k+j−α
Γ(k + 1 + j − α)D
k+jf(x).
Por definición,
(
u
j
)
= 0, si u ∈ N y u < j; luego
aD
α
xf(x) =
∞∑
k=0
∞∑
j=0
(
α− n
k
)(
n
j
)
(x− a)k+j−α
Γ(k + 1 + j − α)D
k+jf(x)
=
∞∑
k=0
∞∑
l=k
(
α− n
k
)(
n
l − k
)
(x− a)l−α
Γ(l + 1− α)D
lf(x)
=
∞∑
l=0
l∑
k=0
(
α− n
k
)(
n
l − k
)
(x− a)l−α
Γ(l − α+ 1)D
lf(x).
Puesto que,
l∑
k=0
(
α−n
k
)(
n
l−k
)
=
(
α
l
)
, finalmente se tiene,
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aD
α
xf(x) =
∞∑
l=0
(
α
l
)
(x− a)l−α
Γ(l − α+ 1)D
lf(x).
Por otro lado, por la expresión (2.4.5) se tiene que
aI
n−α
x f(x) =
∞∑
k=0
(x− a)k+n−α
Γ(k + n− α+ 1)D
kf(a),
luego
aD
α
xf(x) = D
n
( ∞∑
k=0
(x− a)k+n−α
Γ(k + n− α+ 1)D
kf(a)
)
=
∞∑
k=0
Dkf(a)
Γ(k + n− α+ 1)D
n(x− a)k+n−α.
Por lo tanto
aD
α
xf(x) =
∞∑
k=0
Dkf(a)
Γ(k − α+ 1)(x− a)
k−α
2.5. Relación entre la Derivada y la Integral fraccionaria de RL
Después de haber establecido una teoría de los operadores diferencial e integral de
Riemann-Liouville por separado, ahora veremos cómo interactúan. Si se denota por Dn
con n ∈ N, la derivada de orden n, notar que,
DnaI
n
x = I, (2.5.1)
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donde I denota el operador identidad.
Teorema 2.8. Sea α ≥ 0. Entonces, para todo f ∈ L1[a, b],
aD
α
x aI
α
x f = f,
casi en todas partes.
Demostración. Para el caso α = 0 es trivial, entonces aDαx y aI
α
x ambos son el opera-
dor identidad. Para α > 0 se procede como en la demostración del teorema 2.6. Sea
m = dαe. Entonces, por la definición de aDαx , la propiedad semigrupo de integración frac-
cionaria(2.4.3) y (1.1.1) (que se puede aplicar aquí para m ∈ N),
aD
α
x aI
α
x f(x) = D
m
aI
m−α
x aI
α
x f(x) = D
m
aI
m
x f(x) = f(x).
Se ha demostrado que aDαx es el inverso por la izquierda de aI
α
x . Claro está, que no se
puede exigir que este sea el inverso por la derecha, salvo al considerar ciertas condiciones,
como se indica en el siguiente teorema.
Teorema 2.9. Sea α > 0. Si existe una función φ ∈ L1[a, b], tal que f = aIαx φ, entonces
aI
α
x aD
α
xf = f,
casi en todas partes.
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Demostración. Tenemos, por definición de f y por el teorema 2.8, que
aI
α
x aD
α
xf = aI
α
x [aD
α
x aI
α
x φ] = aI
α
x φ = f.
Si f no es como se requiere en los supuestos del teorema 2.9, entonces obtenemos una
representación diferente para aIαx aD
α
xf .
2.6. Transformada de Laplace de la Integral Fraccionaria de RL
La transformada de Laplace resultará ser una herramienta indispensable, especialmen-
te en nuestro estudio de ecuaciones diferenciales fraccionarias. Brevemente inauguramos
nuestro debate de este método poderoso, y las aplicaciones de esta técnica importante. La
integral fraccionaria de orden α > 0 es
0I
α
x f(x) =
1
Γ(α)
∫ x
0
(x− t)α−1f(t)dt,
el cual es la convolución integral. Entonces aplicando la transformada de Laplace se tiene
que la transformada de Laplace de la integral fraccionaria de Riemann-Liouville de orden
α > 0 es:
L {0Iαx f(x)} =
1
Γ(α)
L {xα−1}L {f(x)} = s−αF (s), α > 0 (2.6.1)
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donde F (s) es la transformada de Laplace de f . Como ejemplos de (2.6.1) tenemos para
(1.6.1) que
L {0Iαt tµ} =
Γ(µ+ 1)
sµ+α+1
, α > 0, µ > −1
L
{
0I
α
t e
at
}
=
1
sα(s− a) , α > 0
L
{
0I
α
t t
µ−1eat
}
=
Γ(µ)
sα(s− a)µ , µ > 0, α > 0
L {0Iαt cos at} =
1
sα−1(s2 + a2)
, α > 0
L {0Iαt sin at} =
a
sα(s2 + a2)
, α > 0
(2.6.2)
Ejemplo 2.14. Encuentra la transformada de Laplace de la integral fraccionaria de tµ .
Solución 2.11. Por (2.2.9) sabemos que
0I
α
x x
µ =
Γ(µ+ 1)
Γ(µ+ α+ 1)
xµ+α
L {0Iαt tµ} = L
{
Γ(µ+ 1)
Γ(µ+ α+ 1)
tµ+α
}
=
Γ(µ+ 1)
Γ(µ+ α+ 1)
.L
{
tµ+α
}
L {0Iαt tµ} =
Γ(µ+ 1)
Γ(µ+ α+ 1)
.
Γ(µ+ α+ 1)
sµ+α+1
=
Γ(µ+ 1)
sµ+α+1
Ahora usando (2.2.7) y haciendo uso del teorema de la convolución se tiene
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L {0Iαt tµ} = L
{
1
Γ(α)
∫ t
0
(t− ξ)α−1ξµdξ
}
=
1
Γ(α)
.L
{∫ t
0
(t− ξ)α−1ξµdξ
}
=
1
Γ(α)
.L
{
tα−1
}
.L {tµ}
=
1
Γ(α)
.
Γ(α)
sα
.
Γ(µ+ 1)
sµ+1
L {0Iαt tµ} =
Γ(µ+ 1)
sµ+α+1
Ahora usando (2.6.1)
L {0Iαt tµ} = s−αL {tµ}
= s−α
Γ(µ+ 1)
sµ+1
L {0Iαt tµ} =
Γ(µ+ 1)
sµ+α+1
2.7. Transformada de Laplace de la derivada Fraccionaria de RL
La transformada de Laplace de la derivada fraccionaria de Riemann- Liouville de orden
α > 0 es:
L {0Dαt f(t)} = sαF (s)−
m−1∑
k=0
sm−k−1Dk−m+αf(0) (2.7.1)
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donde m− 1 < α ≤ m, para m = 1, 2, 3, . . .. Los casos especiales de (2.7.1) para m = 1,
m = 2 y m = 3, respectivamente, son
L {0Dαt f(t)} = sαF (s)− 0Dα−1t f(0), 0 < α ≤ 1, (2.7.2)
L {0Dαt f(t)} = sαF (s)− s 0Dα−2t f(0)− 0Dα−1t f(0), 1 < α ≤ 2 (2.7.3)
L {0Dαt f(t)} = sαF (s)−s2 0Dα−3t f(0)−s 0Dα−2t f(0)−0Dα−1t f(0), 2 < α ≤ 3 (2.7.4)
2.8. Transformada Inversa de Laplace de algunas funciones
Sea F (s) =
1
sv(s− a)n , encontremos su transformada de Laplace inversa
L −1
{
1
sv(s− a)n
}
=
1
(n− 1)!Γ(v)
n−1∑
k=0
(−1)k
(
n− 1
k
)
Γ(v+k)tn−1−kEt(v+k, a) (2.8.1)
En particular si n = 1, 2, 3, . . . en (2.8.1) se obtiene,
L −1
{
1
sv(s− a)
}
= Et(v, a), Re(v) > −1 (2.8.2)
L −1
{
1
sv(s− a)2
}
= tEt(v, a)− vEt(v + 1, a), Re(v) > −2 (2.8.3)
L −1
{
1
sv(s− a)3
}
=
1
2
t2Et(v, a)− vtEt(v + 1, a) + 1
2
v(v + 1)Et(v + 2, a), Re(v) > −3
(2.8.4)
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Definición 2.3. Sea q un entero positivo y v = 1q , entonces la transformada inversa de
Laplace de
1
sv − a es:
L −1
{
1
sv − a
}
=
q∑
j=1
aj−1Et(jv − 1, aq) (2.8.5)
En particular si q = 1, 2, 3, . . . (v = 1, 12 ,
1
3 , . . .) en (2.8.5) se obtiene,
L −1
{
1
s− a
}
= Et(0, a) = e
at (2.8.6)
L −1
{
1
s1/2 − a
}
= Et(−1/2, a2) + aEt(0, a2) (2.8.7)
L −1
{
1
s1/3 − a
}
= Et(−2/3, a3) + aEt(−1/3, a3) + a2Et(0, a3) (2.8.8)
Observación 7.
L −1
{
1
sv − αi
}
=
q−1∑
k=0
αq−k−1i Et(−kv, αqi ) = ei(t) (2.8.9)
Observación 8.
L −1
{
1
(sv − a)2
}
=
q∑
j=1
q∑
k=1
aj+k−2
{
tEt((j + k)v − 2, aq)
− [(j + k)v − 2]Et((j + k)v − 1, aq)
} (2.8.10)
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L −1
{
1
(sv − αi)2
}
=
q−1∑
j=0
q−1∑
k=0
α2q−j−k−2i
{
tEt(−(j + k)v, αqi )
+ (j + k)vEt(1− (j + k)v, αqi )
}
= ei(t) ∗ ei(t)
(2.8.11)
Donde ei(t) ∗ ei(t) representa la convolución de ei(t) con sí mismo.
L −1
{
1
(sv − a)3
}
=
q∑
h=1
q∑
j=1
q∑
k=1
ah+j+k−3 ×
{
1
2
t2Et((h+ j + k)v − 3, aq)
− t [(h+ j + k)v − 3]Et((h+ j + k)v − 2, aq)
+
1
2
[(h+ j + k)v − 3] [(h+ j + k)v − 2]× Et((h+ j + k)v − 1, aq)
}
(2.8.12)
En particular si q = 2 (y por lo tanto v = 12 ), entonces en ( 2.8.10) y (2.8.12) se tiene
L −1
{
1
(s1/2 − a)2
}
= 2atEt(−1/2, a2) + (1 + 2a2t)Et(0, a2) + aEt(1/2, a2) (2.8.13)
L −1
{
1
(s1/2 − a)3
}
=
1
2
t2Et(−3/2, a2) + 3
2
t(a2t+ 1)Et(−1/2, a2)
+ at(2a2t+ 3)Et(0, a
2) +
3
8
t(4a2t+ 1)Et(1/2, a
2)
− 3
8
a2Et(3/2, a
2)
(2.8.14)
Capítulo3
Ecuaciones Diferenciales Fraccionarias
Lineales con Coeficientes Constantes
3.1. Ecuaciones diferenciales fraccionarias
Las ecuaciones diferenciales fraccionarias son “una extensión de las ecuaciones dife-
renciales de orden entero; es decir las ecuaciones diferenciales de orden entero son un
caso particular de las ecuaciones diferenciales de orden fraccionario”.
Los actuales modelos matemáticos que aparecen hoy en día son los descritos por ecua-
ciones diferenciales que contienen derivadas de orden fraccionario. Sus evoluciones se
comportan de una manera mucho más compleja que en el caso clásico de orden entero y
el estudio de la teoría correspondiente es una tarea enormemente exigente.
Hay un conjunto de problemas en los cuales al parecer las aplicaciones son más eviden-
tes, éstos se encuentran en: la robótica, en el área relacionada con el manejo de drones,
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que es a lo que se conoce como sistemas multiagentes; la electroquímica, la parte asociada
a los procesos de carga y descarga de baterías portátiles; los sistemas de amortiguamien-
to, de los cuales está llena buena parte de los dispositivos mecánicos, como los de coches,
máquinas y herramientas de las industrias; la física de las partículas elementales, en un
área que hasta hace poco era exótica, la denominada electrodinámica cuántica.
Aunque los teoremas de la existencia de las ecuaciones diferenciales fraccionarias pue-
den ser obtenidos de forma similar, no toda la teoría clásica de la ecuación diferencial puede
aplicarse directamente a las ecuaciones diferenciales fraccionarias.(Yong y cols., 2016)
3.1.1. Ecuación Diferencial Fraccionaria
Decimos que una ecuación diferencial es de orden fraccionario si al menos una de las
derivadas que aparece es de orden fraccionario. Por ejemplo
D3/2y(t)− 2Dy(t)−D1/2y(t) + 2y(t) = 0.
El problema de encontrar una solución a las ecuaciones en general no es una tarea fácil.
Por ejemplo, incluso hasta para resolver una ecuación diferencial lineal de segundo orden.
tD2(t) + tDy(t) + (t2 − v2)y(t) = 0, t ≥ 0,
(La ecuación de Bessel) requiere de un considerable esfuerzo. A decir verdad, la única
clase de ecuaciones en la cual podemos encontrar una solución explicita sin hacer mucho
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esfuerzo es el tipo de ecuación diferencial lineal con coeficientes constantes(o ecuaciones
reducidas a esta forma).
3.1.2. Ecuaciones Diferenciales Fraccionarias Lineales Homogéneas de Co-
eficientes Constantes
Al trabajar con ecuaciones diferenciales (ya sean enteras o fraccionarias) un punto crítico
es poder establecer si esa ecuación tiene solución (y entonces aplicar algún método para
resolverlas) y si es única. Demostraremos que una ecuación diferencial fraccionaria de
orden α, con n − 1 < α ≤ n y con algunas estructuras también tiene una única solución,
gracias al siguiente teorema.
3.1.3. Existencia y Unicidad
Teorema 3.1. Si f(t) ∈ L1[0, T ] es integrable y es tal que
∫ T
0
|f(t)|dt <∞,
entonces la ecuación
0D
α
t y(t) = f(t) (3.1.1)
junto con las condiciones iniciales
[
0D
α−k
t y(t)
]
t=0
= bk, k = 1, 2, . . . , n (3.1.2)
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tiene la única solución y(t) ∈ L1[0, T ].
Demostración. Construyamos una solución del problema considerado. Al aplicar la trans-
formada de Laplace a la ecuación diferencial fraccionaria se tiene
L {0Dαt y(t)} = L {f(t)}
sαY (s)−
n−1∑
k=0
sk
[
0D
α−k−1
t y(t)
]
t=0
= F (s),
de donde, al despejar Y (s), llegamos a
Y (s) = s−αF (s) +
n−1∑
k=0
sk−α
[
0D
α−k−1
t y(t)
]
t=0
Y (s) = s−αF (s) +
n−1∑
k=0
bk
1
sα−k
L −1 {Y (s)} = L −1 {s−αF (s)}+ n−1∑
k=0
bkL
−1
{
1
sα−k
}
y(t) = 0I
α
t y(t) +
n−1∑
k=0
bk
tα−k−1
Γ(α− k)
y(t) =
1
Γ(α)
∫ t
0
(t− τ)α−1f(τ)dτ +
n−1∑
k=0
bk
tα−k−1
Γ(α− k) (3.1.3)
Se sigue de (3.1.3) que y(t) ∈ L1[0, T ]. La sustitución directa de la función y(t) definida por
la expresión (3.1.3) en la ecuación (3.1.1) y las condiciones iniciales (3.1.2) muestra que
y(t) los satisface, y por lo tanto, la existencia de la solución queda probada. La unicidad
sigue de la linealidad de la diferenciación fraccionaria y las propiedades de la transformada
de Laplace. En efecto, si existen dos soluciones, y1(t) y y2(t), del problema considerado,
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entonces la función z(t) = y1(t) − y2(t) debe satisfacer la ecuación 0Dαt z(t) y las condi-
ciones iniciales cero, es decir [
0D
α−k
t z(t)
]
t=0
,
entonces la transformada de Laplace de z(t) es Z(s) = 0 y por consiguiente z(t) = 0 casi
en todas partes del intervalo considerado, lo cual prueba que la solución en L1[0, T ] es
única.
3.1.4. Definición formal de ecuaciones diferenciales fraccionarias
Por ejemplo, considere la ecuación diferencial lineal
D2(t) + aDy(t) + by(t) = 0 (3.1.4)
Donde a y b son constantes. Luego si α y β son ceros distintos del polinomio indicial
P (x) = x2 + ax+ b, (3.1.5)
Sabemos que eαt y eβt son soluciones linealmente independientes de (3.1.4), mientras que
si α = β, entonces eαt y teαt son soluciones linealmente independientes de (3.1.4). Como
un primer intento a definir una ecuación diferencial fraccionaria(EDF), sea rm, rm−1, . . . , r1, r0
una sucesión estrictamente decreciente de números no negativos, entonces si b1, b2, . . . , bm
son constantes,
[Drm + b1D
rm−1 + . . .+ bmD
r0 ] y(t) = x(t) (3.1.6)
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es candidato para representar de forma general una ecuación diferencial fraccionaria. Pero
incluso esta ecuación es muy complicada. Aconsejamos imponer el requerimiento adicional
que rj sean números racionales. Así, si q es el mínimo común múltiplo de los denominado-
res de rj entonces definimos formalmente la ecuación diferencial fraccionaria como:
[
Dnv + a1D
(n−1)v + . . .+ anD0
]
y(t) = x(t), t ≥ 0, donde v = 1
q
. (3.1.7)
3.1.5. Orden de una Ecuación Diferencial Fraccionaria
Llamaremos a (3.1.7) una ecuación diferencial lineal fraccionaria no homogénea con co-
eficientes constantes de orden (n, q), o más en breve, una ecuación diferencial fraccionaria
no homogénea de orden (n, q). Si q = 1, entonces v = 1, (3.1.7) es simplemente una
ecuación diferencial ordinaria. Si hacemos x(t) = 0 en (3.1.7), entonces
[
Dnv + a1D
(n−1)v + . . .+ anD0
]
y(t) = 0, t ≥ 0, (3.1.8)
se llamará ecuación diferencial lineal fraccionaria homogénea con coeficientes constantes
de orden (n, q).
Ejemplo 3.1. Considere la siguiente ecuación diferencial fraccionaria
y3.2(t) + 4y1(t)− y0.5(t) + 3y1/3(t) = 0
y16/5(t) + 4y1/1(t)− y1/2(t) + 3y1/3(t) = 0
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El mínimo común múltiplo de los denominadores sería mcm(5, 1, 2, 3) = q = 30.
y96(1/30)(t) + 4y30(1/30)(t)− y15(1/30)(t) + 3y10(1/30)(t) = 0
Luego el orden de la EDF es (96, 30).
Por conveniencia introducimos el polinomio indicial
P (x) = xn + a1x
n−1 + . . .+ an (3.1.9)
Luego
P (Dv) = Dnv + a1D
(n−1)v + . . .+ anD0 (3.1.10)
es un operador diferencial fraccionario, y podemos escribir a (3.1.8) como
P (Dv)y(t) = 0. (3.1.11)
Ejemplo 3.2. Considere la siguiente EDF
D4/3y(t) = 0 (3.1.12)
de orden (4, 3). Si C1 y C2 son constantes arbitrarias,
y(t) = C1t
1/3 + C2t
−2/3, (v =
1
3
),
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es una solución de (3.1.12). La primera solución es y1(t) = C1t1/3. Usando esto en la EDF
obtenemos lo siguiente:
D4/3y1(t) = C1
Γ(1/3 + 1)t
1
3
− 4
3
Γ(13 − 43 + 1)
= 0,
satisface como una solución. La segunda solución es y2(t) = C2t−2/3. Usando esto en la
EDF obtenemos lo siguiente:
D4/3y2(t) = C1
Γ(−2/3 + 1)t−23 − 43
Γ(−23 − 43 + 1)
= 0,
también satisface como una solución.
La combinación de estas dos da la solución de la EDF (3.1.12).
Uno puede paralelamente acercarse a una EDF. Considere D1y(t) = 0, tiene una so-
lución, y(t) = C, C una constante. D2y(t) = 0, tiene dos soluciones, y1(t) = C1t y
y2(t) = C2. Aquí Dy1(t) = y2(t) y la solución compuesta es y(t) = C1t + C2. Del mismo
modo,D3y(t) = 0, tiene tres soluciones, y la solución combinada es y(t) = C1t2+C2t+C3.
En general una EDO de orden n tiene n soluciones linealmente independientes. La EDF
D1.333y(t) = 0, tiene dos soluciones y no 1.333.. soluciones. Aquí nv = 4/3 = 1.333,
lógicamente debe tener un número entero de soluciones N ≥ nv, entonces la EDF (3.1.12)
tiene dos soluciones.
Comenzamos nuestro desarrollo indicando como uno podría aproximarse al problema de
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encontrar una solución a una ecuación diferencial fraccionaria homogénea. Dos argumen-
tos están presentes: uno implica un acercamiento directo, y el otro basado en la transfor-
mada de Laplace. Ahora sabemos que una ecuación diferencial lineal ordinaria de orden n
tiene n soluciones linealmente independientes. Así que motivados por algunos argumentos
apropiados de teoría sobre ecuaciones diferenciales ordinarias, mostramos como construir
soluciones linealmente independientes de ecuaciones diferenciales fraccionarias homogé-
neas (Teorema 3.2). Ya que gran parte de nuestra teoría esta en paralelo con la teoría
correspondiente de las ecuaciones diferenciales ordinarias, de vez en cuando encontrare-
mos que es conveniente hacer un paréntesis para recordar ciertos hechos apropiados de
la teoría.
3.2. Motivación: Enfoque directo
¿Cómo vamos hacer para encontrar una solución para (3.1.8) o (3.1.11)?. Bien, si tenía-
mos una ecuación diferencial ordinaria con coeficientes constantes,
[Dn + a1D
n−1 + . . .+ anD0]y(t) = 0 (3.2.1)
se tenía que y(t) = ect. Si hacemos eso, entonces encontramos que P (D)ect = P (c)ect,
donde P (x) = xn + a1xn−1 + . . .+ an es el polinomio indicial. En consecuencia si c es una
raíz de la ecuación indicial P (x) = 0 es una solución de (3.2.1). Sin embargo, si aplicamos
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el operador diferencial fraccionario Du para ect, obtenemos
Duect = Et(−u, c), (3.2.2)
observamos que la función exponencial cambia a la función trascendental, no conserva en
sí la diferenciación fraccionaria. Por lo tanto, ect no será muy útil para tratar de resolver la
ecuación diferencial fraccionaria (EDF). Sin embargo, si aplicamos la derivada fraccionaria
a la función transcendental de (Miller-Ross) se observa que
DuEt(v, c) = Et(v − u, c), (3.2.3)
conserva su forma. Tal vez, esto podría ser un candidato para resolver EDF. La función
de Miller-Ross(Et(v, a)) y algunas de sus propiedades elementales están definidas, en el
capítulo 2.
También sabemos que
DutEt(v, c) = tEt(v − u, c) + uEt(v − u+ 1, c), v > −2. (3.2.4)
Estas fórmulas parecen ser algo similares que Dect = cect y Dtect = ect + tcect, respec-
tivamente. Recordando que Et(0, c) = ect, podemos expresar (3.2.2) como DuEt(0, c) =
Et(−u, c), el cual es de la misma forma como (3.2.3). En consecuencia usamos funciones
de la forma Et(kv, c) (donde k es un entero) como alternativas a la solución de (3.1.8). Para
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probar esta conjetura consideremos la ecuación diferencial fraccionaria,
[
D1 + aD1/2 + bD0
]
y(t) = 0, (3.2.5)
el cual es de orden (2,2) con el polinomio indicial
P (x) = x2 + ax+ b (3.2.6)
Por la analogía de EDO probemos la combinación lineal de Et(0, c),Et(−1/2, c).
Esto es
ψ1(t) = AEt(0, c) + Et(−1/2, c) (3.2.7)
como posible solución. La aritmética muestra que el operador
P (D1/2) = D1 + aD1/2 + bD0,
aplicado a (3.2.7), y haciendo uso de las propiedades de la función Miller-Ross, tenemos
P (D1/2)ψ1(t) =
[
D1 + aD1/2 + bD0
]
[AEt(0, c) + Et(−1/2, c)]
= DAEt(0, c) +DEt(−1/2, c) + aAD1/2Et(0, c) + aD1/2Et(−1/2, c)
+ bAEt(0, c) + bEt(−1/2, c)
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= cAEt(0, c) + cEt(−1/2, c) + t
−3/2
Γ(−1/2) + aAEt(−1/2, c) + aEt(−1, c)
+ bAEt(0, c) + bEt(−1/2, c)
= cAEt(0, c) + cEt(−1/2, c) + t
−3/2
Γ(−1/2) + aAEt(−1/2, c) + caEt(0, c)
+ bAEt(0, c) + bEt(−1/2, c)
= (cA+ ac+ bA)Et(0, c) + (c+ aA+ b)Et(−1/2, c) + t
−3/2
Γ(−1/2)
P (D1/2)ψ1(t) = (cA+ ac+ bA)Et(0, c) + (c+ aA+ b)Et(−1/2, c) + t
−3/2
Γ(−1/2) . (3.2.8)
Ahora sea A = λ y c = λ2, donde λ es arbitrario, probablemente un número complejo.
Luego (3.2.8) puede ser escrito como
P (D1/2)ψ1(t) = λP (λ)Et(0, λ
2) + P (λ)Et(−1/2, λ2) + t
−3/2
Γ(−1/2) (3.2.9)
Si, en particular, λ es un cero de P (x), entonces P (λ) = 0 y (3.2.9) asume la forma
P (D1/2)ψ1(t) =
t−3/2
Γ(−1/2) 6= 0, (3.2.10)
independiente de la raíz de P (x) = 0. Luego ψ1(t) no es aun una solución de (3.2.5), nos
estamos acercando. Supongamos que α y β son ceros de P (x). Entonces si λ = α,
ψ1(t) = αEt(0, α
2) + Et(−1/2, α2) (3.2.11)
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Si definimos ψ2(t) como
ψ2(t) = βEt(0, β
2) + Et(−1/2, β2) (3.2.12)
Luego de (3.2.10) (con α remplazado por β) vemos que
P (D1/2)ψ2(t) =
t−3/2
Γ(−1/2) .
En consecuencia si dejamos
Ψ(t) = ψ1(t)− ψ2(t) = αEt(0, α2)− βEt(0, β2) + Et(−1/2, α2)− Et(−1/2, β2) (3.2.13)
resulta que [
D1 + aD1/2 + bD0
]
Ψ(t) ≡ 0, (3.2.14)
y si α 6= β vemos que Ψ(t) es una solución no trivial de (3.2.5), cualquiera diría que la
solución seria simple.
Como acabamos de ver, la función Ψ(t) dada por (3.2.13) es una solución de (3.2.5) si las
raíces α y β de la ecuación indicial P (x) = x2 + ax+ b = 0 no son iguales.
¿Y si α = β?. Si recordamos, anteriormente vimos que en este caso (para ecuaciones dife-
renciales ordinarias) eαt y teαt eran soluciones distintas de P (D)y(t). Así que refiriéndose
a (3.2.4), aparece una combinación lineal de términos de la forma
Et(0, α
2),Et(−1/2, α2), tEt(0, α2), tEt(−1/2, α2),Et(1/2, α2), tEt(1/2, α2).
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Es una probable solución de (3.2.5) cuando las raíces de P (x) = 0 son iguales. Si hacemos
esta suposición, luego procediendo como anteriormente, encontramos que
Ψ(t) = (1 + 2α2t)Et(0, α
2) + αEt(1/2, α
2) + 2αtEt(−1/2, α2) (3.2.15)
es una solución de (3.2.5) cuando α = β.
3.3. Método de la Transformada de Laplace
Uno de los métodos más sencillos para resolver una ecuación diferencial fraccionaria es
utilizando la transformada de Laplace. Ya que sabemos como tomar la conversión de Lapla-
ce de derivadas fraccionarias, podríamos contemplar la idea del cálculo de la transformada
de Laplace de una ecuación diferencial fraccionaria, la resolución de la transformación de
la función desconocida, y luego invirtiéndola. Suena simple, pero veamos si es factible. En
este pasaje damos algunos ejemplos de la solución de ecuaciones diferenciales lineales
ordinarias de orden fraccionario.
Consideremos la ecuación diferencial lineal con coeficientes constantes de orden (2,2)
[
D1 + aD1/2 + bD0
]
y(t) = 0 (3.3.1)
con el polinomio indicial
P (x) = x2 + ax+ b
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Aplicando la transformada de Laplace a ambos miembros, tenemos
L
{[
D1 + aD1/2 + bD0
]
y(t)
}
= 0
L {Dy(t)}+ aL {D1/2y(t)}+ bL {y(t)} = 0
sY (s)− y(0) + a [s1/2Y (s)−D−1/2y(0)]+ bY (s) = 0
Y (s)
(
s+ as1/2 + b
)− y(0)− aD−1/2y(0) = 0
Y (s) =
y(0) + aD−1/2y(0)
s+ as1/2 + b
Se hará C = y(0) + aD−1/2y(0), y suponiendo que es un constante finita no nula. Luego:
Y (s) =
C
P (s1/2)
.
Expandamos P−1(x) en fracciones parciales,
1
P (x)
=
1
x2 + ax+ b
1
P (x)
=
1
(x− α)(x− β) =
1
α− β
(
1
x− α −
1
x− β
)
1
P (s1/2)
=
1
α− β
(
1
s1/2 − α −
1
s1/2 − β
)
Ahora hagamos la siguiente descomposición:
1
s1/2 − α =
1
s−1/2(s− α2) +
α
s− α2
Consideremos dos casos:
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1° Caso cuando α 6= β6 6 : Consideremos α y β raíces diferentes del polinomio indicial
1
P (s1/2)
=
1
α− β
(
1
s−1/2(s− α2) +
α
s− α2 −
1
s−1/2(s− β2) −
β
s− β2
)
Aplicando la transformada inversa de Laplace se tiene
L −1 {Y (s)} = CL −1
{
1
P (s1/2)
}
L −1 {Y (s)} = C
α− βL
−1
{
1
P (s1/2)
}
L −1 {Y (s)} = C
α− βL
−1
{
1
s−1/2(s− α2) +
α
s− α2 −
1
s−1/2(s− β2) −
β
s− β2
}
L −1 {Y (s)} = C
α− β
[
L −1
{
1
s−1/2(s− α2)
}
+L −1
{
α
s− α2
}
−L −1
{
1
s−1/2(s− β2)
}
−L −1
{
β
s− β2
}]
usando la ecuación (2.8.2), se tiene
y(t) =
C
α− β
[
Et(−1/2, α2) + αEt(0, α2)− Et(−1/2, β2)− βEt(0, β2)
]
y(t) =
C
α− β
[
αEt(0, α
2)− βEt(0, β2) + Et(−1/2, α2)− Et(−1/2, β2)
]
,
es la solución de la ecuación (3.3.1), cuando α 6= β.
2° Caso cuando α = β : De la expresión Y (s) =
C
P (s1/2)
, se tiene para α = β
Y (s) =
C
(s1/2 − α)2
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Aplicando la transformada inversa de Laplace a ambos miembros se tiene
L −1 {Y (s)} = CL −1
{[
1
s−1/2(s− α2) +
α
s− α2
]2}
y(t) = CL −1
{
1
s−1(s− α2)2 +
2α
s−1/2(s− α2)2 +
α2
(s− α2)2
}
y(t) = C
[
L −1
{
1
s−1(s− α2)2
}
+ 2αL −1
{
1
s−1/2(s− α2)2
}
+
α2L −1
{
1
(s− α2)2
}]
, usando la ecuación (2.8.3), se tiene
y(t) = C
[
tEt(−1, α2) + Et(0, α2) + 2αtEt(−1/2, α2) + αEt(1/2, α2)+
α2tEt(0, α
2)
]
, aqui haciendo uso de la ecuación (1.7.19c), se tiene
y(t) = C
[
tα2Et(0, α
2) + Et(0, α
2) + 2αtEt(−1/2, α2) + αEt(1/2, α2)
+ α2tEt(0, α
2)
]
y(t) = C
[
2α2tEt(0, α
2) + Et(0, α
2) + 2αtEt(−1/2, α2) + αEt(1/2, α2)
]
y(t) = C
[
(1 + 2α2t)Et(0, α
2) + αEt(1/2, α
2) + 2αtEt(−1/2, α2)
]
,
es la solución de la ecuación (3.3.1), cuando α = β.
Ahora encontremos la transformada inversa de Laplace de
Y (s) =
C
(s1/2 − α)2 ,
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usando la ecuación (2.8.13)
L −1 {Y (s)} = CL −1
{
1
(s1/2 − α)2
}
y(t) = C
[
2αtEt(−1/2, α2) + (1 + 2α2t)Et(0, α2) + αEt(1/2, α2)
]
.
Ejemplo 3.3. Considere la ecuación diferencial fraccionaria Dy(t)− 20D1/2t y(t) + y(t) = 0
de orden (2,2).
Solución 3.1.
[D − 2D 12 + 1]y(t) = 0, q = 2, v = 1
2
,
el polinomio indicial es: P (x) = x2 − 2x + 1 = (x − 1)2, entonces como α = β = 1; la
solución es:
y(t) = C [(1 + 2t)Et(0, 1) + Et(1/2, 1) + 2tEt(−1/2, 1)] ,
donde C = y(0) + 20D
−1/2
t y(0).
A continuación se muestra la gráfica de la solución de la ecuación diferencial fraccionaria,
para C = 1
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Figura 3.1: Gráfica de y(t) = [(1 + 2t)Et(0, 1) + Et(1/2, 1) + 2tEt(−1/2, 1)]
Ejemplo 3.4. Considere la ecuación diferencial fraccionaria Dy(t)−20D1/2t y(t)−15y(t) =
0 de orden (2,2).
Solución 3.2.
[D − 2D 12 − 15]y(t) = 0, q = 2, v = 1
2
,
el polinomio indicial es: P (x) = x2 − 2x− 15 = (x− 5)(x+ 3), α = 5 y β = −3 entonces
como α 6= β; la solución es:
y(t) =
C
8
[5Et(0, 25) + 3Et(0, 9) + Et(−1/2, 25)− Et(−1/2, 9)] ,
donde C = y(0) + 20D
−1/2
t y(0).
A continuación se muestra la gráfica de la solución de la ecuación diferencial fracciona-
ria, para C = 8
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Figura 3.2: Gráfica de y(t) = 5Et(0, 25) + 3Et(0, 9) + Et(−1/2, 25)− Et(−1/2, 9)
Ejemplo 3.5. Consideremos la ecuación diferencial lineal con coeficientes constantes de
orden (3,4)
D3/4y(t)− 3D1/4y(t) = 0, D−1/4y(t)
∣∣∣
t=0
= b0, D
−3/4y(t)
∣∣∣
t=0
= b1, (3.3.2)
donde b0 y b1 son constantes.
Solución 3.3. Aplicando la transformada de Laplace a ambos miembros de la ecuación
(3.3.2) se tiene
L
{
D3/4y(t)− 3D1/4y(t)} = 0
L
{
D3/4y(t)
}− 3L {D1/4y(t)} = 0
s3/4Y (s)−D−1/4y(t)
∣∣∣
t=0
− 3s1/4Y (s) + 3D−3/4y(t)
∣∣∣
t=0
= 0
s3/4Y (s)− b0 − 3s1/4Y (s) + 3b1 = 0
Y (s)
(
s3/4 − 3s1/4) = b0 − 3b1
Y (s) = (b0 − 3b1) 1
s3/4 − 3s1/4
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Y (s) = (b0 − 3b1) 1
s1/4
(
s1/2 − 3)
Y (s) = (b0 − 3b1) s
−1/4
s1/2 − 3
y(t) = (b0 − 3b1)L −1
{
s−1/4
s1/2 − 3
}
, (b0 − 3b1) = C
y(t) = Ct−1/4E1/2,3/4(3t1/2), por (1.7.14)
Por lo tanto y(t) = Ct−1/4E1/2,3/4(3t1/2), es la solución de la ecuación (3.3.2).
3.4. Método de Soluciones Linealmente Independientes
Usando algunas de las ideas que hemos recopilado de las secciones previas, ahora
probaremos que una ecuación diferencial fraccionaria de orden (n, q) [ver (3.1.8)] tiene N
soluciones linealmente independientes donde N es el entero más pequeño mayor o igual
que nv. Formalmente escrito:
Teorema 3.2. Sea
[Dnv + a1D
(n−1)v + . . .+ anD0]y(t) = 0 (3.4.1)
una ecuación diferencial fraccionaria de orden (n, q) y sea
P (x) = xn + a1x
n−1 + . . .+ an
el polinomio indicial correspondiente. Sea
y1(t) = L
−1{P−1(sv)} (3.4.2)
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Entonces si N el entero más pequeño con la propiedad que N ≥ nv,
y1(t), y2(t), . . . , yN (t),
donde
yj+1(t) = D
jy1(t), j = 0, 1, 2, . . . , N − 1
son N soluciones linealmente independientes de (3.4.1)
Demostración. Si tomamos la transformada de Laplace de (3.4.1), tenemos que
L {P (Dv)y(t)} = 0. (3.4.3)
Si Y (s) es la transformada de Laplace de y(t), entonces
L {P (Dv)y(t)} = P (sv)Y (s)−
N−1∑
r=0
Br(y)s
r, (3.4.4)
donde Br(y) es una combinación lineal de términos de la forma
Dkv−(r+1)y(0), k = rq + 1, . . . , n, r = 0, 1, 2, . . . , N − 1.
En particular
B0(y) = P (D
v)D−1y(0)− anD−1y(0).
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De (3.4.3) y (3.4.4)
Y (s) =
N−1∑
r=0
Br(y)s
r
P (sv)
y
y(t) = L −1{y(s)}
es una solución de (3.4.1). Sea
y(t) = L −1{P−1(sv)}. (3.4.5)
Luego
L {P (Dv)y1(t)} = P (sv)Y1(s)−
N−1∑
r=0
Br(y1)s
r. (3.4.6)
Una pequeña extensión del teorema del valor inicial de la transformada de Laplace expone
que si
l´ım
s→∞ s
v+1L {f(t)} = L
entonces
Dvf(0) = L
para todo v, positivo, negativo, o cero.
Así B0(y1) = 1 y Br(y1) = 0, r > 1.
Por lo tanto (3.4.6) se convierte
L {P (Dv)y1(t)} = P (sv)Y1(s)− 1.
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Pero Y1(s) = P−1(sv). En consecuencia y1(t) es una solución de (3.4.1).
Otra vez del valor inicial del teorema
Dky1(0) = 0, k = 0, 1, 2, . . . , N − 2. (3.4.7)
En consecuencia
Du[Djy1(t)] = D
j [Duy1(t)
para j = 0, 1, 2, . . . , N − 1 y todo u. Por tanto
P (Dv)[Djy1(t)] = D
j [P (Dv)y1(t)]
Pero P (Dv)y1(t) = 0. Por lo tanto,
yj+1(t) = D
jy1(t), j = 0, 1, 2, . . . , N − 1
son soluciones de (3.4.1) Afirmamos que y1(t), y2(t), . . . , yN (t), son linealmente indepen-
dientes. Por (3.4.7),
L {Djy1(t)]} = s
j
P (sv)
, j = 0, 1, 2, . . . , N − 2,
y en consecuencia y1(t), y2(t), . . . , yN−1(t) son linealmente independientes. Pero
L {DN−1y1(t)} = L {yN (t)},
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y si N = nv, entonces
yN (0) = 1
mientras que si N > nv,
yN (0) =∞.
Ahora todo y1(t), y2(t), . . . , yN−1(t) desaparece para t = 0. De modo que yN (t) es una
solución de (3.4.1), tenemos yN (t) linealmente independientes de y1, y2, . . . , yN−1.
Ejemplo 3.6. Resolver la ecuación diferencial fraccionaria de orden (3, 2)
[
D3/2 − 2D1 −D1/2 + 2D0
]
y(t) = 0 (3.4.8)
Solución 3.4. Tenemos n = 3, q = 2 y v = 1/2, N ≥ nv = 2⇒ N = 2.
Entonces 3.4.8 tiene 2 soluciones linealmente independientes, y1(t) y y2(t), esto es por
el teorema 3.2. Donde: yj+1(t) = Djy1(t), j = 0, 1. Aplicando la transformada de Laplace
a ambos miembros de (3.4.8) se tiene
[
s3/2Y (s)− sD−1/2y(0)−D1/2y(0)
]
− 2 [sY (s)− y(0)]
−
[
s1/2Y (s)−D−1/2y(0)
]
+ 2Y (s) = 0
y(s)
(
s3/2 − 2s− s−1/2 + 2
)
= D1/2y(0)− 2y(0)−D−1/2y(0) + sD−1/2y(0)
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y(s) =
D1/2y(0)− 2y(0)−D−1/2y(0) + sD−1/2y(0)
s3/2 − 2s− s−1/2 + 2
y(s) =
A
P (s1/2)
+
Bs
P (s1/2)
,
donde
A = D1/2y(0)− 2y(0)−D−1/2y(0)
B = D−1/2y(0).
El polinomio indicial es P (x) = x3 − 2x2 − x+ 2 = (x− 2)(x− 1)(x+ 1), donde:
α1 = 2, α2 = 1, α3 = −1.
y(t) = AL −1
{
P−1(s1/2)
}
+BL −1
{
sP−1(s1/2)
}
y(t) = Ay1(t) +By2(t), y1(t) = L
−1
{
P−1(s1/2)
}
, y2(t) = L
−1
{
sP−1(s1/2)
}
y1(t) = L
−1
{
P−1(s1/2)
}
= L −1
{
1
s3/2 − 2s− s1/2 + 2
}
y1(t) = L
−1
{
1
(s1/2 − 2)(s1/2 − 1)(s1/2 + 1)
}
= L −1
{
C1
s1/2 − 2 +
C2
s1/2 − 1 +
C3
s1/2 + 1
}
y1(t) = L
−1
{
1/3
s1/2 − 2 −
1/2
s1/2 − 1 +
1/6
s1/2 + 1
}
y1(t) =
1
3
L −1
{
1
s1/2 − 2
}
− 1
2
L −1
{
1
s1/2 − 1
}
+
1
6
L −1
{
1
s1/2 + 1
}
haciendo uso de la ecuación (2.8.9), se tiene:
y1(t) =
1
3
q−1∑
k=0
αq−k−11 Et (−kv, αq1)−
1
2
q−1∑
k=0
αq−k−12 Et (−kv, αq2) +
1
6
q−1∑
k=0
αq−k−13 Et (−kv, αq3)
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y1(t) =
1
3
1∑
k=0
21−kEt (−kv, 4)− 1
2
1∑
k=0
11−kEt (−kv, 1) + 1
6
1∑
k=0
(−1)1−kEt (−kv, 1)
y1(t) =
1
3
[
2Et (0, 4) + Et (−1/2, 4)
]
− 1
2
[
Et (0, 1) + Et (−1/2, 1)
]
+
1
6
[
− Et (0, 1) + Et (−1/2, 1)
]
y1(t) =
1
3
Et (−1/2, 4) + 2
3
Et (0, 4)− 1
3
Et (−1/2, 1)− 2
3
Et (0, 1) ,
usando la ecuación (1.7.20a) se tiene
y1(t) =
1
3
[
− Et (1/2, 1) + 4Et (1/2, 4)− 2Et (0, 1) + 2Et (0, 4)
]
y2(t) = Dy1(t)
para esto utilizaremos la ecuación (1.7.21a)
y2(t) = Dy1(t) =
1
3
[
− Et (1/2, 1)− t
−1/2
Γ(1/2)
+ 16Et (1/2, 4) +
4t−1/2
Γ(1/2)
− 2Et (0, 1)
− 2t
−1
Γ(0)
+ 8Et (0, 4) +
2t−1
Γ(0)
]
y2(t) = Dy1(t) =
1
3
[
− Et (1/2, 1) + 16Et (1/2, 4)− 2Et (0, 1) + 8Et (0, 4)
]
+
t−1/2√
pi
Por lo tanto la solución de (3.4.8) es
y(t) =
A
3
[
− Et (1/2, 1) + 4Et (1/2, 4)− 2Et (0, 1) + 2Et (0, 4)
]
+B
(1
3
[
− Et (1/2, 1) + 16Et (1/2, 4)− 2Et (0, 1) + 8Et (0, 4)
]
+
t−1/2√
pi
)
.
A continuación se muestra la gráfica de la solución de la ecuación diferencial fraccionaria,
en términos de la función de Miller-Ross.
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Figura 3.3: Gráfica de la solución de ecuación diferencial fraccionaria en términos de la
función de Miller-Ross, para A = 1; B = 1
Otra solución para 3.4.8 en términos de la función de Mittag-Leffer de dos parámetros
es usando la ecuación 1.7.18
y(t) =
A
3
[
− t1/2E1,3/2 (t) + 4t1/2E1,3/2 (4t)− 2E1,1 (t) + 2E1,1 (4t)
]
+B
(1
3
[
− t1/2E1,3/2 (t) + 16t1/2E1,3/2 (4t)− 2E1,1 (t) + 8E1,1 (4t)
]
+
t−1/2√
pi
)
.
A continuación se muestra la gráfica de la solución de la ecuación diferencial fracciona-
ria, en términos de la función de Mittag-Leffer de dos parámetros.
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Figura 3.4: Gráfica de la solución de ecuación diferencial fraccionaria en términos de la
función de Mittag-Leffer de dos parámetros, para A = 1; B = 1.
Ejemplo 3.7. Hallar la solución de la ecuación diferencial fraccionaria
[D2v + a1D
v + a2]y(t) = 0 (3.4.9)
de orden (2, q).
Solución 3.5. El polinomio indicial correspondiente es
P (x) = x2 + a1x+ a2 = (x− α1)(x− α2).
En ese caso N = 1, por tanto (3.4.9) tiene solo una solución y1(t). De (3.4.2)
y1(t) = L
−1{P−1(sv)}.
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Si α1 6= α26 6 :
P−1(sv) =
1
(sv − α1)(sv − α2) =
1
α1 − α2
(
1
sv − α1 −
1
sv − α2
)
L −1{P−1(sv)} = 1
α1 − α2L
−1
{
1
sv − α1 −
1
sv − α2
}
L −1{P−1(sv)} = 1
α1 − α2
[
L −1
{
1
sv − α1
}
−L −1
{
1
sv − α2
}]
y1(t) = A
[
q−1∑
k=0
αq−k−11 Et (−kv, αq1)−
q−1∑
k=0
αq−k−11 Et (−kv, αq2)
]
y1(t) = A
q−1∑
k=0
αq−k−1i Et (−kv, αqi )
y1(t) = Aei(t), donde ei(t) =
q−1∑
k=0
αq−k−1i Et (−kv, αqi ) , i = 1, 2.
Por lo tanto
y1(t) = A[e1(t)− e2(t)]
es la solución de (3.4.9), si α1 6= α2.
También podemos escribir ei(t) en términos de la función de Mittag-Leffler de un
parámetro
ei(t) = α
q−1
i Ev(αit
v) + (αit)
−1
q−1∑
j=1
(αit
v)j
Γ(jv)
. (3.4.10)
Luego la solución y1(t), también se puede expresar de la siguiente forma
y1(t) = A
αq−1i Ev(αitv) + (αit)−1 q−1∑
j=1
(αit
v)j
Γ(jv)
 , i = 1, 2.
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Si α1 = α2:
P−1(sv) =
1
(sv − α1)2
L −1{P−1(sv)} = L −1
{
1
(sv − α1)2
}
Por lo tanto
y1(t) = Ae1(t) ∗ e1(t)
usando la ecuación 2.8.11 de la observación 8, se tiene
y1(t) = A
q−1∑
j=0
q−1∑
k=0
α2q−j−k−21
{
tEt(−(j + k)v, αq1) + (j + k)vEt(1− (j + k)v, αq1)
}
es la solución de (3.4.9), si α1 = α2. En ambas ecuaciones anteriores, A es una
constante arbitraria.
Ejemplo 3.8. Resolver la ecuación diferencial fraccionaria de orden (2, 2)
[D − 4D 12 + 3]y(t) = 0 (3.4.11)
Solución 3.6. En este caso N = 1, por lo tanto 3.4.11 tiene solo una solución y1(t).
[D − 4D 12 + 3]y(t) = 0, q = 2, v = 1
2
,
el polinomio indicial es: P (x) = x2 − 4x+ 3 = (x− 3)(x− 1), entonces
y(t) = L −1{P−1(sv)}
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P−1(sv) =
1
(sv − 3)(sv − 1)
P−1(s
1
2 ) =
1
(s
1
2 − 3)(s 12 − 1)
=
1
2
[
1
s
1
2 − 3
− 1
s
1
2 − 1
]
P−1(s
1
2 ) =
1
2
[
1
s
1
2 − 3
− 1
s
1
2 − 1
]
L −1{P−1(s 12 )} = 1
2
[
L −1
{
1
s
1
2 − 3
}
−L −1
{
1
s
1
2 − 1
}]
y1(t) =
1
2
[
q−1∑
k=0
αq−k−1i Et (−kv, αqi )
]
, i = 1, 2
y1(t) =
1
2
[
1∑
k=0
α1−ki Et
(−kv, α2i )
]
, donde, α1 = 3, α2 = 1
y1(t) =
1
2
[
1∑
k=0
31−kEt (−kv, 9)−
1∑
k=0
Et (−kv, 1)
]
y1(t) =
1
2
[
3Et (0, 9) + Et
(
−1
2
, 9
)
− Et (0, 1)− Et
(
−1
2
, 1
)]
usando la ecuación 1.7.20a también se tiene
y1(t) =
1
2
[
3Et (0, 9) + 9Et
(
1
2
, 9
)
− Et (0, 1)− Et
(
1
2
, 1
)]
.
La solución también se puede expresar en términos de la función de Mittag-Leffer de dos
parámetros usando la ecuación 1.7.18.
y1(t) =
1
2
[
3E1,1 (9t) + 9t
1/2E1,3/2 (9t)− E1,1 (t)− t1/2E1,3/2 (t)
]
.
Ejemplo 3.9. Resolver la ecuación diferencial fraccionaria de orden (2, 2)
[D − 2D 12 + 1]y(t) = 0 (3.4.12)
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Solución 3.7. En este caso N = 1, por lo tanto 3.4.12 tiene solo una solución y1(t).
[D − 2D 12 + 1]y(t) = 0, q = 2, v = 1
2
,
el polinomio indicial es: P (x) = x2 − 2x+ 1 = (x− 1)2, entonces
y(t) = L −1{P−1(sv)}
P−1(sv) =
A
(sv − 1)2
L −1{P−1(s 12 )} = AL −1
{
1
(s
1
2 − 1)2
}
usando la ecuación 2.8.11 de la observación 8, se tiene
y(t) = A
1∑
j=0
1∑
k=0
[
tEt
(
−(j + k)
2
, 1
)
+
(j + k)
2
Et
(
1− (j + k)
2
, 1
)]
y(t) = A
1∑
j=0
[
tEt
(
− j
2
, 1
)
+
j
2
Et
(
1− j
2
, 1
)
+ tEt
(
−(j + 1)
2
, 1
)
+
(j + 1)
2
Et
(
1− (j + 1)
2
, 1
)]
y(t) = A
[
tEt (0, 1) + tEt
(
−1
2
, 1
)
+
1
2
Et
(
1
2
, 1
)
+ tEt
(
−1
2
, 1
)
+
1
2
Et
(
1
2
, 1
)
+ tEt (−1, 1) + Et (0, 1)
]
y(t) = A
[
tEt (0, 1) + Et (0, 1) + 2tEt
(
−1
2
, 1
)
+ Et
(
1
2
, 1
)
+ tEt (−1, 1)
]
y(t) = A
[
tEt (0, 1) + tEt (0, 1) + Et (0, 1) + 2tEt
(
−1
2
, 1
)
+ Et
(
1
2
, 1
)]
y(t) = A
[
(1 + 2t)Et (0, 1) + 2tEt
(
−1
2
, 1
)
+ Et
(
1
2
, 1
)]
,
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es la misma solución del ejemplo 3.3 empleando el método de la transformada de La-
place, cuando α = β, además se ha utilizado la ecuación 1.7.19c.
3.5. Representación explicita de la solución
Un cálculo explícito de las soluciones y1(t), y2(t), . . . , yN (t) de (3.4.1), (en términos de
las funciones Et (w, c) ,) no es tarea fácil. Sin embargo si los ceros del polinomio indicial
P (x) = xn + a1x
n−1 + . . . + an son distintos, es posible sin mucho esfuerzo obtener una
representación bastante simple para este tipo de soluciones. Lo haremos por dos métodos
diferentes (ver teorema 3.3). La primera prueba usa la transformada de Laplace.
Teorema 3.3. Sea
[Dnv + a1D
(n−1)v + . . .+ anD0]y(t) = 0 (3.5.1)
una ecuación diferencial fraccionaria de orden (n, q) y sea P (x) = xn + a1xn−1 + . . .+ an
el polinomio indicial correspondiente. Sea α1, α2, . . . , αn con αi 6= αj , para i 6= j son ceros
de P (x) y sea
A−1m = DP (αm), m = 1, 2, 3, . . . , n. (3.5.2)
Entonces
y1(t) =
n∑
m=1
Am
q−1∑
k=0
αq−k−1m Et (−kv, αqm) (3.5.3)
es una solución de (3.5.1).
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Demostración. De (3.4.2) sabemos que
y1(t) = L
−1{P−1(sv)}, v = 1
q
, (3.5.4)
es una solución de (3.5.1). Pero
P−1(sv) =
A1
s− α1 +
A2
s− α2 + . . .+
An
s− αn , (3.5.5)
y de la ecuación (2.8.5) de la definición (2.3),
L −1
{
1
sα − a
}
=
q∑
j=1
aj−1Et(jα− 1, aq) (3.5.6)
Si hacemos el cambio de índice k = q − j, se tiene
L −1
{
1
sα − a
}
=
q−1∑
k=0
aq−k−1Et(−kα, aq) (3.5.7)
Usando esta fórmula vemos que la transformada inversa de Laplace de
P−1(sv) =
A1
s− α1 +
A2
s− α2 + . . .+
An
s− αn
produce
y1(t) =
n∑
m=1
Am
q−1∑
k=0
αq−k−1m Et (−kv, αqm) .
Ahora demostremos el teorema anterior sin hacer uso de la transformada de Laplace.
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Demostración. La función y1 de (3.5.3) es la y1 del Teorema 3.2. Por lo tanto y1, y2, . . . , yN
de aquel teorema puede ser construido de (3.5.3). Recordemos que
DpvEt (−kv, a) = Et (−(k + p)v, a) , (3.5.8)
con kv < 1, para k = 0, 1, . . . , q − 1. Si definimos e(t) como
e(t) =
q−1∑
k=0
αq−k−1Et (−kv, αq) (3.5.9)
(donde por el momento α es una constante arbitraria), entonces (3.5.8) implica que
Dve(t) = αe(t)
(Et (−qv, αq) = Et (−1, αq) = αqEt (0, αq)). Para p un entero positivo mayor que 1,
Dpve(t) = αpe(t) +
p−1∑
k=1
αp−1−kt−1−kv
Γ(−kv) . (3.5.10)
La fórmula (3.5.10) es también válido para p = 0 o p = 1, en esos casos la suma en (3.5.10)
es vacía. En consecuencia escribimos
P (Dv)e(t) =
n∑
p=0
an−pDpve(t), a0 = 1, (3.5.11)
(3.5.10) implica que
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P (Dv)e(t) = P (α)e(t) +
n∑
p=2
an−p
p−1∑
k=1
αp−1−kt−1−kv
Γ(−kv) . (3.5.12)
Ahora si α1, α2, . . . , αn son ceros distintos de P (x), y si
ej(t) =
q−1∑
k=0
αq−k−1j Et
(
−kv, αqj
)
, (3.5.13)
entonces, de (3.5.12),
P (Dv)
[
n∑
m=1
Cmem(t)
]
=
n∑
m=1
CmP (αm)em(t)
+
n∑
m=1
Cm
n∑
p=2
an−p
p−1∑
k=1
αp−1−km t−1−kv
Γ(−kv)
(3.5.14)
para cualquiera de las constantes arbitrarias C1, C2, . . . , Cn. Pero α1, α2, . . . , αn son las
raíces de P (x) = 0, el primer término al lado derecho desaparece, luego
P (Dv)
[
n∑
m=1
Cmem(t)
]
=
n∑
p=2
an−p
p−1∑
k=1
t−1−kv
Γ(−kv)
[
n∑
m=1
Cmα
p−1−k
m
]
. (3.5.15)
Así podemos escoger Cm tal que el lado derecho de (3.5.15) desaparezca, entonces
y1(t) =
n∑
m=1
Cmem(t) (3.5.16)
será una solución de (3.5.1). Ignorando la solución trivial C1 = C2 = . . . = Cn = 0, vemos
que si dejamos Cm = Am donde los Am, son dados por
A−1m = DP (αm), m = 1, 2, . . . , n,
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luego por el Teorema 1.3, implica que la suma en corchetes en (3.5.15) es cero. Así
y1(t) =
n∑
m=1
Amem(t) (3.5.17)
es una solución de (3.5.1). Pero esto es precisamente (3.5.3).
Ejemplo 3.10. Como un ejemplo concreto, sea la ecuación diferencial fraccionaria de orden
(7,3).
[D7v + a1D
6v + a2D
5v + a3D
4v + a4D
3v + a5D
2v + a6D
v + a7D
0]y(t) = 0 (3.5.18)
Luego del Teorema 3.3, se tiene
y1(t) =
7∑
m=1
Am
[
α2mEt
(
0, α3m
)
+ αmEt
(−v, α3m)+ Et (−2v, α3m)] (3.5.19)
(donde v = 1/3) es una solución de (3.5.18) y α1, α2, · · · , αn7 son ceros distintos del
polinomio indicial P (x) = x7 + a1x6 + a2x5 + a3x4 + a4x3 + a5x2 + a6x+ a7. Para calcular
y2(t) diferenciamos y1(t) para obtener
y2(t) = Dy1(t) =
7∑
m=1
Am
2∑
k=0
α5−km Et
(−kv, α3m)
+
2∑
k=0
t−kv−1
Γ(−kv)
7∑
m=1
α2−km Am.
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Pero del Teorema 1.3
7∑
m=1
αjmAm = 0, j = 0, 1, 2, . . . , 5.
En consecuencia una segunda solución independiente de (3.5.18) es
y2(t) =
7∑
m=1
Amα
3
m
[
α2mEt
(
0, α3m
)
+ αmEt
(−v, α3m)+ Et (−2v, α3m)] . (3.5.20)
Un similar argumento establece que
y3(t) = D
2y1(t)
7∑
m=1
Amα
6
m
[
α2mEt
(
0, α3m
)
+ αmEt
(−v, α3m)+ Et (−2v, α3m)] (3.5.21)
como una tercera solución independiente de (3.5.18).
En un intento de construir soluciones explicitas de una ecuación diferencial fraccionaria
cuando el polinomio indicial tiene múltiples ceros, haremos uso del Teorema 1.4.
Ejemplo 3.11. Sea
[D3v + a1D
2v + a2D + a3D
0]y(t) = 0 (3.5.22)
una ecuación diferencial fraccionaria de orden (3, q), sea α1 un cero simple y α2 un cero
doble del polinomio indicial
P (x) = x3 + a1x
2 + a2x+ a3.
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Del Teorema 3.2 sabemos que
y1(t) = L
−1{P−1(sv)}
es una solución de (3.5.22). Determinaremos y1(t) explícitamente. El polinomio P (x) puede
escribirse de forma factorizada como
P (x) = (x− α1)(x− α2)2,
y la expansión en fracciones parciales de P−1(sv) es
P−1(sv) =
B1
sv − α1 +
B2
sv − α2 +
C1
(sv − α2)2 . (3.5.23)
Por la ecuación 1.3.2 del Teorema 1.4 y la ecuación 1.3.3,
n = 1 + (2)(1) + (3)(0) = 3,
2∑
k=1
αmk Bk +m
1∑
k=1
αm−1k+1 Ck +
1
2
m(m− 1)
0∑
k=1
αm−2k+2 Dk = 0,
αm1 B1 + α
m
2 B2 +mα
m−1
2 C1 = 0; m = 0, 1
2∑
k=1
α2kBk + 2
1∑
k=1
α1k+1Ck +
1
2
(2)(1)
0∑
k=1
α0k+2Dk = 1
α21B1 + α
2
2B2 + 2α2C1 = 1
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Pero por la transformada inversa de Laplace de P−1(sv), se tiene la solución de la ecuación
diferencial fraccionaria
y1(t) = B1e1(t) +B2e2(t) + C1e2(t) ∗ e2(t), (3.5.24)
donde
ei(t) = L
−1
{
1
sv − αi
}
=
q−1∑
k=0
αq−k−1i Et(−kv, αqi ), i = 1, 2.
y
e2(t) ∗ e2(t) = L −1
{
1
(sv − α2)2
}
=
q−1∑
j=0
q−1∑
k=0
α2q−j−k−22 {tEt(−(j + k)v, αq2) + (j + k)vEt(1− (j + k)v, αq2)}
Incluso para ser más explícitos, vemos fácilmente que en este ejemplo concreto la solución
de tres ecuaciones lineales simultáneas es
B1 =
1
(α2 − α1)2 ; B2 = −
1
(α2 − α1)2 ; C1 =
1
α2 − α1 .
Por lo tanto la solución de la ecuación diferencial fraccionaria será
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y(t) =
1
(α2 − α1)2
q−1∑
k=0
αq−k−11 Et(−kv, αq1)−
1
(α2 − α1)2
q−1∑
k=0
αq−k−12 Et(−kv, αq2)
+
1
α2 − α1
q−1∑
j=0
q−1∑
k=0
α2q−j−k−22 {tEt(−(j + k)v, αq2) + (j + k)vEt(1− (j + k)v, αq2)} .
(3.5.25)
Ejemplo 3.12. Resolver la ecuación diferencial fraccionaria de orden (3, 2)
[D
3
2 − 5D + 7D 12 − 3]y(t) = 0 (3.5.26)
Solución 3.8.
[D
3
2 − 5D + 7D 12 − 3]y(t) = 0, q = 2, v = 1
2
,
el polinomio indicial es: P (x) = x3 − 5x2 + 7x− 3 = (x− 3)(x− 1)2, entonces
y(t) = L −1{P−1(sv)}
P−1(sv) =
B1
sv − 3 +
B2
sv − 1 +
C1
(sv − 1)2
P−1(s
1
2 ) =
B1
s
1
2 − 3
+
B2
s
1
2 − 1
+
C1
(s
1
2 − 1)2
αm1 B1 + α
m
2 B2 +mα
m−1
2 C1; m = 0, 1; α
2
1B1 + α
2
2B2 + 2α2C1 = 1
B1 =
1
(α2 − α1)2 ; B2 = −
1
(α2 − α1)2 ; C1 =
1
α2 − α1
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α1 = 3; α2 = 1→ B1 = 1
4
, B2 = −1
4
, C1 = −1
2
Luego
P−1(s
1
2 ) =
1
4
s
1
2 − 3
−
1
4
s
1
2 − 1
−
1
2
(s
1
2 − 1)2
L −1{P−1(s 12 )} = 1
4
[
L −1
{
1
s
1
2 − 3
}
−L −1
{
1
s
1
2 − 1
}]
− 1
2
L −1
{
1
(s
1
2 − 1)2
}
y(t) =
1
4
q−1∑
k=0
αq−k−1i Et (−kv, αqi )
− 1
2
q−1∑
j=0
q−1∑
k=0
[
tEt
(
−(j + k)
2
, 1
)
+
(j + k)
2
Et
(
1− (j + k)
2
, 1
)]
y(t) =
1
4
[
1∑
k=0
31−kEt (−kv, 9)−
1∑
k=0
Et (−kv, 1)
]
− 1
2
1∑
j=0
1∑
k=0
[
tEt
(
−(j + k)
2
, 1
)
+
(j + k)
2
Et
(
1− (j + k)
2
, 1
)]
y(t) =
1
4
[
3Et (0, 9) + Et
(
−1
2
, 9
)
− Et (0, 1)− Et
(
−1
2
, 1
)]
− 1
2
[
(1 + 2t)Et (0, 1) + 2tEt
(
−1
2
, 1
)
+ Et
(
1
2
, 1
)]
y(t) =
1
4
[
3Et (0, 9) + Et
(
−1
2
, 9
)]
−
(
t+
3
4
)
Et (0, 1)
− 1
2
Et
(
1
2
, 1
)
−
(
t+
1
4
)
Et
(
−1
2
, 1
)
,
es la solución de la ecuación diferencial fraccionaria 3.5.26 en términos de la función de
Miller-Ross.
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Figura 3.5: Gráfica de la solución de [D
3
2 − 5D + 7D 12 − 3]y(t) = 0, en términos de la
función de Miller-Ross.
También la solución de (3.5.26) se puede expresar de la siguiente forma
y(t) =
1
4
[
3e9t + Et
(
−1
2
, 9
)]
−
(
t+
3
4
)
et − 1
2
Et
(
1
2
, 1
)
−
(
t+
1
4
)
Et
(
−1
2
, 1
)
Encontraremos la solución de (3.5.26) en términos de la función de Mittag-Leffler de un
parámetro, sabemos que
ei(t) = α
q−1
i Ev (αit
v) + (αit)
−1
q−1∑
j=1
(αit
v)j
Γ(jv)
Luego
L −1
{
1
s
1
2 − 3
}
−L −1
{
1
s
1
2 − 1
}
= αiE1/2
(
αit
1/2
)
+ (αit)
−1
1∑
j=1
(αit
1/2)j
Γ(j/2)
L −1
{
1
s
1
2 − 3
}
−L −1
{
1
s
1
2 − 1
}
= 3E1/2
(
3t1/2
)
+
1
3t
3t1/2
Γ(1/2)
−
(
E1/2
(
t1/2
)
+
1
t
t1/2
Γ(1/2)
)
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L −1
{
1
s
1
2 − 3
}
−L −1
{
1
s
1
2 − 1
}
= 3E1/2
(
3t1/2
)
− E1/2
(
t1/2
)
y(t) =
1
4
[
3E1/2
(
3t1/2
)
− E1/2
(
t1/2
)]
− 1
2
[
(1 + 2t)Et (0, 1) + 2tEt
(
−1
2
, 1
)
+ Et
(
1
2
, 1
)]
y(t) =
1
4
[
3E1/2
(
3t1/2
)
− E1/2
(
t1/2
)]
− 1
2
[
2tE1 (t) + E1/2
(
t1/2
)
+ 2tEt (−1/2, 1)
]
y(t) =
3
4
E1/2
(
3t1/2
)
− 1
4
E1/2
(
t1/2
)
− tE1 (t)− 1
2
E1/2
(
t1/2
)
− tEt (−1/2, 1)
y(t) =
3
4
E1/2
(
3t1/2
)
− 3
4
E1/2
(
t1/2
)
− tE1 (t)− tEt (−1/2, 1)
y(t) =
3
4
[
E1/2
(
3t1/2
)
− E1/2
(
t1/2
)]
− t [E1 (t) + Et (−1/2, 1)]
y(t) =
3
4
[
E1/2
(
3t1/2
)
− E1/2
(
t1/2
)]
− t
[
E1 (t) + Et (1/2, 1) +
t−1/2
Γ(1/2)
]
y(t) =
3
4
[
E1/2
(
3t1/2
)
− E1/2
(
t1/2
)]
− tE1 (t)− tEt (1/2, 1)− t
1/2
Γ(1/2)
y(t) =
3
4
[
E1/2
(
3t1/2
)
− E1/2
(
t1/2
)]
− tE1 (t)− t3/2E1,3/2 (t)−
t1/2
Γ(1/2)
Figura 3.6: Gráfica de la solución de [D
3
2 − 5D + 7D 12 − 3]y(t) = 0, en términos de la
función de Mittag-Leffler de un parámetro.
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Otra solución para (3.5.26) en términos de la función de Mittag-Leffler de dos paráme-
tros, es
y(t) =
3
4
[
E1,1 (9t) + 3t
1/2E1,3/2 (9t)
]
−
(
t+
3
4
)[
E1,1 (t) + t
1/2E1,3/2 (t)
]
− t
1/2
Γ(1/2)
.
Figura 3.7: Gráfica de la solución de [D
3
2 − 5D + 7D 12 − 3]y(t) = 0, en términos de la
función de Mittag-Leffler de dos parámetros.
Anexos
Wolfram Mathematica 10.0
Aquí se muestra un pequeño programa para calcular la integral fraccionaria
In[1]:= integralfrac[f_, α_, a_, x_]:=Module[{g},
g[t_]:=f/.x→ t;
1
Gamma[α]Integrate
[
(x− t)α−1g[t], {t, a, x}]]
Wolfram Mathematica 10.0
Aquí se muestra un pequeño programa para calcular la derivada fraccionaria
In[2]:= derivadafrac[f_, α_, a_, x_]:=Module[{g, n},
g[t_]:=f/.x→ t;
n = Floor[α] + 1;
1
Gamma[n−α]D
[
Integrate
[
(x− t)n−α−1g[t], {t, a, x}] , {x, n}]]
Wolfram Mathematica 10.0
La integral fraccionaria de x3 de orden 1/9
In[3]:= integralfrac
[
x3, 1/9, 0, x
]
//FullSimplify
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Out[3]= ConditionalExpression
[
19683x28/9
2660Gamma[ 19 ]
,Re[x] > 0&&Im[x] == 0
]
Wolfram Mathematica 10.0
La derivada fraccionaria de x3 de orden 1/2
In[4]:= derivadafrac
[
x3, 1/2, 0, x
]
//FullSimplify
Out[4]= ConditionalExpression
[
16x5/2
5
√
pi
,Re[x] > 0&&Im[x] == 0
]
Wolfram Mathematica 10.0
La derivada fraccionaria de (x− 2)3 de orden 1/3
In[5]:= derivadafrac
[
(x− 2)3, 1/3, 2, x] //FullSimplify
Out[5]= ConditionalExpression
[
81(−2+x)8/3
40Gamma[ 23 ]
,Re[x] > 2&&Im[x] == 0
]
Wolfram Mathematica 10.0
La derivada fraccionaria de Log[x] de orden 1/5
In[6]:= derivadafrac[Log[x], 1/5, 0, x]//FullSimplify
Out[6]= ConditionalExpression
[
−2
√
5(5+2
√
5)pi+10
√
5ArcCoth[
√
5]+25Log[5]+20Log[x]
20x1/5Gamma[ 45 ]
,
Re[x] > 0&& x == Re[x]
]
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Wolfram Mathematica 10.0
La integral fraccionaria de Log[x] de orden 1/2
In[7]:= integralfrac[Log[x], 1/2, 0, x]//FullSimplify
Out[7]= ConditionalExpression
[
2
√
x(−2+Log[4]+Log[x])√
pi
,Re[x] > 0&&Im[x] == 0
]
Wolfram Mathematica 10.0
La integral fraccionaria de sin[λx] de orden 1/2
In[8]:= 1
Gamma[1/2] ∗
∫ x
0 t
1/2−1 ∗ Sin[λ(x− t)]dt//FullSimplify
Out[8]=
√
2
(
−Cos[xλ]FresnelS
[√
2
pi
√
x
√
λ
]
+FresnelC
[√
2
pi
√
x
√
λ
]
Sin[xλ]
)
√
λ
Wolfram Mathematica 10.0
La integral fraccionaria de cos[λx] de orden 1/2
In[9]:= 1
Gamma[1/2] ∗
∫ x
0 t
1/2−1 ∗ Cos[λ(x− t)]dt//FullSimplify
Out[9]=
√
2
(
Cos[xλ]FresnelC
[√
2
pi
√
x
√
λ
]
+FresnelS
[√
2
pi
√
x
√
λ
]
Sin[xλ]
)
√
λ
Conclusiones
1. La integral fraccionaria se puede expresar como una integral de Riemann-Stieltjes:
aI
α
x f(x) =
1
Γ(α)
∫ x
0
(x− t)α−1f(t)dt =
∫ x
0
f(t)dg(t).
2. La derivada fraccionaria de una constante no es igual a cero.
3. La única clase de ecuaciones en la cual podemos encontrar una solución explicita
sin hacer mucho esfuerzo es el tipo de ecuación diferencial lineal con coeficientes
constantes(o ecuaciones reducidas a esta forma).
4. Uno de los métodos más sencillos para resolver una ecuación diferencial fraccionaria
es utilizando la transformada de Laplace.
5. Las funciones especiales Eα(t), Eα,β(t) y Et(v, a) resultan muy útiles en la solución
de ecuaciones diferenciales fraccionarias, haciendo uso de la transformada de Lapla-
ce.
6. El software científico Mathematica es una excelente herramienta para obtener resul-
tados de la integral y derivada fraccionaria con un mínimo costo de tiempo.
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Recomendaciones
1. Se recomienda hacer una investigación para las ecuaciones diferenciales fracciona-
rias lineales con coeficientes variables.
2. También hacer una investigación para las ecuaciones integrales fraccionarias.
3. Trabajar en conjunto con profesionales (estudiantes y/o graduados) de carreras afi-
nes al tema de investigación; en soluciones de diferentes problemas aplicados que
aparecen en física, química, electroquímica, ingeniería, etc.
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