Quantile regression is a statistical technique used to model quantiles (i.e., percentiles) within a regression framework. Although median regression, a special case of quantile regression, dates back to as early as 1760 (1), it has been introduced to the statistical community mainly by the works of Roger Koenker during the last decade (2, 3). Although since then it has been of greater interest to statistical methodologists and is implemented in standard statistical packages, it appears to be quite underused in medical research.
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Obviously, distributions may not differ only by their means, but also (or even only) by their lower or upper parts (Figure 1). Thus, modeling only the mean, as is done in linear regression, may miss important aspects of the association between the outcome and its predictors, especially if the outcome distribution is skewed, as is frequently the case in medical data. Quantile regression allows one to model any quantile of the outcome distribution, including the median (i.e., the 0.5 quantile). Although the computation of the regression coefficients is somewhat different compared with linear regression (because it is based on minimizing the sum of weighted absolute residuals instead of squared residuals), quantile regression can be applied in the same way, allowing adjustment for potential confounders and calculation of interaction terms and variable selection, while being more robust to statistical outliers and yielding much more information about the underlying associations. There is also established methodology covering, for example, nonlinear and longitudinal quantile regression, as well as applications in survival analysis and growth reference calculation (4) (5) (6) . It might be argued that logistic regression could be used in addition to linear regression to assess associations with extreme values of the outcome variable. However, logistic regression answers a slightly different question (i.e., the risk of lying below or above a predefined cut-off) and requires-in contrast to quantile regressioncategorization of the outcome variable, thus resulting in a substantial loss of information.
Indeed, quantile regression has successfully been applied in medical research. For example, large meta-analyses had indicated that breastfeeding was associated with a significant reduction of a child's risk of overweight later in life (7-9), but there was no difference found in mean body mass index (BMI) (weight (kg)/height (m) 2 ) values between breastfed and formula-fed children (10) . These seemingly contradictory results fit well together when quantile regression analyses on a German data set showed that breastfeeding was associated with both a decrease in the upper BMI percentiles and an increase in the lower BMI percentiles at the ages of 5-6 years, and thus with no difference in mean BMI (11) . Quantile regression was also helpful in showing that there may be different risk factors for low and high birth weight (12) .
As these examples demonstrate, quantile regression appears to be useful if the associations of explanatory variables with the extreme values of an outcome distribution are of particular interest. It may be used either to assess associations with 1 specific percentile (e.g., the 90th BMI percentile in studies of overweight) or to examine whether associations are different for low, medium, and high percentiles. In the latter case, multiple testing issues should be considered and can, for example, be addressed by specific tests assessing trends in quantile regression coefficients across percentiles (2) .
Moreover, median regression has been suggested as a way to obtain adjusted medians in clinical research (13) , which might be a compelling alternative to the frequently used combination of nonparametric Mann-Whitney U tests and linear regression as a way to obtain unadjusted and adjusted estimates from nonnormally distributed data. This approach is quite doubtful from a statistical perspective, because nonparametric tests and linear regression are based on different assumptions and may therefore lead to considerably different results in the unadjusted case (in which linear regression simplifies to a 2-sample Student's t test). This is illustrated in a simple example in Figure 2. The values of samples 1 and 2 were drawn from normal distributions, and the distribution of the values from sample 3 shows heavy tails in its upper part. Using Mann-Whitney U tests and linear regression, we found relatively similar results for the comparison of samples 1 and 2 (P = 0.64 and P = 0.49 for Mann-Whitney U test and linear regression, respectively) but substantially different results for the comparisons of samples 1 and 3 (P = 0.39 and P = 0.01, respectively) and samples 2 and 3 (P = 0.37 and P = 0.04, respectively).
Thus, it appears rather surprising that there has been no greater use of quantile regression in epidemiologic and clinical studies so far. One reason might be that quantile regression is based on sample-specific quantiles, whereas predefined cut-offs or sex-and age-specific percentiles from external references are often the main focus of epidemiologic research.
However, this problem may be solved by assessing the percentage of observations at or below the respective threshold (e.g., 86%) and then modeling the associated (i.e., the 0.86) quantile. One major reason why quantile regression is still not widely used in medical research is probably that its interpretation seems rather unintuitive. A quantile regression coefficient quantifies how much a specific quantile of the outcome distribution is shifted by a 1-unit increase in the predictor variable. However, this interpretation is basically very similar to that of linear regression, in which the regression coefficient tells the reader how much the mean of the outcome changes in relation to the respective predictor variable. The only actual difference is that we can speak of the latter as an "average difference," whereas we have no appropriate terms in our common language to easily describe results from quantile regression. Furthermore, the interpretation of a single measure, such as that obtained from linear regression, may appear to be more straightforward than the interpretation of a number of quantile regression coefficients, which may not combine to form a simple picture. However, sometimes only the pattern of regression coefficients over the whole range of quantiles can reveal the true underlying associations.
Simplicity in interpretation is certainly an important criterion for the choice of a statistical method. However, quantile regression is not considerably inferior to linear regression in this respect, and it offers much more information and is less sensitive with respect to the distribution of the outcome variable. 
