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Abstract. Using shape theory and the concept of cellularity, we show that
if A is the global attractor associated with a dissipative partial differential
equation in a real Hilbert space H and the set A − A has finite Assouad
dimension d, then there is an ordinary differential equation in Rm+1, with m >
d, that has unique solutions and reproduces the dynamics on A. Moreover, the
dynamical system generated by this new ordinary differential equation has a
global attractor X arbitrarily close to LA, where L is a homeomorphism from
A into Rm+1.
1. Introduction
In this paper we discuss the problem of finding a finite-dimensional description
of the asymptotic dynamics of dissipative partial differential equations
(1.1)
du
dt
= G(u), u ∈ H,
where H is a real separable Hilbert space with norm ‖ · ‖. The evolution of the
dynamical system generated by such an equation is described by a continuous semi-
group {S(t)}t≥0 of solution operators defined by
S(t)u0 = u(t;u0), for all t ≥ 0,
where u(t;u0) is the solution of the equation with initial condition u0.
Much of the long-term behaviour of the solutions of partial differential equations
can in many cases be described by global attractors (see Langa and Robinson (1999),
for example).
Definition 1.1. Let H be a Hilbert space, and let S(t) be a continuous semigroup
defined on H . A global attractor A ⊂ H is a compact invariant set, i.e.
S(t)A = A for all t ≥ 0,
that attracts all bounded sets, i.e.
(1.2) dist(S(t)B,A) −→ 0 as t −→∞,
for any bounded set B ⊂ H . If a global attractor A exists, then it is unique.
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The distance in (1.2) is Hausdorff semidistance between two non-empty subsets
X,Y ⊂ H ,
dist(X,Y ) = sup
x∈X
inf
y∈Y
‖x− y‖.
Although defined on an infinite-dimensional space, many dissipative partial dif-
ferential equations possess finite-dimensional global attractors. This is the case, for
instance, for the Kuramoto-Sivashinsky equation and the 2D Navier-Stokes equa-
tions (see Constantin and Foias (1988), Eden et al. (1994), Teman (1997), Robinson
(2001) and Chepyzhov and Vishik (2002) for a more detailed study). It is there-
fore natural to seek a finite-dimensional system of ordinary differential equations
in some Rm
(1.3)
dx
dt
= F(x)
whose asymptotic behaviour reproduces that of the original equation. Ideally,
(i) the attractor A would be embedded in Rm via some homeomorphism L :
A −→ LA ⊆ Rm,
(ii) the dynamics of (1.3) on LA would reproduce those of (1.1) on A, i.e.
F(x) = LG(L−1x), for every x ∈ LA, and
(iii) LA would be the global attractor for (1.3).
The existence of such a system of ordinary differential equations has only been
proved for certain dissipative equations that possess an inertial manifold. In-
troduced by Foias et al. (1985), inertial manifolds are positively invariant finite-
dimensional Lipschitz manifolds that contain the global attractor and attract all
trajectories at an exponential rate (see Constantin and Foias (1988), Constantin
et al. (1989), Foias et al. (1988a), Foias et al. (1988b), Teman (1997), for more
details). Foias et al. (1985) showed that if a certain spectral gap condition holds
then the system possesses an inertial manifold. Unfortunately this condition is very
restrictive and there are many equations, such as the 2D Navier-Stokes equations,
for which it is not satisfied. Thus it is desirable to adopt alternative approaches to
the problem described above.
Following the approach pioneered by Eden et al. (1994), the main result of this
paper is the following.
Theorem 1.2. Suppose that the dissipative partial differential equation
(1.1)
du
dt
= G(u), u ∈ H,
has a global attractor A such that
d := dimA(A−A) <∞,
where dimA denotes Assouad dimension. Assume that G is Lipschitz continuous
on A. Then, for any m > max{d + 1, 6} and any prescribed ε > 0, there exist a
system of ordinary differential equations
(1.3)
dx
dt
= F(x)
in Rm and a bounded linear map L : H −→ Rm such that:
1. the ODE (1.3) has unique solutions,
2. the restriction L|A : A −→ LA is an embedding whose image LA is invari-
ant under the dynamics of (1.3),
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3. for every solution u(t) of (1.1) on the attractor A there exists a unique
solution x(t) of (1.3) such that
u(t) = L−1(x(t)),
4. the ODE (1.3) has a global attractor X that contains LA and is contained
in the ε–neighbourhood of LA, i.e. distH(X , LA) ≤ ε.
We recall that the Hausdorff distance between two non-empty subsets X,Y ⊂ H is
defined by distH(X,Y ) = max
(
dist(X,Y ), dist(Y,X)
)
.
Although item 4. is not ideal, we do obtain uniqueness of solutions which is
certainly desirable. The construction in Eden et al. (1994), for example, has the
projection of A as a global attractor, but the finite-dimensional system of ODEs
obtained lacks uniqueness (in fact F is not even continuous).
The assumption that G is Lipschitz continuous on A is strong - probably too
strong -, but for particular cases one can obtain some information about the smooth-
ness of the vector field G (see Romanov (2000) and Pinto de Moura and Robinson
(2010b), for example).
Structure of the paper. The proof of Theorem 1.2 is a blend of analytical and
topological techniques, and splits naturally into the following steps:
• the existence of a linear embedding L|A : A −→ R
m with a sufficiently
regular inverse (namely, Lipschitz with a logarithmic correction),
• the construction of a system of ODEs in Rm that reproduces the dynamics
of A in LA, using the regularity of (L|A)
−1 to guarantee that it has unique
solutions,
• the existence of a system of ODEs in Rm that, perhaps after replacing L by
a different (but related) linear embedding L′, has L′A as a global attractor
consisting entirely of fixed points and
• a suitable combination of the systems of ODEs constructed in the previous
two steps that satisfies the conclusion of Theorem 1.2.
The first step has already been dealt with in the mathematical literature and will
be addressed in Section 2, where we limit ourselves to a discussion of the role played
by the Assouad dimension, i.e. the hypothesis dimA(A −A) < ∞ in Theorem 1.2
and the embedding theorem that we will be using. The second step is the content
of Proposition 2.2 and closes Section 2.
In Section 3 we change gear and use topological techniques to provide a proof
of step three. The purely topological arguments are contained in Propositions 3.1
and 3.3, whereas Lemma 3.2 and Proposition 3.4 provide the link with differential
equations. Although Lemma 3.2 is less general than the analogous result in Gu¨nther
(1995), our proof is significantly simpler as it does not involve piecewise linear
topology. Finally, Section 4 brings together previous results to prove Theorem 1.2.
We keep the notation introduced so far for the rest of the paper.
2. Embedding the dynamics on A into Euclidean space
We first need to find an embedding of A into a finite-dimensional Euclidean
space. Recall that an embedding L : A −→ Rm is a map that is a homeomorphism
onto its image. This is a well known topological problem which was solved in the
first half of the past century (see Hurewicz and Wallman, 1948), but in our case we
need L to be “sufficiently regular” as described below, and more care is needed.
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Since (1.3) has to reproduce the dynamics on A, its right hand side f(x) has
to bear a close relation with G on the image LA of A: essentially it needs to be
LGL−1. To guarantee uniqueness of solutions for (1.3) some regularity has to be
required on LGL−1; the standard one is Lipschitz continuity. Since G was already
assumed to be Lipschitz continuous only L and L−1 need to be taken care of.
Man˜e´ (1981) proved that if the Hausdorff dimension of the set A − A of dif-
ferences between elements of A is finite, then a generic projection L of H onto
a subspace of sufficiently high dimension is injective on A. Since projections onto
finite-dimensional spaces are linear and continuous, they are Lipschitz, which solves
the problem of the regularity of L. However, the condition on the Hausdorff di-
mension of A − A is not sufficient to guarantee any regularity for (L|A)
−1 (see
Robinson, 2009).
Suppose for a moment that L−1 was also required to be Lipschitz restricted to
A, so that L would be bi-Lipschitz. That is, there would exist a constant C > 0
such that
1
C
‖u− v‖ ≤ |L(u)− L(v)| ≤ C‖u− v‖ for all u, v ∈ A,
where | · | denotes some norm in Rm. Assouad (1983) introduced a dimension, the
Assouad dimension dimA (whose definition is recalled in the following paragraph),
that is invariant under bi-Lipschitz mappings and is finite for subsets of Euclidean
space. Thus if A is to be embedded in a bi-Lipschitz way into Rm we must have
dimA(A) <∞.
A metric space (X, d) is said to be (M, s)-homogeneous (or simply homogeneous)
if any ball of radius r can be covered by at most M(r/ρ)s smaller balls of radius ρ,
for someM ≥ 1 and s ≥ 0. The Assouad dimension of X , dimA(X), is the infimum
of all s such that (X, d) is (M, s)-homogeneous, for some M ≥ 1 (of course, if X is
not (M, s) homogeneous for any M and s, then we define dimA(X) = ∞). Olson
(2002) proved that if the intersection with X of any ball of radius r can be covered
by at most K balls of radius r/2, where K is independent of r, then X has finite
Assouad dimension. This is called the doubling property. For more details, see
Luukkainen (1998) and Olson (2002).
Olson and Robinson (2010) proved that, if dimA(A−A) <∞, then there exists
a bi-Lipschitz embedding of A into an Euclidean space except for a logarithmic cor-
rection term. Inspired by Olson (2002) and Olson and Robinson (2010), Robinson
(2010) proved the following embedding result that improves the exponent of the
logarithmic correction term:
Theorem 2.1 (Robinson, 2010). Let A be a compact subset of a real Hilbert space
H such that dimA(A−A) < s < m. If
(2.1) γ >
2 +m
2(m− s)
,
EMBEDDING OF GLOBAL ATTRACTORS AND THEIR DYNAMICS 5
then there exists a prevalent set 1 of linear maps L : H −→ Rm that are injective
on X and γ-almost bi-Lipschitz, i.e. there exist δL > 0, CL > 0 such that
(2.2)
1
CL
‖u− v‖
(− log ‖u− v‖)γ
≤ |L(u)− L(v)| ≤ CL‖u− v‖,
for all u, v ∈ A with ‖u− v‖ ≤ δL.
Note that for any γ > 1/2 we can choose m large enough to obtain a γ-almost
bi-Lipschitz embedding into Rm. Pinto de Moura and Robinson (2010a) presented
an example of an orthogonal sequence in a Hilbert space H that shows that this
bound on the logarithmic exponent γ in Theorem 2.1 is sharp as m −→∞.
Although reasonable, the hypothesis dimA(A−A) <∞ is quite restrictive, since
there are no methods available to find a bound for the Assouad dimension of global
attractors associated with dissipative equations. And, even then, dimA(A) < ∞
still does not imply that dimA(A−A) <∞ (see Olson (2002) for details). Moreover,
only evolution equations that possess inertial manifolds are known to satisfy this
assumption and, in this case, a finite-dimensional systems of ODEs that reproduce
the behavior on the A is already known to exist. Nevertheless, we will assume that
dimA(A−A) <∞ in order to study its consequences.
To conclude this section we use Theorem 2.1 above to construct a system of
ordinary differential equations with unique solutions that reproduces the dynamics
on A, under the assumptions of Theorem 1.2.
Proposition 2.2. Under the hypotheses of Theorem 1.2 and with the same nota-
tion, for any m > d there exist a system of ODEs in Rm
(2.3)
dx
dt
= g(x)
and a bounded linear map L : H −→ Rm such that:
1. the function g : Rm −→ Rm is bounded and Lipschitz except for a logarith-
mic correction,
2. the ODE (2.3) has unique solutions,
3. the restriction L|A : A −→ LA is an embedding whose image is invariant
under (2.3),
4. for every solution u(t) of (1.1) on the attractor A there exists a unique
solution x(t) of (2.3) such that
(2.4) u(t) = L−1(x(t)).
Proof. It follows from Theorem 2.1 that there exists a bounded linear map L from
H into Rm, that is injective on A and has a Lipschitz continuous inverse on LA
except for a logarithmic correction term with logarithmic exponent γ.
If x(t) = Lu(t), where u(t) ∈ A, then the embedded vector field on LA is given
by
dx
dt
= LGL−1(x), x ∈ LA.
1The term ‘prevalence’ was coined by Hunt et al. (1992) and generalizes the notion of ‘Lebesgue
almost every’ from finite to infinite-dimensional spaces. The same notion was, essentially, used
earlier by Christensen (1973) in a study of the differentiability of Lipschitz mappings between
infinite-dimensional spaces. Let V be a normed linear space. A Borel subset S ⊂ V is prevalent if
there exists a compactly supported probability measure µ such that µ(S + x) = 1, for all x ∈ V .
In particular, if S is prevalent then S is dense in V .
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The function g1 : LA −→ R
m such that g1(x) = LG(L
−1(x)) is certainly continuous
and bounded, since LA is compact.
Next we shall consider the modulus of continuity of g1. Given u, v ∈ H , define
Lu = x and Lv = y. It follows from Theorem 2.1 that
|x− y| ≥
1
CL
‖L−1x− L−1y‖(
− log
(
‖L−1x− L−1y‖
))γ
Consequently, since |Lu− Lv| ≤ CL‖u− v‖, for every x, y ∈ LA,
‖L−1x− L−1y‖ ≤ CL
(
− log
(
‖L−1x− L−1y‖
))γ
|x− y|
≤ CL
(
log
(
CL
|x− y|
))γ
|x− y| ≤ CL f1(|x− y|),
where
(2.5) f1(|x|) = |x|
(
log
(
CL
|x|
))γ
.
Since we assumed that G is Lipschitz continuous, it follows that
|g1(x) − g1(y)| ≤ CLK‖L‖opf1(|x − y|).
Hence g1 is Lipschitz continuous except for a logarithmic correction term. The
modulus of continuity ω of g1 is therefore the convex continuous function defined
by
ω(r) = CLK‖L‖opf1(r) = C0r
(
log
(
CL/r
))γ
, for r ≥ 0,
where C0 = CLK‖L‖op is a constant.
One can now use the extension theorem due to Mc Shane (1934) (see also Stein,
1982) to extend the function g1 to a function g : R
m −→ Rm that is Lipschitz
continuous except for a logarithmic correction term such that
(2.6) |g(x)− g(y)| ≤Mω(|x− y|),
for someM > 0. It follows from (2.6) that there exists a T > 0 such that the initial
value problem
(2.7)
dx
dt
= g(x), x(0) = x0
has at least one solution on [0, T ].
Now assume that x(t) and y(t) are solutions of (2.7) with initial conditions
x(0) = x0 and y(0) = y0, respectively. Let r(t) = |x(t) − y(t)|. Since the modulus
of continuity ω(r) of g is continuous for r ≥ 0, convex and verifies
(2.8)
∫ 1
0
dr
ω(r)
=
∫ ∞
ln(CL)
s−γds = +∞, for 0 < γ ≤ 1,
we can use Osgood’s Criterion (see Hartman (1964), for example) to show that (2.7)
has at most one solution on any interval [0, T ], if the exponent γ of the logarithmic
term in (2.5) is no larger than one. Since g is continuous and bounded from Rm
into Rm, it follows that any solution of the initial value problem (2.7) exists for
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all time. Therefore the solution of (2.7) through x0 = Lu0 with u0 ∈ A can be
uniquely given by
x(t) = Lu(t).

3. Making LA an attractor
In the previous section we embedded A into some finite-dimensional space Rm
via a linear map L : H −→ Rm and showed that there is a differential equation
(2.3) in Rm that has unique solution and reproduces the dynamics of A on LA.
To obtain a complete translation of the situation in H onto Rm we would like LA
to be a global attractor for (2.3), which is not usually the case. As we mentioned
in the Introduction, we will only be able to modify (2.3) in such a way that the
new dynamical system still reproduces the dynamics of A on LA and has a global
attractor X lying within any prescribed (arbitrarily small) neighbourhood of LA.
We do not know if one can construct a vector field such that LA itself, with the
dynamics projected from A, is a global attractor.
In this section we show that LA can be made the global attractor, comprised of
equilibria, for an entirely new system of ODEs in Rm (3.1). Then in the next section
we will use (3.1) to add a correction term to (2.3) that will make its solutions enter
asymptotically any prescribed neighbourhood of A.
Difficulties arise because there is a topological obstruction to the existence of
the system of ODEs (3.1) having LA has a global attractor: it is known that any
global attractor in Euclidean space has a property called cellularity (the definition
is recalled below), but nothing guarantees that LA is cellular. So the first thing
we will do is to improve L to a new linear map, temporarily denoted by L′, such
that L′A is indeed cellular. This is Proposition 3.1 (it will involve increasing the
dimension m of the target space by one). Then in Lemma 3.2 we show that every
cellular set in Euclidean space is a global attractor for a system of ODEs and apply
this result to L′A.
This section is built on ideas from Garay (1991) and Gu¨nther (1995). The first
paper singles out cellularity as a distinctive property of attractors for flows and
the second uses smoothing results from piecewise linear topology to replace general
flows by flows arising from differential equations.
3.1. Improving the embedding L. We begin by recalling what cellularity means.
A set C is called a m-cell if there exists a homeomorphism from BRm(1) onto
C, where BRm(1) is the closed unit ball centered at the origin in R
m. A subset
X ⊆ Rm is cellular in Rm if there exists a cellular sequence for X , that is, a
sequence (Ci)i∈N ⊆ R
m of m-cells that are neighbourhoods of X in Rm and such
that
⋂
i∈N Ci = X . Equivalently, X is cellular if given any neighbourhood U of X
there exists a m-cell C ⊆ U that is a neighbourhood of X .
It is interesting to bear in mind that whether a set X is cellular or not depends
not only on its topological type, but also on how it is embedded in Rm.
Proposition 3.1. Let A be a global attractor in H and let L : H −→ Rm be a
linear embedding. Then the map L′ : H −→ Rm+1 defined by L′u = (Lu, 0) is a
linear embedding whose image L′A is cellular in Rm+1, provided m ≥ 3.
Due to the fact mentioned above that the cellularity of a set depends on how it
is embedded, we cannot prove Proposition 3.1 directly by saying that A is cellular
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(because it is an attractor) and then LA is cellular because it is homeomorphic,
via L, to A. We need to use a different property of A, which is invariant under
homeomorphisms. This is shape. Shape theory is a weakening of homotopy theory
that makes it extremely useful to deal with complicated sets, roughly by overlooking
their local structure. The advantage for us is that if two spaces are homeomorphic,
then they have the same shape. In fact, something even stronger is true: if two
spaces have the same homotopy type, then they have the same shape. We refer the
reader to Borsuk (1975) and Mardes˘ic´ and Segal (1982) for detailed information
about shape theory, which is becoming a powerful tool in the study of topological
dynamics (see Gu¨nther and Segal (1993), Sanjurjo (1995), Robinson (1999)).
Proof of Proposition 3.1. By Theorem 3.6 in Kapitanski and Rodnianski (2000, p.
233) the set A has the same shape as H . It is a standard fact that H has the
homotopy type of a point, because the map H × [0, 1] ∋ (u, t) −→ (1 − t) · u ∈ H
provides a homotopy between the identity id : H −→ H and the constant map
0 : H −→ H . Therefore H has the shape of a point and consequently so does A.
Since shape is invariant under homeomorphisms, LA also has the shape of a point.
Thus2 by Daverman (1986, Corollary 5A, Section 18) the set LA × {0} is cellular
in Rm+1, provided m ≥ 3. But LA× {0} is precisely L′A. 
As a side remark, and given that in our final result LA is not the global attractor
but only closely approximated by global attractors X , one may wonder if our need
for it to be cellular is an accidental consequence of our method of proof. It is not.
Given an open neighbourhood U of LA, find a system of ODEs that has a global
attractor X ⊆ U . Since LA is invariant and X is a global attractor, necessarily
LA ⊆ X . The set X is cellular, so there exists a cell C ⊆ U that is a neighbourhood
of X , hence of LA. Consequently LA has to be cellular.
3.2. Cellular sets are global attractors for systems of ODEs. Next we will
show that if X is a cellular subset of Rm+1, then there exists a system of ordinary
differential equations (3.1) with X as its global attractor. Gu¨nther (1995) proved
a similar result for compact sets with the shape of a finite polyhedron, but he did
not need to control the size of the region of attraction (whereas we want it to be
all of Rm+1). By restricting ourselves to a less general setting and considering only
compacts sets with the shape of a point, we are able to give a simpler proof that
does not involve piecewise linear topology. The difficulties arise in passing from well
known topological results to differentiable ones. Rather than using the uniqueness
of differentiable structures on Rn to do this (compare Grayson and Pugh (1993,
Corollary 2.6) for example) we have adopted a different approach closer to Gu¨nther
(1995) in spirit.
Lemma 3.2. Given a cellular subset X of Rm+1, with m > 5, there is a mapping
φ : Rm+1 −→ [0,+∞) of class Cr, where r can be chosen to be arbitrarily large,
such that the equation
(3.1) x˙ = −∇φ(x)
has X as a global attractor. Furthermore, the mapping φ can be chosen to satisfy:
(i) φ(x) = 0⇔ x ∈ X and
2Daverman uses the concept of cell-likeness instead of “having the shape of a point”, but both
are equivalent. See Section 15 in Daverman (1986).
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(ii) φ is proper, that is, φ−1([s, t]) is compact for any s < t ∈ R.
If Lemma 3.2 holds, then ∇φ(x) = 0⇔ x ∈ X since the zeros of∇φ(x) are precisely
the equilibria of (3.1), of which there cannot be any outside of X . Conversely, if
φ : Rm+1 −→ [0,+∞) is any Cr mapping such that ∇φ(x) = 0 ⇔ x ∈ X and
φ(x) = 0 ⇔ x ∈ X , then by Lyapunov’s theorem X is a global attractor for
x˙ = −∇φ(x). Thus we only need to construct such a φ, which we do first on
R
m+1\X and then extend to all of Rm+1.
The proof gets a little involved because our cellularity hypothesis is a purely
topological notion but we want a differentiable map as an outcome. Therefore we
start with the following topological result and then improve it to a differentiable
one in Proposition 3.4. The set Sm is the unit sphere in Rm+1, that is Sm = {x ∈
R
m+1 : ‖x‖ = 1}.
Proposition 3.3. Let X be a cellular subset of Rm+1. There exists a homeo-
morphism h : Rm+1\X −→ Sm × (0,+∞) such that the second coordinate of h(x)
converges to zero when x −→ X.
Proof. Let Q be a ball in Rm+1 centered at the origin and big enough so that X
is contained in the interior of Q. By Theorem 1 in Brown (1960) there exists a
continuous map c : Q −→ Q that is onto, injective on Q\X , collapses X to a single
point p in the interior of Q and is the identity on the boundary of Q. It is easy to
construct a homeomorphism of Q onto itself that takes p to 0 and is the identity
on the boundary, so we can assume that p = 0.
The properties of c imply that c|Q\X : Q \X −→ Q \ {0} is a homeomorphism
and if x −→ X then c(x) −→ 0. Extend c|Q\X to all of R
m+1\X by letting it be
the identity outside Q. Finally,
h(x) :=
(
c(x)
‖c(x)‖
, ‖c(x)‖
)
has the required properties. 
To make h differentiable we require some smoothing results for manifolds, rather
than maps, which we take from Kirby and Siebenmann (1977). Recall that a
differential manifold is a topological manifold equipped with a differential structure,
that is an atlas of coordinate charts such that the chart changes are C∞. A map
between smooth manifolds is C∞ if its local expression in charts is C∞, and a
diffeomorphism if it is invertible with a C∞ inverse (for more detailed definitions
we refer the reader to Kirby and Siebenmann, 1977).
Proposition 3.4. Let X be a cellular subset of Rm+1, with m ≥ 5. There exists a
mapping ψ : Rm+1\X −→ (0,+∞) of class C∞ such that:
(i) ∇ψ(x) 6= 0 for every x ∈ Rm+1\X,
(ii) ψ(x) −→ 0 when x −→ X and
(iii) ψ is proper.
Proof. Consider the map h obtained in Proposition 3.3. We would like ψ to be
the second coordinate of h, but this choice would not be differentiable in gen-
eral. Thus we first have to smooth h out. Let Σ be the differentiable structure
R
m+1\X inherits from Rm+1 as an open subset, and transport it via h to ob-
tain a new differentiable structure hΣ on Sm × (0,+∞); clearly by construction
h :
(
R
m+1\X
)
Σ
−→ (Sm × (0,+∞))hΣ is a diffeomorphism. Now by Kirby and
10 ELEONORA PINTO DE MOURA, JAMES C. ROBINSON, AND J. J. SA´NCHEZ-GABITES
Siebenmann (1977, Theorem 5.1, p. 31) (and Remark 1 following that theorem)
there is a diffeomorphism g : (Sm × (0,+∞))hΣ −→ (S
m)σ × (0,+∞), where σ is
some suitable differentiable structure on Sm (we need the hypothesis m > 5 pre-
cisely for this theorem to work). By Remark 1 following Kirby and Siebenmann
(1977, Theorem 5.1, p. 31) one can require, and it will be technically convenient to
do so, that dist
(
y, g(y)
)
≤ 1 for every y ∈ Sm×(0,+∞), where dist is the maximum
of the distances in Sm and (0,+∞).
The projection onto the second factor pr2 : (S
m)σ × (0,+∞) −→ (0,+∞) is
obviously a C∞ mapping (by definition of what a product differentiable structure
is) and its differential is never zero. Then define ψ := pr2 ◦ g ◦ h, which makes the
diagram
(Rm+1\X)Σ
h
//
ψ
,,YYY
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
Y
(Sm × (0,+∞))hΣ
g
// (Sm)σ × (0,+∞)
pr2

(0,+∞)
commutative. Clearly ψ is C∞, because it is a composition of C∞ maps. Now we
have to check that ψ satisfies all the properties in the statement of the proposition:
(i) It is clear that ∇ψ(x) 6= 0, because g and h are diffeomorphisms (thus their
differentials are invertible) and pr2 satisfies ∇pr2(x) 6= 0.
(iii) It is convenient to deal with this one before (ii). Let s < t, take a se-
quence (xi)i∈N ⊆ ψ
−1([s, t]) and denote by (yi, zi) := g ◦ h(xi). By hypothesis
((yi, zi))i∈N ⊆ S
m× [s, t], which is a compact set, so the sequence ((yi, zi))i∈N must
have a convergent subsequence. The pre-image of this subsequence under the home-
omorphism g ◦h is a convergent subsequence of (xi)i∈N. This shows that ψ
−1([s, t])
is compact and ψ is proper.
(ii) Let (xi)i∈N be a sequence in R
m+1\X converging to X . We first show that
(ψ(xi))i∈N converges either to 0 or +∞. Suppose not. Then it has some subsequence
(ψ(xij ))j∈N that is contained in a compact interval and, since ψ is proper, (xij )j∈N
is contained in some compact subset of Rm+1\X . This contradicts the fact that
(xi) converges to X .
Since we required that g moves points no more than 1 unit, we have dist(g ◦
h(xi)), h(xi)) < 1. Given that we chose dist as the maximum of the distances in
S
m and (0,+∞), this implies that
dist(ψ(xi), pr2 ◦ h(xi)) = dist(pr2 ◦ g ◦ h(xi), pr2 ◦ h(xi)) < 1
as well. Since ψ(xi) converges to either 0 or +∞ and pr2 ◦ h(xi) −→ 0 as stated in
Proposition 3.3, it follows that ψ(xi) −→ 0. 
Proof of Lemma 3.2. We will construct inductively a sequence of maps ψk, each ψk
of class Ck, such that φ := ψk proves the lemma for r = k. As a first step extend
the mapping ψ given by Proposition 3.4 to all of Rm+1 by letting it assume the
value 0 on X , and call it ψ0. This ψ0 is continuous but not differentiable near X ,
and we now use an argument hinted at Gu¨nther (1995) to improve ψ0 to ψ1.
The idea is to let ψ1 := b ◦ ψ0, where b : [0,+∞) −→ [0,+∞) is some diffeo-
morphism of class C1 whose derivative near 0 is sufficiently small to overcome the
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“roughness” of ψ0 near X . Formally, for x ∈ R
m+1\X ,
∂
∂xi
(b ◦ ψ0)(x) = (b
′ ◦ ψ0)(x)
∂ψ0
∂xi
(x)
and as x −→ X (and consequently t = ψ0(x) −→ 0) we need b
′(t) to converge to 0
faster than ∂ψ0
∂xi
(x) grows. We now show how to find such a b.
For any t ∈ (0,+∞) let Ft := {x ∈ R
m+1\X : ψ0(x) = t} and
M(t) := max
x∈Ft
{∣∣∣∣∂ψ0∂x1 (x)
∣∣∣∣ , . . . ,
∣∣∣∣ ∂ψ0∂xm (x)
∣∣∣∣
}
.
Since each Ft is compact, because ψ0 is proper, M(t) is well defined. The
condition∇ψ0(x) 6= 0 for x ∈ R
m+1\X impliesM(t) > 0 for every t > 0, and clearly
by construction M
(
ψ0(x)
)
≥
∣∣∣∂ψ0∂xi (x)
∣∣∣ for each x ∈ Rm+1\X and 1 ≤ i ≤ m+ 1.
Suppose for a moment that we find a diffeomorphism b such that b′(t) ≤ t
M(t) for
every t > 0. Then we have, for any 1 ≤ i ≤ m+ 1,
∂
∂xi
(b ◦ ψ0)(x) = (b
′ ◦ ψ0)(x)
∂ψ0
∂xi
(x) ≤
ψ0(x)
M
(
ψ0(x)
) ∂ψ0
∂xi
(x) ≤ ψ0(x)
which goes to 0 as x −→ X . Hence ψ1 := b ◦ ψ0 is C
1 on Rm+1, and its gradient
on X is zero. It is still clearly regular on Rm+1\X and goes to zero as x −→ X , so
φ := ψ1 proves the lemma for r = 1.
If t
M(t) were continuous, finding b(t) would be a simple matter: just take the
primitive of t
M(t) that sends 0 to 0. With a little Morse theory it can be shown
that this is indeed the case; to avoid it we adopt a more elementary approach. We
begin with the following
Claim. M(t) is upper semicontinuous. That is, for each s ∈ R, the set {t ∈
(0,+∞) :M(t) < s} is open.
Proof. Fix t0 ∈ R and s ∈ R such that M(t0) < s. We have to prove that for t
close enough to t0 the inequality M(t) < s holds.
At each point x ∈ Ft0 one has
∣∣∣∂ψ0∂xi (x)
∣∣∣ < s for all 1 ≤ i ≤ m+ 1 so, by continuity,
there exists a neighbourhood Ux of x in R
m+1\X such that
∣∣∣∂ψ0∂xi (y)
∣∣∣ < s for all
y ∈ Ux and 1 ≤ i ≤ m+ 1. The set U :=
⋃
x∈Ft0
Ux is a neighbourhood of
Ft0 in R
m+1\X . Now clearly Ft0 =
⋂
ε>0 F[t0−ε,t0+ε], where F[t0−ε,t0+ε] := {y ∈
R
m+1\X : ψ0(y) ∈ [t0 − ε, t0 + ε]}. Again because ψ0 is proper, each F[t0−ε,t0+ε]
is compact, so there exists ε > 0 such that F[t0−ε,t0+ε] ⊆ U . But then for t ∈
[t0 − ε, t0 + ε] we have M(t0) < s, as it was to be proved. 
We can now find b. Since M(t) is upper semicontinuous so is M(t)
t
, and conse-
quently t
M(t) is lower semicontinuous. By a classical insertion theorem (Dowker,
1951, Theorem 4, p. 222) it follows that there exists a continuous mapping 0 <
c(t) < t
M(t) . Taking for b(t) the primitive of c(t) that sends 0 to 0 we are finished.
This argument can easily be adapted to provide the inductive step in the con-
struction of ψk+1 from ψk. We again let ψk+1 := b ◦ ψk for a suitable C
k+1 dif-
femorphism b : [0,+∞) −→ [0,+∞), but now there are conditions to be placed on
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the rate at which b(l)(t) −→ 0 as t −→ 0 for every 0 ≤ l ≤ k + 1. Indeed, for any
multi-index α with |α| = k + 1 we have
∂αψk+1
∂xα
= b′ ◦ ψk
∂αψk
∂xα
+ P
(
∂βψk
∂xβ
, b(l)
)
on Rm+1\X , where P is a polynomial in partial derivatives of ψk of order ≤ k and
derivatives of b of order l ≤ k + 1. Hence we now need to choose b subject to the
conditions b(l)(0) = 0 for every l ≤ k+1 and b′ ◦ψk(x)
∂αψk
∂xα
(x) −→ 0 for |α| = k+1
and x −→ X . The first one is easy to achive; for the second one just re-read the
proof from the beginning letting
M(t) := max
x∈Ft
|α|=k+1
{∣∣∣∣∂αψk∂xα (x)
∣∣∣∣
}
.

4. Proof of Theorem 1.2
In this final section we assemble the results from the previous two sections to
obtain a system of ODEs (1.3) that reproduces on LA the dynamics on A and has
a global attractor X as close to LA as required.
Proof of Theorem 1.2. Use Proposition 3.1 to replace the mapping L obtained in
Proposition 2.2 by a new one L′ : H −→ Rm+1 with the additional property that
its image is cellular. To keep notation simple we rename L′ as L and m+ 1 as m.
Use Lemma 3.2 to obtain a Cr mapping φ : Rm −→ [0,+∞) such that LA is a
global attractor for x˙ = −∇φ. Denote by Bε(LA) the ε-neighbourhood of LA in
R
m. Since φ is proper, there exists δ > 0 such that P := {x ∈ Rm : φ(x) ≤ δ} ⊆
Bε(LA). Finally, let θ : R
m −→ [0, 1] be a C∞ cut-off function such that θ ≡ 1
on LA and θ ≡ 0 outside of P . Take the mapping g obtained in Proposition 2.2
and multiply it by θ to make it zero outside of P . We shall call f := θg; clearly
x˙ = f(x) still reproduces the dynamics of A on LA.
Now consider equations (3.1) and (4.1)
x˙ = −∇φ(x)
x˙ = f(x)−∇φ(x)(4.1)
Observe that the right hand sides of (3.1) and (4.1) coincide for x 6∈ P . Therefore,
since Rm\P is negatively invariant for (3.1), it is also negatively invariant for (4.1)
and it follows that P is positively invariant for (4.1).
The sets P · [t,+∞) are compact (being closed subsets of P ) and decreasing with
increasing t. It is standard that
X :=
⋂
t≥0
P · [t,+∞)
is invariant and attracts P , i.e. given any δ > 0 there exists Tδ > 0 such that
P · [Tδ,+∞) ⊆ Bδ(X ) (see Ladyzhenskaya, 1991, Theorem 2.1). By construction,
X is contained in Bε(LA).
(1) X is a global attractor. Fix a bounded set B ⊆ Rm and let
C := sup
x∈B
φ(x) and c := inf
x∈B−P
‖∇φ‖2.
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Observe that c > 0 because∇φ only vanishes on LA, of which P is a neighbourhood.
Thus there exists T > 0 big enough so that C − cT < δ holds.
We now claim that x · [T,+∞) ⊆ P for any x ∈ B. Since P is positively
invariant it clearly suffices to show that x · t ∈ P for some t ∈ [0, T ]. We reason by
contradiction, so assume that x · [0, T ] ⊆ Rm\P . By the mean value theorem
φ(x · T ) = φ(x) +
d
ds
φ(x · s)
∣∣∣∣
s=ξ
T
for some ξ ∈ [0, T ]. Now
d
ds
φ(x · s)
∣∣∣∣
s=ξ
= 〈∇φ(x · ξ), x˙(ξ)〉 = −‖∇φ(x · ξ)‖2 ≤ −c,
where we have used the fact that x˙(ξ) = −∇φ(x ·ξ) because x ·ξ 6∈ P by assumption
and ‖∇φ(x · ξ)‖2 ≤ −c by the same token. With the above equation and the fact
that φ(x) ≤ C because x ∈ P ,
φ(x · T ) ≤ C − cT < δ
which is a contradiction since then x · T ∈ P by definition.
Thus we see that B ·[T,+∞) ⊆ P . Since given any δ > 0 there exists Tδ > 0 such
that P · [Tδ,+∞) ⊆ Bδ(X ), it follows that B · [T +Tδ,+∞) ⊆ P · [Tδ,+∞) ⊆ Bδ(X ).
Thus for t ≥ T +Tδ one has dist(B · t,X ) < δ. This implies that dist(B · t,X ) −→ 0
as t −→ +∞.
(2) X contains LA. Since ∇φ vanishes on LA and θ ≡ 1 on it, (4.1) reduces
to x˙ = g(x) when x ∈ LA. Thus LA is invariant for (4.1) and it is an immediate
consequence of the fact that LA ⊆ P and the expression for X that LA ⊆ X
(alternatively, since X is the maximal compact invariant set in Rm, clearly LA ⊆
X ). 
5. Conclusion
In this paper, we showed that if the compact A ⊂ H is the global attractor
associated with a dissipative evolution equation in H such that the vector field
G is Lipschitz continuous on A and dimA(A − A) = d, then there is an ordinary
differential equation in Rm+1, withm > d, that has unique solutions and reproduces
the dynamics on A. Moreover, we proved that the dynamical system generated by
this new ordinary differential equation has a global attractor X arbitrarily close to
LA, where L is a bounded linear map from H into Rm+1 that is injective on A.
Nevertheless, the existence of a system of ordinary differential equation whose
asymptotic behavior reproduces the dynamics onA and has LA as a global attractor
remains an interesting open problem. In addition, the assumption that the vector
field G is Lipschitz continuous on the global attractor A is quite strong and it would
be interesting to weaken it.
Finally, the results presented in this paper highlight the importance of finding
a general method to bound the Assouad dimension of the set A−A, where A is a
global attractor associated with a partial differential equation in H . However Eden
et al. (1994, Lemma 2.1) showed that, for a large class of dissipative equations for
which the squeezing property holds, there exists a constant K > 0, such that the
set S(T )[A ∩ B(x, r)] can be covered by K balls of radius θr, for some T > 0.
Hence, given its similarity with the doubling property mentioned earlier, it might
be possible to use the above result to bound dimA(A).
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