Abstract. We consider the Consensus problem against arbitrary oblivious message adversaries. A message adversary models a communication network whose topology evolves from round to round. We make no assumptions about the possible topologies. A message adversary is oblivi-10 ous if the set of possible topologies is the same at every round. We give the first complete necessary and sufficient condition for message adversaries that admits a Consensus algorithm. For the necessary part we present a specialized bivalency proof. For the sufficiency part, we present a new algorithm that is based upon reconstructing a partial, but 15 significant, view of the actual communications that occurred during the evolution of the network. This reconstruction might be of independent interest.
Introduction

Dynamic Networks and Message Adversaries
Designing algorithms for static networks is an area that has been studied with numerous approaches (distributed/centralized, online/offline, ...). This is one of the main themes of distributed computing. Designing algorithms for dynamic 25 networks, where the network structure can be modified during the computation is less understood. Numerous research projects exist about systems where the origin of the dynamicity is from faults (consequences being deleting or adding nodes or edges to the network). Indeed, fault-tolerance is probably one of the main endeavors in distributed computing. However, faults are in general of lim-anomalies but are an integral part of the system at hand. Such highly dynamic systems do exist, they are actually quite common, and they are becoming pervasive.
We consider communication networks in which the topology can evolve from round to round. A specific link can dynamically disappear and then appear again 5 after an unpredictable number of rounds, and it can continue to alternate between being present and absent in an unpredictable way. This variablity can also be interpreted as intermittent omission faults. This synchronous presentation of the communications has also been shown to be good for layered analysis [MR02] . This model is more general than other models, such as component failure models, 10 whose evolutions, once they appear somewhere, are located there permanently. Interestingly, we will show, using the notion of communication events, that this model is also closely related to a failure model that was introduced in [SW89] , and was called the mobile faults or dynamic faults model. A similar notion has been presented in [AG13] , where the terminology "message adversary" is intro-
15
duced.
An important property of the systems we are studying here is that the set of possible simultaneous communications is the same for each round. In some sense, the system has no "memory" of the previous evolutions. The adversary, that changes the topology of communications, is oblivious. Real systems often 20 exhibit such memory-less, or oblivious, behaviour. Moreover, we do not restrict ourselves to networks with complete connectivity as is usually done. In this paper we consider the most general case of such systems, i.e., systems in which the set of possible simultaneous communications is arbitrary. This allows the modelling of any system in which communications can happen intermittently, in 25 any arbitrary pattern, including systems in which the communications are not symmetric.
We investigate the Consensus problem in these networks. While it has long been known that solvability of the Broadcast problem implies solvability of the Consensus problem, we show here the precise relationship between those two 30 problems. In [GP11] , an impossibility proof for Consensus was presented in the context of omission faults. In [CG13] , we showed that the necessary condition for solvability of Consensus of [GP11] was actually sufficient by presenting a new Consensus algorithm in the context of dynamic networks. In this paper, we give a common framework for these two results in the message adversary model, and 35 we obtain Theorem 4.10 that is the first complete characterization of solvability of Consensus against arbitrary oblivious message adversaries.
The Consensus Problem. The Consensus problem is a very well studied problem in the area of Distributed Algorithms. It is defined as follows. Each node of the network starts with an initial value, and all nodes of the network 40 have to agree on a common value, which is one of the initial values. Many versions of the problem concern the design of algorithms for systems that are unreliable.
The Broadcast Problem. Two of the most widely studied patterns of information propagation in communication networks are broadcasting and gossiping. A broadcast is the distribution of an initial value from one node of a network to every other node of the network. A gossip is a simultaneous broadcast from every node of the network. The Broadcast problem that we study in this paper is to find a node from which a broadcast can be successfully completed.
5
There are close relationships between broadcasting and gossiping, and the Consensus problem. Indeed, the Consensus problem can be solved by first gossiping and then applying a deterministic function at each node to the set of initial values. But a gossip is not actually necessary. If there exists a distinguished node v 0 in the network, then a Consensus algorithm can be easily derived from an 10 algorithm that broadcasts from v 0 . However the Broadcast problem and the Consensus problem are not equivalent, as will be made clear in Section 3.2.
Arbitrary Patterns of Dynamicity
In this paper, we study arbitrary message adversaries, that is arbitrary patterns of intermittent communications. There exist two main patterns of dynamicity 15 that have been studied. First, there is the case when there is a possibly infinite number of missing links and this number is only bounded by some integer f in a round. This is the model of [SW07] (where it originated from faults). In this setting, it is possible that the Consensus problem does not admit a solution. So the question is whether there is a Consensus Algorithm for this f , and if there 20 exist solutions, what is the minimum number of rounds needed.
It is also possible that the number of missing communications is actually finite, and in this setting Consensus is obviously solvable (for example using a flooding algorithm) and the question is what are the best time and space complexities for a solution.
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Our Contribution. In this paper, we investigate oblivious message adversaries, that is communication networks where the topology evolves arbitrarily from round to round and nodes do not know their neighbours at a given instant [AG13] . The topology of the network at a given instant is called a communication event. We give a necessary and sufficient condition for oblivious message 30 adversaries for which Consensus is solvable.
Having the full characterization is important from a theoretical point of view, but this is also very interesting as both sides illustrate the problem at hand. Furthermore, we have here a constructive presentation of our tools, especially about the relation β (to be formally defined later) with Proposition 6.2.
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A node from which it is possible to broadcast if the system is restricted to a given communication event is called a source for the communication event. We define an equivalence relation β on the communication events that is based on the collective local observations of the events by the sources. The characterization is as follows: it is possible to solve Consensus if and only if for all β-classes C,
40
there is a node that can broadcast when only events from C can occur. It is very simple to characterize Broadcastability (see Theorem 4.6), so we get very simple and efficient conditions about solving Consensus.
The presentation is done here in the context of oblivious message adversaries. But the communication event model also applies to systems without omissions faults, i.e. dynamic networks where the actual presence of a link is not known. Note that it is possible to extend the results to dynamic networks where the 5 nodes can sense the presence of the links by changing the definitions to also take into account outgoing arcs.
Related Work. Our model of intermittent communications can be considered to be a very general model of communication networks. In this paper, it is presented as a "message adversary", that is a adversary that can selectively 10 omit some messages that are sent. Alternatively, it can be interpreted as dynamic networks where the sending primitive is a broadcast to neighbours as introduced in [KLO10] . In [KLO10, KMO11] , the network has a T −interval connectivity which is a stronger requirement than in our study since it implies that all nodes are sources for every communication event; it means that Consensus is obviously 15 solvable and therefore a variant of Consensus, the Coordinated Consensus is studied in [KMO11] . A survey of dynamic networks with general behaviour has been done in [CFQS12] .
The Consensus problem has been widely studied in the context of shared memory systems and message passing systems in which any node can communi-20 cate with any other node. Surprisingly, there have been few studies in the context of communication networks, where the communication graph is not a complete graph. In one of the first such studies [SW07] (after [SW89] ), the Consensus and related Agreement problems are investigated for networks in which there are at most f omissions during any given round. It is proved that it is impossible to 25 solve Consensus if f is at least the minimum degree of the graph. A Consensus algorithm is presented for the case where f is strictly smaller than the connectivity of the network. In [GP11] , these results are generalized, showing that exact limits for Consensus can be derived from exact limits for Broadcast. In particular when the number of omissions is bounded (in any way) the Consensus 30 problem is exactly the Broadcast problem. In [SWK09] , Schmid et al investigate Consensus for communication networks with locally bounded numbers of faulty links. Following this work, in [BRS12] , some necessary conditions and some sufficient conditions are given for solving Consensus in dynamic networks with unidirectional links.
35
In [CBS09], Charron-Bost and Schiper present a model that can describe benign faults. This model is called the "Heard-Of" model. It is a round-based model for an omission-prone environment in which the set of possible communication events is not necessarily the same for each round.
In [AG13] , Afek and Gafni coin the term "message adversaries". They de-scribe synchronous message passing systems that are equivalent to the ones presented here; the only difference is that we do not require the adversary to be symmetric, here any graph induced by a permutation on the nodes is not al-ways a possible communication event. In [RS13] , Raynal and Steiner use these message adversaries to present communication patterns that are equivalent to some asynchronous shared memory system with failure detectors. Some of the presented patterns are oblivious, some are not.
Overview
The paper is organized as follows. The model of message adversaries is pre-5 sented in Section 2. The two fundamental problems Consensus and Broadcast are presented in Section 3. In Section 4.1, the computability of Broadcast is fully described. In Section 4.2, our main theorem is given. Then in Section 5 the proof of the necessary condition of Theorem 4.10 is given. In Section 6, we prove the reciprocal by presenting our new Consensus algorithm and proving its 10 correctness.
Definitions and Notation
We model a communication network by a digraph G = (V, E) which does not have to be symmetric. We always assume that nodes have unique identities. This digraph G will be fixed throughout this paper. This is the underlying graph. 
Oblivious Message Adversaries
In this section, we introduce our model and the associated notation. Communication in our model is reliable, and is performed in rounds, but with changing topology from round to round. Communication with a given topology is described by a spanning subgraph G of G. Intuitively, if an (unidirectional) link 20 is missing from G, then the arc is not present in G. The precise semantics are defined more formally in Section 2.4. We define the set Σ = {(V, E ) | E ⊆ E}. This set represents all possible simultaneous communications given the underlying graph G. For ease of notation, we will always identify a spanning subgraph in Σ with its set of arcs. A natural way to describe an arbitrary communication scenario is to consider Σ to be an alphabet, with communication events as letters of the alphabet, and 30 scenarios as infinite words. We will use standard concatenation notation when describing sequences. If σ and σ are two sequences, with σ a finite sequence, then σσ is the sequence that starts with the ordered sequence of events σ followed by the ordered sequence of events σ . Given an event H, and k ∈ N, H k is the finite sequence consisting of k consecutive H. We use ε to denote the empty sequence.
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Finally, we recall some standard definitions for infinite words and languages over an alphabet Σ [PP04] . Given w = (a 1 , a 2 , . . .) ∈ Σ ω , a subword of w is a (possibly infinite) sub-sequence (a τ (1) , a τ (2) , . . .), where τ is a strictly increasing function. A word u ∈ Σ * is a prefix of w ∈ Σ * (resp. w ∈ Σ ω ) if there exists v ∈ Σ * (resp. v ∈ Σ ω ) such that w = uv (resp. w = uv ). Given w ∈ Σ ω and r ∈ N, w| r is the finite prefix of w of length r.
Since we describe an oblivious message adversary using D ω , we will identify 10 the adversary and D. Given this set D, it is possible to describe exactly all the possible evolutions for the oblivious message adversary. Given D we denote by ρ(D) the set of infinite sequences of elements of D. The set of finite sequences is denoted by ρ f (D). We have, with our notation,
Examples of Oblivious Message Adversaries
We present examples for systems with two processes but they can be easily extended to any arbitrary graph. system in which at most one message can be successfully transmitted in any round, since the network is possibly alternating around a unidirectional link.
Examples of Non-Oblivious Message Adversaries
The examples below are examples of more general message adversaries, that are not oblivious.
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Example 2.6. Consider a system in which at most one of the processes can crash. From the communications point of view, this is equivalent to a system in which it is possible that no messages are transmitted by one of the processes after some arbitrary round. The associated language is the following:
Example 2.7. A communication system is fair if given an infinity of sent messages, an infinity is also received. The associated language is
Execution of a Distributed Algorithm
Given a oblivious message adversary D, we define what is an execution of a given algorithm A with a given initial configuration ι. Every process can execute the following communication primitives [KLO10, KMO11] :
5
-send(msg) to send the same message msg to all out-neighbours, -recv() to get the messages from all in-neighbours. An execution, or run, of algorithm A subject to scenario σ ∈ ρ(D) is the following. Consider process u and one of its out-neighbours v in G. During round r ∈ N, a message msg is sent from u to all its neighbours according to the 10 instructions in algorithm A. The node v will receive the corresponding message msg only if H, the r-th element of σ, is such that (u, v) ∈ H. All messages sent in a round can only be received in the same round. After sending and receiving messages, all processes update their states according to A and the messages they received. Given that all nodes have unique identities, when a message is received,
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it is known from which neighbour it is received. A configuration corresponds to the set of local states at the end of a given round.
Given w ∈ ρ f (D), and an initial configuration ι, let s x ι (w) denote the state of process x at the end of the |w|-th round of algorithm A subject to scenario w, with initial configuration ι. The initial state of x is therefore ι(x) = s x ι (ε).
20
When ι is clear from the context, we might omit it and simply write s x (w). An execution of A subject to scenario σ ∈ ρ(D) is the (possibly infinite) sequence of such message exchanges and corresponding configurations.
Definition 2.8. An algorithm A solves a problem P subject to D if, for any scenario σ ∈ ρ(D), and any initial configuration ι, there exists a finite prefix w 25 of σ such that the state s x ι (w) of each process x ∈ V satisfies the specifications of P for initial configuration ι. In such a case, P is said to be solvable on D.
The Problems
The Binary Consensus Problem
A set of synchronous processes wishes to agree about a binary value. This prob-30 lem was first identified and formalized by Pease, Shostak and Lamport [PSL80] . Given a set of processes, a consensus protocol must satisfy the following properties for any combination of initial values [Lyn96] :
-Termination: every process decides some value; -Validity: if all processes initially propose the same value v, then every process 35 decides v; -Agreement: if a process decides v, then every process decides v.
Consensus with these termination and decision requirements is more precisely referred to as Uniform Consensus (see [Ray02] for a discussion). Given a network environment, the natural questions are: is Consensus solvable, and if it is solvable,
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what is the minimum number of rounds to solve it? In this paper, we describe exactly for which oblivious message adversaries, i.e. for which D, Consensus is solvable.
The Broadcast Problem
The
Indeed, the following is a Consensus algorithm. Each node sends its initial value. If a value is received, then this value is decided. Otherwise, the initial value is decided. In some sense, in this system, when a node does not receive a value, it 20 knows that its own value has been received. From this remark, it shall be noted that, in general message adversaries, the Consensus and Broadcast problems are not equivalent.
Broadcastability
Characterizations of Broadcastability with Arbitrary Oblivious
25
Message Adversaries
We start with a basic definition and a lemma.
Definition 4.1. Given a oblivious message adversary D, consider a digraph G in D and a node u ∈ V . A node v ∈ V is reachable from u in G if there is a directed path from u to v in G. Node u is a source for G if every v ∈ V is 30 reachable from u in G. The set of sources of G is denoted S(G).
In a flooding algorithm, one node repeatedly sends a message to its neighbours, and each other node repeatedly forwards any message that it receives to its neighbours. The following useful lemma (from folklore) about synchronous flooding algorithms is easily extended to the message adversary context. Let F r u 35 denote a flooding algorithm that is originated by u ∈ V and that halts after r synchronous rounds. We have the following obvious but fundamental lemma. We say that a node is informed if it has received the value from the originator of a broadcast.
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Lemma 4.4. Let u ∈ V, r ∈ N, and let Inform(w) be the set of nodes informed by F r u under the partial execution subject to w ∈ Σ * . Then for any subword w of w, Inform(w ) ⊆ Inform(w). In particular, if one subgraph has no source then the message adversary is source-incompatible. Proof. In the first direction, suppose that we have a broadcast algorithm from 15 a given u. Then an execution subject to G ω is successful for any G ∈ D, so u is a source for G.
In the other direction, choose the flooding algorithm F 
Towards a Converse Reduction
We consider a given oblivious message adversary D. We define now a relation on indistinguishability. Given an equivalence relation γ on D, we denote by [G] Let G be a digraph. Given a subset X of vertices, we denote In
Definition 4.7. Given three directed graphs G, H, K ∈ D,we say that
Gα K H. The relation α * is the transitive closure of α.
The relation α K describes how some communication events are indistinguishable to all the nodes of S(K). The relation α * is the transitive closure of such indistinguishability.
Definition 4.8. We define β to be the coarsest equivalence relation included in 35 α * such that for all graphs G, H: (Closure Property) GβH =⇒ ∃H 0 , . . . , H q and K 1 , . . . , K q such that
The relation β is well defined as the equality relation satisfies such a closure property. And for any two relations R 1 and R 2 that satisfy the property, we have 5 that the transitive closure of R 1 ∪ R 2 satisfies the Closure property. It can also be constructed incrementally (see section 6.1). The relation β is expressing, as will be shown later, the maximal indistinguishability for events from D. A key point is that, in β, indistinguishability is within the equivalence classes, contrary to α * where property (ii) of the closure property is not satisfied.
Example 4.9. In O 1 from Example 2.4, there is only one equivalence class. Let's see why. First, the sets of sources to consider are:
Therefore, there is only one α * -class and all communication events are β−equivalent.
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In Example 2.5, α * , therefore β, has two singleton equivalence classes. Every node can compute immediately which communication event happened.
Finally, we can state the main theorem: 
Proof of Necessary Condition
The proof of the necessary condition uses an approach that is similar to the adjacency and continuity techniques of [SW07] . We show that even restricting the graphs on which the properties apply, it is still possible to derive the impossibility of Consensus. In some sense, we describe the minimal set of subgraphs to which 25 these properties need to apply. These restrictions and related proofs were first used in [GP11] for omissions faults.
Events without Sources
First we consider the cases in which there are events without sources. This is a classical result about causality and solvability of consensus.
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Proposition 5.1. If there is a G ∈ D that has no source, then Consensus is not solvable subject to D.
Proof. If G has no source, then there exist two non-overlapping, non-empty subsets of nodes U 0 and U 1 such that there are no paths in G from V (D)\U i to U i , i = 0, 1.
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We consider the following three initial configurations: 1. I 0 : initial value is 0 at every node, 2. I 1 : initial value is 1 at every node, 3. I: initial value is 0 if and only if the node belongs to U 0 .
Under scenario G ω , I is not distinguishable from I 0 (resp. I 1 ) for U 0 (resp. U 1 ). So subject to G ω , the algorithm decides 0 in U 0 and 1 in U 1 , and this contradicts the Agreement property.
5
We now assume there is at least one source for any event. The end of the proof uses an approach that is similar to the adjacency and continuity techniques of [SW07] . We will first prove these two properties.
Adjacency Properties
Lemma 5.2. Let G be an event in D, and let (s, t) ∈ G. If t ∈ S(G) then 10 s ∈ S(G).
Proof. Since (s, t) is in G, it is possible to reach t from s in G. Since t, as a source, can reach all nodes of G, we have that s can also reach all nodes of G. Then for all k ∈ N and all p ∈ S(G), s
Proof. The proof relies upon Lemma 5.2 which implies that processes from S(G) can only receive information from S(G) under scenario G k , for any k ∈ N. Proof. By definition of the relation α K , processes in S(K) cannot distinguish G from H meaning they are receiving the exact same messages from exactly the same nodes in both scenarios wG and wH. Hence they end in the same states.
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Proposition 5.5 (Continuity). Let G, H ∈ D such that GβH. Let ι be an initial configuration. Then for every w ∈ ρ(D), there exist H 1 , . . . , H q in the β-class of G and H, and K 0 , . . . , K q in this same β-class, such that for every 0 ≤ i ≤ q and every p ∈ S(K i ), s 
End of Proof of Necessary Part of Theorem 4.10.
Given a run of a Consensus algorithm, we associate the configuration with the sequence of events. An extension of a finite scenario w in ρ f (D) is a scenario w such that w is a prefix of w .
5
We will use a standard bivalency technique. We suppose that we have an algorithm that solves Consensus. A configuration is said to be 0−valent (resp. 1−valent) if all extensions decide 0 (resp. 1). A configuration is said to be bivalent on D if there exists an extension in ρ(D) that decides 0 and another one that decides 1.
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Lemma 5.6 (Restricted Initial Bivalent Configuration). Let C be a β-class. If C is source-incompatible, then there exists an initial configuration and a graph G ∈ D such that this initial configuration is bivalent on ρ(C).
Proof. Suppose that C = {H 1 , . . . , H q }. We denote by v 1 , . . . , v q respective sources for these events, i.e., for all i, v i ∈ S(H i ).
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Consider ι k in which all nodes v i have initial value 1 if i ≤ k and value 0 otherwise. The configuration ι 0 (resp. ι q ) is the initial configuration where all initial values are 0 (resp. 1).
Suppose there is no bivalent initial configuration. By the Integrity Property, ι 0 (resp. ι q ) is 0−valent (resp. 1−valent). Therefore, there exists 0 < k ≤ q 0 such 20 that ι k−1 is 0−valent and ι k is 1−valent.
As C is a source-incompatible set, this means that there exists j = k such that v k is not able to broadcast in H j . In particular, from Lemma 5.2, v k cannot reach v j in H j . We consider the scenarios with only H j that start from initial configurations ι k−1 and ι k . The configurations will be indistinguishable from the 25 point of view of v j as the only difference is in v k .
Indeed, since ι k−1 (v j ) = ι k (v j ), from Prop. 5.3, we get s
, for all p ∈ N. Therefore, v j should decide the same value in both executions. A contradiction.
Lemma 5.7 (Restricted Extension). Let C be a β-class. Every bivalent con-30 figuration in ρ(C) has a succeeding bivalent configuration in ρ(C).
Proof. Consider a bivalent configuration obtained after a partial execution subject to w ∈ ρ f (C). By way of contradiction, suppose that all succeeding configurations in ρ(C) are univalent. Then there exist succeeding configurations wH and wH that are respectively 0−valent and 1−valent, as w is bivalent.
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By Proposition 5.5, there exist H 1 , . . . , H q in C and A 0 , . . . , A q ∈ C, where H 0 = H and H q+1 = H , such that s p (wH i ) = s p (wH i+1 ) for every 0 ≤ i ≤ q and every p ∈ S(A i ). By hypothesis, all succeeding configurations wH i are univalent. As Hα S(A0) H 1 , we get that processes in S(A 0 ) are in the same state after H and after H 1 . Hence, by Proposition 5.3, they are also in the same state after 40 HA k 0 and after
0 is in ρ(C) so processes in S(A 0 ) should decide the same value and wH 1 is 0−valent. We can repeat this for any 1 ≤ i ≤ q. Hence wH is also 0−valent, a contradiction.
We can now finish the proof with the standard bivalency arguments. Suppose that we have a source-incompatible set in a given β-class C. Also suppose that there exists a Consensus algorithm for D. By Lemma 5.6, there exists an initial configuration that is bivalent in ρ(C). From Lemma 5.7, we deduce that the 5 algorithm does not satisfy the Termination property for Consensus on some execution subject to ρ(C) ⊂ ρ(D), which is a contradiction. Using Proposition 5.1 and Theorem 4.6, we conclude the proof of the necessary part of Theorem 4.10.
An Algorithm for Solving Consensus
Notation and First Properties
10
We show here that when all the β-classes are broadcastable, then there is an algorithm that solves Consensus. Algorithm 1, in Section 6.2, is presented as a full information protocol. Every node receives the value of the states of all of its neighbours, appends this to its local state and then re-transmits its entire state to all neighbours. This generates messages of exponential size. As it is long known, 15 see e.g. [FHMV95, Chap 6, Section 6.6.2], it is possible to encode everything in messages of polynomial size. However we keep the full information protocol presentation for simplicity, as we are mainly interested here in the computability aspect of the problem.
The specific aspect of a full information protocol are given by the description 20 of the halting criterion and the computation of the decided value. The algorithm uses the following technique. The number of rounds is known a priori by a (huge) upper bound on the number of necessary rounds. To each β-class C, we associate s C , one of the common sources for this class. To get the decided value, we will compute (select) a common β-class C on all nodes and use the initial value of s C 25 as the decision value. Hence, the crucial part is to compute the β-classes of the events that occurred during the computation and select the first one that occurs sufficiently often (to be formally specified later). The reader should be aware that it is not always possible to compute (even with some delay) the β-classes of all of the previous 30 events. However, as it will be shown, it is possible to do it for the α * -classes. From these α * -classes, we will construct a refinement in such a way that some relevant β-classes can actually be computed and in such a way that it is possible to select the same β-class on each node.
We define the following equivalence relations β i by refinement, starting with
Definition 6.1. Let i ≥ 0, and G, H ∈ D. We say that Gβ i+1 H if Gβ i H and ∃G 0 , . . . , G s ∈ [G] βi , and ∃K 1 , . . . , K s ∈ [G] βi such that:
These relations are obviously transitive and define equivalence classes. Because the relations β i are defined by refining the previous level relation, a β i+1 -class is always included in some β i -class. Looking at the structure that is induced from the set-inclusion relation, we get a sub-lattice of the partition lattice where 5 the α * -classes are at the top and the β-classes are at the bottom. We present now the following lemmas to explain the structure of this "lattice of indistinguishability". This will be used to compute which received initial value should be decided.
First, we show that these relations are also an equivalent way to define the 10 β relation.
Lemma 6.2. There exists p such that β p = β.
Proof. The number of possible refinements is finite (the number of events is indeed finite). Therefore there is p ∈ N such that β p = β p+1 . So the relation β p satisfies the Closure Property of Definition 4.8 and it is maximal. Hence it is 15 exactly the relation β.
Given two sets of arcs F and G, we define the partial order relation by
Given a set F of arcs, we define Comp(F ) = {G ∈ D | F G}. If F is a set of balls of radius 1, this can be interpreted as the set of events 20 that are "compatible" with F . And now given two digraphs G and K, we set Comp K (G) = Comp(In S(K) (G)). It is the set of events that are "compatible" with event G, when this event is seen from the sources of K. Or equivalently, it is the set of events that are indistinguishable from G for the set of sources of K.
Proof. Consider H ∈ Comp(In S(K) (G)). From Lemma 6.3, we have exactly Gα K H. Since Gβ i K, we get Gβ i+1 H by definition of β i+1 .
From Lemma 6.2, we also get the special case with i = p. 
A Generic Consensus Algorithm
The idea of the algorithm presented in Algorithm 1 is the following. During the execution, starting from α * = β 0 , we will select some β i -classes recursively. When a β i -class C i has been selected by the algorithm, we select a β i+1 -class 5 C i+1 that is included in C i . The selection is based on the number of occurrences of events belonging to the classes. By waiting long enough, it is possible to compute the β i -class of some of the events. The Consensus Algorithm with some integer parameters is the Algorithm 1. The selection function SelectClass is described in Algorithm 2. We introduce the following notation. If Var is a 10 variable of the algorithm then Var u r is the value of this variable at node u and round r. Given a full information history Hist at round r and an integer j ≤ r, it is possible to retrieve from Hist a set of arcs (i.e., messages) that were transmitted in round j ≤ r. We denote View[j] = {(v , v) ∈ V × V | v received a non null message from v at round j in Hist,}.
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We can now present the selection function SelectClass. Some integers k 0 , . . . , k p are chosen. By convention, the minimum of the empty set is +∞. The idea is to select recursively a β i+1 -class by always choosing the class refined from the previously selected β i -class to be the first to appear (as computed ) k i+1 times.
We will show that it is possible to choose correct values for k 0 , . . . , k p , such 20 that the computed values for the β i classes will always correspond to the relevant occurrences of the actual ones. 
Proof of Correctness of the Algorithm
We recall that p is the maximal level for the refinement of α * from Lemma 6.2. We define D = 2 × |D| × |V |, where |V | is the number of vertices of G and |D| the number of possible events.
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We now show that when setting k p = |V | and k i = |D| × k i+1 + D, and r max = |D| × k 0 + D, we get the Agreement Condition.
Consider a run with the sequence of events G 1 G 2 · · · G rmax . Note that View [j] does not always give exactly the event that occurred at round j but we have the following important lemma, that shows that when computed, Class corresponds 10 to the actual classes.
Lemma 6.7. For all u ∈ V , ∀r, ∀i, ∀j < r, if Class
Proof. Using the full information protocol, we have obviously View In the following lemma, we prove that D is a sufficient offset for the computations of β i+1 -classes from the β i -classes.
Lemma 6.8. Consider a β i -class C. Let r ∈ N, and let k = Card({ ≤ r | 20 G ∈ C}). Suppose k > D. Consider the sub-sequence τ 1 . . . , τ k ∈ N of indices (τ j < τ j+1 for all 1 ≤ j < k) such that G τj ∈ C for all 1 ≤ j ≤ k. For all u ∈ V , all 1 ≤ j ≤ k − D, Class The same technique shows that everybody can compute the α * -classes of the first r − D rounds.
Proposition 6.9. The following properties hold at the end of a run of Algorithm 1: 6.9.i ∀u, Selected u [0] is well defined, 6.9.ii ∃ a α * -class C 0 such that ∀u, Selected u [0] = C 0 , 6.9.iii C 0 has occurred at least k 0 times.
Proof. From Lemmas 6.7 and 6.8 and the definition of r max , we have that every node can compute the α * -class of the first k 0 × |D| rounds. Since the number of 10 classes is at most the number of elements |D|, by the pigeonhole principle, there will be at least one class that occurs at least k 0 times. So Selected u [0] will be defined for all nodes u.
As the computed α * -classes correspond to the actual ones by Lemma 6.7, the computed values are the same on every node, and Selected u [0] will be the same 15 class for every node.
We extend this result to all levels.
Proposition 6.10. For i ≤ p, there exists a β i -class C i such that for all u,
Proof. The proof is done by induction. The case i = 0 is Proposition 6.9 above.
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Suppose the assertion is true for i. Now we consider the class C i . From the selection criterion, there is a round r where this class has occurred k i times. Consider the round r where C i has occurred only k i − D times.
From Lemma 6.8, we have that every node can compute the β i+1 -class of the first k i+1 × |D| C i -round. Again, by the pigeonhole principle Selected u [i + 1] will 25 be defined for all nodes u. As the computed β i+1 -classes are the same, it will be the same selected class for every node. The assertion for i + 1 has been proved.
Proposition 6.11. Algorithm 1 with constant r max and k 1 , . . . , k p as defined solves the Consensus problem on the oblivious message adversary D.
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Proof. Given the full information protocol is a for loop, Termination condition is obvious. From the selection criterion and Prop. 6.10, C p = Selected u [p] is well defined for all nodes u at time r max and C p appears at least k p = |V | times. Therefore node s Cp have been able to broadcast its initial value to every node. Hence the decision value is defined and identical on every node. The Agreement
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Condition is satisfied. Since the decided value is always the initial value of some node, the Integrity Condition is also obviously satisfied by the algorithm.
The reader should note that it is possible to change the full information protocol from a for to a while loop by deciding when SelectClass outputs a value. Finally, we emphasize that the k i bounds are not optimal but were chosen 40 to give a simple proof. It is an open question to get optimal bounds or more generally, to get an optimal Consensus algorithm.
