Invasive alien species are among the most important, least controlled, and least reversible of human impacts on the world's ecosystems, with negative consequences affecting biodiversity and socioeconomic systems. Species distribution models have become a fundamental tool in assessing the potential spread of invasive species in face of their native counterparts. In this study we compared two different modeling techniques: (i) fixed effects models accounting for the effect of ecogeographical variables (EGVs); and (ii) mixed effects models including also a Gaussian random field (GRF) to model spatial correlation (Matérn covariance function). To estimate the potential distribution of Pittosporum undulatum and Morella faya (respectively, invasive and native trees), we used geo-referenced data of their distribution in Pico and São Miguel islands (Azores) and topographic, climatic and land use EGVs. Fixed effects models run with maximum likelihood or the INLA (Integrated Nested Laplace Approximation) approach provided very similar results, even when reducing the size of the presences data set. The addition of the GRF increased model adjustment (lower Deviance Information Criterion), particularly for the less abundant tree, M. faya. However, the random field parameters were clearly affected by sample size and species distribution pattern. A high degree of spatial autocorrelation was found and should be taken into account when modeling species distribution.
Introduction
Invasive species are among the most important, least controlled, and least reversible of human impacts on the world's ecosystems, with negative consequences, affecting their sustainability, biodiversity, biogeochemistry and social/economic systems [1] [2] [3] [4] . This invasive presence is known to influence the structure and function of invaded ecological communities and is recognized as a major component of global environmental change, constraining sustainable management and/or conservation goals [1, [5] [6] [7] . Moreover, biological invasions represent 40% of the economic losses in agricultural, grassland and forest ecosystems [8] [9] [10] .
A main challenge in ecology is identifying and classifying determinants of invasiveness that provide suitable species habitats, such as, environmental variables and biotic interactions [11] [12] [13] .
Oceanic islands have long been considered to be particularly vulnerable to biotic invasions, and much research has focused on invasive plants [14] . The vulnerability can be explained for two main
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Study Area
The Azores is an archipelago in the Atlantic Ocean composed of nine volcanic islands. The islands are dispersed along a general WNW-ESE trend crossing the Mid-Atlantic Ridge in the area where Eurasian, African and North American lithospheric plates meet [70] . The islands are located in the North Atlantic Ocean about west of Portugal mainland, between latitudes 36 • 2 and about 780 km of coastline [71, 72] . The climate is temperate oceanic with a mean annual temperature of 17 • C at sea level; Relative humidity is high and rainfall ranges from 1500 to more than 3000 mm/m 2 per year, increasing with altitude and from east to west [73, 74] . Maximum altitude of the islands ranges from 402 m to 2351 m, with several islands reaching more than 1000 m [75] .
All the Azorean islands were uninhabited by humans until the late 15th century, although recent paleoecological studies suggest an earlier settlement [76] . Since then, the vegetation cover of the islands suffered pronounced changes with the onset of human settlements [77] . Clearing of native forests, that was intense shortly after colonization, land use changes, and the introduction of invasive plants caused major vegetation changes [78] [79] [80] .
Pico Island is the youngest island of the Azores archipelago, with a land surface of 449 km 2 and less than 300,000 years, originated by subaerial volcanic activity and is located between the coordinates 38 • 30 North and 28 • 20 West [81, 82] . It is noted for its eponymous volcano, Ponta do Pico, which is the highest mountain in Portugal with 2351 m [83] .
São Miguel Island is the largest (747 km 2 ) and the most populous of the Azores, located at 37 • 50 North and 25 • 30 West [84] . The island is characterized by a large variety of volcanic structures, including three active trachytic composite volcanoes with caldera (i.e., Sete Cidades, Fogo and Furnas; [85] ). The highest elevation of the island (Pico da Vara, 1103 m) is localized between Povoação and Nordeste.
Study Species
We selected Pittosporum undulatum Ventenat (Pittosporaceae), the most common invasive tree, and Morella faya (Aiton) Wilbur (Myricaceae) one of the most common native trees [67] .
Sweet pittosporum [86] is a long lived evergreen tree native to forests in southeastern Australia that grows up to 15 m [87] [88] [89] . It is invasive outside its native range in Australia, in the Portuguese mainland, in the Azores, North America, Southern Africa and in many oceanic islands [88] [89] [90] [91] [92] . For more information see the reviews by Hortal et al. [67] and Lourenço et al. [92] .
Morella faya is an evergreen shrub or small tree, found on all the Azores islands, and considered as a frequent member of the coastal and middle altitude natural forests [79, [93] [94] [95] [96] . Nevertheless, it can also be found at up to 600 m of altitude and even as high as 1000 m in Pico Island whereas in the Canary Islands and Madeira it is found up to 1300 m [94, 95] . It was originally introduced to the Hawaiian Islands in the late 1800s and was used in forestry plantations in the late 1920s becoming invasive [97, 98] . For more information see Silva and Tavares [99] and Elias et al. [96] , and references therein.
Species Distribution Data
Presence Data
Data were taken from the Forest Inventory of the Azores Government ( [100] , (see [92] , for further details). The data, provided in vectorial format (shapefile), were converted to raster (RST) and comma-separated values (CSV) formats for further analysis. All biological data was geocoded to a grid of 100 × 100 m in order to match the EGVs used. We used the training set (100%) and then proceeded to a random and progressive reduction in three steps (Table 1) . A completely random selection of samples was conducted in software QGIS Valmiera 2.2, using an appropriate vector function.
Pseudo-Absences
As absences were not available in the original data set, pseudo-absences were generated by a random selection. This method involves taking pseudo-absence points from the background data, randomly, across the whole study area. We used 10,000 pseudo-absences/absences, as recommended in previous research [101] [102] [103] [104] , and followed the general guidelines provided in the literature [105] [106] [107] [108] [109] .
Ecogeographical Variables
In this study all data layers (ecogeographical variables) were stored in a geographical information system (GIS) and used to describe 100 × 100 m cells covering the entire study area (Table 2) . Topographical variables were derived based on a digital elevation model (DEM) available in "Clima Insular à Escala Local" (CIELO) model ( [22, 23, 69, 73, 74, 110] ; see http://www.climaat.angra. uac.pt). The variables used were digital elevation model, aspect, slope, curvature, flow accumulation, summer hill shade and winter hill shade. Curvature is the second derivative of the surface, which highlights the local geomorphology, specifically the flatness, convexity and concavity of the surface. Flow accumulation is a simulation of the superficial flow by considering that all raster cells flow into each downslope cell in the DEM. Hill shade is a simulation of the lighting conditions on the surface dictated by the topography and the position of the Sun (the Summer and Winter solstices were considered). For further details see Costa et al. [22, 23] and Dutra Silva et al. [69] .
Climatic Variables
Climatic variables were derived from CIELO model developed by Azevedo [110] . This model simulates the climatic variables in an island reproducing the thermodynamic transformations experienced by an air mass crossing the orography, and simulates the evolution of the air parcel's properties starting from the sea level [73] . The model consists of two main sub-models. One, relative to the advective component simulation, assumes the Foehn effect to reproduce the dynamic and thermodynamic processes. The second concerns the radiative component and energy balance as affected by the orographic clouds and by topography. The climatic variables selected, were air temperature, precipitation, relative humidity with maximum and minimum extremes, seasonal variation, annual and monthly averages and a summary obtained by Principal Component Analysis (PCA) (see [23, 24, 69] ). Land use variables included one variable expressing the distance to six types of land use (forest; natural vegetation; pastureland; agriculture; barren/bare areas; and urban/industrial areas) [23, 24, 69] ).
Modeling Approach
Based on R, a language and environment for statistical computing, we used the glm() function and the INLA package [56] to fit GLMs following three approaches: (i) a binomial fixed effects GLM with a maximum likelihood calculation; (ii) a binomial fixed effects GLM with calculations in a Bayesian context (INLA); and (iii) a binomial mixed effects GLM including a random spatial effect.
The modeling procedures followed a sequential approach:
(i) We started by an intensive evaluation of fixed effects models using both glm() function and INLA, by testing 400 models including different combinations of EGVs. (ii) After this preliminary evaluation, we tested the bests models including topographic, climatic and land use data, and compared results obtained using glm() and INLA. (iii) The best models were further selected and we used INLA to derive mixed effects models, including spatial correlation as the random element.
The response variable is binary, representing the presence (1) or absence (0) of the species in each location sampled, Z i representing the occurrence. Consequently, the conditional distribution of the data is:
assuming that observations are conditionally independent given π i , which is the probability of occurrence at location i (i = 1, . . . , n). Therefore, the fixed effects model would be:
where β represents the vector of the regression coefficients, x is the matrix of covariates and the logit transformation is defined as logit(π i ) = log(π i /(1 − π i )). And the mixed effects model would be:
where W i represents the spatially structured random effect. The spatially structured random effect was modelled by using the SPDE approach that models GRFs relatively fast, including datasets with complex spatial structure [60, 111] . This is often the case of forest data, since the target species often show clustered spatial patterns with regions without any values [112] .
W i is assumed to be Gaussian with a given covariance matrix σ 2 W H(φ), depending on the distance between locations and with hyperparameters σ 2 W and φ representing, respectively the variance and the range of spatial effect [60] :
When using the SPDE approach the correlation function is not modeled directly. The Markov property makes the covariance matrix (Q) sparse, enabling the use of efficient and faster numerical algorithms and the use of the Matérn covariance function [60, 112] .
Under this perspective, Equation (4) can be stated as follows:
The Gaussian field, W, depends on two different parameters, k and τ, which determine the range of the effect and the total variance, respectively. The aim is to estimate the parameters and specify the prior distributions for each parameter involved in the model (β 0 , β, k, τ). We used the default priors and hyperparameters currently implemented in R-INLA. In particular, for the parameters involved in the fixed effects, we used the Gaussian distribution β ∼ N(0, 1000) to specify the parameter portion of the model and the regression coefficients. The precision parameter for the random effects was given a LogGamma (1, 0.00005) prior. To model the spatial correlation, we assumed a spatial Matérn covariance using the SPDE approach, with parameters θ 1 = log (k) and θ 2 = log(τ), where θ 1 and θ 2 are assigned a joint normal prior distribution [60, 64, 113 ].
Model Selection
Best candidate models were selected based on Akaike Information Criterion (AIC; [114] [115] [116] [117] [118] ). AIC forms the basis of information-theoretic approaches to modeling and can be associated with identifying variables for inclusion or exclusion in models. These decisions are based on the principle of parsimony and the AIC is actually equivalent to twice the log-likelihood of the model fitted plus two times the number of parameters estimates in its information.
To assess the robustness and predictive ability of the models, the method proposed by Boyce et al. [119] and improved by Hirzel et al. [120] was used. The validation criteria considered was based on the analysis of continuous Boyce indexes and curve shape: (i) the standard deviation around the curves should be narrow; (ii) the curves should be linear and ascending; and (iii) the O (Observed)/E (Expected) ratio should be high [23, 120] . Ideally, a good habitat suitability (HS) model produces a monotonically increasing curve and its goodness of fit is measured by the Spearman rank correlation coefficient [23, 120] .
Model accuracy was evaluated in terms of the Area Under the Curve (AUC) [42, [121] [122] [123] [124] . AUC values were calculated based on a 10-k fold cross validation [125] of the respective data set. This means that AUC calculations were repeated 10 times for each model, using 75% of the data for training and 25% for testing. A good model is defined by a curve that maximizes sensitivity for low values of the false positive fraction [126] . The significance of the curve is quantified by AUC and the values range from 0.5 to 1. Values close to 0.5 indicate a fit no better than expected by random, while a value of 1 indicates a perfect model [127, 128] .
In the case of the implementation of the INLA/SPDE approach [56] , marginal posterior distributions were summarized by 95% Bayesian Credible Intervals (BCI; the 0.025 and 0.975 quantiles of the posterior distribution), while Deviance Information Criterion (DIC; [129] ) and Watanable-Akaike Information Criterion (WAIC; [130] ) were used for model comparison. DIC is a hierarchical modeling generalization of the AIC and the Bayesian Information Criterion (BIC). It is a criterion for comparing complex hierarchical models introduced by Spiegelhalter et al. [129] and defined as
where D is the posterior mean of deviance of the model and p D is the effective number of parameters in the model (see [129] ). Details on how to compute the quantities in Equation (6) using the INLA approach are described in Rue et al. [56] . DIC has gained popularity in part through its implementation in the graphical modeling package BUGS [129] but it is known to have some problems, arising in part from not being fully Bayesian in that it is based on a point estimate. According to Vehtari et al. [131] for DIC, there is a similar variance-based computation of the number of parameters that is notoriously unreliable, but the WAIC version is more stable because it computes the variance separately for each data point and then sums; the summing yields stability. WAIC is a more fully Bayesian approach for estimating the out-of-sample expectation based on the log pointwise posterior predictive density [130, 131] . It is based on the series expansion of leave-one-out cross-validation (LOO), and asymptotically they are equal [130] . Another factor that measured the quality of the models was the mean Brier Score [132] . We used the mean Brier Score and "leave-one-out" cross validation to assess the predictive power of each model, based on the Conditional Predictive Ordinate statistic (CPO; [133, 134] ). The Brier Score is an appropriate score function that measures the accuracy of probabilistic predictions. As indicated by Roos and Held [135] , we computed the mean logarithm CPO (LCPO). CPO is a predictive measure that can be used to validate and to compare models; and as a device to detect possible outliers or surprising observations [135] . Lower values for DIC, WAIC and LCPO represent the best compromise between fit and parsimony.
Calculation of the Posterior Distribution and of the Random Field
Once the inference has been carried out, the next step is to predict the occurrence of the target species. The SPDE module allows the construction of a Delaunay triangulation around the sampled points in the region of interest [136] . As opposed to a regular grid, triangulation is a partition of the region into triangles, satisfying constraints on their size and shape in order to ensure smooth transitions between large and small triangles [112, 137] . Firstly, observations are treated as initial vertices for the triangulation and extra vertices are added heuristically to minimize the number of triangles needed to cover the region subject to the triangulation constraints [137] . These extra vertices are used as prediction locations.
The function inla.mesh.2d() creates the Constrained Refined Delaunay Triangulation (CRDT), called mesh, on which the Gaussian Random Field is to be built. This is straightforward in R-INLA, but still requires some tuning of the cutoff and max.edge parameters. Several values were tested following the guidelines of the INLA authors [56, 57, 60] . We opted for a value of cutoff = 100 and max.edge = c(500, 1000). The cutoff parameter was used to avoid building many small triangles around clustered input locations while max.edge parameter specified the maximum allowed triangle edge lengths in the inner domain and in the outer extension [60] (it should be noted that our geographical information system was set up in a UTM projection, therefore in meters). These parameters allowed obtaining a regular and even covering of the studied area, and a clear transition to the "no data" region outside of the study area (i.e., the ocean).
After the prediction is performed in the selected location, there are additional functions that linearly interpolate the results within each triangle into a finer regular grid. As a result of the process, we obtain a predictive posterior distribution of P. undulatum and M. faya occurrence for the study area.
The prediction in INLA was performed with model calculation, considering the prediction locations as points where the response was missing [137] .
Results
Preliminary Selection of Models
A preliminary screening/analysis was performed to investigate which variables would be more suitable for modeling the presence-absence of both species by testing 400 models with different combinations of EGVs, including topographic, climatic and land use data. According to the AIC, the continuous Boyce Index and to the AUC, the models with best fit were obtained by using the EGV sets described in Table 3 . Table 4 includes results for different scenarios (EGV sets) and different locations. Consistent results were found among all EGV sets both for P. undulatum and M. faya. In particular, we found no systematic difference in the statistical performance of glm() and INLA.
Fixed Effects Models
Regarding P. undulatum in Pico Island, the two information criteria gave identical results regardless of the EGV set. Small differences in AUC and Boyce Index were observed between the five EGV sets.
The AUC values generally increased with the addition of environmental variables (EGV set 1 to 5). For M. faya, the values of AIC and DIC were similar. The models fitted the data well, with the mean AUC of 0.883 and a high value for Boyce Index (Table 4 ). This suggested that the models for Pico Island were robust and could accurately predict the occurrence of both species within the range of predictor variables used.
Concerning São Miguel Island scenarios for P. undulatum, we found a considerable agreement between methods glm() and INLA. However, AUC scores and Boyce Index were generally lower, compared to the results for Pico Island. The mean of AUC varied from 0.796 (EGV set 1) to 0.877 (EGV set 5). We detected clear differences between models at the Boyce Index (ranged between −0.480 to 0.991). With regard to the results for M. faya in São Miguel Island, the values of AIC and DIC were similar. The same variation in the Boyce Index was also found.
Based on our results, in general, the EGV set 5 was the best predictive model for both species and islands with the minimum values of AIC and DIC, and highest values for AUC and the Boyce Index. Table 4 shows the most relevant models regarding different combinations of variables (EGV set 5) for P. undulatum and M. faya. Models including a spatial random field performed better (lower DIC) than the respective fixed effects models.
Mixed Effects Models
Regarding M. faya in São Miguel Island, the model with a spatial effect did not allowed the calculation of the DIC. A possible explanation is the difference in the orographic conditions of the study area, as well as the peculiar distribution of M. faya. The type distribution of M. faya in São Miguel seems to be highly dependent on land use. In the past this species was very abundant in São Miguel Island. Due to forest clearing, it remained only in refuges, such as volcanic crater ridges. With a distribution that could be largely dependent on land use, model adjustment could be affected in a relevant manner. However, we were able to calculate WAIC (Table 4) .
The values of the mean Brier Score ranged between 0.002 and 0.120, which represent a good degree of adjustment (Tables 4-6). As can be seen in Tables 5 and 6 the values of DIC and LCPO have decreased according to the sample size. All methods (fixed and mixed effects models) provided the same trend when using sampling reduction, as expected. All model choice criteria were in agreement, indicating a reasonable predictive quality. In particular, model comparison indicated that sample size plays a determining role in P. undulatum and M. faya distribution modeling, namely when a spatial random effect is also included. There was a positive effect of slope, annual relative humidity range, and annual precipitation range, and a negative effect of annual mean precipitation and distance to forest in the probability of P. undulatum occurrence (Table 7) .
There was a positive effect of slope, and a negative effect of elevation, annual temperature range, annual mean precipitation, distance to forest and distance to agricultural areas in the probability of M. faya occurrence (Table 7) .
São Miguel Island
There was a positive effect of slope, flow accumulation, and winter hill shade, and a negative effect of annual mean temperature, annual mean temperature range, annual mean relative humidity, annual mean precipitation, distance to forest and distance to natural vegetation in the probability of P. undulatum occurrence (Table 7) .
There was a negative effect of summer hill shade, annual mean temperature range, annual relative humidity range, annual mean precipitation range, distance to forest and distance to barren areas in the probability of M. faya occurrence (Table 7) . Table 8 shows the hyperparameters for the best models selected where θ 1 is the hyperparameter related with k, the spatial scale parameter, and θ 2 is the hyperparameter that controls the variance of the random field.
Prediction of the Random Field
The parameters of the random field are log (k) = θ 1 and log (τ) = θ 2 , where τ is the local variance parameter. We calculated the posterior marginal distribution of log (k) and also of 1/k which corresponds to the range parameter, expressed in meters. Posterior marginal distributions of the nominal variance of the random field and of the practical range were also obtained. Results for all species and islands are shown in Table 9 . The variance of the random field σ 2 W decreased with the sample reduction and elimination of EGVs with non-significant effect. For both islands, the variance of the random field was relatively higher for M. faya than for P. undulatum.
Pico Island
For P. undulatum the random field (Figure 1) showed high values in the coastal zone of the island where most presences were located, and low values in the central area of the island. With regard to M. faya (Figure 2) , high values appear in western part of Pico Island, where presences were more common. A reduction in the the number of presences apparently leads to an increase in the values of the practical range. Also, the structure of the spatial random field starts to collapse from 500 to 50 presences for P. undulatum and between 300 and 30 presences for M. faya.
São Miguel Island
The mean and standard deviation of the spatial random field are shown in Figures 3 and 4 . Regarding P. undulatum, results indicate a strong effect with high values in specific zones of the island: southeastern, northeastern and caldera ridge located on the western portion of the island (Figure 3 ). As can be seen in Figure 4 , M. faya presents a peculiar spatial structure derived from the low number of presences. The random field shows high values in the caldera ridge located on the western portion of the island. The trend resulting from the reduction of sample size is again observed, affecting the spatial scale parameter. Also, the structure of the spatial random field starts to collapse from 300 to 30 presences for P. undulatum and from 300 to 30 presences for M. faya. Standard deviation patterns for the spatial random field are driven by the amount of information. The variation on standard deviation is due to the density of presences over the study area.
Prediction of the Response Grid
We predicted the response jointly with the estimation process by computation of the posterior distributions, also called posterior mean of linear predictor. We see at the Figures 5-8 a clear pattern on the average probability of occurrence. The posterior mean of the linear predictor confirms that orographic conditions play a key role in the distribution of P. undulatum and M. faya.
Pico Island
For P. undulatum, the probability of occurrence in Pico Island was greatest at the lowest elevation belt ( Figure 5 ). Along, and somewhat above the coastal zone, mean values of the linear predictor showed high values, where the concentration of presences was higher and, as we move inland, the mean probability of occurrence decreased sharply. The predictions including the random field seem to be more sharp and precise, with a lower variation than the predictions obtained with the fixed effects model. Similar results were found for M. faya ( Figure 6 ). Clearly, the predictive resolution of the mixed effects models seems to be higher when compared with that of fixed effects models. This is in agreement with the model comparison presented above, and where mixed effects models showed better adjustment than fixed effects models. Figure 7 shows the mean posterior probability of ocurrence for P. undulatum. Areas with high probability of occurrence include southeast, northeast and the caldera ridges located on the western and eastern portions of the island, as well as several areas along the water lines. Again, the predictions including the random field seemed to be more sharp and precise, with a lower variation than the predictions produced without the random field. M. faya (Figure 8) showed a high probability of occurrence in the caldera ridge located on the western portion of the island, as well as along the coast in the eastern part of the island (see Section 3.4.2). Again, the predictions seem to be much sharper when including the random field, as compared with the results of the fixed effects model.
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For P. undulatum, the probability of occurrence in Pico Island was greatest at the lowest elevation belt (Figure 5) . Along, and somewhat above the coastal zone, mean values of the linear predictor showed high values, where the concentration of presences was higher and, as we move inland, the mean probability of occurrence decreased sharply. The predictions including the random field seem to be more sharp and precise, with a lower variation than the predictions obtained with the fixed effects model. Similar results were found for M. faya ( Figure 6 ). Clearly, the predictive resolution of the mixed effects models seems to be higher when compared with that of fixed effects models. This is in agreement with the model comparison presented above, and where mixed effects models showed better adjustment than fixed effects models. Figure 7 shows the mean posterior probability of ocurrence for P. undulatum. Areas with high probability of occurrence include southeast, northeast and the caldera ridges located on the western and eastern portions of the island, as well as several areas along the water lines. Again, the predictions including the random field seemed to be more sharp and precise, with a lower variation than the predictions produced without the random field. M. faya (Figure 8) showed a high probability of occurrence in the caldera ridge located on the western portion of the island, as well as along the coast in the eastern part of the island (see Section 3.4.2). Again, the predictions seem to be much sharper when including the random field, as compared with the results of the fixed effects model. 
São Miguel Island
Discussion
Species distibutions models are an important tool in ecology and can be applied to different research purposes. It is extremely important to understand the relationship between species and their habitats. Understanding the spatial distribution and identifying environmental variables that drive species abundance are key factors to produce a set of rules that predict the suitability of a site for the species, and to be able to implement management strategies.
In this study, we presented a retrospective analysis of the distribution of both invasive and native woody plants species to develop and compare statistical models. Our goal is to assess spatial transferability of the EGVs of woody plants, using different approaches. We compared two different modeling techniques: (i) fixed effects models accounting for the effect EGVs, calculated both using a maximum likelihood or a Bayesian approach; and (ii) mixed effects models including also a GRF to model spatial correlation (Matérn covariance function). Azorean forests include some widespread invaders. To evaluate the different modeling approaches, we used geo-referenced data for P.undulatum and M. faya (respectively, invasive and native trees), decribing their distribution in Pico and São Miguel islands, as well as topographic, climatic and land use EGVs.
From an inspection of our GLMs, we could find evidence that EGV set 5 showed the best fit. Model selection is important, as under-fitting a model may not capture the true nature of variability in the outcome variable, while an over-fitted model loses generality [138] . Our aim was then to select the model that best balanced these drawbacks [138, 139] . Therefore, model adjustment was checked using different parameters (e.g., AIC, Boyce Index, AUC), to avoid a selection based on a unique potentially biased criterion. A model is only as good as the data which have generated it, and model selection will depend on the set of candidate models specified before the analyses are conducted [140] [141] [142] . We should point to the fact that, in general, the different criteria pointed out in the same direction.
It should also be noted that EGV set 5 included data of three different categories (i.e., topographic, climatic, land use), showing the importance of considering explanatory variables that can potentially provide complementary information [23, 47, 49, 102, 105, 143] . Moreover, this also shows that land use data, while directly associated with the human action on the landscape, can have a decisive effect on the distribution patterns of native and invasive species [23, 24, 67, [144] [145] [146] . Also, modeling projects based on climate variables only might not always be effective [145, 147] .
Fixed effects models run with maximum likelihood or a Bayesian approach (INLA) provided very similar results, even after reducing the size of the presence data set. In fact, maximum likelihood methods and Bayesian methods based on non-informative priors originate the same results [56, 60, 148, 149] .
Generally, consistent subset selection and optimized prediction performance cannot be achieved at the same time [150, 151] . However, our results suggested the selection of the same combination of EGVs when using different sample sizes. Meanwhile, in some cases the effect of 
Generally, consistent subset selection and optimized prediction performance cannot be achieved at the same time [150, 151] . However, our results suggested the selection of the same combination of EGVs when using different sample sizes. Meanwhile, in some cases the effect of particular EGVs became non-significant for very small samples. This should be taken into account when dealing with species represented by a relatively low number of presences [24, 69] .
It should also be noted that our fixed effects models originated predictions that are globally similar to those previously obtained using other modeling approaches such as maximum entropy and ecological niche factor analysis (e.g., [23, 24, 67, 69] ).
Another approach was the use of mixed effects models including also a GRF to model spatial correlation (Matérn covariance function). Several remarks regarding mixed effects models can be drawn from our study. First, the results that were obtained with the addition of the random field were more sharp and precise than model outcomes originated with fixed effects only, since the spatial structure accounted for a considerable amount of the global deviance. The addition of the random field increased model adjustment (lower DIC, WAIC), particularly for the less abundant tree, M. faya. This was evident, not only through the analysis of the different parameters used to evaluate model fit and to estimate the variation on the probability of species occurrence, but also when comparing the graphical output obtained for the two approaches.
Regarding M. faya in São Miguel Island, the model with spatial effect did not allowed the calculation of the DIC. A possible explanation is the difference in the orographic conditions of the study area, as well as the peculiar distribution of M. faya. The type distribution of M. faya in São Miguel seems to be highly dependent on land use. In the past this species was very abundant in São Miguel Island but due to forest clearing, it remained only in refuges, such as volcanic crater ridges [23, 67] . With a distribution that could be largely dependent on land use, model adjustment could be affected in a relevant manner. However, we are able to calculate WAIC. According to Vehtari et al. [131] for DIC, there is a similar variance-based computation of the number of parameters that could be unreliable, while the WAIC version is more stable because it computes the variance separately for each data point and then sums up the partial results, yielding computational stability.
It was clear that the size of the data set affected the estimation of the spatial structure, showing that a sharp reduction in sample size might lead to the collapse or dissipation of the underlying spatial structure. This could have a considerable importance when modeling species that are not at equilibrium with the environment, such as invasive species, that might still extend their range, or native species that underwent a sharp reduction of a previously wider distribution range [23] . This was evident in the differences obtained between islands, and between species. In fact, the GRF values were consistently different for M. faya, most likely due to its somewhat restricted present distribution, since it might have declined from a previously common native species to a relict species that was replaced due to land use changes and the expansion by P. undulatum [23, 96] . Also, both species showed a more irregular distribution in São Miguel Island which clearly affected the GRF parameters. It was apparent from our results that both species were mostly limited by elevation on Pico Island, while land use might have been more important in São Miguel Island, where both species occurred in particular refuges such as the ridges of volcanic craters or along water stream margins, since most of the forest was cleared outside those areas and replaced by pastureland.
Undoubtedly, a high degree of spatial autocorrelation is present and should be taken into account when modeling Azorean forest species. This confirms previous comparative results obtained for a wide range of Gaussian latent models [56] . Furthermore, while the average value of the GRF provides insights about the spatial structure of the data, its variance discriminates between areas of data accumulation or data deficiency [60, 112] . Moreover, the processing time for fitting hierarchical spatial models is considered to be faster than MCMC simulations [57, 113, 134, 152] and the use of INLA with R interface greatly facilitates implementation of Bayesian hierarchical spatial models. However, according to our experience, the approach including a random field is very demanding in terms of computation time, particularly when calculating the posterior probabilities on a grid.
Nevertheless, our results clearly show that the inclusion of a GRF in a mixed model approach provides new insights into the role of spatial correlation on forest species distribution patterns. A random field is a stochastic process, taking values in a Euclidean space, and defined over a parameter space with at least one dimension [64] . Since multivariate Gaussian distributions are determined by means and covariances, it is immediate that GRFs are determined by their mean and covariance functions, defined by hyperparameters [64, 153] . The random field allows analyzing the heterogeneity of species distribution across the landscape and it is an important first step to obtain a spatial analysis of ecological data, by identifying the distribution and magnitude of species density. In fact, the variation on the mean of the random field expresses the variation remaining after the consideration of the effects of the covariates (i.e., EGVs) on the models. On the other hand, the variation on the standard deviation of the random field is due to changes in species density over the target region. Moreover, taking spatial dependence into account can lead to better inference, superior predictions, and more accurate estimates of the variability of model parameters, and a potential advantage of GMRF models for binary data is that they can aggregate pieces of binary information from neighboring regions to better estimate spatial dependence [154] .
These methods have now been applied in ecology [55, 62, 112, 137, [155] [156] [157] , climate research [158] and health sciences [159] [160] [161] and have very promising application in invasion and forest sciences. Moreover, the use of this approach in constructing species distribution maps might help the design of integrated management programs. Probability maps can be easily obtained from the posterior distribution and results are more intuitive and interpretable (i.e., the probability is explicit) for non-statisticians than p values [111, 162] .
The framework developed here can be expanded to support Azorean forestry management, and could be replicated in other island systems and forest regions, not only in projects addressing the ecology of particular forest species, but also when handling research questions related with the prediction of plant invader success and expansion (e.g., monitoring and risk assessment; [89, 163, 164] ), the detection of areas potentially suited for restoration projects (e.g., potential distribution of rare species; [165] ), modeling based on remote sense data [166, 167] , and modeling of the potential effect of climate change [168] .
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