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Defect formation in the one-dimensional topological three-band model is examined within both
lattice and continuum models. Classic results of Jackiw-Rebbi and Rice-Mele for the soliton charge
is generalized to the three-band model. The presence of the central flat band in the three-band
model makes the soliton charge as a function of energy behave in a qualitatively different way from
the two-band Dirac model case. Quantum field-theoretical calculation of Goldstone and Wilczek
is also generalized to the three-band model to obtain the soliton charge. Diamond-chain lattice is
shown to be an ideal structure to host a topological three-band structure.
PACS numbers: 72.15.Nj, 11.10.Ef
Introduction.- Defects are a useful way of un-earthing
topological properties of the underlying band struc-
ture [1, 2]. A classic example is the Su-Schrieffer-Heeger
solitonic defect formed at the kink of a Peierls insula-
tor [1]. Its existence as the mid-gap state is a manifesta-
tion of the massive Dirac nature of bulk one-dimensional
band. Soliton nucleation due to π-flux threading a two-
dimensional topological band insulator is another ex-
ample of the defect revealing the topological nature of
the bulk band [2]. In all known instances so far, how-
ever, the physics near the gap-opening momentum is
treated within the two-component Dirac theory drawn
from the upper and the lower bands (Fig. 1(a)). The
well-known Jackiw-Rebbi mechanism [3] then automati-
cally produces a soliton at the mass sign-changing point.
Later Jackiw-Rebbi model was generalized to treat cases
without the particle-hole symmetry, which gives rise to
solitons carrying parameter-dependent irrational charge
[4–6]. Generalization to cases involving more than two
bands, however, had not been made.
One may as well envision situations where the two
bands are “intervened” by a third one passing through
the gapped region, forming a three-band anti-crossing as
schematically shown in Fig. 1(a). A minimal model, al-
though not the most general one [7], for such situation is
the three-band Hamiltonian
Hk = dk · S (1)
where S = (Sx, Sy, Sz) are the three components of a
spin-1 matrix and dk is some momentum (k)-dependent
vector. Its energy spectrum has one flat band, εk = 0,
in addition to a pair of symmetrically placed bands at
εk = ±|dk| [8, 9]. Such lattice model in two dimensions
can be realized as complex-valued tight-binding Kagome
model at special fluxes [9], or in the CuO2 plane of
the cuprates [8]. Bulk topological properties of two-
dimensional lattice models of this sort were examined
in the past [8–10]. In this paper, we address the nature
of those defects formed at the domain boundary in
one-dimensional topological three-band models.
One-dimensional topological three-band model.- We be-
gin by addressing the question: what kind of one-
dimensional lattice Hamiltonians would map onto Hk =
dk · S in momentum (k) space? After experimenting
with various possible structures we arrive at the so-called
diamond-chain lattice [13] as the most likely candidate
supporting such bands. Two routes can be followed to
construct the model. One is by generalizing the Rice-
Mele two-band model [4]. Schematics of such a lattice
is depicted in Fig. 1(b). Hopping amplitudes along the
sides are modulated as t+ δt (two lines) and t− δt (one
line). On-site energies at the two opposing sites, labeled a
and b in Fig. 1(b), are introduced as ±m. There are four
degenerate ground state configurations - two of which are
shown in Fig. 1(b) - in such a model. Choosing the vac-
uum configuration shown on the left of Fig. 1(b), for
instance, yields the k-space Hamiltonian
HI =
∑
k
Ψ†k
[
2
(√
2 t cos k,
√
2 δt sink,m
)
·S
]
Ψk
≡
∑
k
Ψ†kHIkΨk, (2)
where ΨTk = (ψ
a
k , ψ
c
k, ψ
b
k). Definition of the Fourier
modes are a2n =
1√
N
∑
k e
−2iknak (similarly b2n+1 and
c2n), where N is number of a-sites (equivalently, b or c-
cites). Representation of the spin matrix S is such that
Sz is diagonal, with entries +1, 0,−1.
A second class of topological three-band Hamiltoni-
ans is found by considering flux models. Introducing the
diagonal hopping between a and c sites creates trian-
gles that may be threaded with internal flux, despite the
overall lattice being one-dimensional. Choosing the real-
space hopping patterns as shown in Fig. 1(c) results in
the Hamiltonian
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FIG. 1: (a) Schematic picture of the generic two-band (left) vs. three-band (right) anti-crossing in a band structure. (b) The
ground state hopping configuration in the diamond-chain lattice model of HI. (c) Hopping patterns for HII. Flux penetrating
the two triangles are ±pi/2 + λ, respectively.
HII =
∑
k
Ψ†k
[
2
(
J1 cos (k+λ) , J2 cos k, J3
)
· S
]
Ψk
≡
∑
k
Ψ†kHIIkΨk. (3)
This time, ΨTk = (ψ
a
k , ψ
b
k, ψ
c
k) and the spin matrices are
given by (Sα)βγ = −iεαβγ. Flux penetrating the two
triangles are ±π/2 + λ, respectively [11].
Both constructions lead to the structure Hk = dk · S,
in different representations of the spin matrices. Mathe-
matically they may be related by a unitary transforma-
tion, but physically HI and HII represent quite different
situations (modulated real-valued hopping vs. complex-
valued hopping, on-site energy difference vs. diagonal
hopping, etc.). It is encouraging that very different phys-
ical conditions can result in the same general Hamilto-
nian. In both models the first Brillouin zone extends over
−π/2 < k ≤ π/2, although the periodicity of the Hamil-
tonian is 2π: HI,IIk+2pi = HI,IIk . A related observation was
made for two-dimensional topological three-band models
earlier [8, 9], and readers may consult them regarding
this point.
Topological quantum numbers associated with the
band Hamiltonians HI and HII can be readily com-
puted in terms of a two-component unit vector nˆa(k) =
n
a(k)/|na(k)| ≡ (cos θak, sin θak), as the integral Na =
(1/2π)
∫ pi
−pi(dθ
a
k/dk) [12]:
n
I(k) = (t cos k, δt sink) , N I = sgn(tδt),
n
II(k) = (J1 cos(k+λ), J2 cos k) , N
II = sgn(λJ1J2).
(4)
Boundary states.- In a physical system with nontrivial
topological index there may exist localized states near
boundaries. In both models with open boundaries as
shown in Fig. 2(a) and (b), there are pairs of localized
defect states, one per boundary, at energies
EIs = ±2m, EIIs = ±2J3, (5)
with the localization factors (ψa,b,c2j = ρ
jψa,b,c0 )
ρI = − t
2 − δt2
(t± δt)2 , ρ
II = − J
2
1 e
2iλ + J22
J21 + J
2
2 ∓ 2J1J2 sinλ
. (6)
The ± sign in Eq. (6) gives either the left- or the
right-localized mode depending on signs of t δt, J1J2
and λ [14]. Having found some localized states, the
next obvious questions are whether these localized
states represent the generalization of the familiar
Su-Schrieffer-Heeger soliton state [1] to the three-band
model, and, if so, what is the associated charge of the
soliton? These are issues that cannot be answered
within the tight-binding analysis alone. For this we
turn to the continuum theory as pioneered by the field
theorists [3, 6, 15] and show how they can be generalized
to solitons arising in the three-band model.
Continuum theory of the three-band soliton.- In con-
trast to the two-band Su-Schrieffer-Heeger soliton state
that has received enormous scrutiny in terms of contin-
uum theory, there appears little, if at all, attempt in the
literature to construct a field-theoretical continuum de-
scription of the three-band defect such as found here. We
aim at establishing such continuum theory now and use
it to compute the charge of the soliton. Only one of the
Hamiltonians HI and HII needs to be analyzed for this
purpose as the calculated soliton charge will be invariant
under the unitary transformation. We choose HI, re-
scale t → t/√2 and δt → δt/√2, and expand it around
k = π/2 where one obtains both the maximum topolog-
ical density |dθIk/dk| and the minimum gap. Choosing
t = 1, one finds the real-space Hamiltonian
H = 2
[
(i∂x)S
x + δtSy +mSz
]
, (7)
where the superscript I has been dropped. Particle-hole
symmetry is generally absent in H with both δt and m
finite [4]. Soliton state occurs thus at non-zero energies,
either above the flat band or below, depending on the
sign of the kink.
3FIG. 2: (color online) Imposing open boundary condition on
the models (a) HI and (b) HII. Hopping amplitudes along the
dotted lines are zero. A pair of soliton states are induced on
either side of the boundary at energies indicated by red lines
in the schematic energy diagram on the right. The center blue
line is the flat band at zero energy. (c) Reversing the sign of δt
in HI on half of the lattice sites in a closed chain. One soliton
state per sign-reversed site is induced at red-lined energies.
(d) Reversing the sign of J1 on half the lattice sites in H
II.
Red-dashed energies are split off from the central flat band
by perturbative effects and do not represent soliton states of
our interest.
In the case where δt(x) behaves as a solitonic back-
ground, δt(x) = δt0 sgn(x), m(x) = m0, (un-normalized)
continuum wave function of the localized state is
found [14]
ψ(x) ∼

 e
−δt0|x|
0
0

 , Es = 2m0 (δt0 > 0),
ψ(x) ∼

 00
eδt0|x|

 , Es = −2m0 (δt0 < 0). (8)
The above solution, derived for the sign-changing δt(x)
corresponding to Fig. 2(c), remains also a solution for the
case in Fig. 2(a) because identical boundary conditions
(ψb2j = 0) are met by the lattice soliton solutions in both
(a) and (c).
We were able to adapt the method of Ref. [6] to calcu-
late the soliton charge of the state found in Eq. (9) [14].
The amount of fractional state lost from the valence band
to the soliton, ∆Nv, equals
∆Nv =
2
π
tan−1
(∣∣∣∣ δt0m0
∣∣∣∣
)
, Es = 2|m0|, (m0δt0 > 0),
∆Nv =
2
π
tan−1
(∣∣∣∣m0δt0
∣∣∣∣
)
, Es = −2|m0|, (m0δt0 < 0).
(9)
The loss from the conduction band ∆Nc is one minus
this number, and together contributes ∆Nv + ∆Nc = 1
toward the formation of one soliton defect while the flat
band does not give up any state to it. Soliton charge Qs
is minus the fractional loss from the valence band: Qs =
−∆Nv. A corresponding two-band model, obtained by
replacing S = 1 spin operator S by the Pauli matrix σ
in Eq. (7), yields ∆Nv = 1/2− (1/π) tan−1(m0/δt0) [6].
The two calculated soliton charges, for two- and three-
band topological models, are summarized pictorially in
Fig. 3.
The amount of soliton charge abruptly changes from 0
to 1 atm0 = 0 even though the soliton energy Es changes
continuously through zero. This stands in sharp contrast
to the two-band soliton whose fractional charge smoothly
varies through 1/2 at the particle-hole symmetric point
m0 = 0. Such discontinuous change of the soliton charge
is a distinct feature of the three-band topological model,
and sets it apart from the well-known two-band case. The
presence of the central flat band, as required by the three-
band rather than the two-band character of the model,
plays a critical role in the determination of the soliton
charge although by itself it does not contribute any states
to its formation. For this reason, we believe the reduc-
tion of the three-band Hamiltonian dk ·S to its two-band
counterpart dk · σ, by somehow integrating out the flat
band, is unlikely.
Quantum field theory calculation of soliton charge.-
Computation of the soliton charge above was carried out
using the knowledge of quantum-mechanical wave func-
tions in the soliton background. Generalization of the
classic Jackiw-Rebbi result to the three-band soliton is
thus made feasible. On the other hand Goldstone and
Wilczek (GW) [15] showed how to compute the induced
soliton charge using the quantum field theory technique.
In the following we show that GW’s approach, like the
wave function method, can be generalized to three-band
models.
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FIG. 3: (color online) Fractional state lost from the valence
band ∆Nv for two- and three-band models as a function of the
soliton energy on the vertical axis. A schematic picture on the
right shows how the conduction band (CB) and the valence
band (VB) contribute fractional states ∆Nc and ∆Nv adding
up to one soliton state, ∆Nc + ∆Nv = 1. Flat band (FB)
does not lose its states to the soliton.
One begins by writing down a one-dimensional La-
grangian
L =
∫
dxψ†(i∂t − iSx∂x − φ1Sz − φ2Sy)ψ, (10)
where, as in GW’s formulation, (φ1, φ2) un-
dergo a rotation by angle θ(x): (φ1(x), φ2(x)) =
M(cos θ(x), sin θ(x)). Current operator for the fermion
field ψ can be written down, jµ = ψ†Γµψ, with a
pseudo-Γ matrix Γ0 = I, Γ1 = Sx. Calculating the
average current using the standard technique [14] yields
〈jµ〉 = − 1
π
ǫµν∂ν
[
tan−1
(
φ2
φ1
)]
, (11)
which is twice the GW result. In the case where φ2(x)
behaves as a solitonic background, i.e. φ2(x) → ±δt0 as
x→ ±∞ while φ1(x) = m0 stays constant, we obtain
Qs = − 2
π
tan−1
(
δt0
m0
)
. (12)
from integrating 〈j0〉 over x. The result agrees with our
previous quatum-mechanical calculation of the soliton
charge in Eq. (9). Basically this is twice the charge
obtained for the two-band Dirac model and as a result
the charge approaches unity (rather than half as in
the Dirac model) at the particle-hole symmetric point
m0 = 0. Since it is the fractional part of the soliton
charge which matters, the soliton charge has to drop
discontinuously to zero as m0 passes through zero, as
shown in Fig. 3.
Discussion.- Defects in topological three-band Hamil-
tonian Hk = dk · S in one dimension were examined
with emphasis on developing a three-band analogue to
the well-known Jackiw-Rebbi-Su-Schrieffer-Heeger soli-
ton physics in one-dimensional Dirac bands. All the clas-
sic results of Jackiw-Rebbi and Goldstone-Wilczek are
generalized to the three-band model. We suggest that
soliton states carrying irrational quantum numbers may
well exist in compounds that embody the crystal struc-
ture of the diamond-chain lattice. As a possible candi-
date material we point out that the α-form of Palladium
dichloride (PdCl2) possesses the diamond-chain structure
resembling our model [16]. Analysis carried out in this
paper are restricted to a special kind in possession of the
central flat band. Re-locating the flat band, say, to be
the top band requires going through a quantum phase
transition that will also qualitatively change the charac-
ter of the model, let alone the nature of solitons. It is
likely the three-band model whose flat band is located
between the valence and the conduction band represents
a qualitatively different physical situation from the one
where it is located at the top or the bottom of the band
structure. The latter case may be reducible to the two-
band model plus a trivial flat band, while the former,
as we showed through calculation of the soliton charge,
represents a new class of models.
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I. LATTICE CALCULATION OF THE
BOUNDARY STATE
In this section we discuss how to obtain the localized
solutions at the open boundaries of the two models,
HI =
∑
k
Ψ†k
[
2
(√
2 t cosk,
√
2 δt sink,m
)
·S
]
Ψk,
HII =
∑
k
Ψ†k
[
2
(
J1 cos (k+λ) , J2 cos k, J3
)
· S
]
Ψk.
(1.1)
In real space the first Hamiltonian becomes
HI =
N∑
n=0
[
m
(
a†2na2n − c†2ic2n
)
+ (t−δt)
(
a†2nb2n+1+b
†
2n+1c2n+2+h.c.
)
+ (t+δt)
(
b†2n+1c2n+b
†
2n+1a2n+2+h.c.
)]
. (1.2)
Using the one-particle wave function
|Ψ〉 =
∑
j
(
ψa2ja
†
2j + ψ
b
2j+1b
†
2j+1 + ψ
c
2jc
†
2j
)
|0〉, (1.3)
and the Schro¨dinger equation HI|Ψ〉 = EI|Ψ〉 we obtain
the equations
EIψa2j = mψ
a
2j + (t− δt)ψb2j+1 + (t+ δt)ψb2j−1,
EIψb2j+1 = (t− δt)ψa2j + (t+ δt)ψa2j+2
+(t− δt)ψc2j+2 + (t+ δt)ψc2j ,
EIψc2j = −mψc2j + (t− δt)ψb2j−1 + (t+ δt)ψb2j+1.
(1.4)
In order to obtain the boundary states we choose the
open boundary conditions
ψb1 = ψ
b
2N−1 = 0, (1.5)
and insert it into (1.4). There are four equations satisfied
at the boundaries:
EIψa2 = mψ
a
2 + (t− δt)ψb3,
EIψc2 = −mψc2 + (t+ δt)ψb3,
EIψa2N−2 = mψ
a
2N−2 + (t+ δt)ψ
b
2N−3,
EIψc2N−2 = −mψc2N−2 + (t− δt)ψb2N−3. (1.6)
For the exponentially localized solution we assume the
following ansatz
ψa,c2j+2 = ρ
jψa,b2 , ψ
b
2j+3 = ρ
jψb3. (1.7)
Using (1.4), (1.6), and (1.7) we obtain
EI = 2m, ρI = − t
2 − δt2
(t+ δt)2
, ψb2j = ψ
c
2j+1 = 0,
EI = −2m, ρI = − t
2 − δt2
(t− δt)2 , ψ
a
2j = ψ
c
2j+1 = 0.
(1.8)
If one solution is left-localized (|ρ| < 1) the other one
(|ρ| > 1) must be localized at the right boundary. By the
same manipulation one can easily derive the boundary
state of the second model HII
EII = ±2J3, ρII = − J
2
1 e
2iλ + J22
J21 + J
2
2 ∓ 2J1J2 sinλ
, ψc2j+1 = 0.
(1.9)
II. CONTINUUM SOLITON SOLUTION
Here we work out the soliton solution of the continuum
Hamiltonian
HI = 2 (Sxi∂x + δt(x)Sy +m(x)Sz)
= 2


m −i√
2
(δt(x)−∂x) 0
i√
2
(δt(x)+∂x) 0
−i√
2
(δt(x)−∂x)
0 i√
2
(δt(x)+∂x) −m

 ,
(2.1)
with the background domain-wall profile, δt(x) =
sgn(x)δt0 and m(x) = m0. Solving the Schro¨dinger
equation, HIψ(x) = Eψ(x), where ψT (x) =
(u(x), v(x), w(x)), we have the three equations
2−i√
2
(δt(x) − ∂x)v = (E −m)u
i√
2
(δt(x) + ∂x)v = (E +m)w,
i√
2
(δt(x) + ∂x)u− i√
2
(δt(x) − ∂x)w = Ev. (2.2)
For the exponentially localized solution we take
u(x) = u0e
−κ|x|, v(x) = v0e−κ|x|, w(x) = w0e−κ|x|.
(2.3)
Inserting (2.3) into (2.2) we obtain a pair of solutions,
E = m, δt0 = κ, w0 = v0 = 0,
or E = −m, δt0 = −κ, u0 = v0 = 0. (2.4)
III. CALCULATION OF THE SOLITON
CHARGE
Calculating the amount of states missing from the scat-
tering states, which instead contributed to the formation
of a soliton bound state, is a tricky issue. We found it
advisible to build up both intuition and the necessary
technology for the charge calculation with a familiar ex-
ample of one-dimensional Schro¨dinger equation, adapted
later to the problem of soliton charge in the three-band
case.
Take the Schro¨dinger problem
[−∂2x + 2κδ(x)]u(x) = εu(x) (3.1)
allowing for either signs of the delta-potential, κ > 0 or
κ < 0. The scattering states are constructed as
uL(x) = e
ikx +Rke
−ikx
uR(x) = Tke
ikx (3.2)
where L/R refer to the left/right of the delta-potential.
Matching the boundary conditions readily yields
Tk =
ik
ik − κ, Rk =
κ
ik − κ (3.3)
The normalization of the wave function is such that∫ L/2
−L/2 |u(x)|2dx = L, instead of 1. We ignore small cor-
rections of order O(1/L) in the evaluation of the normal-
ization factor. The scattering states in the presence of
the delta-potential will be denoted u(δ)(x), and those in
its absence, u(0)(x). Naively, one might think the number
of missing scattering states is obtained by the integral
∆Q ≡
∫ ∞
−∞
dk
2π
∫ L/2
−L/2
dx
(
|u(δ)k (x)|2 − |u(0)k (x)|2
)
.(3.4)
Direct insertion of the wave functions obtained earlier
with the x integral
∫∞
0 dx e
ikx = i/k+πδ(k) leads to the
formula
∆Q = −
∫ ∞
−∞
dk
2π
Im[Rk]
k
− 1
2
=
sgn(κ)
2
− 1
2
. (3.5)
It is obvious that ∆Q = −1 for the attractive case (κ < 0)
and ∆Q = 0 for the repulsive one (κ > 0). It simply
counts whether a bound state has been formed by the
potential or not, and it is only the attractive case that
will generate one exponentially bound state.
Backed by this exercise, we will study how the state
counting goes for the three-band problem. The eigen-
value problem one needs to solve is
muk,εk −
i√
2
(δt− ∂x)vk,εk = εkuk,εk ,
i√
2
(δt+ ∂x)uk,εk −
i√
2
(δt− ∂x)wk,εk = εkvk,εk
i√
2
(δt+ ∂x)vk,εk −mwk,εk = εkwk,εk
(3.6)
at momentum k and energy Ek = 2εk. There may
be a bound-state solution in addition to the scattering
solutions characterized by the wave number k. Soli-
ton profile is generally offered by the functional form
δt(x) = δt0 tanh(ξx), with δt(x) varying from −δt0 to
+δt0 between x = −∞ and x = +∞. Unfortunately we
were not able to find exact scattering solutions for finite ξ.
Instead we will consider ξ →∞ where δt(x) = δt0sgn(x),
δt2(x) = δt20, and ∂xδt(x) = 2δt0δ(x). This limit is suffi-
ciently weak so that it gives only one bound state. Solv-
ing the Schro¨dinger equation with the soliton background
we obtain
ψk(x) =
√
ε2k −m20
2ε2k


− i√
2(εk−m0) (δt− ∂x)vk
vk
i√
2(εk+m0)
(δt+ ∂x)vk

 ,
(3.7)
where εk = −
√
k2 + δt20 +m
2
0 and vk is the properly nor-
malized negative-energy solution satisfying
(
−∂x2 + 2m0δt0
εk
δ(x)
)
vk =
(
ε2k −m20 − δt20
)
vk, (3.8)
and
∫ L/2
−L/2 |vk(x)|2dx =
∫ L/2
−L/2 ψ
†
k(x)ψk(x)dx = L. The
normalization chosen above is correct up to corrections
3of order O(1/L) which of course should vanish in the
large-L limit.
For each value of k, Eq. (3.8) is equivalent to the
single-particle Schro¨dinger equation subject to the δ-
function potential, thus the existence of the bound state
is determined by the sign of the potential. Since at the
moment we are interested in the negative-energy states,
εk is negative and v
s
k would have no bound state for
m0δt0 < 0. Instead, in the case where m0δt0 > 0 one
expect one bound state in vsk. Henceforth we will assume
m0δt0 > 0.
Integrating the charge density difference
ρsk(x) − ρ0k(x) = ψs†k (x)ψsk(x) − ψ0†k (x)ψ0k(x), (3.9)
over all space x and momenta k yields the soliton charge
(the superscript s denotes the soliton system and 0, the
soliton-free system)1.
∆Q =
∫ L/2
−L/2
dx
∫ ∞
−∞
dk
2π
[ρsk(x) − ρ0k(x)] =
∫
dx
∫
dk
2π
{(|vsk|2 − |v0k|2)
+
ε2k +m
2
0
4ε2k(ε
2
k −m20)
∂x
2(|vsk|2) +
m0
εk(ε2k −m20)
∂x(δt(x)|vsk |2)−
m0δt0
2ε3k
|vsk|2δ(x)
}
. (3.10)
In order to compute the charge difference ∆Q, we solve
the Schro¨dinger equation (3.8). The solution is given as
vsk(x < 0) = e
ikx +Rke
−ikx, vsk(x > 0) = Tke
ikx,
(3.11)
where
Tk =
ikεk
ikεk − δt0m0 , Rk = Tk − 1 =
δt0m0
ikεk − δt0m0 .
(3.12)
The expression of the coefficients remains valid for both
signs of the energy εk. For the valence band, one can use
the dispersion εk = −
√
k2 + δt20 +m
2
0 to complete the
evaluation of the charge
∆Qv =
∫
dx
∫
dk
2π
(
|vsk|2 − |v0k|2
)
+
∫
dk
2π
[
δt0m0√
k2 + δt20 +m
2
0(k
2 +m20)
(|Tk|2 + |Rk|2 + 1)− δt0m0
(k2 + δt20 +m
2
0)
3
2
|Tk|2
]
= −1
2
−
∫
dk
2π
1
k
Im(Rk) +
2
π
tan−1
m0
δt0
−
∫
dk
2π
[
δt0m0√
k2 + δt20 +m
2
0
k2
(k2 + δt20)(k
2 +m20)
]
= −1
2
+
2
π
tan−1
m0
δt0
+
[
1
π
tan−1
δt0
m0
+
1
π
tan−1
m0
δt0
]
= −1 + 2
π
tan−1
m0
δt0
= − 2
π
tan−1
∣∣∣∣ δt0m0
∣∣∣∣ . (3.13)
Here we used |Tk|2 + |Rk|2 = 1 and
∫∞
0
dx eikx = i/k +
πδ(k).
For the conduction band, on the other hand, sim-
ilar manipulation with the positive dispersion εk =√
k2 + δt20 +m
2
0 yields
∆Qc = − 2
π
tan−1
∣∣∣∣m0δt0
∣∣∣∣ . (3.14)
From Eqs. (3.13) and (3.14) we obtain ∆Qv +∆Qc =
−1. The vacancy of one state from the continuum bands
is responsible for the occurrence of one mid-gap bound
state at energy Es = 2|m0|. The argument, and the
derivation, remains unchanged whether one takes δt0 > 0
and m0 > 0, or the opposite, δt0 < 0 and m0 < 0. In
both cases the bound state energy is on the positive side
Es = 2|m0|. The soliton charge (more precisely the loss
of fractional states) contributed by each band is given by
4the same formulas, Eqs. (3.13) and (3.14).
IV. QUANTUM FIELD THEORY
CALCULATION OF SOLITON CHARGE
Here we compute the soliton charge of the model by
using quantum field theory. From the continuum Hamil-
tonian, we easily derive the Lagrangian
L =
∫
dxψ†(x)(i∂t − iSx∂x − φ1(x)Sz − φ2(x)Sy)ψ(x),
(4.1)
here we replaced δt(x) and m(x) to φ2(x) and φ1(x).
Then we take the unitary transformation
ψ → Uψ, ψ† → ψ†U †, (4.2)
which transforms
φ1S
z + φ2S
y −→
√
φ1
2 + φ2
2Sz ≡MSz, (M ≥ 0).
(4.3)
We assume M is much larger than the gradients of
φ1,2
2. The desired rotation is accomplished by writing
(φ1, φ2) = M(cos θ, sin θ),
U = exp(iθSx), θ = tan−1(φ2/φ1). (4.4)
The Lagrangian after the unitary rotation reads
L→ L′ =
∫
dxψ†(x)(i∂t + at − iSx∂x − Sxax −MSz)ψ(x)
=
∫
dxψ†(x) [iΓµ(∂µ − iaµ)−MSz]ψ(x)
=
∫
dxψ†(x) [iΓµ∂µ −MSz]ψ(x)
+
∫
dxψ†(x)Γµaµψ(x) = L0 + Lint. (4.5)
Gauge potentials are defined by aµ = iU
†∂µU = Sx∂µθ.
In keeping with the Γ-matrix notation of the Dirac
Hamiltonian we employ a similar notation for Γ0 = I,
Γ1 = Sx.
It is our task to compute the expectation value of the
urrent jµ = ψ†Γµψ
〈jµ(x)〉 = −itr (ΓµG0(0))
− i
∫
d2ztr (ΓµG0(x− z)ΓνaνG0(z − x)) ,(4.6)
where the free propagator G0 is
G0(x− y) ≡ Tr
(
i
−i∂t −H0
)
=
∫
dwdkx
(2π)2
i
w(w2 − k2x −M2)


w2 − k2x2 +Mw kxw√2 +
kxM√
2
k2
x
2
kxw√
2
+ kxM√
2
w2 −M2 kxw√
2
− kxM√
2
k2
x
2
kxw√
2
− kxM√
2
w2 − k2x2 −Mw

 eik·(x−y), (4.7)
where we use the notation xµ = (t,−x), kµ = (w,−kx) and k · x = kµxµ = wt− kxx. The first term of (4.6) reads
− itr (Γ1G0(0)) =
∫
dwdkx
(2π)2
(
2w
w2 − k2x −M2
)
= 0,
− itr (G0(0)) =
∫
dwdkx
(2π)2
(
1
w
+
2w
w2 − k2x −M2
)
=
∫
dwdkx
(2π)2
(
1
w
)
. (4.8)
It seems that this term gives infra-red (IR) divergence (w → 0). The divergence comes from the E = 0 flat band.
However, since we set the Fermi energy slightly below the flat band (EF = 0
−), the E = 0 pole is not included in the
contour integral Fig. 1. Thus we have
〈jµ(q)〉 = Πµν(q)aν(q) = −i
∫
dwdkx
(2π)2
tr
[(
i
−i∂t −H0
)
k−q
Γµ
(
i
−i∂t −H0
)
k
Γνaν(q)
]
. (4.9)
5In the large-M limit, which is equivalent to the small q limit, the current average becomes
〈jµ(q)〉 ≃ −i
∫
dwdkx
(2π)2
tr
[
i
w − kxSx −MSzΓ
µ i
w − kxSx −MSzΓ
νΓ1
]
∂νθ(q). (4.10)
Using (4.7) we compute the traces
tr[G0Γ
1G0Γ
1Γ1] =
2kx(M
2 − 2w2)
w(k2x +M
2 − w2)2 ,
tr[G0Γ
1G0Γ
0Γ1] = −2(k
2
x −M2 + w2)
(k2x +M
2 − w2)2 ,
tr[G0Γ
0G0Γ
1Γ1] = −M
2(k2x +M
2 − w2) + 2w2(k2x + w2)
w2(k2x +M
2 − w2)2 ,
tr[G0Γ
0G0Γ
1] = − 4kx w
(k2x +M
2 − w2)2 . (4.11)
The first and fourth terms in (4.11) are odd func-
tions in kx thus their contributions vanish after the kx-
integration. Integrating (4.10) over w and kx we have
〈j0〉 = −i
∫
dkxdw
(2π)2
tr[G0Γ
0G0Γ
1Γ1]∂1θ
= i
∫
dkxdw
(2π)2
M2(k2x +M
2 − w2) + 2w2(k2x + w2)
w2(k2x +M
2 − w2)2 ∂1θ
= − 1
2π
∫
dkx
M2
(k2x +M
2)3/2
∂1θ
= − 1
π
∂1θ, (4.12)
and
〈j1〉 = −i
∫
dkxdw
(2π)2
tr[G0Γ
1G0Γ
0Γ1]∂0θ
= i
∫
dkxdw
(2π)2
2(k2x −M2 + w2)
(k2x +M
2 − w2)2 ∂0θ
=
1
2π
∫
dkx
M2
(k2x +M
2)3/2
∂0θ
=
1
π
∂0θ, (4.13)
where the integration contour for the w-integration is
taken over the closed path not enclosing the positive and
zero frequency poles as shown in Fig. 1.
Combining (4.12) and (4.13) we obtain
〈jµ〉 = − 1
π
ǫµν∂νθ = − 1
π
ǫµν∂ν tan
−1
(
φ1
φ2
)
. (4.14)
Re(w)
Im(w)
FIG. 1: Integration contour of w.
Integrating the j0 over x we easily compute the charge
Q = − 1
π
∆
(
tan−1
(
φ1
φ2
))
. (4.15)
In the case where φ2(x) behaves as a solitonic back-
ground, i.e. φ2(x)→ ±δt0 as x→ ±∞ and φ1(x) = m0,
we have
Q = − 2
π
tan−1
(
δt0
m0
)
. (4.16)
This result supports our previous quantum mechanical
charge computation.
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