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WELL-POSEDNESS FOR THE CAHN-HILLIARD-NAVIER-STOKES
EQUATION WITH RANDOM INITIAL DATA
ZHAOYANG QIU AND HUAQIAO WANG
Abstract. We consider the almost sure well-posedness of the Cauchy problem to the
Cahn-Hilliard-Navier-Stokes equation with a randomization initial data on a torus T3.
First, we prove the local existence and uniqueness of solution. Furthermore, we prove
the global existence and uniqueness of solution and give the relative probability estimate
under the asssumption of small initial data.
1. Introduction
In this paper, we consider the Cahn-Hilliard-Navier-Stokes (CH-NS) equation with a
randomization initial data on a torus T3, which couples the Navier-Stokes equation gov-
erning the fluid velocity with a Cahn-Hilliard equation for the relative density of atoms of
one of the fluids, reading as follows:
ut − ν1∆u+ (u · ∇)u+∇π − µ∇φ = 0,
φt − ν3△µ+ (u · ∇)φ = 0,
µ = −ν2△φ+ αf(φ),
∇ · u = 0,
(1.1)
where u, π and the phase parameter φ represent the velocity, pressure and the relative
concentration of one of the fluids, respectively. The coefficients ν1 > 0, ν3 > 0 denote the
kinematic viscosity of the fluid and the mobility constant, respectively. Here µ stands for
the chemical potential of binary mixtures and the two physical parameters ν2, α describe
the interaction between two phases. Especially, the constant ν2 is related to the thickness
of the interface.
Define F (ξ) =
∫ ξ
0 f(r)dr being typical double-well potential. In physical background,
a representative example of F is logarithmic type. Usually, we use a polynomial approx-
imation of the type F (r) = C1r
4 − C2r2 taking place the type of logarithmic. Therefore,
here the most physically relevant case f(φ) = c1φ
3 − c2φ is considered. Hereafter, for
simplicity, we set c1 = c2 = ν1 = ν2 = ν3 = α = 1 (without loss of generality).
Substantial developments of CN-HS equation have been made in recent years. Cao
and Gal [4] proved the global existence of solutions for the two-phase fluid system with
mixed partial viscosity and mobility, and the global existence and uniqueness of classical
solutions for the system without viscosity but with full mobility in 2D. Gal and Grasselli
[10] analyzed the asymptotic behaviour of its variational solution. Abels and Feireisl [1]
considered the global weak solution to the compressible case. We refer the reader to [8,9,11]
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for more results. Regarding the stochastic case, Medjo [15] obtained the existence and
uniqueness of variational solution which is strong in probability sense but weak in PDE
sense in 2D, to the system forced by a multiplicative noise.
In this paper, we are devoting to proving the global and almost surely local well-
posedness of the Cauchy problem to the equation (1.1) with a randomization initial data on
a torus T3. Also, we give the probability estimate of the well-poesdness of global solution
under the assumption of small initial data. The pioneering works for the randomization
initial data problem were developed by Burq and Tzvetkov [2, 3] for the nonlinear wave
equation, which established the local and global solution respectively. Further develop-
ment has been achieved, in [6] for MHD equation, in [7] for quasigeostrophic equation,
in [14] for nonlinear wave equation of power type, in [5,16,17] for the Navier-Stokes equa-
tion. Especially, Zhang and Fang [16] also covered the case that the domain is a whole
space RN , N ≥ 3.
Note that owing to the coupled construction and higher nonlinearity of the system, it is
rather challenging to study it in mathematical. Compared with the global existence result
of Navier-Stokes equation [13], for closing the estimates we have to restrict parameter
δ ∈ (27 , 1), see Theorem 1.2. Nevertheless, our result still includes a large range of Sobolev
space. We remark that both of results can also be extended to the whole space case in the
spirit of [16].
Define Hα(T3) := {f ∈ Hα(T3) and ∫
T3
fdx = 0
}
. For any α ∈ R+, f ∈ Hα(T3) can
be written as
f(x) =
∑
k∈Z3∗
fkek, (1.2)
where ek = e
ik·x and Z3∗ = Z3/{0, 0, 0}, endowed with the norm
‖f‖2Hα ≈
∑
k∈Z3∗
|k|2α|fk|2.
Define the mapping
ω 7−→ fω =
∑
k∈Z3∗
fkekhk(ω),
from Ω to Hα(T3), where the sequence {hk(w)}k∈Z3∗ is independent and identically dis-
tribution (iid) Gaussian random variables defined on a fixed probability space (Ω,F ,P).
One can check that the mapping is measurable and fω ∈ L2(Ω;Hα) is Hα-valued random
variable. We call fω the randomization of f .
Now, we state our main results.
Theorem 1.1 (Local existence and uniqueness). Assume that (u0, φ0) ∈ Hα ×Hα+ 32 for
any α ≥ 12 and (uω0 , φω0 ) be its randomization, then, for almost all ω ∈ Ω, there exists a
Tω ∈ [0, 1] such that equation (1.1) with the initial data (uω0 , φω0 ) has a unique solution
satisfying
uω − et△uω0 ∈ C([0, Tω ];Hα(T3)) ∩ L32([0, Tω ];L4(T3)),
φω − e−t(−△)2φω0 ∈ C([0, Tω];Hα+
1
2
,4(T3)) ∩ L6([0, Tω ];Hα+
3
2 (T3)).
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More precisely, there exists an event ΩT for each T ∈ [0, 1] and constants c1, c such that
P(ΩT ) ≥ 1− c1exp
− c
‖(u0, φ0)‖2Hα×Hα+32 T
2
9
 ,
then for any ω ∈ ΩT , there exists a unique solution (uω, φω) on the time interval [0, T ].
Theorem 1.2 (Global existence and uniqueness). Assume that initial data (u0, φ0) sat-
isfies ‖(u0, φ0)‖H1×H2 ≤
√
− cln(1−ε) for ε ∈ (0, 1) and (uω0 , φω0 ) be its randomization, then
there exists an event Λ ⊂ Ω with P(Λ) ≥ ε such that for all ω ∈ Λ, δ ∈ (27 , 1), equation
(1.1) with the initial data (uω0 , φ
ω
0 ) has a unique global solution satisfying
uω − et△uω0 ∈ C([0,∞); t
1−δ
2 L
3
δ (T3)) ∩ C([0,∞); t 12H1,3(T3)),
φω − e−t(−△)2φω0 ∈ C([0,∞); t
1−δ
3 H1, 3δ (T3)) ∩C([0,∞); t 13H2,3(T3)).
We remark that ‖f‖C([0,∞);tpX) = ‖tpf‖C([0,∞);X) for p ∈ (0, 1) and X is a Banach
space. The rest of paper is to prove Theorems 1.1, 1.2 in Sections 2, 3.
2. Proof of Theorem 1.1
In this section, our main task is to prove Theorem 1.1. At the beginning, we use the
following lemma to give a stochastic estimate for the randomization initial data.
Lemma 2.1 ([2, Lemma 3.1]). For all p ≥ 2 and the sequence {ck}k∈Z3∗ ∈ l2, it holds that∥∥∥∥∥∥
∑
k∈Z3∗
ckhk(ω)
∥∥∥∥∥∥
2
Lp(Ω)
≤ C√p
∑
k∈Z3∗
|ck|2,
where C is a constant and {hk(ω)}k∈Z3∗ is the sequence of iid Gaussian random variables.
Lemma 2.2. For any a ≥ 0, m ≥ 1, 2 ≤ p ≤ r <∞, 2 ≤ q ≤ ∞, α ∈ R, it holds∥∥∥tae−t(−△)mfω∥∥∥
LrωL
q
tHα,p
≤ C√r‖f‖Hα . (2.1)
Moreover, there exist constants c, c1 such that
P(Sλ,T ) ≤ c1exp
(
− cλ
2
‖f‖2Hα
)
, (2.2)
where Sλ,T :=
{
ω ∈ Ω; ∥∥tae−t(−△)mfω∥∥
LqtHα,p ≥ λ
}
.
Proof. We divide the proof into two cases: q > p and q ≤ p in the spirit of [7]. Using the
Minkowski inequality and Lemma 2.1, we obtain for q ≤ p∥∥∥tae−t(−△)mfω∥∥∥
LrωL
q
tHα,p
≤ C
∥∥∥∥∥∥
∑
k∈Z3∗
|k|αtae−t|k|2mfkekhk(ω)
∥∥∥∥∥∥
LqtL
p
xLrω
≤ C√r
∥∥∥∥∥∥|k|αtae−t|k|2mfkek∥∥∥
l2
∥∥∥
LqtL
p
x
4 Z. QIU AND H. WANG
≤ C√r
∥∥∥∥|k|α|fk|∥∥∥tae−t|k|2m∥∥∥Lqt ‖ek‖Lpx
∥∥∥∥
l2
≤ C√r ‖|k|α|fk|‖l2
≤ C√r‖f‖Hα ,
and for q > p∥∥∥tae−t(−△)mfω∥∥∥
LrωL
q
tHα,p
≤ C
∥∥∥∥∥∥
∑
k∈Z3∗
|k|αtae−t|k|2mfkekhk(ω)
∥∥∥∥∥∥
LpxLrωL
q
t
≤ C
∥∥∥∥∥∥
∑
k∈Z3∗
|k|α
∥∥∥tae−t|k|2m∥∥∥
Lqt
|fkekhk(ω)|
∥∥∥∥∥∥
LpxLrω
≤ C√r ‖‖|k|αfkek‖l2‖Lpx
≤ C√r
∥∥|k|αfk‖ek‖Lpx∥∥l2
≤ C√r‖f‖Hα ,
where we have used the fact that ‖ek‖Lpx ≤ C uniformly in k.
Utilizing the Chebyshev inequality, for every r ≥ p, there exists constant c such that
P(Sλ,T ) ≤
(
c
√
r‖f‖Hα
λ
)r
. (2.3)
Inequality (2.3) holds if λ satisfies
λ‖f‖−1Hα ≤ c
√
pe.
Indeed, we can choose a certain constant c1 > 0 such that
c1e
− cλ2
‖f‖2
Hα ≥ c1e−(c
√
pe)2 ≥ 1 ≥ P(Sλ,T ).
If not, we set
r :=
(
λ
c‖f‖Hαe
)2
≥ p.
This completes the proof. 
Define the group by Φ(t) = e−t(−△)m with m = 1, 2, which generated by the equation:
∂tv + (−△)mv = 0.
Therefore, equation (1.1) can be written as the integral form:{
u(t)=et△uω0−
∫ t
0 e
(t−s)△P(u · ∇u+△φ · ∇φ)ds,
φ(t)=e−t(−△)2φω0−
∫ t
0 e
−(t−s)(−△)2(−u · ∇φ+ 6φ · |∇φ|2 + 3φ2 · △φ−△φ)ds, (2.4)
where P = I +∇(−△)−1div is the Leray-Hopf projector.
Remark 2.1. Since ∇F (φ) = f(φ)∇φ, and µ∇φ = −∆φ · ∇φ + ∇F (φ) in (1.1)1, the
term ∇F (φ) could be absorbed into the pressure which was cancelled after applying the
Leray-Hopf projector P.
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Let ξ = et△uω0 , η = e
−t(−△)2φω0 , u = u˜+ ξ, φ = φ˜+ η. In order to simplify the notation,
we still use (u, φ) instead of (u˜, φ˜), then (u, φ) satisfies the following integral equation:{
u(t) = − ∫ t0 e(t−s)△Pb1(s)ds,
φ(t) = − ∫ t0 e−(t−s)(−△)2b2(s)ds, (2.5)
where
b1 = (u+ ξ) · ∇(u+ ξ) +△(φ+ η) · ∇(φ+ η),
b2 = −(u+ ξ) · ∇(φ+ η) + 6(φ+ η) · |∇(φ+ η)|2 + 3(φ + η)2 · △(φ+ η)−△(φ+ η).
Define the mappingM as
M : (u, φ)→
(
−
∫ t
0
e(t−s)△Pb1(s)ds,−
∫ t
0
e−(t−s)(−△)
2
b2(s)ds
)
.
We next aim to show that the mappingM is a contraction. The following two estimates
will be applied.
Lemma 2.3 (Estimate of Lp − Lq). For any 1 ≤ p ≤ q ≤ ∞,m ≥ 1, a ∈ R+, it holds∥∥∥∂axe−t(−△)mf∥∥∥
Lq(Tn)
≤ Ct− a2m− n2m ( 1p− 1q )‖f‖Lp(Tn),
where the constant C depends only on m,n, p, q, a.
Lemma 2.4. For any 1 ≤ r, p, q, p′, q′ ≤ ∞ with 1r = 1p + 1q = 1p′ + 1q′ and a ∈ R+, it holds
‖∂ax(fg)‖Lr(Tn) ≤ C
(
‖f‖Lp(Tn)‖∂axg‖Lq(Tn) + ‖g‖Lp′ (Tn)‖∂axf‖Lq′(Tn)
)
,
where the constant C depends on Tn, a, p, q, p′, q′.
Proposition 2.1. There exists a constant C such that for every ω ∈ Ecλ,T , T ∈ (0, 1], the
mapping M satisfies
‖M(u, φ)‖XT ≤ CT
2
3
(
λ2 + λ3 + ‖(u, φ)‖2XT + ‖φ‖3L∞t Hα+12 ,4∩L6tHα+32
)
, (2.6)
and
‖M(u1, φ1)−M(u2, φ2)‖XT
≤ CT 23
(
λ+ λ2 + ‖(u1, u2, φ1, φ2)‖XT + ‖(φ1, φ2)‖2
L∞t Hα+
1
2 ,4∩L6tHα+
3
2
)
× ‖(u1 − u2, φ1 − φ2)‖XT ,
(2.7)
where space
XT := L
∞
t Hα ∩ L32t L4x × L∞t Hα+
1
2
,4 ∩ L6tHα+
3
2 ,
and set
Eλ,T :=
{
ω ∈ Ω; ‖ξ‖L∞t Hα∩L32t L4x + ‖η‖L∞t Hα+12 ,4∩L6tHα+32 ≥ λ
}
.
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Proof. Estimate of div(u⊗ u). Using Lemmas 2.3, 2.4 and the Ho¨lder inequality, we de-
duce that ∥∥∥∥∫ t
0
e(t−s)∆Pdiv(u⊗ u)ds
∥∥∥∥
Hα
≤
∫ t
0
∥∥∥e(t−s)∆P△α2 div(u⊗ u)∥∥∥
L2
ds
≤ C
∫ t
0
(t− s)− 78‖u⊗ u‖Hα, 43 ds (2.8)
≤ C‖u‖L∞t Hα‖u‖L32t L4x
(∫ t
0
(t− s)− 2831 ds
) 31
32
≤ CT 332 ‖u‖L∞t Hα‖u‖L32t L4x ,
and (∫ T
0
∥∥∥∥∫ t
0
e(t−s)∆Pdiv(u⊗ u)ds
∥∥∥∥32
L4
dt
) 1
32
≤
[∫ T
0
(∫ t
0
∥∥∥e(t−s)∆Pdiv(u⊗ u)∥∥∥
L4
ds
)32
dt
] 1
32
≤ C
[∫ T
0
(∫ t
0
(t− s)− 78 ‖u‖2L4ds
)32
dt
] 1
32
≤ CT 332 ‖u‖2L32t L4x .
(2.9)
Note that we use the divergence free condition here. For the terms containing ξ, we can
use the similar arguments as (2.8) and (2.9) to get∥∥∥∥∫ t
0
e(t−s)∆Pdiv(u⊗ ξ)ds
∥∥∥∥
Hα
≤ CT 332 (‖ξ‖2L∞t Hα∩L32t L4x + ‖u‖
2
L∞t Hα∩L32t L4x),(∫ T
0
∥∥∥∥∫ t
0
e(t−s)∆Pdiv(u⊗ ξ)ds
∥∥∥∥32
L4
dt
) 1
32
≤ CT 332 (‖ξ‖2L32t L4x + ‖u‖
2
L32t L
4
x
),
(2.10)
and ∥∥∥∥∫ t
0
e(t−s)∆Pdiv(ξ ⊗ ξ)ds
∥∥∥∥
Hα
≤ CT 332 (‖ξ‖2L∞t Hα + ‖ξ‖
2
L32t L
4
x
),(∫ T
0
∥∥∥∥∫ t
0
e(t−s)∆Pdiv(ξ ⊗ ξ)ds
∥∥∥∥32
L4
dt
) 1
32
≤ CT 332 ‖ξ‖2L32t L4x .
(2.11)
For convenience, after that, we all omit the estimation of cross-terms such as ∆η ·∇φ,∆φ ·
∇η,∆η · ∇η, (u1 − u2) · ∇ξ,∆(φ1− φ2) · ∇η,∆η · ∇(φ1− φ2), η2∆(φ1− φ2), η|∇(φ1 −φ2)|2
like these.
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Estimate of △φ · ∇φ. Also, Lemmas 2.3, 2.4 and the Ho¨lder inequality give∥∥∥∥∫ t
0
e(t−s)∆P(△φ · ∇φ)ds
∥∥∥∥
Hα
≤ C
∫ t
0
∥∥∥e(t−s)∆△ 14△ 2α−14 P(△φ · ∇φ)∥∥∥
L2x
ds
≤ C
∫ t
0
(t− s)− 58 ‖△φ · ∇φ‖Hα− 12 , 43 ds
≤ C
∫ t
0
(t− s)− 58
(
‖△φ‖Hα− 12 ‖∇φ‖L4x + ‖△φ‖L2x‖∇φ‖Hα− 12 ,4
)
ds
≤ C‖∇φ‖
L∞t Hα−
1
2 ,4
‖△φ‖
L6tHα−
1
2
(∫ t
0
(t− s)− 34 ds
) 5
6
≤ CT 524 ‖∇φ‖
L∞t Hα−
1
2 ,4
‖△φ‖
L6tHα−
1
2
,
(2.12)
and (∫ T
0
∥∥∥∥∫ t
0
e(t−s)△P(△φ · ∇φ)ds
∥∥∥∥32
L4x
dt
) 1
32
≤ C
[∫ T
0
(∫ t
0
(t− s)− 34‖△φ · ∇φ‖
L
4
3
x
ds
)32
dt
] 1
32
≤ C
[∫ T
0
(∫ t
0
(t− s)− 34‖△φ‖L2x‖∇φ‖L4xds
)32
dt
] 1
32
(2.13)
≤ C‖∇φ‖
L∞t Hα−
1
2 ,4
[∫ T
0
(∫ t
0
(t− s)− 910 ds
) 80
3
(∫ t
0
‖△φ‖6L2xds
) 16
3
dt
] 1
32
≤ CT 1194 ‖∇φ‖
L∞t Hα−
1
2 ,4
‖△φ‖
L6tHs−
1
2
.
To close the estimates, we proceed to estimate the phase parameter equation (2.5)2 in the
following.
Estimate of u · ∇φ. Applying Lemma 2.4 and Lemma 2.3 with m = 2, we get∥∥∥∥∫ t
0
e−(t−s)(−∆)
2∇(u · ∇φ)ds
∥∥∥∥
Hα− 12 ,4
≤ C
∫ t
0
∥∥∥e−(t−s)(−∆)2∇(u · ∇φ)∥∥∥
Hα− 12 ,4
ds
≤ C
∫ t
0
(t− s)− 58‖u · ∇φ‖Hα− 12 ,43 ds (2.14)
≤ C
∫ t
0
(t− s)− 58
(
‖u‖Hα‖∇φ‖L4x + ‖u‖L4x‖∇φ‖Hα− 12
)
ds
8 Z. QIU AND H. WANG
≤ CT 1132 ‖u‖L∞t Hα
(
‖∇φ‖
L∞t Hα−
1
2 ,4
+ ‖u‖L32t L4x
)
,
and(∫ T
0
∥∥∥∥∫ t
0
e−(t−s)(−△)
2△(u · ∇φ)ds
∥∥∥∥6
Hα− 12
dt
) 1
6
≤
[∫ T
0
(∫ t
0
∥∥∥e−(t−s)(−△)2△ 34△ 14 (u · ∇φ)∥∥∥
Hα− 12
ds
)6
dt
] 1
6
≤ C
[∫ T
0
(∫ t
0
(t− s)− 916 ‖△ 14 (u · ∇φ)‖Hα− 12 , 43 ds
)6
dt
] 1
6
≤ C
[∫ T
0
(∫ t
0
(t− s)− 916
(
‖u‖Hα‖∇φ‖Hα− 12 ,4 + ‖u‖L3x‖∇φ‖Hα, 125
)
ds
)6
dt
] 1
6
≤ CT 12 ‖u‖L∞t Hα
(
‖∇φ‖
L∞t Hα−
1
2 ,4
+ ‖△φ‖
L6tHs−
1
2
)
,
(2.15)
where we have used the Sobolev embedding inequality Hs(T3) →֒ L3(T3) for s ≥ 12 in
(2.15).
Estimates of △f(φ). By Lemmas 2.3, 2.4 and the Ho¨lder inequality again, we conclude
that ∥∥∥∥∫ t
0
e−(t−s)(−∆)
2∇(φ · |∇φ|2)ds
∥∥∥∥
Hα− 12 ,4
≤ C
∫ t
0
(t− s)− 58 ‖φ · |∇φ|2‖Hα− 12 , 43 ds
≤ C
∫ t
0
(t− s)− 58
(
‖φ‖L4x‖|∇φ|2‖Hα− 12 + ‖|∇φ|
2‖L2x‖φ‖Hα− 12 ,4
)
ds
≤ CT 38‖∇φ‖3
L∞t Hα−
1
2 ,4
,
(2.16)
and ∥∥∥∥∫ t
0
e−(t−s)(−∆)
2∇(φ2 · △φ)ds
∥∥∥∥
Hα− 12 ,4
≤ C
∫ t
0
(t− s)− 58 ‖φ2 · △φ‖Hα− 12 , 43 ds
≤ C
∫ t
0
(t− s)− 58
(
‖φ2‖L4x‖△φ‖Hα− 12 + ‖△φ‖L2x‖φ
2‖Hα− 12 ,4
)
ds
≤ CT 524
(
‖∇φ‖3
L∞t Hα−
1
2 ,4
+ ‖△φ‖3
L6tHα−
1
2
)
.
(2.17)
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Similarly, the Sobolev embedding inequality Hα+
1
2
,4(T3) →֒ L12(T3) if α ≥ 12 , Lemmas
2.4, 2.3 and the Ho¨lder inequality yield that(∫ T
0
∥∥∥∥∫ t
0
e−(t−s)(−△)
2△(φ2 · △φ)ds
∥∥∥∥6
Hα− 12
dt
) 1
6
≤ C
[∫ T
0
(∫ t
0
(t− s)− 58 ‖φ2 · △φ‖Hα− 12 , 32 ds
)6
dt
] 1
6
≤ C
[∫ T
0
(∫ t
0
(t− s)− 58
(
‖φ2‖L6x‖△φ‖Hα− 12 + ‖△φ‖L2x‖φ
2‖Hα− 12 ,6
)
ds
)6
dt
] 1
6
≤ C
[∫ T
0
(∫ t
0
(t− s)− 58 ‖∇φ‖2
Hα− 12 ,4
‖△φ‖Hα− 12 ds
)6
dt
] 1
6
≤ CT 512
(
‖∇φ‖3
L∞t Hα−
1
2 ,4
+ ‖△φ‖3
L6tHα−
1
2
)
,
(2.18)
and (∫ T
0
∥∥∥∥∫ t
0
e−(t−s)(−△)
2△(φ · |∇φ|2)ds
∥∥∥∥6
Hα− 12
dt
) 1
6
≤ CT 1324 ‖∇φ‖3
L∞t Hα−
1
2 ,4
. (2.19)
The term
∫ t
0 e
−(t−s)(−△)2△φds is easy to control, here we omit the details. Finally, com-
bining estimates (2.8)-(2.19), we obtain the inequality (2.6) for every ω ∈ Ecλ,T . Here we
note that when ω ∈ Ecλ,T , we have ‖ξ‖L∞t Hα∩L32t L4x+‖η‖L∞t Hα+12 ,4∩L6tHα+32 ≤ λ. Therefore,
items with λ2 and λ3 appear in (2.6).
Next, we proceed to prove the inequality (2.7). Here we only focus on the higher-order
nonlinearity terms φ2 · △φ and φ · |∇φ|2. The rest of terms is similar to the argument of
inequality (2.6). For the term φ2 · △φ, Lemmas 2.3, 2.4 and the Ho¨lder inequality yield
that∥∥∥∥∫ t
0
e−(t−s)(−∆)
2∇(φ1 · |∇φ1|2 − φ2 · |∇φ2|2)ds
∥∥∥∥
Hα− 12 ,4
=
∥∥∥∥∫ t
0
e−(t−s)(−∆)
2∇ ((φ1 − φ2) · |∇φ1|2 + φ2 · (|∇φ1|2 − |∇φ2|2)) ds∥∥∥∥
Hα− 12 ,4
≤ C
∫ t
0
(t− s)− 58
(
‖(φ1 − φ2) · |∇φ1|2‖Hα− 12 , 43 + ‖φ2 · (|∇φ1|
2 − |∇φ2|2)‖Hα− 12 , 43
)
ds
≤ C
∫ t
0
(t− s)− 58 (‖φ1 − φ2‖L4x‖|∇φ1|2‖Hα− 12 + ‖|∇φ1|2‖L2x‖φ1 − φ2‖Hα− 12 ,4
+ ‖φ2‖L4x‖|∇φ1|+ |∇φ2|‖Hα− 12 ,4‖∇(φ1 − φ2)‖Hα− 12 ,4
+ ‖φ2‖Hα− 12 ,4‖|∇φ1|+ |∇φ2|‖L4x‖∇(φ1 − φ2)‖L4x
)
ds
≤ CT 38 ‖(∇φ1,∇φ2)‖2
L∞t Hα−
1
2 ,4
‖∇(φ1 − φ2)‖
L∞t Hα−
1
2 ,4
,
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and ∥∥∥∥∫ t
0
e−(t−s)(−∆)
2∇(φ21 · △φ1 − φ22 · △φ2)ds
∥∥∥∥
Hα− 12 ,4
≤ C
∫ t
0
(t− s)− 58
(
‖(φ21 − φ22) · △φ1‖Hα− 12 , 43 + ‖φ
2
2 · (△φ1 −△φ2)‖Hα− 12 , 43
)
ds
≤ C
∫ t
0
(t− s)− 58 (‖φ21 − φ22‖L4x‖△φ1‖Hα− 12 + ‖△φ1‖L2x‖φ21 − φ22‖Hα− 12 ,4
+ ‖φ22‖L4x‖△φ1 −△φ2‖Hα− 12 + ‖△φ1 −△φ2‖L2x‖φ
2
2‖Hα− 12 ,4
)
ds
≤ CT 524
(
‖∇φ1 −∇φ2‖
L∞t Hα−
1
2 ,4
‖(∇φ1,∇φ2)‖
L∞t Hα−
1
2 ,4
‖△φ‖
L6tHα−
1
2
+ ‖△φ1 −△φ2‖
L6tHα−
1
2
‖∇φ2‖2
L∞t Hα−
1
2 ,4
)
.
Similarly, we have(∫ T
0
∥∥∥∥∫ t
0
e−(t−s)(−△)
2△(φ21 · △φ1 − φ22 · △φ2)ds
∥∥∥∥6
Hα− 12
dt
) 1
6
≤ CT 512
(
‖∇φ1 −∇φ2‖
L∞t Hα−
1
2 ,4
‖(∇φ1,∇φ2)‖
L∞t Hα−
1
2 ,4
‖△φ‖
L6tHα−
1
2
+ ‖△φ1 −△φ2‖
L6tHα−
1
2
‖∇φ2‖2
L∞t Hα−
1
2 ,4
)
,
as well as (∫ T
0
∥∥∥∥∫ t
0
e−(t−s)(−△)
2△(φ1 · |∇φ1|2 − φ2 · |∇φ2|2)ds
∥∥∥∥6
Hα− 12
dt
) 1
6
≤ CT 1324 ‖(∇φ1,∇φ2)‖2
L∞t Hα−
1
2 ,4
‖∇(φ1 − φ2)‖
L∞t Hα−
1
2 ,4
.
Then, inequality (2.7) follows from the above. Thus, we complete the proof of Proposition
2.1. Note that if ω ∈ Ecλ,T , ‖ξ‖L∞t Hα∩L32t L4x + ‖η‖L∞t Hα+12 ,4∩L6tHα+32 ≤ λ. Hence, items
with λ and λ2 appear in (2.7). 
Now, we begin to prove Theorem 1.1 in the following.
Proof of Theorem 1.1. For any fixed T ∈ (0, 1], from Proposition 2.1, we choose T 23λ6 =
ε6 ≪ 1 for ε > 0 such that
CT
2
3
(
λ2 + λ3 + (4Cλ3)2 + (4Cλ3)3
) ≤ 4Cλ3,
CT
2
3
(
λ+ λ2 + 4Cλ3 + (4Cλ3)2
) ≤ 1
2
.
In the spirit of N. Burq and N. Tzvetkov [2, 3], we define the set
ΩT = E
c
λ=εT−
1
9 ,T
and Ω˜ =
⋃
j∈N+
Ω 1
j
, (2.20)
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where Ecλ,T is the complement of set Eλ,T . We conclude from Lemma 2.2 ((2.2)) that
P(ΩT ) = 1− P(ΩcT ) ≥ 1− c1exp
− c
‖(u0, φ0)‖2Hα×Hα+32 T
2
9
 . (2.21)
and P(Ω˜) = 1. Therefore, for each ω ∈ Ω˜, there exists j ∈ N+ such that w ∈ Ec
λ=εj
1
9 ,j−1
.
By Proposition 2.1, we obtain for the fixed ω, the mapping M is a contraction in ball
B(0, 4Cλ3) in X1/j . The Banach fixed point theorem implies that for almost surely ω ∈ Ω,
there exists a Tω such that (u
ω, φω) is a unique solution in XTω . Thus, we get the first
part of Theorem 1.1. Following the similar argument and (2.21), we are able to finish the
proof of Theorem 1.1.
3. Proof of Theorem 1.2
In this section, we are going to prove Theorem 1.2. First, we give some useful lemmas
and proposition.
Lemma 3.1. For m ≥ 1, γ, l ≥ 0, α, β > 0 with α + β ≤ n, there exists a constant C
such that∥∥∥∥∫ t
0
e−(t−s)(−△)
m
∂γx(fg)ds
∥∥∥∥
L
n
l
x
≤ C
∫ t
0
(t− s)−α+β−l+γ2m ‖f‖
L
n
α
x
‖g‖
L
n
β
x
ds.
Proof. The result can be easily obtained by Lemma 2.3 and the Ho¨lder inequality. 
Lemma 3.2. For p > 0, q > 0, there exists a constant C(p, q) such that∫ t
0
(t− s)p−1sq−1ds = C(p, q)tp+q−1.
Proof. Since ∫ t
0
(t− s)p−1sq−1ds =
∫ t
0
tp−1
(
1− s
t
)p−1
tq−1
(s
t
)q−1
ds
=
∫ t
0
tp+q−1
(
1− s
t
)p−1 (s
t
)q−1
d
(s
t
)
,
it follows from variable substitutions that∫ t
0
tp+q−1
(
1− s
t
)p−1 (s
t
)q−1
d
(s
t
)
= tp+q−1
∫ 1
0
(1− x)p−1xq−1dx
= C(p, q)tp+q−1.
Here we used the fact that Beta function B(p, q) converges for any p, q > 0. 
Proposition 3.1. There exists a constant C which is independent of T such that for every
ω ∈ E˜cλ,T , δ ∈ (27 , 1), the mapping M satisfies
‖M(u, φ)‖
X˜T
≤ C
(
λ2 + λ3 + ‖(u, φ)‖2
X˜T
+ ‖φ‖3
L∞t (t
1−δ
3 H1, 3δ )∩L∞t (t
1
3H2,3)
)
, (3.1)
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and
‖M(u1, φ1)−M(u2, φ2)‖X˜T
≤ C
(
λ+ λ2 + ‖(u1, u2, φ1, φ2)‖X˜T + ‖(φ1, φ2)‖
2
L∞t (t
1−δ
3 H1, 3δ )∩L∞t (t
1
3H2,3)
)
× ‖(u1 − u2, φ1 − φ2)‖X˜T ,
(3.2)
where space
X˜T := L
∞
t (t
1−δ
2 L
3
δ
x ) ∩ L∞t (t
1
2H1)× L∞t (t
1−δ
3 H1, 3δ ) ∩ L∞t (t
1
3H2,3),
and set
E˜λ,T :=
{
ω ∈ Ω; ‖ξ‖
L∞t (t
1−δ
2 L
3
δ
x )∩L∞t (t
1
2H1)
+ ‖η‖
L∞t (t
1−δ
3 H1, 3δ )∩L∞t (t
1
3H2,3) ≥ λ
}
.
Proof. As in Proposition 2.1, in order to close the estimates, we estimate all terms one by
one. Taking α = δ, β = 1 in Lemma 3.1 and using Lemma 3.2, we get∥∥∥∥∫ t
0
e(t−s)△(u · ∇u)ds
∥∥∥∥
L∞t (t
1−δ
2 L
3
δ
x )
≤ C sup
t∈[0,T ]
t
1−δ
2
∫ t
0
(t− s)− 12 ‖u‖
L
3
δ
x
‖∇u‖L3xds
≤ C sup
t∈[0,T ]
t
1−δ
2
∫ t
0
(t− s)− 12 s−1+ δ2
(
s
1−δ
2 ‖u‖
L
3
δ
x
)(
s
1
2‖∇u‖L3x
)
ds
≤ C
∥∥∥∥t 1−δ2 ‖u‖
L
3
δ
x
∥∥∥∥
L∞t
∥∥∥t 12‖∇u‖L3x∥∥∥L∞t ,
(3.3)
and ∥∥∥∥∫ t
0
e(t−s)△∇(u · ∇u)ds
∥∥∥∥
L∞t (t
1
2 L3x)
≤ C sup
t∈[0,T ]
t
1
2
∫ t
0
(t− s)− δ+12 ‖u‖
L
3
δ
x
‖∇u‖L3xds
≤ C sup
t∈[0,T ]
t
1
2
∫ t
0
(t− s)− δ+12 s−1+ δ2
(
s
1−δ
2 ‖u‖
L
3
δ
x
)(
s
1
2‖∇u‖L3x
)
ds
≤ C
∥∥∥∥t 1−δ2 ‖u‖
L
3
δ
x
∥∥∥∥
L∞t
∥∥∥t 12‖∇u‖L3x∥∥∥L∞t .
(3.4)
Taking α = 2+2δ3 , β = 1 in Lemma 3.1 and applying Lemma 3.2, one has∥∥∥∥∫ t
0
e(t−s)△(△φ · ∇φ)ds
∥∥∥∥
L∞t (t
1−δ
2 L
3
δ
x )
≤ C sup
t∈[0,T ]
t
1−δ
2
∫ t
0
(t− s)− 5−δ6 ‖∇φ‖
L
3
α
x
‖△φ‖L3xds
≤ C sup
t∈[0,T ]
t
1−δ
2
∫ t
0
(t− s)− 5−δ6 s− 2−δ3
(
s
1−δ
3 ‖∇φ‖
L
3
δ
x
)(
s
1
3‖△u‖L3x
)
ds (3.5)
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≤ C sup
t∈[0,T ]
t
1−δ
2 t
δ−1
2
∥∥∥∥∇φ‖
L
3
δ
x
∥∥∥∥
L∞t
∥∥∥t 13 ‖△φ‖L3x∥∥∥L∞t
≤ C
∥∥∥∥t 1−δ3 ‖∇φ‖
L
3
δ
x
∥∥∥∥
L∞t
∥∥∥t 13‖△φ‖L3x∥∥∥L∞t .
Also, we have by choosing α = 2+2δ3 , β = 1 in Lemma 3.1 and using Lemma 3.2∥∥∥∥∫ t
0
e(t−s)△∇(△φ · ∇φ)ds
∥∥∥∥
L∞t (t
1
3 L3x)
≤ C
∥∥∥∥t 1−δ3 ‖∇φ‖
L
3
δ
x
∥∥∥∥
L∞t
∥∥∥t 13‖△φ‖L3x∥∥∥L∞t . (3.6)
Next, we focus on the the phase parameter equation. Taking α = 1, β = δ and α =
4δ
3 , β = 1 in Lemma 3.1, respectively, we obtain from Lemma 3.2∥∥∥∥∫ t
0
e−(t−s)(−△)
2∇(u · ∇φ)ds
∥∥∥∥
L∞t (t
1−δ
3 L
3
δ
x )
≤ C sup
t∈[0,T ]
t
1−δ
3
∫ t
0
(t− s)− 12 ‖u‖L3x‖∇φ‖L 3δx
ds
≤ C sup
t∈[0,T ]
t
1−δ
3
∫ t
0
(t− s)− 12 s− 5−2δ6
(
s
1
2 ‖∇u‖L3x
)(
s
1−δ
3 ‖∇φ‖
L
3
δ
x
)
ds
≤ C
∥∥∥t 12‖∇u‖L3x∥∥∥L∞t
∥∥∥∥t 1−δ3 ‖∇φ‖
L
3
δ
x
∥∥∥∥
L∞t
,
(3.7)
and ∥∥∥∥∫ t
0
e−(t−s)(−△)
2△(u · ∇φ)ds
∥∥∥∥
L∞t (t
1
3 L3x)
≤ C sup
t∈[0,T ]
t
1
3
∫ t
0
(t− s)− 2δ+36 s− 5−2δ6
(
s
1
2‖∇u‖L3x
)(
s
1−δ
3 ‖∇φ‖
L
9
4δ
x
)
ds
≤ C
∥∥∥t 12 ‖∇u‖L3x∥∥∥L∞t
∥∥∥∥t 1−δ3 ‖∇φ‖
L
3
δ
x
∥∥∥∥
L∞t
.
(3.8)
We proceed to estimate the higher nonlinearity terms △f(φ). Taking α = 5δ+13 , β = δ in
Lemma 3.1 and using Lemma 3.2 lead to∥∥∥∥∫ t
0
e−(t−s)(−∆)
2∇(φ · |∇φ|2)ds
∥∥∥∥
L∞t (t
1−δ
3 L
3
δ
x )
≤ C sup
t∈[0,T ]
t
1−δ
3
∫ t
0
(t− s)−α+2β−δ+14 ‖φ‖ 3
α
‖|∇φ|2‖ 3
2β
ds
≤ C sup
t∈[0,T ]
t
1−δ
3
∫ t
0
(t− s)− 2δ+13 s−(1−δ)ds
∥∥∥∥t 1−δ3 ‖∇φ‖
L
3
δ
x
∥∥∥∥3
L∞t
≤ C
∥∥∥∥t 1−δ3 ‖∇φ‖
L
3
δ
x
∥∥∥∥3
L∞t
,
(3.9)
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and taking α = 7δ−26 for δ >
2
7 , β = 1 + δ in Lemma 3.1 and using Lemma 3.2 yield that∥∥∥∥∫ t
0
e−(t−s)(−∆)
2∇(φ2 · △φ)ds
∥∥∥∥
L∞t (t
1−δ
3 L
3
δ
x )
≤ C sup
t∈[0,T ]
t
1−δ
3
∫ t
0
(t− s)− δ+13 s− 3−2δ3
(
s
1−δ
3 ‖∇φ‖
L
3
δ
x
)2 (
s
1
3‖△φ‖L3x
)
ds (3.10)
≤ C
∥∥∥∥t 1−δ3 ‖∇φ‖
L
3
δ
x
∥∥∥∥2
L∞t
∥∥∥t 13 ‖△φ‖L3x∥∥∥L∞t .
Again, choosing α = 4δ−13 for δ >
1
4 , β = 1 and α =
2δ+1
3 , β = δ in Lemma 3.1 and
employing Lemma 3.2, we have∥∥∥∥∫ t
0
e−(t−s)(−△)
2△(φ2 · △φ)ds
∥∥∥∥
L∞t (t
1
3 L3x)
≤ C sup
t∈[0,T ]
t
1
3
∫ t
0
(t− s)− 2δ+13 ‖φ‖2
L
3
α
x
‖△φ‖L3xds
≤ C sup
t∈[0,T ]
t
1
3
∫ t
0
(t− s)− 2δ+13 s− 3−2δ3
(
s
1−δ
3 ‖∇φ‖
L
3
δ
x
)2 (
s
1
3 ‖△φ‖L3x
)
ds
≤ C
∥∥∥∥t 1−δ3 ‖∇φ‖
L
3
δ
x
∥∥∥∥2
L∞t
∥∥∥t 13‖△φ‖L3x∥∥∥L∞t ,
(3.11)
and ∥∥∥∥∫ t
0
e−(t−s)(−∆)
2△(φ · |∇φ|2)ds
∥∥∥∥
L∞t (t
1
3 L3x)
≤ C sup
t∈[0,T ]
t
1
3
∫ t
0
(t− s)− 2δ+13 ‖φ‖
L
3
α
x
∥∥|∇φ|2∥∥
L
3
2β
x
ds
≤ C sup
t∈[0,T ]
t
1
3
∫ t
0
(t− s)− 2δ+13 s− 2(1−δ)+13
(
t
1−δ
3 ‖∇φ‖
L
3
δ
x
)2 (
s
1
3‖△φ‖L3x
)
ds
≤ C
∥∥∥∥t 1−δ3 ‖∇φ‖
L
3
δ
x
∥∥∥∥2
L∞t
∥∥∥t 13 ‖△φ‖L3x∥∥∥L∞t .
(3.12)
The desired result (3.1) follows from estimates (3.3)-(3.12). Similarly, we can get (3.2). 
Now, we are in the position to prove Theorem 1.2.
Proof of Theorem 1.2. From Proposition 3.1, we choose λ ∈ (0, 1) such that
C
(
λ2 + λ3 + (2Cλ2)2 + (2Cλ2)3
) ≤ 2Cλ2,
C
(
λ+ λ2 + 2Cλ2 + (2Cλ2)2
) ≤ 1
2
.
By Proposition 3.1, we infer that the mappingM is a contraction in a ball B(0, 2Cλ2) in
X˜T . Let
ΩT = E˜
c
λ,T . (3.13)
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For any T > 0, there exists i > 0 such that 2i−1 ≤ T < 2i, Ω2i ⊂ ΩT ⊂ Ω2i−1 . In addition,
by Lemma 2.2 ((2.2))
P(Ω2i−1) ≥ 1− P(E˜λ,2i−1) ≥ 1− c1exp
(
− cλ
2
‖(u0, φ0)‖2H1×H2
)
. (3.14)
For any ε ∈ (0, 1), let
1− c1exp
(
− cλ
2
‖(u0, φ0)‖2H1×H2
)
≥ ε.
After a simple calculation, we get from (3.14) that if
‖(u0, φ0)‖H1×H2 ≤
√
− c
ln(1− ε) ,
there exists a set Λ =
⋂
i≥1 Ω2i such that P(Λ) ≥ ε for all ω ∈ Λ, and equation (1.1) has
a unique global solution in X˜T . This completes the proof of Theorem 1.2.
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