We propose an alternative to the usual time-independent Born-Oppenheimer approximation that is specifically designed to describe molecules with non-symmetrical hydrogen bonds. In our approach, the masses of the hydrogen nuclei are scaled differently from those of the heavier nuclei, and we employ a specialized form for the electron energy level surface. As a result, the different vibrational modes appear at different orders of approximation.
Introduction
This is the second in a series of articles devoted to the study of vibrational levels associated with hydrogen bonds. The first paper [5] deals with stretching vibrations of the hydrogen bond in the symmetric case in which the hydrogen binds two identical atoms or molecules.
Our prototypical example is F HF − , which displays strong anharmonic effects, coupling between vibrational modes, and a low frequency for the vibration of the hydrogen along the F -F axis. This second paper deals with all the vibrations and rotations in the nonsymmetric situation. Our canonical example is F H Cl − , which displays weaker anharmonic effects and a high frequency for the vibration of the hydrogen along the F -Cl axis.
Both of our papers contain two main new ideas. The first is the same for both papers.
Standard Born-Oppenheimer approximations keep the electron masses fixed while all the nuclear masses are taken proportional to ǫ −4 . We take the hydrogen mass proportional to ǫ −3
while keeping the heavier atoms' masses proportional to ǫ −4 . This is physically appropriate for many molecules of interest: If the mass of an electron is 1 and ǫ is defined so the mass of a carbon C 12 nucleus is ǫ −4 , then ǫ = 0.0821,and the mass of a H 1 nucleus is 1.015 ǫ −3 .
The second novel idea is to exploit the smallness of certain derivatives of the electron energy level surface for the molecule being studied. Here our two papers are completely different, and they are motivated by examinations of numerically computed electron energy level surfaces using Gaussian 2003 software [3] . In the symmetric case, the second derivative associated with moving the H along the axis of A H A is small, and we could allow it to be small and negative if the H nucleus felt a double well potential. In the non-symmetric case, if the H is more weakly bound to the B in A H B, we assume all the derivatives associated with moving the B relative to A H in A H B are small. We assume all derivatives associated with stretching the distance between A and H not to be small.
To describe the smallness of the small derivatives, we could have introduced another small parameter. Instead, we have elected to let ǫ play a second role. We take all the small derivatives to be proportional to ǫ. For the choice of ǫ = 0.0821 indicated above, that is again appropriate for our F H F − and F H Cl − examples. The small derivatives are on the order of ǫ in units where the non-small derivatives are on the order of 1.
We shall now restrict our attention to triatomic non-symmetrical hydrogen bonded molecules A H B, and assume the H is more strongly bound to the A. We do an asymptotic expansion for small ǫ, and our main results are the following:
1. To their respective leading orders, the vibrational levels are described by three independent harmonic oscillators in appropriate Jacobi coordinates: two separate onedimensional harmonic oscillators and one two-dimensional isotropic harmonic oscillator. This is in contrast to the usual Born-Oppenheimer theory in which one obtains one coupled four-dimensional harmonic oscillator. Our technique does not require going through the diagonalization process to separate the normal modes. The different modes appear at different orders of the expansion, in contrast to the Born-Oppenheimer situation, where all vibrations are of order ǫ 2 .
2. The highest frequency vibrational states have energy of order ǫ 3/2 . These are the stretching oscillations of the A-H bond with the B approximately sitting still.
3.
The next highest frequency vibrations are the two degenerate bending modes. They are of order ǫ 2 .
4. The lowest vibrational energies are of order ǫ 5/2 . They are the stretching oscillations of the weak bond between the A H and the B.
For the specific case of F H Cl − , we have the following comparison of results, where vibrational energies are measured in cm −1 . The experimental results come from [2] . We note that the experiments were not done in the "gas phase," so they may not accurately represent results for the isolated ions. All the Gaussian 2003 results presented in this paper are obtained by using the MP2 technique with the aug-cc-pvdz basis set. with the full 4-dimensional harmonic oscillator, whereas our technique deals with two 1-dimensional harmonic oscillators and one isotropic 2-dimensional harmonic oscillator. Evidently the Jacobi coordinates we have chosen are very close to the normal mode coordinates for the 4-dimensional oscillator.
2.
The results from Gaussian and our model are just leading order (harmonic) calculations. Including higher order terms from the expansions might bring these into better agreement with experiment. Also, we again emphasize that the experimental results
were not obtained for isolated ions.
A recent chemistry article [9] contains data for vibrations of eighteen hydrogen bonded molecules in the gas phase. It also contains an idea for quantifying how symmetric or nonsymmetric a hydrogen bond is. Its conclusions are consistent with the analysis in our two papers. Figure 2 of that article plots the vibrational frequency of the A − H stretch versus the difference in the "proton affinities" of A and B for a molecule A H B. When A and B are identical, the frequency is low (800-1000 cm −1 ), and when they attract the proton very differently, the frequency is high (1600-3500 cm −1 ). In our symmetric analysis, this vibrational energy is of order ǫ 2 , whereas in our non-symmetric analysis, it is of order ǫ 3/2 , which is roughly 3.5 times larger when ǫ = 0.0821.
Remarks

1.
We assume that the ground state electron energy level we are considering is nondegenerate for all nuclear configurations of interest. Thus, we do not consider situations that exhibit the Renner-Teller effect [8, 10, 6 ].
2. Since our analysis includes rotations of the whole molecule, some small effects show up in the calculations. For example, l-type doubling [7] occurs for terms that have nonzero eigenvalues of the L z ′ operator at low order. (L z ′ is the nuclear angular momentum around the A−B axis.) States corresponding to L z ′ eigenvalue ±k with k ≥ 1 generically have their degeneracy in energy split at order ǫ 2+3k in our model.
The paper is organized as follows: In Section 2, we describe our model in detail. In Section 3, we do the semiclassical expansion to all orders for the nuclei. In Section 4 we include the electrons. However, when we include the electrons, we just show that the energy expansion is valid through order ǫ 3 . Going to higher order is extremely complicated.
Semiclassical Analysis for the Effective Nuclear Hamiltonian
In this section, we give a precise description of the Hamiltonian for the nuclei. As mentioned above, we consider a molecular system A H B in which the hydrogen is much more tightly bound to the A than to the B.
We construct the coordinate system we use in two steps, as illustrated in the figures below. The first step is to choose a standard Jacobi coordinate system for the nuclei in their center of mass frame of reference. The first three coordinates are the components X 1 , X 2 , and X 3 of the vector X from the A nucleus to the H nucleus. The fourth, fifth, and sixth We now change from these coordinates to new ones that we call (Y, θ, φ, R, γ, X). The (Y, θ, φ) are spherical coordinates for the vector described by (Y 1 , Y 2 , Y 3 ) in the original center of mass frame of reference. The (R, γ, X) are cylindrical coordinates for the vector (X 1 , X 2 , X 3 ) in a frame of reference that rotates so that the axis for these coordinates is in the direction of the vector described by (Y 1 , Y 2 , Y 3 ). The precise definition is below. One reason for using these coordinates is that the potential energy surface depends only on Y , X, and R. A second reason is that in these coordinates, we can separate the total angular momentum J 2 and its z component J z from the other motions easily. Also, to low order in perturbation theory, the angular momentum L z ′ conjugate to γ (which is the angular momentum in the direction of (Y 1 , Y 2 , Y 3 ), gives another convenient quantum number. Note that L z ′ does not commute with the full Hamiltonian.
The drawback to using this coordinate system is that the kinetic energy expression is quite messy. The complication comes from the Laplacian in the (Y, θ, φ) variables. The
Laplacian in (R, γ, X) is simply the usual cylindrical Laplacian.
These coordinates are closely related to ones used in [4] to deal with Born-Oppenheimer approximations for diatomic Coulomb systems. There is a minus sign error in the expression for L · J term on page 32 of that paper.
As mentioned above, (Y, θ, φ) are just standard spherical coordinates. To describe the other three coordinates precisely, we first define the rotation
It maps the vector
Next, we define another rotation
where, for generic vectors ξ, γ is defined by requiring the second component of [ R 2 (γ) ] −1 ξ to be 0 and its first component to be positive. We then define coordinates X and R by
Our Hamiltonian has kinetic energy
where µ 1 (ǫ) and µ 2 (ǫ) are modified reduced masses that we describe in detail below. Since
Laplacians are rotationally invariant, under our coordinate changes, the first term simply becomes the usual cylindrical Laplacian
By a very tedious calculation, the second term in the kinetic energy is
where
is the total angular momentum operator,
The modified reduced masses are 
. Then we have
We define the operator
written in the new variables, so that the kinetic energy can be expressed as
all written in terms of (Y, θ, φ, R, γ, X).
The quantum fluctuations of the nuclei around their equilibrium positions occur on short length scales, so we now do the appropriate rescaling of variables. We assume the ground state electron energy surface has a minimum at Y = Y 0 , R = 0 (because the Hydrogen bond is linear), and X = X 0 . Under the rescaling, the angles θ, φ and γ remain unchanged, but we replace Y , R, and X by
Under this rescaling, the total kinetic energy operator becomes
where J 2 is still given by (2.1), but L·J and L 2 are now given by the ǫ-dependent expressions
By explicit computation, one can verify that L + ′ and L − ′ commute with both J 2 and J z . The operators L + ′ and L − ′ are raising and lowering operators for the eigenstates of
2.
The dominant order terms in the expressions in L · J and L 2 are the ones of order ǫ −1 in
Because of the overall factor of ǫ 4 that multiplies these operators in the Hamiltonian, they are not relevant until the order ǫ 3 perturbation calculations.
Motivated by numerical calculations for the F HCl − ion, we assume the ground state electron energy surface near its minimum depends only weakly on R and Y . To exploit this, we decompose the potential energy surface as
where V 1 and V 2 have Taylor expansions of the forms
The restrictions on the indices in V 2 are obtained requiring all pure X dependence to be V 1 and by requiring V 2 to be even in R (because of the symmetry).
We now can state our results for the semiclassical analysis of the bound states for the nuclei. 
Theorem 2.1 Consider the Hamiltonian
for some C N that depends on the choices of n, k, m, and p below.
Furthermore,
for an integer k, and m = 0, 1, · · · ,
and E 12/4 is given by the expression (3.7). The rotational energy first appears in E 16/4 .
For fixed angular momentum quantum numbers j and j z , for order N ≥ 12, the states with 
The ǫ in (2.4) reflects the weakness of the hydrogen bond, and also that the molecule can bend easily. The F HCl − ion essentially looks like a slightly deformed F H molecule with a Cl − ion quite a long way from the F H. 
The Perturbation Expansion for the Nuclei
We now do the perturbation expansion for the semiclassical motion of the nuclei under the global hypotheses of Theorem 2.1. When the hypotheses are satisfied only locally, see
The perturbation expansion describes the small ǫ dependence of the eigenvalue problem for the following differential operator
At this point we should make the Ansatz that the eigenvalue and eigenfunction have expansions of the forms
Here, ν 0 (ǫ) = 1, ψ 0 is non-trivial, and
However, one learns that every ν l (ǫ) that occurs is some power of ǫ 1/4 , so it is somewhat simpler just to take ν l (ǫ) = ǫ l/4 , i.e.,
Our Hamiltonian, J 2 , and J z all commute with one another, so we can simultaneously diagonalize these three operators. The eigenvalues of J 2 are j(j + 1), where j = 0, 1, 2, . . .,
and for a given j, they have degeneracy (2j + 1) 2 . We henceforth use the specific basis for the eigenspace for fixed j that is given in Section 4.7 of [1] :
where For future reference, we note also that the operators in (2.3) have
for some α ±,j,jz,k . When |k| = j, α +,j,jz,j = 0 and α −,j,jz,−j = 0.
By restricting attention to given values of j and j z , the wave functions in our expansion can now be regarded (with some abuse of notation) as
We now substitute the Ansatz into the eigenvalue equation and equate terms order by order. We do not worry about normalization, but produce a quasimode that is O(1) as ǫ tends to 0. To simplify some of the discussion, we take ψ l/4 orthogonal to ψ 0 for l > 0. The results of these computations yield the formal expansions of Theorem 2.1.
These terms simply require a 0 ψ 0 = E 0 ψ 0 . So,
The terms of these orders successively require
Order ǫ
6/4
These terms require − 1 2µ 1
This forces
7/4
We introduce the notation
Then the
We first examine the components of this equation that are multiples of Φ 1 (x). These x components require
We then examine the components that are perpendicular to Φ 1 (x) in the x variables. These ⊥ x components require
where the function f 1/4 is not yet determined.
8/4
These terms require
The x components of this equation require
This is a standard isotropic two dimensional Harmonic oscillator problem that one can solve by separating variables. In our context, the angular operator L z ′ = − i ∂ψ 0 ∂γ has eigenvalues k = 0, ±1, ±2, · · · , ±j and eigenfunctions e i k γ . For each such k, the radial operator
The corresponding normalized eigenfunctions are
is a Laguerre polynomial.
We permanently fix one such value of E 8/4 . Since different pairs (m, k) can occur, we
One can easily show that K is non-empty and has at most j + 1 elements.
For k ∈ K, we define the normalized wave functions
and take
The functions g 0 (y, k) for k ∈ K are not yet determined. However, we now have
For future reference, we let Z 1 denote the subspace spanned by
The ⊥ x terms at this order require [H 0,x − E 6/4 ] ψ 2/4 = 0, which simply forces
9/4
We first examine the components of this equation that belong to the subspace Z 1 . These
Next, the x ⊥ Z 1 components of (3.3) that are orthogonal to
0. This forces us to choose
The ⊥ x components of (3. r . The result is
This forces us to choose
So far, the c 0,k in (3.6) are arbitrary for k ∈ K, but we henceforth assume they satisfy the normalization condition
For future reference, we let Z 2 denote the subspace spanned by
We apply the reduced resolvent of H 0,x to obtain
Note that the first two terms are zero if k / ∈ K. Restoring the angular dependence in the notation, we have
Since j and j z are fixed, this is a linear combination of at most j+1 linearly independent states.
2.
As we shall see, the degeneracy generically partially splits at order ǫ 12/4 . At that point,
states with different values of |k| have different energy, but two states with k = ±λ for λ > 0 have the same E 12/4 . In terms of the energy, the degeneracy of these two states generically splits completely at order ǫ 2+3λ . When λ = 1, this splitting has long been observed in the spectra of linear polyatomic molecules. It is called l-type doubling [7] .
3.
We have determined the dominant terms for the eigenvalue:
This quantity does not depend on the quantum numbers j, j z , or k ∈ K.
The dominant contribution to the energy from the total angular momentum is
, so it enters at order 16/4.
4.
Below we impose the condition that every ψ l/4 with l > 0 be orthogonal to the subspace Z 2 .
5.
At the next order, the pattern emerges for how to do all higher order formal perturbation calculations. For l ≥ 11, we have the following:
• the x Z 1 y terms determine E l/4 ,
• the x Z 1 ⊥ y terms determine the y-dependence of g (l−10)/4 (y, k)
• the x ⊥ Z 1 terms determine the r and k dependence of f (l−8)/4 (r, y, k), and
• the ⊥ x terms determine the x-dependence of ψ (l−6)/4 (x, r, y, k).
Since the general pattern occurs at the next order, we present full calculations for only one more order explicitly.
The x Z 1 y terms require
The x Z 1 ⊥ y terms require
for k ∈ K. This is the first place in the perturbation calculations where different values of |k| yield different results. Note that we could add c 1/4,k Φ 3 (y) to g 1/4 (y, k) when k ∈ K, but we have chosen c 1/4,k = 0 to impose the condition that ψ 1/4 be orthogonal to the subspace Z 2 . See Remark 4 above.
where P ⊥ Z 1 denotes the projection onto functions orthogonal to the subspace Z 1 . We have already seen that the non-zero f 1/4 (r, y, k) belong to the subspace Z 1 , so P ⊥ Z 1 [H 0,y − E 10/4 ] f 1/4 = 0. Thus, applying the reduced resolvent of H 0,r,γ (which is zero on Z 1 ), we obtain
Here, we have used the notation
and the direct sum decomposition
The ⊥ x terms require
So, we see that [H 0,r − E 8/4 ] ψ ⊥x 3/4 = 0. Thus, we have
Note that only g 2/4 (y, k) (for k ∈ K) and f 5/4 (r, y, k) in these expressions have not yet been determined. 
2. Although we do not present the full calculations at order ǫ 12/4 , we do calculate E 12/4
explicitly. It is generically contains non-zero anharmonic corrections.
Before going further with the expansion, we present a summary of what has been determined so far.
The last information for E came from order 11/4, x Z 1 y .
This was completely determined at order 10/4, x Z 1 .
This was completely determined at order 11/4, x Z 1 ⊥ y .
The last information came from order 10/4, x ⊥ Z 1 .
The last information came from order 11/4, x ⊥ Z 1 .
The last information came from order 10/4, ⊥ x (coupled with 11/4, x Z 1 ⊥ y , because of g 1/4 ).
The last information came from order 11/4, ⊥ x .
We now return to describing higher orders of the perturbation expansion. We determine E 12/4 , and explicitly write the equations that must be solved through order ǫ 16/4 . That is the order at which the angular momentum quantum number j appears, and the degeneracy due to rotations is split. From the x Z 1 γ terms, we can easily solve for E 12/4 . does not depend on k, and the term
does not depend on k. In fact, the only term that has non-trivial dependence on k in E 12/4 is Φ 2 (|k|, r), r 4 Φ 2 (|k|, r) r = (2 + 3|k| + k 2 ) + 6 (|k| + 1) m(k) + 6 m(k) Let k 1 ≥ 0 and k 2 ≥ 0 be two different values of |k| that yield the same result. Simultaneously solving
However, m(k 1 ) and m(k 2 ) must both be non-negative. There are no simultaneous nonnegative solutions to
since this would require 3 + 5 k 1 < −3/5 + k 1 /5, which requires 24k 1 < −18 or
This contradicts k 1 ≥ 0, so different values of |k| must yield different values for E 12/4 .
Therefore, at this level of perturbation, the eigenvalues generically have multiplicity 1 when k = 0 and multiplicity 2 when k ≥ 1.
Explicitly,
Order ǫ 
Note: This is where we first encounter operators that mix the various different values of 
The Complete Asymptotic Expansion
We now prove the existence of a complete expansion in powers of ǫ With these definitions, we can write
Then, going to the rescaled variables and dropping the symbol I, the differential operator (3.1) takes the form
We get a matrix valued differential operator given as a formal infinite series in powers of Observe that in each term of the resulting expansion, the differential operators are at most of order two.
The r dependence of these operators is explicit, which will allow us to check that that the factors 1/r and 1/r 2 do not cause divergences in the expressions that we encounter below.
The measure in the r variable is r dr, so the only term that might yield a vector not in L 2 is the L z ′ /r 2 . In the eigenspace where L z ′ multiplies by zero, there is no problem. In the eigenspaces where L z ′ multiplies by something non-zero, the wave functions contain factors of r, so again, there is no problem.
. . .
We have already explicitly presented perturbation theory through order ǫ l/4 for l ≤ 11.
The equation we must solve at order ǫ l/4 with l ≥ 12 now can be expressed as 8) where the symbols D q denote at most second order differential operators in x, r, y with matrix valued coefficients whose entries are polynomials in these variables divided by r p , with p = 0, 1, 2. We note also that H 0,r,γ is now matrix-valued, because of the centrifugal term L 2 z ′ /r 2 , whereas H 0,x and H 0,y are scalar differential operators multiplied by the identity matrix.
The point of this decomposition is to separate the vectors Ψ q/4 of order less than or equal to (l − 11)/4 from those of order (l − 10)/4 to (l − 6)/4.
Let P x , P y and P r,γ be the orthogonal projectors on the eigenstates Φ 1 (x), Φ 3 (y) and on the subspace Z 0 = span{Φ 2 (r, |k|) |k } k∈K , respectively. We abuse notation and use the same symbols to denote the corresponding projectors when considered on
Note that these operators commute with one another and that the following identity holds for any q ∈ N :
Also, we have constructed Ψ l/4 so that Ψ 0 = P x P r,γ P y Ψ 0 and P x P r,γ P y Ψ l/4 = 0, for all l ≥ 1. (3.10)
Hence, for l ≥ 1,
In terms of the quantities introduced in the explicit computations of the lower orders, we have in particular
where c k,0 ∈ C and k∈K |c k,0 | 2 = 1. Note that by virtue of (3.10),
(y, k), for any k ∈ K and any l > 0. (3.13)
We solve (3.8) by two independent steps. The first consists of determining the vectors Ψ l/4
for any set of coefficients {c 0,k } k∈K , and the other consists of solving an eigenvalue equation
for E j/4 in I C #(K) which may reduce the set of free coeffcients {c 0,k } k∈K . It is only when we construct the actual quasimode that we restrict the values of the coefficients {c 0,k } k∈K to those given by the determination of the the E l/4 's.
We now formulate our induction hypothesis for l ≥ 12.
IH: After solving equation (3.8) through order ǫ (l−1)/4 for vectors satisfying (3.10), we have:
• The following vectors are determined completely in terms of the coefficients {c 0,k } k∈K and depend linearly on {c 0,k } k∈K :
, and
(3.14)
• The x dependence of the vector P ⊥ x P r,γ Ψ (l−7)/4 is determined and has the form
with linear dependence on {g (l−10)/4 (y, k)} k∈K , the set of functions {g (l−10)/4 } entailing the unknown y dependence.
• There exist vector spaces
such that E q/4 is determined by an eigenvalue equation in W q , for q = 0, 1, · · · , l − 1.
Our explicit computations show that these properties are satisfied for l = 12, with W q = I C #(K) , for q = 0, · · · , 11. We now show that the induction hypothesis holds at order ǫ l/4 .
Using (3.9) and (3.10) and applying P x P r,γ P y to equation (3.8) yields
We note that for s = 9, 10, the vectors P
are completely determined by IH. By IH again, the right hand side depends linearly on the set {c 0,k } k∈K .
Expressing the equation in the basis {Φ 1 (x)Φ 2 (|k|, r)Φ 3 (y)} k∈K of Z 2 , we get a finite dimensional eigenvalue equation. Restricting attention to the subspace W l−1 ⊆ C #(K) of free coefficients, we get an eigenvalue equation in W l−1 which we solve to yield E l/4 and the subspace W l ⊆ W l−1 of free coefficients.
We now turn to the computation of the vectors. Application of P x P r,γ P ⊥ y to equation (3.8) yields
whereD q = D q − E q/4 . The right hand side is known by IH, and since P x P r,γ P ⊥ y Ψ (l−10)/4 = P x P r,γ Ψ (l−10)/4 , (see (3.12), (3.13)), (3.11) implies that Ψ (l−10)/4 is fully determined up to the coefficients {c 0,k } k∈K . Since the dependence of P x P r,γ Ψ (l−10)/4 is linear in the previously determined quantities, we get by IH that Ψ (l−10)/4 depends linearly in the coefficients {c 0,k } k∈K . Hence, the vector P ⊥ x P r,γ Ψ (l−7)/4 ({g (l−10)/4 }) in IH is, in turn, fully determined, and it depends linearly on the {c 0,k } k∈K 's. Thus, the same is true for (I − P x ) Ψ (l−7)/4 .
Application of P x P ⊥ r,γ to equation (3.8) yields
where, by the same arguments, the right hand side is fully determined up to the coefficients {c 0,k } k∈K , on which it depends linearly. Now, from IH and the identity
we see that (I − P x P r,γ ) Ψ (l−8)/4 is fully determined and depends linearly on the coefficients
Finally, application of P ⊥ x to equation (3.8) yields
where, this time, the right hand side is not fully determined since there is no projector P ⊥ x acting on Ψ (l−9)/4 . However, at this step, Ψ (l−10)/4 and P
are fully determined and linear in the {c 0,k } k∈K , so that from IH we see that the only undetermined part comes from
We conclude that the x dependence of the vector P ⊥ x Ψ (l−6)/4 is determined, and that the undetermined part of this vector depends on the set of functions {g (l−9)/4 (y, k)} k∈K purely linearly.
Thus, we have reproduced the all the requirements of the induction hypothesis, which ends the proof.
The Expansion Around a Local Minimum
We now describe the construction of quasimodes of arbitrarily high order under assumptions that are only local. This construction uses the formal expansions of Proposition 3.1 and the insertion of cutoff functions. The construction is quite similar to that given in [5] , so we refrain from presenting all details.
Let N ≥ 0 be fixed and set
where the vectors ψ l/4 and the scalars E l/4 are defined in Proposition 3.1.
Then we introduce a cutoff function. Let F : IR → [0, 1] be C ∞ and such that supp F ⊂ [−2, 2] with F (t) = 1 for t ∈ [−1, 1]. We set
where 0 < δ 1 < 3/4, 0 < δ 2 < 1/2 and 0 < δ 3 < 3/4.
The quasimode Ψ (N )
Q is defined as
The factor of ǫ −5/4 in this expression ensures asymptotic normalization of the quasimode because of the Jacobian factor in the integral for the L 2 norm. 
Proposition 3.2 Let
H(ǫ) = − ǫ 3 2 µ 1 (ǫ) ∆ (X 1 , X 2 , X 3 ) − ǫ 4 2 µ 2 (ǫ) ∆ (Y 1 , Y 2 , Y 3 ) + V 1 (X) + ǫ V 2 (X, R, Y ),H(ǫ)Ψ (N ) Q − E (N ) Ψ (N ) Q Ψ (N ) Q ≤ C N ǫ (N +1)/4 , as ǫ → 0.
Proof
We begin by computing the norm of Ψ Gaussians in x, r, y, times polynomials in these variables. Thus, they all belong to L 2 .
In particular, by our choices for ψ 0 , we have
where dΩ denotes the solid angle element in the angular variables. The norms of the other
The choice of exponents δ j and the exponential decay of Ψ (N ) imply that (3.22) is of order ǫ ∞ , and we finally see that
By construction, there exist C > 0 and D > 0, independent of ǫ, such that
Due to the support conditions imposed by the cutoff, we can estimate F ǫ R (N ) by means of (3.23), and, after passing to the rescaled variables x, r, y, we obtain
Once again using the Gaussian decay of Ψ (N ) , we finally get the L 2 estimate
We now have estimated everything except the terms in which the kinetic energy acts on the cutoffs. First note that derivatives with respect to angular variables do not affect the Finally, taking into account the formal expansions of Theorem 3.1, and the definition
we get the L 2 norm estimate
Inclusion of the Electrons
In this section we show that including the quantum mechanical treatment of the electrons does not change the expression for the energy up to an error of order ǫ 3 .
We decompose the Hamiltonian for all the particles in the molecule as the sum of the nuclear kinetic energy plus a self-adjoint electron Hamiltonian h 1 (Y, θ, φ, R, γ, X). The electron Hamiltonian depends parametrically on (Y, θ, φ, R, γ, X) and acts on functions of all of the electron variables, that we describe jointly with the single symbol Z. To avoid questions about Berry phases, we assume h 1 (Y, θ, φ, R, γ, X) commutes with complex conjugation, i.e., it is a real symmetric operator.
Because of rotational symmetries, the electron Hamiltonian can be written as
where U(θ, φ, γ) is unitary on the electron Hilbert space and depends smoothly on θ, φ, and γ.
As a consequence, discrete eigenvalues of h 1 (Y, θ, φ, R, γ, X) do not depend on θ, φ, or γ.
We assume that the resolvent of h 2 (X, R, Y ) depends smoothly on (X, R, Y ). As a result, all discrete eigenvalues of h 1 (Y, θ, φ, R, γ, X) depend smoothly on the nuclear configurations.
We assume further that the ground state eigenvalue V (X, R, Y ) of h(Y, θ, φ, R, γ, X) is discrete and non-degenerate for each fixed value of (Y, θ, φ, R, γ, X). We also assume that V (X, R, Y ) has a global minimum at (X 0 , 0, Y 0 ) with a strictly positive Hessian at that minimum. To ensure that we are approximating discrete eigenvalues for the full molecular
Hamiltonian, we assume that the V (X 0 , 0, Y 0 ) is strictly below the bottom of the spectrum of h 2 (X, R, Y ) for all (X, R, Y ) outside a small neighborhood of (X 0 , 0, Y 0 ).
We now introduce ǫ-dependence in h 2 , and hence h 1 . We choose functions V 1 (X) and and the restrictions imposed after expression (2.4). Here ǫ 0 is a fixed value of ǫ that we take to be the fourth root of the electron mass divided by the carbon C 12 nuclear mass. We then define h(ǫ, Y, θ, φ, R, γ, X) by replacing V (X, R, Y ) by V 1 (X) + ǫ V 2 (X, R, Y ) in the spectral decomposition of h 1 (Y, θ, φ, R, γ, X). Thus, we only introduce ǫ-dependence in this single eigenvalue and alter none of the eigenfunctions.
Remark To minimize technicalities, we have made assumptions for all (X, R, Y ). At the expense of inserting cut off functions, our assumptions need only be imposed for (X, R, Y ) in a neighborhood of (X 0 , 0, Y 0 ).
We shall write down an explicit quasimode with an O(ǫ 12/4 ) energy error for the Schrö-dinger operator
rewritten in terms of the variables (Y, θ, φ, R, γ, X, Z).
The quasienergy will be E(ǫ) = E 0 + ǫ 6/4 E 6/4 + ǫ 8/4 E 8/4 + ǫ 10/4 E 10/4 , (4.1)
but the quasimode will be somewhat complicated.
To specify the quasimode, we first let χ(Y, θ, φ, R, γ, X, Z) denote a normalized real ground state eigenfunction of h(ǫ, Y, θ, φ, R, γ, X) that depends continuously on its vari- acts on these terms, we obtain terms of order ǫ 9/2 or smaller, since everything is smooth, and the largest terms come from ǫ 6 and two X-derivatives acting on ζ.
Note that when computing the norm in (4.3), it is essential that χ be orthogonal to ∂χ ∂X and ∂χ ∂R , or cross terms would yield terms of order greater than ǫ 3 . This orthogonality is guaranteed by our hypothesis that the electron Hamiltonian h(ǫ, · ) be real symmetric and that we choose χ to be real.
