This paper introduces a novel constraint handling approach for covariance matrix adaptation evolution strategies (CMA-ES). The key idea is to approximate the directions of the local normal vectors of the constraint boundaries by accumulating steps that violate the respective constraints, and to then reduce variances of the mutation distribution in those directions. The resulting strategy is able to approach the boundary of the feasible region without being impeded in its ability to search in directions tangential to the boundaries. The approach is implemented in the (1 + 1)-CMA-ES and evaluated numerically on several test problems. The results compare very favourably with data for other constraint handling approaches applied to unimodal test problems that can be found in the literature.
INTRODUCTION
Numerous constraint handling approaches have been proposed for use in evolutionary algorithms (EAs). A list of references 1 to constraint handling techniques used with EAs compiled by Coello Coello at the time of this writing contains more than one thousand entries. Among the most com-1 http://www.cs.cinvestav.mx/˜constraint/ Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. GECCO '12, July 7-11, 2012 , Philadelphia, Pennsylvania, USA. Copyright 2012 ACM 978-1-4503-1177-9/12/07 ...$10.00. monly employed approaches are algorithms that rely on immediate resampling of infeasible candidate solutions, penalty functions, or multiobjective techniques. A recent survey [15] provides a comprehensive overview.
Despite their strong performance in black box optimisation benchmarking exercises focusing on unconstrained realvalued problems [6] , little research has been done on constraint handling techniques for covariance matrix adaptation evolution strategies (CMA-ES). The objective of this paper is to develop a simple and robust constraint handling approach for use in CMA-ES, and to incorporate it in the (1 + 1)-CMA-ES. We consider the problem of minimising f (x) subject to inequality constraints gj(x) ≤ 0 for j = 1, . . . , m. Function f : R n → R is referred to as the objective function; functions gj : R n → R are the constraint functions. In contrast to many existing constraint handling approaches, we do not make the assumption that it is possible to obtain meaningful objective function values for infeasible candidate solutions. Moreover, our strategy does not make use of constraint function values other than for the purpose of determining feasibility of a candidate solution. That is, even though the constraint functions yield real values, our algorithm only makes use of the binary information whether a constraint is violated or not. As a result, our approach enjoys invariance properties that algorithms that rely on quantifying the degree of constraint violation do not. See Hansen et al. [7] for a discussion of the importance of invariance properties in black box optimisation.
The key idea underlying our algorithm is to approximate the directions of the normal vectors of the constraint boundaries in the vicinity of the current candidate solution by accumulating steps that violate the respective constraints. Subsequently reducing variances of the distribution of offspring candidate solutions in those directions enables the strategy to closely approach the boundary of the feasible region without inhibiting its ability to search in orthogonal directions.
The remainder of this paper is organised as follows. Section 2 discusses constraint handling techniques used in connection with evolution strategies and then summarises the main ideas underlying the (1+1)-CMA-ES for unconstrained optimisation. Section 3 introduces the novel constraint handling approach that is the subject of this paper and describes its incorporation in the (1 + 1)-CMA-ES. Section 4 experimentally evaluates the algorithm on several test functions and compares its performance with that of other EAs for constrained optimisation. Section 5 concludes with a discussion of the results and directions for future research.
BACKGROUND
This section first reviews constraint handling techniques proposed in connection with evolution strategies. It then provides a brief review of the (1 + 1)-CMA-ES, which forms the basis of the approach introduced in Section 3.
Related Work
Two of the simplest constraint handling techniques used in connection with evolution strategies are discussed by Oyman et al. [17] . One approach resamples infeasible candidate solutions until a feasible one has been generated. The other approach prefers feasible candidate solutions over infeasible ones, and it prefers those candidate solutions with smaller overall degrees of constraint violation in comparisons among infeasible candidate solutions. Neither approach requires computing objective function values for infeasible candidate solutions. In the case of the (1+1)-ES, which adapts its step size based on observed success probabilities, the difference between the two approaches is highly significant. Fig. 1(a) illustrates a linear problem with a linear constraint. We refer to the angle between the normal vector of the constraint boundary and the gradient vector of the objective function as the constraint angle. If the parental candidate solution is in close proximity to the constraint plane, then small constraint angles result in a small probability of generating successful offspring. The approach that resamples infeasible candidate solutions does not consider those in the calculation of the success probability and thus does not reduce the step size in response to infeasible candidate solutions. In situations where there are multiple constraints active at the same time, this may result in generating very large numbers of infeasible candidate solutions before a feasible one is found. The approach that ranks feasible candidate solutions higher than infeasible ones does consider infeasible candidate solutions in its calculation of the success probability and systematically reduces the step size, resulting in convergence to a non-stationary point of the objective. This issue was first pointed out by Schwefel [19] and has since been studied analytically by Arnold and Brauer [1] . Fig. 1(b) illustrates that small constraint angles may arise in connection with nonlinear constrained optimisation problems.
Runarsson and Yao [18] propose stochastic ranking as an approach for weighting differences in objective function values and constraint violations against each other. The approach requires the ability to obtain objective function values for infeasible candidate solutions.
Kramer et al. [14] propose the use of biased mutations for solving constrained optimisation problems. They do not evaluate their approach in an evolution strategy that is invariant with regard to rotations of the coordinate system. Kramer and Schwefel [13] propose and experimentally evaluate several constraint handling techniques for evolution strategies, ranging from adaptively lowering a lower bound on the global step size of the strategy to an algorithm evolving populations of feasible and infeasible candidate solutions in tandem and one that involves a nested strategy that adapts rotation angles of the mutation ellipsoid. All of those have in common that no objective function values are computed for infeasible candidate solutions.
Kramer et al. [12] are the first to propose a constraint handling approach specifically for CMA-ES. Similar to our approach, they learn a model of the constraint function and use that model to adapt the covariance matrix that governs the distribution of offspring candidate solutions. However, both the nature of the model for the constraint functions and the covariance matrix update differ. Our model is simpler and obtained on the fly, without the need for additional constraint function evaluations. The covariance matrix update in [12] aims to rotate the covariance matrix, whereas ours acts to reduce variances in directions where constraint violations have been observed.
Collange et al. [3] introduce a constraint handling approach for CMA-ES that strives to ensure that within some given number of iterations the population contains at least one feasible candidate solution. Their approach relies on constraint function values and a user defined constraint value threshold. No results from an evaluation of the approach on test functions are provided.
(1+1)-CMA-ES
The (1 + 1)-CMA-ES introduced by Igel et al. [10] is a variant of the (1 + 1)-ES that adapts the entire covariance matrix of its offspring distribution in addition to its global step size. As the covariance matrix C is positive definite, Cholesky decomposition yields n×n matrix A such that C = AA T , and offspring candidate solutions y are generated as
where x is the parental candidate solution, z ∈ R n has standard normally distributed components, and σ is the global step size of the strategy. The strategy maintains an exponentially fading record s ∈ R n of successful steps that is referred to as the search path. Upon generating a successful offspring candidate solution it performs covariance matrix update
where c + cov ∈ (0, 1) is a constant. Rather than working with the covariance matrix and performing a Cholesky decomposition in every iteration of the algorithm, Igel et al. [10] show that equivalently, matrix A can be updated according to
where w = A −1 s. Suttorp et al. [20] provide an analogous update of the inverse of A that removes the need for matrix inversion and makes it possible to implement the update with Θ(n 2 ) cost per iteration. A variant of the (1 + 1)-CMA-ES proposed by Arnold and Hansen [2] incorporates the active covariance matrix update due to Jastrebski and Arnold [11] into the strategy. The key observation is that in situations where there are isolated large eigenvalues of the Hessian matrix of the objective function, many iterations are required before the update in Eq. (2) yields appropriate step sizes in the directions of the corresponding eigenvectors. Rather than letting variances in those directions decay through repeated multiplication with (1 − c + cov ) < 1, in situations where the offspring candidate solution is especially unsuccessful (in the sense that it is inferior to its kth order ancestor for some k > 1), the strategy performs covariance matrix update
where c − cov ∈ (0, 1) is a constant. Arnold and Hansen [2] show that the update can equivalently be accomplished by updating matrix A according to
and they also provide an update of the inverse of A that allows performing updates with Θ(n 2 ) cost per iteration.
ALGORITHM
The key idea underlying our constraint handling approach is to reduce variances of the distribution of offspring candidate solutions in the directions of the normal vectors of constraint boundaries in the vicinity of the current parental candidate solution. For that purpose, for each of the m constraints we maintain an exponentially fading record vj , j = 1, . . . , m, of steps that have violated the constraint. Those vectors are initialised to be zero and, in those iterations where the jth constraint is violated, updated according to
We refer to the vj as constraint vectors. Accumulation acts as a low-pass filter and ensures that components of Az that are tangential to the local constraint boundary average out in the mean. Parameter cc ∈ (0, 1) determines how quickly the information present in the constraint vectors fades.
In those iterations where the offspring candidate solution is infeasible, the Cholesky factor of the covariance matrix is updated according to
where wj = A −1 vj and 1 g j (y)>0 equals one if gj(y) > 0 and zero otherwise. The update is akin to that in Eq. (5) with the constraint vectors vj replacing Az. Parameter β in Eq. (7) controls the size of the updates similar to the way that c − cov does in Eq. (5). However, while the update in Eq. (5) is of rank one, that in Eq. (7) is a multiple-rank update if multiple constraints are violated. In contrast to the update in Eq. (5), there is no multiplication of matrix A with a scalar greater than one in order to increase variances in directions other than those implicit in the constraint vectors. Also in contrast to the active covariance matrix update described in Section 2.2, we do not have an update of the inverse of matrix A that would allow performing a step with cost quadratic in n. Instead, the computational cost of the update is in O(n 3 + mn 2 ). Fig. 2 illustrates the effect of reducing the variance of the distribution of offspring candidate solutions in the direction of the normal vector of the constraint plane for a linear problem. Fig. 2(a) shows a parental candidate solution in the vicinity of the constraint boundary. The dashed circle indicates a contour line of the offspring density. Fig. 2(b) depicts the same situation with the variance of the offspring distribution reduced in the direction of the normal vector of the constraint plane as a result of the transformation implicit in matrix A. Fig. 2(c) considers the same situation as in (b), but uses a coordinate system transformed by A −1 . See Hansen [5] for a discussion of coordinate transformations and adaptive encodings. Notice that the change in offspring distribution results in an increase in the constraint angle in the transformed space in Fig. 2 (c) compared to Fig. 2(a) . If capable of learning an appropriate coordinate transformation, the algorithm will be able to avoid the pitfalls associated with small constraint angles discussed in Section 2.1. 3. If y is infeasible, then compute wj = A −1 vj for all j = 1, . . . , m and update the transformation matrix A according to Eq. (7). The iteration is complete.
4. Otherwise, evaluate f (y), update the success probability estimate according to
and update the global step size according to Incorporating the idea of constraint handling through active covariance matrix adaptation in the (1 + 1)-CMA-ES yields an algorithm the state of which is described by parental candidate solution x along with its objective function value f (x) and those of its five most recent ancestors, global step size σ, success probability estimate Psucc, transformation matrix A, search path s, and constraint vectors vj for j = 1, . . . , m. Each iteration of the algorithm updates those quantities as described in Fig. 3 . For β = 0, the algorithm is identical to the (1 + 1)-CMA-ES as described in [2] , with constraints handled using the simple resampling scheme described by Oyman et al. [17] . All parameter settings are summarised in Table 1 . Values for parameters cc and β have been obtained by optimising the performance of the strategy applied to linearly constrained sphere functions and then reducing β by a factor of about six in order to achieve robust performance on other test problems. All other parameter settings are identical to those given in [2] .
EXPERIMENTAL EVALUATION
This section experimentally evaluates the performance of the algorithm proposed in Section 3 using several constrained test problems. Section 4.1 considers constrained sphere functions that serve to examine basic scaling properties. Section 4.2 considers several test problems frequently used to evaluate the performance of algorithms for constrained optimisation, and it compares results observed for the (1 + 1)-CMA-ES with constraint handling through active covariance matrix adaptation with published work. 
Constrained Sphere Functions
Consider the problem of minimising function
subject to constraints xi ≥ 1 for i = 1, . . . , m ≤ n. The optimal solution has components xi = 1 i≤m and objective function value m. Fig. 4 shows the number of objective and constraint function evaluations required to locate a solution with an objective function value that differs from the optimal one by no more than 10 −8 plotted against the dimension of the search space. In the counting of constraint function evaluations it is assumed that one function call yields information for all constraints. The upper graph shows results for m = 1, the lower one for m = n/2.
Two variants of the (1 + 1)-CMA-ES are considered: one that employs constraint handling through active covariance matrix adaptation as described in Section 3, and one that relies on the simple resampling approach described by Oyman et al. [17] (which is recovered from the former for β = 0). In every run the initial candidate solution is sampled uniformly from the feasible subregion of [−100, 100] n . The global step size σ and Cholesky factor A are initialised to 0.1 and the n × n identity matrix, respectively. Runs are terminated when either the optimal solution has been found to within the desired accuracy, or when 10 6 iterations have failed to locate it. We have conducted 99 runs of either strategy in each case and ordered the runs by the number of objective function evaluations and constraint function calls. The bars in the figure indicate the 10th, 50th, and 90th smallest values observed. The thin dotted lines have slopes corresponding to linear and quadratic growth, respectively.
In the case of a single constraint, the strategy variant that employs active covariance matrix adaptation for constraint handling locates the optimal solution to within the desired accuracy in every run and for every value of n considered. Both the number of objective function evaluations and the number of of constraint function calls appear to grow linearly with the dimension n. The number of objective function evaluations is less than twice that required on unconstrained sphere functions of the same dimension. The strategy variant that simply resamples infeasible candidate solutions locates the optimal solution to within the desired accuracy in every run up to n = 40. However, it requires more function evaluations, with the gap between the two variants widening as n increases. For n = 100, the resampling approach regularly fails to reach the termination condition within 10 6 iterations. In the case of m = n/2 constraints, the strategy variant that employs active covariance matrix adaptation for constraint handling again locates the optimal solution to within the desired accuracy in every run and for every value of n considered. The growth of the number of objective function evaluations again appears linear in n, with overall numbers very similar to those observed for m = 1 . The growth of the number of constraint function calls appears to be quadratic in the dimension of the problem. Results for the strategy variant that resamples infeasible candidate solutions are incomplete as for n ≥ 10 the strategy regularly fails to locate the optimal solution to within the desired accuracy.
Other Test Functions
In order to perform a comparison of our algorithm with published results, we have evaluated its performance on several test functions that are commonly used to evaluate EAs for constrained optimisation. Specifically, we have considered the test functions collected by Michalewicz and Schoenauer [16] as well as those employed by Kramer and Schwefel [13] . However, a comparison is difficult for several reasons:
• Many test problems have multiple local minima. The (1 + 1)-ES is a poor global optimiser and not usefully applied to multimodal problems. We have restricted ourselves to test functions g06, g07, g09, and g10 from the test suite in [16] as all others are multimodal. When comparing our results with those found in the literature, it is important to keep in mind that other EAs may sacrifice speed of convergence for improved global search performance, and that our choice of test functions is biased in favour of fast local optimisers. We expect that this caveat will be addressed as we incorporate the approach of handling constraints through active covariance matrix adaptation in the (µ/µ, λ)-CMA-ES.
• Many algorithms for which results are reported in the literature compute objective function values for infeasible candidate solutions. While this is possible for commonly used artificial test problems, relying on the ability to obtain meaningful objective function values for infeasible candidate solutions limits the applicability of the algorithms for some practical problems. Presumably, being able to compute objective function values for infeasible candidate solutions can simplify the task of locating near optimal solutions. At the same time, those algorithms that evaluate infeasible candidate solutions incur computational costs that those that evaluate only feasible candidate solutions do not.
• Our algorithm requires a feasible candidate solution as starting point. Some test problems include recommended starting points, and we have used those. For those test problems where no starting point is given, we uniformly sample candidate solutions from the volume defined by the bound constraints until the first feasible candidate solution is encountered. Notice that no objective function evaluations are required for this process. The number of constraint function calls required to generate starting points is highly dependent on the choice of bound constraints and is not included in the figures given below. Algorithms that evaluate infeasible candidate solutions may have a bias in the first feasible candidate solutions that they encounter as the objective function landscape in the infeasible region may act as a funnel.
• Performance measures employed in different papers vary. Many authors only report objective function values after a number of objective function evaluations that far exceeds the computational budget required by our algorithm to locate near optimal solutions.
We have performed 99 runs of the (1 + 1)-CMA-ES with constraint handling through active covariance matrix adaptation on each of the eight test problems described in Appendix A. For test problems g06, g07, g09, g10, and HB, runs were terminated when a solution was obtained that, when rounded to the accuracy with which the optimal values are given in Appendix A, was identical to the optimal value. For the remaining problems, runs were terminated when optimal objective function values were attained to within a factor of 10 −8 . Table 2 lists the problems' dimensions n, the number mact of constraints active at the location of the optimal solution, and the 10th, 50th, and 90th smallest numbers of objective and constraint function evaluations in each case. All runs have located the respective optimal solutions to within the desired accuracy. We have conducted analogous experiments with the strategy that employs the simple resampling scheme and observed failure to converge to the optimal solutions in many cases for all test problems but g06 and TR2. In those cases where optimal solutions were attained, the number of constraint function calls was very significantly higher than for the strategy that employs active covariance matrix adaptation for constraint handling. While a comparison with published work is difficult for the reasons outlined above and the figures need to be interpreted with care, some results from the literature are as follows:
• Runarsson and Yao [18] use stochastic ranking in a relatively basic evolution strategy that evaluates infeasible candidate solutions. • In a paper that was ranked first in the 2006 IEEE Congress on Evolutionary Computation Special Session on Constrained Real-Parameter Optimization, Takahama and Sakai [21] report the number of function calls required by ǫ constrained differential evolution with gradient-based mutation and feasible elites to obtain solutions within 10 −4 of optimal solutions for g06, g07, g09, and g10 to be 7,381, 74,303, 23,121, and 105,234 in the mean, respectively. These values exceed the median values reported in Table 2 by factors of 24.0, 33.6, 13.8, and 26.5 for objective function calls and by factors of 7.0, 6.6, 5.6, and 5.6 for constraint function calls.
• Takahama and Sakai [22] report to have reached optimal solutions for problems g06, g07, g09, and g10 using ǫ constrained adaptive differential evolution after 15,846, 38,402, 25,400, and 24,815 objective function calls on average, respectively. These values exceed the median values reported in Table 2 Table 2 by factors of 34.1, 8.9, 12.4, and 5.3.
• Kramer and Schwefel [13] • Kramer et al. [12] employ a CMA-ES that learns constraint function models and rotates mutation distributions accordingly. They report figures of 3,249 and 11,216 objective function calls and 3,650 and 30,068 constraint function calls for problems TR2 and 2.40, respectively. These figures exceed the median numbers of objective function calls reported in Table 2 by factors of 7.3 and 5.6. The corresponding numbers of constraint function calls differ by factors of 5.2 and 4.3.
Keeping the caveats mentioned above in mind, these results suggest the (1 + 1)-CMA-ES with constraint handling through active covariance matrix adaptation as a relatively capable EA for solving unimodal constrained optimisation problems.
DISCUSSION AND FUTURE WORK
We have proposed a novel approach for handling constraints in covariance matrix adaptation evolution strategies. Our algorithm does not assume that meaningful objective function values can be obtained for infeasible candidate solutions. It does not make use of constraint function values other than for determining feasibility of candidate solutions and thus has desirable invariance properties. The key idea of the approach is to obtain approximations to the directions of normal vectors of constraint boundaries in the vicinity of the location of current candidate solutions by low-pass filtering steps that violate the respective constraints, and to then reduce variances of the offspring distribution in those directions. The scaling implicit in the transformation that is learned in the process has the effect of increasing local constraint angles. We have presented experimental evidence that if incorporated in the (1 + 1)-CMA-ES, the proposed constraint handling approach outperforms a simple resampling scheme. Further experiments on several unimodal test problems suggest that the approach may be significantly more efficient than other approaches for constrained evolutionary optimisation.
In future work we will conduct comparisons of the performance of the evolution strategy introduced here with further algorithms for constrained optimisation, such as mesh adaptive direct search algorithms and generating set search methods. Furthermore, we will incorporate the idea of constraint handling through active covariance matrix adaptation in the (µ/µ, λ)-CMA-ES and evaluate its potential for solving constrained multimodal optimisation problems.
are active at the optimum, which has an objective function value of −6961.81381.
Problem g07: (Hock and Schittkowski [9] ) Minimise Two of the constraints other than the bound constraints are active at the optimum, which has an objective function value of 680.630057.
Problem g10: (Hock and Schittkowski [9] ) Minimise f (x) = x1 + x2 + x3 subject to g1(x) = 0.0025(x4 + x6) − 1 ≤ 0 g2(x) = 0.0025(x5 + x7 − x4) − 1 ≤ 0 g3(x) = 0.01(x8 − x5) − 1 ≤ 0 g4(x) = −x1x6 + 833.33252x4 + 100x1 − 83333.333 ≤ 0 g5(x) = −x2x7 + 1250x5 + x2x4 − 1250x4 ≤ 0 g6(x) = −x3x8 + 1250000 + x3x5 − 2500x5 ≤ 0 and bound constraints 100 ≤ x1 ≤ 10000, 1000 ≤ xi ≤ 10000 for i = 2.3, and 10 ≤ xi ≤ 1000 for i = 4, . . . , 8. All six constraints other than the bound constraints are active at the optimum, which has an objective function value of 7049.2480. h3(x) = 9.300961 + 0.0047026x3x5 + 0.0012547x1x3 + 0.0019085x3 x4
and bound constraints 78 ≤ x1 ≤ 102, 33 ≤ x2 ≤ 45, and 27 ≤ xi ≤ 45 for i = 3, 4, 5. One of the constraints other than the bound constraints as well as three of the bound constraints are active at the optimum, which has an objective function value of −30665.539.
