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1. Introduzione
1.1 Social Media e nuovi paradigmi di comunicazione
La condivisione di informazioni, contenuti e opinioni in rete è ormai una realtà quotidiana e                           
consolidata.
Nel corso degli ultimi anni i Social Media (SM), ovvero quelle piattaforme web che consentono la                             
creazione e lo scambio di contenuti generati dagli utenti (User Generated Content), hanno                       
rappresentato un fondamentale cambiamento nel modo di comunicare delle persone e delle                     
aziende, diventando a tutti gli effetti nuovi vettori per la diffusione dell’informazione e ampliando le                           
possibilità di interazione tra soggetti.
In questo senso nei SM ha avuto luogo una vera e propria democratizzazione dell’informazione e                           
le persone si sono trasformate da fruitori di contenuti ad editori.
I SM sono ad oggi il mezzo attraverso cui milioni di utenti interagiscono secondo nuovi paradigmi                             
di comunicazione e partecipazione; essi costituiscono il terreno ideale per lo studio della                       
diffusione di nuovi temi di discussione e nuove dinamiche di comunicazione.
Ogni persona che inserisce contenuti nel web aumenta di fatto le informazioni che si possono                           
ricavare dai SM, arricchendoli con le proprie esperienze.
La Fig. 1.1 rappresenta un’interessante infografica che mostra il vastissimo panorama mondiale                     1
dei SM, aggiornato all’anno 2013.
Le principali piattaforme sociali quali Facebook, Twitter, YouTube, Wikipedia, MySpace, ecc. che                     
già oggi raccolgono milioni di utenti, permettono la condivisione di messaggi di testo e                         
recensioni, ma anche di foto, video, links e molto altro.
Il primo SM al mondo per numero di iscritti è Facebook: a Maggio 2013 gli utenti iscritti hanno                                 
infatti raggiunto quota 1,11 miliardi .2







Ogni utente di queste applicazioni lascia quindi una traccia delle proprie attività e delle proprie                           
esperienze, ed è proprio per questo motivo che negli ultimi anni i Social Media hanno attirato                             
sempre più l’attenzione di studiosi, interessati ad usufruire dell’enorme mole di informazioni                     
fresche che ogni giorno vengono pubblicate e condivise online.
Tutti questi dati, liberamente condivisi dagli utenti, costituiscono un ricco bacino di informazioni                       
al quale attingere per compiere analisi con gli scopi più disparati: da quelle sociologiche, a quelle                             
di marketing, a quelle più a carattere partecipativo e sociale, come l’alerting in particolari                         
situazioni di disagio o emergenza.
1.2 Social Sensing
Per via dello scenario appena descritto queste piattaforme costituiscono la base ideale per tutte                         
le analisi incentrate sull’utilizzo dell’individuo come generatore di informazioni.
Questa branca di studi prende il nome di Social Sensing e si basa sul concetto che comunità o                                 
gruppi di persone possano fornire ognuna un insieme di informazioni, simili a quelle ricavabili da                           
un singolo sensore, tali da generare nel complesso un’adeguata conoscenza su uno o più temi                           
specifici [1].
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Gli utenti dei SM possono quindi essere visti come veri e propri sensori in grado di fornire                               
tempestive informazioni riguardo a particolari tematiche.
La centralità assunta dalla rete nella comunicazione tra persone, unitamente al nuovo ruolo di                         
piattaforma di sensing dei SM, sollecita sul fronte della ricerca empirica, l’adozione di nuove                         
forme sperimentali di analisi. La mole di dati coinvolti, la moltiplicazione dei soggetti da                         
analizzare e delle piattaforme utilizzate impongono la costruzione di un disegno di ricerca e                         
l’adozione di metodologie di raccolta, archiviazione e trattamento dei dati.
1.3 Considerazioni sui sistemi di Early Warning per Emergency Management
Tra i vari ambiti di studio relativi al Social Sensing vi è quello relativo all’Emergency                           
Management. Questo tema è di chiaro interesse per una molteplicità di soggetti: enti pubblici,                         
operatori del settore dell’informazione, semplici cittadini. Tali soggetti hanno infatti la possibilità di                       
raccogliere informazioni aggiornate su emergenti situazioni di pericolo, con lo scopo di acquisire                       
una maggiore consapevolezza dello scenario creatosi, la possibilità di allertare gli interessati                     
tempestivamente o verificare informazioni ottenute attraverso altri canali [2][3].
Un sistema in grado di assolvere a queste funzioni potrebbe rappresentare un valido strumento                         
di supporto decisionale per chi opera nel settore.
Le informazioni su un evento in corso sono tanto più importanti quanto più tempestivamente                         
vengono raccolte. Acquisire informazioni rapidamente lascia più tempo per prendere decisioni                   
corrette riguardo la situazione da affrontare e consente di allertare in anticipo la popolazione                         
interessata contribuendo ad una migliore gestione dell’emergenza stessa.
Nell’ambito di questo lavoro di tesi ci si prefigge di raccogliere ed analizzare segnalazioni                         
spontanee di utenti riguardanti fenomeni che destano allarme o pericolo sociale, come ad                       
esempio: incidenti, disastri o calamità naturali, sia di piccola che di larga scala.
L’idea nasce dall’intuizione che le prime persone a rendersi conto di questi fenomeni siano                         
proprio i diretti interessati; questo, unitamente al ruolo centrale dei SM nei moderni paradigmi di                           
comunicazione, può consentire di individuare e raccogliere importanti informazioni sui suddetti                   
eventi a partire dalle testimonianze di chi ne è coinvolto in prima persona.
Per gli scopi di questo documento si possono definire sistemi di Early Warning quelle                         
architetture in grado di prevedere o individuare eventi che destano preoccupazione sociale. Un                       
sistema di Early Warning è generalmente costituito da sensori, componenti per l’individuazione                     
di eventi, decisori e componenti per l’invio di notifiche, ed è in grado di garantire al sistema di                                 
risposta il tempo necessario a preparare risorse ed azioni per minimizzare l’impatto dell’evento                       
[4].
Per questo motivo l’analisi si concentra su una famiglia specifica dei Social Media: i Social                           
Network (SN). Un Social Network (o Rete Sociale) è una piattaforma che consente l’instaurarsi                         
di relazioni virtuali tra gli utenti, in modo similare a quello che succede nella società reale [5].
Su queste piattaforme gli utenti si scambiano e condividono messaggi parlando dei propri                       
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interessi e delle loro attività giornaliere.
I Social Network si prestano in modo particolare a questo tipo di analisi per via dell’elevato                             
numero di utenti che raccolgono (i due SM con maggior numero di iscritti al mondo sono proprio                               
due SN: Facebook e Twitter) e grazie alla loro elevata interattività.
Oltre a Facebook e Twitter vi sono numerosi altri Social Network con un bacino di utenza di                               
diversi milioni di iscritti ed ogni SN ha le sue caratteristiche tipiche che lo distinguono dagli altri.
1.4 Twitter come sorgente di informazioni per applicazioni di Social        
Sensing
Analizzando le caratteristiche e le principali differenze tra i maggiori SN si può notare come                           
Twitter presenti delle peculiarità che lo rendono particolarmente indicato come fonte di dati per                         
piattaforme di Social Sensing [6][7].
Un’importante caratteristica di Twitter, che lo distingue dal suo principale competitor, risiede nel                       
tipo di messaggi che gli utenti tendono a scambiarsi. Mentre su Facebook le persone sono                           
invitate a parlare dei loro pensieri e opinioni (Fig. 1.2), su Twitter generalmente gli utenti parlano                             
delle proprie attività e quindi di quello che succede intorno a loro (Fig. 1.3). Raccogliendo i                             





In aggiunta Twitter risulta più interattivo e responsive rispetto agli altri principali SN: anche per via                             
della limitazione imposta alla lunghezza massima di un messaggio pubblico (massimo 140                     
caratteri), il tempo di vita dei tweet (così si chiamano i messaggi scambiati su Twitter) è                             
piuttosto breve e gli utenti tendono a twittare con maggiore frequenza.
Figura 1.4: Confronto fra il tempo di vita di tweet e post
La figura 1.4 mostra i risultati di uno studio sul tempo di vita di tweet e post tramite box­plot ; il                                       4
tempo di vita di un contentuto è il tempo che trascorre dal momento della sua creazione al                               
momento dell’ultima interazione con lo stesso (ad esempio attraverso like, commenti, retweet,                     
ecc).
Lo studio è stato effettuato analizzando le interazioni con un campione di 10.000 post e 10.000                             
tweet ed ha evidenziato una netta differenza di longevità tra i contenuti pubblicati sui due SN: in                               
particolare su tutto il campione analizzato il post più longevo ha avuto un tempo di vita di 21                                 
giorni, mentre il tweet più longevo solo di 31 ore.
In conclusione Twitter è più istantaneo degli altri principali SN e rappresenta una fotografia più                           
aggiornata di quello che sta accadendo.
Il lavoro descritto in questa tesi è stato realizzato presso l’Istituto di Informatica e Telematica del                             5








L’utilizzo dei nuovi Media nell’ambito del Social Sensing rappresenta un filone di studi di grande                           
attualità ed in continua evoluzione.
Negli ultimi anni si sono sviluppate numerose iniziative sia di natura scientifica che di tipo                           
applicativo settoriale, volte a sfruttare le informazioni reperibili su queste piattaforme per creare                       
nuova conoscenza su particolari tematiche e proporre nuovi servizi.
Nell’analisi della letteratura esistente è stata riscontrata la presenza di approcci descrittivi molto                       







La maggior parte dei lavori in ambito di Early Warning si concentra sui punti 2 e 3, cioè sulla                                   
capacità di individuare tempestivamente l’evento e/o sulla capacità di avvisare efficacemente gli                     
utenti interessati.
2.1 Approcci di carattere generale
L’iniziativa europea Alert4All [8] si prefigge l’obiettivo di realizzare un framework in grado di                         
migliorare l’efficacia dei messaggi di allerta ed in generale le comunicazioni alla popolazione in                         
caso di crisi ed emergenze a livello pan­europeo. L’iniziativa ha portato alla pubblicazione di                         
diversi papers tra cui i lavori [9] e [10] nei quali viene studiato il ruolo dei Social Media nell’ambito                                   
delle comunicazioni durante situazioni di emergenza. I lavori trattano sia problematiche relative                     
alla raccolta di informazioni generate dagli utenti delle piattaforme sociali, sia l’utilizzo di questi                         
stessi canali per informare la popolazione in modo capillare e tempestivo di una crisi emergente.
I risultati di questi studi avvalorano l’intuizione che sfruttare la diffusione dell’informazione sui SM                         
possa portare a diminuire il tempo necessario per avvisare la popolazione di emergenti                       
situazioni di pericolo.
Il progetto SMART­C [11][12] si concentra sull’individuazione di una situazione di emergenza e                       
sull’allerta agli utenti. Viene descritto ad alto livello un framework multimodale in grado di                         
raccogliere e integrare dati provenienti da fonti differenti quali Social Networks, blogs,                     
comunicazioni su linea telefonica fissa, SMS, MMS. I dati raccolti tramite questi canali vengono                         
poi incrociati con database di polizia, ospedali e altri enti pubblici al fine di acquisire una                             
maggiore consapevolezza sugli eventi riscontrati. Infine è previsto l’utilizzo di un’applicazione per                     
dispositivi mobili per notificare le eventuali situazioni di emergenza agli utenti iscritti al servizio.
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Entrambi i lavori sopra descritti rappresentano dei primi tentativi di studiare e formalizzare le                         
caratteristiche di framework per Early Warning nell’ambito dell’Emergency Management.
I lavori affrontano il problema molto ad alto livello evitando di entrare nei dettagli tecnici delle                             
soluzioni proposte.
Una marcata differenza tra lo studio eseguito nell’ambito del progetto Alert4All e la soluzione                         
SMART­C risiede nella portata e nella scala degli eventi trattati dai due sistemi: nel primo caso                             
l’interesse è concentrato su eventi pan­europei, quindi internazionali o comunque su vastissima                     
scala; per quanto riguarda il progetto SMART­C invece, la lente d’ingrandimento è posta su                         
eventi molto più circoscritti e di scala urbana.




In contrasto con gli approcci descritti nel precedente paragrafo, che non si sono ancora                         
concretizzati in risultati tangibili, sono da segnalare alcuni lavori settoriali. Si tratta di iniziative                         
scientifiche mirate ad un determinato ambito di applicazione nelle quali sono stati affrontati                       
problemi tecnici e realizzate soluzioni specifiche.
Uno dei lavori più interessanti [13] riguarda l’ambito epidemiologico ed ha come obiettivo la                         
previsione del tasso di diffusione dell’influenza nel Regno Unito. I ricercatori hanno cercato una                         
correlazione tra un indice della diffusione dell’influenza calcolato a partire dai tweet della                       
popolazione ed il tasso di diffusione ufficiale pubblicato dalla Health Protection Agency (HPA).                       
Nell’ambito di questo lavoro viene fatto largo uso di un classificatore con lo scopo di individuare                             
le keywords migliori per la raccolta dei tweet e assegnare ad ognuna un opportuno peso. Il lavoro                               
descrive in dettaglio i passi effettuati che hanno portato ad ottenere una precisione della                         
previsione superiore in media al 95%.
E’ importante segnalare però come questo tipo di previsione non avvenga in real­time bensì le                           
elaborazioni del sistema siano eseguite con cadenza giornaliera; è quindi possibile ottenere la                       
previsione sulla diffusione dell’influenza relativamente al giorno precedente.
Il risultato raggiunto è nondimeno interessante dal momento che la HPA impiega circa due                         
settimane a pubblicare i propri dati ufficiali.
Il lavoro presentato in [14] ha come obiettivo la realizzazione di un sistema di Early Warning per                               
l’individuazione in tempo reale di eventi sismici e tornado in Giappone. Sono descritte in dettaglio                           
le varie problematiche affrontate a partire da quelle legate alla raccolta dei dati da Twitter fino al                               
modello realizzato per l’individuazione degli eventi. L’approccio scelto dai ricercatori giapponesi è                     
basato sulla statistica Bayesiana sia per quanto riguarda l’event detection sia per la parte relativa                           
alla stima della posizione dell’evento. Anche in questo caso si fa uso di un classificatore allo                             
scopo di filtrare i tweet analizzati; vengono descritte le performance della fase di classificazione                         
e valutata la bontà delle predizioni del sistema.
Secondo i risultati riportati il sistema è stato in grado di individuare l’89.7% (70 su 78) dei                               
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terremoti di scala JMA (Japan Meteorological Agency) 2 o più avvenuti nell’arco di due mesi. Un                             
terremoto di scala JMA 2 è descritto come un evento percepito dalla maggior parte della                           
popolazione, in grado di far svegliare persone addormentate e far oscillare oggetti come                       
televisori e lampadari pur senza causare danni. Non sono riportati risultati per terremoti di entità                           
minore il che rende difficile valutare accuratamente le performance del sistema.
Per quanto riguarda la tempestività delle segnalazioni il sistema è stato in grado di inviare                           
notifiche degli eventi con ritardi che vanno da 20 secondi ad un minuto, a fronte di ritardi                               
dell’ordine di 8 minuti per gli annunci ufficiali della JMA.
Nell’ambito del contrasto alla criminalità è stato progettato e sviluppato il sistema SHIELD [15].
Il sistema fa uso di dispositivi mobili e mira a ridurre i tempi di intervento e soccorso ad individui                                   
vittime di casi di piccola criminalità: con riferimento allo schema generale dei sistemi di Early                           
Warning, introdotto ad inizio capitolo, questo lavoro pone il focus sui punti 3 e 4 e cioè sul                                 
meccanismo di comunicazione e disseminazione dell’informazione e sulla capacità di risposta                   
all’evento.
Il caso di studio è rappresentato dagli incidenti e dai fenomeni di micro­criminalità che si                           
verificano all’interno dei campus universitari statunitensi.
SHIELD sfrutta le interazioni WiFi e Bluetooth tra dispositivi mobili che si trovano vicini tra loro                             
per riconoscere dispositivi ‘amici’ da chiamare in caso di emergenza, aumentando così la                       
probabilità di ricevere soccorso in tempi utili, soprattutto rispetto ai tempi di intervento di enti                           
ufficiali come il 911 americano.
In un sistema di questo tipo non è presente un vero e proprio componente per l’Event Detection                               
dal momento che sono le vittime stesse a segnalare l’evento interagendo con l’interfaccia                       
dell’applicazione mobile.
2.3 Iniziative operative ed applicazioni
Dal punto di vista applicativo una delle iniziative più interessanti è sicuramente rappresentata da                         
Emergenza24 [16]. La piattaforma, attiva da circa 2 anni, è ancora in fase sperimentale; riguarda                           
principalmente il territorio Italiano e si auto­definisce come il “Social Network per l’Emergency                       
Management”. L’iniziativa è portata avanti esclusivamente su base volontaria da parte di                     
collaboratori con differenti profili professionali; non riceve fondi nè sotto forma di pubblicità nè                         
tramite sovvenzioni o donazioni di alcun tipo.
L’obiettivo dichiarato è quello di contribuire in tempo reale alla raccolta, alla verifica e alla                           
diffusione di informazioni relative ad emergenze di varia natura.
Gli utenti di Twitter possono collaborare con il network portando all’attenzione degli operatori                       
notizie e segnalazioni tramite mentions  dell’account Twitter @emergenza24.7
In particolare lo staff della piattaforma ha stabilito uno specifico formato di tweet da utilizzare per                             
le comunicazioni in entrata: il formato è complesso ed è costituito da un prefisso, da una                             





L’obbligo di utilizzare il suddetto formato per tutte le comunicazioni con gli operatori di                         
Emergenza24 limita drammaticamente l’utilità del servizio: il formato è troppo complesso per                     
essere ricordato e dovrebbe essere consultato ogni volta che lo si vuole utilizzare; comporre un                           
tweet con un formato preciso richiede più tempo che riportare semplicemente la notizia in                         
linguaggio naturale; inoltre i tweet che non rispettano questo formato rischiano di non essere                         
letti.
L’iniziativa ha comunque contribuito a sensibilizzare l’utenza Twitter italiana su questi temi e non                         
è raro leggere tweet rivolti alla piattaforma che non rispettano il formato imposto. In particolare                           
nel periodo considerato per questo studio sono stati raccolti 4405 tweet indirizzati alla                       
piattaforma (0,3% del totale).
La piattaforma SMEM (Social Media Emergency Manager) [17] rappresenta un’altra iniziativa di                     
natura simile. Il progetto è nato nell’anno 2012, ed è culminato con l’organizzazione del Crisis                           
Camp Italia (un seminario in materia di Emergency Management e Web 2.0) e la stesura dello                             
SMEM Manifesto.
Nell’ambito dell’iniziativa si è cercato di promuovere l’utilizzo dell’hashtag #smem per segnalare                     
emergenze o altri eventi di interesse sociale.
Ad oggi il progetto risulta però interrotto e l’hashtag non è utilizzato .8
City Sourced [18] è un’applicazione web e mobile diffusa in alcune città degli USA che permette                             
ai cittadini di inviare segnalazioni di disagi o emergenze a livello urbano. Le segnalazioni sono                           
inviate tramite applicazione mobile, georiferite automaticamente dai dispositivi stessi e                 
visualizzate su una mappa.
Anche in Italia sono da registrare alcuni tentativi di coinvolgimento proattivo della popolazione                       
tramite applicazioni che consentono la segnalazione di problemi urbani: ePart [19], Decoro                     
Urbano [20] e Uptu [21]. Queste iniziative sono però orientate principalmente alla segnalazione di                         
problematiche di Urban Management piuttosto che di Emergency Management e sono quindi di                       
interesse solo marginale per gli scopi di questo lavoro.
2.4 Approfondimenti tecnici
In aggiunta allo studio della letteratura per lavori di carattere generale è stato eseguito uno studio                             
approfondito sugli aspetti tecnici dell’Event Detection data la fondamentale importanza che                   
questo task riveste per tutti i sistemi di Early Warning.
Un interessante lavoro di carattere generale nell’ambito dell’Event Detection su Twitter è                     
rappresentato da EventRadar [22]. In questo lavoro viene proposto un metodo innovativo per                       
individuare eventi locali, eventi cioè che coinvolgono un numero limitato di persone, in                       
contrapposizione ad eventi globali o comunque su larga scala. Le motivazioni alla base di                         




L’individuazione di un evento da parte del sistema si basa su un’analisi temporale e spaziale in                             
real­time dei tweet raccolti. Per quanto riguarda l’analisi temporale viene confrontata la                     
frequenza attuale di tweet con determinate keywords rispetto alla frequenza della stessa                     
keyword nell’ultima settimana. L’analisi spaziale è invece condotta tramite un algoritmo di                     
clustering.
Il punto di forza di questo sistema risiede nell’elevata sensibilità del componente che realizza                         
l’Event Detection: nominalmente EventRadar è in grado di individuare eventi a partire da un                         
numero di tweet superiore o uguale a 3.
Nonostante questo, il sistema è stato in grado di individuare correttamente soltanto il 68% degli                           
eventi che gli sono stati sottoposti, a testimonianza della difficoltà del task di individuazione di                           
eventi locali generici.
Partendo dall’assunzione che l’individuazione di eventi su Twitter è direttamente legata al                     
riconoscimento di un burst di tweet con le stesse keyword, sono stati investigati i differenti                           
approcci alla Burst Detection presenti in letteratura. Il lavoro [23] è risultato di spiccato interesse                           





E’ ormai riconosciuto nella comunità scientifica e non solo che i SM sono oggi, nell’ambito del                             
Web 2.0, gli strumenti più efficaci, sofisticati e potenti di raccolta di preferenze, gusti e attività di                               
gruppi di utenti [24]. Il vantaggio dei Social Network, rispetto a metodologie di indagine                         
tradizionali, risiede nella modalità di partecipazione degli utenti che non è indotta o guidata in                           
nessun modo. Infatti i dati sono resi disponibili dagli utenti con il semplice uso delle piattaforme.                             
In questo scenario, gli utenti fungono da sensori che forniscono in tempo reale dati su eventi,                             
news e tutto quanto accade nella vita reale.
L’analisi della letteratura ha evidenziato la mancanza di un approccio organico e generale al                         
problema dell’Emergency Management sui SM, manca cioè un approccio architetturale che                   
definisca in dettaglio i componenti necessari affrontando le problematiche pratiche tipiche delle                     
applicazioni di questa natura.
3.1 Classificazione degli eventi
Per progettare un sistema basato su eventi, è necessario individuare preliminarmente quali                     
siano le caratteristiche degli eventi da trattare.
Con Evento si intende un avvenimento significativo che si verifica in un arco di tempo finito.
Una moltitudine di eventi differenti che avvengono nella realtà come nel mondo virtuale trovano                         
ogni giorno riscontro sui SM.
Un primo passo per la progettazione di un efficace sistema per il trattamento di eventi è quindi                               
eseguire una classificazione dei tipi eventi che si possono incontrare e capire in quale categoria                           
ricadono quelli che sono oggetto dello studio da effettuare.
Nell’ambito del lavoro [22] i ricercatori giungono già ad una classificazione dei tipi di eventi                           
secondo lo schema di figura 3.1.
Una prima classificazione avviene tra eventi Reali ed eventi Virtuali: in particolare gli eventi                         
Virtuali rappresentano fenomeni che si verificano all’interno delle comunità virtuali che popolano i                       
SM e non hanno riscontro nel mondo reale.
Gli eventi Reali sono a loro volta suddivisi in Locali e Globali. Un evento Locale ha una                               
collocazione precisa sia temporalmente che geograficamente, mentre eventi Globali               




Gli eventi trattati da un sistema di Early Warning per l’Emergency Management sono quindi di                           
tipo Locale, con una precisa collocazione spazio­temporale.
Eventi locali possono avere portata differente e questo influenza direttamente la capacità di                       
individuarli. Alcuni tipi di eventi coinvolgono migliaia di persone (terremoti, alluvioni, ecc.) ed aree                         
geografiche di decine o centinaia di Km quadrati. Altri possono coinvolgerne solo poche unità (un                           
incidente stradale) e aree geografiche di poche centinaia di metri.
Dal momento che si sfruttano le persone come fonti di segnalazione, cioè come sensori, meno                           
persone coinvolge un evento più difficile sarà individuarlo; inoltre realizzare un sistema in grado                         
di individuare efficacemente entrambe queste tipologie di eventi, cioè eventi su piccola e                       
medio­grande scala, non è compito facile.
In aggiunta a questo non va dimenticata l’importanza della rapidità nell’individuazione di un                       
evento. Si rendono quindi necessari dei meccanismi in grado di rispondere tempestivamente in                       
caso di eventi che coinvolgono grosse masse di individui, ma anche in grado di individuare                           
l’evento, magari impiegando più tempo, anche per situazioni che invece coinvolgono solo poche                       
persone.
3.2 Progettazione del Framework
A partire da queste assunzioni, l’obiettivo principale di questo lavoro è quello di definire un                           
framework finalizzato ad utilizzare Twitter come piattaforma di sensing e ad impiegarne i dati,                         
opportunamente analizzati, per individuare e segnalare eventi che destano allarme sociale.
Il sistema così progettato non è pensato per un particolare evento o famiglia di eventi, ma dovrà                               
avere carattere generale nell’ambito dell’Emergency Management.
L’architettura deve quindi essere sufficientemente generale da poter gestire una moltitudine di                     
situazioni differenti, pur affrontando in dettaglio i problemi tecnici tipici di questi scenari.
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La necessità di poter individuare e gestire tipi di eventi differenti, quindi con caratteristiche                         
diverse tra loro, rappresenta una sfida ingegneristica importante per questo lavoro.
In letteratura è stato dimostrato [22] come il task dell’individuazione di eventi generici sia molto                           
più complesso rispetto all’individuazione di uno specifico evento o famiglia di eventi.
Pur senza entrare nel dettaglio delle metriche di valutazione del lavoro, descritte in modo                         
esaustivo nel paragrafo 6.3, è possibile anticipare che la qualità del sistema sarà fortemente                         
dipendente dalla capacità di individuare correttamente gli eventi rilevanti, limitando al minimo il                       
numero di segnalazioni errate. E’ peraltro evidente come le due caratteristiche appena descritte                       
siano in contrasto tra loro ed il raggiungimento di una soluzione di ottimo generale per il                             
problema richieda lo studio e l’impiego di metodologie e strumenti sofisticati tali da garantire il                           
miglioramento delle prestazioni del sistema in una direzione, senza però peggiorare l’altra.
Un’altra caratteristica di fondamentale importanza per questo lavoro è costituita dalla                   
responsiveness del sistema: dal momento che l’obiettivo dichiarato è la progettazione e                     
realizzazione di un architettura di Early Warning non è sufficiente individuare un evento con                         
precisione, ma è fondamentale individuarlo in tempo.
Quantificare esattamente quali tempi di risposta del sistema siano da ritenersi accettabili non è                         
immediato, ad ogni modo è lecito attendersi che le previsioni di un sistema di Early Warning                             
arrivino in netto anticipo rispetto ai canali ufficiali di diffusione delle informazioni [4].
Per canali ufficiali si intendono gli enti ufficiali (se presenti) che diffondo notizie sugli eventi trattati                             
e, in generale, tutte le agenzie di news, le testate giornalistiche, i blogs, ed altre fonti di notizie                                 
che contribuiscono a disseminare le informazioni alla popolazione.
3.3 Scenario Italiano
Nel corso degli ultimi anni in Italia si sono verificate situazioni di emergenza di vario tipo e le                                 
autorità ed enti pubblici sono stati chiamati in causa per numerosi interventi.












Tra questi, uno dei settori di maggiore intresse, sia per le autorità nazionali, che per i media e la                                   
popolazione, è il settore legato ai rischi sismici.
Secondo dati della Protezione Civile , in 2.500 anni l’Italia è stata interessata da oltre 30.000                           10
terremoti di media e forte intensità (superiore al IV­V grado della scala Mercalli), e da circa 560                               
eventi di intensità uguale o superiore all’VIII grado Mercalli. Solo nel XX secolo, 7 terremoti hanno                             
avuto una magnitudo Richter uguale o superiore a 6.5 (X e XI grado Mercalli).
Terremoti disastrosi come quello della Val di Noto del 1693 (XI grado della scala Mercalli), o il                               
lungo periodo sismico del 1783 in Calabria (che raggiunse l’XI grado della scala Mercalli), hanno                           
lasciato ferite profonde sul territorio e segni riconoscibili degli interventi di recupero e                       
ricostruzione. Negli ultimi quaranta anni, i danni economici causati dagli eventi sismici sono stati                         
valutati in circa 80 miliardi di euro, a cui si aggiungono i danni al patrimonio storico, artistico e                                 
monumentale.
In Italia, il rapporto tra i danni prodotti dai terremoti e l’energia rilasciata nel corso degli eventi è                                 
molto più alto rispetto a quello che si verifica normalmente in altri Paesi ad elevata sismicità,                             
come la California o il Giappone. Ad esempio, il terremoto del 1997 in Umbria e nelle Marche ha                                 
prodotto un quadro di danneggiamento (senza tetto: 32.000, danno economico: circa 10 miliardi                       
di Euro) confrontabile con quello della California del 1989 (14.5 miliardi di $), malgrado fosse                           
caratterizzato da un’energia circa 30 volte inferiore. Ciò è dovuto principalmente all’elevata                     
densità abitativa e alla notevole fragilità del nostro patrimonio edilizio.
Il numero e la frequenza di fenomeni sismici in Italia ed il loro impatto sul territorio e sulla                                 
popolazione acquistano ulteriore rilevanza se incrociati con i dati di utilizzo della piattaforma                       
Twitter in Italia.
Nel 2013 Twitter è stata la piattaforma Social che è cresciuta maggiormente al mondo [25] con                             
un incremento medio di utenti attivi del 40%. L’Italia, in particolare, ha una crescita degli utenti                             
attivi intorno al 50% e si posiziona tra i paesi in cui il Social Network si sta sviluppando più                                   
velocemente, subito dopo Hong Kong, USA, Russia e Cina. È inoltre interessante notare come                         





La figura 3.2 mostra i dati relativi alla diffusione mondiale di eventi sismici e all’utilizzo mondiale                             
di Twitter. E’ interessante notare come vi siano alcune regioni del globo dove le densità di eventi                               
sismici e la densità di utenza Twitter risultino sovrapposte: in particolare lo stato del Giappone                           
presenta il grado di sovrapposizione maggiore. Come sottolineato anche in [14], sono però                       
presenti altre aree del globo dove si raggiunge un elevato livello di sovrapposizione tra i due                             
grafici: Indonesia, Turchia, Iran, Italia e alcune città della costa ovest Statunitense come Los                         
Angeles e San Francisco.
3.4 Caso di studio: progettazione di un’applicazione di Early Warning per
eventi sismici in Italia
I dati e l’evidenza emersa dalle analisi riportate nel precedente paragrafo giustificano uno studio                         
approfondito degli eventi sismici in Italia con riferimento a Twitter.
Un secondo importante obiettivo di questo lavoro risiede nella progettazione e realizzazione di                       
un’applicazione che sfrutti l’architettura generale e ne fornisca un esempio di utilizzo in uno                         
specifico ambito settoriale.
In particolare si vuole studiare il caso specifico degli eventi sismici in Italia, affrontare in dettaglio                             
le problematiche tipiche di questo scenario, proporre delle soluzioni e valutare la bontà dei                         
risultati ,dell’applicazione.
Per quanto riguarda la parte di valutazione dei risultati, un importante elemento di raffronto è                           
costituito dal lavoro dell’INGV (Istituto Nazionale di Geofisica e Vulcanologia), l’ente preposto al                       
monitoraggio degli eventi sismici in Italia.
L’INGV utilizza diversi canali per riportare informazioni relative a tutti gli eventi sismici individuati                         












4. Progetto e definizione del Framework
Come già indicato nel precedente capitolo, la prima parte del lavoro ha riguardato la                         
progettazione di un’architettura generale per applicazioni di Early Warning nell’ambito del Social                     
Sensing, in particolare orientate all’Emergency Management.
4.1 Schema completo dei componenti
La raccolta dei dati presenti sui SM e la loro successiva analisi con lo scopo di individuare                               
situazioni di allerta sociale, presenta delle problematiche e delle opportunità trasversali ed                     
indipendenti dal tipo di eventi da individuare. L’architettura proposta deve affrontare e risolvere,                       
ove possibile, i problemi e sfruttare le opportunità offerte dai dati sociali presenti nel web.
Nello scenario in cui si opera, le principali criticità sono rappresentate dal processo di raccolta                           
dei dati e dalla capacità di individuare e comprendere gli eventi.
Le opportunità sono invece offerte dalla natura stessa dei dati, che si prestano ad essere                           
sfruttati in vario modo: dalla semplice individuazione degli eventi, all’estrapolazione di tutta una                       
serie di informazioni collaterali sugli eventi individuati, alla stima delle conseguenze e degli effetti                         
di un evento e alla possibilità di utilizzare le informazioni raccolte per migliorare                       
progressivamente il processo di individuazione di un evento.




2. Event Detection: a partire dai dati raccolti è in grado di individuare l’insorgere di un                           
nuovo evento;
3. Event Handling: calcola e aggiorna le informazioni relative all’evento man mano che                     
questo si sviluppa e che nuovi dati vengono raccolti;
4. Early Warning: si occupa di pubblicare la notizia della rilevazione di un evento e le                           
informazioni ad esso associate;
5. Damage Assessment: a partire dai dati raccolti sull’evento effettua una stima delle                     
conseguenze dello stesso;




Questo schema deriva dallo studio effettuato sulla letteratura e dall’analisi delle criticità delle                       
applicazioni di Emergency Management.
L’analisi delle precedenti esperienze in questo settore ha portato ad una approfondita                     
comprensione dei problemi e, di conseguenza, alle caratteristiche che devono possedere i                     
sistemi che operano in questo ambito.
L’architettura qui introdotta è in grado di risolvere i problemi sollevati in letteratura e le criticità                             
tipiche di tutti i lavori nell’ambito del Social Sensing ed in particolare dell’Emergency                       
Management.
L’architettura proposta è inoltre sufficientemente generale da poter raccogliere al suo interno                     
tutte le applicazioni descritte in letteratura.
4.2 Data Acquisition
E’ uno dei componenti più importanti dell’intera architettura perchè tutti i moduli seguenti                       
utilizzano i dati raccolti in questa fase.
Le conseguenze del processo di raccolta dei dati si ripercuotono su tutte le altre fasi                           
dell’elaborazione, per questo è importante cercare di limitare al minimo gli errori in questa fase;                           
inoltre, data la natura real­time dello studio da effettuare, i dati persi non possono essere                           
recuperati.
Il modulo di data acquisition non è dipendente da una piattaforma o canale specifico ed è anche                               
possibile prevedere un sistema che sfrutti differenti moduli di raccolta dati in parallelo, ognuno                         
relativo ad un diverso canale.
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Ad ogni modo è indispensabile che i dati raccolti siano memorizzati tutti con lo stesso formato:                             
l’origine dei dati deve quindi essere trasparente per il modulo di Event Detection che deve poter                             
eseguire le sue elaborazioni indipendentemente dal canale da cui provengono i dati.
Nell’ambito di questo lavoro di tesi, e per gli scopi dello studio effettuato, è stato comunque                             
individuato Twitter come la piattaforma più adatta su cui condurre l’analisi. E’ stato quindi                         
studiato in dettaglio lo scenario di raccolta dati da Twitter, descritto nel Paragrafo 4.2.2.
Dal punto di vista operativo il problema della raccolta dati da un SN si articola su due punti                                 
principali:
● la scelta delle keywords da cercare;
● l’utilizzo dell’interfaccia messa a disposizione dal SN per la raccolta vera e propria dei                         
dati.
4.2.1 Keywords di ricerca
Il processo di raccolta dei dati si basa sulla raccolta di messaggi pubblici condivisi liberamente                           
dagli utenti sulle piattaforme sociali. Tra tutti i messaggi condivisi (solo su Twitter si stimano                           
9.100 nuovi tweet al secondo) solo una piccolissima parte è di interesse per gli eventi trattati.                             11
Inoltre la raccolta ed il salvataggio dei dati comporta sia l’impiego di risorse, ad esempio risorse                             
hardware come lo spazio di archiviazione necessario al salvataggio dei dati, sia l’impiego di                         
tempo necessario alla gestione ed al salvataggio di ogni nuovo messaggio raccolto.
Idealmente l’obiettivo della fase di raccolta dati dovrebbe essere quello di raccogliere ed                       
immagazzinare nel minor tempo possibile solo ed esclusivamente quei messaggi che si                     
riferiscono ad eventi in corso (del tipo cercato), scartando tutti gli altri. In questo modo si                             
limiterebbe al minimo l’utilizzo delle risorse e si fornirebbero dati completi ed attendibili al modulo                           
di Event Detection.
Migliore è la fase di raccolta dati e più facile risulta l’individuazione di un evento da parte del                                 
modulo di Event Detection.
Allo scopo di filtrare la moltitudine di messaggi prodotti sui SN e raccogliere solo quelli di effettivo                               
interesse, è necessario individuare delle keywords, vale a dire dei termini ‘chiave’ per gli eventi                           
cercati. Una buona keyword dovrebbe essere un termine non ambiguo, utilizzato molto spesso                       
dagli utenti per parlare dell’evento cercato. Il nome dell’evento ed i suoi sinonimi (ad esempio:                           
terremoto, sisma) rappresentano in generale un buon punto di partenza per la ricerca delle                         
keywords migliori.
Ad un evento possono essere associate una o più keywords: questo dipende fondamentalmente                       
dal modo in cui le persone parlano dell’evento e le keywords migliori per un evento non                             
dipendono solo dall’evento cercato, ma sono anche influenzate da fenomeni linguistici e culturali.
Un sistema per l’individuazione di molteplici eventi, quale un sistema generale di Emergency                       




Una volta scelte le keywords si può procedere all’interrogazione dei SN e alla raccolta dei                           
messaggi.
Tutti i principali SN mettono infatti a disposizione dei meccanismi di interrogazione in modo da                           
recuperare solo i messaggi che contengono le keywords specificate.
4.2.2 API Twitter
Ogni SN prevede specifiche metodologie e procedure per la raccolta dei dati e mette a                           
disposizione degli sviluppatori una propria interfaccia. L’interrogazione del SN avviene proprio                   
attraverso questa API (Application Programming Interface).
Le API di tutti i grandi SN, quali ad esempio Facebook e Twitter, sono alquanto complesse,                             
rendono disponibili molteplici strumenti e metodi per la raccolta dati e sono corredate da                         
imponenti documentazioni che descrivono sia i metodi invocabili, sia i formati di scambio dei                         
dati.
Per progettare e realizzare moduli di raccolta dati robusti ed affidabili, stante la complessità di                           
queste API, si rende necessario uno studio approfondito delle alternative per conoscerne                     
caratteristiche e limiti e l’acquisizione di know­how specifico sulle problematiche e criticità del SN                         
utilizzato.
I moduli che invocano le API dei SN per la raccolta dati prendono generalmente il nome di                               
crawlers . Un crawler è quindi un componente software, costantemente in esecuzione, che                     12
scarica ed analizza dati dal web.
Le elaborazioni di questi componenti sono tipicamente batch, cioè non necessitano di alcuna                       
interazione con l’utente e possono avere durate molto lunghe, dell’ordine di diverse ore o                         
addirittura giorni, a seconda della mole di dati che si vuole raccogliere.
I crawlers devono essere realizzati in modo da risultare snelli, per poter restare in esecuzione                           
anche per diversi giorni senza appesantire la macchina, e robusti, per poter gestire eventuali                         
errori e situazioni impreviste senza interrompere la raccolta dati.
Twitter ha una apposito portale per gli sviluppatori che riporta numerose informazioni relative alle                         
proprie API, tra le più interessanti figurano lo stato di funzionamento delle stesse e l’intera                           13
sezione sulla documentazione tecnica .14
Al momento della scrittura di questo documento, la versione più aggiornata delle API di Twitter,                           
cioè la versione 1.1, è costituita in totale da 104 metodi suddivisi in 16 categorie.
La scelta dei metodi per la raccolta dati più idonei al caso specifico richiede pertanto un notevole                               







● Timelines: i metodi di questa categoria servono a recuparare i tweet relativi a specifiche                         
timelines ;15
● Tweets: questa categoria rende possibile la raccolta di un tweet a partire dal suo id;
● Search: è costituita da un solo metodo che restituisce i tweet già effettuati che                         
rispondono ad alcuni criteri di ricerca;
● Streaming: permette la ricerca e la raccolta di tweet in tempo reale filtrandoli sulla base                           
di alcuni parametri.
Delle 4 categorie descritte, solo la Search API e la Streaming API consentono la ricerca di tweet                               
filtrati, ad esempio, in base a specifiche keywords.
Il funzionamento di queste 2 famiglie di API è profondamente diverso. La Search API, una volta                             
invocata, effettua una ricerca su un insieme di tweet indicizzati e pubblicati recentemente,                       
restituendo quelli che rispondono alla query di ricerca specificata. Per effettuare una nuova                       
ricerca sarà necessario invocare nuovamente il servizio.
La query può essere costituta da vari predicati e può avere lunghezza massima di 1000                           
caratteri.
Il problema legato all’impiego di questa API per la raccolta di dati nell’architettura oggetto di                           
questo studio è legato all’impossibilità di avere accesso alla totalità dei tweet pubblicati.
Come descritto nella documentazione ufficiale di Twitter , la Search API è in grado di effettuare                           16
la ricerca solo su di un insieme di tweet indicizzati, e non tutti i tweet prodotti vengono indicizzati.
Questo significa che, in generale, una ricerca tramite Search API ritornerà solo un sottoinsieme                         
dei tweet che rispondono ai criteri della query.
In uno scenario di applicazione dove si ha la necessità di individuare eventi che coinvolgono                           
pochissime persone, la limitiazione imposta da questa API è inaccettabile dal momento che la                         
perdita anche di un solo tweet utile potrebbe far sfumare la possibilità in individuare l’evento.
L’alternativa alla Search API è rappresentata dalle Streaming API: in questo caso invocando il                         
servizio si apre una connessione permanente con uno stream di Twitter, attraverso il quale                         
vengono recapitati i nuovi tweet pubblicati che rispondono ai parametri di ricerca.
Con l’utilizzo dei metodi (endpoint) di questa famiglia non si è in grado di leggere tweet pubblicati                               
nel passato, ma solo tweet pubblicati successivamente all’apertura della connessione. Questa                   
limitazione non pone problemi all’utilizzo della Streaming API nello scenario descritto dal                     
momento che l’individuazione degli eventi avviene comunque in real­time.
Ogni nuovo tweet che risponde ai criteri di ricerca viene recapitato all'applicazione nel giro di                           
qualche secondo e senza bisogno di invocare nuovamente il servizio.
Dal momento che attraverso le Streaming API si ha potenzialmente accesso all’intero flusso di                         
tweet prodotti nel mondo, l’utilizzo di criteri di ricerca poco stringenti può portare alla necessità di                             




al traffico massimo che può essere recapitato tramite queste API: in particolare solo l’1% del                           
traffico totale di Twitter può essere recapitato ad un’applicazione tramite Streaming API. Se le                         
richieste di un’applicazione risultano tali da generare un traffico entrante superiore alla soglia                       
dell’1%, Twitter taglierà automaticamente l’eccesso, indicando nella risposta il numero di tweet                     
esclusi.
A livello teorico questa limitazione potrebbe portare all’esclusione di alcuni tweet significativi dallo                       
stream e quindi all’impossibilità di inviduare alcuni eventi; in realtà se consideriamo che in un                           
secondo vengono pubblicati una media di oltre 9000 tweet, per superare la limitazione dell’1%                         
sarebbe necessario generare una traffico in ingresso superiore ai 90 tweet al secondo.
Sebbene indicando come parametri di ricerca tweet relativi a personaggi estremamente famosi                     
come pure ad argomenti di discussione molto inflazionati sia sicuramente possibile superare                     
tale soglia, per applicazioni che operano nell’ambito dell’Emergency Management è                 
praticamente impossibile generare un traffico così alto.
Negli oltre due mesi durante i quali è stato attivo il sistema qui descritto, non si è mai verificata la                                     
perdita di un tweet per questo motivo, ed il traffico generato è rimasto sempre abbondantemente                           
al di sotto della soglia dell’1%.
Un’ulteriore criticità legata alla raccolta di dati tramite le Streaming API è relativa alla necessità di                             
processare i tweet recapitati in tempi brevi. I clients che non sono in grado di processare i tweet                                 
recapitati in tempi brevi corrono il rischio di essere disconnessi da Twitter (nel gergo di Twitter                             
questo problema viene chiamato falling­behind).
Infatti, nel caso in cui il client richieda un grosso flusso di tweet in ingresso, la scelta di                                 
processare i tweet all’atto della ricezione può portare ad un progressivo ritardo del client                         
nell’accettare i nuovi tweet consegnati tramite la connessione. Superata una soglia, non                     
documentata, Twitter procederà alla disconnessione del client.
Le applicazioni possono monitorare questa situazione calcolando per ogni tweet il ritardo tra il                         
timestamp di pubblicazione e il timestamp all’istante di ricezione. Se questo gap temporale                       
tende a crescere, significa che l’applicazione sta accumulando ritardo nella ricezione dei tweet.
La procedura corretta per evitare di incorrere in questo tipo di problemi è quella di procedere al                               
salvataggio dei tweet in una struttura intermedia al momento della ricezione. Tali tweet devono                         
essere poi riletti e processati in seguito, eventualmente salvandoli nella struttura di                     
memorizzazione definitiva.
Il lavoro presentato in [14] utilizza la Search API nell’ambito di un’applicazione per                       
l’individuazione di eventi sismici e tornado in Giappone. Questa scelta implica la necessità di                         
richiamare molto frequentemente il servizio (1 volta ogni 3 secondi) al fine di tenere aggiornata la                             
raccolta dei tweet. Inoltre non è possibile richiedere solo i tweet non ancora raccolti perchè il                             
servizio ne restituisce un numero fisso, con conseguente necessità di gestire le duplicazioni.
Per questo lavoro di tesi si è scelta invece la Streaming API che, rispetto alla precedente,                             
consente un’implementazione più semplice perchè è sufficiente invocare il servizio una volta                     
sola e garantisce la raccolta di tutti i tweet d’interesse, senza duplicazioni.
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In aggiunta alle considerazioni relative alle specifiche API utilizzabili per la raccolta dati, ve ne                           
sono altre di carattere generale.
A partire dall’11 Giungo 2013 , tutte le API di Twitter richiedono un meccanismo di                         17
autenticazione per poter inviare richieste.
L’autenticazione avviene tramite dei veri e propri account Twitter, appositamente predisposti per                     
poter essere utilizzati a questo scopo, e prevede uno scambio di messaggi tra i clients e la                               
piattaforma secondo quanto previsto dal protocollo OAuth .18
Al fine di evitare di caricare eccessivamente i servers di Twitter, ad ogni account è concesso di                               
effettuare un numero limitato di richieste per intervallo temporale (questa limitazione prende il                       
nome di rate­limit). Il numero è variabile in base all’API invocata, la finestra temporale invece è                             
fissa e pari a 15 minuti.
Una volta esaurite le richieste da poter effettuare, quell’account sarà inibito dal poter invocare                         
nuovamente la stessa API fino allo scadere della finestra di 15 minuti.
Alla luce delle considerazioni esposte, la realizzazione di un sistema di raccolta dati robusto ed                           
affidabile rende necessario l’utilizzo di ulteriori meccanismi.
Per via dei rate­limit alle API e dei generici problemi di connessione che a volte gli account                               
manifestano, è importante avere a disposizione un numero abbastanza ampio di account da                       
poter utilizzare durante le fasi di raccolta dati, con la possibilità di cambiare l’account utilizzato in                             
real­time qualora si verificassero dei problemi, senza interrompere il processo di raccolta.
Sono altresì necessari dei meccanismi di riconnessione automatica e dei meccanismi di                     
controllo e risposta agli errori segnalati da Twitter .19
Tali meccanismi devono essere in grado di identificare il problema che potrebbe appartenere ad                         
una delle seguenti casistiche:
● essere solo temporaneo, nel qual caso si ripete subito la richiesta;
● oppure legato al dato che si vuole raccogliere, in questo caso potrebbe indicare che il                           
dato richiesto non è più reperibile e per non bloccare l’intero processo di raccolta occorre                           
passare al dato seguente;
● o ancora legato all’account utilizzato per eseguire l'interrogazione, in questo caso si                     
dovrebbe poter risolvere semplicemente cambiando account e ripetendo la richiesta;
● o infine legato ad un disservizio di Twitter, in questo caso non c’è molto che si possa fare                                 
se non attendere che il servizio torni disponibile.
4.3 Event Detection
Il componente di Event Detection rappresenta il cuore dell’applicazione dal momento che lo                       
scopo del lavoro è proprio quello di identificare emergenti situazioni di pericolo sociale.






Poiché il funzionamento dell’intero sistema è valutato principalmente in base agli eventi                     
correttamente individuati, si comprende quale importanza rivesta questo modulo per                 
l’architettura di un sistema di Emergency Management.
4.3.1 Filtraggio dati
L’identificazione degli eventi avviene sulla base dei messaggi che viaggiano sul canale o sui                         
canali monitorati . I messaggi vengono raccolti perchè contenenti particolari keywords e quindi                     20
perchè ritenuti potenzialmente pertinenti per gli eventi da individuare.
I canali sono però affetti da una forma di rumore: non tutti i messaggi con una determinata                               
keyword parlano effettivamente di un evento in corso.
In particolare lo studio effettuato ha portato ad individuare 2 differenti fonti di rumore nei                           
messaggi raccolti: messaggi in cui la keyword viene utilizzata con significato diverso da quello                         








Invece un esempio relativo alla seconda categoria di rumore è evidenziato dal tweet di Figura                           
4.3:
Figura 4.3: Esempio di tweet non relativo ad un evento in corso
In questo caso si parla effettivamente di terremoto nel senso di evento sismico, ma il tweet non                               
riporta la segnalazione di un terremoto in corso, bensì è relativo ad un evento passato.
Questi messaggi vengono comunque raccolti dal componente di data collection anche se non                       
forniscono informazioni utili all’individuazione di un evento. Anzi, una serie di messaggi fuorvianti                       
può portare alla segnalazione di un evento che in realtà non si è mai verificato.
Per questo motivo è indispensabile prevedere dei meccanismi di filtraggio dei dati volti                       
all’abbattimento del rumore in ingresso al componente che individua gli eventi. Minore sarà il                         
rumore residuo, più semplice sarà il compito di individuazione degli eventi e, di conseguenza,                         
migliori saranno le performance del sistema.
4.3.2 Individuazione eventi
Questo task consiste nell’analizzare i messaggi raccolti, e che non sono stati scartati nel                         
processo di filtraggio, per valutare se si è verificato un nuovo evento.
Il concetto alla base di questa operazione è che gli utenti dei SN monitorati scrivano messaggi                             
su eventi ed emergenze poco dopo averle vissute personalmente.
Questo componente deve quindi essere in grado di riconoscere una crescita “anomala” nel                       
numero di messaggi relativi ad una categoria di eventi, che può indicare il verificarsi di un nuovo                               
evento.
Una parte delicata di questo processo riguarda l’ottimizzazione del componente ed in particolare                       
l’identificazione del numero minimo di messaggi necessario a decidere che si sia verificato un                         
nuovo evento.
Per un verso sarebbe auspicabile disporre di un decisore molto sensibile, cioè in grado di                           
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individuare eventi sulla base di un numero esiguo di segnalazioni (ad esempio poche unità).
Per altro un decisore molto sensibile è più soggetto alle interferenze dovute al rumore e può                             
portare all’individuazione di eventi che in realtà non si sono verificati.
La sensibilità del componente di decisione dipende quindi dal rumore residuo sul canale dopo il                           
processo di filtraggio oltre, che dalle caratteristiche degli eventi da individuare. Si tratta quindi di                           
scegliere una soluzione di compromesso, tarando opportunamente le soglie (ad esempio il                     
numero minimo di messaggi che individuano un nuovo evento) anche sulla base di specifiche                         
esperienze d’uso.
Per affrontare il problema dell’individuazione degli eventi sono state investigate numerose                   
tecniche, alcune delle quali già utilizzate in ambiti applicativi. In generale in ogni lavoro analizzato                           
è stato adottato un diverso meccanismo di individuazione ad indicare che non è ancora chiaro                           
quale sia la strada migliore da intraprendere per risolvere questo tipo di problema.
Tra gli approcci studiati vi è quello relativo alla realizzazione di un modello temporale basato                           
sulla statistica Bayesiana [14], l’utilizzo di algoritmi di Peak­Detection, la stima dell’irregolarità                     21
di un processo per mezzo della Corrected Conditional Entropy (CCE) [26] e differenti algoritmi di                           
Change­Detection e Burst­Detection.
Gli algoritmi di Peak­Detection sono mirati all’individuazione di un picco all’interno di un grafico,                         
dove un picco è assimilabile ad un punto di massimo relativo. Nell’ambito di questo lavoro di tesi                               
è stata realizzata e testata un’implementazione di un algoritmo di Matlab  per la Peak­Detection.22






Sebbene questo approccio consenta di individuare con precisione i picchi di un grafico, non è                           
risultato adatto a studi real­time dove il tempo di risposta, e quindi il tempo necessario ad                             
individuare il picco, deve essere minimo.
Infatti questi algoritmi individuano un picco nella sequenza di dati all’atto del riconoscimento di un                           
fronte in salita seguito da un fronte in discesa.
La necessità di dover “aspettare” il fronte in discesa prima di poter segnalare il picco è una                               
limitazione ritenuta inaccettabile per il tipo di applicazione in esame dal momento che comporta                         
un maggiore tempo di attesa per l’individuazione del picco e quindi dell’evento.
La Figura 4.5, relativa al picco P363 già visibile sulla 4.4, di cui rappresenta uno zoom, evidenzia                               
questa situazione. L’algoritmo implementato individua il picco al tempo T2, in realtà sarebbe                       
possibile anticipare l’individuazione già a partire dal tempo T1 utilizzando una tecnica più                       
reattiva.
Figura 4.5: Ritardo introdotto dagli algoritmi di Peak­Detection
In conclusione l’individuazione dell’evento basandosi sul solo fronte in salita dei messaggi                     
raccolti è possibile e sarebbe sicuramente preferibile.
Un altro test effettuato ha riguardato l’utilizzo della nozione di Corrected Conditional Entropy                       
(CCE) per l’individuazione di una perturbazione in una serie temporale. In particolare il concetto                         
di Entropia è legato alla misurazione dell’irregolarità di un processo stocastico.
Nel nostro scenario, in situazioni di riposo e cioè senza eventi in corso, gli intertempi (quanto                             
tempo è passato tra un messaggio ed il seguente) tra i messaggi raccolti hanno un andamento                             
piuttosto regolare. Questo perchè non essendoci alcun evento in corso, la frequenza dei                       
messaggi contenenti keywords relative agli eventi è bassa e non ci sono cause che possono                           
portare alla perturbazione del canale.
Al verificarsi di una situazione di emergenza gli utenti inizieranno a pubblicare messaggi                       
sull’evento che hanno percepito andando di fatto a perturbare il canale e a modificare la                           
situazione di calma ed equilibrio precedente.
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Misurando gli intertempi tra i messaggi e calcolando la CCE su questa serie di dati è possibile                               
rilevare la perturbazione e quindi individuare un nuovo evento.
Sfortunatamente il calcolo della CCE risulta computazionalmente molto dispendioso e quindi                   
non adatto ad un utilizzo in ambiti real­time.
Per i sistemi oggetto di studio, l’individuazione di un evento è direttamente legata                       
all’individuazione di un burst di messaggi sul canale.
Il grafico di Figura 4.6 mostra i tempi di arrivo dei tweet filtrati in corrispondenza del terremoto                               
avvenuto intorno alle 00:09 del 27 Agosto 2013 in Umbria e Marche e mette in evidenza un                               23
grosso burst di tweet registrato poco dopo la scossa sismica avvenuta al tempo T1.
Figura 4.6: Burst di tweet registrato a seguito del terremoto del 27.09 u. s. in Umbria e Marche
Per questo motivo una famiglia di algoritmi molto interessanti per l’Event Detection è                       
rappresentata proprio dagli algoritmi di Burst­Detection.
Questa famiglia di algoritmi si basa sul calcolo delle frequenze di dati in una finestra temporale;                             
la frequenza attuale viene poi confrontata con una frequenza di riferimento o con la frequenza                           
nella finestra temporale precedente per individuare un burst.
Computazionalmente questi algoritmi sono molto semplici e per questo si prestano bene ad                       
essere utilizzati in ambito di studi real­time. In particolare il lavoro esposto in [23] presenta                           




Nel Paragrafo 5.3.4 viene descritto in dettaglio l’algoritmo e la sua implementazione                     
nell’applicazione sviluppata.
4.3.3 Analisi spaziale
Una segnalazione sull’insorgere di un nuovo evento senza che vi sia associata una stima della                           
sua posizione rappresenta un’informazione molto povera e di utilità praticamente nulla dal punto                       
di vista operativo, soprattutto per quanto riguarda eventi potenzialmente pericolosi come quelli                     
oggetto di questo studio.
Di conseguenza l’informazione più importante da poter associare ad un evento è sicuramente la                         
sua posizione.
Il meccanismo più naturale ed immediato per ricavare informazioni sulla posizione di un evento è                           
costituito dalla possibilità di geocodificare i messaggi condivisi direttamente all’atto della                   
pubblicazione. Questa funzionalità è fornita direttamente da tutti i principali SN e non richiede                         
alcuno sforzo da parte dei clients che vogliono utilizzare questa informazione dal momento che                         
le coordinate geografiche dei messaggi georiferiti sono restituite come informazioni attributali del                     
messaggio stesso al momento della raccolta dati.
Sfortunatamente ad oggi la percentuale di utenti che sfrutta questi meccanismi è molto bassa e                           
la percentuale di messaggi georiferiti raccolti nell’ambito di questo studio è dell’1,5% rispetto al                         
totale.
Questo implica che, per eventi di portata medio­grande, in grado quindi di generare moli di                           
messaggi dell’ordine delle centinaia, è presumibile aspettarsi qualche messaggio georiferito. Per                   
eventi di minor portata invece, la probabilità di avere messaggi georiferiti sarà prevedibilmente                       
molto bassa.
In generale quindi, basarsi unicamente sulla geocodifica automatica dei messaggi non è                     
sufficiente a consentire una stima ragionevolmente accurata della posizione di un evento.
E’ necessario quindi adottare altre strategie per aumentare il numero di messaggi in grado di                           
fornire un’indicazione del luogo in cui si è verificato un evento.
La strada utilizzata dai ricercatori Giapponesi, autori del lavoro [14], si basa sull’utilizzo                       
dell’indicazione della posizione associata agli account degli utenti Twitter.
Ogni utente Twitter ha infatti la possibilità di associare un luogo al suo account sul SN, questo                               
luogo dovrebbe rappresentare il posto da cui l’utente twitta di solito.
Il luogo associato all’account è espresso tramite il suo nome e per ottenerne le coordinate                           
geografiche è necessario invocare un servizio di geocodifica; uno dei più utilizzati è quello offerto                           
da Google tramite l’API di geocoding di GoogleMaps .24
Ogni volta che viene ricevuto un tweet non georiferito, si va quindi a leggere la posizione                             
associata all’account dell’autore del messaggio e si chiede al servizio di Google di eseguirne la                           
geocodifica ottenendo, in caso di esito positivo, una coppia di coordinate geografiche.
Questa soluzione, seppur praticabile, presenta però degli inconvenienti: in primo luogo non tutti                       




Sono frequenti situazioni in cui gli utenti compilano il campo inserendo testi che non indicano in                             
nessun modo dei posti o località, e quindi non geocodificabili, oppure inseriscono un luogo                         
diverso (per errore o per scelta) da quello da cui veramente twittano.
Nell’ambito dello studio effettuato sono stati raccolti i dati di oltre 331.000 account Twitter, di                           
questi il 59,9% ha effettivamente compilato il campo relativo alla posizione dell’account, ma solo                         
il 24,6% del totale lo ha fatto in modo corretto.
L’affidabilità di un meccanismo di questo tipo è quindi molto limitata.
La soluzione proposta si basa invece sulla constatazione che spesso sono gli utenti stessi ad                           
indicare nel testo dei messaggi il luogo in cui si è verificato l’evento.
Figura 4.7: Tweet relativi al terremoto del 27 Agosto che riportano l’indicazione del luogo
La Figura 4.7 mostra i testi di alcuni tweet, relativi al Terremoto in Umbria e Marche del 27                                 
Agosto 2013, dove gli utenti indicano chiaramente la località interessata dall’evento.
In questo caso il problema è costituito dalla necessità di estrarre dal testo dei messaggi i nomi                               
dei luoghi e geocodificarli.
L’estrazione dal testo dei nomi dei luoghi eventualmente citati non è banale dal momento che ci                             
sono situazioni in cui il nome di una città o località ha anche un significato nella lingua utilizzata.
In italia ci sono numerosi esempi di questo tipo quali: la città di Fermo, ecc.
L’architettura proposta utilizza TagMe , un servizio di disambiguazione di testi sviluppato                   25
all’interno dell’Università di Pisa dalla Facoltà di Informatica [27]. Questo strumento dispone di                       
25 http://tagme.di.unipi.it/
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una modalità di funzionamento apposita per la disambiguazione di tweet e fornisce un elenco di                           
tags  con la descrizione del termine ed altre informazioni collaterali.26
In questo modo si può risolvere il problema legato all’omonimia dei nomi dei luoghi, resta                           
comunque da tradurre il nome in coordinate geografiche. Per questo scopo si può sfruttare il                           
naturale collegamento tra i tags restituiti da TagMe e DBpedia tramite una query SPARQL al                           27
Database di DBpedia per ogni tag appartenente al tweet. In questo modo si valuta se lo stesso è                                 
relativo ad un luogo, e in caso positivo ne si estraggono le coordinate.
Con tecniche del tipo appena descritto si ottengono più luoghi geografici identificati con le loro                           
coordinate. L’identificazione del territorio interessato dall’evento si può eseguire attraverso un                   
processo di clusterizzazione che porti ad individuare un baricentro e un raggio.
4.3.4 Analisi semantica
In aggiunta ad una stima della posizione, possono essere estratte altre informazioni utili da                         
associare ad un evento individuato.
In generale i testi dei messaggi che segnalano un evento contengono spesso delle informazioni                         
aggiuntive che possono essere utilizzate per capire meglio l’accaduto ed acquisire una                     
maggiore context­awarness.
L’approccio più semplice per estrarre informazioni dai testi dei tweet ed eseguire quindi                       
un’analisi semantica è basato sul conteggio dei termini.
E’ possibile eliminare le stopwords e contare le occorrenze dei termini che compaiono nel                         
corpus dei messaggi associati ad un evento.
Le stopwords sono termini che compaiono molto frequentemente in un linguaggio e che non                         
aggiungono contenuto informativo come ad esempio gli articoli e le congiunzioni.
Contando le occorrenze dei termini emergeranno quelli più utilizzati e quindi maggiormente legati                       
all’evento.
Questa tecnica è molto semplice e ci sono in realtà altri strumenti in grado di affinare il processo                                 
e consentire l’estrazione di più informazioni dal corpus dei messaggi.
Una tecnica basata sulla disambiguazione dei termini è già stata descritta nel paragrafo                       
precedente, con riferimento allo strumento TagMe.
Nel precedente paragrafo si era utilizzato lo strumento per estrarre i nomi dei luoghi che                           
comparivano nei testi dei tweet, è comunque possibile estrarre tutti i tag dal corpus dei                           
messaggi di un evento e contarli in frequenza in modo simile a quanto descritto per il conteggio                               
dei termini dopo il filtraggio delle stopwords.
Un’altra tecnica si basa sull’utilizzo della libreria Morph­it! e sull’estrazione degli N­grammi dal                       28





Italiano ed è costituito da un dizionario di forme inflesse con i relativi lemmi e caratteristiche                             
morfologiche (Fig. 4.8) [28].
Figura 4.8: Estratto di alcune informazioni ricavabili dallo strumento Morph­it!
Il dizionario conta ad oggi 505.074 termini e 35.056 lemmi e può essere utilizzato per eliminare                             
non solo le stopwords, ma anche tutte le altre categorie di termini del linguaggio italiano che non                               
contribuiscono al contenuto informativo di un testo.
I termini non eliminati possono poi essere sostituiti con il relativo lemma. In questo modo nel                             
corpus dei messaggi compariranno molti più termini uguali perchè saranno state eliminate le                       
desinenze ed i suffissi relativi ad esempio alle forme plurali/singolari, maschili/femminili e alle                       
coniugazioni dei verbi.
Dal corpus dei messaggi così processato possono essere successivamente estratti gli                   
N­grammi che ricorrono più frequentemente. Per gli scopi di questa analisi un N­gramma è                         
costituito da una sequenza di N termini consecutivi facenti parte del testo di un messaggio .29
L’estrazione ed il conteggio degli N­grammi può mettere in luce informazioni interessanti dal                       
momento che alcuni termini assumono un significato particolare o più forte se usati in                         
combinazione con altri.
Ad esempio “distretto di polizia” è un trigramma ed il suo contributo informativo è maggiore di                             
quello delle singole parole “distretto”, “di” e “polizia”.
4.4 Event Handling
Uno degli obiettivi dell’intera architettura è quello di seguire l’evolvere di ogni evento individuato e                           
di aggiornarne le caratteristiche raccogliendo più informazioni possibili man mano che queste si                       
diffondono attraverso i canali monitorati.
Ogni evento significativo lascia una traccia nei SN costituita dai messaggi degli utenti che ne                           
sono stati testimoni; questa traccia ha un preciso tempo di vita, che va dal momento                           
dell’individuazione dell’evento, a seguito dei primi messaggi che ne parlano, fino a quando gli                         
utenti perdono interesse per lo stesso e non ne parlano più.




4.4.1 Miglioramento delle stime su un evento
Dal momento che il sistema deve essere in grado di individuare nuovi eventi tempestivamente, i                           
messaggi associati ad un evento al momento della sua scoperta saranno con tutta probabilità                         
pochi.
Pochi messaggi associati ad un evento rendono difficile sia eseguire delle stime precise sulle                         
sue caratteristiche (ad esempio la posizione geografica), sia estrarre informazioni semantiche                   
che aiutino a comprenderne meglio la natura.
Se l’evento coinvolge un numero sufficiente di persone però, nei minuti successivi alla sua                         
individuazione, si genererà un traffico di messaggi in cui gli utenti parleranno dell’evento a cui                           
hanno assistito. Questi nuovi messaggi possono essere utilizzati per arricchire le informazioni                     
sugli eventi in corso in tempo reale.
In questo modo si può procedere ad un progressivo miglioramento delle stime effettuate                       
sull’evento e ad espandere le altre informazioni associate mano a mano che tali informazioni                         
vengono diffuse dagli utenti tramite i messaggi pubblicati.
4.4.2 Verifica tramite canali ufficiali
Per molte categorie di eventi e situazioni oggetto di applicazioni di Emergency Management,                       
esistono dei canali ufficiali di diffusione dell’informazione.
Questi canali possono essere rappresentati dai siti web di enti pubblici e organizzazioni, come                         
pure dai loro account su vari SN o ancora da blog tematici che trattano particolari tipi di eventi.
Un ottimo esempio di quanto detto è rappresentato dall’account Twitter ufficiale dell’INGV che                       
riporta ogni evento sismico rilevato dalle apparecchiature dell’ente.
In aggiunta agli enti ufficiali che diffondono informazioni sicure ed approfondite su particolari                       
situazioni di pericolo o emergenza, vi sono anche canali più classici di informazione come ad                           
esempio quelli gestiti dalle agenzie di stampa o dalle redazioni online di quotidiani e radio.
Queste fonti di informazione non possano essere considerate per l’individuazione degli eventi,                     
dal momento che un sistema di Early Warning deve fornire indicazioni su nuovi eventi prima                           
delle suddette fonti. Esse possono invece essere utilizzate per confermare un evento                     
precedentemente individuato dal sistema o per fornire comunque altre informazioni precise ed                     
ufficiali quando queste diventino disponibili sul web.
Il sistema progettato deve quindi monitorare eventuali fonti di informazioni ufficiali ed attendibili su                         
determinate categorie di eventi in contemporanea alle altre attività svolte.
Tutte le notizie diffuse da queste sorgenti devono essere raccolte ed analizzate in maniera                         




Una volta individuati gli eventi ed estratte più informazioni possibili su di essi, queste informazioni                           
devono essere comunicate ai soggetti interessati.
Tra i possibili fruitori interessati al monitoraggio di eventi che destano allarme sociale vi sono                           
sicuramente enti pubblici che operano non solo nel settore della sicurezza (come ad esempio le                           
protezioni civili o altri enti di soccorso) ma anche nella gestione del territorio e di particolari                             
servizi.
Queste organizzazioni possono sfruttare le informazioni raccolte tempestivamente su situazioni                 
potenzialmente pericolose per programmare meglio i propri interventi.
Altri soggetti che possono trarre beneficio dai risultati del sistema possono essere le agenzie e                           
le testate giornalistiche: per questi soggetti ricavare informazioni nel minor tempo possibile è un                         
obiettivo primario.
Anche la popolazione è interessata a venire a conoscenza di eventi significativi avvenuti sul                         
territorio nazionale, o magari ad avere aggiornamenti e informazioni dettagliate su uno specifico                       
evento vissuto personalmente.
Al fine di raggiungere tutti i soggetti interessati con gli ultimi aggiornamenti sulle situazioni                         
monitorate, il sistema deve prevedere differenti meccanismi di disseminazione dell’informazione.
Ad esempio si può pensare di rendere disponibili le informazioni per la popolazione per mezzo di                             
un’applicazione web ed una mobile, come pure sui principali SN con la creazione di appositi                           
account. In particolare l’applicazione mobile può consentire di visualizzare tutti gli ultimi                     
aggiornamenti a livello nazionale ed inoltre allertare gli utenti in modo automatico in caso di nuovi                             
eventi individuati nelle loro vicinanze.






Come evidenziato dal precedente passaggio, estratto da un rapporto del FEMA (Federal                     
Emergency Management Agency, il corrispettivo statunitense della Protezione Civile Italiana), il                   
Damage Assessment (DA) è un processo mirato a quantificare l’impatto e le conseguenze sulla                         




La metodologia classica con la quale viene effettuata la fase di DA a seguito di un’emergenza                             
prevede l’invio sul posto di personale col compito di valutare di persona l’entità dei danni ed in                               
generale le conseguenze dell’evento.
Nell’ambito di questo lavoro si vuole invece sfruttare la mole di informazioni autonomamente                       
condivise sui SN dalle persone coinvolte in un evento individuato dal nostro sistema per                         
acquisire conoscenza, non solo sull’evento stesso, ma anche sull’impatto e le conseguenze che                       
questo ha sulla comunità colpita.
Nello scenario operativo in cui si colloca un sistema di Early Warning basato sul Social Sensing,                             
il DA a seguito di un evento può essere eseguito sfruttando la raccolta di messaggi con                             
keywords non relative ad uno specifico tipo di eventi, ma bensì generiche e facenti parte del                             
gergo legato alle possibili conseguenze di un’emergenza.
Le keywords così selezionate devono consentire la raccolta di messaggi che descrivono le                       
conseguenze di un evento sulla comunità, sia in termini di danni ad infrastrutture sia alle persone                             
coinvolte.
Incrociando i dati relativi ad uno specifico evento individuato con l’andamento delle frequenze di                         
messaggi raccolti con le keywords generiche per il DA, è possibile acquisire nuova conoscenza                         
circa le possibili conseguenze dell’evento.
L’informazione ricavata può essere ulteriormente raffinata applicando ai messaggi raccolti                 
tecniche di analisi semantica come quelle esposte nel Paragrafo 4.3.4.
In questo modo è possibile estrarre molta più informazione rispetto a quella ricavabile dal                         
semplice confronto dei picchi su particolari keywords, ed è possibile estrarre dai testi dei                         
messaggi raccolti le principali particelle di informazione (termini singoli, tags, N­grammi, ecc)                     
fino a giungere ad una descrizione verosimile dell’accaduto.
Un esempio di quanta informazione si possa estrarre utilizzando l’approccio descritto si può                       
comprendere dall’analisi dei messaggi Twitter pubblicati in corrispondenza del tragico incidente                   
motociclistico, avvenuto il 21 Luglio 2013 durante una gara del campionato mondiale Supersport,                       
che ha causato la morte del pilota Italiano Andrea Antonelli .31
La Figura 4.9 mostra gli andamenti temporali dei tweet con keyword incidente e dei tweet con                             
altre keyword generiche (pericolo, morto, ferito, danno) intorno all’ora dell’incidente.





Analizzando i testi dei tweet con keyword incidente raccolti dalle 12:30 alle 15:30 si possono                           
ricavare ulteriori informazioni sull’accaduto.
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Su 659 tweet raccolti sono state contate le occorrenze dei termini presenti nel testo, nella                           














In un sistema sperimentale come quello progettato nell’ambito di questo lavoro di tesi, risulta                         
particolarmente utile l’ausilio che vari strumenti di valutazione possono fornire per meglio                     
comprendere le prestazioni del sistema stesso.
A fianco a strumenti di valutazione classici, come quelli descritti in dettaglio nel capitolo 6, adatti                             
prevalentemente ad analisi offline, cioè a posteriori, si può pensare di utilizzare strumenti volti a                           
valutare la bontà della scelta delle keywords ed in grado di fornire indicazioni utili in tempo reale.
Dal momento che la scelta delle keywords migliori per una categoria di eventi rappresenta un                           
passaggio fondamentale per il successivo processo di Event Detection , disporre di uno                     33
strumento semi­automatico in grado di suggerire ad un operatore la rimozione o l’aggiunta di                         
keywords costituirebbe un utile supporto sia per la valutazione della fase di raccolta dati, sia per                             
il miglioramento e l’ottimizzazione del sistema.
Per quanto riguarda le keywords già associate ad una categoria di eventi è possibile prevedere                           
un meccanismo automatico che sfrutti le precedenti previsioni del sistema e le informazioni già                         
raccolte dai canali ufficiali per valutare l’impatto di ogni keyword nell’individuazione di eventi poi                         
confermati ufficialmente.
In questo modo è possibile accorgersi se una keyword viene effettivamente utilizzata dal                       
sistema per rilevare eventi e quindi se rappresenta un buon segnalatore dell’evento cercato. E’                         
possibile che una keyword inserita non dia di fatto informazioni utili all’individuazione di un evento                           





Un esempio di quanto detto è costituito dall’analisi effettuata sulle keywords per la categoria dei                           
terremoti, ed in particolare alla valutazione della keyword tremando.
La keyword era stata inizialmente scelta perchè ritenuta molto valida per l’individuazione di eventi                         
sismici in un precedente lavoro [14] nella lingua Inglese e Giapponese.
Nello scenario Italiano la keyword si è però verificata inadatta e misleading ed ha portato                           
all’individuazione di eventi non accaduti. In realtà in corrispondenza dei picchi della keyword                       
tremando si sono effettivamente verificati degli eventi, ma non legati a fenomeni sismici.                       
Secondo la classificazione esposta in [22] e ripresa nel paragrafo 3.1 di questo documento, gli                           
eventi segnalati erano di tipo Virtuale o Globale, piuttosto che di tipo Locale come quelli oggetto                             
dell’analisi del sistema sviluppato.
Il grafico mostrato in Figura 4.10 evidenzia un netto picco sulla keyword registrato intorno alle                           
19:15 del 22 Luglio 2013, a cui non è corrisposto alcun evento sismico. Uno studio accurato dei                               
tweet che hanno causato il picco ha evidenziato come i messaggi fossero in realtà riferiti al                             
lancio di nuovo videoclip musicale del gruppo pop One Direction .34
Figura 4.10: Picco di tweet con keyword “tremando” relativo al lancio di un videoclip musicale
Dato l’impatto che questo tipo di problemi può generare sulle prestazioni del sistema, è utile                           
disporre di un meccanismo automatico in grado di accorgersi di keywords inutilizzate, o                       
addirittura deleterie, e suggerirne l’eliminazione.
Sfruttando i testi dei messaggi associati ad eventi individuati e poi confermati è invece possibile                           
individuare e proporre nuove keywords da associare ad una categoria di eventi.
Contando i termini più frequenti tra i messaggi di un evento è possibile individuare altre keyword                             
in grado di produrre picchi in corrispondenza degli eventi confermati. Queste keyword possono                       
poi essere suggerite per l’aggiunta ad una particolare categoria.
Infine vale la pena segnalare come un meccanismo di ricalibrazione del sistema, quale quello                         
esposto in questo paragrafo, debba intendersi in forma semi­automatica. Il meccanismo deve                     
quindi limitarsi a fornire suggerimenti e proposte agli operatori sulle basi delle analisi descritte.




L’utilizzo di un meccanismo di questo tipo in forma completamente automatica potrebbe infatti                       
portare a pericolose derive del sistema, compromettendo la sua capacità di individuazione di                       
eventi.
4.8 Considerazioni sull’architettura proposta
In questo capitolo è stata introdotta l’architettura generale proposta per applicazioni di Early                       
Warning per Emergency Management. Sono stati descritti i componenti caratteristici di                   
un’architettura di questo tipo ed affrontati i problemi tipici e trasversali ai possibili scenari pratici                           
di utilizzo.
In aggiunta alle criticità evidenziate nei precedenti paragrafi ve ne sono molte altre relative agli                           
specifici ambiti di applicazione. Ogni categoria di eventi presenterà delle caratteristiche proprie e                       
l’efficienza di un’applicazione basata sull’architettura proposta dipende anche dallo studio delle                   
dinamiche relative allo specifico ambito operativo ed al superamento delle difficoltà                   
caratteristiche dello stesso.
Il Capitolo 5 descrive il lavoro effettuato nell’ambito di uno specifico caso di studio.
Si è scelto di applicare i concetti espressi in questo capitolo alla realizzazione di un’applicazione                           
di Early Warning volta all’individuazione tempestiva di eventi sismici in Italia.
La descrizione dello studio svolto e delle scelte implementative adottate evidenzia come ai                       
problemi generali se ne affianchino altri caratteristici dello scenario studiato.
Per quanto riguarda l’architettura proposta è inoltre importante notare come non tutti i                       
componenti dello schema di Figura 4.1 siano indispensabili al funzionamento del sistema.
In particolare i moduli di Damage Assessment e Recalibration sono opzionali in quanto non                         
prendono parte al processo di individuazione e pubblicazione degli eventi.
In generale non si può neppure escludere che, in alcuni casi particolari, la struttura dei moduli di                               




5. Progetto e realizzazione dell’applicazione
In questo capitolo si descrive l’applicazione per l’individuazione e il monitoraggio di eventi sismici                         
sul territorio Italiano.
L’obiettivo è quello di validare l’architettura definita nel precedente capitolo con un esempio                       
pratico che metta in luce le specifiche problematiche che si incontrano nella progettazione e                         
realizzazione di applicazioni di questa natura.
L’applicazione realizzata ha inoltre lo scopo di valutare la fattibilità degli studi di Emergency                         
Management tramite Social Sensing e di confrontare l’efficacia di soluzioni applicative diverse                     
per lo stesso modulo o componente ricorrendo anche all’uso di un simulatore in grado di                           35
riprodurre le sequenze di tweet reali.
E’ doveroso precisare che quanto è stato realizzato non rappresenta la soluzione ottimale ma                         
piuttosto un prototipo pilota finalizzato a dimostrare la praticabilità dell’approccio e capace di                       
evolvere verso un sistema più efficace. Infatti per giungere ad un sistema più fruibile e affidabile                             
è ancora necessario un periodo di messa punto che è stato avviato con risultati positivi ma che                               
deve essere proseguito sfruttando le prime esperienze d’uso.
5.1 Progetto dell’applicazione
Partendo dallo schema dell’architettura generale definita nel precedente capitolo si è giunti alla                       
progettazione e realizzazione di un’applicazione in grado di individuare tempestivamente eventi                   
sismici sulla base dei messaggi scambiati dagli utenti di Twitter.
Dal punto di vista funzionale l’applicazione realizza i blocchi dall’1 al 4 dello schema di Figura 4.1                               
e cioè i blocchi relativi ai componenti più importanti per applicazioni di Early Warning per                           
Emergency Management.
La progettazione, realizzazione e valutazione dei moduli di Damage Assessment e Recalibration                     
non fa parte di questo lavoro e ne rappresenta un’evoluzione futura.
Durante il processo di progettazione e realizzazione dell’applicazione, descritto in questo                   
capitolo, sono stati affrontati i problemi generali già citati nella discussione dell’architettura. Nei                       
seguenti paragrafi vengono inoltre descritti i problemi incontrati nello specifico caso di studio e                         
vengono proposte e realizzate opportune soluzioni.
L’ambiente elaborativo impone la progettazione e realizzazione di una base dati in cui                       




5.2 Architettura del sistema
5.2.1 Architettura Software






Nell’ambito dello studio effettuato non ci si è limitati alla raccolta di tweet relativi ad eventi sismici,                               
ma si è scelto di raccogliere un vasto insieme di informazioni in modo da poter condurre,                             
almeno per le fasi iniziali del lavoro, uno studio approfondito anche su altre categorie di eventi                             
potenzialmente di interesse.






Ciascuna delle categoria citate è alimentata da un crawler dedicato. Il crawler per la raccolta di                             
tweet con le 2 keywords terremoto e scossa realizza, insieme al componente per l’Event                         
Detection il core dell’applicazione pilota. Non tutti i dati raccolti da questo crawler sono salvati su                             
DB in quanto i tweet ricevuti sono sottoposti a diverse fasi di filtraggio come descritto nel                             
Paragrafo 5.3.
Il crawler associato alle 2 keywords Inglesi non esegue particolari elaborazioni e salva tutti i                           
tweet raccolti in un apposito database separato dagli altri. Inizialmente si era scelto di monitorare                           
anche le keywords Inglesi relative ad eventi sismici nel caso i dati Italiani si fossero rivelati                             
insufficienti per condurre un’analisi accurata.
Il crawler preposto alla raccolta dei tweet con le 54 keywords Italiane salva tutti i dati ricevuti in                                 
un database dove sono contenuti i raw data raccolti complessivamente nell’ambito di questo                       
studio. Tra le 54 keywords monitorate vi sono anche le 2 keywords Italiane per gli eventi sismici                               
già raccolte dal primo crawler descritto. Dal momento che il crawler associato all’applicazione                       
avrebbe dovuto subire ripetuti downtime a causa dei numerosi interventi di sviluppo,                     
aggiornamento e manutenzione, per evitare la perdita di dati ritenuti di interesse, si è scelto di                             
ridondarne la raccolta su di un altro componente molto semplice con l’obiettivo di mantenerlo in                           
uptime durante tutto il tempo dello studio.
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La raccolta dei dati relativi all’account Twitter dell’INGV è delegata ad un apposito crawler che                           
gioca un ruolo attivo nell’applicazione real­time come descritto nel Paragrafo 5.3.9. Questo                     
componente salva i dati significativi in una tabella all’interno del database dell’applicazione.
Il modulo di Event Detection è direttamente collegato al crawler dell’applicazione dal momento                       
che compie le proprie elaborazioni all’atto della ricezione di un tweet dallo stream.
Le elaborazioni compiute da questo componente sono descritte in dettaglio nel Paragrafo 5.3 e                         
possono essere schematizzate in UML tramite un Activity Diagram come quello riportato in                       
Figura 5.1.
Figura 5.1: Activity Diagram relativo alla funzionalità di Event Detection
Il modulo di Event Handling è realizzato tramite un componente che va in esecuzione ogni volta                             
che viene individuato un nuovo evento. L’individuazione degli eventi è compito del modulo di                         
Event Detection così come il lancio in real­time dell’handler per il nuovo evento individuato.                         
All’handler viene passato un identificativo univoco dell’evento di cui si deve occupare; il processo                         
rimane in esecuzione fino alla chiusura dell’evento stesso. Durante la sua esecuzione ha il                         
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compito di mantenere aggiornato l’evento salvando su apposite tabelle del database le nuove                       
informazioni estratte dai tweet raccolti. Le elaborazioni svolte da questo componente sono                     
schematizzate nell’Activity Diagram mostrato in Figura 5.2 e descritte in dettaglio nel Paragrafo                       
5.3.
Figura 5.2: Activity Diagram relativo alla funzionalità di Event Handling
Il modulo di Early Warning ha lo scopo di disseminare le informazioni relative agli eventi                           
individuati dal sistema. La diffusione degli eventi individuati e delle informazioni associate avviene                       
tramite un’interfaccia web, descritta nel Paragrafo 5.4, e l’invio di messaggi privati su Twitter.
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5.2.2 Ambienti elaborativi coinvolti
In questo paragrafo vengono elencate e motivate le scelte effettuate per quanto riguarda                       
ambienti, tecnologie, linguaggi, strumenti e formati dei dati adottati nell’applicazione.
Twitter: Twitter è stato scelto come piattaforma su cui condurre l’analisi per via del largo bacino                             
di utenza e della responsiveness che lo caratterizza come già ampiamente descritto nel                       
Paragrafo 1.4.
PHP 5.3.10: PHP (acronimo ricorsivo di "PHP: Hypertext Preprocessor") è un linguaggio di                       
scripting lato server interpretato, con licenza open source e libera. Si è scelto di utilizzarlo per                             
questioni economiche, perché dispone di un framework interno di sviluppo e per via delle                         
numerose risorse sviluppate dalla comunità web per l’interfacciamento con Twitter.
OAuth 1.0A (twitteroauth): La scelta del protocollo di autenticazione per le richieste a Twitter è                           
obbligata e dettata dalla piattaforma stessa. La versione del protocollo OAuth utilizzata da Twitter                         
attualmente è la 1.0A. Per la gestione dell’handshake di autenticazione tramite OAuth si fa uso                           
della libreria PHP twitteroauth , inclusa tra le librerie consigliate direttamente da Twitter sul                       36
proprio sito web ufficiale.
Streaming API (Phirehose): Per l’interrogazione di Twitter si è scelto di utilizzare le Streaming                         
API sulla base delle considerazioni già esposte nel Paragrafo 4.2.2. La libreria PHP Phirehose                         
rispetta le guidelines di Twitter per l’apertura di una connessione streaming e consente di                         
semplificare la gestione degli errori e le disconnessioni / riconnessioni. E’ una delle librerie più                           
utilizzate per interfacciarsi alle Streaming API di Twitter.
MySQL Server 5.5.32: Il DBMS utilizzato è il MySQL versione 5.5.32. I vantaggi di una                           
piattaforma basata su MySQL sono i seguenti:
● Supporto della sintassi ANSI SQL: il database server MySQL supporta un largo                     
sottoinsieme della sintassi ANSI SQL 99, con l’aggiunta di alcune estensioni. Sono                     
supportati anche elementi della sintassi di altri database, per agevolare le operazioni di                       
porting. La copertura della sintassi ANSI SQL 99 è in continua espansione.
● Supporto di diverse piattaforme: sono disponibili versioni in formato binario                 
ottimizzate per le diverse architetture, oltre che una grande varietà di DBC (Data Base                         
Connector).
● Indipendenza dal supporto di memorizzazione: MySQL permette di scegliere il                 
supporto di memorizzazione che meglio si adatta alle esigenze specifiche. Supporta                   
inoltre il sistema di memorizzazione InnoDB, che, a costo di performance leggermente                     
inferiori, fornisce meccanismi di locking delle transazioni che lavorano a row­level: ciò                     
garantisce un eccellente protezione dei dati sensibili.




● Gestione della sicurezza: MySQL supporta un meccanismo avanzato di gestione della                   
sicurezza e comunicazione tramite il protocollo SSL.
● Caching delle query: il meccanismo di caching delle query incluso in MySQL 5.0                       
permette un incremento delle prestazioni del 200% nell’uso tipico.
● Ricerca di testo: MySQL permette un’indicizzazione dei campi di tipo testuale, per                     
effettuare ricerche all’interno di stringhe anche con operatori di tipo booleano.
Infine MySQL è leader di mercato per applicazioni di dimensioni e complessità contenute, come                         
quella a cui si riferisce questo documento.
Si sarebbe potuto scegliere di utilizzare un DBMS NoSQL, cioè non relazionale, ma la mole di                             
dati trattati non avrebbe giustificato tale soluzione.
AJAX: acronimo di Asynchronous JavaScript and XML, è una tecnica di sviluppo software per la                           
realizzazione di applicazioni web interattive (Rich Internet Application). Lo sviluppo di applicazioni                     
HTML con AJAX si basa su uno scambio di dati in background fra web browser e server, che                                 
consente l'aggiornamento dinamico di una pagina web senza esplicito ricaricamento da parte                     
dell'utente.
JSON: JSON (JavaScript Object Notation) è un formato adatto per lo scambio dei dati in                           
applicazioni client­server ed è considerato lo standard de­facto da utilizzare per applicazioni web                       
realizzate con tecnologia AJAX.
E’ basato sul linguaggio Javascript, ma ne è indipendente e viene usato in AJAX come alternativa                             
a XML/XSLT.
La semplicità di JSON ne ha decretato un rapido utilizzo: in generale infatti per reperire i dati è                                 
sufficiente eseguire una semplice chiamata a funzione.
jQuery 1.9.1 (jQueryUI): jQuery è un framework Javascript, cross­browser per applicazioni                   
web, che si propone come obiettivo quello di semplificare la programmazione lato client delle                         
pagine HTML. Grazie al vastissimo insieme di funzioni messe a disposizione abbatte i tempi di                           
sviluppo della parte lato client di un’applicazione web. jQueryUI è una libreria open source di                           
plug­in basata su jQuery. Ogni componente è costruito secondo l'architettura di jQuery ed è                         
completamente personalizzabile. Fornisce interazioni ed animazioni, effetti avanzati e widget.
Ubuntu 12.04 LTS: è una distribuzione GNU/Linux, basata su Debian. La sua principale                       
caratteristica è la focalizzazione sull'utente e la facilità di utilizzo. Viene pubblicata come                       
software libero sotto licenza GNU GPL, è distribuita gratuitamente ed è liberamente modificabile.                       
La versione 12.04 è una versione LTS (Long Term Support), riceve cioè un lavoro                         
supplementare di stabilizzazione, raffinamento e traduzione. Queste versioni hanno un periodo                   
di supporto di 5 anni sia per i desktop che per i server.
Weka (J48): acronimo di Waikato Environment for Knowledge Analysis, è un software per                       
l'apprendimento automatico sviluppato nell'università di Waikato in Nuova Zelanda. È open                   
source e viene rilasciato con licenza GNU GPL. Weka è un ambiente software interamente                         
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scritto in Java. Un semplice metodo per utilizzare questo software consiste nell'applicare dei                       
metodi di apprendimento automatici (learning methods) ad un set di dati (dataset) e analizzarne                         
il risultato. È possibile attraverso questi metodi, avere quindi una previsione del comportamento                       
di nuovi dati. L’algoritmo di apprendimento utilizzato in questo lavoro è costituito dall’albero di                         
decisione J48, implementazione Java open source dell’algoritmo C4.5 [29].
DBpedia (SPARQL): DBpedia è un progetto nato nel 2007 e tuttora in corso, per l'estrazione di                             
informazioni strutturate da Wikipedia e per il rilascio di queste informazioni sul web come Linked                           
Open Data in formato RDF (Resource Description Framework). Il linguaggio utilizzato per                     
l’interrogazione di DBpedia è SPARQL (acronimo ricorsivo di: SPARQL Protocol and RDF                     
Query Language), linguaggio di interrogazione per dati rappresentati tramite il formato RDF.
GoogleMaps: Google Maps è un servizio accessibile dal relativo sito web o tramite API che                           
consente la ricerca e la visualizzazione di mappe geografiche di buona parte della Terra. I servizi                             
offerti da GoogleMaps consentono, tra le altre cose, la geocodifica di indirizzi civici e la                           
visualizzazione di punti geografici su mappe.
TagMe: TagMe [27] è uno strumento, sviluppato all’interno del Dipartimento di Informatica                     
dell’Università di Pisa, in grado di identificare on­the­fly periodi con un significativo contenuto                       
informativo all’interno di testi non strutturati. Il processo di annotazione e disambiguazione non si                         
limita al task dell’arricchimento del testo ma consente di entrare nella semantica dei testi trattati.                           
In una delle sue ultime versioni prevede una speciale modalità di funzionamento per l’analisi dei                           
tweet. Lo strumento mette inoltre a disposizione un’interfaccia di API REST verso l’esterno in                         
modo da poter essere invocato da remoto.
Morph­it!: Morph­it! è uno strumento gratuito di analisi morfologica di testi in linguaggio Italiano                         
ed è costituito da un dizionario di forme inflesse con i relativi lemmi e caratteristiche                           
morfologiche [28]. Il dizionario conta ad oggi 505.074 termini e 35.056 lemmi.





Sebbene l’applicazione necessiti di un solo DB per l’archiviazione delle informazioni di interesse,                       
la necessità di separare i dati provenienti da crawlers differenti come anche di separare i risultati                             
del simulatore da quelli dell’applicazione real­time, impone l’utilizzo di più database, alcuni dei                       




● earthquake_streaming_detector: è il DB utilizzato dall’applicazione real­time; contiene             
i tweet raccolti dal crawler delle keywords Italiane sui terremoti, i tweet raccolti dal                         
crawler di INGV e le informazioni sugli eventi individuati e persi generate dall’applicazione.
● earthquake_simulator: è il DB dove il simulatore scrive i risultati delle proprie                     
elaborazioni ed ha una struttura identica a quello dell’applicazione real­time.
● streaming_social_alerting: è il DB contenente i raw data, ossia i dati grezzi non                       
processati, recuperati dal crawler delle generiche keywords Italiane.
● eng_streaming_social_alerting: è il DB contenente i dati raccolti dal crawler delle                   
keywords Inglesi per i terremoti.
I due DB contenenti dati grezzi (streaming_social_alerting, eng_streaming_social_alerting)             
presentano una struttura molto semplice costituita da tre tabelle necessarie al salvataggio dei                       
tweet raccolti, delle informazioni sugli account degli utenti che hanno postato i tweet e delle                           
entità (hashtags, mentions, urls, ecc) estratte dal corpo dei tweet.
Le tre tabelle sopracitate sono utilizzate anche nei DB earthquake_streaming_detector e                   
earthquake_simulator che, in aggiunta, presentano altre 4 tabelle: 3 necessarie alla gestione                     
degli eventi ed al salvataggio dei tweet di INGV ed una di utilità.
Dal momento che il DB earthquake_streaming_detector presenta una struttura tale da                   
comprendere quelle degli altri DB, si è scelto di fornirne una rappresentazione formale in UML,                           
esposta in Figura 5.3, tramite un Class Diagram.




5.2.4 Sistema di elaborazione
Dal momento che l’attività di tesi è stata svolta presso l’Istituto di Informatica e Telematica (IIT)                             
del CNR di Pisa, l’intero sistema è stato ospitato su macchine messe a disposizione dall’IIT.
In particolare è stata realizzata un’apposita virtual machine (VM) situata sulla server farm del                         
gruppo Wafi.
La VM è stata equipaggiata con gli ambienti elaborativi necessari allo sviluppo dell’applicazione                       
secondo quanto riporato nel Paragrafo 5.2.2.
Dal punto di vista hardware alla VM sono stati assegnati 2 core, 2 Gb di memoria RAM ed uno                                   
spazio disco di poco superiore ai 10 Gb.
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5.3 Soluzioni realizzative adottate
In questo paragrafo vengono descritti i problemi affrontati durante la realizzazione                   
dell’applicazione e vengono descritte e motivate le soluzioni adottate.
5.3.1 Selezione delle keywords
Il primo problema da affrontare riguarda la scelta delle keywords da utilizzare per la raccolta dei                             
dati. Questo aspetto non sarebbe particolarmente rilevante se si implementasse l’architettura                   
completa comprensiva del modulo di Recalibration. Poiché quel modulo opzionale non è                     
presente nello schema architetturale implementato, si è resa necessaria una accurata selezione                     
delle keyword.
Per comprendere al meglio quali siano le keywords più adatte ad essere impiegate per                         
l’individuazione di eventi sismici segnalati da utenti Italiani, si è scelto di partire da un insieme di                               
termini piuttosto ampio. Questo insieme rappresenta le keywords candidate ad essere impiegate                     
nell’applicazione ed è stato generato utilizzando sia termini segnalati in letteratura [14] (magari                       












Sono stati raccolti tutti i messaggi contenenti almeno una delle keywords candidate ed analizzati                         
gli andamenti temporali dei messaggi per ogni keywords. In questo modo è stato possibile                         
valutare quali termini fossero realmente utilizzati dagli utenti Twitter Italiani per segnalare gli                       
eventi sismici avvertiti. L’insieme delle keywords candidate è stato progressivamente ristretto                   
eliminando quelle keywords che non avevano manifestato picchi in corrispondenza di eventi                     
sismici segnalati dagli enti ufficiali.




● crollo, crepa, crepe: sono termini più significativi per il task del Damage Assessment che                         
per l’Event Detection e non vengono quindi utilizzati per segnalare una scossa sismica.
● sisma, magnitudo: sono termini piuttosto formali e l’analisi dei dati ha portato evidenza di                         
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un loro utilizzo prevalente in tweet di notizie ufficiali da parte di account di agenzie di                             
news, giornali, radio, ecc. Gli utenti che segnalano terremoti utilizzano invece un                     
linguaggio molto più informale.
● trema, tremando: questi termini sono molto generici e seppur impiegati in alcuni casi in                         
tweet che segnalano eventi sismici, nella maggior parte dei casi sono invece utilizzati per                         
parlare di argomenti differenti. L’impiego di questi termini per la raccolta dati porta quindi                         
troppo rumore e rende più difficile il task del filtraggio dei messaggi.
5.3.2 Pre-filtraggio dei dati




● una fase di filtraggio mediante impiego di un classificatore per ridurre ulteriormente il                       
rumore.
Nella fase di pre­filtraggio vengono scartati tutti i messaggi aventi almeno una delle seguenti                         
caratteristiche:
1. messaggi che sono retweet: l’individuazione di eventi da parte del sistema si deve basare                         
su segnalazioni spontanee di utenti che hanno avvertito una scossa sismica. Il lavoro                       
presentato in [14] mette in evidenza come nell’immediata conseguenza di un evento                     
potenzialmente pericoloso non si instauri un modello di diffusione dell’informazione, bensì                   
le segnalazioni provengono tutte da utenti distinti ed indipendenti, cioè non in contatto                       
l’uno con l’altro. I modelli di diffusione dell’informazione entrano in gioco in un secondo                         
momento quando iniziano a diffondersi notizie ufficiali sull’accaduto che vengono riprese,                   
citate e ricondivise dagli utenti. Nell’ambito di questo lavoro è quindi necessario scartare i                         
messaggi che non sono indipendenti. Il retweet rappresenta una forma di diffusione                     
dell’informazione dal momento che attraverso un retweet viene ricondiviso il messaggio                   
di un altro utente.
2. messaggi che sono reply: attraverso i reply gli utenti Twitter instaurano delle                     
conversazioni tra loro rispondendo ad un messaggio di un altro utente. Anche i reply                         
indicano quindi messaggi non indipendenti e per questo motivo vengono scartati.
3. messaggi di account appartenenti ad una blacklist: dal momento che non è di interesse                         
la raccolta di messaggi che riportano notizie ufficiali su eventi sismici, è stata realizzata                         
una blacklist di account di enti di varia natura che pubblicano con regolarità tweet su                           
eventi sismici già avvenuti, descrivendone intensità, posizione, orario, ecc. La blacklist è                     
stata realizzata partendo da una nutrita lista di account Twitter di soggetti pubblici                       
(quotidiani, radio, giornalisti e personaggi famosi in genere) già presente all’interno del                     
gruppo Wafi e realizzata nell’ambito del progetto Social Trends 2 . La lista è stata                           37
ulteriormente espansa inserendovi gli account che, dall’analisi dei tweet raccolti,                 
evidenziano la tendenza a pubblicare, ricondividere o commentare notizie su eventi                   
37 http://www.social­trends.it/#it/home
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sismici passati. La blacklist degli account è stata implementata come un array                     
associativo PHP, comprende le corrispondenze tra screen name e social id dei soggetti                       
blacklistati e, nella versione finale dell’applicazione, raccoglie 345 differenti accounts.
4. messaggi contenenti termini appartenenti ad una blacklist: l’analisi dei tweet raccolti ha                     
evidenziato che il termine terremoto appartiene non solo al vocabolario Italiano, ma                     
anche alla lingua Spagnola e Portoghese. La raccolta di messaggi in lingua Spagnola e                         
Portoghese rappresenta ovviamente un fenomeno indesiderato. Twitter fornisce un               
meccanismo best­effort di language detection, già utilizzato nella fase di raccolta dati,                     
che però si è rivelato insufficiente ad isolare esclusivamente messaggi in lingua Italiana.                       
Per questo motivo è stata realizzata una blacklist contenente i termini che sono                       
comparsi più frequentemente nei tweet raccolti erroneamente in lingua Spagnola e                   
Portoghese. Nella versione finale dell’applicazione la blacklist comprende i seguenti                 
termini: meses, anos, como, parece, baila.
5.3.3 Filtraggio mediante classificatore
Il pre­filtraggio dei dati riduce notevolmente il rumore presente sul canale, ma non consente                         
comunque di eliminare i messaggi di utenti comuni che parlano di terremoti passati o che                           
riportano news senza utilizzare retweet o reply. E’ quindi necessario l’impiego di un meccanismo                         
più raffinato e sensibile per filtrare ulteriormente i messaggi raccolti.
Per comprendere meglio la natura dei dati trattati e le difficoltà del processo di filtraggio, la Figura                               




Per affrontare il problema si utilizza un approccio basato su un classificatore; come descritto nel                           
Paragrafo 5.2.2 lo strumento utilizzato per la classificazione è Weka.
L’azione del classificatore al fine di individuare tweet non pertinenti si sviluppa in due fasi: una                             
fase di addestramento ed una di impiego a scopo predittivo. La Figura 5.5 rappresenta uno                           
schema che riassume l’impiego del classificatore sia in addestramento che in predizione.
Figura 5.5: Impiego del classificatore: fase di addestramento e di predizione
La fase di addestramento avviene offline cioè prima che il classificatore venga effettivamente                       
impiegato nell’applicazione real­time. In questa fase al classificatore viene sottoposto un insieme                     
di tweet già suddivisi tra 2 categorie: tweet pertinenti ad un evento sismico in corso e tweet non                                 
pertinenti, quindi non utili. La classificazione di questo insieme di tweet avviene manualmente da                         
parte di operatori e porta alla creazione di un training­set per il classificatore.
Per eseguire questo task è stata creata un’apposita sezione nell’interfaccia dell’applicazione in                     
modo da consentire una classificazione dei tweet semplice e rapida. Attraverso l’interfaccia di                       
Figura 5.6 sono stati classificati manualmente 1412 tweet: 706 utili e 706 non utili. Si è cercato di                                 
ottenere un training­set il più eterogeneo possibile in modo da comprendere tweet aventi                       




Successivamente si stabilisce un insieme di caratteristiche dei tweet che devono consentire di                       
distinguere quelli significativi da quelli che non lo sono; ognuna di queste caratteristiche prende il                           
nome di feature e deve poter essere espressa in formato numerico. L’intera operazione viene                         






4. character count: lunghezza del testo del tweet espressa come numero di caratteri                     
utilizzati;
5. punctuation count: numero di caratteri di punteggiatura utilizzati;
6. slang / offensive word count: numero di parole presenti nel testo del tweet appartenenti                         
ad un dizionario di termini volgari o che esprimono paura, spavento.
L’insieme di features di cui sopra formalizza l’intuizione che i tweet di persone che hanno                           
appena avvertito un terremoto siano informali, diretti, presentino una struttura linguistica molto                     
semplice ed esprimano spavento.
Questo insieme di feature rappresenta un esempio di caratteristiche che può consentire di                       
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distinguere tweet significativi da tweet che non lo sono; è certamente possibile pensare anche                         
ad altre caratteristiche, magari più complesse, per poter distinguere meglio le 2 classi di tweet.
Ad esempio sarebbe sicuramente utile disporre anche di una feature che sfrutti le informazioni                         
temporali spesso presenti nei tweet: “ieri ho sentito il terremoto” ha un contenuto informativo                         
profondamente diverso da “ho appena sentito il terremoto” nonostante i due messaggi                     
differiscano per una sola parola. L’estrazione di una caratteristica di questo tipo è un task però                             
più complesso e richiede quindi un tempo maggiore. Dati gli obiettivi dell’applicazione pilota da                         
realizzare si è scelto di proseguire con l’insieme di feature definite sopra, che comunque, come                           
descritto approfonditamente nel proseguo di questo paragrafo, hanno portato a buoni risultati nel                       
processo di classificazione.
Ad ogni tweet è quindi associato un insieme di numeri, ognuno dei quali rappresenta il calcolo di                               
una delle feature definite, per il tweet in esame.
Si costruisce una lista contenente, per ogni tweet, l’insieme delle caratteristiche estratte e la                         
classe di appartenenza (1 = utile, 0 = non utile). La lista alimenta il classificatore il quale,                               
attraverso opportuni algoritmi di apprendimento, genera un modello che consente di definire la                       
classe di appartenenza di un tweet sulla base dei suoi attributi. Il formato dei dati da sottoporre a                                 
Weka per iniziare la fase di addestramento è l’Attribute Relationship File Format (ARFF) , la                         38
Figura 5.7 mostra un estratto del file ARFF contenente le caratteristiche di alcuni tweet utilizzati                           
per l’addestramento del classificatore.
Figura 5.7: Estratto del file .arff del training­set
Sono state eseguite varie simulazioni con differenti algoritmi di apprendimento, i risultati migliori                       
si sono avuti con l’utilizzo dell’albero di decisione J48 che costituisce l’implementazione Java                       
38 http://weka.wikispaces.com/ARFF+%28book+version%29
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open source dell’algoritmo C4.5 [29]. Questo risultato non desta stupore dal momento che gli                         
alberi J48 di Weka hanno prodotto i risultati migliori anche in molti lavori simili a questo                             
consultabili in letteratura. I risultati dell’addestramento sono visibili in Figura 5.8: come si vede il                           
modello generato è stato in grado di classificare correttamente il 90.085% (1272 su 1412) dei                           
tweet costituenti il training­set. Un risultato di questo tipo è da considerarsi sicuramente buono                         
anche se sarebbe stato preferibile ottenere una precisione della classificazione superiore al                     
95%.
Figura 5.8: Risultati della fase di addestramento
Uno dei fattori che può limitare la capacità di classificazione risiede nell’assenza di feature molto                           
robuste. Durante l’addestramento tutte le feature vengono utilizzate congiuntamente al fine di                     
eseguire la classificazione migliore possibile; ad ogni modo avere alcune feature in grado, da                         
sole, di classificare correttamente la maggior parte degli esempi del training­set rappresenta un                       
vantaggio notevole.
La valutazione degli attributi, evidenziata in Figura 5.9, mostra come nel nostro caso non sono                           
presenti feature estremamente robuste: l’attributo migliore è il character count che presenta un                       









Weka consente di salvare il modello generato in un file .model e di riutilizzarlo in un secondo                               
momento per la predizione della classe di appartenenza di nuovi tweet. Al fine di impiegare                           
Weka a scopo predittivo è necessario invocare il classificatore fornendo il modello                     
precedentemente generato e le features del nuovo tweet da classificare.
La predizione avviene invocando il classificatore direttamente da linea di comando in real­time                       
ogni volta che viene ricevuto un tweet che supera la fase del pre­filtraggio. La Figura 5.11 mostra                               
il codice PHP con cui viene invocato il classificatore: da notare come nella chiamata compaiano                           
sia il modello generato in fase di addestramento (file j48_7attr_15foldcv.model), sia il file ARFF                         
contenente le features del tweet da classificare (file latest_tweet.arff).
shell_exec("java -cp /usr/share/java/weka.jar weka.classifiers.trees.J48 -l ../weka/j48_7attr_15foldcv.model -T
../weka/latest_tweet.arff -p 0");
Figura 5.11: Invocazione di Weka a scopo predittivo direttamente da script PHP
Weka impiega generalmente meno di un secondo a predire la classe di un tweet secondo il                             
modello generato, questo permette l’utilizzo del filtraggio mediante classificatore anche in                   
applicazioni real­time.
Infine viene letto e parsato l’output del classificatore allo scopo di individuare la classe di                           
appartenenza predetta per il tweet: i tweet segnalati come non utili sono immediatamente                       
scartati, gli altri sono salvati su DB e utilizzati per l’individuazione degli eventi.
5.3.4 Riconoscimento di un burst di tweet
Come già introdotto nel paragrafo 4.3.2, l’individuazione di un evento avviene all’atto del                       
riconoscimento di un burst di tweet sul canale. Un burst è definito come il verificarsi di un grosso                                 
numero di eventi all’interno di una finestra temporale [30].




Gli algoritmi appartenenti alla seconda categoria, come ad esempio quello proposto nel lavoro                       
[23], risultano particolarmente semplici da implementare in questo sistema dato che la scelta di                         
utilizzare Phirehose come libreria PHP per interrogare le Streaming API di Twitter impone già di                           
mandare in esecuzione una routine ogni volta che si riceve un nuovo tweet.
Un’altra interessante caratteristica di alcuni algoritmi di Burst­Detection risiede nella possibilità di                     
utilizzare più di una finestra per l’individuazione di un burst.
Come già ricordato nei paragrafi 3.1 e 3.2, le caratteristiche degli eventi da individuare                         
influenzano alcune importanti scelte progettuali ed implementative. Si è inoltre detto che uno                       
degli obiettivi dell’applicazione deve essere quello di riuscire ad individuare in tempi molto brevi                         
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eventi che coinvolgono molte persone e che di conseguenza generano grosse moli di                       
segnalazioni, ma allo stesso tempo, individuare anche eventi di portata minore segnalati da                       
poche persone su intervalli temporali più dilatati. E’ evidente come l’utilizzo di una sola finestra                           
temporale nella quale ricercare il burst non consenta di raggiungere pienamente gli obiettivi                       
fissati. Infatti l’utilizzo di una finestra piccola consente l’individuazione tempestiva di eventi di                       
grossa portata, ma preclude la possibilità di individuare eventi minori; viceversa una finestra                       
grande rallenta invece l’individuazione di eventi segnalati da molti messaggi, pur consentendo di                       
individuare anche eventi di piccola scala.
Una soluzione ottimale deve quindi prevedere l’impiego di più finestre temporali in                     
contemporanea.
Questo problema è stato affrontato in vari lavori relativi alla tematica della Burst­Detection ed in                           
particolare gli algoritmi sviluppati nell’ambito dei lavori [30] e [32] si basano sull’utilizzo di più                           
finestre contemporaneamente. Entrambi questi algoritmi fanno uso di una piramide di                   
aggregazione, ripresa anche nel lavoro [23].
Una piramide di aggregazione è una struttura dati gerarchica, mostrata in Figura 5.12,                       
caratterizzata da N livelli. Ad ogni livello sono presenti da una ad N finestre temporali adiacenti di                               
dimensione differente: in particolare il livello 1 è costituito da N finestre di dimensione minima,                           
mentre in livello N è costituito da un’unica finestra di dimensione massima pari a N volte una                               
finestra di livello 1. Ad esempio è possibile costruire una piramide avente 5 finestre di 1 minuto                               
alla base ed una di 5 minuti al vertice.
Figura 5.12: Piramidi di aggregazione utilizzate in alcuni algoritmi di Burst­Detection
In ogni cella della piramide è memorizzato il numero di occorrenze degli eventi monitorati, nel                           
nostro caso tweet, all’interno della corrispondente finestra temporale. Il numero memorizzato in                     
una cella è uguale alla somma dei numeri memorizzati nelle celle di livello 1 sottese.
Tutte le finestre della piramide sono mobili e scorrono nel tempo durante l’esecuzione real­time                         
dell’applicazione.
Ogni volta che si riceve un tweet significativo vengono ricalcolate le frequenze per ogni finestra                           
temporale. I calcoli sono costituiti esclusivamente da operazioni di addizione e questo rende                       
questo tipo di algoritmi computazionalmente molto leggeri ed adatti ad un utilizzo in tempo reale.
Le frequenze aggiornate sono poi confrontate con un valore di riferimento o con il valore della                             
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frequenza nella finestra temporale precedente.
Quando la frequenza di tweet attuale risulta significativamente maggiore del valore di confronto,                       
il sistema riconosce un burst e lancia un nuovo evento.
Oltre ad individuare l’inizio di un burst è importante individuarne anche la fine. Gli algoritmi                           
studiati individuano la fine del burst quando la frequenza attuale smette di essere                       
significativamente maggiore del valore di confronto.
Il meccanismo con il quale viene effettuato il confronto della frequenza attuale influenza la                         
capacità dell’algoritmo di stimare la fine di un burst. Come discusso nel lavoro presentato in [23],                             
il confronto tramite valore di riferimento porta all’individuazione di burst più lunghi rispetto al                         
confronto con il valore di frequenza nella finestra temporale precedente. La Figura 5.13 mostra                         
questa situazione con riferimento agli algoritmi proposti rispettivamente nei lavori [23], dove il                       




Per l’applicazione oggetto di questo studio e con riferimento alla capacità di individuare la durata                           
di un evento, e quindi la fine di un burst, il comportamento desiderato è più simile a quello che si                                     
può ottenere con un confronto basato sul valore di riferimento piuttosto che sulla finestra                         
temporale precedente.
5.3.5 Affidabilità di un evento
Come descritto approfonditamente nel Capitolo 6, in determinate situazioni il sistema può                     
segnalare eventi che in realtà non sono avvenuti (ad esempio a causa di un picco di rumore sul                                 
canale). Per ogni evento individuato l’applicazione fornisce quindi un valore che indica                     
l’affidabilità della previsione stessa. L’affidabilità di una previsione è espressa in percentuale e                       
dipende dall’ampiezza del picco che ha generato la segnalazione. Eventi individuati sulla base di                         
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picchi, e quindi di burst, più piccoli hanno affidabilità minore rispetto ad eventi caratterizzati da                           
picchi molto grossi.
La mappatura tra la frequenza di tweet in una finestra temporale e la percentuale che esprime                             
l’affidabilità di una previsione avviene mediante una funzione logistica a 4 parametri (4PL).
La generica equazione di una 4PL è espressa dalla seguente formula:
La Figura 5.14 mostra un esempio di funzione 4PL e riporta una descrizione dei 4 parametri che                               





5.3.6 Stima della durata di un evento
Nel Paragrafo 5.3.4 è stato introdotto il problema dell’individuazione dell’istante temporale in cui                       
termina un burst. Per il sistema implementato, la fine di un burst corrisponde alla fine dell’evento                             
ad esso associato.
Sulla base dei risultati espressi in [23], si è scelto di impostare la condizione di fine burst quando                                 
la frequenza di tweet nella finestra temporale scende al di sotto di una soglia di riferiemento.
Come già evidenziato col supporto della Figura 5.13, questo consente di individuare eventi più                         
lunghi e che rispecchiano meglio gli andamenti dei messaggi scambiati su Twitter.
5.3.7 Stima della posizione di un evento
La stima della posizione si effettua basandosi sui i tweet associati ad un evento che contengono                             
una qualche indicazione geografica. Le indicazioni geografiche utili a dare una collocazione                     
spaziale ad un evento sono 2:
1. coordinate geografiche incorporate nel tweet;
2. termini relativi a luoghi del territorio Italiano che compaiono nel testo del tweet (ad esmpio                           
nomi di paesi, città, ecc).
Il primo tipo di informazione geografica è sicuramente affidabile ed accurato: viene inserito dai                         
dispositivi mobili all’atto della pubblicazione di un tweet quando l’utente ha attivato la                       
georeferenziazione dei messaggi condivisi e le coordinate geografiche associate al messaggio                   
vengono ricavate dal modulo GPS del dispositivo mobile stesso.
Sfortunatamente solo una piccola parte dei tweet pubblicati contiene questo tipo di informazione:                       
su 1,5 Milioni di tweet raccolti nell’ambito di questo studio, solo 21.000, ovvero l’1,5% del totale,                             
risultano georiferiti.
Il secondo tipo di informazione geografica può essere estratto utilizzando lo strumento TagMe e                         
DBpedia. Come già spiegato nel Paragrafo 4.3.3, tramite una query SPARQL al Database di                         
DBpedia è possibile estrarre le coordinate, sotto forma di latitudine e longitudine, associate ai                         
termini che rappresentano località geografiche.
E’ quindi possibile riprendere ed espandere l’Activity Diagram mostrato in Figura 5.2 per                       
includere le attività relative alle query verso DBpedia. Il nuovo Activity Diagram per le funzionalità                           
di Event Handling è esposto in Figura 5.16.





5.3.8 Estrazione di informazioni semantiche
L’estrazione di informazioni semantiche avviene sempre per mezzo dello strumento TagMe.
Per ogni tweet associato ad un evento si invia una richiesta di disambiguazione a TagMe e si                               
estraggono i tag presenti nel testo del tweet stesso. I tag estratti da un tweet associato ad un                                 
evento vengono registrati in un’apposita tabella del DB, conteggiati ed associati anch’essi                     
all’evento.
In questo modo per ogni evento è possibile interrogare il DB e ricavare i tag comparsi più                               




5.3.9 Validazione automatica tramite Twitter e INGV
Al fine di eseguire un monitoraggio dei canali ufficiali di diffusione di news riguardanti eventi                           
sismici sul territorio nazionale, si è scelto di configurare un crawler per la raccolta dei tweet                             
prodotti dall’account ufficiale dell’INGV (@INGVterremoti).
Il crawler raccoglie tutti i messaggi provenienti o indirizzati al suddetto account. Tramite parsing                         
del testo del tweet e dei metadati associati è possibile selezionare esclusivamente i tweet                         
prodotti da INGV e relativi a segnalazioni di terremoti.












Queste informazioni sono salvate in un’apposita tabella del DB ed utilizzate per la validazione                         
degli eventi individuati dal sistema. La validazione degli eventi avviene in tempo reale ogni volta                           
che si riceve un tweet di INGV che segnala il verificarsi di un evento sismico.
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Gli eventi confermati vengono marcati come tali a livello di DB e gli viene associato il tweet di                                 
INGV che fornisce informazioni dettagliate sull’evento stesso.
Gli eventi segnalati da INGV che non sono stati predetti dal sistema vengono comunque salvati e                             
mostrati nell’interfaccia dell’applicazione con una colorazione differente.
5.4 Interfaccia Utente
5.4.1 Analisi delle interazioni con gli utenti
La prima fase della specifica dettagliata dell’interfaccia utente comprende l’analisi dei casi d’uso                       
per cui il sistema viene progettato.
Pioché l’applicazione realizzata è ancora in fase prototipale, l’interfaccia è pensata come                     
strumento interno di analisi e valutazione e non come front­end raggiungibile pubblicamente; per                       
questo motivo è prevista una sola tipologia di utenti.
Attraverso l’interfaccia l’utente deve essere in grado di consultare i risultati elaborati                     
dal’applicazione real­time e dal simulatore, monitorare gli andamenti temporali delle keywords su                     
cui il sistema è in ascolto, monitorare gli eventii segnalati da INGV e preparare il training­set per                               
l’addestramento del classificatore.




Per schematizzare ulteriormente la sequenza di operazioni da compiere in ognuno dei due casi                         





Ciascuna schermata dell’applicazione web ha una struttura che risponde a quella del template                       
mostrato in Figura 5.21 ed indicato col nome Generic View. In generale ciascuna schermata                         
deriva dal template, che risulta suddiviso in due sezioni di ausilio alla navigazione. Nel template                           
sono contenuti gli elementi comuni a tutte le schermate, che non dipendono quindi dagli specifici                           




Ogni schermata è costituita da due elementi principali: una barra di navigazione (Navbar)                       
posizionata nella parte più alta dello schermo ed una spaziosa sezione centrale destinata ad                         
accogliere i contenuti di ogni specifica schermata (Content Frame). La Navbar contiene i                       
collegamenti alle varie schermate dell’applicazione e non cambia da schermata a schermata.
L’unica parte variabile è costituita dal Content Frame che racchiude di volta in volta i differenti                             
contenuti da visualizzare. Di seguito sono riportare le mappe di navigazione e gli screenshot                         
delle principali schermate dell’interfaccia: Eventi Real­Time, Training­Set, Simulatore. Le               
schermate Categorie / Keywords ed Eventi INGV non sono descritte in dettaglio tramite le                         
rispettive mappe di navigazione dal momento che presentano funzionalità molto semplici ed                     
intuitive.
5.4.3 Sezione Eventi Real-Time






Come si può notare dallo screenshot (Fig. 5.23) in questa sezione sono presentati gli eventi                           





Cliccando su un evento è possibile accedere alla schermata di visualizzazione dei dettagli                       







Quando si parla di timeline dei tweet di un evento ci si riferisce ad un elenco di tweet ordinato per                                     
istante di pubblicazione e contenente i principali avvenimenti legati ad un evento quali: istante di                           
inizio di un terremoto, istante di individuazione e di chiusura dell’evento, istante di pubblicazione                         
del tweet di INGV. Tale elenco ordinato ha un contenuto informativo molto elevato dal momento                           




Come descritto in dettaglio nel Paragrafo 5.5, data la natura real­time dell’applicazione non è                         
possibile testarla su dati ed eventi passati senza l’impiego di un simulatore. In questa sezione                           
sono presentati i risultati finali dell’ultima simulazione eseguita; gli intervalli temporali di inizio e                         
fine simulazione sono riportati sotto al titolo principale della pagina.
La sezione relativa al Simulatore presenta una struttura (Fig. 5.25) molto simile a quella per gli                             
Eventi Real­Time: l’unica differenza è costituita dalla sostituzione della tabella relativa agli eventi                       
in corso con quella contenente le statistiche della simulazione.






Per l’addestramento del classificatore utilizzato nella fase di filtraggio dei dati si è resa                         
necessaria la classificazione manuale di una grossa mole di tweet (oltre 1400) al fine di                           
costituire il training­set per il classificatore .40






Questa sezione supporta la classificazione da parte di più utenti tramite un meccanismo di                         
riconoscimento basato esclusivamente su username. Utenti diversi vengono riconosciuti dal                 
sistema e possono eseguire una propria classificazione manuale indipendente da quella degli                     
altri utenti. In questo modo in fase di generazione del training­set è possibile scegliere solo i                             
tweet classificati nello stesso modo da tutti gli utenti o dalla maggioranza di essi, escludendo                           
quelli su cui gli operatori hanno manifestato indecisione.
Attraverso un calendario interattivo (datepicker) è possibile visualizzare i giorni per cui sono                       
presenti dati da classificare. Come mostrato in Figura 5.28, scegliendo un giorno dal datepicker                         
il sistema mostra la timeline di tweet per tutto il giorno selezionato.
Figura 5.28: Screenshot della sezione Training Set





La classificazione dei tweet può avvenire senza mai ricaricare la pagina grazie all’utilizzo della                         
tecnologia AJAX.
5.4.6 Sezione Categorie / Keywords





Cliccando sulla riga corrispondente ad una categoria è possibile aprire il dettaglio delle keywords                         
associate. Per ogni categoria e per ogni keyword è riportato il numero di tweet al minuto che                               
contengono tale keyword (o keywords) calcolato sull’ultimo minuto, sull’ultima settimana e                   
sull’ultimo mese.
In questo modo è possibile vedere l’andamento temporale delle keywords monitorate nel                     
passato più o meno recente.
Conoscere la frequenza dei tweet con determinate keywords raccolti dal sistema è importante                       
perchè può consentire di intervenire opportunamente sulle soglie utilizzate nell’applicazione per                   
l’individuazione e la chiusura degli eventi.
5.4.7 Sezione Terremoti INGV
In questa sezione sono riportate in forma tabellare tutte le segnalazioni di terremoti effettuate da                           
INGV, la Figura 5.30 mostra uno screenshot di questa schermata.
Cliccando su una riga della tabella è possibile aprire una timeline di tweet che raccoglie i                             
messaggi condivisi in tutta l’ora seguente l’istante in cui è avvenuto il terremoto.




In questo modo è possibile confrontare la timeline relativa ad un sisma sia da questa schermata                             
che da quella degli Eventi Real­Time per verificare quali tweet siano stati scartati dal                         
classificatore.
5.5 Realizzazione del simulatore
L’applicazione per l’individuazione di eventi è intrinsecamente real­time ed è progettata e                     
realizzata per eseguire le proprie elaborazioni al momento della ricezione di un tweet dallo                         
stream di Twitter. Questa fondamentale caratteristica rende impossibile sottoporre nuovamente                 
all’applicazione dati già raccolti in passato.
Dal momento che nell’ambito di questo studio sono stati raccolti più di 2 mesi di dati e che                                 
l’applicazione è stata sviluppata e messa a punto in modo progressivo nel tempo, si è ritenuto                             
particolarmente utile ed interessante realizzare un sistema che consentisse di testare                   
nuovamente l’applicazione su tutto il dataset raccolto.
Per questo motivo è stato realizzato un simulatore che consente di recuperare da DB e fornire                             
all’applicazione tutti i tweet già raccolti come se fossero appena arrivati da uno stream aperto.
L’impiego del simulatore consente di eseguire un’analisi completa su tutto il dataset in meno di 3                             
ore, questo è possibile dal momento che durante una simulazione i tweet sono somministrati                         
all’applicazione in rapida successione senza considerare i tempi morti tra un tweet ed il                         
seguente.
Per la realizzazione del simulatore è stato necessario eseguire due interventi principali: il primo                         
ha riguardato lo sviluppo di un involucro all’applicazione per il recupero e la somministrazione dei                           
tweet in rapida successione. Il secondo intervento è dovuto alla necessità di modificare il modo                           
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in cui sono gestiti i tempi all’interno dell’applicazione stessa. In particolare il componente che ha                           
richiesto le modifiche maggiori è stato l’Event Handler che, per sua natura, era progettato per                           
restare in esecuzione per tutta la durata di un evento anche nel caso non arrivassero ulteriori                             
tweet.






● La definizione di un’architettura generale di un sistema di Early Warning per Emergency                       
Management.
● La progettazione e lo sviluppo di un’applicazione, basata sull’architettura definita,                 
finalizzata alla rilevazione di eventi sismici in Italia. L’applicazione è intesa come una                       
prima verifica dello schema architetturale nonché come banco di prova di alcune delle                       
tecnologie identificate in letteratura. Il sistema è stato realizzato in forma di prototipo                       
evolutivo, in grado di arricchirsi progressivamente di funzioni più sofisticate.
● Per valutare gli effetti concreti di tali evoluzioni è stato realizzato un simulatore che                         
consente di alimentare il sistema con l’intero dataset comprendente i dati reali                     
precedentemente archiviati.
E’ doveroso evidenziare che i risultati raccolti fino ad oggi devono considerarsi ancora                       
interlocutori perché il sistema necessita di una fase di taratura e messa a punto che può                             
avvenire solo attraverso un consistente periodo d’uso che consenta di verificarne il                     
funzionamento su un ampio campione di eventi aventi caratteristiche quanto più possibile                     
differenziate.
Nel seguito di questo Capitolo vengono fornite indicazioni qualitative e quantitative sui risultati                       
ottenuti.
6.1 Dati raccolti
Il modulo di Data Acqusition è rimasto operativo su un arco temporale di oltre due mesi:                             
precisamente la raccolta dati è stata condotta per un periodo di 70 giorni iniziato il 19 Luglio 2013                                 
e terminato il 27 Settembre 2013.
In questo arco temporale sono stati raccolti tweet contenenti keywords appartenenti a tutte le                         
categorie di eventi monitorate. Il totale dei tweet raccolti ammonta a poco meno di 1,5 milioni, per                               
una media di oltre 21.400 tweet al giorno e poco meno di 15 tweet al minuto. Lo spazio disco                                   
necessario all’archiviazione di questa mole di dati è superiore ai 600 Mb.
Per la sola categoria degli eventi sismici è stato raccolto un totale di 64.878 tweet, pari ad una                                 
media giornaliera di oltre 926 tweet; questi numeri si riferiscono a tweet non filtrati. A seguito del                               
processo di filtraggio infatti i tweet residui ammontano a sole 7785 unità. Il processo di filtraggio                             
ha quindi portato all’eliminazione di quasi l’88% dei tweet raccolti.
Questi numeri aiutano a comprendere meglio l’entità del fenomeno di rumore da cui è affetto il                             
canale e l’importanza delle fasi di filtraggio dei dati.
In aggiunta ai tweet veri e propri provenienti dallo stream di Twitter sono state salvate anche le                               
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informazioni sugli account degli utenti che hanno postato i messaggi raccolti e le entità presenti                           
nei tweet analizzati.
In totale sono state archiviate informazioni relative a oltre 331.000 differenti utenti Twitter;                       
nell’arco temporale considerato quindi, ogni utente ha fornito una media di circa 4,5 tweet. La                           
tabella degli utenti occupa su disco uno spazio di circa 230 Mb.
Le entità estratte dal testo dei tweet comprendono foto e video (tipologia media), URLs,                         
hashtags e mentions. A fronte del milione e mezzo di tweet raccolti sono state estratte un totale                               
di oltre 1,9 milioni di entità in grado di occupare su disco uno spazio pari a 220 Mb.
In totale tutti i dati raccolti nel database dei raw data hanno generato un’occupazione di spazio                             
disco superiore ad 1 Gigabyte.
6.2 Eventi segnalati da INGV
INGV condivide tramite il proprio account Twitter le segnalazioni di tutti gli eventi sismici registrati                           
dai propri sismografi, aventi magnitudo superiore al 2° grado della scala Richter.
Dall’Agosto 2012 allo stesso mese del 2013 INGV ha segnalato oltre 2300 terremoti su Twitter;                           
nell’arco dei 70 giorni considerati per questo studio sono state invece raccolte 426 differenti                         
segnalazioni.
Sfortunatamente INGV non si limita a segnalare terremoti aventi epicentro sul territorio nazionale,                       
bensì tutti i terremoti registrati dalle proprie strumentazioni. Questo ha portato alla segnalazione                       
di numerosi eventi avvenuti in regioni confinanti con l’Italia, prime su tutte l’Austria e la penisola                             
Balcanica, o avvenuti in mare. Dal momento che queste tipologie di eventi risultano praticamente
impossibili da percepire tramite sensori umani e data la natura dello studio da eseguire                         
specificatamente sul territorio nazionale, si è scelto di analizzare manualmente tutte le                     
segnalazioni di terremoti aventi magnitudo Richter uguale o superiore al 3° grado. Questo ha                         
consentito di scartare gli eventi con epicentro situato in mare o su territorio esterno ai confini                             
nazionali.
Si è scelto di eseguire questo processo di filtraggio solo su eventi di magnitudo uguale o                             
superiore al 3° grado Richter per via degli eccessivi tempi che avrebbe richiesto l’analisi di tutte                             
le segnalazioni raccolte.
Le segnalazioni rimaste dopo il processo di filtraggio sono 403 e sono utilizzate per la                           
valutazione delle prestazioni del sistema.
Come già ricordato, INGV segnala su Twitter ogni evento con un ritardo temporale rispetto                         
all’istante in cui l’evento si verifica, dell’ordine di 10 ­ 20 minuti: per essere efficace, un sistema di                                 
Early Warning deve fornire la segnalazione in tempi notevolmente più brevi, a pena della perdita                           
di interesse.
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Da questo punto di vista, il sistema realizzato si è dimostrato molto reattivo; esso fornisce infatti                             
segnalazioni mediamente in 30 secondi ­ 1 minuto e, comunque, sempre entro i primi minuti                           
dall’insorgere dell’evento.
6.3 Analisi dei risultati
Al fine di valutare il comportamento dell’applicazione mediante l’adozione di metodologie e                     
metriche di valutazione rigorose, si sono cercate delle corrispondenze tra lo specifico ambito                       
applicativo affrontato e le più generali problematiche legate all’information retrieval e alla                     
valutazione di classificatori binari.
Sebbene alcune sostanziali differenze rendano difficile l’adozione delle metriche utilizzate con                   
successo nei suddetti ambiti, l’analisi degli scarni risultati riportati in precedenti lavori presenti in                         
letteratura, come ad esempio il lavoro esposto in [14] , ha spinto verso l’utilizzo di metriche                             41
rigorose.
6.3.1 Metriche di valutazione
Incrociando le informazioni prodotte dal simulatore riguardo agli eventi individuati, con le                     
segnalazioni ufficiali provenienti da INGV, è stato possibile individuare 3 prime metriche di                       
valutazione del sistema:




L’information retrieval prevede un’ulteriore metrica denominata Vero Negativo (TN) che, in                   
questo ambito, indicherebbe eventi non segnalati da INGV nè dal sistema realizzato.
E’ evidente che questa metrica non ha significato nell’ambito applicativo dal momento che non è                           
possibile quantificarla.
Le metriche citate esprimono valori assoluti che è necessario tradurre in indici relativi rapportati                         
al totale degli eventi. A questo scopo si utilizzano:




● Richiamo: indica la proporzione tra gli eventi correttamente individuati rispetto al totale                     
degli eventi da individuare ed è calcolato come:
Le metriche di Specificità e Accuratezza sono generalmente utilizzate in congiunzione con                     
Precisione e Richiamo ma, in questo caso, non sono utilizzabili perchè necessitano della                       
quantificazione dei Veri Negativi (TN).
Tutte le metriche finora citate risultano meno significative di indici come l’F­Measure ed il                         
Mathew’s Correlation Coefficient (MCC), basandosi sugli indici precedenti, forniscono delle                 
indicazioni più complete sui risultati di un generico processo di classificazione.
L’F­Measure rappresenta la media armonica pesata fra Precisione e Richiamo ed è calcolato                       
come:
Il MCC è una delle metriche più complete ed affidabili ma, prevedendo anche l’utilizzo dei Veri                             
Negativi, non è utilizzabile in questo contesto.
6.3.2 Valutatione dei risultati










> 2.0 403 16 41 387 28,07 3,97 6,96
> 2.5 101 15 41 86 26,79 14,85 19,11
> 3.0 25 12 18 13 40,00 48,00 43,64
> 3.5 10 8 3 2 72,73 80,00 76,19
> 4.0 6 4 0 2 100,00 66,67 80,00
> 4.5 1 1 0 0 100,00 100,00 100,00
Figura 6.1: Tabella riassuntiva dei risultati della sperimentazione
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La tabella evidenzia che eventi di intensità inferiore al 3° grado della scala Richter risultano molto                             
difficili da individuare con questo tipo di sistema dal momento che rappresentano terremoti                       
strumentali. La scelta di utilizzare sensori umani per la segnalazione degli eventi vincola il                         
sistema alla sensibilità delle persone.
E’ inoltre doversoso segnalare che per eventi INGV di grado inferiore al 3° non è stato eseguito il                                 
filtraggio per eliminare i terremoti con epicentro fuori dai confini nazionali.
Si noti anche che a fronte di 403 eventi reali il sistema ha individuato 41 Falsi Positivi,                               
corrispondenti a circa il 10% del totale. Si tratta chiaramente di errori dovuti al rumore sul canale                               
che è ragionevole pensare possano essere ulteriormente contenuti attraverso una progressiva                   
messa a punto del sistema.
I risultati evidenziano altresì una elevata capacità di individuare eventi di grado uguale o superiore                           
a 3,5 secondo la scala Richter. Nonostante la natura sperimentale del sistema e l’esiguità del                           
campione statistico, i risultati ottenuti sono migliori di quelli raggiunti dai ricercatori Giapponesi                       
nel lavoro descritto in [14].
Spicca la mancata individuazione di due eventi di grado maggiore di 4 che condiziona                         
negativamente le valutazioni sul sistema.
In merito si precisa che tali eventi sono avvenuti in orario notturno, in zone montuose poco                             
abitate e dove è ragionevole ipotizzare sia poco diffuso l’uso di uno strumento come Twitter.
Questa analisi apre la strada ad importanti considerazioni sulle caratteristiche dei sensori                     
utilizzati per questo studio. I sensori umani non sono infatti uniformemente distribuiti sul territorio                         




7. Conclusioni e sviluppi futuri
Il lavoro svolto ha dimostrato la praticabilità dell’approccio proposto definendo un’architettura                   
generale e realizzando un’applicazione finalizzata all’Early Warning per Emergency               
Management  nel settore degli eventi sismici in Italia.
I risultati raggiunti dal prototipo sono complessivamente migliori di quelli riportati nei lavori simili                         
disponibili in letteratura.
Questo dato è confortante se si considera che quanto realizzato rappresenta un primo passo su                           
una strada che è ancora in grande misura da percorrere. Infatti il sistema è ancora in fase                               
sperimentale nel senso che necessita di una messa a punto che può avvenire soltanto                         
attraverso un congruo periodo di utilizzo.
Nel corso della realizzazione sono emerse alcune criticità, che influiscono negativamente sulle                     
prestazioni del sistema e che meritano investigazioni specifiche. Tra queste hanno particolare                     
rilevanza il task di filtraggio dei dati per l’eliminazione del rumore ed il task di individuazione degli                               
eventi.
Inoltre è necessario considerare che il lavoro svolto si è concentrato sui moduli base                         
dell’architettura che possono essere arricchiti da ulteriori servizi (ad esempio Damage                   
Assessment). Questi aspetti potranno essere affrontati non appena il sistema abbia raggiunto un                       
più elevato grado di maturità.
L’architettura proposta è assolutamente generale e quindi applicabile ad altri ambiti settoriali                     
(individuazione di incendi, inondazioni, problemi di traffico stradale ed incidenti, ecc) per cui                       
potrebbe essere interessante valutarne l’applicazione in contesti operativi diversi da quello degli                     
eventi sismici.
Data la continua espansione delle piattaforme sociali l’interesse per questo filone di ricerca è                         
elevato e crescente ed è lecito attendersi interessanti sviluppi sia sul piano scientifico che su                           
quello delle applicazioni. Da questo processo potrebbero emergere nuovi spunti ed elementi da                       
prendere in considerazione e da integrare nello schema architetturale e nell’ambito applicativo                     
trattato in questo lavoro.
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