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Abstract
The Murray-Darling Basin (MDB) is a large geographical region in southeastern Australia
that contains many rivers and creeks, including Australia’s three longest rivers, the Murray,
the Murrumbidgee and the Darling. Understanding rainfall patterns in the MDB is very
important due the significant impact major events such as droughts and floods have on
agricultural and resource productivity. We propose a model for modelling a set of monthly
rainfall data obtained from stations in the MDB and for producing predictions in both
the spatial and temporal dimensions. The model is a hierarchical spatio-temporal model
fitted to geographical data that utilises both deterministic and data-derived components.
Specifically, rainfall data at a given location are modelled as a linear combination of these
deterministic and data-derived components. A key advantage of the model is that it is
fitted in a step-by-step fashion, enabling appropriate empirical choices to be made at each
step.
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1. Introduction1
Climate change is a globally recognised issue with far reaching ecological, environmental2
and agricultural consequences. For example, in Australia, rising sea temperatures have3
damaged the Great Barrier Reef and the Millenium Drought severely affected agriculture4
in much of southern Australia. One particular region of Australia that has been adversely5
impacted by the increasing frequency of extreme weather events is the Murray-Darling6
Basin (MDB). The MDB, displayed in Figure 1, is a large geographical region of over7
1 million square kilometres in southeastern Australia. The region spans four states and8
contains many rivers and wetlands. It is the most significant agricultural area in Australia,9
containing more than half the nation’s irrigated farms that are responsible for much of the10
nation’s irrigated produce. As such, water management in the MDB is a very important11
issue.12
The main focus of this paper is to model and predict rainfall in the MDB. A long-13
term goal is to model water levels in the MDB through its relationship with rainfall.14
Developing a better understanding of how rainfall fluctuates and, consequently, how this15
affects river levels is critical for water management in the MDB. Some recent, relevant16
work on the analysis of rainfall data in the MDB can be found in Potter et al. (2010),17
Smith and Chandler (2010) and Feng et al. (2014). Potter et al. (2010) analysed times18
series of annual rainfall and runoff to detect trends and step changes in the data, Smith19
and Chandler (2010) assessed a number of rainfall projection models in order to identify a20
subset of better performing models and Feng et al. (2014) developed a method for imputing21
spatio-temporal rainfall data based on spatial correlation and cross-validation.22
The data we are modelling are spatio-temporal in nature, consisting of rainfall measure-23
ments taken over time at various locations within the MDB. Spatio-temporal data arise in24
many situations, ranging from climatology, epidemiology, geology to environmental health.25
An overview of spatio-temporal data and modelling of spatio-temporal data can be found in26
Cressie and Wikle (2011) and Banerjee et al. (2015). Some recent work in spatio-temporal27
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modelling includes Gryparis et al. (2007), Bogaert et al. (2009), Eckert et al. (2010), Holly28
et al. (2010), Fonseca and Steel (2011) and Lowe et al. (2011), with specific applications to29
rainfall data given in Allcroft and Glasbey (2003), Carrera-Herna´ndez and Gaskin (2007)30
and Sigrist et al. (2012). Further studies in spatio-temporal analysis that focus on aspects31
such as anisotropy and extremes are given in Rodrigues et al. (2015), Zhao (2015), Comas32
et al. (2015), Lovino et al. (2014) and Ghosh and Mallick (2011). Much of the current33
literature in spatio-temporal modelling adopts a Bayesian approach, as the hierarchical34
nature of these models naturally lends itself to this framework.35
While Bayesian models are popular and useful for spatio-temporal data, they are of-36
ten computationally intensive and can sometimes be difficult to interpret, especially when37
dealing with predictions. We propose a non-Bayesian hierarchical model for the spatio-38
temporal rainfall data in the MDB. Our approach models the time series at each spatial39
location as a linear combination of basis functions. These basis functions represent tem-40
poral patterns or features that are shared among the spatial locations. We can account for41
variability among spatial locations by allowing the coefficients of the basis functions to be42
spatially dependent.43
Our methodology involves four key novel aspects. First, we fit a hierarchical model in44
a step-by-step procedure using a frequentist approach, rather than a Bayesian approach.45
This enables diagnostics to be performed, and empirical choices to be made, at each step.46
Second, we established a new method for deriving the basis functions that incorporates both47
deterministic and data-derived components. Third, we developed a block bootstrap method48
for producing parameter estimate standard errors that maintains structural relationships49
present in the data. Last, the model produces predictions, both in the future and at50
unobserved spatial locations, in a natural, intuitive way.51
The paper is organised as follows: Section 2 describes the monthly rainfall data that52
we are analysing, Section 3 details the proposed model, Section 4 outlines the model fitting53
and parameter estimation procedure and Section 5 presents the predictive performance of54
3
  
the model.55
2. High-Quality Monthly Rainfall Data56
The monthly rainfall data were obtained from a network of weather stations at which57
high-quality data are available (http://www.bom.gov.au/climate/change/hqsites/). As58
our study focused on the MDB, we selected among this network of stations those that fell59
within the MDB. There were a total of 78 such stations, which are displayed in Figure 1.60
Following the Bureau of Meteorology, we call the data set the high-quality monthly rainfall61
(HQMR) data.62
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Figure 1: The weather stations within the MDB (outlined in red) for which the HQMR data were available.
For each station, we have the station’s latitude, longitude, elevation and which of the63
three climatic regimes defined by Connell and Grafton (2011, Figure 1.4) it belongs to.64
We also have monthly rainfall measurements that have been recorded at each station over65
many years. Displayed in Figure 2 are the span of months for which each station recorded66
monthly rainfall readings. We see that the range of dates varies among stations, with67
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readings ranging from as early as January 1868 to as recently as February 2011. Further,68
prior to the early 1900s, due to the varying starting dates, there are much missing data.69
In order to maximise the completeness and accuracy of our data, we focused our analysis70
on a subset of the data, ranging from the latest date at which a station began recording71
measurements (January 1923) to the earliest date at which a station stopped recording72
measurements (February 2005). This period is indicated by the red bars in Figure 2.73
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Figure 2: The months for which the HQMR measurements were recorded for stations in the MDB. The red
bars indicate the time period from January 1923 and February 2005.
Some exploratory plots are displayed in Figures 3 to 5. A histogram of the HQMR74
measurements over all stations and months is given in Figure 3. Due to the frequent pe-75
riods of drought in Australia, there is a very high frequency of months where very little76
rainfall was recorded. In addition, the measurements are highly positively skewed, indicat-77
ing that it may be necessary to transform the data. Although a log transformation is often78
used for data of this nature, the presence of zero measurements is problematic. Therefore,79
we applied a cube-root transformation to the data and the corresponding histogram is80
also displayed in Figure 3. The cube-root transformation, which is also commonly used81
on rainfall data (Feng et al., 2014), effectively reduces the skewness. In Figure 4, both82
the untransformed and transformed HQMR measurements for each month, averaged over83
5
  
stations, are plotted against time. While these plots do not seem to show any obvious84
long-term temporal trends, there are likely to be some seasonal patterns. The cube-root85
transformation again has reduced the spread and skewness in these station-averaged HQMR86
measurements. In Figure 5, the transformed HQMR measurements for each station, aver-87
aged over time, are plotted spatially as a bubble plot. We also fitted a smooth surface to88
these time-averaged HQMR measurements using barycentric interpolation (linear interpo-89
lation within the triangles bounded by the data points). A 3D plot and a contour plot of90
the fitted surface are included in Figure 5. In terms of any observed spatial trends, the91
rainfall tends to increase along the southern and eastern boundaries of the MDB, i.e., as92
we approach the Great Dividing Range. This likely indicates that the spatial process is93
anisotropic and we may need to take this into account when modelling the HQMR data.94
This may be explained by a spatial-temporal trend in the sense that the residuals, after95
removing the trend, show only isotropic spatial correlation. Note that all further analyses96
performed in this paper were applied to the cube-root transformed data.97
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Figure 3: Histogram of all the HQMR measurements for all stations and months, for the untransformed
data (left) and the cube-root transformed data (right).
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Figure 4: Scatterplot of the HQMR measurements, averaged over stations, against time for the untrans-
formed data (left) and the cube-root transformed data (right).
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Figure 5: Cube-root transformed HQMR measurements, averaged over time, displayed spatially as a bubble
plot (left). A fitted smooth surface is displayed as 3D plot (middle) and a contour plot (right).
3. Proposed Model98
3.1. Model99
Initially, we will model the HQMR measurements using an approach similar to that100
employed by Lindstrom et al. (2011), Szpiro et al. (2010) and Fuentes et al. (2006). Let101
{si}Ni=1 denote the spatial locations of the N = 78 stations. Let t = 1, . . . , T be a discrete102
7
  
time index for month, spanning the period from January 1923 to February 2005 (T = 986).103
Letting Y (s, t) denote the cube-root transformed HQMR measurement at any spatial104
location s for month t, we use the following model for Y (s, t):105
Y (s, t) = µ(s, t) + e(s, t),
where µ(s, t) denotes the mean spatio-temporal structure and e(s, t) denotes the residual106
component. Therefore, for each station, i = 1, . . . , 78, and month, t = 1, . . . , 986, we have107
Y (si, t) = µ(si, t) + e(si, t). (1)
We will model Y (s, t) hierarchically by proposing further models for both the mean spatio-108
temporal structure and the residual component.109
Starting with the mean spatio-temporal structure, we model µ(si, t) as110
µ(si, t) =
J∑
j=0
βj(si)fj(t), (2)
where f0(t) ≡ 1, {fj(t)}Jj=1 are a set of smooth temporal basis functions and {βj(si)}Jj=0111
are the corresponding spatially-varying coefficients. The number of basis functions J is112
generally small and details of their derivation are given in Section 4.1. The idea behind113
(2) is that the fj(t) describe seasonal and long-term temporal trends that may be present114
in the data. For example, f1(t) might describe the average temporal trend across all115
stations and subsequent basis functions may capture more subtle trends among individual116
stations. By incorporating spatially-varying coefficients for these temporal basis functions,117
we allow the temporal trends to differ among the stations. This is achieved by modelling118
βj = (βj(s1), . . . , βj(sN ))
T as119
βj ∼ N
(
Xjαj ,Σβj (θj)
)
, (3)
where Xj is an N × pj matrix of spatial covariates, αj is the corresponding pj × 1 vector120
of coefficients and Σβj (θj) is an N ×N covariance matrix. The matrix Xj depends on j121
8
  
and we can therefore fit a different set of spatial covariates for each j. Also, the βj are122
assumed to be independent.123
Moving onto the residual component, letting et = (e(s1, t), . . . , e(sN , t))
T , we model et124
as125
et ∼ N (0,Σet (θe)) , (4)
where Σet (θe) is an Nt×Nt covariance matrix, with Nt denoting the number of measure-126
ments at time t. If there are no missing data, then there will be a single N ×N covariance127
matrix, Σe (θe), for all t. If there are missing data, the dimension of the covariance matrix128
can change with t and Σet (θe) will be a sub-matrix of Σe (θe). Any temporal structure129
present in the data is assumed to be captured by µ(si, t), so the residuals et are therefore130
assumed to be independent.131
3.2. Parameters132
From equations (1) to (4), the overall model that we are fitting is133
Y (si, t) =
J∑
j=0
βj(si)fj(t) + e(si, t), (5)
where134
βj ∼ N
(
Xjαj ,Σβj (θj)
)
and et ∼ N (0,Σet (θe)) . (6)
Therefore, the parameters of the model that we need to estimate are:135
• The intercept coefficients for f0(t) = 1: β0 = (β0(s1), . . . , β0(sN ))T .136
• The coefficients for each smooth temporal basis function fj(t): βj = (βj(s1), . . . , βj(sN ))T137
for j = 1, . . . , J .138
• The coefficients for each set of spatial covariates Xj : αj =
(
αj0, . . . , αjpj
)T
for139
j = 0, . . . , J .140
• The parameters of the covariance function for each βj : θj for j = 0, . . . , J .141
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• The parameters of the covariance function for the residuals: θe.142
The parameters of covariance functions, i.e., θj for j = 0, . . . , J and θe, will depend on the143
choice of the covariance function used. Determining the appropriate covariance functions144
will need to be based on the data and this is explored further in Section 4.2.145
4. Model Fitting146
4.1. Deriving the Temporal Basis Functions147
An important step in the model specification process is to determine the smooth tem-148
poral basis functions that should be used for the data. The approach used by Szpiro et al.149
(2010) is to set the fj(t), for j = 1, . . . , J , to be smoothed versions of the first J left singular150
vectors from the singular value decomposition (SVD) of the T×N data matrix Y . Since Y151
contains missing values, the SVD is calculated through an iterative procedure (described152
in Algorithm 1) that involves imputing the missing values. Note that the imputation of153
the missing HQMR data was only performed for determining the basis functions and these154
imputed values were not used in the rest of the model fitting process.155
To determine the value of J , Lindstrom et al. (2011) calculate a number of regression156
statistics (MSE, R2, AIC and BIC) via leave-one-column-out cross-validation for a range of157
values of J . Specifically, a column of the data matrix Y is removed, the J basis functions158
are determined using the reduced data, then these J basis functions are used to predict the159
left-out column. This is repeated for each column of Y to obtain the regression statistics for160
a given value of J . They then select the value of J that optimises the regression statistics.161
We used this approach for the HQMR data and the plots of the regression statistics for a162
range of values of J are displayed in Figure 6. These plots indicate that the appropriate163
choice is J = 1 and the corresponding basis function is shown in Figure 7. However, a164
single basis function is unlikely to be able to capture all the temporal trends that may165
be present in the data. This is further evidenced by the partial autocorrelations of the166
residuals from regressions of the HQMR data on this single basis function, displayed in167
10
  
Algorithm 1: Approach used by Szpiro et al. (2010) for deriving the temporal basis
functions.
initialize
Normalise the columns of Y to have mean 0 and variance 1;
Impute the missing values with the fitted values from a regression of each
column of Y on the single column vector given by the row averages of the
non-missing values of Y ;
repeat
Calculate the SVD of Y ;
Update the imputed values with the fitted values from a regression of each
column of Y on the first J left singular vectors of the SVD;
until The imputed values do not change;
smooth
Use smoothing splines to smooth the first J left singular vectors from the SVD
of the final converged Y ;
Figure 8 for four randomly chosen stations. These partial autocorrelation plots clearly168
show that there is some seasonal pattern still present in the residuals. Specifically, there169
appears to be a distinct cyclic pattern over the “wet” and “dry” seasons.170
To address these issues, we developed a new approach for deriving the temporal basis171
functions that incorporates both a deterministic component and a data-derived component.172
For the deterministic component we set the first three basis functions to be:173
f1(t) =
2pit
12
, f2(t) = sin
(
2pit
12
)
, f3(t) = cos
(
2pit
12
)
. (7)
The form of these basis functions was chosen mainly to reflect the monthly nature of the174
data and because these functions should explicitly capture seasonal patterns that cycle175
over wet and dry seasons.176
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Figure 6: Cross-validated regression statistics (MSE, R2, AIC and BIC) for a range of values of J .
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Figure 7: The basis function obtained by applying Algorithm 1 with J = 1 to the HQMR data.
For the data-derived component, we applied Algorithm 1 to the residuals from a regres-177
sion of the HQMR data on the three deterministic basis functions (including an intercept).178
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Figure 8: Partial autocorrelations of the residuals from a regression of the HQMR data on the basis function
shown in Figure 7, for four randomly chosen stations.
Any basis functions found by the algorithm should capture other trends that still remain179
in the data. Based on the cross-validated regression statistics (not-shown), the algorithm180
chose one basis function for these residuals, which is displayed in Figure 9. This basis func-181
tion is very similar to the single basis function found when applying Algorithm 1 to the182
HQMR data. This similarity shows that the data-derived basis function does not capture183
variability captured by the deterministic basis functions. The importance of including the184
deterministic basis functions in the model is confirmed below by comparing Figures 8 and185
10 and by examining Figure 11.186
Combining the deterministic and data-derived components, we chose four basis func-187
tions, namely, the three basis functions given in (7) and the basis function displayed in188
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Figure 9: The basis function obtained by applying Algorithm 1 with J = 1 to the residuals from a regression
of the HQMR data on the three deterministic basis functions.
Figure 9. Displayed in Figure 10 are the partial autocorrelations of the residuals from189
regressions of the HQMR data on these four basis functions, for the four stations of Figure190
8. Comparing these plots to the plots in Figure 8, we see that these four basis functions191
are much more effective in capturing the trends in the data, including the cyclic seasonal192
trend. We also investigated including an indicator for rainfall as a basis function, to help193
deal with the zero rainfall measurements. However, it did not lead to any improvements194
so we did not proceed with this further.195
4.2. Estimating the Parameters196
The first step in estimating the model parameters is to estimate the coefficients for each197
basis function, i.e., βj = (βj(s1), . . . , βj(sN ))
T for j = 0, . . . , J . Note that the coefficients198
for any given basis function will vary from station to station. These spatially-varying199
coefficients were estimated by regressing the HQMR data for each station on the four basis200
functions derived in Section 4.1. The − log10-transformed p-values for each coefficient are201
displayed in Figure 11. Note that these p-values obtained from the ordinary least squares202
regression are not proper p-values in the context of our hierarchical model given in (5)203
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Figure 10: Partial autocorrelations of the residuals from a regression of the HQMR data on the combined
deterministic and data-derived basis functions, for the four randomly chosen stations of Figure 8.
and (6), as they do not take into account the process of deriving the basis functions.204
Hence, they should be considered more as “indicative” p-values. The bubble-plots (which205
display the transformed p-values spatially) for β2, β3 and β4 are particularly interesting.206
These correspond to the spatial coefficients of the basis functions f2(t) = sin
(
2pit
12
)
, f3(t) =207
cos
(
2pit
12
)
and f4(t) given in Figure 9, respectively. Based on the spatial pattern of these208
p-values, in terms of capturing temporal trends present in the data it appears that f2(t) is209
most significant for the southern region of stations, f3(t) for the northern region of stations210
and f4(t) for the central-eastern region of stations. This provides further evidence of the211
effectiveness of the chosen basis functions in modelling the spatial variability of the temporal212
trends present in the data. However, many of the p-values for β1, which corresponds to213
15
  
the basis function f1(t) =
2pit
12 , are not significant. This may be an indication that this214
particular basis function is not needed in the model. At this stage, we will continue with215
the J = 4 basis functions but will revisit this issue shortly.216
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Figure 11: In the top-left panel, the − log10-transformed p-values for βj(si) are plotted for all basis functions
j = 0, . . . , J (with J = 4) and all stations i = 1, . . . , N . In the remaining panels, the transformed p-values
are plotted spatially as a bubble-plot for each basis function. Note that larger values of − log10(p) indicate
greater significance.
The second step is to estimate the coefficients for each set of spatial covariates, i.e., αj217
for j = 0, . . . , J . The model allows for the set of spatial covariates to differ for each value of218
j. However, for simplicity, we set the spatial covariates to be a station’s Cartesian x- and y-219
coordinate, both measured in kilometres, elevation, measured in metres, the two indicators220
for the three climatic regimes, and the six interactions between these two indicators and221
the previous three variables, for all j. That is, for each j, Xj = X, where X is a 78× 12222
matrix consisting of a column of 1’s followed by columns of the x-coordinates, y-coordinates,223
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elevations, the two indicators and the six interactions for the 78 stations. The approach224
allows the set of covariates to be extended to include other environmental variables. These225
would need to be obtained from other data sets and linked to the HQMR data. We can226
estimate αj by regressing the estimates of βj found in the first step onX. The estimated αj227
for j = 0, . . . , J , along with bootstrap standard errors, are displayed in Table 1. Details on228
how the standard errors were calculated are given in Section 4.3. Based on these parameter229
estimates and their standard errors, there are a number of significant parameters across230
the values of j. However, the parameter estimates for j = 1, αˆ1, are all extremely small231
with relatively large standard errors. This supports the previous observation that the basis232
function f1(t) =
2pit
12 is not adding any further information to the model and may not be233
necessary.234
The third step is to estimate the parameters of the covariance function for each βj , i.e.,235
θj for j = 0, . . . , J . This requires specifying an appropriate covariance function and the sim-236
plest approach for doing so is to construct empirical variograms. Empirical variograms were237
produced using the residuals from the regressions performed in the second step in estimat-238
ing the αj and these are plotted in Figure 12. Directional empirical variograms constructed239
in both the north-south and east-west directions showed no evidence of anisotropy. Based240
on the plots in Figure 12, an exponential covariance function, γ(d) = τ2 + σ2(1− exp(φd))241
where d is the distance between stations, seems appropriate. The covariance parameters for242
each j, θj = (τ
2
j , σ
2
j , φj)
T , were estimated by weighted least squares using a range of initial243
values of σ2 and φ. The estimates, along with bootstrap standard errors, are displayed in244
Table 2. We notice that there are no standard errors for j = 1, indicating that the same245
estimates were obtained for every bootstrap sample.246
The fourth and last step is to estimate the parameters of the covariance function for247
the residual component et = (e(s1, t), . . . , e(sN , t))
T given in (4), i.e., θe. Recall that248
one of the main assumptions of model (1) is that the temporal structure present in the249
data is captured by the µ(si, t) term and that the residuals are therefore uncorrelated250
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j = 0 j = 1 j = 2 j = 3 j = 4
Intercept (αˆj0) 2.87× 100 2.05×10−4 −7.91×10−2 2.70×10−1 2.03×10−1
(3.85×10−1) (1.78×10−4) (2.41×10−1) (3.47×10−1) (4.30×10−1)
x-coord (αˆj1) 5.72×10−4 8.24×10−7 2.98×10−5 2.11×10−5 3.15×10−4
(1.04×10−3) (4.17×10−7) (6.22×10−4) (8.77×10−4) (2.04×10−4)
y-coord (αˆj2) −6.96×10−4 −4.62×10−7 5.98×10−4 1.05×10−3 −2.75×10−4
(8.43×10−4) (3.46×10−7) (5.21×10−4) (7.32×10−4) (1.70×10−4)
Elevation (αˆj3) 9.68×10−4 −4.13×10−7 −1.05×10−4 −1.29×10−4 −4.06×10−5
(5.25×10−4) (2.39×10−7) (2.91×10−4) (4.39×10−4) (1.15×10−4)
I1 (αˆj4) −4.27×10−1 6.90×10−4 8.24×10−2 −2.54×10−1 2.50×10−1
(4.38×10−1) (1.76×10−4) (2.70×10−1) (3.78×10−1) (9.66×10−2)
I2 (αˆj5) −4.93×10−1 2.02×10−4 5.91×10−2 −1.77×10−1 2.17×10−1
(5.43×10−1) (1.80×10−4) (3.39×10−1) (4.75×10−1) (1.14×10−1)
I1 × x (αˆj6) 7.55×10−4 −1.20×10−6 9.27×10−6 2.97×10−4 −4.30×10−4
(1.14×10−3) (4.72×10−7) (6.82×10−4) (9.96×10−4) (2.41×10−4)
I1 × y (αˆj7) 4.70×10−4 2.55×10−7 −1.18×10−4 −3.72×10−4 1.69×10−4
(8.89×10−4) (3.79×10−7) (5.61×10−4) (7.82×10−4) (1.82×10−4)
I1 × Elev (αˆj8) 1.58×10−5 −7.08×10−7 −5.24×10−5 3.09×10−4 −1.86×10−4
(6.63×10−4) (3.12×10−7) (3.25×10−4) (5.17×10−4) (1.33×10−4)
I2 × x (αˆj9) −9.34×10−5 −7.63×10−7 2.32×10−4 2.21×10−4 −1.22×10−4
(1.12×10−3) (4.48×10−7) (6.51×10−4) (9.23×10−4) (2.15×10−4)
I2 × y (αˆj10) −2.71×10−4 8.37×10−7 −6.84×10−5 −3.93×10−4 3.71×10−4
(1.34×10−3) (4.28×10−7) (7.79×10−4) (1.12×10−3) (2.57×10−4)
I2 × Elev (αˆj11) 4.77×10−4 6.82×10−7 −1.66×10−4 −7.01×10−6 −1.14×10−4
(9.95×10−4) (4.03×10−7) (5.89×10−4) (8.51×10−4) (2.01×10−4)
Table 1: Estimates of αj for j = 0, . . . , J (with J = 4). Standard errors are given in brackets.
over time. That is, if there were no missing values in the data, each et would have a251
common covariance matrix Σe (θe). Therefore, each et can be treated as an independent252
realisation for estimating the covariance parameters θe. Again, we first need to specify an253
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j = 0 j = 1 j = 2 j = 3 j = 4
τˆ2j 2.49×10−2 0 0 0 0
(5.03×10−2) (−) (9.11×10−3) (3.84×10−3) (1.71×10−3)
σˆ2j 1.19×10−2 7.00×10−8 3.43×10−3 4.18×10−3 1.28×10−3
(3.85×10−1) (−) (1.50×10−2) (2.85×10−2) (1.28×10−3)
φˆj 250 250 171 81.5 250
(7.57× 103) (−) (16.5) (22.9) (5.02×10−7)
Table 2: Estimates of θj for j = 0, . . . , J (with J = 4). Standard errors are given in brackets.
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Figure 12: Empirical variograms of the residuals from regressing βˆj on X, for j = 0, . . . , J (with J = 4).
Superimposed onto each plot is a fitted exponential variogram.
appropriate covariance function. Empirical variograms were calculated for the residuals254
from the regressions performed in the first step to estimate the βj . Displayed in Figure255
13 are the variograms for four randomly selected time points. These plots indicate that256
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an exponential covariance function may also be appropriate for the residual component.257
Directional empirical variograms (north-south and east-west directions) of the residuals258
averaged over time showed no obvious evidence of anisotropy. The residual covariance259
parameters, θe = (τ
2
e , σ
2
e, φe), were estimated via maximum likelihood using the likfit260
function in the R package geoR, as this allowed us to utilise all the residuals, et for t =261
1, . . . , T , in the estimation. Using multiple initial values for σ2e and φe, the estimates and262
their bootstrap standard errors are displayed in Table 3.263
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Figure 13: Empirical variograms of the residuals from regressing the HQMR data on the four basis functions,
for four randomly selected time points.
Having obtained the parameter estimates for our model, it is worthwhile checking264
whether the model assumptions hold. We can see directly from (6) that our model as-265
sumes both βj and et follow a normal distribution. Displayed in Figure 14 are the normal266
Q-Q plots of the standardised residuals obtained from the regression of βj on X, for267
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τˆ2e σˆ
2
e φˆe
0.0751 0.756 417
(0.0411) (0.0593) (48.1)
Table 3: Estimates of θe for J = 4 basis functions. Standard errors are given in brackets.
j = 0, . . . , 4. These plots show that the βj are approximately normally distributed. In268
Figure 15, a normal Q-Q plot of et (after standardising) for all t is displayed in the left269
panel. Displayed in the right panel is a Q-Q plot of the residuals against a t-distribution270
with 6 degrees of freedom. These plots indicate that the distribution of the et, although271
longer-tailed than a normal distribution, is still symmetric and is well approximated by272
a t-distribution. While further research into how to incorporate this kind of distribution273
into the analysis is needed, its impact on the present analysis is likely to be some loss of274
efficiency in the parameter estimates (without undermining their validity).275
4.3. Standard Error Estimation276
We used an approach that involved bootstrapping the HQMR data to estimate the277
standard errors of the parameter estimates αˆj and θˆj , for j = 0, . . . , J , and θˆe. Due to the278
spatio-temporal nature of our data, generating a bootstrap sample required bootstrapping279
in both the spatial and temporal dimensions. Our approach was designed to ensure that the280
bootstrap samples introduced adequate variability while maintaining spatial and temporal281
relationships that may be present in the original data. We used a non-parametric bootstrap282
to avoid making any assumptions on the distributional shape of the data.283
Bootstrapping in the temporal dimension requires selecting a bootstrap sample of T284
months, denoted as Mb, from the original set of months, M = {1, . . . , T}. In order to285
maintain any temporal patterns present in the data, we first defined a “temporal selection286
block” as a block of 5 contiguous years or 60 months. The second step was to divide the287
original set of months M into a set of overlapping blocks by sliding the temporal selection288
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Figure 14: Normal Q-Q plot of the (standardised) residuals from regressing βj on X, for j = 0, . . . , 4.
block along the months by 1 year increments. For our data with T = 986, this produced289
78 possible temporal selection blocks. Next we randomly selected blocks from these 78290
possible blocks, with replacement, until the total number of months in the selected blocks291
was at least T . Finally, the bootstrap sample Mb was generating by concatenating the292
selected blocks end-to-end. We note that there is a trade-off in choosing the block size.293
That is, larger block sizes will increase the chance of maintaining temporal patterns but294
will decrease the variability in the bootstrap samples, and vice versa for smaller block sizes.295
A similar approach was used to bootstrap in the spatial dimension. However, some296
extra care is required due to the spatial covariates that are associated with each station.297
The first step was to define a set of overlapping spatial blocks by moving an approximately298
rectangular geographic region over the N = 78 stations in the MDB. The blocks were299
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Figure 15: Q-Q plot of (standardised) et, over all t, against a normal distribution (left) and a t-distribution
with 6 degrees of freedom (right).
defined so that each contained approximately 10 stations, with any two overlapping blocks300
sharing at least a few stations. A total of 22 such overlapping blocks were obtained and301
these are displayed in the left panel of Figure 16. These blocks will serve as the sampling302
unit for generating a bootstrap sample of stations, Sb. The second step was to divide303
the N = 78 stations into a set of 8 non-overlapping spatial blocks, again each with ap-304
proximately 10 stations. These non-overlapping blocks are displayed in the right panel of305
Figure 16. Finally, to generate the bootstrap sample Sb, we follow the process described306
in Algorithm 2 below:307
To produce all the standard errors displayed in Tables 1 to 3, we generated 200 bootstrap308
samples of HQMR data and fitted the model on each sample to obtain the parameter309
estimates. Bootstrapping the HQMR data in this manner is not the only way to obtain310
standard error estimates. For example, we could bootstrap the residuals or we could use311
a parametric bootstrap approach. However, we prefer our approach as it does not require312
making any normality assumptions on the residuals or any underlying parametric model313
assumptions. This is further supported by the fact that the residuals et seemed to have a314
longer tail than a normal distribution, as shown in Figure 15.315
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Algorithm 2: Selecting a bootstrap sample of stations.
repeat
Select a non-overlapping block from Figure 16;
Randomly select with replacement an overlapping block from Figure 16;
Replace the HQMR data for the stations in the non-overlapping block with the
HQMR data for stations in the overlapping block;
If the overlapping block contains fewer stations than the non-overlapping block,
recycle through the stations in the overlapping block;
until All non-overlapping blocks have been selected ;
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Figure 16: Overlapping (left) and non-overlapping (right) spatial blocks used for generating the bootstrap
sample of stations.
4.4. Final Estimated Model316
The p-values for β1 displayed in Figure 11 and the parameter estimates for α1 given317
in Table 1 provide evidence that the basis function f1(t) =
2pit
12 is not improving the model318
fit. Therefore, we removed this basis function and our final model, which we use for the319
remainder of this paper, consists of J = 3 basis functions. That is, the following two basis320
24
  
functions:321
f1(t) = sin
(
2pit
12
)
, f2(t) = cos
(
2pit
12
)
, (8)
and the corresponding data-derived basis function, displayed in Figure 17. The p-values for322
the βj for j = 0, . . . , 3 are displayed in Figure 18 and the remaining parameter estimates323
are given in Tables 4 to 6.324
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Figure 17: The basis function obtained by applying Algorithm 1 with J = 1 to the residuals from a
regression of the HQMR data on the two deterministic basis functions given in (8).
5. Prediction325
There are generally two types of predictions that are of interest. The first is temporal326
prediction, where the goal is to make predictions for future time points, usually at locations327
where past data have been observed. The second is spatial prediction, where the goal is328
to make predictions at locations where no past data have been observed, usually for time329
points where data from other locations are available. Our model allows both types of330
predictions in a natural way. Note that the predictions we produce are at the cube-root331
transformed scale. Back-transformed predictions on the original scale can be obtained332
by cubing the predicted values. To preserve the mean of the predicted values on the333
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Figure 18: In the top-left panel, the − log10-transformed p-values for βj(si) are plotted for all basis functions
j = 0, . . . , J (with J = 3) and all stations i = 1, . . . , N . In the remaining panels, the transformed p-values
are plotted spatially as a bubble-plot for each basis function. Again larger values of − log10(p) indicate
greater significance.
original scale, adjusted back-transformations such as Yˆ 3 + 3Yˆ σˆ2, where Yˆ and σˆ2 denote334
the prediction and the estimated variance of Y on the transformed scale, or the smearing335
estimator of Duan (1983) can be used.336
5.1. Temporal Prediction337
As the HQMR data we are analysing are monthly, we will describe temporal prediction338
in this context. However, the procedure can be generalised to data measured at other339
frequencies, e.g., weekly or daily. Let so denote a particular station for which past data340
have been observed and let tu denote the index of an unobserved future time point. Given341
parameter estimates βˆj for j = 0, . . . , 3, we can predict the value of Y (so, tu) using equation342
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j = 0 j = 1 j = 2 j = 3
Intercept (αˆj0) 2.93× 100 −7.91×10−2 2.70×10−1 2.04×10−1
(3.79×10−1) (2.41×10−1) (3.47×10−1) (4.31×10−1)
x-coordinate (αˆj1) 7.86×10−4 2.93×10−5 2.17×10−5 3.34×10−4
(1.04×10−3) (6.22×10−4) (8.77×10−4) (2.04×10−4)
y-coordinate (αˆj2) −8.15×10−4 5.98×10−4 1.05×10−3 −2.83×10−4
(8.52×10−4) (5.21×10−4) (7.32×10−4) (1.70×10−4)
Elevation (αˆj3) 8.62×10−4 −1.05×10−4 −1.29×10−4 −5.22×10−5
(5.22×10−4) (2.91×10−4) (4.39×10−4) (1.15×10−4)
I1 (αˆj4) −2.48×10−1 8.23×10−2 −2.53×10−1 2.65×10−1
(4.35×10−1) (2.70×10−1) (3.78×10−1) (9.71×10−2)
I2 (αˆj5) −4.40×10−1 5.93×10−2 −1.77×10−1 2.19×10−1
(5.40×10−1) (3.39×10−1) (4.75×10−1) (1.14×10−1)
I1 × x (αˆj6) 4.44×10−4 9.96×10−6 2.96×10−4 −4.58×10−4
(1.15×10−3) (6.82×10−4) (9.96×10−4) (2.42×10−4)
I1 × y (αˆj7) 5.36×10−4 −1.18×10−4 −3.72×10−4 1.73×10−4
(8.93×10−4) (5.61×10−4) (7.82×10−4) (1.83×10−4)
I1 × Elev (αˆj8) −1.68×10−4 −5.25×10−5 3.08×10−4 −2.04×10−4
(6.56×10−4) (3.25×10−4) (5.17×10−4) (1.33×10−4)
I2 × x (αˆj9) −2.90×10−4 2.33×10−4 2.20×10−4 −1.44×10−4
(1.12×10−3) (6.51×10−4) (9.23×10−4) (2.16×10−4)
I2 × y (αˆj10) −5.55×10−5 −6.89×10−5 −3.92×10−4 3.89×10−4
(1.34×10−3) (7.79×10−4) (1.12×10−3) (2.57×10−4)
I2 × Elev (αˆj11) 6.52×10−4 −1.66×10−4 −5.79×10−6 −9.02×10−5
(9.89×10−4) (5.89×10−4) (8.51×10−4) (2.01×10−4)
Table 4: Estimates of αj for j = 0, . . . , J (with J = 3). Standard errors are given in brackets.
(5) as follows:343
Yˆ (so, tu) = βˆ0(so) + βˆ1(so)f1(tu) + βˆ2(so)f2(tu) + βˆ3(so)f3(tu). (9)
27
  
j = 0 j = 1 j = 2 j = 3
τˆ2j 1.52×10−2 0 0 0
(4.81×10−2) (9.12×10−3) (3.88×10−3) (1.39×10−3)
σˆ2j 1.48×10−2 3.42×10−3 4.18×10−3 1.34×10−3
(5.11×10−2) (1.50×10−2) (2.85×10−2) (1.92×10−3)
φˆj 250 171 81.3 123
(48.4) (16.5) (22.7) (15.7)
Table 5: Estimates of θj for j = 0, . . . , J (with J = 3). Standard errors are given in brackets.
τˆ2e σˆ
2
e φˆe
0.0761 0.758 418
(0.0412) (0.0593) (48.2)
Table 6: Estimates of θe for J = 3 basis functions. Standard errors are given in brackets.
The values of the deterministic basis functions, f1(tu) and f2(tu), can be calculated by344
substituting tu into the appropriate function given in (8). Hence only the value of the345
data-derived basis function, f3(tu), needs to be determined in order to obtain the predicted346
value Yˆ (so, tu).347
Due to the seasonal nature of rainfall, there will generally be some correlations between348
rainfall values in the same month across different years. Consequently, our approach for349
determining f3(tu) is based on pooling similar information across years. Specifically, let350
Υ denote a specified set of years (for which HQMR data have been observed) and let MΥ351
denote the set of indices for the same month corresponding to the time point tu that belong352
in Υ. For example, if tu corresponded to January 2016 and Υ was the set of years from353
2011 to 2015, then MΥ would correspond to all January months in this five year span. We354
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then set the value of f3(tu) to be355
f3(tu) =
∑
t∈MΥ f3(t)
|MΥ| . (10)
Clearly, how Υ (and therefore MΥ) is chosen will affect the value of f3(tu). There is a356
balance between choosing Υ to be locally or globally focused, resulting in a bias/variance357
tradeoff. On one hand, selecting Υ to consist of only a small number of years close to tu358
may be beneficial due to local correlations that may be present in the data. On the other359
hand, selecting Υ to consist of a larger number of years may be preferable as we would be360
utilising more of the available data.361
To evaluate the temporal predictive performance of our model, we set aside the last362
twelve months of the HQMR data as a test set. Using the remaining data as the training363
set, the model given in (5) was fitted to produce estimates βˆj for j = 0, . . . , 3. Using these364
estimates, predicted values for each observation in the test set were calculated according365
to (9) and (10). Four different specifications for Υ were used, namely, the most recent year366
in the training set, the most recent ten years in the training set, ten randomly selected367
years from the training set, and all years in the training set. These predicted values are368
displayed in Figure 19 for four randomly selected stations in the test set.369
Based on the plots in Figure 19, we see that overall, the predicted values are relatively370
close to the true observed values. The root-mean-square error (RMSE) across all obser-371
vations in the test set was 0.945 (when setting Υ to be ten randomly selected years). We372
note that due to the smooth nature of the model, there are some discrepancies between the373
predicted and true observed values at extreme points. However, any predictive model will374
struggle to accurately predict extreme outlier values. It is also evident from these plots375
that the predicted values are quite similar for all four specifications for Υ. This indicates376
that the deterministic seasonal trends are likely the dominant feature of the data, at least377
for predictive purposes. Therefore, for these HQMR data, choosing Υ to consist of 5-10378
years (the most recent or a random selection) is likely to be sufficient. As a comparison,379
using a moving average over the previous six months to predict the rainfall for each month380
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in the test set produced an RMSE of 1.251.381
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Figure 19: Predicted values for four randomly selected stations in the test set. Predicted values were
calculated using equations (9) and (10) with four different specified sets for Υ. The observed HQMR values
are also displayed for each station.
5.2. Spatial Prediction382
For spatial prediction, let su denote a station where no past data have been observed383
but for which the values of the spatial covariates, i.e., the station’s Cartesian x- and384
y-coordinates, elevation, the two indicators for the three climatic regimes, and the six385
interactions are known. Also, let to denote the index of some previous time point for which386
data from other stations have been observed. Given that to corresponds to a time point387
where observed data exist at other stations, the values of all basis functions, f1(to), f2(to)388
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and f3(to), are known. Therefore, if the parameter estimates for these basis functions,389
namely, βˆ0(su), βˆ1(su), βˆ2(su) and βˆ3(su), were also known, then we could use equation390
(9) to predict the value of Y (su, to):391
Yˆ (su, to) = βˆ0(su) + βˆ1(su)f1(to) + βˆ2(su)f2(to) + βˆ3(su)f3(to). (11)
Given parameter estimates for the spatial covariates, i.e., αˆj = (αˆj0, . . . , αˆj11)
T for j =392
0, . . . , J , we can determine the parameter estimates for the basis functions from equation393
(3). That is, letting X1u, . . . , X11u denote the unobserved station’s covariate values, the394
parameter estimate βˆj(su) can be calculated as395
βˆj(su) = αˆj0 +
11∑
k=1
αˆjkXku. (12)
To demonstrate how well our model performs spatial prediction, leave-one-out cross-396
validation was used to predict values for every station. Specifically, for each left-out station,397
our model was fitted using the remaining 77 stations to produce the basis functions and398
the estimates αˆj for j = 0, . . . , 3. From these estimates, the parameter estimates for the399
basis functions for the left-out station were determined according to (12). Subsequently,400
predicted values for every observation in the left-out station were calculated using (11).401
Predicted values for a randomly chosen station are displayed in Figure 20. From these plots402
we see that our model is able to capture the overall trend for this unobserved station quite403
well, with the largest differences between observed and predicted values occurring at the404
extreme outliers. The predicted values and observed values, both averaged over time, for405
all stations are displayed spatially in Figure 21. The predicted and observed values match406
up well, with the largest discrepancies again occurring for stations where the averaged407
values are very high or very low. The RMSE for all observations was 1.08. We also used408
observations in the nearest station as a naive predictor for each left-out station and this409
produced an RMSE of 0.65. The naive predictor having a lower RMSE is mainly due to410
the homogeneity in rainfall patterns and measurements in closely neighbouring stations.411
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However, a key advantage that our model has over any nearest neighbour-based approach412
is that our model can also produce predictions at a future time point for a new spatial413
location with no past data.414
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Figure 20: Predicted values, calculated using equations (11) and (12), for the test set station. The observed
HQMR values for the station are displayed in black. The top plot displays values for the entire time range
of the data and the bottom plot zooms in to the most recent 20 years.
6. Conclusions415
In this paper, we proposed a non-Bayesian hierarchical model for analysing spatio-416
temporal monthly rainfall data in the Murray-Darling Basin. Our methodology, based on417
an approach proposed by Szpiro et al. (2010), models the monthly rainfall measurements418
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Figure 21: Predicted (blue) and observed (green) values, averaged over time, displayed spatially as a bubble
plot.
observed at a particular spatial location as a linear combination of a set of basis functions.419
Each basis function can be thought of as a particular temporal pattern that is shared420
across a set of spatial locations. By setting the basis functions to be a novel combination421
of both deterministic and data-derived functions we were able to capture much of the422
temporal structure present in the rainfall data. Spatial covariates observed at each location423
were used to model the coefficient of each basis function. This spatial dependence of the424
coefficients enables the modelling of differences between the spatial locations. As our model425
involves a multi-step fitting procedure, we developed a bootstrap approach for estimating426
the standard errors of the model parameters. Our bootstrap approach involved resampling427
blocks of data in both the temporal and spatial dimensions and was designed specifically428
to account for the temporal and spatial relationships present in the data.429
Recently, hierarchical Bayesian models have become a popular approach for analysing430
spatio-temporal data. However, many such approaches involve deriving complex posterior431
distributions and can be computationally intensive. Further, they require the model and all432
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parameters to be specified at the beginning. A key advantage of our procedure is that the433
model is fitted in a step-by-step fashion, which enables appropriate empirical choices to be434
made at each step. Our model also provides a very natural way of producing predictions,435
both for future time points and also at new locations. Once the model has been fitted,436
producing predictions at future time points only requires the extrapolation of the basis437
functions, and producing predictions at new spatial locations simply requires the spatial438
covariates at the new location to be known. Setting aside some of our data as test data, our439
model was able to predict monthly rainfall at future time points and new spatial locations440
relatively well.441
An advantage of our approach to model building, compared to simply fitting a Bayesian442
model, is that the estimation of the covariance structure is separated out from the esti-443
mation of the regression structure. That is, the covariances can be investigated separately444
from the regression modelling. In addition, we note that the particular covariance struc-445
ture will not affect the predictions produced by the model, as these are determined by the446
regression component of the model.447
Ultimately, the goal of modelling and predicting rainfall in the MDB is to enhance448
understanding of rainfall patterns with the hope that this will ultimately aid in better449
water management. An important part of water management is also understanding how450
rainfall fluctuations affect river flow and surface runoff. Many of the currently used rainfall-451
runoff models are deterministic in nature. A potential future extension of this work is to452
incorporate our proposed model for rainfall in the MDB to develop stochastic methods for453
modelling the relationship between rainfall, river flow and runoff.454
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