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Abstract
Let exq(G; n) be the maximum number of points in a rank-n geometry (simple matroid) that
is representable over GF(q) and that has no restriction isomorphic to the geometry G. We nd





2n − 1 = 0:
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1. Introduction
Let EXq(G; n) be the class of GF(q)-representable geometries (simple matroids)
of rank n that have no restriction (subgeometry) isomorphic to the geometry G.
We refer to G as the excluded subgeometry of the class EXq(G; n). In contrast to





n>1 EXq(G; n), the class
S
n>1 EXq(G; n) need not be closed under minors.
Let exq(G; n) be the maximum number of points in a geometry in EXq(G; n). Thus,
exq(G; n) is the size function (see [3]) of the intersection of the class of geometries that
are representable over GF(q) and the class of geometries formed by excluding G as a
restriction. Let MAX(EXq(G; n)) denote the set of (isomorphism types of) geometries
in EXq(G; n) with exq(G; n) points. The following theorem of Bose and Burton [1]
gives exq(G; n) and MAX(EXq(G; n)) when G is a projective geometry of order q.
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Theorem 1. For all n>m>2; we have
exq(PG(m− 1; q); n) = q
n − qn−m+1
q− 1 :
Furthermore; the deletion PG(n − 1; q) nPG(n − m; q) of PG(n − 1; q) is the only
GF(q)-representable geometry of rank n with no restriction isomorphic to PG(m−1; q)
and with (qn − qn−m+1)=(q− 1) points.
Several theorems in matroid theory, including results of Oxley [5], have elements in
common with Theorem 1. In this paper, we extend Theorem 1 in several new direc-
tions. In Section 2, we give exact values for exq(G; n) and nd MAX(EXq(G; n)) for
several innite families of geometries G. Among the geometries G treated are: rank-m
geometries that have critical exponent m − 1 and a hyperplane whose deletion yields
a free matroid (Theorem 3; note that the cycle matroid M (K5) is such a geometry);
a large class of geometries containing the Reid geometries (Theorem 11 and
Corollary 12); the geometry formed by restricting PG(m − 1; q) to the union of the
hyperplanes spanned by the single-element deletions of some xed basis of PG(m−1; q)
(Theorem 15 and Corollary 16); and, for q=2, all rank-m binary geometries that have
a hyperplane isomorphic to PG(m− 2; 2) (Theorems 6 and 14). In Section 3, we show




2n − 1 = 0:
Our notation and terminology follow [6] with the following additions. We refer to
simple matroids as geometries (short for combinatorial geometries). Hence restrictions
of geometries are also called subgeometries. Our results are about geometries that
are representable over nite elds; in particular, the results are independent of any
embeddings of the geometries in projective geometries. However, we often want to
use counting results that follow for any embedding of a particular geometry in a
projective geometry. To avoid having to refer repeatedly to embeddings, we simply
treat such geometries as subgeometries of projective geometries. So that this does not
create confusion, we use clP to denote the closure operator of the ambient projective
geometry while cl denotes the closure operator on the subgeometry of interest. In
cases where ambiguity might otherwise be possible, we use clM to denote the closure
operator of M . Consistent with [6], hyperplanes of a geometry refer to the hyperplanes
of the geometry, rather than to those of the ambient projective geometry. We refer to
a subgeometry of M that is isomorphic to G as a G-subgeometry of M . Since we are
concerned with counting the number of points in geometries, we follow the convention
of Kung [3] for contractions: in this paper, M=X denotes the simplication of the
usual contraction. Thus, M=X is always a geometry. The closure operator of M=X is
denoted clM=X .
To close this introduction, we note that there can be geometries in EXq(G; n) that
have no proper extension in EXq(G; n) and yet have fewer than exq(G; n) points,
and so are not in MAX(EXq(G; n)). In other words, not all extremal matroids of
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the class EXq(G; n) are in MAX(EXq(G; n)). (A similar phenomenon occurs in the
context of the minor-closed classes considered in [3].) For instance, consider excluding
the uniform matroid U2;3 as a subgeometry of binary geometries; Theorem 1 gives
ex2(U2;3; n) = 2n−1. However, the 5-circuit U4;5 is binary, has no U2;3-subgeometry,
and has no proper extension in EX2(U2;3; 4), yet U4;5 has only ve points.
2. Exact values for exq(G ; n)
In this section, we nd exq(G; n) and MAX(EXq(G; n)) for several innite families
of geometries G. Several of the ideas in the proof of our rst result, Theorem 3, can
be found in the original proof of Theorem 1. Theorem 3 uses the following lemma
[3, Corollary 3:3].
Lemma 2. Let G be a GF(q)-representable geometry with rank m and critical
exponent c over GF(q). Then
qn − qn−c+1
q− 1 6exq(G; n)6
qn − qn−m+1
q− 1 :
The critical exponent of a GF(q)-representable geometry G is the least number of
subgeometries into which G can be partitioned, with each subgeometry ane over
GF(q). (For background on critical exponents, see, e.g., [4].) The lower bound in
Lemma 2 follows since PG(n − 1; q)nPG(n − c; q) has critical exponent c − 1 and
so cannot contain G since G has critical exponent c. The upper bound follows from
Theorem 1.
Theorem 3. Let m>4. Let G be a GF(q)-representable geometry of rank m having
critical exponent m−1 over GF(q) and having a hyperplane H for which the deletion





MAX(EXq(G; n)) = fPG(n− 1; q)nPG(n− m+ 1; q)g:
Proof. By Lemma 2 and the assumption that G has critical exponent m−1 over GF(q),
we have exq(G; n)>(qn− qn−m+2)=(q− 1). Let M be a GF(q)-representable geometry
on a set S having rank n and no G-subgeometry. If M has no PG(m−2; q)-subgeometry,
then, by Theorem 1,
jSj6q
n − qn−m+2
q− 1 : (1)
Furthermore, Theorem 1 also gives that PG(n−1; q)nPG(n−m+1; q) (which has critical
exponent m−2 and so cannot have a subgeometry isomorphic to G) is the only rank-n
40 J.E. Bonin, H. Qin /Discrete Mathematics 224 (2000) 37{60
geometry with no subgeometry isomorphic to PG(m − 2; q) for which equality holds
in (1). Thus, to complete the proof, we need only prove strict inequality in the case
in which M has a at T with the restriction M jT isomorphic to PG(m − 2; q). There
are at most (qn−m+1 − 1)=(q− 1) rank-m ats X of M containing T . Since each such
X cannot have m independent elements in X − T , the restriction M j(X − T ) is ane











For q= 2, the cycle matroid M (K5) of the complete graph on ve vertices satises
the hypothesis of Theorem 3; the required hyperplanes are those isomorphic to M (K4).
Thus we have the following corollary.
Corollary 4. For n>4; we have ex2(M (K5); n) = 2n−1 + 2n−2. Furthermore,
PG(n−1; 2)nPG(n−3; 2) is the only binary geometry of rank n with 2n−1+2n−2 points
and no M (K5)-subgeometry.
Theorem 3 does not apply to ex2(M (K4); n). The cycle matroid M (K4) is the unique
single-element deletion PG(2; 2)nx of the projective plane of order 2. Theorem 6 nds
ex2(PG(m− 1; 2)nx; n) and MAX(EX2(PG(m− 1; 2)nx; n)) for all n>m>3.
To motivate this, we examine the two geometries Theorem 6 asserts are in
MAX(EX2(PG(m − 1; 2)nx; n)). Consider PG(n − 1; 2)n(PG(n − m + 1; 2) − y), the
geometry formed by deleting all but one point in some xed at of rank n − m + 2
in the rank-n binary projective geometry. Since any rank-m at of PG(n − 1; 2) in-
tersects the xed rank-(n − m + 2) at in at least a line (hence, in at least three
points), at least two points have been removed from such a at in the deletion, so
PG(n− 1; 2)n(PG(n−m+ 1; 2)− y) has no (PG(m− 1; 2)nx)-subgeometry. Consider
PG(n − 1; 2)n(PG(n − m; 2)  PG(n − m; 2)) for n in the range m + 16n62m − 2.
This geometry is formed by deleting two xed disjoint ats of rank n− m+ 1 in the
rank-n binary projective geometry. (It is clear that there is, up to isomorphism, only
one such deletion of PG(n− 1; 2). Note that n62m− 2 guarantees that there are two
such disjoint ats in PG(n− 1; 2).) Any rank-m at of PG(n− 1; 2) intersects each of
the xed rank-(n−m+ 1) ats in at least one point, so at least two points have been
removed from such a at in the deletion, so PG(n−1; 2)n(PG(n−m; 2)PG(n−m; 2))
has no (PG(m− 1; 2)nx)-subgeometry.
The proofs of both Theorems 6 and 7 depend on the characterization of PG(n−1; q)n
(PG(n − m; q)  PG(n − m; q)) given in Lemma 5. To motivate the lemma, consider
the following. Let S1 and S2 be disjoint rank-(n− m+ 1) ats of PG(n− 1; q) where
n − m + 1 is at least 2. Thus, m + 16n62m − 2. Let B1 = fp1; p2; : : : ; pn−m+1g and
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B2 = fp01; p02; : : : ; p0n−m+1g be bases of S1 and S2, respectively. For each i = 1; 2; : : : ;
n−m+1, let qi be a point of clP(fpi; p0ig)−fpi; p0ig. Let B=fq1; q2; : : : ; qn−m+1g and
let S3 =clP(B). Since clP(B1[B)=clP(B1[B2), and this is a at of rank 2(n−m+1),
it follows that S3 is a rank-(n− m+ 1) at of PG(n− 1; q). Extend B1 [ B to a basis
B0 of PG(n−1; q) and let T be the rank-(m−1) at clP(B0−B1). By the modular law
in PG(n− 1; q), each rank-m at of PG(n− 1; q) containing T contains precisely one
element of each of S1 and S2. Likewise, for each rank-(m+ 1) at F of PG(n− 1; q)
containing T , both F \ S1 and F \ S2 are lines of PG(n− 1; q); thus for such a at F ,
the restriction PG(n− 1; q)j(F \ (S1 [ S2)) is isomorphic to U2; q+1 U2; q+1. Lemma 5
uses the last two properties to characterize PG(n−1; q)n(PG(n−m; q)PG(n−m; q)).
Lemma 5. Assume m + 16n62m − 2. A subset S of PG(n − 1; q) is the union of
two disjoint ats of PG(n− 1; q); each having rank n−m+ 1; if and only if there is
a rank-(m− 1) at T of PG(n− 1; q) satisfying these conditions:
(1) each rank-m at of PG(n− 1; q) containing T contains precisely two elements of
S; and
(2) for each rank-(m + 1) at F of PG(n − 1; q) containing T; the restriction
PG(n− 1; q)j(F \ S) is isomorphic to U2; q+1  U2; q+1.
Proof. Half of this has been shown, so assume there is a rank-(m − 1) at T of
PG(n − 1; q) satisfying (1) and (2). It follows from (1) and (2) that S and T are
disjoint. From (1), we get jSj= 2(qn−m+1 − 1)=(q − 1). We want to show that S can
be partitioned into two subsets, S1 and S2, each with (qn−m+1− 1)=(q− 1) points, and
each of which is a at of PG(n− 1; q).
The following labeling of the rank-m ats of PG(n − 1; q) containing T will be
useful. By (1), each such at X contains two elements, say x and x0, of S. The line
clP(fx; x0g) contains a unique point, say a, of T ; label the at X with a. Let T 0 be the
set of labels used. Thus T 0T .
By (2), it follows that no two rank-m ats of PG(n − 1; q) containing T receive
the same label. Let F be a rank-(m + 1) at of PG(n − 1; q) containing T , and
let X1; X2; : : : ; Xq+1 be the rank-m ats of PG(n − 1; q) with T XiF . Note that
r(F \ S) = 4 by (2), so the modular law in PG(n− 1; q) gives r(clP(F \ S) \ T ) = 2.
Thus, the labels assigned to the ats X1; X2; : : : ; Xq+1 are precisely the points on a line
of PG(n−1; q). Therefore T 0 is a at of PG(n−1; q). Furthermore, in this way there is
a bijection between the lines of PG(n−1; q) contained in T 0 and the rank-(m+1) ats
of PG(n− 1; q) containing T .
By (2), the 2q+ 2 points of S in a rank-(m+ 1) at of PG(n− 1; q) containing T
are partitioned into two (q+1)-point lines. With this, we partition S as follows. Fix a
rank-m at X containing T and let S \X = fa1; a2g. For every point b in S −fa1; a2g,
the set clP(T [fa1; a2; bg) is a rank-(m+1) at containing T , so b is on a (q+1)-point
line in S with precisely one of a1 or a2. Thus, for k = 1; 2, let
Sk = fakg [ fx j x 2 S and clP(fak ; xg) is a (q+ 1)-point line in Sg:
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It follows that fS1; S2g is a partition of S with jSk j= (qn−m+1 − 1)=(q− 1). It remains
to show that both S1 and S2 are ats of PG(n− 1; q).
By symmetry, it suces to treat S1. For this, it suces to show that for each
pair y; z 2 S1, the line clP(fy; zg) is in S1. By the construction of S1, the case with
a1 2 clP(fy; zg) holds, so we focus on the case with a1 62 clP(fy; zg).
The following labeling of the elements of S will be useful. For each point b 2 T 0,
there are precisely two points of S with b in the line of PG(n − 1; q) spanned by
these two points; one of these points is in S1 while the other is in S2; the former
will be denoted by b1 and the latter by b2. With this labeling, we have the following
immediate consequence of (2).
(5:1) A plane in PG(n− 1; q)jS that contains some pair b1; b2 has precisely one
line with more than two points.
Assume that the elements b1 and d1 of S1 are not collinear with a1. Note that
the corresponding points a; b; d of T 0 span a plane  of PG(n − 1; q). To show that
clP(fb1; d1g) is contained in S1, it suces to show that for each line ‘ of  containing
a, the corresponding line ‘0 through a1 contains a point of clP(fb1; d1g). For this, it
suces to show that the three lines clP(fa1; b1g), clP(fa1; d1g), and ‘0 are coplanar.
This is what we turn to now.
Assume that clP(fa1; b1g), clP(fa1; d1g), and ‘0 are not coplanar. Assume that in ,
the points b and d are collinear with g on ‘. Therefore, precisely one of the following
four pairs contains collinear points of S: fb1; d1; g1g and fb2; d2; g2g; fb1; d1; g2g and
fb2; d2; g1g; fb1; d2; g1g and fb2; d1; g2g; fb2; d1; g1g and fb1; d2; g2g. Hence precisely
one of the four sets fb1; d1; g1g, fb1; d1; g2g, fb1; d2; g1g, and fb2; d1; g1g has rank 2.
That clP(fa1; b1g), clP(fa1; d1g), and ‘0 are not coplanar yields r(fb1; d1; g1g)> 2. By
the symmetry of the remaining cases, we may assume r(fb1; d1; g2g) = 2. Therefore
r(fb2; d2; g1g) = 2. Let c be in clP(fa; bg)− fa; bg, and assume c and d are collinear
with f on ‘. As above, precisely one of fc1; d1; f2g, fc1; d2; f1g, and fc2; d1; f1g
has rank 2. Note that r(fc1; d1; f2g)> 2, for otherwise clP(fb1; c1; d1g) is a plane that
contains both g2 and f2, and so contains a2 as well as a1, contrary to (5:1). This
leaves two options. To complete the proof, we show that both lead to contradictions.
First, assume that fc1; d2; f1g has rank 2. Assume that in the plane , the points
b and f are collinear with e on clP(fa; dg). As above, precisely one of fb1; e1; f2g,
fb1; e2; f1g, and fb2; e1; f1g has rank 2. If r(fb1; e1; f2g) = 2, then f2 and g2, and
hence a2, are in clP(fb1; e1; d1g), as is a1, contrary to (5:1). If r(fb1; e2; f1g)=2, then
e2 and d2, and hence a2 as well as a1, are in the plane clP(fb1; c1; f1g), contrary to
(5:1). If r(fb2; e1; f1g) = 2, then g1 and d2, and so b2 as well as b1, are in the plane
clP(fa1; c1; f1g), contrary to (5:1).
Finally, assume that fc2; d1; f1g has rank 2. Again assume that in the plane ,
the points b and f are collinear with e on clP(fa; dg). If r(fb1; e1; f2g) = 2, then
f2 and g2, and hence a2 as well as a1, are in clP(fb1; e1; d1g), contrary to (5:1). If
r(fb2; e1; f1g)=2, then b2 and c2, and hence a2 as well as a1, are in clP(ff1; e1; d1g),
contrary to (5:1). Therefore r(fb1; e2; f1g) = 2. Assume that in the plane , the points
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c and g are collinear with h (which may be e) on clP(fa; dg). If r(fc1; h1; g2g) = 2,
then r(fc2; h2; g1g) = 2, so h2 is in clP(fc2; f1; g1g), as are a1 and d1, and so h1,
contrary to (5:1). If r(fc2; h1; g1g) = 2, then h1 is in clP(fc2; b2; g1g), as are a2 and
d2, and hence h2, contrary to (5:1). Lastly, g1, h1, and c2 are in clP(fa1; d1; f1g), so
if r(fc1; h2; g1g) = r(fc2; h1; g2g) = 2, then g2 is also in clP(fa1; d1; f1g), contrary to
(5:1).
Using this lemma, we now nd ex2(G; n) and MAX(EX2(G; n)) where G is a
single-point deletion of a binary projective geometry.
Theorem 6. Assume n>m>3. Then
ex2(PG(m− 1; 2)nx; n) = 2n − 2n−m+2 + 1:
If m + 16n62m − 2; then MAX(EX2(PG(m − 1; 2)n x; n)) contains precisely two
geometries
PG(n− 1; 2)n(PG(n− m+ 1; 2)− y)
and
PG(n− 1; 2)n(PG(n− m; 2) PG(n− m; 2));
otherwise MAX(EX2(PG(m− 1; 2)nx; n)) contains only one geometry;
PG(n− 1; 2)n(PG(n− m+ 1; 2)− y):
Proof. To treat the size function, note that the examples discussed before the statement
of Lemma 5 show ex2(PG(m − 1; 2)nx; n)>2n − 2n−m+2 + 1, so we need to prove
ex2(PG(m−1; 2)nx; n)62n−2n−m+2+1. Assume that M is a subgeometry of PG(n−1; 2)
in EX2(PG(m−1; 2)nx; n). If M has no subgeometry isomorphic to PG(m−2; 2), then,
by Theorem 1, M has at most 2n − 2n−m+2 points. Assume M has a at T with
the restriction M jT isomorphic to PG(m − 2; 2). At most 2n−m+1 − 1 rank-m ats of
M contain T , and each of these has at most 2m − 3 points. Each of these rank-m
ats has at most (2m − 3) − (2m−1 − 1), or 2m−1 − 2, points not in T , so M has
at most (2n−m+1 − 1)(2m−1 − 2) + (2m−1 − 1), or 2n − 2n−m+2 + 1, points. Therefore
ex2(PG(m− 1; 2)nx; n) = 2n − 2n−m+2 + 1.
Assume M is in MAX(EX2(PG(m−1; 2)nx; n)). From the last paragraph, we deduce
that M has a at T such that the restriction M jT is isomorphic to PG(m−2; 2), and each
such at T is contained in exactly 2n−m+1−1 rank-m ats of M , each of which contains
exactly 2m− 3 points. The case of n=m is obvious: MAX(EX2(PG(m− 1; 2)nx;m))=
fPG(m− 1; 2)n(PG(1; 2)− y)g.
Consider n= m+ 1. Fix a at T of M with M jT isomorphic to PG(m− 2; 2). The
at T is contained in three hyperplanes of M , each of which is a two-element deletion
of PG(m− 1; 2). Thus, M = PG(m; 2)nS where S is a set of six points. To show that
MAX(EX2(PG(m−1; 2)nx;m+1)) is as claimed in the theorem, we need to show that
PG(m; 2)jS is isomorphic to either M (K4) or U2;3 U2;3. Assume the former fails, so
r(S)> 3.
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We claim that no plane of PG(m; 2) contains a 3-point line ‘ of M and three or four
points of S, for this would force M to have a (PG(m− 1; 2)nx)-subgeometry. To see
this, assume there were such a plane  and line ‘. If m=3, then ‘ is contained in three
planes of PG(3; 2), so at least one of these planes contains at most one point from S,
yielding the excluded subgeometry PG(2; 2)nx in M . If m> 3, then ‘ is contained in
at least seven planes of PG(m; 2), so at least one of these, say 0, is disjoint from S.
If m=4, then 0 is contained in three rank-4 ats of PG(4; 2), so at least one of these
rank-4 ats contains at most one point from S, yielding the excluded subgeometry
PG(3; 2) n x in M . If m> 4, we continue in this manner, eventually obtaining the
excluded subgeometry PG(m− 1; 2)nx. Thus, the claim holds.
It follows that no plane of PG(m; 2) contains ve of the six points of S. Indeed, if
there were such a plane , then there is a 2-point line, say fa; bg, of PG(m; 2)j(S \).
Then a and b together with the point c of S −  span a plane of the type ruled out
in the last paragraph. It follows from this and the last paragraph that each plane of
the restriction PG(m; 2)jS is isomorphic to U2;3  U1;1. From this, we deduce that
PG(m; 2)jS is isomorphic to U2;3  U2;3, as needed.
Now consider n>m+ 1. Fix a at T of M with M jT isomorphic to PG(m− 2; 2).
Since T is contained in 2n−m+1−1 rank-m ats of M , the contraction M=T is isomorphic
to PG(n − m; 2). Note that M=T has rank at least three. A key tool in the remainder
of the proof is the labeling of the points of M=T that we now describe. The points of
M=T are the rank-m ats of M containing T . For each rank-m at X of M containing
T , there is a rank-m at X  of PG(n − 1; 2) and a pair of points x; x0 of X  with
X = X  − fx; x0g. Note that clP(fx; x0g) intersects T in a point. Label the point X of
M=T with the point a of T if clP(fx; x0g) \ T = fag.
We consider how this labeling reects the structure of the rank-(m+ 1) ats of M
containing T . Let X and Y be rank-m ats of M containing T . Thus cl(X [ Y ) is a
rank-(m+1) at of M containing T . Therefore cl(X [Y ) contains a third rank-m at Z
of M containing T . Let X =X −fx; x0g, Y =Y −fy; y0g, and Z=Z−fz; z0g for ats
X ; Y ; Z of PG(n− 1; 2), and let fag= clP(fx; x0g) \ T , fbg= clP(fy; y0g) \ T , and
fcg=clP(fz; z0g)\ T . By the work in the case n=m+1, we know that the restriction
PG(n−1; 2)jfx; x0; y; y0; z; z0g is isomorphic to either M (K4) or U2;3U2;3. In the former
case, a = b = c; in the latter case, fa; b; cg is a line of T , namely, the intersection of
the rank-4 at clP(fx; x0; y; y0; z; z0g) of PG(n− 1; 2) with T . It follows that the set of
points of T used in the labeling of M=T is a at of M jT . The lines of M=T correspond
to rank-(m + 1) ats of M containing T ; the points on these lines for which the
corresponding restriction PG(n− 1; 2)jfx; x0; y; y0; z; z0g is isomorphic to M (K4) receive
the same label; the points on these lines for which this restriction is isomorphic to
U2;3  U2;3 receive three dierent labels, with the labels being the points on a line
of T .
Assume the labeling of M=T has a line L with all points of L labeled a, and consider
any other point P of M=T . If P were labeled b 6= a, then it follows that the three other
points in the plane clM=T (L [ P) are labeled with the third point, say c, on the line
clM (fa; bg) of T . However, the plane clM=T (L[P) then has three lines, each having two
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points labeled c and one labeled a, contrary to the restrictions on labelings observed
above. We deduce that if the points on any line of M=T are labeled with the same
label, then all points of M=T have that label. It follows that either the restriction
PG(n − 1; 2)j(F \ S) is isomorphic to M (K4) for every rank-(m + 1) at F of M
containing T or every such restriction is isomorphic to U2;3  U2;3.
Note that when n>2m − 1, there are 2m−1 − 1 points of T to be used as possible
labels for M=T and at least 2m− 1 points of M=T to be labeled. It follows that at least
two points of M=T receive the same label, and so all points of M=T receive the same
label.
Let M =PG(n−1; 2)nS. Thus, jSj=2n−m+2−2. If no two points of M=T receive the
same label, then conditions (1) and (2) of Lemma 5 are satised, so M is isomorphic
to PG(n−1; 2)n(PG(n−m; 2)PG(n−m; 2)). Thus, assume all points of M=T receive
the same label, say a. (Thus, this is the only option when n>2m − 1, while it is
one of two options when m + 16n62m − 2.) To prove that M is isomorphic to
PG(n−1; 2)n(PG(n−m+1; 2)−y), we need to show that S[a is a at of PG(n−1; 2)
of rank n− m+ 2. Since jS [ aj= 2n−m+2 − 1, it suces to show that S [ a is a at
of PG(n− 1; 2), i.e., that each pair of points in S [ a is on a line with a third point of
S[a. This follows since the pair together with T span a at of rank at most m+1, and
for any rank-(m+1) at F containing T , the restriction of PG(n− 1; 2) to (F \ S)[ a
is isomorphic to PG(2; 2).
For q> 2, we have the following, more limited, counterpart of Theorem 6. (Note
that Theorem 15 gives a counterpart of Theorem 6 of a dierent avor.)
Theorem 7. Assume 46m+ 16n62m− 2 and q> 2. Then
exq(PG(m− 1; q)nx; n) = q
n − 2qn−m+1 + 1
q− 1
and MAX(EXq(PG(m− 1; q)nx; n)) contains a single geometry; namely
PG(n− 1; q)n(PG(n− m; q) PG(n− m; q)):
Proof. That PG(n−1; q)n(PG(n−m; q)PG(n−m; q)) has no subgeometry isomorphic
to PG(m− 1; q)nx follows, as in the case q=2, from the modular law in PG(n− 1; q).
Thus if 46m+ 16n62m− 2, then
exq(PG(m− 1; q)nx; n)>q
n − 2qn−m+1 + 1
q− 1 :
Assume that M is a subgeometry of PG(n − 1; q) in EXq(PG(m − 1; q)nx; n) where
n>m + 1. Essentially, the same counting arguments as in the proof of Theorem 6
give the following. If M has no PG(m − 2; q)-subgeometry, then M has at most




m−1 − 2) + q
m−1 − 1
q− 1
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or (qn − 2qn−m+1 + 1)=(q− 1), points. Since




we get exq(PG(m− 1; q)nx; n) = (qn − 2qn−m+1 + 1)=(q− 1).
Assume M is in MAX(EXq(PG(m−1; q)nx; n)). Let M=PG(n−1; q)nS. From the pre-
ceding paragraph, it follows that M has a at T such that the restriction M jT is isomor-
phic to PG(m−2; q); furthermore each such at T is contained in exactly (qn−m+1−1)=
(q− 1) rank-m ats of M , each of which contains exactly (qm− 1)=(q− 1)− 2 points.
Fix such a at T . The proof will be complete once we show that S and T satisfy con-
ditions (1) and (2) of Lemma 5. Since each rank-m at of M containing T contains
exactly (qm − 1)=(q− 1)− 2 points, condition (1) holds.
Verifying condition (2) is equivalent to proving this condition in the case n=m+1,
so assume n=m+1. Therefore jSj=2q+2. We rst need to show that, unlike the case
of q= 2, the rank of S must be at least four. Assume, to the contrary, that r(S) is 3.
We claim that some line ‘ of PG(m; q) contained in clP(S) contains at most one point
of S. To see this, note that it is not possible that all lines of clP(S) containing a xed
point x of S contain either exactly two or exactly q+ 1 points of S. Therefore, either
we have a line of clP(S) containing exactly one point of S, as desired, or there is a line
‘ of clP(S) containing exactly i points of S with 36i6q. Assume the latter holds,
and let c be in ‘−S. Since three or more points of S are on the same line, namely ‘,
through c, it follows that at least one of the other q lines of clP(S) through c contains
at most one point of S, as needed. Let ‘ be such a line and assume ‘\ S fsg. There
is a rank-m at F of PG(m; q) with clP(S) \ F = ‘. This yields a contradiction since
the at F − s of M has a subgeometry isomorphic to PG(m− 1; q)nx. Thus, r(S)> 3.
The same argument as in the fourth paragraph of the proof of Theorem 6 implies
that no plane of PG(m; q) contains a (q+1)-point line of M and three or more points
of S. It follows that each plane spanned by points of S has at least q+ 2 points; note
that such a plane contains exactly q + 2 points if and only if q + 1 of these points
are on a line. (Both of these statements are easy to see directly; they are also special
cases of Theorem 2 in [5].) Let  be a plane of PG(m; q) spanned by points of S and
let t be a point of S not in . Since jSj= 2q+ 2, it follows that for some s 2  \ S,
we have clP(ft; sg) \ S = ft; sg; let s be such a point. Let s1 and s2 be points of
S \  that are not collinear with s. Both clP(ft; s; s1g) and clP(ft; s; s2g) must contain
at least q+ 2 points of S. Since these planes intersect in a line that contains just two
points of S, it follows that both clP(ft; s; s1g) and clP(ft; s; s2g) contain exactly q + 2
points of S. By the observation above, in each of these planes q + 1 points of S are
collinear. Thus each of clP(fs; s1g); clP(fs; s2g); clP(ft; s1g), and clP(ft; s2g) contain
either two or q + 1 points of S. Since  also contains at least q + 2 points of S and
since jSj=2q+2, it follows that at least one of clP(fs; s1g) or clP(fs; s2g) is a subset
of S; we may assume clP(fs; s1g) S. If clP(ft; s2g) contained just two points of S,
then each plane clP(ft; s2; s0g), for s0 2 clP(fs; s1g), contains at least q + 2 points
of S, with only two on the common line clP(ft; s2g), so jSj>2 + (q + 1)q, which
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contradicts jSj=2q+2. Thus both clP(fs; s1g) and clP(ft; s2g) are (q+1)-point lines in S,
proving that condition (2) of Lemma 5 is satised, hence completing the proof of this
theorem.
From the rst paragraph of the proof of Theorem 7, we can observe that
exq(PG(m − 1; q) n x; n)6(qn − 2qn−m+1 + 1)=(q − 1) for all n>m; however, for
n> 2m − 2 it is likely that exq(PG(m − 1; q) n x; n) is much smaller than
(qn − 2qn−m+1 + 1)=(q− 1).
In the cycle matroid M (K4), there is a at (a point) whose rank is two less than
the rank of the matroid, and which is contained in three hyperplanes (lines), two
of which are ats of the ambient projective geometry and the other of which is a
single-point deletion of a at of the projective geometry. By analyzing geometries of
this type beyond the special case of q= 2 and rank 3, we will get Theorem 11 which
determines, for a large class of geometries G, both exq(G; n) and MAX(EXq(G; n)).
Both exq(G; n) and MAX(EXq(G; n)) are the same as given by Theorem 1 when G
is PG(m − 2; q), but Theorem 11 applies to a larger class of geometries G. Among
the geometries G addressed are many that play an important role in matroid theory,
including the Reid geometries Rcycle[q] for primes q exceeding 2. (See [6, p. 516] for
the ternary Reid geometry and [3, p. 52] for Reid geometries in general.)
We start with a lemma that reduces the work to considering excluded subgeometries
of the special form suggested by the description of M (K4) above. The proof is easy
and so is omitted. Lemma 8, reformulated in the obvious way for minors, holds in
the context of minor-closed classes, to which most of Kung [3] is devoted. Again
with the obvious modications, this lemma could be formulated without the underlying
assumption of representability.
Lemma 8. Assume that G1 and G2 are geometries representable over GF(q) and that
G1 is a subgeometry of G2. Then EXq(G1; n)EXq(G2; n); so exq(G1; n)6exq(G2; n).
Assume; furthermore; that G2 is a subgeometry of a GF(q)-representable
geometry G3.
(1) If EXq(G1; n) = EXq(G3; n); then EXq(G2; n) = EXq(G3; n).
(2) If exq(G1; n) = exq(G3; n); then exq(G2; n) = exq(G3; n).
(3) If MAX(EXq(G1; n)) = MAX(EXq(G3; n)); then MAX(EXq(G2; n)) =
MAX(EXq(G3; n)).
From Theorem 1, exq(PG(m− 2; q); n) = (qn − qn−m+2)=(q− 1) and
MAX(EXq(PG(m− 2; q); n)) = fPG(n− 1; q)nPG(n− m+ 1; q)g:
Thus, by Lemma 8, if G0 is a GF(q)-representable geometry with a subgeometry iso-
morphic to PG(m− 2; q) and if exq(G0; n) = (qn − qn−m+2)=(q− 1) and
MAX(EXq(G0; n)) = fPG(n− 1; q)nPG(n− m+ 1; q)g;
then the same is true of every subgeometry G of G0 that contains a PG(m − 2; q)-
subgeometry. The specic geometry G0 we are concerned with in Theorem 11 is
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constructed as follows. Let L be a rank-(m− 2) at in PG(m− 1; q) and let H1; H2; H3
be three hyperplanes of PG(m − 1; q) that contain L. Assume x is a point of H3 − L.
The geometry G0 of interest is the restriction PG(m− 1; q)j(H1 [H2 [ (H3 − x)). (The
geometry obtained when m = 3 and q = 2 is M (K4); that obtained when m = 3 and
q= 3 is the ternary Reid geometry.)
We rst need to know that there is only one such restriction of PG(m − 1; q). To
see this, we need Lemma 9, which is a matroid-theoretic reformulation of what is
often called the fundamental theorem of projective geometry (see [2, Section 2:1:2]).
To make this paper self-contained, and since this perspective on the result may not be
widely known, we include the brief matroid-theoretic proof.
Lemma 9. Let B= fb1; b2; : : : ; bng be a basis of PG(n− 1; q) and let b be a point in
PG(n− 1; q) such that the fundamental circuit C(b; B) of b with respect to the basis
B is B [ b. Let B0 = fb01; b02; : : : ; b0ng be a basis of PG(n− 1; q) and let b0 be a point
in PG(n − 1; q) such that C(b0; B0) = B0 [ b0. Then there is an automorphism  of
PG(n− 1; q) such that (bi) = b0i for i = 1; 2; : : : ; n and (b) = b0.
Proof. Let A be a matrix representation of PG(n−1; q). By the standard operations (row
reduction, interchanging rows, scaling rows, and scaling columns), we may assume that
the columns of A corresponding to b1; b2; : : : ; bn, in this order, form an identity matrix
and the column corresponding to b has all entries equal to 1. The standard operations
also allow us to obtain from A a matrix A0 in which the columns of A0 corresponding
to b01; b
0
2; : : : ; b
0
n, in this order, form an identity matrix and the column corresponding
to b0 has all entries equal to 1. Consider the map  : PG(n − 1; q) ! PG(n − 1; q)
for which (x) = y if the column in A corresponding to x is a scalar multiple of the
column in A0 corresponding to y. Clearly,  is an automorphism of PG(n− 1; q) with
(bi) = b0i for i = 1; 2; : : : ; n and (b) = b
0.
With this lemma, we can show the uniqueness of the excluded subgeometry that is
of interest in Theorem 11.
Lemma 10. Let L and L0 be rank-(m − 2) ats in the rank-m projective geometry
PG(m− 1; q). Let H1; H2; H3 be three hyperplanes of PG(m− 1; q) that contain L and




3 be three hyperplanes of PG(m−1; q) that contain L0. Assume x is a point
of H3−L and x0 is a point of H 03−L0. Let G be PG(m−1; q)j(H1[H2[ (H3−x)) and
G0 be PG(m−1; q)j(H 01[H 02[(H 03−x0)). Then G and G0 are isomorphic. Furthermore;
G is uniquely representable over GF(q).
Proof. Let B = fb1; b2; : : : ; bm−2; bm−1; xg be a basis of PG(m − 1; q) for which




0g be a basis of PG(m− 1; q) for which fb01; b02; : : : ; b0m−2g is a basis of L0
and b0m−1 2 H 01 − L0. View the points of PG(m − 1; q) as column vectors in a matrix
representation of PG(m−1; q). Note that the points b1+b2+  +bm−1+x, as  ranges
over the q−1 nonzero elements of GF(q), are in dierent hyperplanes over L, and none
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of these points is in H1[H3. Since L is contained in q−1 hyperplanes besides H1 and
H3, for some nonzero  in GF(q), the point b=b1+b2+   +bm−1+x is in H2. Note
that C(b; B)=B[b. Similarly, there is a b0 2 H 02−L with C(b0; B0)=B0[b0. By Lemma
9, there is an automorphism  of PG(m− 1; q) with (bi) = b0i for i = 1; 2; : : : ; m− 1,
(x)=x0, and (b)=b0. The image of G under  is G0, as needed. That G is uniquely
representable over GF(q) is clear.
Let Gm;q denote the geometry PG(m− 1; q)j(H1 [H2 [ (H3− x)) constructed above.
Thus G3;2 is M (K4) and G3;3 is the ternary Reid geometry Rcycle[3], which is
often denoted R9. By Lemma 10, Gm;q is well-dened. We now nd, for q> 2,
both exq(G; n) and MAX(EXq(G; n)) for all subgeometries of Gm;q that contain a
PG(m−2; q)-subgeometry. One geometry that plays a role in this result is Q3(GF(3)),
the rank-3 ternary Dowling lattice. In general, the rank-3 Dowling lattice Q3(GF(q))
over GF(q) is formed by restricting the projective plane PG(2; q) to the set of points
on three nonconcurrent lines. The rank-3 ternary Dowling lattice Q3(GF(3)) is also
obtained by deleting the uniform matroid U3;4 from PG(2; 3). (See [3, p. 27] and the
references there for more information on Dowling lattices in their full generality.)
Theorem 11. Assume q> 2 and m>3. Let G be a subgeometry of Gm;q that contains




Furthermore MAX(EXq(G; n)) = fPG(n − 1; q)nPG(n − m + 1; q)g with the single
exception MAX(EX3(R9; 3)) = fAG(2; 3); Q3(GF(3))g.
Proof. By Lemma 8, apart from nding MAX(EX3(G; 3)) when G is a subgeometry of
R9 containing a 4-point line, it suces to prove the result for G=Gm;q. Since Gm;q has
a subgeometry isomorphic to PG(m−2; q), it follows that PG(n−1; q)nPG(n−m+1; q)
has no subgeometry isomorphic to Gm;q. Therefore exq(G; n)>(qn − qn−m+2)=(q− 1).
Thus, we need only prove exq(G; n)6(qn − qn−m+2)=(q − 1) and analyze geometries
in EXq(G; n) with (qn − qn−m+2)=(q− 1) points.






q− 1 − (q+ 1):
Therefore, we need to show that if M is PG(m− 1; q)nX where jX j= q, then M has a
Gm;q-subgeometry. By Theorem 1, M has a restriction M jH isomorphic to PG(m−2; q).
Fix two points x; y 2 X and let clP(fx; yg)\H = fzg. Let L be a rank-(m− 2) at of
M jH that contains z. Since L is contained in q + 1 hyperplanes of PG(m − 1; q) and
one of these, namely clP(L [ fxg), contains at least two points of X , it follows that
two of these hyperplanes are disjoint from X and a third contains at most one point
of X . Thus M has a Gm;q-subgeometry.
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We now nd MAX(EXq(G;m)). First assume m> 3. We need to show that if M
is PG(m − 1; q)nX where X is a set of q + 1 noncollinear points, then M has a
subgeometry isomorphic to Gm;q. By Theorem 1, M has a restriction M jH isomorphic
to PG(m − 2; q). Fix three points x; y; z 2 X and let clP(fx; y; zg) \ H = Z . Thus
r(Z) is 1 or 2, and Z is properly contained in H since m> 3. Therefore, there is
a rank-(m − 2) at L of M jH that contains Z . Since one of the q + 1 hyperplanes
of PG(m − 1; q) containing L contains three points of X , it follows that two of these
hyperplanes are disjoint from X while a third contains at most one point of X . Thus
M has a subgeometry isomorphic to Gm;q.
Now assume m is 3, so n is also 3. Let M be PG(2; q)nX where X is a spanning
set of q+ 1 points. First assume there are three collinear points x; y; z 2 X . Note that
clP(fx; y; zg) is not X ; let u be in clP(fx; y; zg)−X . At least two lines of M through u
contain q+1 points and a third line of M through u contains at least q points, so M has
a G3; q-subgeometry. Thus, we may assume that no three points of X are collinear. Fix
x; y 2 X . Since no three points of X are collinear, clP(fx; yg)\X =fx; yg and for any
pair of points u; w 2 X −fx; yg, the line clP(fu; wg) intersects clP(fx; yg) in a point v
of M . Counting the points on lines through v shows there is a G3; q-subgeometry of M
if q> 3. We also deduce that the only potential exception for q= 3 is PG(2; 3)nU3;4,
i.e., Q3(GF(3)). Indeed, Q3(GF(3)) has no R9-subgeometry since R9 is PG(2; 3)n
(U2;3  U1;1). On the other hand, it also follows that both single-element deletions
of R9 having a 4-point line are subgeometries of Q3(GF(3)), so there are no other
exceptions for q= 3.
Finally, assume n>m and let M be a subgeometry of PG(n−1; q) with rank n and
no Gm;q-subgeometry. If M has no subgeometry isomorphic to PG(m − 2; q), then M
has at most (qn − qn−m+2)=(q− 1) points by Theorem 1, and among such geometries,
the only one with (qn − qn−m+2)=(q − 1) points is PG(n − 1; q)nPG(n − m + 1; q).
To nish the proof, it suces to show that if M has a restriction M jT isomorphic to
PG(m−2; q), then M has fewer than (qn−qn−m+2)=(q−1) points. Such a rank-(m−1)
at T of PG(n− 1; q) is contained in at most (qn−m+1− 1)=(q− 1) ats of M of rank
m; each of these rank-m ats has at most (qm − q2)=(q − 1) points by the case of
rank m; therefore such ats have at most (qm − q2)=(q − 1) − (qm−1 − 1)=(q − 1), or
qm−1 − q− 1, points not in T . Therefore, the number of points in M is at most
qn−m+1 − 1
q− 1 (q
m−1 − q− 1) + q
m−1 − 1
q− 1 :
Since this is strictly less than (qn − qn−m+2)=(q− 1), the proof is complete.
We single out the case of Reid geometries as being of special interest.
Corollary 12. If q is an odd prime; then exq(Rcycle[q]; n) = qn−1 for n>3. Further-
more MAX(EX3(R9; 3))= fAG(2; 3); Q3(GF(3))g; while for q> 3 or n> 3; we have
MAX(EXq(Rcycle[q]; n)) = fAG(n− 1; q)g.
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The cycle matroid M (K4) of the complete graph on four vertices is not ane
over GF(3), so ex3(M (K4); n)>3n−1. Indeed, an easy argument yields the following
theorem.
Theorem 13. If G is a subgeometry of R9 that has an M (K4)-subgeometry;
then ex3(G; n) = 3n−1 for n>3. Furthermore if G has fewer than nine points; then
MAX(EX3(G; n)) = fAG(n− 1; 3)g.
Theorem 14 is a binary counterpart of Theorem 11 in that it shows that, with few
exceptions, the type of result given by Theorem 1 holds for all binary geometries that
have a hyperplane that is a projective geometry. Indeed, between Theorems 1, 6, and
14, we know ex2(G; n) and MAX(EX2(G; n)) for all binary geometries G having a
hyperplane that is a projective geometry.
Theorem 14. Assume m>3. Let G be a subgeometry of PG(m − 1; 2) with at most
2m− 3 points that contains a subgeometry isomorphic to PG(m− 2; 2). For all n>m;
we have ex2(G; n) = 2n − 2n−m+2. Furthermore;
MAX(EX2(PG(m− 1; 2)nfx; yg;m))
consists of the two geometries PG(m− 1; 2)nU2;3 and PG(m− 1; 2)nU3;3; while in all
other cases (i.e.; if n>m or if n=m and G has fewer than 2m − 3 points); we have
MAX(EX2(G; n)) = fPG(n− 1; 2)nPG(n− m+ 1; 2)g:
Proof. From Lemma 8, the key geometry to consider is PG(m−1; 2)nfx; yg, with more
work needed for n = m. That PG(n − 1; 2)nPG(n − m + 1; 2) has no G-subgeometry
follows since G has PG(m−2; 2) as a subgeometry. Thus ex2(G; n)>2n−2n−m+2. That
ex2(G; n) is 2n− 2n−m+2 for n=m is trivial. That MAX(EX2(PG(m− 1; 2)nfx; yg;m))
contains just PG(m − 1; 2)nU2;3 and PG(m − 1; 2)nU3;3 follows since there are no
other binary geometries of rank m with 2m − 4 points. That MAX(EX2(G;m)) is
fPG(m−1; 2)nU2;3g for all other rank-m binary geometries G satisfying the hypothesis
follows from Lemma 8 since it holds for the only such G with 2m − 4 points, namely
G = PG(m− 1; 2)nU3;3. (Note that PG(m− 1; 2)nU2;3 does not satisfy the hypothesis
since it does not contain a PG(m − 2; 2)-subgeometry.) Now assume n>m and let
G be PG(m − 1; 2)nfx; yg. Let M be a rank-n subgeometry of PG(n − 1; 2) with no
G-subgeometry. If M has no PG(m−2; 2)-subgeometry, then M has at most 2n−2n−m+2
points by Theorem 1, and among such geometries, only PG(n− 1; 2)nPG(n−m+1; 2)
has 2n− 2n−m+2 points. By the same argument as in the last paragraph of the proof of
Theorem 11, if M has a PG(m−2; 2)-subgeometry, then M has fewer than 2n−2n−m+2
points. This completes the proof.
The geometry PG(m − 1; 2) n x considered in Theorem 6 is the restriction of
PG(m− 1; 2) to the set of all points that do not depend on all elements in some xed
basis of PG(m − 1; 2). From this perspective, Theorem 15 gives a counterpart to
Theorem 6 for q> 2.
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Assume m>3. Let B = fb1; b2; : : : ; bmg be a basis of PG(m − 1; q) and let
Hi =clP(B−fbig). Let Qm;q be PG(m− 1; q)j(H1 [H2 [    [Hm). Alternatively, Qm;q
is the restriction of PG(m − 1; q) to the set of points x such that either x is in B or
C(x; B) − x is a proper subset of B. Note that Qm;2 is a single-element deletion of
PG(m− 1; 2). Also, Q3; q is the rank-3 Dowling lattice Q3(GF(q)) over the group of
units of GF(q) while for m> 3, the geometry Qm;q contains many more points than
the rank-m Dowling lattice over GF(q). (In the terminology and notation of Section
6 of Kung [4], Qm;q is the weight-(m− 1) Dowling geometry Bm;m−1(q).) Theorem 15
gives exq(Qm;q; n) and MAX(EXq(Qm;q; n)) for all prime powers q> 2.
Theorem 15 asserts that PG(n− 1; q)n(PG(n− m+ 1; q)− y) is the only geometry
in MAX(EXq(Qm;q; n)). Note that by Theorem 1, if n>m, then all subgeometries of
PG(n − 1; q)n(PG(n − m + 1; q) − y) isomorphic to PG(m − 2; q) contain y and y is
the only point with this property. For n>m, this distinguished point y of
PG(n− 1; q)n(PG(n− m+ 1; q)− y)
will be called the apex of PG(n − 1; q)n(PG(n − m + 1; q) − y). (This terminology
comes from q-lifts, which have more recently been called q-cones. See [7] and Section
8.6 of [4]. Note that for n>m, the geometry PG(n− 1; q)n(PG(n− m+ 1; q)− y) is
a q-cone of PG(n− 2; q)nPG(n− m; q).)
Theorem 15. Assume m>3 and q> 2. For n>m− 1; we have
exq(Qm;q; n) =
qn − qn−m+2
q− 1 + 1
and MAX(EXq(Qm;q; n)) = fPG(n− 1; q)n(PG(n− m+ 1; q)− y)g.
Proof. All subgeometries of PG(n − 1; q) n (PG(n − m + 1; q) − y) isomorphic to
PG(m − 2; q) contain the apex y. Since this is not true of any point in Qm;q, it fol-
lows that PG(n − 1; q)n(PG(n − m + 1; q) − y) has no Qm;q-subgeometry. Therefore
exq(Qm;q; n)>(qn − qn−m+2)=(q− 1) + 1.
The assertions about exq(Qm;q;m − 1) and MAX(EXq(Qm;q;m − 1)) are clear. The
claimed value of exq(Qm;q;m) is (qm−1)=(q−1)−q. The case n=m will be addressed
by proving the following assertion.
(15:1) If N is the deletion PG(m− 1; q)nX where X is any set of q noncollinear
points of PG(m− 1; q); then N contains a subgeometry isomorphic to Qm;q.
Indeed, any subgeometry of PG(m−1; q) with more than (qm−1)=(q−1)−q points
contains such a geometry N (simply delete more points to get X ), so from (15:1) we
deduce exq(Qm;q;m)6(qm − 1)=(q− 1)− q and hence
exq(Qm;q;m) =
qm − 1
q− 1 − q:
Also, (15:1) gives MAX(EXq(Qm;q;m)) = fPG(m− 1; q)n(PG(1; q)− y)g.
We prove (15:1) by induction on m. Let N = PG(m − 1; q)nX be as in (15:1). In
the base case m = 3, the geometry N is a plane formed from PG(2; q) by deleting q
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points that span PG(2; q) and Q3; q consists of three nonconcurrent (q+ 1)-point lines.
Let x; y; z be noncollinear points of X . Let t be a point in clP(fx; yg) that is in N .
Since q points of PG(2; q) have been deleted to form N and at least two of these are
on the line clP(fx; yg) of PG(2; q) which contains t, it follows that t is on at least two
(q+1)-point lines of N . Let ‘1 and ‘2 be two such lines. Now ‘1 intersects clP(fx; zg)
in a point s of N dierent from t. As above, s is on at least two (q+1)-point lines of
N ; let ‘3 be one of these distinct from ‘1. The points on ‘1[‘2[‘3 form the required
Q3; q-subgeometry, completing the proof of (15:1) for m= 3. Now assume m> 3 and
(15:1) holds for m − 1. Again let x; y; z be noncollinear points of X and let t be a
point in clP(fx; yg) that is in N . Consider the restriction N jT of N to the points that
are on (q + 1)-point lines of N through t, and let N 0 be the minor (N jT )=t of N . It
follows that N 0 is isomorphic to PG(m−2; q)nX 0 where jX 0j<q. Therefore by the case
m−1 of (15:1), it follows that N 0 has a Qm−1; q-subgeometry. From this, it follows that
there are m− 1 lines ‘1; ‘2; : : : ; ‘m−1 of N though t such that for all choices of points
b1; b2; : : : ; bm−1 with bi 2 ‘i − t, we have that t; b1; b2; : : : ; bm−1 is a basis of N and
clP(ft; b1; b2; : : : ; bi−1; bi+1; : : : ; bm−1g) is a at of N . To complete the proof of (15:1),
it suces to show there is a hyperplane H of N isomorphic to PG(m− 2; q) and not
containing t, for then if we let H \ ‘i = fbig for i= 1; 2; : : : ; m− 1, we have that each
clP(ft; b1; b2; : : : ; bi−1; bi+1; : : : ; bm−1g) as well as clP(fb1; b2; : : : ; bm−1g) is a at of N ,
thereby exhibiting the required Qm;q-subgeometry. To see that there is such a hyperplane
H , let clP(fx; zg) intersect the hyperplane clP(‘1[‘2[  [‘m−2) in a point s and let Z
be a rank-(m−2) at of PG(m−1; q) contained in clP(‘1[‘2[  [‘m−2) that contains
s and not t. Since Z is in q+1 hyperplanes of PG(m−1; q) and clP(Z[fx; zg) contains
at least two of the q points of X , it follows that at least two of these hyperplanes are
ats of N . Since exactly one such hyperplane, namely clP(‘1[‘2[  [‘m−2), contains
t, the required hyperplane not containing t exists, completing the proof of (15:1).
To prove exq(Qm;q; n)6(qn−qn−m+2)=(q−1)+1 for n>m, let M be a subgeometry
of PG(n − 1; q) with no Qm;q-subgeometry. If M has no PG(m − 2; q)-subgeometry,
then M has at most (qn−qn−m+2)=(q−1) points by Theorem 1. Thus, we may assume
there is a rank-(m − 1) at T of M with M jT isomorphic to PG(m − 2; q). At most
(qn−m+1 − 1)=(q − 1) ats of M having rank m contain T . By the rank-m case, each
rank-m at has at most (qm−1)=(q−1)−q points. Therefore, each rank-m at containing
T has at most qm−1 − q points in addition to the points of T , and so M has at most
qn−m+1 − 1
q− 1 (q
m−1 − q) + q
m−1 − 1
q− 1
points, that is, at most (qn − qn−m+2)=(q− 1) + 1 points, as needed.
Assume n>m and M 2 MAX(EXq(Qm;q; n)). From (15:1) and the preceding para-
graph, we draw the following conclusion.
(15:2) The geometry M has a at T of rank m − 1 with M jT isomorphic to
PG(m− 2; q). Every such rank-(m− 1) at is in exactly
(qn−m+1 − 1)=(q− 1)
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ats of M having rank m and all such rank-m ats are isomorphic to
PG(m− 1; q)n(PG(1; q)− y):
Let M be PG(n− 1; q)nX . To complete the proof, we need to show that there is a
point a of M such that X [ a is a at of PG(n− 1; q). The key to this is the following
assertion, which is proven below.
(15:3) Let T be a rank-(m− 1) at of M with M jT isomorphic to PG(m− 2; q)
and let T 0 be a rank-(m+1) at of PG(n− 1; q) containing T with X 0= T 0 \X .
Then clP(X 0) is a plane that contains q2 + q points of X and one point of T .
Before proving (15:3), we note that the rest of the proof of the theorem follows
easily from it. To see this, we rst show that there is one point a of T such that
for every rank-m at T  of PG(n − 1; q) containing T , the q points of X \ T  are
collinear with a. Indeed, let T0 be a rank-m at of PG(n − 1; q) containing T and
let clP(X \ T0) \ T = fag. For any other such rank-m at T , applying (15:3) to the
rank-(m+ 1) at clP(T0 [ T ) shows that clP(X \ T ) \ T must also be fag. Finally,
we show that X [ a is a at of PG(n − 1; q). For this, we need to show that for
x; y 2 X [ a, we have clP(fx; yg)X [ a. This is obvious if a 2 clP(fx; yg), while if
a 62 clP(fx; yg), applying (15:3) to T 0 = clP(T [ fx; yg) gives the result.
It suces to prove (15:3) in the case n = m + 1. The proof for m> 3 rests on
the case m = 3, so we treat this case rst. This case has the following simpler
formulation.
(15:4) Let M be PG(3; q)nX . Then r(X ) is three.
From (15:2), we know that M has a line with exactly q + 1 points, and each such
line ‘ is contained in exactly q + 1 planes of M , each of which is isomorphic to
PG(2; q)n (PG(1; q) − y); note that the apex of each such plane is on ‘. We rst
show that (15:4) follows if there is a (q + 1)-point line ‘ of M for which all planes
containing ‘ have the same apex, say a, on ‘. Assume there is such a line ‘ and point
a on ‘. Note that each line of PG(3; q) through a either contains q points of X or
is disjoint from X . Pick x; y in X with a 62 clP(fx; yg). If r(X )> 3, then the plane
clP(fx; y; ag) of PG(3; q) shows that (15:2) is violated since clP(fx; y; ag) contains a
(q+1)-point line of M through a as well as at least 2q points of X , namely the points
of clP(fa; xg)− a and clP(fa; yg)− a. This contradiction proves r(X ) = 3, as needed.
Thus we want to show that for some (q+ 1)-point line ‘ of M , all planes through
‘ have the same apex. Assume this is not the case. That is, assume that for each
(q+1)-point line ‘ of M , there are at least two planes  and 0 containing ‘ with the
apex of  diering from the apex of 0. We claim that as a consequence each point of
such a line ‘ is the apex of some plane through ‘. If this were not the case, then there
is a point a on ‘ that is the apex of two planes, say 1 and 2, containing ‘, together
with a dierent point b on ‘ that is the apex of another plane, say 3, containing ‘.
Let ‘ be a (q + 1)-point line of M contained in 1 other than ‘. Thus, a is in ‘.
Let ‘2 and ‘3 be the lines clP(X \ 2) and clP(X \ 3), respectively. Thus a 2 ‘2 and
b 2 ‘3. It follows that clP(‘ [ ‘2) intersects ‘3 in a point x of X . This shows that
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the planes through ‘ violate the structure given in (15:2). Therefore, we make the
following assumption for the rest of the proof of (15:4).
(15:5) For every (q+ 1)-point line ‘ of M; each point of ‘ is the apex of some
plane of M through ‘.
This gives us much information about the lines of M . Indeed, we have the
following.
(15:6) Each point a of M is contained in exactly q lines of M that each have
exactly q + 1 points. All other lines of M containing a have exactly q points;
there are q2 such lines.
To see this, let a be a point of M . Since q2 + q + 1 lines of PG(3; q) contain a
and jX j= q2 + q, it follows that a is on at least one (q + 1)-point line, say ‘, of M .
Now (15:6) follows from (15:5) since a is the apex of precisely one of the planes
containing ‘.
Let ‘X be a line of PG(3; q) containing exactly q points of X and let a be the only
point of M in ‘X . Let x be a point of X not in ‘X . To prove (15:4), we need to
show that the plane clP(‘X [ fxg) contains X . Assume this is not the case. Therefore,
clP(‘X [ fxg) contains points of M in addition to a; let b be such a point. Note that
clP(fa; bg) cannot be a line of M , for then the plane clP(‘X [ fxg) would show that
(15:2) fails. Thus clP(fa; bg) contains exactly q points of M .
Assume rst that the only points of M in clP(‘X [ fxg) are in clP(fa; bg). Let
the points in clP(fa; bg) that are not in X be a1; a2; : : : ; aq. Let s be a point of M
not in clP(‘X [ fxg). Since s is on exactly q lines of M that have exactly q + 1
points, it follows that for i= 1; : : : ; q, the line clP(fs; aig) is a line of M . Choose u in
clP(fs; a3g)−fs; a3g and let fvg=clP(fu; a1g)\clP(fs; a2g). It follows that clP(fs; ug),
clP(fs; vg), and clP(fu; vg) are lines of M , thereby exhibiting a Q3; q-subgeometry
of M . This contradiction shows that not all points of M in clP(‘X [ fxg) are in
clP(fa; bg).
Let c be a point of M in clP(‘X [ fxg) − clP(fa; bg). Now clP(fc; bg) − X is a
q-point line of M , say fc1; c2; : : : ; cqg. Also, each clP(fa; cig) − X is a q-point line
of M . It follows that the points of M in clP(‘X [ fxg) are on q lines through a,
each of which contains q points of M . Let these lines of M be ‘1; ‘2; : : : ; ‘q with
fxig= clP(‘i)− ‘i. Let clP(fx1; x2g) \ ‘3 = fug and choose v 2 ‘3 − fu; ag. Note that
clP(fv; x2g) contains at least two points of X , namely x2 and one point from ‘X −a, as
well as at least two points of M , namely v and the point of intersection clP(fv; x2g)\‘1.
Thus clP(fv; x2g) − X is a line of M with fewer than q points. This contradiction to
(15:6) completes the proof that r(X ) is three, and so establishes (15:4).
We now turn to proving (15:3) for m> 3. It suces to consider n = m + 1. The
following observation will be useful.
(15:7) If n=m+1 and m> 3; then each (q+1)-point line of M is contained in
a rank-(m− 1) at of PG(m; q) that is disjoint from X .
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Indeed, assume ‘ is a (q+1)-point line of M . Since n=m+1, we have jX j=q2+q.
Since ‘ is contained in (qm−1 − 1)=(q − 1) planes of PG(m; q) and (qm−1 − 1)=
(q − 1)>q2 + q, it follows that ‘ is contained in a plane  of PG(m; q) that is dis-
joint from X , which proves the claim if m=4. If m> 4, then argue in the same manner
to get  contained in a rank-4 at of PG(m; q) that is disjoint from X , and so on, until
the required rank-(m− 1) at is obtained.
Now assume m> 3 and n = m + 1. Let T be a rank-(m − 1) at of M with M jT
isomorphic to PG(m− 2; q). Let H1; H2; : : : ; Hq+1 be the hyperplanes of PG(m; q) that
contain T . Let Xi=Hi \X and let clP(Xi)\T =faig for i=1; : : : ; q+1. We rst argue
that a1 = a2 =   = aq+1.
Assume this is not the case; in particular, assume a1 6= a2. We show that this
yields the contradiction that M has a Qm;q-subgeometry. Note that X1 and X2 are not
coplanar, for otherwise they would be in the same rank-m at of PG(m; q) containing
T , contradicting (15:2). Let X1 = fx1; x2; : : : ; xqg. Consider the q planes clP(X2 [ fxig).
Note that no line ‘ of PG(m; q) through a2 and contained in clP(X2 [ fxig) is disjoint
from X , otherwise the rank-(m−1) at containing ‘ given by (15:7) would be contained
in a rank-m at of PG(m; q) containing more than q points of X , contrary to (15:2). It
follows that each of the q lines in clP(X2 [ fxig) through a2 besides clP(X2) contains
at least one point of X , so clP(X2 [ fxig) contains at least 2q points of X . Since
any two of these planes intersect precisely in clP(X2), it follows that clP(X1 [ X2)
contains at least q + q  q points of X . Thus X  clP(X1 [ X2), so r(X ) = 4. Since
jX j= q2 + q and r(X )= 4, statement (15:4) applies: clP(X ) contains a subgeometry of
M isomorphic to Q3; q, so there are noncollinear points p1; p2; p3 of clP(X ) such that
clP(fp1; p2g), clP(fp1; p3g), and clP(fp2; p3g) are lines of M . Let Z be a rank-(m−3)
at of PG(m; q) such that X [ Z spans PG(m; q). From modularity, it follows that
clP(Z [ fp3g)\ clP(X ) = fp3g. Let B= fb1; b2; : : : ; bm−2g be a basis of clP(Z [ fp3g)
for which C(p3; B) is B[p3. We claim that B[ fp1; p2g generates a subgeometry of
M isomorphic to Qm;q, producing the desired contradiction. We need to argue that the
m ats clP(fp2g [ B), clP(fp1g [ B), and clP(fp1; p2g [ (B− fbig)) of PG(m; q) are
contained in M . Thus we need only argue that clP(fp2g[B)\clP(X ), clP(fp1g[B)\
clP(X ), and clP(fp1; p2g[(B−fbig))\clP(X ) are ats of M . By modularity, clP(fp2g[
B) intersects clP(X ) in a line. Since p3 2 clP(B), this line is clP(fp2; p3g), which is
contained in M . The argument in the second case is similar. Again by modularity,
clP(fp1; p2g [ (B−fbig)) intersects clP(X ) in a line, so we have clP(fp1; p2g [ (B−
fbig))\clP(X )=clP(fp1; p2g), which is contained in M . Thus B[fp1; p2g generates a
Qm;q-subgeometry of M . This contradiction arose from assuming a1 6= a2, so we deduce
that there is a single point a of T such that clP(Xi) \ T = fag for i = 1; 2; : : : ; q+ 1.
To complete the proof of (15:3), and hence the theorem, we need to show that
X1; X2; : : : ; Xq+1 are coplanar. If this were not the case, then the plane clP(X1 [ X2)
would contain a (q+1)-point line ‘ of M through a. By (15:7), ‘ would be contained in
a rank-(m− 1) at T of PG(m; q) that is also a at of M . However, clP(T [ X1) is a
rank-m at of PG(m; q) that contains T and at least 2q points of X , namely the points
of X1 [ X2, contrary to (15:2). Thus, X1; X2; : : : ; Xq+1 are coplanar, as needed.
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We single out the case of rank-3 Dowling lattices as being of special interest. The
geometry AG+(n− 1; q) in Corollary 16 and Theorem 17 is
PG(n− 1; q)n(PG(n− 2; q)− y);
the unique single-element extension of AG(n− 1; q) in PG(n− 1; q).
Corollary 16. For n>2 and q> 2; we have exq(Q3(GF(q)); n) = qn−1 + 1 and
MAX(EXq(Q3(GF(q)); n)) = fAG+(n− 1; q)g.
Recall that an alternative way to construct Q3(GF(q)) is to delete a U3;4-subgeometry
from PG(2; 3). Theorem 17 nds ex3(PG(2; 3)nU3;3; n) and the geometries that have
this number of points. The proof is omitted since all ideas needed appear in the proof
of Theorem 15 and the proof is much more straightforward than that of Theorem 15.
Theorem 17. Let G = PG(2; 3)nU3;3. For n>2 we have ex3(G; n) = 3n−1 + 1 and
MAX(EX3(G; n)) = fAG+(n− 1; 3)g.
3. Excluding binary ane geometries
In contrast to the results in Section 2, nding the exact value of exq(G; n) for most
geometries G appears to be quite dicult. A more tractable problem in some cases is




(qn − 1)=(q− 1) :
Upon dividing by the number of points in PG(n− 1; q), Lemma 2 gives
qn − qn−c+1
qn − 1 6
exq(G; n)
(qn − 1)=(q− 1)6
qn − qn−m+1
qn − 1 ; (2)
where c is the critical exponent of G over GF(q) and m is the rank of G. Thus, the
greater the gap between the rank of G and the critical exponent of G, the greater the
gap between the upper and lower bounds in this inequality.
It is mentioned in [3, Section 3:1] that little is known about exq(G; n) when the
critical exponent of G is 1. This is the case in which G is ane over GF(q) or,
equivalently, G is a subgeometry of AG(m − 1; q). In this case, the lower bound
in (2) is zero. Theorem 20 shows that when q is 2 and G is ane, this lower bound is
actually the limit of the ratio ex2(G; n)=(2n−1). Before turning to this, we improve the
lower bound in (2) when G is the ane geometry AG(m− 1; q). Theorem 18 shows
that exq(AG(m− 1; q); n) is bounded below by an exponential function.
Theorem 18. For n; m>3; we have
61=3qn=3
q− 1 6exq(AG(m− 1; q); n):
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Theorem 18 follows from Lemmas 8 and 19 since the uniform matroid U3;4 is a
subgeometry of every ane geometry of rank three or more. The key idea in the proof
of Lemma 19 is essentially the same as in the proof of the Gilbert{Varshamov bound
in coding theory.






(q− 1)3<qn − 1:
In particular, for n>3 we have
61=3qn=3
q− 1 6exq(U3;4; n):
Proof. To show k+16exq(U3;4; n), we construct an n (k+1) matrix A over GF(q)
having no column of zeros, having no column that is a scalar multiple of another
column, and having no set of four columns that is a circuit. Construct the matrix A
one column at a time, starting with an arbitrary nonzero column. Having i columns
that satisfy these conditions, the next column can be any n-tuple over GF(q) except
the i(q− 1) multiples of columns already in A and the ( i3 (q− 1)3 or fewer columns






(q− 1)3<qn − 1;
which proves the rst assertion. The second follows from this by an elementary com-
putation.
Theorem 20 is the main result of this section.




2n − 1 = 0:
By Lemma 8, to prove Theorem 20, we may assume G is AG(m−1; 2). In particular,
we need an upper bound for ex2(AG(m − 1; 2); n) that is considerably smaller than
2n − 1. This is provided by Lemma 21, which improves the upper bound in (2) when
q is 2 and G is ane.
Lemma 21. For n>m>3; we have ex2(AG(m − 1; 2); n)< 2n tm+1 where
tm = 1− 1=2m−2.
Proof. The proof is by induction on m. Throughout, we assume M is a rank-n binary
geometry with s points. We consider M to be a particular restriction of PG(n−1; 2), say
PG(n−1; 2)jS. We say that points x and y of M determine the point z of PG(n−1; 2)
if fx; y; zg is a line of PG(n− 1; 2). Thus, z may or may not be in S.
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Note that for M to have no AG(2; 2)-subgeometry, no two pairs of points of M can
determine the same point of PG(n − 1; 2). Thus ( s2 )62n − 1. Since m>3, we have
s>3, so s2=36( s2 ). Thus s
2=3< 2n, so s< 2(n+log23)=2. This establishes the case m=3
since (log23)=2< 1.
Now assume m>3 and the lemma holds for m. A subgeometry M 0 of M isomorphic
to AG(m; 2) would consist of 2m−1 pairs of points in M (corresponding to the lines
in a pencil of parallel lines), each determining the same point z in the complement
PG(n − 1; 2) − M 0 of M 0, and for which AG(m − 1; 2) is obtained by restricting
PG(n− 1; 2) to the ground set of M 0 together with z and then contracting z. Thus, if
M has no AG(m; 2)-subgeometry, each point in PG(n − 1; 2) must be determined by
fewer than 2(n−1)tm+1 pairs in M , or fewer than 2(n−1+log23)=2 pairs in the case of m=3.





< (2n − 1)2(n−1)tm+1;


















4 n− 14 + 34 log2 3;





+ 12 log2 3< 1 for
m>4 and − 14 + 34 log2 3< 1.
While it seems likely that the analog of Theorem 20 is true for all prime powers q,
this appears to be considerably more dicult to prove.
The nal corollary follows from Lemmas 19 and 21. The upper and lower bounds
are far apart; it would be of interest to narrow this gap.
Corollary 22. For n>3; we have 61=32n=36ex2(AG(2; 2); n)62n=2+1:
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