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Introduction
The rigorous theory of infinite-dimensional PDS started in 2002, with the works of Isac and Cojocaru (see [14] , [4] ), and continued in [5] , [15] . The most recent theoretical and applicative developments can be found in Cojocaru et al. ([3] and [6] ). Such a theory comes as a natural extension to infinite-dimensional Hilbert spaces of the theory of PDS in finite dimensions which started in the early 90's with the papers of Dupuis and Nagurney [8] and [9] .
The finite-dimensional theory has its roots in equilibrium problems and their relation to variational inequality problems (VI). It has applications to economics, operations research, management, to name a few areas, as can be seen in the works by Nagurney et al. (see [18] , [19] , [20] , [21] , [22] , [25] and the references therein).
The intimate relation between a PDS and an associated VI, in both finite and infinite-dimensional settings, is the catalyst for viewing a PDS as the natural dynamics which "tells the story" of a system around steady states. This relation consists of the fact that any critical point of a PDS coincides with a solution to the associated VI (and viceversa), which solution, in turn, is known to describe a steady state of a physical system.
Exploiting the relation between PDS and VI, we give here an example of how PDS describes the dynamics of an elastic string stretched over a body and subjected to vibrations. The mathematical model uses a discontinuous differential equation, also known as a projected differential equation, defined with respect to a closed, convex subset of a Hilbert Sobolev space. Together with the applications of infinite-dimensional PDS in relation to evolutionary variational inequalities (see [6] ), this paper fills an important gap in the applicative potential of infinite-dimensional PDS, which is now under intense investigation. Since a number of boundary value problems can be studied with the help of VI theory (see for example the classical works [2] , [16] , [24] ), the methodology engaged here becomes useful if one is interested in a dynamics of these problems around their steady states.
The paper is organized as follows: Section 2 gives a brief introduction to PDS and their relation to VI problems. Section 3 presents the formulation of the 1-dimensional obstacle problem as a VI, while Section 4 presents the same problem in relation to a projected dynamics. We close with a few concluding remarks and acknowledgments.
Projected dynamical systems and variational inequalities
We assume the reader is familiar with the concepts of convex cone, polar cone and set-valued mapping. Let X be a Hilbert space and let K ⊂ X be a non-empty, closed and convex subset. We recall that for
The normal cone to the set K at x is the polar cone of T K (x), given by N K (x) := {p ∈ X| p, x − x ≥ 0, ∀x ∈ K} . We also recall that for any z ∈ X , there exists a unique element in K , denoted by
, called the projection operator of the space X onto the subset K . The properties of the projection operator on Hilbert spaces are well-known (see [25] ). Evidently, P K (x) = x, for any x ∈ K .
The Gateaux directional derivative of P K is defined as follows (for a proof see [25] , Lemma 4.6 or [23] , Section 3). Proposition 2.1. For any x ∈ K and any element v ∈ X the limit [8] , [2] , [3] ). In other words, Π K is discontinuous on the boundary of the set K . A detailed treatment of this operator on infinite-dimensional Hilbert spaces can be found in Isac and Cojocaru [15] . Throughout this paper, we shall use the fact that
Definition 2.1. Let X be a Hilbert space of arbitrary dimension and K ⊂ X be a non-empty, closed and convex subset. Let F : K → X be a vector field. The differential equation
is called the projected differential equation (PrDE) associated with −F and K .
A PrDE is a special case of the differential inclusions in [7] , [10] and [1] , Chapter 5, Section 6, where Π K is replaced by the set-valued mapping x → −F (x) − N K (x) from K to the subsets of X . The first formulation of equation (1), in the form given above, appeared in [8] with X := R n and K a convex polyhedral set. Is has been used, in the same finite dimensional context, in [9] , [18] , [19] , [20] , [21] , [22] , [26] just to cite a few. It was first formulated in infinite dimensional Hilbert spaces in [14] and [4] .
Let AC([0, ∞), K) denote the class of absolutely continuous functions defined on [0, ∞) with values in K , which satisfy (1) for almost all t ∈ [0, ∞). Cojocaru (see [4] , Chapter 6, Theorem 6.1, and also Cojocaru and Jonker [5] ) completely solved the problem of existence of solutions to a projected equation (1) 
Definition 2.2.
A projected dynamical system (PDS) is given by a mapping Φ : R + × K → K which solves the initial value problem:
We usually denote by x(t) := Φ(t, x) the solution of (2) starting at the initial point x ∈ K . There is a fundamental relation between a PrDE/PDS and a variational inequality problem. Let us call a point
Theorem 2.2. Let X be a Hilbert space of arbitrary dimension and K ⊂ X be a non-empty, closed and convex subset. Let F : K → X be a vector field. Consider the variational inequality problem:
Then the solutions to the variational inequality problem coincide with the critical points of (1).
Proof. The proof can be found in [5] , Theorem 2.2.
We note here that the relation between PDS and VI justifies the convention of using −F in the definition of a PrDE/PDS, whereas F is used to define the associated VI.
The 1-dimensional obstacle problem as a variational inequality
We present now an example of a variational inequality based on a problem of Physics. The problem is known in the literature (see [2] , [16] for a more detailed description) as the obstacle problem. In this paper we only concern ourselves with the 1-dimensional case.
The space H
We define the following sets of functions
where L 2 ((0, r)) is the Hilbert space of measurable, · 2 -integrable functions on the set (0, r).
The set H r) ) in the distributional sense (see [16] , Chapter 4, Section 4), namely for each
We denote by ·, · : r) ), according to [16] , Chapter 2. The bilinear form a defines a linear, continuous transformation F : r) ), given by
for any u, v ∈ H 1 0 ((0, r)). Is is immediate to see that F is Lipschitz, since it is linear and there exists c > 0 so that
, Chapter 3, 26-27).
3.2. The obstacle problem: from optimization to VI. Consider a body A ⊂ R 2 , the obstacle, and two points P 1 and P 2 not belonging to A, as can be seen in Figure 1 . We connect P 1 and P 2 by an elastic, weightless, homogeneous string that cannot penetrate A. The obstacle problem consists of finding the shape assumed by the string. 
Figure 1
Suppose we introduce a system of cartesian axes with respect to which P 1 and P 2 have the coordinates (0, 0) and respectively, (r, 0) and suppose that the lower part of the boundary of A, in the region we are interested (i.e. the interval [0,r]) is described by a curve of equation y = Ψ(x). Let y = u(x) be the curve describing the shape assumed by the string. Physics tells us that u must be continuous, otherwise there would be a break in the string, but not necessarily differentiable, as shown in Figure 2 . 
Figure 2
On the other hand, let us assume for now that Ψ is continuous on [0, r] . Note that the obstacle problem can be written as an optimization problem because the string assumes the configuration which minimizes the energy of elastic deformation of the system, among all the configurations which are consistent with the constraints imposed on the string. The energy of deformation is defined as e(v) := 
Figure 3
Now the formulation of the obstacle problem in the form of an optimization problem can be completed:
Problem 1. Suppose Ψ satisfies either one of the conditions 1 or 2 above. Then the obstacle problem is that of finding u ∈ K such that e(u) ≤ e(v), for all v ∈ K.
We consider again the mapping F : r) ) given by (3). Then the following result holds.
Lemma 3.1. Problem 1 is equivalent to the following variational inequality
This VI problem has a unique solution, hence Problem 1 has a unique solution. v, v) . Keeping in mind that a is symmetric, the proof is a consequence of [2] , Chapter 2, Section 2, Theorem 2.3, for L := 0 . The symmetric bilinear form a is coercive on K (i.e., there exists α > 0 s.t. a(u, u) ≥ α u 2 ) and so the variational problem (4) has a unique solution, according to the Lions-Stampacchia Theorem (see [2] , Chapter 3, Theorem 3.1).
Proof. It is obvious that e(v)
:= 1 2 a(
The 1-dimensional obstacle problem and PDS
Variational inequalities theory offers solutions to static problems, like the one formulated in the previous section, also known as equilibrium solutions. If the problem is dynamic, the VI theory alone is not very helpful.
In our case, we suppose that the string is pinched, thus subjected to vibrations. The result of this experiment is that in a certain amount of time, in the absence of other actions, the string will regain its equilibrium position, i.e., that of minimal energy of deformation. We show here how an infinite-dimensional projected dynamics describes this experiment.
As in Section 2, we define the projected dynamical system associated to the 1-dimensional obstacle problem (4) in the VI form, given by the equation:
where F is defined as in (3). From Theorem 2.2, the critical points of (5) are the solutions to the VI (4), and by Lemma 3.1 there is only one such point for the PDS (5) .
To analyze the movement of the string, in the presence of a unique equilibrium state, we use the theoretical results for PDS. We start by recalling the notions of monotonicity and pseudo-monotonicity, which are widely used in the theory of variational inequalities and complementarity, and in those of discontinuous differential equations and functional equations (see for example [1] , [3] , [4] , [5] , [6] , [11] , [12] , [14] , [16] , [17] , [18] , [19] ). 
Theorem 4.3. The mapping F :
Proof. The strong pseudo-monotonicity of the mapping F is given by the existence of a constant η > 0 with the property that
or equivalently , r) ). The second condition above can be re-written in terms of the energy of deformation as
We show next that F is strongly pseudo-monotone with constant η := 1 . By a simple calculation, keeping in mind the symmetry of the form a, we obtain
Letting η := 1 we obtain that
in other words F is a strongly pseudo-monotone mapping on K .
In [18] for finite dimensions, and [14] , [4] in infinite dimensions, the notions of (local or global) monotone attractors and strict monotone attractors were introduced to study the behaviour of a PDS around its steady states. These notions are different than the one of attractor, as used in the classical theory of dynamical systems, and are implied by various types of local or global monotonicity of the vector field F . In particular, the strict monotone attractors are especially important to study the existence of periodic cycles of a PDS (see [3] for strict monotone fields F ), as Theorem 4.2 below shows.
In this paper, given Theorem 4.1, the field F is globally strongly pseudomonotone, thus we remind only the definition of a global strict monotone attractor.
Definition 4.4.
A critical point u * (·) of (5) 
is decreasing whenever F is strongly, or merely strictly, pseudo-monotone. Let us assume that there exists at least one periodic cycle of (5), of period T , starting at a point u(·, 0) ∈ K . Then we obtain that for each t > 0,
Since t < t + T , the above equality contradicts the fact that t → u(·, t) − u * (·) is decreasing. (2) Based on Theorem 4.1 and on [4] , Theorem 7.6, the unique equilibrium of (5) is exponentially stable.
The interpretation of Theorem 4.2 is as follows. From Lemma 3.1, the VI problem (4) has a solution. Applying integration by parts we obtain that (4) is equivalent to the problem of finding u ∈ H 1 0 ((0, r)) such that F (u) = −u in the sense of distributions (see also [2] , Chapter 6, Section 6.1). Hence the vector field −F has the value u at any given function u ∈ K . Then for small deviations from a straight line, u is proportional to the curvature of the elastic string, and therefore to the vertical component of the tension on the elastic string towards its equilibrium position. Our conclusion here is that the motion of the string cannot be periodic in time, and that it converges to its rest position exponentially, the convergence taking place in the Sobolev space of functions H 1 0 ((0, r)).
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