Abstract
Introduction
Queueing network models are among the most natural for quantitative analysis, capacity planning and buffer dimensioning of logistics, manufacturing and communication systems and networks. Owing to their rarity, efficient simulation of buffer overflow events in queuing network models has been a challenging problem. Among the most effective methodologies researched and applied so far are those based on importance sampling (see, e.g., [8] , [2] , [15] ) and importance splitting (see, e.g., [13] , [23] , [12] ) techniques. (Importance sampling is the methodology adopted in this paper.) However, to date, the success of these techniques has been limited to simulations of single server queues and some very simple queueing networks, under restrictive assumptions regarding the underlying arrival and service processes (e.g., having light-tail distributions) [22] . The overflow event of interest is usually that of an individual buffer in the network or that of the total network population, given some initial network state (e.g., starting from an empty network). Until recently, only state-independent importance sampling heuristics were developed and considered for analysis. In these heuristics, the change of measure is 'static' and independent of the network state (the number of customers at network nodes). A relatively simple (and well known) heuristic change of measure for simulations of population overflow in queueing networks is that proposed in [20] and further investigated in [10] and [11] . However, even for the simplest Jackson queueing network (e.g., 2-node tandem network), the effectiveness of this heuristic is limited to only some region of the (arrival and service) parameters space (see [14] , [5] ). (We use the term 'effectiveness' interchangeably with 'asymptotic efficiency,' see Section 2.2 for a precise definition.) Effective bandwidth methods have been used to develop heuristics for simulating overflow of an individual buffer in some specific class of networks, e.g., feed-forward [9] and in-tree [7] fluid flow networks. Recently [16] proposed a heuristic change of measure for simulating the overflow of an individual buffer in queueing networks of general topology and arbitrary routing (i.e., including feedback). Stateindependence is a common feature of the heuristics mentioned above. Also, none of them is provably effective for simulating population overflow in networks with an arbitrary and feasible set of parameters ( [14] , [16] , [5] ). For the two-node tandem network, it is shown in [18] that a state-dependent change of measure can be effective where, provably, no effective state-independent change of measure exists ( [14] , [5] ). Work in [6] uses adaptive optimization techniques based on the method of cross-entropy [21] to approximate the 'optimal' state-dependent change of measure. More recently, a similar adaptive approach based on stochastic approximation is introduced in [1] . These approaches appear to be the most promising for application to Markovian (Jackson) networks of general topology. A drawback, however, is the computational and storage de-mands for large state-space models associated with large networks. In this paper, we consider estimating the probability of population overflow in (Markovian) tandem queueing networks. As noted above, even for the simplest two-node tandem network, no state-independent change of measure exists which is effective for all feasible network parameters ( [14] , [18] , [6] , [16] , [5] ). The aim of the work presented in this paper is to use results and insights from these papers to develop a state-dependent change of measure which is sufficiently close to the 'optimal' without the need for a costly optimization procedure as in [6] . A key observation is that the 'optimal' change of measure depends on the network state only along and close to the boundaries (when one or more nodes are empty), and tends to become state-independent in the interior of the state-space. Therefore, if we can determine the change of measure along the boundaries and at the interior of the state-space, then we may be able to combine them appropriately to construct a state-dependent change of measure that approximates the 'optimal' one in the entire statespace. Preliminary experiments using the proposed methodology (dubbed 'state-dependent heuristic' or SDH in short) are very encouraging. Simulations to estimate the probability of population overflow in 2-node tandem networks produce asymptotically efficient estimates with bounded relative error. In Section 2 we give some preliminaries and notation. We formally define the basic model and the probability of interest. A brief review of the importance sampling technique is also presented. In Section 3 we first introduce the basic idea and motivation for the proposed SDH. The approach is then applied to determine a heuristic change of measure for the 2-node tandem network. A time reversal argument is provided to justify this heuristic. Also, a modified heuristic leading to better efficiency is proposed. In Section 4 we present experimental results and comparisons with other known methods to estimate the probability of population overflow. Conclusions and a discussion of the advantages and challenges associated with the proposed methodology are given in Section 5.
Preliminaries
The queueing network model and associated notation are first introduced in Section 2.1. A brief review of importance sampling and definitions of some basic properties of simulation estimators are provided in Section 2.2.
Model and notation
Consider a Jackson network consisting of n nodes (queues) in tandem. Customers arrive at the first node according to a Poisson process with rate λ. The service time of a customer at node i is exponentially distributed with rate μ i , 1 i n. Customers that leave node i join node i + 1 (if i < n) or leave the network (if i = n). Each node has its own buffer, which is assumed to be infinite. We also assume that the queueing network is stable, i.e.,
Let X i,t (1 i n) denote the number of customers at node i at time t 0 (including those in service). Then the vector X t = (X 1,t , X 2,t , ..., X n,t ) is a Markov process representing the state of the network at time t. Denote by S t the total number of customers in the network (network population) at time t, i.e.,
Assuming that the initial network state is X 0 = (1, 0, ..., 0) (i.e., upon a customer's arrival to an empty network), we are interested in the probability that the network population reaches some high level L ∈ N before returning to 0. We denote this probability by γ(L) and refer to it as the population overflow probability, starting from an empty network. It can be used to estimate other steady-state probabilities of interest. Consider, for example, the estimation of the steady-state probability that the network population exceeds a given level L. One way to estimate this probability is by observing a large number of 'true' regeneration cycles (e.g., with an empty network as a regeneration point). Then, an estimate of the steady-state probability of population overflow is the ratio of two (possibly independent) estimators [19] ; one for the expected time at or above level L in a cycle (the numerator), and the other for the expected cycle time (the denominator). The numerator could be estimated independently and more efficiently using the same importance sampling distribution as that used to estimate the population overflow probability introduced above (see Section 2.2).
Importance sampling
Importance sampling involves simulating the system (or model) under different underlying probability distributions so as to increase the frequency of typical sample paths leading to the rare event. Formally, denote by P andP the original and the new probability measures, respectively. Let w be a sample path over the interval [0, t]. Then, the likelihood ratio associated with w is given by W t (w) =
, where P (w) andP (w) are the probabilities (or likelihoods) of sample path w under the original and the new measure, respectively. An obvious condition is thatP (w) > 0 whenever P (w) > 0. Starting from X 0 , define τ as the first time S t hits level L or level 0, then
where 
Thus, a variance reduction is obtained ifP is chosen such thatẼ
The relative error is defined as the ratio of the standard deviation of the estimator over its expectation, i.e.,
The estimatorẼ W τ I {Sτ =L} is said to be asymptotically efficient if its relative error grows at sub-exponential (e.g., polynomial) rate as L → ∞, (i.e., as γ(L) → 0). This is a desirable property which may be achieved by a careful (and often complex) problem-specific analysis to determine the 'optimal' change of measure.
That is, θ is the asymptotic decay rate of the overflow probability γ(L) as L → ∞. Then, asymptotic efficiency is obtained if
The estimator is said to have the bounded relative error property (which implies asymptotic efficiency) if its relative error is bounded in L as γ(L) → 0.
It is important to note that a change of measure may, in general, depend on the state of the system, even if the original underlying distributions do not depend on the system state. For instance, in a Markovian queueing network, the new arrival and service rates (to be used in importance sampling) may depend on the state of the network (i.e., the buffer content at each node). A state-dependent change of measure is more suited to affect the dynamics of the simulated system so as to follow the 'optimal' (most likely) path leading to the rare event. Indeed, a properly determined statedependent change of measure typically outperforms the 'optimal' state-independent one, if the latter exists (for theoretical and empirical evidence, see, e.g., [18] , [4] , [6] ).
In the next section we propose an approach to approximate the 'optimal' state-dependent change of measure. If the approximation is sufficiently good, then asymptotic efficiency is achieved, as evidenced experimentally in Section 4.
State-dependent heuristic (SDH)
Recently proposed methods to determine state-dependent change of measures have some obvious drawbacks. It is not clear whether the analysis in [18] can be easily extended to larger networks. Similarly, computational demands and large state-space limit the effectiveness of adaptive methods ( [1] , [6] ). In this section we propose a new approach and use it to determine a state-dependent change of measure to estimate the probability of population overflow in 2-node tandem networks. No proofs of asymptotic efficiency are provided, however, the heuristics involved are motivated by arguments based on 'time-reversal' of large deviation paths [3] and are empirically shown to yield estimates with bounded (or linear in L) relative error. The general approach can also be applied to larger networks; preliminary experimental results for 3-node and 4-node tandem networks (not reported in this paper) are quite promising.
Motivation
The change of measure proposed in this section is inspired by theoretical and empirical results in [18] and [6] . These results indicate that the 'optimal' change of measure depends on the state of the network, i.e., the number of customers at the network buffers. Furthermore, this dependence is strong along the boundaries of the state-space (i.e., when one or more buffers are empty) and eventually (often quickly) disappears in the interior of the state-space (i.e., when the contents of all buffers in the network are sufficiently large). Capturing dependencies along the boundaries has shown to be very crucial for the asymptotic efficiency (or 'optimality') of the change of measure. The above observation suggests that if we know the 'optimal' change of measure along the boundaries and in the interior of the state-space, then we might be able to 'construct' a change of measure that approximates the 'optimal' one over the entire state-space. If the approximation is sufficiently good, then the change of measure may yield asymptotically efficient estimators. Indeed, this is confirmed by empirical results in Section 4.1. To realize this idea we use heuristics based on combining known large deviations results and 'time-reversal' arguments, as explained in the following sections for the 2-node tandem network.
SDH for the two-node tandem network
The state of the 2-node network is completely determined by the continuous-time Markov chain (CTMC) process X t = (X 1,t , X 2,t ). Without loss of generality, we assume that λ + μ 1 + μ 2 = 1. The change of measure to be used in importance sampling is also a CTMC (on the same statespace), however, with different arrival and service rates: λ,μ 1 ,μ 2 , which, in general, may depend on the state of the network. In other words, let x = (x 1 , x 2 ) be the state of the network at some time t. Then the new arrival and service rates at time t are allowed to depend on (and therefore are functions of) the buffer contents x 1 and x 2 . Note that the new change of measure does not necessarily correspond to a stable network, and, therefore, the inequalitỹ λ < min(μ 1 ,μ 2 ) need not to hold. As for the original network, we assume thatλ +μ 1 +μ 2 = 1.
Proposition 1 Define [a]
+ = max(a, 0) and [a] 1 = min(a, 1), and let 0 ≤ b ≤ L be a fixed integer. The following equations describe the proposed change of measure for the 2-node tandem network:
Note that the new arrival and service rates depend on the state of the network only through x 2 , the buffer content at the second node. The above heuristic (SDH) suggests two change of measures (M 1 ) and (M 2 ) (as indicated schematically in Figure 3 ). Along the boundary, x 2 = 0, the change of measure (M 1 ) is given by:λ
When x 2 ≥ b, the change of measure (M 2 ) is given by:
In the interim, 0 < x 2 < b, the new rates are simply linear interpolation from their values at x 2 = 0 to their values at
Let us follow a sample path starting from an arrival to an empty network, the proposed change of measure implies the following: Initially, and while x 2 = 0, exchange the arrival rate (λ) with the service rate at node 1 (μ 1 ), i.e., start with the first node being unstable and the second node is stable.
As the buffer content in the second buffer increases in the range (0 < x 2 < b), gradually and simultaneously reduce the 'load' on the first node while increasing the 'load' on the second node. When the buffer content at the second node reaches (and exceeds) level b, exchange the arrival rate (λ) with the service rate at node 2 (μ 2 ). That is, in the interior (and as long as x 2 ≥ b) the second node is unstable, the first node is stable (resp. unstable) if μ 2 < μ 1 (resp. if μ 1 < μ 2 ), and the new rates do not depend on the network state.
Remark 1 Note that b is the range (number) of boundary levels for which the change of measure depends on the network state. In general, the best value of b (yielding estimates with lowest variance) may depend on the set of network parameters as well as the overflow level L. Empirical results in Section 4 indicate that, for some regions in the parameter space, the best b is quite robust and does not change with the level L. For other regions, the best b may vary slightly from one parameter point to another, and may also depend on L. It is also important to note that for μ 1 < μ 2 (resp. μ 2 < μ 1 ), the above change of measure reduces to that in [20] when b = ∞ (resp. b = 0).
Time reversal argument
The above change of measure can indeed be corroborated using 'time-reversal' [17] as argued in this section. The reverse time process of the 2-node tandem network being considered is also a 2-node tandem network in which the arrival rate is λ and the service rate at Node 1 (resp. Node 2) is μ 2 (resp. μ 1 ). Unlike the forward time process, arrivals in the reverse time process enter the network at Node 2 and exit from Node 1 (see Figure 1 ). Roughly speaking, according to [3] , in the limit as L → ∞, the most likely path to the rare set (e.g., population overflow) in the forward time process is the same path by which the reverse time process evolves, given that the latter starts from the rare set. Clearly, we need to know more precisely where the rare set is most likely to be hit. This, of course, depends on the service rates. According to [3] , if μ 1 < μ 2 , then (asymptotically) this is the state (x 1 = L, x 2 = 0). Alternatively, if μ 2 < μ 1 , then (asymptotically) this state is
It is important to note, however, that for large but finite L, the hitting state at the rare set is no longer at one of the extremes (L, 0) or (0, L) but somewhere along the line
That is, both Node 1 and Node 2 may be nonempty (and possibly both are unstable) upon entry into the rare set at some state
This is a key to the justification of the proposed change of measure via time reversal argument as explained below. Let μ 1 < μ 2 , then the reverse time process starts at
Node 2 has external arrival rate λ and initially its departure rate is μ 1 (not μ 2 !), thus it empties at rate μ 1 − λ. In the meantime, Node 1 has input and departure rates equal to μ 1 , thus it is initially 'critical' (i.e., no build up). Node 2 empties first, and when it does, its arrival and departure rates are equal to λ. At that time, Node 1 has arrival rate λ and departure rate μ 1 , thus it empties at rate μ 1 − λ. Note that departures (resp. arrivals) in reverse time correspond to arrivals (resp. departures) in forward time. It follows that along the most likely path to population overflow, Node 1 is initially unstable (arrival rate μ 1 and service rate λ) and thus builds up at rate μ 1 − λ, while Node 2 is stable (arrival rate λ and service rate μ 2 ). At some point, before
Proceedings of the Second International Conference on the Quantitative Evaluation of Systems (QEST'05) hitting the rare set, Node 1 becomes 'critical' and the number of customers stops building up (corresponding to arrival and service rates equal to μ 1 ). At the same time, Node 2 starts to build up at rate μ 1 − λ (corresponding to arrival rate μ 1 and service rate λ). A similar time reversal argument can be pursued when μ 2 < μ 1 . In this case, the reverse time process starts at (L 1 , L 2 ), with L 2 L 1 . Node 2 is backlogged, its departure rate is μ 2 and its arrival rate is λ, thus it empties at rate μ 2 − λ. In the meantime, Node 1 is 'critical,' having input and departure rates equal to μ 2 (since μ 2 < μ 1 ), thus no build up. When Node 2 empties, its arrival and departure rates are equal to λ. At that time, Node 1 has arrival rate λ and service rate μ 1 , thus it empties at rate μ 1 − λ. It follows that along the most likely path to population overflow, Node 1 is initially unstable (arrival rate μ 1 and service rate λ), and Node 2 is initially stable (input rate λ and service rate μ 2 ). Soon after, Node 1 turns stable with arrival and departure rates equal to μ 2 (since μ 2 < μ 1 ). At the same time, Node 2 starts to build up at rate μ 2 − λ (corresponding to input rate μ 2 and service rate λ). It is now clear that in both cases (μ 1 < μ 2 and μ 2 < μ 1 ), the forward time process will (qualitatively) follow the same most likely path to population overflow (see Figure 2 ): initially Node 1 is unstable (arrival rate μ 1 and service rate λ) and Node 2 is stable (arrival rate λ and service rate μ 2 ). After some time, Node 2 becomes unstable (input rate μ 1 and departure rate λ) and Node 1 remains unstable (if μ 1 < μ 2 ) or becomes stable (if μ 2 < μ 1 ). Indeed, the heuristic proposed in Section 3.2 follows the above most likely (forward time) path scenario: initially (x 2 = 0), the change of measure M 1 is to exchange λ and μ 1 . At some time, if and when x 2 ≥ b, the change of measure M 2 is to exchange λ and μ 2 . In the interim (0 < x 2 < b), the change of measure is a linear interpolation of M 1 and M 2 .
Improved heuristic (SDH-A)
It is important to note that the most likely path to the rare set (as predicted from time reversal) may not necessarily correspond to the actual (or 'optimal') one, particularly along the boundaries. Indeed, it turns out (as empirically observed) that the proposed change of measure described in Section 3.2 tends to 'over-bias' unstable nodes along and close to the boundaries (i.e., x 1 and/or x 2 close to 0). This observation prompted a modification of the heuristic in Proposition 1. The modified change of measure is described in the following proposition, and in this paper, we refer to it as SDH-A.
Proposition 2 Define [a]
+ = max(a, 0) and [a] 1 = min(a, 1), and let 0 ≤ b ≤ L be a fixed integer. The following equations describe another change of measure for the 2-node tandem network:
Note that, unlike change of measure in Proposition 1, the new arrival rate is equal to min(μ 1 , μ 2 ), independent of x 2 . The modified heuristic (SDH-A) suggests two change of measures (M 1 ) and (M 2 ) (as indicated schematically in Figure 4 ). Along the boundary, x 2 = 0, the change of measure (M 1 ) is given by:
Let us follow a sample path starting from an arrival to an empty network, the proposed change of measure implies the following: The arrival rate is fixed at the minimum service rate. Initially, and while x 2 = 0, Node 1 is unstable with service rate λ, and Node 2 is stable with service rate μ 2 (resp. μ 1 ) if μ 2 > μ 1 (resp. if μ 1 > μ 2 ). When the buffer content at Node 2 reaches (and exceeds) level b, Node 2 is unstable with service rate λ, and Node 1 is stable or 'critical' (if μ 1 = μ 2 ). For the 2-node tandem network, the above modified heuristic (SDH-A) performs comparably or slightly better than SDH (see experimental results in Section 4.1).
Experimental results
Importance sampling to estimate the probability of population overflow (γ(L)) involves generating, say, N , independent and identically distributed (i.i.d.) busy cycles (i.e., starting with an empty network). In each cycle, the change of measure described above is applied until either the population overflow event is reached or the network population returns to 0. 
where W i is the likelihood ratio associated with cycle i. The second moment of the random variable IW is estimated byγ
The variance V AR(γ) and the relative error RE(γ) of the importance sampling estimatorγ follow from:
Another useful measure for comparing the efficiency of different estimators (e.g., different importance sampling heuristics) is the 'relative time variance' (RT V ) product, which is defined as the simulation time (in seconds) multiplied by the squared relative error of the estimator. Equivalent measures of efficiency are used in the literature, but may be termed differently. As the estimate becomes more stable, its RT V tends to a constant value, which is smaller for a more efficient estimator. Therefore, RT V can be used as an indicator to test convergence, to control accuracy, and to compare the efficiency of different estimators. For example, if RT V 2 (for Estimator 2) is larger than RT V 1 (for Estimator 1), then it will take Estimator 2 a longer simulation time to reach the same accuracy. The ratio RT V 2 / RT V 1 represents the efficiency gain when using Estimator 1 relative to that when using Estimator 2. As in some literature, we refer to it as the variance reduction ratio (V RR) and use it for comparing the efficiency of different importance sampling heuristics in the next section.
Simulations of the two-node tandem network
In this section we consider the 2-node tandem network and present experimental results obtained by using the proposed state-dependent change of measures (SDH and SDH-A), described in Section 3.2 and Section 3.4, respectively. Comparisons with other state-dependent heuristics (determined adaptively) are also presented. It is shown empirically and/or proven formally ( [14] , [5] ) that the well-known state-independent heuristic in [20] (here referred to as PW) yields asymptotically efficient estimates with bounded relative error only in some regions of the feasible parameter space (a feasible set of parameters corresponds to a stable network). Based on empirical results in [5] , the feasible parameter space is divided into the following 3 regions, depending on the observed asymptotic properties of the PW estimator (see Figure 5 ): Region I (BRE)-PW yields estimates with bounded relative error; Region II (ERE)-PW yields estimates with exponentially growing relative error; and Region III (IRE)-PW yields estimates with infinite variance/relative error. Results obtained using the PW heuristic are reported to show where it does (or doesn't) work and how it compares with SDH and other heuristics when it works well. Comparisons with the state-dependent change of measure determined using the adaptive methodology in [6] (here referred to as SDA) are also included. As in SDH, SDA aims to approximate the 'optimal' state-dependent change of measure; however, the 'optimal' transition probabilities (at each state) are determined adaptively during simulation. SDA also assumes state-dependence over a (small) number (b) of boundary layers. In either SDH or SDA, the best b can be determined by repeating the simulation for increasing b, possibly starting with b = 0 (i.e., no state-dependence). The best b is the one that yield the maximum efficiency (i.e., when RT V reaches a stable minimum). To approach a fair comparison, it is assumed in all experiments that the best b (corresponding to each of the used methods) is pre-determined and is used to run the simulation. To verify the correctness of the simulation estimates, numerical results (using the algorithm outlined in [12] ) are also included in the comparison tables. The experiments in this section are designed to demonstrate that the proposed state-dependent change of measures (described in Sections 3.2 and 3.4) always yield asymptotically efficient estimates (mostly with bounded relative error), also in those regions where no state-independent change of measure is known to be asymptotically efficient (i.e., Regions II and III in Figure 5 ). Therefore, 8 different experiments are performed, corresponding to 8 parameter points covering all regions in Figure 5 . That is, 2 points in each of the 3 regions (BRE, ERE, and IRE) and 2 points along the line μ 1 = μ 2 . These points are representative and the results are consistent with extensive simulations (not included here) covering each and all regions in Figure 5 . In all simulation experiments, the same number of replications, namely, 10 6 , is used to obtain estimates of the population overflow probability γ(L). These estimates are presented in Table 1 through Table 8 ; one table for each of the points indicated in Figure 5 . For each estimate in the tables, we include the relative error (in percentage) as an indication of convergence and asymptotic efficiency. It is important to note, however, that the relative error displayed in the tables is not a good measure for comparisons, since the associated computational effort may be significantly different from one method to another. In other words, a smaller relative error does not necessarily mean a higher efficiency. For
Proceedings of the Second International Conference on the Quantitative Evaluation of Systems (QEST'05) the purpose of comparing the proposed heuristics (SDH and SDH-A) with that determined adaptively (SDA), we include V RR (relative to RT V of SDA) as a more objective measure of efficiency gains. Hence, V RR = 1 for SDA, and a V RR > 1 implies efficiency gain over SDA. It should also be noted that the experimental results presented here are obtained using basic and non-optimized implementations of SDH and SDA. Therefore, comparisons should not be interpreted as definitive, and may change in other experimental settings using different implementations. (A more optimized implementation of SDA is used in [6] .) A careful inspection of Table 1 through Table 8 leads us to make the following observations and comparisons between the tested heuristics, the state-independent (PW) and the state-dependent (SDA, SDH, and SDH-A): BRE Region I (Tables 1 and 2 ): All heuristics yield very accurate estimates with bounded relative error. Note, however, that for Point I-1, SDH and SDH-A have an 'optimal' b equal to 0 (as found experimentally). For this point, SDA outperforms the other heuristics (V RR < 1). For Point I-2, SDH and SDH-A have an 'optimal' b = ∞ and yield efficiency gains over SDA (1 < V RR < 3). As noted in Remark 1, the heuristics SDH and SDH-A reduce to PW for b = 0 (if μ 2 < μ 1 ) and for b = ∞ (if μ 1 < μ 2 ). The different results in Tables 1  and 2 are due to a slightly improved importance sampling implementation of SDH and SDH-A, in which the transition ending a busy cycle in the 'empty network' (rather than 'population overflow') state is not allowed. ERE Region II (Tables 3 and 4) : Except for PW, all heuristics yield stable estimates. (The (*) next to PW in the tables is to indicate that its estimates are not stable.) For Point II-1, SDA, SDH, and SDH-A give bounded relative error, and SDA outperforms SDH and SDH-A (.01 < V RR < .07). (It is not clear why SDA gives much lower relative error for this point than it does for any other point). For Point II-2, the relative error seem to grow slowly and linearly with L, and SDH and SDH-A yield efficiency gains over SDA (3 < V RR < 7). IRE Region III (Tables 5 and 6) : Except for PW, all heuristics yield stable estimates. For Point III-1, SDA, SDH, and SDH-A give bounded relative error, with SDH and SDH-A slightly more efficient than SDA (.2 < V RR < 3.5). For Point III-2, the relative error seem to grow linearly with L, and SDH and SDH-A yield efficiency gains over SDA (4 < V RR < 6). ERE/IRE Line μ 1 = μ 2 (Tables 7 and 8): Note that for Points IV-1 and IV-2, SDH and SDH-A are the same. Except for PW, all heuristics yield stable estimates with bounded relative error. SDH and SDH-A yield efficiency gains over SDA (1 < V RR < 10). Tables 1 through 8 show that the proposed heuristics SDH and SDH-A yield estimates with bounded relative error for points with μ 2 ≤ μ 1 (i.e., points in the lower triangle, below and including the line μ 1 = μ 2 in Figure 5 ) as well as for points in the upper BRE Region I. Only for points in the upper ERE/IRE Regions II and III (with μ 1 < μ 2 ), the SDH and SDH-A estimates have a linearly bounded relative error (see Tables 4 and 6). Note, however, that according to the interchangeability argument in [24] , the probability of population overflow is invariant with respect to the placement order of nodes in a Jackson tandem network. Therefore, by interchanging the service rates (μ 1 and μ 2 ), the overflow probability for points in the upper ERE/IRE Regions II and III can also be estimated with bounded relative error! It should be noted that the above empirical results are based on simulation of the (simple) 2-node tandem network. Therefore, the efficiency comparisons are tilted in favour of SDA, which tends to be less effective for large state-space. More significant efficiency gains of SDH/SDH-A over SDA may be obtained for larger networks. Moreover, preliminary results (not reported here) from simulations of 3-node and 4-node tandem networks, with change of measures developed using the same approach, are quite encouraging.
Remark 2 Experimental results in

Conclusions and further work
In this paper we have introduced a new approach to approximate the 'optimal' state-dependent change of measure to be used in importance sampling simulation of queueing networks. The approach is based on the observation that the 'optimal' (asymptotically efficient) change of measure depends on the state of the network most crucially along and close to the boundaries of the state-space. Therefore, if we can determine the 'optimal' change of measure along the boundaries and in the interior of the state space, then we may be able to construct a 'good' approximation over the entire state-space. The approach (which we refer to as SDH) is applied to derive a state-dependent change of measure for the estimation of population overflow in the 2-node tandem network. Empirical results show that importance sampling using this change of measure yields asymptotically efficient estimates (with bounded relative error), also where no stateindependent change of measure is known to be effective. Moreover, preliminary results (not reported here) from simulation of larger tandem networks using the same approach look promising. Developing similar heuristics for Jackson networks is also underway. 
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