Abstract-An approach to optimal soft decoding for vector quantization (VQ) over a code-division multiple-access (CDMA) channel is presented. The decoder of the system is soft in the sense that the unquantized outputs of the matched filters are utilized directly for decoding (no decisions are taken), and optimal according to the minimum mean-squared error (MMSE) criterion. The derived decoder utilizes a priori source information and knowledge of the channel characteristics to combat channel noise and multiuser interference in an optimal fashion. Hadamard transform representations for the user VQ's are employed in the derivation and for the implementation of the decoder. The advantages of this approach are emphasized. Suboptimal versions of the optimal decoder are also considered. Simulations show the soft decoders to outperform decoding based on maximum-likelihood (ML) multiuser detection. Furthermore, the suboptimal versions are demonstrated to perform close to the optimal, at a significantly lower complexity in the number of users. The introduced decoders are, moreover, shown to exhibit near-far resistance. Simulations also demonstrate that combined source-channel encoding, with joint source-channel and multiuser decoding, can significantly outperform a tandem source-channel coding scheme employing multiuser detection plus table lookup source decoding.
I. INTRODUCTION
A MULTIUSER communication channel is essentially several independent or dependent parallel channels, one for each user. In frequency-division multiple access (FDMA) and time-division multiple access (TDMA), these channels can be assumed to be independent (if large enough frequency or time guard intervals are used, to avoid adjacent channel interference; see [3, Ch. 15] ). In code-division multiple access (CDMA), however, the channel introduces cross correlation between the users. Therefore, (statistical) knowledge about all users can be utilized in order to enhance the performance in decoding one particular user. Thus, the performance in decoding one user can be enhanced by considering all users in the decoding. Such an approach is taken on in this paper. One may argue that decoding unwanted users is an impairment. However, in many situations all users actually are the wanted users, for example, in base station detection (in the uplink of a cellular system) and in cable transmission (electrical or fiber), where independent channels usually are to be decoded at the same place. Moreover, even if only one user is the wanted user, multiuser decoding may be a realistic choice if a simplified decoding scheme can be used. For example, complete decoding of the unwanted users is usually not necessary (see Section IV). Furthermore, much of the performance gain is obtained by only considering the strongest interfering users and, thus, it usually suffices to decode a few unwanted users. Many suboptimum multiuser detectors exist, some suitable for base station decoding and some suitable for mobile station decoding (see [4] and references listed therein for a good survey).
Vector quantization (VQ) 1 is an important technique for block-based source coding [5] . The conceptual advantages of VQ have been known since the work by Shannon on block source coding with respect to a fidelity criterion [5] - [7] . Two of these are: 1) block source coding of high dimension can approach the rate-distortion bound to achievable performance [5] , [8] and 2) a VQ can model any device that maps blocks of source data into a finite representation [5] . That is, according to 2) the VQ paradigm can be used to model any blockbased source coding device. This result is important since it implies that much theoretical work on VQ, including the work presented in this paper, applies also to source coding devices that are block-based in nature but do not explicitly use VQ for implementation (e.g., a JPEG image coder).
Because of the implementation complexity VQ has not become common in applications until in recent days. However, as hardware technology advances, VQ is becoming a major tool in many practical systems. For example, VQ is nowadays employed in most (low or medium rate) speech coding algorithms [9] . More specifically, all speech coders that are based on the code-excited linear-predictive (CELP)-concept use VQ for excitation coding (by "definition" of CELP speech coding) [9] . Furthermore, most of the recent standards on speech coding for cellular systems (e.g., the codecs for enhanced full-rate D-AMPS and GSM, and the ITU-T G.729 codec) employ VQ also for spectrum coding and codebook gain coding. To the authors' knowledge there are presently no image or video coding standards that involve VQ. However, the application of VQ to image coding and, in particular, video coding is a hot topic for research and it is highly probable that VQ will be an important tool for parameter coding in future standardized codecs. This paper handles robust source coding for VQ in a CDMA system. The study of robust source coding and combined source-channel coding has become a major field of research, partly motivated by the increasing importance of wireless communications. The field is, however, also interesting from a more fundamental point of view-implicit in Shannon's work [6] , [7] is the fact that the source and channel coding can be separated without loss of optimality. However, the positive coding theorems of information theory [8] only show such separability in the limit of infinite codeword length and, hence, infinite delay. Furthermore, there exist channels for which no separation theorem can be provided. That is, for some channels the separation is not valid even in the limit of infinite delay. One important class of such channels, especially in considering the present contribution, is multiuser channels (see, e.g., [8, pp. 448-449] ). These facts justify the study of combined source-channel coding, for example, when delay is a limiting factor (such as in two-way communications) or when studying channels for which no separation theorem can be proven, specifically multiuser channels, but also, for example, time-varying channels.
The use of terms such as "combined (or joint) source-channel coding" and "robust source coding" varies in the literature. Therefore, for our purposes, we define four possible approaches to the problem of "source-data transmission over a noisy channel." We define: 1) the traditional tandem approach, as the class of systems where the source and channel codes are designed and implemented separately, without interdependence and 2) the approach of source-matched channel coding as methods where the source code is designed assuming a noiseless channel and the channel code is devised and implemented to protect source data according to different importance for source reproduction quality (see, e.g., [10] - [13] ). We furthermore define: 3) channel robust source coding, or in VQ simply robust VQ (RVQ), as methods where channel imperfections are taken into account in the design of the source encoder-decoder pair, with no introduction of "additional" error protection redundancy. 2 One important example here is the case when a noisy channel is given 3 and the VQ codevectors are given a careful assignment of transmission codewords. The codeword assignment problem is referred to as the index assignment (IA) problem (see, e.g., [14] for scalar quantization over noisy channels, and [15] and [16] for early references on vector coding; see also [17] and [18] ). Another approach 4 to RVQ is given by the class of methods where knowledge of the source statistics is utilized for nonredundant channel error protection. For example, the residual temporal redundancy contained in the source encoder output data can be used for error protection; see [19] for scalar coding and [20] for VQ. Finally, we define: 4) true combined source-channel coding as the approaches where the source coding and the channel coding are joined into one overall code (see, e.g., [17] , [21] - [25] ). For true combined source-channel coding using VQ, we employ the term channel optimized VQ (COVQ, as introduced in [17] and [25] ). Naturally there exist schemes utilizing combinations of methods 1)-4) above. For example, approaches to combined source-channel coding and trellis-coded modulation have been suggested [26] (combination of 2), 4), and combined channel coding and modulation). Furthermore, combinations of the use of inherent statistical source structure and redundant channel coding [i.e., combinations of methods 2) and 3)] have been proposed [27] , [28] .
In this paper we consider primarily approaches of types 3) and 4); RVQ and COVQ. Most previous work [of types 3) and 4)] on VQ for noisy channels has been concentrated on discrete memoryless channels with an emphasis on the binary symmetric channel (see [16] , [17] , [22] , and [25] , see also [18] and [29] ). Some work, for example, [30] - [32] , has however studied robust VQ over waveform channels using so-called soft decoding. In soft VQ decoding the operation of the decoder is not defined by a lookup in a finite decoder codebook. Instead, all of the received soft information is utilized for decoding and the decoder, in effect, has an infinite output alphabet. Such decoding was studied for the additive white Gaussian noise (AWGN) channel in [30] - [33] , and for Rayleigh-fading channels in [32] and [34] . In the present work we take on the approach of soft decoding. We present here the optimal and suboptimal approaches to joint multiuser and source-channel soft decoding for VQ transmission over CDMA channels. The work, being based on [2] and [1] , will demonstrate that it is possible to achieve a considerable performance gain over a benchmark scheme that uses maximum-likelihood (ML) multiuser detection and table lookup VQ decoding.
The paper is organized as follows. Section II introduces the basic models and assumptions used later in the paper. Section III treats the derivation of the optimal decoder, and Section IV considers suboptimal decoder versions of lower complexity. In Section V we present numerical results and comparisons. Finally, in Section VI we draw some conclusions and summarize the work. The Appendix considers the Hadamard transform approach to VQ analysis.
II. MODELS AND ASSUMPTIONS
We consider the model of a synchronous CDMA communication system shown in Fig. 1 . The system handles users, and its purpose is to communicate the source vectors of the users by means of VQ. The model applies well for the uplink in a synchronized CDMA system. In this case it is reasonable to assume that all users are wanted and, hence, to be decoded. However, the model also applies to the downlink where the assumption of synchronization comes naturally. In the downlink only one user is generally the wanted, but to enhance performance we will use information about all interfering users to improve the quality of transmission, or, equivalently, the capacity of the system. Such decoding, where all users are considered, is treated in Section III where the optimal decoder is derived. However, since complexity is a major issue in mobile terminals (as well as in base-station reception) we also consider suboptimal decoders. In Section VI we modify the optimal decoder to the assumption that only one user is the wanted (and the statistics of other users are unknown). The resulting decoder is, hence, optimal under this assumption, but can also be considered as a suboptimal approximation to the decoder derived in Section III. The system, and the operation of its parts, are described in the following.
The th user produces a -dimensional random vector 5 , which is encoded into an index (where for some integer by the encoder 6 of user Hence, the transmission rate of the system is (bits per source dimension). The th encoder is described by a partition of the Euclidean source space such that
Denote by the probability The encoder entropy 7 of user is defined as , having the maximum possible value When we say that the encoder entropy is full. Also define the th encoder centroid of user as Note that is the minimum mean-squared error (MMSE) estimate of given Thus, for a VQ with a mean-squared error distortion measure, the centroids, are the optimal reconstruction vectors (for a noiseless channel 8 ) [5] . For transmission, the index is converted into a block of bits in binary phase-shift keying (BPSK) format (that is using the natural 5 It is important to note that X X X k represents an "abstract" source vector, in the sense that it may correspond to, e.g., parameters in a speech coder and not necessarily to samples "directly" from a source signal (such as a speech signal). 6 Note that the "encoder" (see Fig. 1 ) can include channel coding as well as source coding, either explicitly, as in tandem source-channel encoding (the "encoder" is then defined as the concatenation of the two encoders), or implicitly, as in combined source-channel coding (COVQ). 7 If the encoding includes channel coding, some indexes cannot be transmitted and, hence, some probabilities are zero. The entropy thus describes the "redundancy" content in the transmitted data; low entropy corresponds to high error protection capability. 8 For a noisy channel, the optimal hard-decision reconstruction vector are formed as linear combinations of the centroids [25] .
binary representation of the integer with logical "zero" corresponding to (in general we will employ the notation for the th bit, in of the arbitrary integer For simplicity (and as earlier indicated) we assume that all users have the same block length 9 The bits of the user index are transmitted over a symbol synchronous direct-sequence (DS) CDMA channel. Thus, the received signal (the outputs from a bank of matched filters), at time can be expressed as [3, p. 855] ( 1) where is a matrix consisting of cross correlations between the spreading waveforms of the individual users, and is a diagonal matrix of the received user amplitudes
The th bits of the user indexes are contained in the vector and the channel noise term, is zero mean Gaussian with covariance matrix
Since we are dealing with users it is convenient to introduce notation that simplifies the simultaneous handling of entities at this point. We use superscripts to simplify the notation. For example let denote the vector consisting of all random user indexes having sample values and let denote the probability Also define the augmented source vector, as and the augmented centroid vector, as
In the derivation of the decoder expressions we will use the Hadamard representation for VQ's. Here, and in the Appendix, we state the basic results of this approach. A more thorough presentation can be found in [29] . In the Hadamard representation the th centroid of user is represented as where is a real-valued transform matrix and is the th column vector (referred to as the th Hadamard column) of a size by Hadamard matrix. Similarly, the centroids can be expressed as , where is the corresponding transform matrix and is a size Hadamard column, obtained as , where Here denotes the Kronecker matrix product (see the Appendix). More precisely, is the th column, where , of a size by Hadamard matrix. With denoting the elements of the (arbitrary) matrix (with denoting the top left element), it is straightforward to realize that the relation between the transform matrices and can be described as otherwise (2) for Thus is a sparse matrix, with a total of nonzero elements, and it is completely specified by the transform matrices of the individual users.
III. THE OPTIMAL HADAMARD-BASED MULTIUSER DECODER
This section is devoted to the derivation of the optimal multiuser decoder that takes all users into account. The decoder is Hadamard-based in the sense that the Hadamard matrix description of the VQ's is utilized in the derivation and in the implementation of the decoder. The presented derivation is a generalization of the one given in [32] , where the corresponding Hadamard-based single-user decoder was derived.
The soft decoder measures (with sample value ) and forms estimates of the transmitted user vectors for all users
We employ the MMSE criterion [35] as design criterion. Thus, the soft decoder for user is an MMSE estimator , which is a continuous function of the received data
We assume that the encoders and the sources of all users are known (specifying the centroids and the index probabilities). We also assume that the sources of the different users are statistically independent of each other (giving ). Furthermore, we employ the assumption that the decoder has perfect knowledge of the amplitudes and the cross correlations between users (that is, and ). In practical use of the derived decoders, these parameters need, of course, to be estimated (replacing our "perfectly known" parameters with the corresponding estimates).
The MMSE decoder minimizes the distortion for each user Hence, we have from estimation theory [35] that the optimal estimate of the augmented sample vector is the conditional mean It is straightforward to show that the corresponding estimator is (c.f., [30] - [32] for the single-user case) (3) That is, the soft estimate is formed as a weighted sum over the encoder centroids
Introducing the Hadamard representation we have where The vector can be expressed as (4) where is the probability density function (pdf) of the received data, given
For the CDMA channel under consideration, we have where denotes the determinant of the correlation matrix Inserting this expression into (4), canceling common factors in the numerator and denominator, and introducing the function , the estimator can be rewritten as (5) Now using the result , valid for , it is readily shown that (c.f., [32] )
where is a constant with respect to and the vector is defined as , where , and (6) Finally, using these expressions in (5), the estimator can be written as (7) where and Expression (7) is the desired representation for the soft decoder. Note that and , where the expectations are taken with respect to the statistics of the transmitted VQ indexes. Furthermore, is not dependent on the source statistics and, thus, the a priori index information is confined to and Also note that is a soft estimate 10 of the transmitted bit , taking on values in the interval ( 1, 1) . Thus, the soft multiuser decoder is based on the soft bit estimates , where each such estimate depends only on Hence, in comparing the constructions of and we see that the vector can be viewed as a soft estimate of , where the "hard bits" in the expression for are replaced by 10 Actuallyb (k) (y the soft bit estimates Furthermore, in the forming of , the "channels" from each user to the corresponding outputs are treated as independent. We name the decoder (7) the Hadamard-based multiuser decoder (HMD). We find it instructive, at this point, to separate the action of the HMD into stages according to the different parts of the decoder expression. This division is illustrated in Fig. 2 , and can be explained as follows. First, the soft bit estimates are formed according to (6) from the received data and are then employed in forming the vector We refer to this operation as the demodulation, since the received data is converted into a form upon which the rest of the decoding is built. Then comes the joint channel and multiuser decoding, which is the interpretation of the operation This operation modifies the statistic to account for the error protecting redundancy (from the knowledge of and the correlations between users (the dependence on the correlations is confined to the function , in order to produce the MMSE estimate of the "transmitted data"
The last stage of the decoding is the source decoding, which is the operation Here, the estimate of the transmitted channel data is mapped into the source space by means of the transform matrix Hence, the overall operation of the HMD, according to Fig. 2 , can be interpreted as joint demodulation, multiuser, and source-channel decoding.
Since the HMD is the optimal MMSE decoder, it shows how to utilize the a priori and channel information in an optimal fashion to counteract channel noise and multiuser interference. The derivation of the decoder was carried out under the assumption of known encoders. As noted earlier, the "encoders" of the system (c.f., Fig. 1 ) are permitted to be general mappings from the source space to discrete channel inputs. The encoders can, for example, be defined by RVQ encoders, COVQ encoders, or concatenations of RVQ encoders and (block) channel encoders (c.f., for example, [36] and [29] ). The encoder of an RVQ (trained for a noiseless channel and then given a good IA) generally has close to full entropy. Hence, in RVQ encoding little redundancy is contained in the channel input data. On the other hand, encoders defined by COVQ encoders, or RVQ encoding plus channel encoding, generally have low entropies (compared to the full values) and thus provide much error protection. We want to emphasize that, since we have not imposed any restrictions on the structure of the user encoders, the HMD can be utilized for combined source-channel decoding where the error protection can be specified explicitly, as in the traditional tandem approach, or implicitly, as in COVQ.
One reason for using the Hadamard transform formulation of the decoder is the given interpretation of soft multiuser decoding. However, it also has a practical advantage over the more direct implementation (3), since the Hadamard-based decoding is based on the bit estimates in a straightforward manner. Such estimates can, in general, easily be computed in existing systems. Another advantage of the Hadamard formulation is that on the basis of the recursive nature of the Hadamard matrix, an algorithm for computing can be formulated. Such an algorithm was derived in [32] for singleuser decoding. The single-user algorithm can quite easily be extended to the multiuser case, and such an extension has been employed in the simulation results presented below. The resulting algorithm requires an order of operations to compute from For source decoding, the additional multiplication by the transform matrix is needed to obtain from Since the matrix is sparse [see (2) ], this multiplication can be performed using operations. Hence, the total complexity of decoding all users utilizing the HMD is plus operations.
IV. SUBOPTIMAL DECODERS

A. The User-Separated HMD
The optimal HMD of Section III utilizes knowledge of the source statistics of all users for decoding. In this section we consider the decoding of one user under the assumption that the source statistics of the other users are unknown. When this is the case, we assume that the encoders of the other users have full encoder entropies. 11 We refer to MMSE decoding under such an assumption as user-separated, and the resulting version of the HMD is referred to as the userseparated HMD (US-HMD). As we shall see, the US-HMD has a lower computational complexity than the HMD and, as stated earlier, this type of decoding may be useful in the downlink where only one user is the wanted. It can also be used as an approximation to the HMD (in the uplink) for decoding with lower complexity.
Without loss of generality we can consider user one in the derivation. We express the encoder centroid of user one as where is a transform matrix. The optimal decoder for this user then is , where (and for user ). Since , the vector corresponds to the top elements of Hence, from the expression (4) for , and using the orthogonality of the Hadamard columns, , we get
Using basic rules for the Kronecker product we now obtain where we have utilized the assumption that the transmitted indexes of different users are independent, and introduced the notation Similarly , where
Now consider decoding under the assumption at hand for For such we have , where is the identity matrix of size and Hence, can be expressed as given in (9), shown at the bottom of the page, and the desired vector , for user one, 11 This assumption can be motivated as follows-without any information about the source statistics of a particular user, the index probabilities of that user can be estimated by the maximum entropy estimate that they are all equal.
can be obtained from the top elements of (9) as Introducing the estimates , defined as (10) it is straightforward to show that , where
Hence, the MMSE decoder for user one can be written as (11) Since the users can be enumerated arbitrarily, and the form of the decoder expression for each user cannot depend on the particular enumeration at hand, we now have from (11) that the user-separated HMD for an arbitrary user can be expressed as (12) Note that the a priori information of user is confined to and (hence, these entities describe the "error protection capability" of user ). Repeating the assumptions made, the user-separated HMD (12) is optimal (MMSE) under the condition that in considering the decoding of user the other users are assumed to have full encoder entropies. Observe also that we only need the th element of for to calculate The evaluation of the expectation in (10) has a complexity of for each Once the expectations are known, can be formed using operations for each user. This computation can be carried out employing a variation of the algorithm used for decoding with the HMD. Thus the complexity, per user, of decoding is to form for all to form from , and operations for the matrix multiplication, Consequently, since we have removed the computational dependence on there is a considerable saving compared to the HMD in complexity. The complexity of the decoding is, however, still exponential in the number of users
The next section is devoted to finding an efficient approximation, of lower complexity in , to the US-HMD.
(9)
B. An Approximation to the US-HMD US-HMD)
In this section we examine one way of reducing the complexity (as a function of the number of users ) of the user-separated decoder. When using the expectation (10) in (12) , the expression (13) has to be evaluated. The sum in (13) is taken over all vertices of the hypercube (that is, there are terms). However, many of the terms of the sum will not contribute significantly to the result. Therefore, we have examined the limitation of the summation to a subset of in order to decrease the complexity. There are a number of ways to choose this subset. The approach taken here is to use a hard decision on the transmitted value of , and then evaluate the sum over a limited number of "neighbors" to To take the decision, with a reasonably low complexity, we use a decorrelating detector [3] , [4] . This detector has a complexity of Then the summation subset is taken to be the (a positive number less than ) vectors with the lowest distances to
The employed distance measure, motivated by (13) , between and is Hence, the vertices to include, for each possible value of can be computed in advance and stored. For simplicity, we will refer to the user-separated HMD, approximated with neighbors in the sum, as the US-HMD.
Using the US-HMD, the cost of evaluating (10) is Thus the total decoding complexity per user is plus plus operations. Note, however, that the choice of depends on the number of users, to maintain a particular performance as grows. The maximum value of is , giving the unconstrained US-HMD.
C. ML Multiuser Detection with Table-Lookup VQ Decoding
In the numerical results below we use ML multiuser detection as a benchmark for comparisons. Such an approach gives decisions , optimal in the ML sense [4] as estimates for the transmitted vector of bits according to , where is the pdf of , given For each user , the bits are then converted to the corresponding estimated index The VQ decoder of user then finds and outputs the centroid for decoding. For simplicity we refer to this combination of the multiuser and VQ decoder as the ML multiuser decoder (ML-MUD). The complexity of this decoder is per user. Hence, the ML-MUD is of the same order of complexity, in the number of users, as the US-HMD.
V. RESULTS
In this section we present numerical results and compare the soft decoders with the ML-MUD. The reproduction fidelity is measured in terms of the output signal-to-noise ratio (SNR) and the quality of the noisy channel is given in terms of the channel signal-to-noise ratio (CSNR) , assuming that all user amplitudes are equal 12 . Note that the soft decoders are adaptive with respect to a varying channel, in the sense that the CSNR is a parameter in the decoder expressions. Thus, the CSNR has to be known at the decoder. In the simulations we assume perfect knowledge, but in practice the CSNR has to be estimated.
The sources of the users were in all simulations modeled as first order scalar Gauss-Markov processes with correlation 0.9 between samples, blocked into (nonoverlapping) size vectors. Different VQ's were trained for the Gauss-Markov source, then the encoders of these VQ's were used in the simulations. The parameters of the VQ's are given in Table I . Observe that VQ1, VQ2, and VQ4 are RVQ's. These were trained for a noiseless channel and then given good IA's (employing the LISA-algorithm of [37] ). VQ3 and VQ5a-c, on the other hand, are COVQ's trained for a binary symmetric channel (BSC) at a specified bit-error rate (BER). Hence, the encoder entropies of these VQ's are lower, and error protection is thus provided (due to the redundancy introduced by the COVQ design).
We have simulated the HMD, the US-HMD, the US-HMD, and the benchmark decoder that uses the ML-MUD. Also included in the simulations is an upper bound to the performance, obtained by simulating the HMD over a channel with orthogonal codes . 13 In Figs. 3 and 4 the results for channels with two and four users and cross correlation matrices are shown. The VQ's in these simulations were VQ2 and VQ1, respectively. As can be seen, there is a considerable gain in performance for the optimal soft decoder over the ML-MUD. For two users, for example, at an SNR of 4 dB the gain is 2 dB in CSNR, and for four users the gain is 2 dB in CSNR at the 12 Except in Fig. 8 , where we illustrate the "near-far performance" of the decoders. 13 Observe that orthogonal spreading codes not necessarily give an upper bound on the performance. In, for example, [38] it is shown that the spreading codes that maximize the information theoretic capacity are, in general, not orthogonal. However, if the spreading code lengths (in chips) are longer than the number of users, orthogonal codes achieve the best possible performance (of synchronous CDMA). Hence, in practice, orthogonal codes usually result in an upper bound on the performance. output SNR 3.5 dB. The gain is partly due to the knowledge of the source statistics, the cross correlations and the CSNR. Additionally, as has been found for single-user channels (e.g., [31] - [33] ), the concept of soft decoding alone gives a large gain over VQ decoding based on hard decisions. This is due to the fact that taking hard decisions destroys information about the "reliability" of the received data. Such information can, on the other hand, be optimally used by a soft VQ decoder.
To illustrate the increased channel robustness obtained when redundancy is introduced into the transmitted data, we used VQ3 in the two-user system defined by This simulation is shown in Fig. 5 . As can be seen, the gain of the HMD is more prominent in this case. It can also be observed that even though VQ3 was trained for a certain CSNR (a BER of 5% corresponds to a CSNR of about 5 dB in a two-user CDMA channel, with correlation matrix , decoded with the ML-MUD), the adaptability of the decoder makes the system robust against changes in the CSNR. As can be observed, the difference in performance between the HMD and the US-HMD is almost negligible in the simulations of Figs. 3 and 4 . This is explained by the fact that the VQ encoders have relatively high entropies in these cases. On the other hand, in Fig. 5 the difference is small but not negligible, since the encoder entropy of VQ3 is lower. To investigate the difference between the HMD and the userseparated version further, we have simulated a case with two users where the users have encoders with different entropies and the correlation between the users is described by The result of this simulation is shown in Fig. 6 , where user one employs the COVQ, VQ3, and user two utilizes the RVQ, VQ2. Here we can see that the difference between the HMD and the US-HMD is significant for user two and almost negligible for user one. We interpret this observation as follows. In the decoding of user two the US-HMD is unaware of the source statistics of user one, while the HMD uses knowledge of the sources and encoders of both users. Thus, the HMD can utilize the redundancy of user one (which is higher) when decoding user two. On the other hand, in the decoding of user one the redundancy from user two is almost negligible.
To investigate the performance of the US-HMD, a system with Gold sequences [3, p. 727] of length 31 has been simulated, and the results are shown in Fig. 7 . The number of users is and all users use the encoder of VQ2. Performance results for the US-HMD (or, equivalently, the 255US-HMD) and the 7US-HMD are presented. As can be seen, suffices to give almost full performance. (We also investigated and , but the performance in these cases is indistinguishable from the performance of the US-HMD.) Note also that the performance with is very close to the performance of a system with orthogonal codes in this simulation.
An investigation of the performance in a near-far situation is also of high interest. In Fig. 8 , we illustrate the performance in a near-far situation for a system with four users. User one has a CSNR of 10 dB, and the (equal) CSNR's of the interfering users are varied. As can be observed, all investigated decoders exhibit near-far resistance. That is, the performance of user one does not deteriorate when the interfering users increase their powers.
Finally, in Fig. 9 we show a comparison between two conceptually different approaches to source-channel coding for a multiuser channel: combined source-channel encoding/decoding (COVQ encoding plus US-HMD decoding) and tandem source-channel encoding/decoding. The source is, in all cases, defined by a scalar Gauss-Markov process (correlation 0.9, as before), blocked into six-dimensional vectors For the tandem source-channel coding approach, a rate one RVQ was designed (VQ2 of Table I ). Employing the encoder of this RVQ (for all users) one 6-b block is produced for each source vector. Then, for all users, two consecutive such 6-b blocks are combined into one 12-b block and encoded using the encoder of an extended Golay (24, 12) block channel code [39, p. 140] . Hence, for each 12-b index block a 24-b channel input codeword is produced and the overall transmission rate is, thus, 2 b per source sample. In the combined approach, we instead trained one and RVQ (VQ4 of Table I ) and three and COVQ's for a BSC at the different BER's of 1%, 5%, and 10%, respectively (VQ5a-c of Table I ). Note that the combined approach also gives a transmission rate of 2 b per source sample (and, hence, the comparison to the tandem approach is fair). Observe also that the tandem approach gives twice as high encoding and decoding delays as those of the combined approach. The decoders used are, in the combined approach, the US-HMD and, in the tandem approach, the ML-MUD. 14 The channel is the four-user CDMA channel defined by As can be observed in Fig. 9 , the combined source-channel coding approach outperforms the tandem approach (in all cases where the COVQ encoder has error protection). Furthermore, we see that RVQ encoding plus US-HMD decoding (without any redundant channel coding), also can outperform the tandem approach (for CSNR's higher than 8 dB). Hence, in summarizing the simulation of Fig. 9 , we see that combined source-channel encoding plus US-HMD decoding can outperform the more traditional approach of using tandem source-channel encoding plus tandem ML multiuser-channel decoding and table lookup source decoding. Furthermore, this gain can be obtained at a lower delay (but at a higher decoding complexity).
VI. CONCLUSIONS
We have presented an optimal approach to joint multiuser and source-channel decoding for VQ over a synchronous DS-CDMA channel. The derived decoder, referred to as the Hadamard-based multiuser decoder (HMD), is soft in the sense that the unquantized outputs from the matched filters are utilized directly for decoding, and optimal in the MMSE sense. Simulations demonstrate that the HMD outperforms the conventional scheme that uses ML multiuser detection and table lookup VQ decoding.
A "user-separated" version of the HMD has also been derived. The user-separated decoder can preferably be utilized when one particular user is the wanted user, but, since it has a lower complexity in the channel block length and the number of users, it can also be used as a lower complexity approximation to the HMD when all users are wanted. Through simulations it is found that the performance of the user-separated version is comparable to that of the HMD. An approximation to the user-separated version, with further reduced complexity in the number of users, was also derived. Simulations show the approximation to have high accuracy and good performance. Through simulations the introduced decoders were also demonstrated to be near-far resistant.
We did, furthermore, provide a comparison of combined source-channel encoding (with joint soft decoding) to a tandem source-channel coding scheme (with tandem decoding). It was demonstrated that the combined approach can significantly outperform the tandem approach, even at lower encoding/decoding delays. Hence, one main conclusion of the work is that combined source-channel encoding plus joint soft decoding is a strong candidate when the delay is limited (as is often the case in two-way communications). The gain of the combined approach is, however, partly obtained at the price of an increased decoding complexity.
