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（Visual World Paradigm; 以下VWP）と呼ばれる絵刺激上の注視を調査する方法と，モニターに
提示した文を読む際の眼球運動を計測する方法に絞って解説する．本稿ではこれに加えて自己
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的である等の指摘もあり，現実には F1と F2の結果報告だけに留まる，または minF ′ の報告
も併記するが無視されるケースが多く，その結果，被験者・項目両方に一般化可能な効果の検



















































具体的な VWPを用いた実験デザインとして，Kamide et al.（2003）に似た日本語による実験
デザインを仮に想定する．この仮想実験での被験者は図 2（a）か図 2（b）のどちらかの絵を見なが
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表 2．試行ごとに AOI1の経験ロジット（‘logit’ の変数）を計算したサンプルデータ．
0.5（ゼロではない最小値の半分）を足してロジットの計算を行う経験ロジット（empirical logit）









物 Aへの注視を yとして，nは対象物 Aと対象物 B両方への注視の合計を取ることができる．
そして，Aと Bへの注視量の比率を対数変換し（上の式で yを対象物 Aへの注視の合計，n− y
を対象物 Bへの注視の合計とする），経験ログ比（empirical log-ratio）を計算することができる
















m0<−lmer(logit∼X*Z+(1+X*Z | subject)+(1+X*Z | item), weights=1/wts, data=dat)
summary(m0) #結果の表示
この式では，logitが従属変数，Xと Zが固定因子，括弧内の subjectと itemがそれぞれ被験者
と項目のランダム効果に対応する．Xと Zの間の*は乗算を意味し，両者の間に主効果のみでは




































































































ごとのデータパターンを確認することができる．図 4は 2 × 2デザインのある実験の読み時間
データを加工したもの（RT）を条件別（X, Z），被験者別（subject）に R上で xyplot関数を用いて
描画したものである．
xyplot(RT∼X | subject, group=Z, data=dat, col=(c("black","darkgray")), type=c("p", "r"),
xlab="Factor1", ylab="Reading Time (ms)")




























lmer(logit∼(time+I(timeˆ 2))*X+(1+time+I(timeˆ 2) | subject), data=dat)
こうした分析は Growth Curve Analysisと呼ばれ，眼球運動のように，条件ごと，また被験



































ている．図 5からもわかる通り，このデータには 1400ms近い外れ値（実際は 1360ms）が存在す
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図 5．First pass読み時間の分布の例．
別が難しい点である．前者だと想定した場合には，モデルを当てはめる前にそのデータの被験


















モデルのあてはまりの良さ（goodness of ﬁt）を調べる R2 を計算すると，除かなかったモデルの
方があてはまりがよかったことが確認できた（つまり，この最大値は分布の一部を構成している
と見なすべきである）．R2 は以下のようにモデルからの推定値と実際の測定値との相関の 2乗
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図 6．自己ペース読み時間の分布例（Nakamura and Arai, 2016, 実験 2 より）．
てははっきりとしたコンセンサスはないが（橋本, 2010に各研究の基準がまとめられている），




























































al., 2012, p.485），ここで文字数によって読み時間を割ってしまうと ‘me’の読み時間が単純に半
























定した変換のどちらかが用いられることが多いようである（Baayen and Milin, 2010; Juﬀs, 1998;
Juﬀs, 2005; Frank et al., 2013）．
#逆ガウス分布を仮定した変換





（Residuals vs. ﬁtted plot）で示している．もし残差の分布が従属変数の値と独立して均等である































#逆ガウス分布と恒等リンク関数による一般化線形混合モデルの実行（Lo and Andrews, 2015
参考）
glmer(RT∼X*Z+(1+X*Z | subject)+(1+X*Z | item), family=inverse.gaussian(link="identity"),
data=dat)
#ガンマ分布を仮定する場合は"inverse.gaussian"を"Gamma"に置き換える
























































































も含めると，一般的な 2× 2デザインでは 20，2× 2× 2デザインでは 72と指数関数的に増加す

























































定によって求められる p値は十分な信用性があることがわかっている（Barr et al., 2013）．具体
例として 2要因 (X,Z)交互作用の p値は，以下のように Rコードを指定することで算出できる
（ここではランダムスロープの構造として被験者ランダム効果に対する説明変数 X のスロープ
のみ含んだモデルが最適モデルだと仮定している）．
m4<−lmer(RT∼X+Z+X:Z+(1+X | subject)+(1 | item), REML=F, data=dat)
m4i<−lmer(RT∼X+Z+(1+X | subject)+(1 | item), REML=F, data=dat)
anova(m0,m0i)
















Nakamura et al., 2012）．しかし，この方法は同じデータに対して複数のモデルを当てはめるこ

































が 0.5である場合（つまり各水準は −0.5, +0.5にコーディング），モデルから求められた切片と
各説明変数及び交互作用の係数から，以下のように各セルの平均値を手計算で求めることがで
きる11)．ダミーコーディング (0, 1)の場合，平均値が 0.5になるので（標準偏差は同じ）以下の各
±標準偏差の値に平均値 0.5を先に加算する必要がある12)．連続変数を中心化した場合平均値
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することができる（‘computer code’と呼ばれる，Aiken and West, 1991; Dawson, 2014）．固定効
果を二つ（X,Z）とその交互作用を含む回帰式（Y = b0 + b1X + b2Z + b3XZ + ε）において，b1は
Z が 0の時の X と Y の関係性を表す．つまり，Z の説明変数をダミーコーディングで，(0, 1)
とコーディングすると，b1 は Z が 0である場合の X の単純主効果に相当する．これを今度は



































RePsychLingパッケージの rePCA関数を用いたPrincipal Components Analysis（PCA）の手順
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18. truehist(dat$RT, 100, prob=F, col="gray", xlab="読み時間", ylab="頻度")
19. #1要因（X）の水準ごとの確率密度プロット
20. plot(density(dat[dat$X == 1,]$RT), xlim=c(0,3500), ylim=c(0,0.0015), lty=1,
main="要因 Xの各水準における確率密度")
21. lines(density(dat[dat$X == 2,]$RT), lty=2)
22. #水準が多い場合（ここでは X*Z）には箱ひげ図が便利




25. m0<−lmer(RT∼1+cX+cZ+cX:cZ+(1+cX+cZ+cX:cZ | subject)
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33. anova(m1, m0) #通常 m0の方があてはまりがよいがひとまず無視する




36. m2<−lmer(RT∼cX+cZ+cX:cZ+(1+cX || subject)+(1 | item), REML=F, data=dat)
37. anova(m1, m2)
38.
39. m3<−lmer(RT∼cX+cZ+cX:cZ+(1 | subject)+(1 | item), REML=F, data=dat)
40. anova(m2, m3)
41. #ここで有意差が確認され m2の方が m3よりもあてはまりが良かったと想定
42. #相関パラメータを m2に加えて有意にあてはまりがよくなるかチェック





















するが，ここでは扱わない（Barr and Frank, 2009）．




4) Arai and Nakamura（2016）は読みにおける眼球運動データ（Right-bounded読み時間）をオ
ンラインで公開している．以下のアドレスから Appendixの S2 Appendixとして csvファ






































12)R上で factor関数を使って説明変数を要因型に変換すると 0と 1のダミーコーディングが
適用される．
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Statistical Analysis of Eye-movement Data and Reading Time Data
in Language Comprehension Research
Manabu Arai1 and Douglas Roland2
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Research on language comprehension has made signiﬁcant advances over the last
30 years or so largely owing to technological advances that have enabled researchers to
conduct chronometric studies with little required cost. Furthermore, eye-tracking devices,
which have played an important role in advancing the research on language comprehension,
were once only available to well-funded laboratories, but are now within many researchers’
reach. Although the collection of time-encoded data is easier than ever, appropriate han-
dling of such data often requires not-so-straightforward statistical modeling. In this paper,
we discuss statistical methods for analyzing eye-movement data from visual world and
reading studies as well as reading times from the self-paced reading task. We argue that
careful and reasonable application of Linear Mixed-Eﬀects models as well as Generalized
Mixed-Eﬀects models can oﬀer great advantages in many ways over traditional analyses
such as ANOVA that require data aggregation over participants or items.
Key words: Linear mixed eﬀects models, generalized linear mixed eﬀects models, eye-movements,
visual world paradigm, self-paced reading, reading times.
