Abstract⎯The purpose of this paper is to develop of a single mechanism of the adaptive routing of different types of traffic based on the current quality of service requirements. Software-defined networking is a technology of the future. The current development trend of communication systems constantly confirms this fact. However, to date, the use of this technology in its current form is only justified in large networks of major technology companies and service providers. Currently, a large number of dynamic routing protocols have been developed in communication networks. Our task is to create a solution that can make it possible to use the ability of each node to make a decision on the transmission of information by every possible means for each type of traffic. This task can be accomplished by solving the problem of the development of generalized metric that characterizes the communication channels between devices in the network in detail and the problem of the development of a mechanism of adaptive network logical topology reconfiguration (route control) in order to ensure the high quality of service of the whole network that meets current quality requirements for a particular type of service.
INTRODUCTION
Modern society lives in an era of the rapid development of computer technology. According to analysts, in the near future, the telecommunications industry will gradually move to the concept of integrating all devices on the planet into a single computing communication network, the main objective of which will be to provide high-quality services of any type. Various services are different types of traffic (real time/nonreal time), the transmission quality of which is currently regulated by the recommendations of the telecommunications sector of the International Telecommunication Union (ITU-T) [1, 2] . In this regard, the question arises of the need for the uniform traffic control mechanism in joint communication networks that provide different types of services.
Currently, a large number of dynamic routing protocols have been developed in communication networks. Dynamic interior gateway protocols, such as OSPF and EIGRP, can be cited as an example. They are installed on almost all modern network routers. NICE and ZigZag protocols with structured network representations are most commonly used in peer-to-peer (P2P) networks. All of them provide optimal traffic routing based on a particular attribute that relies on a specific set of basic performance characteristics that describe the channels between the nodes. However, none of them has a flexible route control mechanism based on the current needs of the entire communication system. For example, protocols NICE and ZigZag that can be used in problems of optimal real-time traffic routing cannot provide the optimal routing of large amounts of documentary data, the transmission quality of which depends highly on delays in communication channels [4] . In turn, protocols EIGRP and OSPF are considered to be universal in solving problems of the transmission of any type of traffic. However, when routing tables are created, they use a set of primary static operating characteristics (static values taken for the different types of channels, i.e., they are not calculated dynamically); this set of characteristics is meager by today's standards and describes the communication channels. In addition, their application in P2P networks is unjustified because of the large requirements for computing devices on which they operate. However, these are specialized protocols that were created for specialized network devices. The MPLS protocol was one of the first protocols to address the adaptive routing problem. Its mechanisms can fully meet the current needs for the proper redistribution of data flows. However, this protocol requires highly skilled network specialists in order to set it up and does not have an automated flow distribution mechanism according to the current network needs [5] .
Software-defined networking can be considered technology of the future. The current development trend of communication systems constantly confirms this fact. However, to date, the use of this technology in its current form is only justified in large networks of major technology companies and service providers. However, the basic principles of software-defined networking (centralized control, network function virtualization, etc.) can be applied to a limited number of stand-alone devices with a single routing policy in order to achieve flexibility in providing various types of services [6] . All further consideration will be based on a set of devices that make up a P2P communication system.
The purpose of this paper is to develop of a single mechanism of adaptive routing of different types of traffic based on the current quality of service requirements regulated by ITU-T [2] . This task can be accomplished by solving the problem of developing a generalized metric that characterizes the communication channels between devices in the network in detail and the problem of the development of a mechanism of adaptive network logical topology reconfiguration (route control) in order to ensure a high quality of service of the whole network that meets current quality requirements for a particular type of service. The routing table is one of the basic elements of any routing protocol; it regulates the basic rules used by the network function for the traffic transmission. Each network device uses the routing table, which reflects the topology of the network at a given time. The basic unit of representation of the routing table is the routing information (route). The route is considered to be composed of four main parts as follows:
• a network address (prefix) or a destination node;
• the gateway, which indicates the router address in the network to which the packet transmitted to the specified destination address should be sent;
• the interface, which, depending on the system, can be a serial number, GUID, or symbolic device name;
• the metric, i.e., a numerical indicator that specifies the preference of the route; the smaller the number, the more preferred the route (intuitively represented as distance).
ROUTE METRIC DEVELOPMENT
The route metric is the most important part of any routing protocol. It is a condition for the addition of a set of routes to the routing table. The better the metric, the greater the likelihood that the network device decides to send the packet by the route that it characterizes. When calculating the route metrics, modern routing protocols are often based on the use of three basic parameters regulated by ITU-T. These include the Internet packet loss ratio (IPLR) on the point-to-point channel between the two network devices, the bandwidth, and the IP-packet transfer delay (IPTD) [1] . For some reason, each parameter has a direct influence on the others. These parameters give only a general assessment of the communication channels, and changes in their values can only be a consequence of the influence of other contributing factors. In the future, taking these factors into account will help to create the most detailed pattern of the connections in the network and in the system as a whole.
The load of communication nodes (taking into account the load of its individual computing modules, RAM reserves, etc.) that will handle packets that are sent by the associated route can be considered to be one of these factors. The parameter opposite to the load is the computational efficiency. Ongoing studies show that taking this parameter into account will eventually reduce the probability of packet loss in the communication channel and, as a result, the probability of a delay in traffic transmission with proof of delivery (file-sharing services).
In order to obtain an informative picture that characterizes the communication system, let us introduce the integral metric , which takes into account four parameters: the IPLR; the bandwidth; IPTD between nodes i and j; and the computational efficiency j, the task of which is to process the traffic from node .
Let us consider a communication network that consists of N devices. The numerical values of the metric can be represented as an adjacency matrix as follows:
(
It should be noted that the parameter matrix is not symmetric to .
The minimization of a certain objective function , on which a few constraints or limiting values can be imposed, is called the multicriteria optimization. The main difficulty that arises in solving these problems is the ambiguity of the optimal solution at the point where one of the criteria reaches its maximum, while the other can be very far, not only from the maximum, but also from any acceptable value. The metric data convolution by the ideal point method requires all values to have the same dimension. For this purpose, let us define the channel characteristics as follows:
• for the number of lost packets s,
where is the number of received packets, is the number of transmitted packets, and • for the signal delay time, (3) where is the minimum delay value in the adjacency matrix, and , • for the bandwidth, (4) where is the maximum bandwidth in the adjacency matrix; • for the computational efficiency of the information processing node (5) where is the maximum communication node load in the adjacency matrix. Thus, the metric based on these four parameters will be as follows: (6) where , , , are the weighting coefficients that vary in the range of 0-1, and their sum must be equal to unity, i.e.,
By varying the values of weighting coefficients in the metric , we create an apparatus for controlling the relevance of a particular metric parameter in the final assessment of the data transmission channel from the node to the node j.
From a mathematical point of view, the point with coordinates corresponding to , , , (or ) for fixed weighting coefficients , , , is selected as ideal. In reality, given the operation dynamics of the entire communication system, weighting coefficients are selected based on the nature of priority traffic types that provide primary services.
ITU-T recommendations [2] regulate five main classes of quality of service (IP QoS), to which the communication system can be attributed. Class-0 networks are the most demanding to the performance of communication channels. As a rule, these are the networks that provide real-time service delivery, the most sensitive to latency (VoIP, video conferencing, online games, etc.). Currently, there is no single concept of the construction of systems and networks that ensure the provision of all services with the highest quality [7] . Thus, there is a need to develop a flexible traffic-routing mechanism separately from the
selected service taking into account the current capacity of the communications system and requirements for its quality. The quality of service is inextricably linked to the basic parameters that appear in the metric . The main idea of the developed mechanism for the effective flexible routing consists of manipulating weighting coefficients in order to achieve the best possible performance values that define the IP QoS class. In software-defined networking, the possibility of implementing such a mechanism is the most promising. A controller, a programmable controller that controls the network structure, is the core of such a network [6] . In this case, it is a device that can optimally select weighting coefficients of the metric . ITU-T recommendations [2] regulate five main classes of the quality of service (IP QoS) to which the communication system can be attributed. Ranges of values inherent in the three main classes are shown in Table 1 .
ROUTING ALGORITHM DEVELOPMENT
The quality of service is inextricably linked to the basic parameters appearing in the metric . The main idea of the developed mechanism for the effective flexible routing consists of manipulating the weighting coefficients in order to achieve the best possible performance values that define the IP QoS class. Table 2 provides a set of weighting coefficients that have a direct impact on the transmission quality of the corresponding type of traffic [3] .
The possibility of implementing this mechanism based on software-defined networks is the most promising. A controller, a programmable controller controlling the network structure, is the core of such a network. In this case, it is a device that can optimally select weighting coefficients of the metric based on the current system capabilities.
Next, let us give a block diagram of the developed algorithm ( Fig. 1 ) and the description of its functional blocks. The algorithm begins by defining the basic values of weighting coefficients of the metric. For shared systems that simultaneously require an equal contribution of each primary parameter of the metric, the coefficients can be set equal. In the prioritization of a particular type of traffic, weighting coefficients can be selected in accordance with Table 2 taking into account their relative impact on the quality of that traffic.
At the same time, the process responsible for calculating the primary characteristics that determine the status of all existing communication channels is started. The obtained results go to the block "calculations of values of the metric ." Here, according to formula (6) , corresponding values of the metric for each channel are computed. The values are recorded in the adjacency matrix AW, which is used to determine the cost of routes of the routing tables. 
The algorithm recursiveness makes it possible to achieve a continuous improvement of the network quality by checking the current values of operating network characteristics for compliance with current requirements imposed on the entire communication system. If the values of operating characteristics do not comply with given requirements to the communication system, if necessary, it is possible to adjust weighting coefficients in order to adjust the current topology for maximum efficiency.
Given that the change in values can affect the current values of the primary characteristics of the communication channels, it is possible to recalculate metrics in order to support the relevance of the channel characteristics. Decision making on recalculating the primary network parameters and adjusting the weighting coefficients of the metric is the main task of the controller of a software-defined network. In reality, the selection of values of weighting coefficients is not a trivial task, since, given the dynamics of the operation of the IP communication systems, there are no clear rules for its control, such as in the case of emergencies. The controller is an intelligent system which, taking into account the current state of the network, can control the entire network in order to achieve the best desired results of traffic transmission. The developed algorithm provides a necessary tool for simplifying the communication system control by Network quality of service assessment Acceptable In the next section, the process of implementing the developed algorithm will be considered, analyzed, and compared with the generally recognized equivalents.
DEVELOPMENT OF A SIMULATION MODEL
A simulation model of a P2P network consisting of 18 nodes was created in the process of development. The primary parameters that characterize the developed metric were set with the condition that critical situations can be reached that can be solved by the logical redistribution of data flows. The problem solved by the communication system consisted of providing the best transmission quality for data flow from network A to network B through the transit network C consists mainly of low bandwidth channels (Fig. 1) .
The algorithms OSPF and EIGRP operating only with the numerical given values of bandwidth and delays on communication channels were selected as reference routing algorithms.
In the course of the investigation, the values of the IPLR and jitter for reference OSPF and EIGRP algorithms were obtained. Then, in the process of establishing a connection, the adjacency matrix was compiled based on the metric . The matrix describes the current status of the entire communication system under the given initial coefficients of that guarantee an equal contribution of each of the main parameters of the metric. During the simulation, it was found that the average delay with regard to the OSPF decreased by 34% and to EIGRP, by 20%. In turn, the IPLR decreased by 80% with regard to the OSPF and by 98%, with regard to the EIGRP.
During the prioritization of the parameter that characterizes the communication channel delay in the range , in the case of equal , the average delay for the entire network operation session decreased by 54% with regard to the OSPF and by 45% with regard to EIGRP, which is 31% more efficient than the algorithm operation under equal values of the weighting coefficients. Simultaneously, the IPLR was 84%, which could adversely affect the provision of services that are sensitive to packet loss.
During the prioritization of the parameter that characterizes the bandwidth of channels in the range , in the case of equal , the average delay decreased by 40% with regard to the OSPF reference algorithm and by 28%, with regard to the EIGRP, which is 10% more efficient than the algorithm operation under equal values of . The IPLR dropped down to zero, which indicates that the optimum was found that meets the current needs of the network. The algorithm determined the optimal route for the high-density flow, thus bypassing the low productive nodes and channels with low bandwidth and high probability of packet loss. The algorithm operation can be seen in Fig. 2 . It shows that, in various methods of assessing the cost of communication channels, the flow route also changes. In practice, the task of the developed mechanism is to adaptively select a route that maximizes the quality characteristics of the network based on the needs of the system and the current status of the entire network. In the system operation dynamics, it is necessary to recalculate the initial metric parameter under the current network operation conditions and, consequently, to change values of weighting coefficients according to the current needs of the communication system.
CONCLUSIONS
It was shown that, with a collection of network nodes, it is possible to increase the network efficiency by careful control of routing information. An important advantage of the proposed approach to the control of routing mechanisms is the ability to deploy it both within the current software-defined systems and within a single set of communication nodes combined by the single logic of the organization of network resources.
Future investigations should be directed toward the development of the intuitive decision-making mechanism that should automatically change the metric weighting coefficients in order to optimize the transmission of individual data flows based on the current capabilities of the communication system and requirements imposed on it.
