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 คณะผู้วิจัยขอขอบคุณมหาวิทยาลัยเทคโนโลยีสุรนาร ีและส านักงานคณะกรรมการวิจัยแห่งชาติ 
ที่สนับสนุนโครงการวิจัยนี้ด้วยการจัดสรรงบประมาณใหอ้ย่างพอเพียงและต่อเนื่อง ตั้งแต่ปีงบประมาณ 
พ.ศ.2556 2557 และ 2558  รวมถึงขอขอบคุณผู้ทรงคณุวุฒทิั้งภายนอกและภายในมหาวิทยาลัย ที่ได้
เสียสละเวลาท าหนา้ที่ตรวจข้อเสนอโครงการวิจัยและร่างรายงานการวิจัยฉบับสมบูรณ ์ ข้อเสนอแนะ
จากผู้ทรงคุณวฒุิทุกท่านเป็นประโยชนอ์ย่างมากต่อคณะผู้วิจัยในการปรับปรุงการออกแบบ และขั้นตอน
การด าเนินงานของโครงการวิจัย งานวิจัยนี้ส าเร็จได้อย่างดีด้วยการมีส่วนร่วมจากนักศึกษาทั้งในระดับ
ปริญญามหาบณัฑิตและปริญญาดุษฎีบัณฑิต สาขาวิชาวิศวกรรมคอมพวิเตอร์ ที่ได้ท าหน้าที่เป็นผู้ช่วย






นับตั้งแต่การประกาศเริ่มต้นโครงการจีโนมมนุษย์ในปี ค.ศ. 1990 จนกระทั่งการถอดรหัส
โครโมโซมทั้งหมดเสร็จสมบูรณ์ในปี ค.ศ. 2003 ท าให้เกิดการถอดรหัสเซลล์ของสิ่งมีชีวิตและสร้างข้อมูล
จีโนมเพิ่มขึ้นอย่างรวดเร็วมากในแต่ละปี แต่การตีความเพื่อใช้ประโยชน์ข้อมูลจีโนมเหล่านี้ท าได้ช้ามาก 
ท าให้เกิดงานด้านชีวสารสนเทศศาสตร์ ที่เน้นการน าเทคโนโลยีคอมพิวเตอร์มาช่วยในการรู้จ ารหัส
พันธุกรรมและการชี้ต าแหน่งโครงสร้างหลักในสายดีเอ็นเอ เช่นการระบุต าแหน่งผู้ให้และผู้รับในสายดี
เอ็นเอที่ เป็นขั้นตอนเริ่มต้นของการสร้างโปรตีน ขั้นตอนวิธีที่มักจะใช้ในการรู้จ ารหัสพันธุกรรม
ประกอบด้วยเทคนิคฮิดเดนมาร์คอฟโมเดล โครงข่ายแบบเบย์ส์ และก าหนดการพลวัต ในระยะหลังเริ่ม
มีการใช้เทคนิคอัจฉริยะเช่น โครงข่ายประสาทเทียม ซัพพอร์ตเวกเตอร์แมชชีน และจีเนติกอัลกอริทึม 
มาช่วยเพิ่มความแม่นย าของการรู้จ ารหัสพันธุกรรม 
ในโครงการวิจัยนี้ผู้วิจัยก าหนดขอบเขตการศึกษาการรู้จ าต าแหน่งพันธุกรรมในสายดีเอ็นเอ
ที่เกี่ยวข้องกับการสังเคราะห์โปรตีนของสิ่งมีชีวิตชั้นสูง การรู้จ าในงานวิจัยนี้ เน้นการจ าแนกต าแหน่ง
เชื่อมต่อระหว่างส่วนอินทรอนและเอ็กซอนในสายดีเอ็นเอขนาดสั้น เทคนิคการรู้จ าเป็นการประยุกต์
กระบวนการวิศวกรรมความรู้ร่วมกับขั้นตอนวิธีทางปัญญาประดิษฐ์ โดยในกระบวนการดังกล่าวจะรวม












Since the announcement of the human genome project in 1990 up to the 
successful sequencing of all the human chromosomes in the year 2003, the amount of 
available genome data has been increasing exponentially each year. Unfortunately, 
genomic interpretation cannot keep pace with such tremendous raw sequenced data. 
Computational methods to gene recognition and identification of its structural 
elements such as donor and acceptor splice sites are thus important to the success of 
bioinformatics. The widely used methods for gene recognition include hidden Markov 
model, Bayesian network, and dynamic programming. Recent advances in gene 
prediction tools apply computational intelligent methods such as artificial neural 
network, support vector machines, and genetic algorithms to produce a more accurate 
model. 
In this project, we consider the problem of recognizing coding regions for 
protein biosynthesis in eukaryotes. The recognition task is to separate coding and non-
coding regions, and to identify the boundaries of intron and exon parts in the unknown 
DNA sequences. We tackle the problem with the knowledge engineering approach in 
which not only the machine learning techniques are employed, but also the whole 
process of knowledge discovery including feature selection, data modeling, model 
validation, and rule extraction is to be designed and developed. The advantages of the 
proposed knowledge engineering approach are the ease of use, the automatic 
generation of informative and comprehensible model, and the adaptation on new 
information. The induced prediction model is also expected to work well with 
approximate, incomplete, and uncertain data due to ambiguity in DNA sequencing. We 
developed the DNA coding region recognition program with the Erlang programming 
language in both sequential and parallel modes. The program is open source in such a 
way that the source code is publicly available for further improvement by interesting 
researchers. 
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บทที่  1  
บทน ำ  
            
1.1  ควำมส ำคัญและที่มำของปัญหำกำรวิจัย  
การสร้างโปรตีนมีความส าคญัต่อการด ารงชีพของสิ่งมีชีวิตทั้งหลาย ทั้งนีเ้นื่องจากโปรตีน
เป็นสวนประกอบที่ส าคัญในรา่งกาย นับตั้งแต่กระดูก เนื้อเยื่อ เอ็นไซม์ รวมถึงสารประกอบอื่น ๆ ที่มี
ความส าคัญตอ่กระบวนการทางชีวเคมี เช่น ฮีโมโกลบินในเซลล์เม็ดเลือดแดง เป็นต้น กระบวนการ
สร้างโปรตีนในสิ่งมีชีวิต จะถูกควบคุมด้วยชุดค าสั่งที่ถูกเก็บอยู่ในรูปแบบของรหัสพันธุกรรมในสายดี
เอ็นเอ (DNA – deoxyribonucleic acid) โดยดีเอ็นเอจะถูกบรรจุอยู่ในโครโมโซม และโครโมโซมจะ
อยูภ่ายในนิวเคลียสของเซลล์ เมื่อเริ่มกระบวนการสร้างโปรตีน รหัสพันธุกรรมในดีเอ็นเอที่มีโครงสร้าง
เป็นเกลียวคู ่ จะถูกคัดลอกให้อยู่ในโครงสร้างที่มีขนาดเล็กลงในลักษณะโครงสร้างสายเด่ียวของอาร์
เอ็นเอ (RNA – ribonucleic acid)  ในรปูที่ 1.1 แสดงโครงสร้างสายเด่ียวของอาร์เอ็นเอ (ซ้ายมือ) 
เปรียบเทียบกับโครงสร้างเกลียวคู่ของดีเอ็นเอ (ขวามือ) หน่วยย่อยสุดของรหัสพันธุกรรมในสายดีเอ็น
เอ ประกอบด้วยนิวคลีโอไทด์ 4 ชนิด คือ Cytosine, Guanine, Adenine, Thymine หรือเรียกช่ือ
ย่อว่า C, G, A, T  โครงสร้างในอาร์เอ็นเอ ประกอบด้วยนิวคลีโอไทดท์ี่คล้ายดีเอ็นเอ ได้แก่ Cytosine, 
Guanine, Adenine, Uracil หรือเรียกช่ือย่อว่า C, G, A, U 
 






transcription โดยอาร์เอ็นเอที่ได้เรียกว่า messenger RNA หรือ mRNA ที่มีขนาดเล็กพอที่จะ
เคลื่อนที่ผ่านรพูรุนบนเยื่อหุ้มนิเคลียสได ้ เมื่อเอ็มอาร์เอ็นเอเคลื่อนที่ออกจากนิวเคลียสมาสู่ส่วนที่
เรียกว่าไซโตปลาสซึม รหัสพันธุกรรมในสายอาร์เอ็นเอจะถูกถอดรหัสโดยไรโบโซม (ribosome) ใน
ขั้นตอนที่เรียกว่าการแปลรหัส หรือ translation  
การถอดรหัสค าสั่งจะใช้รหัสนิวคลีโอไทด์ 3 ต าแหน่งที่ปรากฏต่อเนื่องกันบนสายเอ็มอาร์
เอ็นเอ เรียกว่า โคดอน (codon) รหัสสามต าแหน่งหรือโคดอนนีเ้ป็นชุดข้อมูลส าหรับก าหนดรูปแบบ
การสร้างกรดอะมิโน (รูปที่ 1.2) โคดอน AUG เป็นรหัสก าหนดการเริ่มสร้างกรดอะมิโน และโคดอน 
UAG/UGA/UAA เป็นรหัสพิเศษท าหน้าที่ก าหนดการหยุดสร้างกรดอะมิโน สายของกรดอะมิโนที่ถูก
สร้างขึ้น จะถูกม้วนพับและแปลงรูปร่างต่อไปเป็นโครงสร้างขั้นปฐมภมูิ ทุติยภูมิ และตติยภูมิของ
โปรตีนแต่ละชนิด ความสัมพันธ์จากดีเอ็นเอไปเป็นอาร์เอ็นเอและสุดท้ายน าไปสู่การสังเคราะห์โปรตีน




Amino acid mRNA codons Amino acid mRNA codons 
Alanine GCU, GCC, 
GCA, GCG 
Leucine UUA, UUG, 
CUU, CUC, 
CUA, CUG 
Arginine CGU, CGC, 
CGA, CGG, 
AGA, AGG 
Lysine AAA, AAG 
Asparagine AAU, AAC Methionine AUG 
Aspartate GAU, GAC Phenylalanine UUU, UUC 
Cysteine UGU, UGC Proline CCU, CCC, 
CCA, CCG 
Glutamine CAA, CAG Serine UCU, UCC, 
UCA, UCG, 
AGU, AGC 
Glutamate GAA, GAG Threonine ACU, ACC, 
ACA, ACG 
Glycine GGU, GGC, 
GGA, GGG 
Tryptophan UGG 
Histidine CAU, CAC Tyrosine UAU, UAC 
Isoleucine AUU, AUC, 
AUA 
Valine GUU, GUC, 
GUA, GUG 
START AUG STOP UAG, UGA, 
UAA 
 
รูปที่ 1.2 รหสัโคดอนบนสายอาร์เอน็เอ (ซ้าย) และตารางแสดงความเชื่อมโยงระหว่างกรดอะมิโนและ
รหัสโคดอน (ขวา) (ที่มา https://en.wikipedia.org/wiki/Genetic_code) 
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การศึกษาเซลล์ในทางชีววิทยาระดับโมเลกุลได้แบ่งสิ่งมีชีวิตเป็น 2 กลุ่มใหญ่คือ กลุ่มโพร
คารีโอต (prokaryotes) และกลุ่มยูคารีโอต (eukaryotes) เซลล์ของสิ่งมีชีวิตในกลุ่มโพรคารีโอตซึ่ง
เป็นสิ่งมีชีวิตชั้นต่ าที่ยังไม่มีพัฒนาการซับซ้อนจะไมม่นีิวเคลียส ท าให้พบสารที่เปน็รหัสพันธุกรรม
กระจายอยู่ทั่วเซลล ์ รหัสพนัธุกรรมนี้คือชุดของค าสั่งในรูปแบบของโคดอนที่สามารถถกูถอดรหัสเป็น
กรดอะมิโน กลุ่มของโคดอนจะปรากฏอยู่ในสายของนิวคลีโอไทด์ โดยแบ่งเป็นส่วนย่อย ๆ เรียกว่าเอ็ก
ซอน (exon – expressed sequences) ดังนั้นเอ็กซอนจึงเป็นส่วนส าคัญของดีเอ็นเอ ท าหน้าที่
บันทึกรหัสทีส่ามารถน าไปใช้แปลเพื่อสร้างเป็นโปรตีน กระบวนการสังเคราะห์โปรตีนจึงเป็นถ่ายทอด
รหัสค าสั่งเป็นล าดับจากดีเอ็นเอเป็นอาร์เอ็นเอและได้โปรตีนในขั้นตอนสุดท้าย 
สิ่งมีชีวิตชั้นสูงในกลุ่มยูคารีโอต เช่น สัตว์เลี้ยงลูกด้วยนม จะมีความซับซ้อนมากกว่าโพร
คารีโอต ภายในเซลล์จะพบนวิเคลียสท าหนา้ที่ห่อหุ้มโครโมโซมและสายของดีเอ็นเอไว้ภายใน เมื่อเริม่
กระบวนการสร้างโปรตีน รหัสพันธุกรรมในดีเอ็นเอจะถูกคัดลอกเป็นสายอาร์เอ็นเอระดับปฐมภูมิ
เรียกว่า primary RNA transcript หรือ pre-mRNA  สายอาร์เอ็นเอที่คัดลอกมาจากดีเอ็นเอนี้ 
ภายในจะปรากฏส่วนของนิวคลีโอไทด์ที่บรรจุรหัสในการสร้างโปรตีนหรือส่วนเอ็กซอน สลับด้วยส่วน




ท าให้ขั้นตอนของการคัดลอกรหัสพันธุกรรม (transcription) ที่เกิดขึ้นภายในนิวเคลียสของเซลล์ มี
ขั้นตอนย่อยเพ่ิมขึ้น เรียกว่า ขั้นตอนเชื่อมต่อ (splicing) โดยในขั้นตอนน้ีจะเกิดการโค้งงอในสายอาร์
เอ็นเอเพื่อให้ส่วนปลายทั้งสองด้านของอินทรอนมาบรรจบกันและถูกตัดออกได้ (รูปที่ 1.3) ส่วน
ของเอ็กซอนที่เหลือ จะถูกเชื่อมต่อเข้าด้วยกันเป็นสายอาร์เอ็นเอสายยาวสายเดียวที่บรรจุเฉพาะรหัส
สร้างโปรตีน สายอาร์เอ็นเอที่ได้นี้เรียกว่า messenger RNA หรือ mRNA สายเอม็อาร์เอ็นเอจะถูก
ส่งออกจากนิวเคลยีสไปยังส่วนไซโตปลาสซึมของเซลล์ เพื่อใหส้่วนประกอบส าคัญของเซลล์ที่เรียกวา่





รูปที่ 1.3  ขั้นตอนเชื่อมต่อเพื่อตัดส่วนอินทรอนออกจากสายอาร์เอ็นเอ  
(ที่มา S. Rogic, 2006) 
 
 
รูปที่ 1.4  รวมขั้นตอนการคัดลอกรหัส การเชื่อมต่อส่วนเอ็กซอนและการแปลรหัสโคดอนในยูคารีโอต 
(ที่มา S. Rogic, 2006) 
 5 
กระบวนการเชื่อมต่อเพื่อตัดส่วนอินทรอนและเชื่อมส่วนเอ็กซอนในสายอาร์เอ็นเอ จะ
ด าเนินไปในทิศทางที่แน่นอนคือจากด้าน 5’ ไปยังด้าน 3’ การตัดและต่อสายอาร์เอ็นเอจะมีการ
ตรวจสอบจุดเชื่อมต่อ (splice site) ซึ่งจะประกอบด้วยจุดเช่ือมระหว่างเอ็กซอนกับอินทรอน เรียกว่า 
donor site และจุดเชื่อมระหว่างอินทรอนกับเอ็กซอน เรียกว่า acceptor site จุดเช่ือมต่อทั้งสอง
แบบนี้จะปรากฏทั้งในสายดีเอ็นเอและถูกคัดลอกต่อมาในสายอาร์เอ็นเอ (รูปที่ 1.4) การวิเคราะห์
โครงสร้างของสายดีเอ็นเอเพื่อค้นหาต าแหน่งที่แน่นอนของ donor sites และ acceptor sites มี






 Exon 1 Intron 1 Exon 2 Intron 2 Exon 3   
  5’.. ..ATG… GT…AG ….. GT…AG ..TAA …3’ DNA 
      
 
  
 ..AUG… GU…AG ….. GU…AG ..UAA(A..A) pre-mRNA 
        
        
  AUG… ….. …UAA   mRNA 
  Exon 1 Exon 2    Exon 3    
รูปที่ 1.5  โครงสร้างอินทรอน (ภาพบน) และการตัดทิ้งส่วนอินทรอนและเชื่อมต่อส่วนเอ็กซอนใน
ขั้นตอนการถอดรหัสค าสั่งจากดีเอ็นเอไปยังเอ็มอาร์เอ็นเอ (ภาพล่าง) 
    
นักวิจัยในสาขาชีววิทยาระดับโมเดลกุลเชิงค านวณ ได้พยายามค้นหาเทคนิคที่จะช่วยให้
สามารถสร้างโมเดลที่แม่นย าในการตรวจสอบและท านาย donor และ acceptor sites ในสายดีเอ็น
เอ เพราะโมเดลที่ไดจ้ะเป็นความรู้พ้ืนฐานที่ส าคัญในการวิเคราะห์ด้านอื่น ๆ ที่เกี่ยวข้องกับรหัส
พันธุกรรม โดยในระยะแรกมีการใช้เทคนคิการวิเคราะห์ล าดับของนิวคลีโอไทด์ (sequence-based 
approach) เพื่อค้นหารูปแบบที่จะช่วยให้ท านาย donor และ acceptor sites ได้อย่างแม่นย า แต่
ในระยะหลังนักวิจัยเริ่มใช้เทคนิคของ machine learning ที่ให้ผลลัพธ์ที่รวดเร็วกว่า และความ
แม่นย าที่สูงขึ้น แต่จากการศกึษาเบ้ืองต้นกับข้อมูลดีเอ็นเอขนาดเล็ก (2,000 instances, 60 base 
pairs) ของผู้วิจัยพบว่าการใช้เทคนิค machine learning เช่น support vector machines และ 
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C4.5 ที่ถึงแม้จะให้โมเดลที่ค่าความแม่นย าในการท านายโดยรวมมีค่าสูง แต่เมื่อวิเคราะห์โดยละเอียด
จะพบว่าการท านาย true splice sites จะมีกรณีของ false positive ปะปนอยู่ค่อนข้างมาก 
ดังนั้นผู้วิจัยจึงมีแนวคิดที่จะพัฒนาโมเดลของการตรวจจับ splice sites บนสายดีเอ็นเอ
ที่ให้ผลการท านายที่มีความแม่นย าและมีอัตรา false positive ต่ า และรูปแบบของโมเดลที่ได้จะ
สามารถถูกแปลงเป็นฐานความรู้ด้วยขั้นตอนการแปลงที่เป็นกระบวนการอัตโนมัติ เพื่อให้ได้ระบบ
ฐานความรูส้ าหรับสนับสนุนงานด้านการท านายยีน ระบบฐานความรู้ทีส่ร้างด้วยกระบวนการอัตโนมัติ
นี้จะเป็นความก้าวหน้าใหม่ของการพัฒนาเครื่องมือส าหรับงานชีวสารสนเทศ 
 
1.2  งำนวิจัยที่เกี่ยวข้อง 
ในช่วงต้นศตวรรษที่ 21 ได้เกิดปรากฏการณ์ส าคัญทางด้านชีววิทยาระดับโมเลกุล เมื่อ
ทีมวิจัย Human Genome Project ประกาศความส าเร็จของการถอดรหัสทั้งหมดของโครโมโซมใน
มนุษย์ ท าให้ได้ข้อมูลของสายดีเอ็นเอ ยาว 3,310 ล้านคู่เบส (Baldi & Brunak, 2001) และ
ประกอบด้วยยีนประมาณ 20,000-25,000 หน่วย (Stein, 2004) การวิเคราะห์ข้อมูลทางชีววิทยา
ขนาดใหญ่เหลา่นี ้ ท าให้เกิดสาขาวิจัยใหม่ในช่ือของ ชีวสารสนเทศศาสตร์ หรือ bioinformatics ซึ่ง
เป็นศาสตร์ของการประยุกต์ใช้เทคนิคเชิงค านวณต่าง ๆ ในสาขาสถิติ และสาขาคอมพิวเตอร์ด้านการ
รู้จ าแบบ และการเรียนรู้ของเครื่อง เพื่อวิเคราะห์และประมวลผลข้อมูลดีเอ็นเอ (Ouzounis & 
Valencia, 2003; Cohen, 2004; Wodehouse, 2006) 
วัตถุประสงค์ของการวิเคราะห์ข้อมูลดีเอ็นเอมีได้หลากหลาย ทั้งเพ่ือศึกษาโครงสร้าง
และหน้าที่ของยีน (genomics) ศึกษาโครงสร้างและหน้าที่ของโปรตีน (proteomics) ที่เป็นผลผลิต
ของกระบวนการถอดรหัสดีเอ็นเอ รวมถึงเพื่อศึกษากระบวนการระหว่างกลางของการถอดรหัสจากดี
เอ็นเอเป็นโปรตีน โครงการวิจัยนี้เน้นที่การศึกษายีนส่วนที่บรรจุรหสัพันธุกรรมเพ่ือการสังเคราะห์
โปรตีน โดยก าหนดขอบเขตของงานเพื่อการสังเคราะห์โมเดลเชิงค านวณให้สามารถรู้จ าและจ าแนก
ส่วนบรรจุรหัส (exon) ออกจากส่วนที่ไม่มรีหัสส าหรับสรา้งโปรตีน (intron) รวมถึงความสามารถใน
การจ าแนกจุดเชื่อมต่อ (splice sites) ของเอ็กซอนและอนิทรอน งานในลักษณะนี้เรยีกว่าการท านาย
ยีน (gene prediction) หรือการรู้จ ารูปแบบของยีน (gene recognition) 
การท านายยีน หรือการรู้จ ารูปแบบของยีน เป็นปัญหาวิจัยที่ส าคัญในงานชีวสารสนเทศ 
เนื่องจากความรู้ที่ได้จะเป็นพื้นฐานส าคัญของการวิเคราะห์ด้านอื่น เช่น ชนิด ปริมาณ และความ
สมบูรณ์ของโปรตีนที่จะได้จากกระบวนการสังเคราะห์ นกัวิจัยได้พยายามคิดค้นเทคนคิต่าง ๆ เพื่อ
การท านายยีนที่แม่นย า มานานกว่าสองทศวรรษ เทคนิคเหล่านี้แบ่งได้เป็นสองกลุ่มใหญ่ (Mathe et 
al., 2002; Do & Choi, 2006; Flicek, 2007; Gross et al., 2007; Bandyopadhyay et al., 
2008) คือ intrinsic (หรือ ab initio) และ extrinsic (หรือ homology-based) 
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เทคนิคการท านายยีนในแบบ intrinsic หรือ ab initio จะใช้ข้อมูลล าดับนิวคลีโอไทด์ 
และโคดอน เฉพาะที่ปรากฏในสายดีเอ็นเอที่เป็นเป้าหมายของการสังเคราะห์โมเดล เพื่อการท านาย
ต าแหน่งของยีน (Fickett, 1982; Gribskov et al., 1984; Staden, 1984) เทคนิคการวิเคราะห์
มักจะใช้วิธีการทางสถิติเช่น hidden Markov model ซอฟต์แวร์เพื่อการท านายยีนที่จัดอยู่ในกลุม่ 
ab initio ได้แก่ GenScan (Burge & Karlin, 1997), Augustus (Stanke & Waack, 2003), 
TigrScan/Genezilla (Majoros et al., 2004) และ CRAIG (Bernal et al., 2007) ซอฟต์แวร์ทีม่ี
ชื่อเสียงและเป็นที่นิยมในกลุ่มนี้คือ GenScan เนื่องจากใช้งานได้ง่ายและประมวลผลรวดเร็ว ถึงแม้ใน
ระยะหลังจะมีซอฟต์แวร์เพื่อการท านายยีนที่ให้ค่าความแม่นย าสูงกว่า แต่ GenScan ยังได้รับความ
นิยมใช้เป็นเกณฑ์พื้นฐาน ในการเปรียบเทียบความสามารถในการท านายกับซอฟต์แวร์ที่ได้รับการ
พัฒนาขึ้นใหม ่
เทคนิคการท านายยีนในกลุ่มที่สองคือ extrinsic หรือ homology-based หรือ 
similarity-based มีการใช้ข้อมูลอื่นนอกเหนือจากดีเอ็นเอเป้าหมายประกอบการท านายยีน ข้อมูล
อื่นที่ใช้ได้แก่ ล าดับการเรยีงตัวของกรดอะมิโนในโปรตีน ล าดับของนิวคลีโอไทด์ในสายของเอ็มอาร์
เอ็นเอ และรูปแบบการเรียงตัวของสายดีเอ็นเอ ซอฟต์แวร์เพื่อการท านายในกลุ่ม extrinsic ได้แก่ 
ROSETTA (Batzoglu et al., 2000), CEM (Bafna & Husan, 2000), TWINSCAN (Korf et al., 
2001), SLAM (Alexandersson et al., 2003), SGP (Parra et al., 2003), EvoGene (Pederson 
& Hein, 2003), ExoniPhy (Siepel & Haussler, 2004), N-SCAN (Gross & Brent, 2005), 
DOGFISH (Carter & Durbin, 2006) และ CONTRAST (Gross et al., 2007) 
ซอฟต์แวร์เพื่อการท านายยีนที่เกิดขึ้นในระยะหลัง เช่น CONTRAST แสดงให้เห็นว่า
การใช้ข้อมูลอืน่ เช่น รูปแบบการเรียงตัวของสายดีเอ็นเอ ประกอบการท านายต าแหน่งของเอ็กซอน 
จะให้ผลการท านายที่แม่นย ามากขึ้น ข้อมลูที่ใช้ประกอบการท านายยีน นอกจากรูปแบบการเรียงตัว
ของสายดีเอ็นเอแล้ว ยังพบว่าโครงสร้างของอินทรอน และข้อมูลเกี่ยวกับโครงสร้างของอาร์เอ็นเอทั้ง
ในระดับปฐมภูมิและทุติยภูมิสามารถน ามาใช้ช่วยในการท านายยีนได้เป็นผลดี (Sparks & Brendel, 
2005; Marashi et al., 2006; Rogic, 2006; Dogan et al., 2007) 
โครงการวิจัยนี้มีวัตถุประสงค์ในการท านายยีนด้วยวิธีการของ machine learning โดย
ใช้เทคนิคการค้นพบความสัมพันธ์ (association mining) ใช้ข้อมูลของ intron และ exaon ใน
โครงสร้างของ RNA ประกอบการท านาย  splice sites ของยีน ข้อมูลประกอบการท านายจะถูก
ออกแบบโครงสร้างและจัดรปูแบบการแทนข้อมูลให้เหมาะสมกับการท าหน้าที่เป็นข้อมูลประกอบใน
การการท านาย โดยโมเดลที่ได้สามารถถูกแปลงให้อยู่ในกรอบของระบบฐานความรู้ทีจ่ะง่ายต่อการใช้
งาน นอกจากนี้การมี inference engine แยกจากส่วนฐานความรู้จะท าให้สะดวกต่อการปรับปรุง
ระบบเมื่อมีความรู้ใหม่เกิดขึน้ในอนาคต 
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ปัจจุบันระบบฐานความรู้ในงาน genomics ยังมีเพียงระบบ FIGENIX (Gouret et al., 
2005) และ CASSIOPE (Rascol et al., 2009) ที่ใช้ในการเปรียบเทียบจีโนมของหลายดีเอ็นเอเพ่ือ
ค้นหาบริเวณที่มีล าดับนวิคลีโอไทด์ตรงกัน และระบบ AlexSys (Aniba et al., 2010) ที่ใช้ในการ
เปรียบเทียบและวิเคราะห์โปรตีน ระบบฐานความรู้เพื่อการท านายยีนที่พัฒนาขึ้นนี้จึงจัดเป็น
ความก้าวหน้าใหม่ส าหรับงานวิจัยด้าน genomics 
 
1.3  วัตถุประสงคข์องโครงกำรวิจัย 
 ค้นคว้าความรู้พ้ืนฐานเกี่ยวกับโครงสร้างอาร์เอ็นเอ อินทรอน และกระบวนการ
เชื่อมต่ออาร์เอ็นเอ ที่เหมาะสมส าหรับการพัฒนาเป็นความรู้พ้ืนฐานในการสร้าง
โมเดลเพ่ือตรวจจับ splice sites บนสายดีเอ็นเอ รวมถึงออกแบบรูปแบบของการ
แทนความรูท้ี่เหมาะสมกับงานพัฒนาโมเดลเพื่อการท านายยีน 
 พัฒนาโมเดลส าหรับการท านายต าแหน่งเชื่อมต่อระหว่างส่วนเอ็กซอน-อินทรอน บน
สายดีเอ็นเอที่ให้ค่าความแม่นย าในการท านายสูง และให้ค่า false positive ต่ า โดย
รูปแบบของโมเดลที่ได ้จะต้องเหมาะสมส าหรับการแปลงเป็นฐานความรู้ส าหรับงาน
ด้านชีวสารสนเทศ  
 
1.4  ขอบเขตของกำรวิจัย 
งานวิจัยน้ีเป็นการพฒันาโมเดลเชิงค านวณ และออกแบบระบบฐานความรู้ส าหรับงาน
ด้านการท านายยีน เน้นที่การหาต าแหน่งเอ็กซอน-อินทรอน และขอบเขตระหว่างส่วนของเอ็กซอน
และอินทรอน โดยในเบื้องต้นนี้ยังไม่รวมงานด้าน gene annotation ที่เป็นการหาจ านวนยีนและ
ก าหนดต าแหน่งที่แน่นอนของยีนบนโครโมโซม โมเดลที่สร้างขึ้นจะพิจารณาโครงสร้างของดีเอ็นเอ
และอาร์เอ็นเอเป็นหลัก โดยยังไม่พิจารณาหน้าที่ หรือ function ของรหัสพันธุกรรม การทดสอบ
ความแม่นย าของโมเดลจะใช้เทคนิคของการตรวจสอบด้วยข้อมูลทดสอบ ตามวิธีการปกติของ 
machine learning โดยจะไม่ใช้วิธีการตรวจสอบทางห้องปฏิบัติการชีววิทยาระดับโมเลกุล 
 




ประมวลผล โดยตลอดระยะเวลาสามปีของการด าเนินงานโครงการวิจัยนี้ สามารถตีพิมพเ์ผยแพร่
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ผลงานวิจัยในวารสารวิชาการ 6 บทความ และน าเสนอผลงานวิจัยและตีพิมพ์ใน International 
Conference Proceedings อีก 2 บทความ 
การทดสอบระบบที่ออกแบบและพัฒนาขึ้นในลักษณะ prototype ท าให้ได้โปรแกรม
ต้นแบบเพื่อการท านายยีนที่สามารถจดลิขสทิธิ์ได้ 2 โปรแกรม ได้แก ่ โปรแกรมการค้นพบรูปแบบที่
ปรากฏบ่อยในข้อมูลดีเอ็นเอ (ลิขสทิธิ์เลขที่ ว1. 5346 ออกให้ ณ วันที่ 8 เมษายน 2558) และ 
โปรแกรมแบบขนานเพ่ือค้นหาความสัมพันธ์ (ลิขสทิธิ์เลขที่ ว1. 5347 ออกให้ ณ วันที่ 8 เมษายน 
2558) นอกจากนีผู้้ช่วยวิจัยที่เป็นนักศึกษาในระดับบัณฑิตศึกษา ทั้งระดับปริญญาโทและปริญญาเอก 
ได้มีโอกาสมีส่วนร่วมในโครงการวิจัยนี้เพื่อพัฒนาความสามารถในการท างานวิจัยระดับสูง 
  
บทที่  2  
การออกแบบและพัฒนาโปรแกรม 
 
2.1  กรอบแนวคิด 
โครงการวิจัยนี้มีวัตถุประสงค์หลักเพ่ือสร้างโมเดลส าหรับท านาย splice sites หรือจุด
เชื่อมต่อ exon-intron/intron-exon ในสายดีเอ็นเอ การสร้างโมเดลจะใช้วิธีการเรียนรู้รูปแบบจาก
ข้อมูลฝึก เมื่อได้โมเดลเพื่อการท านายต าแหน่งจุดเชื่อมต่อ หรือ splice sites ที่ผ่านการทดสอบความ
แม่นย าในการท านายแล้ว โมเดลจะถูกแปลงเป็นข้อมูลในฐานความรู้เพื่อใช้ประโยชน์ในงานชีวสารสน
เทศ เนื่องจากโมเดลท านาย splice sites จะต้องเอ้ือต่อการแปลงเป็นฐานความรู้ในขั้นตอนต่อไป 
งานวิจัยน้ีจึงเลือกใช้เทคนิคการค้นพบความสัมพันธ์ (association mining) เป็นอัลกอริทึมพื้นฐาน
ส าหรับการสรา้งโมเดล เนื่องจากให้ผลลัพธ์เป็นความสัมพันธท์ี่สามารถแปลงเป็นข้อความในลักษณะ
กฎของฐานความรู้ได ้โครงสร้างของโปรแกรมการค้นพบรูปแบบที่ปรากฏบ่อยในข้อมูลดีเอ็นเอส าหรับ
ท านายจุดเช่ือมตอ่ในสายดีเอ็นเอ (เรียกชื่อย่อว่าโปรแกรม assoDNA) แสดงได้ดังรูปที่ 2.1 
 
รูปที่  2.1 แนวคิดของโปรแกรม assoDNA ส าหรับท านายจุดเช่ือมต่อในดีเอ็นเอ 
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ขั้นตอนการท างานหลักของโปรแกรมการคน้พบรูปแบบที่ปรากฏบ่อยส าหรับท านายจุด
เชื่อมต่อในสายดีเอ็นเอ (โปรแกรม assoDNA) จะเริม่ต้นด้วยการน าเข้าข้อมูลสายดีเอ็นเอเพื่อเป็น
ข้อมูลฝึกส าหรบัให้โปรแกรมเรียนรู ้ กระบวนการเรียนรู้มีวัตถุประสงคเ์พื่อค้นหารูปแบบของ splice 
site ที่เป็นจุดเชื่อมต่อของ exon และ intron หรือจุดเชื่อมต่อระหว่าง intron และ exon เมื่อน าเข้า
ชุดข้อมูลฝึกแล้วจัดแบ่งข้อมูลเป็น ๓ กลุ่ม คือกลุม่แรกเป็นสายดีเอ็นเอที่ปรากฏจุดเช่ือมต่อ exon-
intron (เรียกว่า donor site)  กลุ่มทีส่องเป็นสายดีเอ็นเอที่ปรากฏจุดเช่ือมต่อ intron-exon 
(เรียกว่า acceptor site) และกลุ่มทีส่ามเปน็สายดีเอ็นเอที่ไม่ปรากฏทั้ง donor และ acceptor sites 
จากน้ันข้อมูลในแต่ละกลุ่มจะถูกน าเข้าโปรแกรม assoDNA เพื่อเรียนรู้รูปแบบที่ปรากฏ
บ่อย และแสดงผลลัพธ์เป็นรูปแบบที่ปรากฏบ่อยที่สุด (support) เรียงลดหลั่นตามล าดับค่าความถี่ที่
ปรากฏบ่อยจากสูงไปต่ า และเรียงล าดับตามค่าความเชื่อมั่น (confidence) ซึ่งมักจะใช้เป็นมาตรวัด
แทนค่าความถกูต้องของรูปแบบที่ค้นพบ ในงานวิจัยนี้จะพิจารณาเลือกใช้รูปแบบทีป่รากฏบ่อยและ
ความเช่ือมั่นสูงในช่วง ๓-๕ ล าดับแรกเพ่ือแปลงเป็นข้อมูลเก็บไว้ในฐานความรู้ รูปแบบของ splice 
sites ที่บันทึกไว้ในฐานความรู้จะถูกน าไปใช้งานเพ่ือการท านายจุดเช่ือมต่อสายดีเอ็นเอ ส าหรับกรณีที่
ไม่ทราบแน่ชันว่าสายดีเอ็นเอนั้นปรากฏ donor site หรือ acceptor site หรือไม่ 
 
2.2  การออกแบบและพฒันาโปรแกรม 
การออกแบบโปรแกรม assoDNA ใช้แนวทางการค้นหารูปแบบที่ปรากฏบ่อยของ
อัลกอริทึม Apriori (Agrawal and Srikant, 1993) เป็นพ้ืนฐานในการพัฒนา ขั้นตอนวิธีของ
โปรแกรม assoDNA แสดงได้ในลักษณะของ pseudocode ดังรูปที่ 2.2 และแสดงในลักษณะของ 
flowchart ดังรูปที่ 2.3 
 ขั้นตอนแรกของโปรแกรม assoDNA จะเป็นการแบ่งข้อมูลออกเป็นสามกลุ่มย่อย ได้แก่ 
exon/intron, intron/exon, none เพื่อแทนกลุ่มของข้อมูลดีเอ็นเอที่ปรากฏจุดเชื่อมต่อระหว่าง 
exon-intron  กลุ่มของข้อมูลดีเอ็นเอที่ปรากฏจุดเชื่อมต่อระหว่าง intron-exon และกลุ่มของข้อมลู
ดีเอ็นเอที่ไม่ปรากฏจุดเชื่อมต่อ ตามล าดับ 
ขั้นตอนที่สอง เป็นการค้นหารูปแบบของนิวคลีโอไทด์ในแต่ละกลุ่มโดยเริ่มจากรูปแบบที่
ประกอบด้วย 1 นิวคลโีอไทด์ และเพิ่มจ านวนนิวคลีโอไทด์ยาวขึ้นเป็น 2, 3, 4, 5, …, 60 และนบั
ค่าความถี่ของรูปแบบเหล่านั้น ค่าความถี่นี้เรียกว่าค่าสนับสนุน (support) รูปแบบของนิวคลีโอไทด์ที่
ปรากฏบ่อยจะถูกคัดเลือกเพื่อส่งต่อไปสู่การท างานในขั้นตอนต่อไป ในการใช้งานโปรแกรมค่าความถี่
ขัน้ต่ าหรือค่าสนับสนุนขั้นต่ า (minimum support, minSup) จะระบุโดยผู้ใช้งานโปรแกรม 
ขั้นตอนที่สามของโปรแกรม เป็นการค านวณค่าความเชื่อมั่น (confidence) ของแต่ละ
รูปแบบนิวคลีโอไทด ์ รูปแบบที่ผ่านเกณฑค์วามเช่ือมั่นขั้นต่ า (minimum confidence, minConf) 





Step 1: Initialization phase 
Split the training dataset into three subsets according to the class value. 
Thus, we will get data of class exon/intron, data of class intron/exon, 
and data of class none. 
Step 2: Generation of frequent patterns 
Each data subset is processed through the following steps: 
2.1 Set the given minimum support as minSup 
2.2 Initialize R ( a set of frequent patterns) to be empty, R =  
2.3 Build a candidate pattern P of length K 
             P =  K (Li = Bj) 
             where K starts from 1, i  {-30, .., +30}, and  
                       Bj  {A,C,T,G,D,N,S,R} 
2.4 Select a pattern P with support ≥ minSup to contain in a set S 
2.5 Set R = R  S 
2.6 If  S = , then continue to step 3  
                      else increment K and go back to step 2.3 
Step 3: Confidence computation 
 3.1 Compute confidence value of every pattern P in R, and annotate 
confidence value to every pattern 
 3.2 Sort P in descending order according to confidence value, for a tie then 
descending sort with respect to a support value 
Step 4: Rule generation 
 4.1 Set the given minimum confidence as minConf 
 4.2 Generate association rules from every pattern P in R that has confidence 
≥ minConf 
Step 5: Building predictor model 
Combine rules from the process of every data subset and sort according 
their confidence and support values 
 




รูปที่ 2.3 การท างานของโปรแกรม assoDNA แสดงในลักษณะ flowchart 
 
การพัฒนาขั้นตอนวิธีดังแสดงในรูปที่ 2.2  และ  2.3 เป็นโปรแกรมจะใช้ภาษาเออแลง 
(Erlang) ซึ่งเป็นภาษาเชิงฟังก์ชัน (ดาวน์โหลดได้ฟรีจาก http://www.erlang.org) เนื่องจากเป็น
ภาษาที่เหมาะสมส าหรับการพัฒนาต้นแบบอย่างรวดเร็ว (rapid prototyping) และสามารถพัฒนา
เป็นการโปรแกรมแบบขนานได้ง่าย ตัวอย่างโปรแกรมบางส่วนแสดงได้ดังรูปที่ 2.4  (รหัสต้นฉบับ
ทั้งหมดของโปรแกรม assoDNA สามารถดูได้ในภาคผนวก ข) และหน้าจอผลลัพธ์ของการประมวลผล
โปรแกรมแสดงดังรูปที่ 2.5 
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main1() ->   
       {AllInput,FNo,ThisClass} = input(), 
       DB = myToSet(AllInput), 
       Total = length(AllInput), 
       {_,Per} = io:read(" input percent> "), 
       {FNo, ThisClass, DB, Per} .  
 
apriori(DB, Items, Min) ->  
       C1=[ {from_list([X]), findSup(from_list([X]), DB) } || X <- Items ], 
       L1=[{FS,Sup} || {FS,Sup} <- C1,Sup>=Min] , 
       LkPrint=[ {to_list(FS), Sup,Sup/length(DB)*100} || {FS,Sup} <- L1] ,  
       K = 2,  
       LS = [FS || {FS,_} <- L1], 
       aprioriLoopPar(L1, DB, LS, K, Min) . 
 
รูปที่ 2.4 ฟังก์ชันหลักและฟงัก์ชันค้นหาความสัมพันธ์ของโปรแกรม assoDNA 
 
รูปที่ 2.5 ตัวอย่างจอภาพที่เป็นผลการท างานของโปรแกรม assoDNA 
 
ผลการท างานของโปรแกรม assoDNA ดังรูปที่ 2.5 เป็นการค้นหารูปแบบของนิวคลีโอ
ไทดท์ี่ปรากฏบ่อยในกลุ่มของดีเอ็นเอที่มีจุดเชื่อมต่อ intron-exon โดยก าหนดค่าความถี่ของการ
ปรากฏบ่อย หรือ minSup เป็น 50% รูปแบบที่ถึงเกณฑ์ขั้นต่ านี้มีทั้งสิ้น 11 รูปแบบ ดังนี้ 
Intron-exon splice site patterns: 
รูปแบบที่ 1  นิวคลีโอไทด์ A ปรากฏที่ต าแหน่ง -2        (confidence = 99.4%) 
รูปแบบที่ 2  นิวคลีโอไทด ์C ปรากฏที่ต าแหน่ง -3        (confidence = 78.0%) 
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รูปแบบที่ 3  นิวคลีโอไทด์ G ปรากฏที่ต าแหน่ง -1        (confidence = 99.6%) 
รูปแบบที่ 4  นิวคลีโอไทด์ G ปรากฏที่ต าแหน่ง +1       (confidence = 50.2%) 
รูปแบบที่ 5  นิวคลีโอไทด์ A ปรากฏที่ต าแหน่ง -2 และ 
 นิวคลีโอไทด์ C ปรากฏที่ต าแหน่ง -3        (confidence = 77.8%) 
รูปแบบที่ 6  นิวคลีโอไทด์ A ปรากฏที่ต าแหน่ง -2 และ 
 นิวคลีโอไทด์ G ปรากฏที่ต าแหน่ง -1        (confidence = 99.2%) 
รูปแบบที่ 7  นิวคลีโอไทด์ A ปรากฏที่ต าแหน่ง -2 และ 
 นิวคลีโอไทด์ G ปรากฏที่ต าแหน่ง +1       (confidence = 50.2%) 
รูปแบบที่ 8  นิวคลีโอไทด์ C ปรากฏที่ต าแหน่ง -2 และ 
 นิวคลีโอไทด์ G ปรากฏที่ต าแหน่ง -1        (confidence = 78.0%) 
รูปแบบที่ 9  นิวคลีโอไทด์ G ปรากฏที่ต าแหน่ง -1 และ 
 นิวคลีโอไทด์ G ปรากฏที่ต าแหน่ง +1       (confidence = 50.2%) 
รูปแบบที่ 10 นิวคลีโอไทด์ A ปรากฏที่ต าแหน่ง -2 และ 
  นิวคลีโอไทด์ C ปรากฏที่ต าแหน่ง -3  และ 
  นิวคลีโอไทด์ G ปรากฏที่ต าแหน่ง -1        (confidence = 77.8%) 
รูปแบบที่ 11 นิวคลีโอไทด์ A ปรากฏที่ต าแหน่ง -2 และ 
  นิวคลีโอไทด์ G ปรากฏที่ต าแหน่ง -1  และ 
                 นิวคลีโอไทด์ G ปรากฏที่ต าแหน่ง +1        (confidence = 50.2%) 
 
2.3  การแปลงโมเดลเป็นฐานความรู ้
โมเดลส าหรับรปูแบบเช่ือมต่อ exon-intron รูปแบบเช่ือมต่อ intron-exon และ
รูปแบบที่ไม่มีจดุเช่ือมต่อ (none) ที่ได้จากโปรแกรม assoDNA จะถูกแปลงเป็นฐานความรู้โดยการใช้
โปรแกรมเชิงตรรกะช่ือ Win-prolog (http://www.lpa.co.uk/win.htm) และโปรแกรมเชิงภาพช่ือ 
VisiRule (http://www.lpa.co.uk/vsr.htm) ช่วยในการสร้างฐานความรู้  แผนภาพของการสร้าง
ฐานความรู้แสดงได้ดังรูปที่ 2.6 เมื่อประมวลผลแผนภาพจะได้ชุดค าสั่งในภาษาเชิงตรรกะดังรูปที่ 2.7  
การใช้งานฐานความรู้ จะเป็นการประมวลผลโปรแกรมเชิงตรรกะในรูปที ่2.7 การใช้งาน
โปรแกรมจะเป็นลักษณะโต้ตอบ โดยโปรแกรมจะตั้งค าถามให้ผู้ใช้ตอบ ค าตอบจะเป็นสองทางเลือก
คือ yes/no ตัวอย่างการถามตอบเกี่ยวกับต าแหน่งที่ปรากฏนิวคลีโอไทด์แบบต่าง ๆ ในสายดีเอ็นเอ
แล้วให้ผลวินิจฉัยเป็นรูปแบบเชื่อมต่อแบบ exon-intron แสดงดังรูปที่ 2.8 การโต้ตอบกับฐานความรู้
แล้วให้ผลลัพธเ์ป็นรูปแบบเช่ือมต่อ intron-exon แสดงดังรูปที่ 2.9 และการโต้ตอบที่ให้ผลลัพธ์เป็น
ไม่ปรากฏต าแหน่งเชื่อมต่อในสายดีเอ็นเอ แสดงดังรูปที่ 2.10 
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รูปที่ 2.6 การแปลงโมเดลเป็นฐานความรู้ด้วยโปรแกรมเชิงภาพ VisiRule 
 do ensure_loaded( system(vrlib) ) .  
relation 'START'( Conclusion ) if 
   q_Question1( Conclusion ) .  
relation q_Question1( Conclusion ) if 
   the answer to 'Question1' is _ and  
   check( 'Question1', =, 'No' ) and  
   q_Question4( Conclusion ) .  
relation q_Question1( Conclusion ) if 
   the answer to 'Question1' is _ and  
   check( 'Question1', =, 'Yes' ) and  
   q_Question2( Conclusion ) .  
relation q_Question4( Conclusion ) if 
   the answer to 'Question4' is _ and  
   check( 'Question4', =, 'No' ) and  
   q_Question5( Conclusion ) .  
relation q_Question4( Conclusion ) if 
   the answer to 'Question4' is _ and  
   check( 'Question4', =, 'Yes' ) and  
   Conclusion = 'Intron/Exon'  .  
relation q_Question5( Conclusion ) if 
   the answer to 'Question5' is _ and  
   check( 'Question5', =, 'Yes' ) and  
   Conclusion = 'None'  .  
relation q_Question5( Conclusion ) if 
   the answer to 'Question5' is _ and  
   check( 'Question5', =, 'No' ) and  
   Conclusion = 'None'  .  
relation q_Question2( Conclusion ) if 
   the answer to 'Question2' is _ and  
   check( 'Question2', =, 'No' ) and  
   q_Question3( Conclusion ) .  
relation q_Question2( Conclusion ) if 
   the answer to 'Question2' is _ and   
   check( 'Question2', =, 'Yes' ) and  
   Conclusion = 'Exon/Intron'  .  
relation q_Question3( Conclusion ) if 
   the answer to 'Question3' is _ and  
   check( 'Question3', =, 'Yes' ) and  
   Conclusion = 'Exon/Intron'  .  
relation q_Question3( Conclusion ) if 
   the answer to 'Question3' is _ and  
   check( 'Question3', =, 'No' ) and  
   Conclusion = 'None'  .group group1 
   'No', 'Yes' .  
question 'Question2'  
   'Loc+3 = ''A'' ?' ;  
   choose one of group1  
   because '' .   
group group2 
   'Yes', 'No' .  
question 'Question3'  
   'Loc+5 OR Loc+11 OR Loc+20 = ''G'' ?' ;  
   choose one of group2  
   because '' .   
question 'Question4'  
   'Loc-2 = ''A'' AND Loc-1 = ''G''?~M~J' ;  
   choose one of group1  
   because '' .   
question 'Question5'  
   'Loc-1 = ''A'' OR ''T'' OR ''C'' ?' ;  
   choose one of group2  
   because ' ' .   
question 'Question1'  
   'Loc+1 = ''G'' AND Loc+2 = ''T''?' ;  
   choose one of group1  
   because '' . 

















รูปที่ 2.10 การโต้ตอบกับฐานความรู้แล้วให้ผลวินิจฉัยว่าไม่ปรากฏรูปแบบเช่ือมต่อ 
 
2.4  การจัดการความไม่แน่นอนด้วยวธิีการคน้พบโดยประมาณ 




ของการค้นพบโดยประมาณคือใช้การสุ่มเลือกข้อมูลเพื่อน ามาประมวลผลด้วยโปรแกรม assoDNA  
แนวทางการสุ่มที่น าเสนอในงานวิจัยน้ีคือการสุ่มตามความหนาแน่นของข้อมูลในแต่ละ
คลาส ไดแ้ก่ คลาส exon-intron คลาส intron-exon และคลาส none ในกรณีของข้อมูลขนาดใหญ่
การสุ่มจะใช้วิธีสุ่มจากกรอบขอ้มูลขนาดเล็ก จากนั้นเลื่อนกรอบข้อมูลไปตามล าดับในลักษณะของ
วิธีการเลื่อนกรอบหน้าต่าง (sliding window) ข้อมูลภายในกรอบที่มีความหนาแน่นถึงเกณฑ์ที่
ก าหนด จะถูกสุ่มเลือกมาเกบ็ภายในพื้นที่หน่วยความจ าชั่วคราวที่เรียกว่าแหล่งกักเก็บ (reservoir) 
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ข้อมูลในแหล่งกักเก็บน้ีเท่านั้น ที่จะถูกน าไปค้นหารูปแบบด้วยโปรแกรม assoDNA แนวคิดของการ
สุ่มตามความหนาแน่นของข้อมูลเพื่อรวบรวมข้อมูลทีห่นาแน่นถึงเกณฑท์ี่ก าหนด บันทึกไว้ในแหล่งกัก
เก็บแสดงเป็นแผนภาพได้ดังรูปที่ 2.11 และขั้นตอนการท างานในลักษณะของ pseudocode แสดง


























รูปที่ 2.11 กรอบแนวคิดของการสุ่มเลือกขอ้มูลตามความหนาแน่นเพื่อบันทึกไว้ในแหล่งกักเก็บ 
 
 
Input:    a set of data points represented as vectors 
Output: a new set of transformed data points annotated with density value  
       % Initialize windows 
(1)   Interact with user to obtain dimension value   
(2)   Generate window grid of size W along dimension axes 
       % Count density 
(3)   Sequential move on each window and count number of data points, N, 
in the window 
(4)   Record a list of window’s central point and its N value in a file F 
(5)   Return F as a set of transformed data 
 





2.5  การเพิ่มประสิทธิภาพโปรแกรมด้วยการท างานแบบขนาน 
ในกรณีที่ผู้ใช้งานโปรแกรม assoDNA ต้องการเพ่ิมความเร็วในการประมวลผล สามารถ
เลือกใช้โปรแกรมที่มีการท างานแบบขนาน ภาษาเออแลงอ านวยความสะดวกเกี่ยวกับการประมวลผล
โปรแกรมแบบขนานด้วยการใช้วิธีการสร้างหลายโพรเซส โดยโปรแกรมเมอร์จะเป็นผู้พิจารณาและ
ก าหนดว่าโพรเซสส าหรับการประมวลผลในโปรแกรมมีฟังก์ชันใดที่สามารถท างานพร้อมกันได้ ถ้า
ปรากฏฟังก์ชันที่มีลักษณะดังกล่าว สามารถใช้ค าสั่ง spawn เพื่อสร้างโพรเซสใหม่ให้ท างานคู่ขนาน
แบบพร้อมกันกับโพรเซสอื่น ชุดค าสั่งของโปรแกรม assoDNA ที่ถูกปรับปรุงให้ท างานแบบขนาน 
แสดงได้ดังรูปที่ 2.13 และตวัอย่างจอภาพของการประมวลผลแบบขนานแสดงได้ดังรูปที่ 2.14 
-module(assoDNA_par). 
concurrent(P1, P2, P3) -> 
           spawn(assoDNA_par, run, [self(),P1]), 
        spawn(assoDNA_par, run, [self(),P2]), 
        spawn(assoDNA_par,run,[self(),P3]), 
        receive 
                 my_end -> ok 
        end. 
 
run(MasterID, InputL) ->  
        R = main2(any, 3, InputL), 
        file:delete("out.txt") , 
        AD = lists:last(R), 
        [ADD|_] = AD, 
        Rules = lists:sublist(R, length(R)-1), 
        PrintRules = map(fun( {D, S, Per, Class} ) -> 
                                         {to_Col3(notLast(D)), S, Per, transformBack(Class) }   
                                    end,  Rules),  
        ADP = lists:map(fun(Data) -> {Data, checkRules(Data, Rules) } 
                                  end, AD), 
        ADPprint = map(fun({Data, V}) -> Predict = transformBack(V), 
                                     {Data, [last(Data), Predict,  
                                       mark(last(Data), Predict) ] }  
                                   end,  ADP), 
        Predict = map(fun( {F, S} ) ->  {to_Col3(notLast(F)), S} 
                               end,  ADPprint), 
        writeToFile(Predict), 
        [_,Stop|_] = InputL, 
        if Stop ==2 -> MasterID ! my_end ; 
                  true -> MasterID ! not_end 
        end. 




รปูที่ 2.14 จอภาพแสดงการประมวลผลโปรแกรม assoDNA แบบขนาน 
 
การแสดงรูปแบบของจุดเช่ือมต่อของโปรแกรม assoDNA แบบขนาน (รูปที่ 2.14) 
แสดงต าแหน่งของนิวคลีโอไทด์ทั้งในแบบที่ใช้ตัวเลขและแบบที่ใช้รหัส ASCII แทนตัวเลข เช่นกรณี
ของการใช้ตัวเลข “A(-2)” หมายถึง นิวคลีโอไทด์ A (or adenine) ณ ต าแหน่ง -2 ในสายของดีเอ็น
เอ และกรณีที่ใช้รหัส ASCII เช่น “AM” หมายถึง นิวคลีโอไทด์ A ณ ต าแหน่ง 29 (รหัส ASCII ของ
ตัวอักษร M) ในสายของดีเอ็นเอ 




หรือชุดของรูปแบบส าหรับตรวจจับ splice sites ในสายดเีอ็นเอให้ได้ผลของการตรวจจับอัตโนมัติที่มี
ค่า false positive ต่ า และพัฒนาผลการออกแบบนั้นเป็นโปรแกรมการค้นพบรูปแบบที่ปรากฏบ่อย
ในข้อมูลดีเอ็นเอ หรือโปรแกรม assoDNA (๒) ใช้วิธีการทางวิศวกรรมความรูแ้ปลงโมเดลเพ่ือการ
ตรวจจับจุดเชื่อมต่อ หรือ splice sites เป็นโมเดลในรูปแบบที่สามารถใช้งานกับระบบฐานความรู้ได้ 





3.1  ข้อมูลที่ใช้ในการทดสอบ 
ในการทดสอบความถูกต้องและประสิทธิภาพของโปรแกรม assoDNA ในการค้นหา
รูปแบบจุดเชื่อมต่อในสายดีเอ็นเอ งานวิจัยนี้ใช้ข้อมูลชื่อ splice junctions จากฐานข้อมูล UCI The 
Machine Learning Data Repository (2017) ของมหาวทิยาลัยแห่งแคลิฟอร์เนียเมืองเออไวน์ 
ข้อมูล splice junctions ชุดดั้งเดิมประกอบด้วย 3190 เรคคอร์ด แต่เนื่องจากมีข้อมูล 4 เรคคอร์ดที่
รหัสพันธุกรรมในบางต าแหน่งก ากวม (มีความไม่แน่นอนว่าเป็นรหัส A หรือ G หรือ C หรือ T) ใน
งานวิจัยน้ีจึงตัดข้อมูลทั้ง 4 เรคคอร์ดทิง้ ท าให้คงเหลือข้อมูลที่ใช้ในการทดลองรวม 3186 เรคคอร์ด  
ข้อมูลในแต่ละเรคคอร์ดประกอบด้วย 61 คอลัมน์ คอลัมน์ที่ 1-60 เป็นรหัสนิวคลีโอไทด์ 
ณ ต าแหน่งต่าง ๆ ของสายดีเอ็นเอ โดยสายดีเอ็นเอเริ่มต้นที่ต าแหน่ง -30 สิ้นสุดที่ต าแหน่ง +30 รหัส
นิวคลีโอไทด์ในแต่ละต าแหน่งจะปรากฏเป็น A หรือ G หรือ T หรือ C คอลัมน์สุดท้ายของข้อมูลจะ
ระบุชนิดของจุดเช่ือมต่อว่าเป็น exon/intron หรือ intron/exon หรือ none ซึ่งหมายถึงไม่ปรากฏ
จุดเช่ือมต่อทั้งสองแบบ รูปที ่3.1 แสดงโครงสร้างของยีนที่ประกอบด้วย exon และ intron รูปที่ 3.2 
แสดงตัวอย่างข้อมูลที่ใช้ในการทดสอบโปรแกรมจ านวน 5 เรคคอร์ด 
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รูปที่ 3.1 โครงสร้างของยีนที่ประกอบด้วยส่วน exon และ intron 
(ที่มา http://genome.gov/Glossary/) 
 
รูปที่ 3.2 ตัวอย่างข้อมูลที่ใช้ในการทดสอบโปรแกรม 
 
%  Data : A sequence of DNA starting at position -30 and ending at position +30. 
%  Problem statement :  
%        Given a sequence of DNA, recognize the exon/intron (donor site)  
%                                             and intron/exon (acceptor site) boundaries. 












ข้อมูลจ านวน 3186 เรคคอร์ดน้ี จะถูกแบ่งเป็นสองส่วนที่มีจ านวน 61 คอลัมน์
เหมือนกัน ข้อมูลส่วนแรกประกอบด้วย 2000 เรคคอร์ด ใช้ส าหรับเป็นข้อมูลฝึก (training data) 
เพื่อให้โปรแกรม assoDNA ใช้ในการเรียนรู้เพื่อค้นหารูปแบบของจุดเชื่อมต่อ exon/intron และ 
intron/exon ข้อมลูส่วนที่สองประกอบด้วย 1186 เรคคอร์ด ใช้ส าหรบัทดสอบ (test data) ความ
แม่นย าของโมเดลตรวจจับจุดเชื่อมต่อในสายดีเอ็นเอ การกระจายของข้อมูลดีเอ็นเอทั้งสามกลุ่มย่อย 
(หรือเรียกว่า คลาส) ในชุดขอ้มูลฝึกและชุดขอ้มูลทดสอบ สรุปได้ดังตารางที่ 3.1  
 
ตารางที่ 3.1 การกระจายของข้อมูลในแต่ละคลาสของชุดข้อมูลฝึกและข้อมูลทดสอบ 
Class Splice site data Training data Test data 
exon/intron     767 (24%)     464 (23.20%)     303 (25.55%) 
intron/exon     765 (24%)     485 (24.25%)     280 (23.61%) 
none   1,654 (52%)   1,051 (52.55%)     603 (50.84%) 
Total   3,186   2,000    1,186 
 
ชุดข้อมูลเริ่มต้นมีสัดส่วนของข้อมูลในคลาส exon/intron คิดเป็น 24%  สัดส่วนของ
ข้อมูลในคลาส intron/exon คิดเป็น 24% และสัดส่วนของข้อมูลในคลาส none คิดเป็น 52% เมื่อ
แยกข้อมูลเป็นสองชุดย่อยเพื่อท าหน้าที่เป็นข้อมูลฝึกและขอ้มูลทดสอบ การสุ่มเลือกขอ้มูลจึงใช้วิธีสุ่ม
แบบแบ่งเป็นช้ัน (stratified sampling) เพื่อให้สัดส่วนของข้อมูลในทั้งสามคลาสในชุดข้อมูลฝึกและ
ข้อมูลทดสอบใกล้เคียงกับข้อมูลดั้งเดิมให้มากที่สุด 
 
3.2  มาตรวัดประสิทธิภาพโมเดลในการท านายจุดเชื่อมต่อในยีน 
การพัฒนาโมเดลหรือชุดของรูปแบบที่ใช้ท านายจุดเชื่อมต่อในยีนหรือสายของดีเอ็นเอว่า
เป็น exon/intron หรือ intron/exon หรือไม่ปรากฏจุดเชื่อมต่อทั้งสองแบบ (none) เป็นวิธีการ
สร้างโมเดลแบบอัตโนมัติ โดยให้โปรแกรมเรียนรู้รูปแบบจากชุดข้อมูลฝึกที่มีผลเฉลยอยูแ่ล้วว่าดีเอ็นเอ
















Actual exon/intron a b c actual_EI 
Actual intron/exon d e f actual_IE 
Actual none g h i actual_None 
 predict_EI predict_IE predict_None  
 
มาตรวัดประสิทธิภาพของโมเดล จะค านวณจากค่าที่ปรากฏในแต่ละช่องของคอนฟิวชัน
เมตริกซ์ตามทีป่รากฏในตารางที่ 3.2 โดยค่าของตัวแปรในแต่ละช่องมีความหมายดังนี้  
a  หมายถึง จ านวนข้อมูลทดสอบที่เป็นคลาส exon/intron และโมเดลท านายได้ถูกต้องว่าเป็น 
exon/intron  
b  หมายถึง จ านวนข้อมูลทดสอบที่เป็นคลาส exon/intron แต่โมเดลท านายผิดว่าเป็น 
intron/exon  
c  หมายถึง จ านวนข้อมูลทดสอบที่เป็นคลาส exon/intron แต่โมเดลท านายผิดว่าเป็น none  
d  หมายถึง จ านวนข้อมูลทดสอบที่เป็นคลาส intron/exon แต่โมเดลท านายผิดว่าเป็น 
exon/intron  
e  หมายถึง จ านวนข้อมูลทดสอบที่เป็นคลาส intron/exon และโมเดลท านายได้ถูกต้องว่าเป็น 
intron/exon  
f  หมายถึง จ านวนข้อมูลทดสอบที่เป็นคลาส intron/exon แต่โมเดลท านายผิดว่าเป็น none  
g  หมายถึง จ านวนข้อมูลทดสอบที่เป็นคลาส none แต่โมเดลท านายผิดว่าเป็น exon/intron  
h  หมายถึง จ านวนข้อมูลทดสอบที่เป็นคลาส none แต่โมเดลท านายผิดว่าเป็น intron/exon  
i  หมายถึง จ านวนข้อมูลทดสอบที่เป็นคลาส none และโมเดลท านายได้ถกูต้องว่าเป็น none  
 
 ค่าที่ขอบของเมตริกซ์เป็นค่าผลรวมในแนวนอนและแนวตั้ง มีความหมายดังนี้ 
actual_EI  หมายถึง จ านวนข้อมูลทดสอบทั้งหมดที่มคีลาสที่แท้จริงเป็น exon/intron  
ค านวณได้จากผลรวมของค่าในแนวนอนได้แก่ (a + b + c) 
actual_IE  หมายถึง จ านวนข้อมูลทดสอบทั้งหมดที่มคีลาสที่แท้จริงเป็น intron/exon  
ค านวณได้จากผลรวมของค่าในแนวนอนได้แก่ (d + e + f) 
actual_None  หมายถึง จ านวนข้อมูลทดสอบทั้งหมดที่มคีลาสที่แท้จริงเป็น none  ค านวณได้จาก
ผลรวมของค่าในแนวนอนได้แก่ (g + h + i) 
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predict_EI  หมายถึง จ านวนข้อมูลทดสอบทั้งหมดที่โมเดลท านายว่าเป็นคลาส exon/intron  
ค านวณได้จากผลรวมของค่าในแนวตั้งได้แก่ (a + d + g) 
predict_IE  หมายถึง จ านวนข้อมูลทดสอบทั้งหมดที่โมเดลท านายว่าเป็นคลาส intron/exon  
ค านวณได้จากผลรวมของค่าในแนวตั้งได้แก่ (b + e + h) 
predict_None  หมายถึง จ านวนข้อมูลทดสอบทั้งหมดที่โมเดลท านายว่าเป็นคลาส none  ค านวณ
ได้จากผลรวมของค่าในแนวตั้งได้แก่ (c + f + i) 
 
การวัดความแม่นย าในการท านายโดยรวมของโมเดล (overall accuracy) จะใช้ผลรวม
ของการท านายถูกต้องในช่อง a, e, i หารด้วยจ านวนข้อมูลทดสอบทัง้หมด แต่ในกรณีที่ข้อมูลในแต่
ละคลาสมีจ านวนไม่เท่ากันจะใช้การวิเคราะห์อย่างละเอียดเป็นรายคลาส มาตรวัดที่นิยมใช้ในการวัด
ประสิทธิภาพโมเดลอย่างละเอียดเป็นรายคลาส ประกอบด้วยมาตรวัด true positive rate มาตรวัด 
false positive rate มาตรวัด precision และมาตรวัด F-measure การค านวณในแต่ละมาตรวัด
อธิบายได้ดังต่อไปน้ี  
มาตรวัดอัตราท านายคลาสเป้าหมายถูกต้อง (true positive rate, or TP rate) หรือค่า
ระลึก (recall) หรือค่าความไว (sensitivity) โดยที่คลาสเป้าหมายของการวิเคราะห์นิยมเรียกว่า 
คลาสบวก (positive class) มาตรนี้ใช้เพื่อวัดว่าข้อมูลที่เป็นคลาสบวก โมเดลสามารถท านายได้
ถูกต้องว่าเป็นคลาสบวก มีจ านวนมากหรือน้อยเพียงใด การค านวณจะเป็นดังสมการที่ 3.1 - 3.3 และ
ค่าอัตราท านายคลาสเป้าหมายถูกต้องจะมีค่าอยู่ระหว่าง 0 ถึง 1 ค่าที่เข้าใกล้หนึ่งถือเป็นค่าที่ดี แสดง
ถึงความไวของโมเดลที่สามารถตรวจจับข้อมูลในคลาสเป้าหมายได้ครบถ้วน 
TP rate (for class exon/intron) =        a             (3.1) 
            (actual_EI) 
 
TP rate (for class intron/exon) =        e             (3.2) 
            (actual_IE) 
 
TP rate (for class none)          =         i             (3.3) 
            (actual_None) 
 
 
มาตรวัดอัตราท านายคลาสอื่นผิดว่าเป็นคลาสเป้าหมาย (false positive rate, or FP 
rate) มาตรนี้ใช้วัดว่าข้อมูลที่มิใช่คลาสเป้าหมายแตโ่มเดลท านายผิดว่าเป็นคลาสเป้าหมาย มีจ านวน
มากหรือน้อยเพียงใด การค านวณจะเป็นดังสมการที่ 3.4 – 3.6 ค่าอตัราท านายคลาสอื่นผิดว่าเป็น
คลาสเป้าหมาย (บางครั้งเรียกว่าสัญญาณเตือนผิด หรือ false alarm) จะมีค่าอยู่ระหว่าง 0 ถึง 1 
ค่าที่เข้าใกล้ศนูย์ถือเป็นค่าที่ดี ค่านีแ้สดงถึงความสามารถของโมเดลที่ตรวจจับคลาสเป้าหมายไม่ไว
มากเกินจุดพอดี จนกระทั่งท านายคลาสอื่นว่าเป็นคลาสเป้าหมาย 
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FP rate (for class exon/intron) =             (d + g)            (3.4) 
           (actual_IE + actual_None) 
 
FP rate (for class intron/exon) =             (b + h)            (3.5) 
           (actual_EI + actual_None) 
 
FP rate (for class none)          =             (c + f)            (3.6) 
           (actual_IE + actual_EI) 
 
 
มาตรวัดความแม่น (precision) ใช้วัดความสามารถของโมเดลว่าเมื่อโมเดลท านายข้อมูล
ว่าเป็นคลาสเป้าหมาย การท านายนั้นถูกต้องเพียงใด ค่าความแม่นอยู่ระหว่าง 0 ถึง 1 ค่าที่เข้าใกล้
หนึ่งมากที่สุดถอืว่าเป็นค่าที่ดี การค านวณจะเป็นดังสมการที่ 3.7 – 3.9 
Precision (for class exon/intron) =           a                     (3.7) 
                 (predict_EI) 
 
Precision (for class intron/exon) =            e                     (3.8) 
                 (predict_IE) 
 
Precision (for class none)          =          i                      (3.9) 
               (predict_None) 
 
 
มาตรวัดเอฟ (F-measure) ใช้วัดความสามารถของโมเดลทั้งด้านค่าความไว (หรือค่า
ระลึก) และค่าความแม่น ทั้งนี้เนื่องจากบางโมเดลอาจมีค่าความไวสูงแต่มีค่าความแม่นต่ า เกิดจาก
การที่โมเดลท านายข้อมูลทั้งหมดว่าเป็นคลาสเป้าหมาย จะท าให้ได้ค่าความไวที่สูงสุด (= 1) แต่ค่า
ความแม่นต่ ามากเนื่องจากข้อมูลในคลาสอืน่ทั้งหมดจะถูกท านายว่าเป็นคลาสเป้าหมาย มาตรวัดเอฟ
จึงถูกพัฒนาขึ้นเพื่อวัดทั้งค่าความไวและค่าความแม่นพร้อมกัน ค่าเอฟอยู่ระหว่าง 0 ถึง 1 ค่าที่เข้า
ใกล้หนึ่งมากทีสุ่ดถือว่าเป็นค่าที่ดี แสดงถึงประสิทธิภาพของโมเดลว่ามีทั้งค่าความไว (หรือค่าระลึก) 
และค่าความแม่นที่ดี การค านวณค่าเอฟจะเป็นดังสมการที่ 3.10 
F-measure (by class)   =     (2  Precision   Recall)         (3.10) 
       (Precision + Recall) 
 
3.3  ผลการทดสอบโปรแกรมการค้นพบรปูแบบที่ปรากฏบ่อยในข้อมลูดีเอ็นเอ 
การทดสอบประสิทธิภาพของโมเดลเพื่อการท านายจุดเช่ือมต่อในสายดีเอ็นเอที่ใช้เทคนิค
การค้นพบรูปแบบที่ปรากฏบ่อย โดยโปรแกรม assoDNA จะทดสอบความสามารถของโมเดล
เปรียบเทียบกับโมเดลที่ได้จากเทคนิคอื่นอีก 4 เทคนิค ที่นิยมใช้ในงานการเรียนรู้ของเครื่อง ได้แก่ 
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C4.5, Naïve Bayes, Instance based (using 10 nearest neighbors) และ Support vector 
machine (using polynomial kernel)  
การเปรียบเทียบจะใช้มาตรวัด TP rate, FP rate, Precision และ F-measure ผลการ
เปรียบเทียบประสิทธิภาพการตรวจจับจุดเช่ือมต่อ exon/intron แสดงดังตารางที่ 3.3 และแสดง
ภาพกราฟ (รูปที่ 3.3) เปรียบเทียบเฉพาะมาตรวัด F-measure และ FP rate เนื่องจากเป็น
วัตถุประสงค์หลักของงานวิจัยนี้ที่ต้องการโมเดลที่มีประสทิธิภาพการท านายที่ดี ซึ่งมีทั้งความไวและ
ความแม่นในการท านายยีน และขณะเดียวกันจะต้องมีค่า false positive ที่ต่ า  
ผลการเปรียบเทียบประสิทธิภาพการตรวจจับจุดเช่ือมต่อ intron/exon แสดงดังตาราง
ที่ 3.4 และเปรียบเทียบ F-measure และ FP rate ด้วยกราฟดังรูปที่ 3.4 ผลการเปรียบเทียบ
ประสิทธิภาพการตรวจจับสายดีเอ็นเอกรณีที่ไม่ปรากฏจุดเชื่อมต่อ แสดงดังตารางที่ 3.5 และ
เปรียบเทียบ F-measure และ FP rate ด้วยกราฟดังรูปที่ 3.5 
ตารางที่ 3.3 การเปรียบเทียบเทคนิคการท านายจุดเชื่อมต่อ exon/intron 
 Model performance metrics 
Method TP rate (recall) FP rate Precision F-measure 
assoDNA 0.977 0.024 0.934 0.955 
C4.5 0.911 0.039 0.890 0.900 
Naïve Bayes 0.921 0.024 0.930 0.925 
Instance based 
(10 neighbors) 0.950 0.114 0.740 0.832 
Support vector 
machine  
(polynomial kernel) 0.941 0.027 0.922 0.931 
 
 
รูปที่ 3.3 การเปรียบเทียบค่า F-measure และ FP rate ของโมเดลตรวจจับ exon/intron 
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ตารางที่ 3.4 การเปรียบเทียบเทคนิคการท านายจุดเชื่อมต่อ intron/exon 
 Model performance metrics 
Method TP rate (recall) FP rate Precision F-measure 
assoDNA 0.936 0.014 0.953 0.944 
C4.5 0.900 0.026 0.913 0.906 
Naïve Bayes 0.925 0.019 0.938 0.932 
Instance based 
(10 neighbors) 0.954 0.096 0.754 0.842 
Support vector 
machine  









ตารางที่ 3.5 การเปรียบเทียบเทคนิคการท านายดีเอ็นเอกรณีไม่ปรากฏจุดเชื่อมต่อ 
 Model performance metrics 
Method TP rate (recall) FP rate Precision F-measure 
assoDNA 0.964 0.022 0.978 0.971 
C4.5 0.942 0.055 0.947 0.944 
Naïve Bayes 0.965 0.048 0.954 0.960 
Instance based 
(10 neighbors) 0.726 0.009 0.989 0.837 
Support vector 
machine  









รูปที่ 3.6 การเปรียบเทียบค่า F-measure และ FP rate ของโมเดลโดยเฉลี่ยของทุกคลาส 
 
ผลการทดสอบประสิทธิภาพของโมเดลที่ได้จากโปรแกรม assoDNA ส าหรับท านายจุด
เชื่อมต่อ exon/intron จุดเช่ือมต่อ intron/exon และกรณีที่ไม่ปรากฏจุดเชื่อมต่อในสายดีเอ็นเอ 
ปรากฏว่าให้ค่าความไว  (TP rate) ค่าความแม่น (Precision) และค่าเอฟ (F-measure) ที่สูงกว่า
โมเดลที่ได้จากเทคนิคอื่น ในขณะที่ค่าความผิดพลาดประเภท false positive rate มีค่าที่ต่ ากว่า
เทคนิคอื่น ๆ 
เมื่อเปรียบเทียบค่า F-measure และค่า FP rate โดยเฉลี่ยจากข้อมูลทั้งสามคลาส (รูป
ที่ 3.6) ผลปรากฏว่าเทคนิคของโปรแกรม assoDNA ให้โมเดลที่มีประสิทธิภาพดีกว่าโมเดลอื่น โมเดล
ที่ดีรองลงมาคือ Naïve Bayes และ Support vector machine  
 
3.4  ผลการทดสอบวิธีการค้นพบโดยประมาณ 
ในกรณีที่ข้อมูลดีเอ็นเอมีขนาดใหญ่ โครงการวิจัยนี้น าเสนอเทคนิคเพิม่เติมคือใช้การสุ่ม
ตามความหนาแน่นของข้อมูล เพื่อลดขนาดของข้อมูลใหส้ามารถประมวลผลได้ในเครือ่งคอมพิวเตอร์
ที่มีหน่วยความจ าจ ากัด การทดสอบโมเดลที่ได้จากวิธีการสุ่มซึ่งเป็นการค้นพบโดยประมาณนี้ ใช้
วิธีการทดสอบเปรียบเทียบกับโมเดลที่ได้จากการค้นพบรูปแบบจากข้อมูลทั้งหมดโดยไม่มีการสุ่มเลือก 
เกณฑ์ในการวัดผลใช้การนับจ านวนรูปแบบที่ค้นพบจากวิธี assoDNA ปกติ เปรียบเทียบกับรูปแบบที่





























Class = “none” 
50% 0 0 0 0 0 0 0 0 0 
45% 0 0 0 0 0 0 0 0 0 
40% 0 0 0 0 0 0 0 0 0 
35% 0 0 0 0 0 0 0 0 0 
30% 1 0 0 0 1 0 0 0 1 
25% 117 0 0 0 111 0 0 0 111 
Class = “exon/intron” 
85% 3 2 0 0 3 2 0 0 5 
80% 4 5 2 0 4 5 2 0 11 
75% 4 5 2 0 4 5 2 0 11 
70% 4 6 3 0 4 6 3 0 13 
65% 5 8 5 1 5 8 5 1 19 
60% 5 9 7 2 5 8 5 1 19 
Class = “intron/exon” 
85% 2 1 0 0 2 1 0 0 3 
80% 3 3 1 0 3 3 1 0 7 
75% 3 3 1 0 3 3 1 0 7 
70% 3 3 1 0 3 3 1 0 7 
65% 3 3 1 0 3 3 1 0 7 
60% 3 3 1 0 3 3 1 0 7 
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ตารางที่ 3.7 ผลการวิเคราะห์จ านวนรูปแบบที่ตรงกันระหว่างการค้นพบแบบปกติและแบบประมาณ 
 
Class 
Matched patterns  
(traditional method) 


















none -- -- -- -- -- -- 
exon/intron 91.24% 84.35% 90.98% 83.27% 0.26 1.08 
intron/exon 90.11% 87.62% 90.09% 86.89% 0.02 0.73 
 
3.5  ผลการทดสอบวิธีการค้นพบรปูแบบที่ปรากฏบ่อยแบบขนาน 
การใช้วิธีการโปรแกรมแบบขนาน (ด้วยโปรแกรม Parallel-assoDNA) เมื่อเปรียบเทียบ
กับวิธีการโปรแกรมแบบล าดับ (ด้วยโปรแกรม assoDNA) พบว่าการโปรแกรมแบบขนานให้โมเดล
ผลลัพธ์ตรงกันกับวิธีการโปรแกรมแบบล าดับ แต่ใช้เวลาในการประมวลผลต่ ากว่าประมาณ 46.29%
แสดงผลการทดสอบได้ดังรูปที่ 3.6 บรรทัดสุดท้ายของจอภาพด้านบนแสดงเวลาในการประมวลผล




การโปรแกรมแบบล าดับ (9,875,000 sec.) การโปรแกรมแบบขนาน (5,304,000 sec.) 
รูปที่ 3.7 เปรียบเทียบเวลาในการประมวลผลโปรแกรมแบบล าดับและแบบขนาน 
บทที่  4  
บทสรุป 
 
4.1  สรุปผลการวิจัย 




และอินทรอน/เอ็กซอน รูปแบบทั้งสองประเภทนี้รวมเรียกว่า รูปแบบจุดเชื่อมต่อ (splice-site 
patterns) ซึ่งการปรากฏจุดเชื่อมต่อจะเป็นเครื่องหมายบ่งชีว้่าดีเอ็นเอบริเวณที่ก าลังศึกษาเป็นส่วน
ท าหน้าที่ถ่ายทอดรหัสค าสั่งเพื่อควบคุมการสร้างโปรตีน เนื่องจากในขั้นตอนของการสังเคราะห์
โปรตีนในเซลล ์ส่วนย่อยภายในสายดีเอ็นเอที่เรียกว่าอินทรอนจะถูกตัดทิ้งและส่วนที่เหลือคือเอ็กซอน
จะถูกดึงมาเช่ือมต่อกัน นิวคลีโอไทด์ทั้งหมดในสายเอ็กซอนนี้จึงท าหน้าที่เป็นส่วนบรรจรุหสัค าสั่ง
ส าหรับควบคุมการสร้างกรดอะมิโนแต่ละชนิด สายของกรดอะมิโนจะถูกพัฒนาโครงสร้างต่อไปด้วย
พันธะเพปไทด์เกิดเป็นโมเลกุลของโปรตีนขนาดยาว ชนิดของโปรตีนที่สร้างจะแตกต่างกันไปตามรหัส
ค าสั่งที่บรรจุไว้ในสายของดีเอ็นเอ การที่สามารถระบุได้ว่าส่วนของดีเอ็นเอที่ก าลังศึกษาอยู่นั้นมีรหัส
ค าสั่งส าหรับควบคุมการสร้างโปรตีนปรากฏอยู่หรือไม่ เป็นจุดเริ่มต้นของการวิเคราะห์ที่ซับซ้อนขึ้นใน




โดยใช้คอมพิวเตอร์ช่วยในกระบวนการวิเคราะห์ โดยทั่วไปวิธีการท าเหมืองข้อมูลที่น ามาใช้มักจะเป็น
การเรียนรู้เพื่อระบุประเภทหรือจ าแนกคลาสของข้อมูล (classification) จัดเป็นการเรียนรู้แบบมี
ผู้สอน (supervised learning) โดยผู้สอนจะหมายถึงชุดข้อมูลฝึกที่ขอ้มูลแต่ละรายการมีคลาสของ
ข้อมูลก ากับไว้ คลาสของข้อมูลที่ก ากับไว้เป็นรายเรคคอร์ดนี้ท าหน้าที่ฝึกการเรียนรู้ของเครื่อง
คอมพิวเตอรใ์ห้สามารถสังเคราะห์รูปแบบที่เป็นลักษณะเด่นประจ าแต่ละคลาสข้อมลู  
ในโครงการวิจัยนี้ใช้เทคนิคที่แตกต่างจากงานวิจัยอื่น ๆ คือใช้วิธีการค้นพบความสัมพันธ์ 
ซึ่งโดยปกติจัดเป็นการเรียนรู้แบบไม่มีผูส้อน (unsupervised learning) เนื่องจากชุดข้อมูลที่ใช้เป็น
ข้อมูลฝึกไม่จ าเป็นต้องมีการระบุคลาส เพราะการเรียนรู้รูปแบบไม่ไดม้ีวัตถุประสงค์ค้าหารูปแบบที่




กระบวนการค้นพบความสัมพันธ ์ซึ่งหมายถึงความสัมพันธ์ที่ปรากฏบ่อยในชุดข้อมูลฝึก  
ในงานวิจัยนี้เลือกใช้วิธีการท าเหมืองข้อมูลประเภทการค้นพบความสัมพันธ์ แต่ปรับปรุง
ขั้นตอนก่อนหน้าการค้นหารูปแบบที่ปรากฏบ่อยด้วยการจัดข้อมูลเป็นกลุ่มย่อยตามคลาสที่สนใจ ซึ่ง
ในงานวิจัยนี้ประกอบด้วย ๓ คลาสคือ คลาสของสายดีเอ็นเอที่มีจุดเช่ือมต่อเอ็กซอน/อินทรอน คลาส
ของสายดีเอ็นเอที่มีจุดเชื่อมต่ออินทรอน/เอ็กซอน และคลาสของสายดีเอ็นเอที่ไม่ปรากฏจุดเชื่อมต่อ
ทั้งสองแบบ การค้นพบความสัมพันธ์กระท ากับข้อมูลในกลุ่มย่อยแต่ละกลุ่ม การเรียนรู้แบบนีจ้ึง
จัดเป็นแบบกึ่งสอน (semi-supervised learning) เนื่องจากมีการชี้แนะทางอ้อมด้วยการแยกข้อมูลที่
เป็นคลาสเดียวกันให้อยู่ในชุดข้อมูลฝึกชุดเดียวกัน จากนั้นจึงค้นหาลักษณะที่ปรากฏร่วมกันบ่อย ๆ 
ในชุดข้อมูลนั้น ลักษณะการเรียนรู้แบบนี้ต่างจากแบบการเรียนรู้แบบมีผู้สอนประเภทการจ าแนก
คลาสข้อมลู ตรงที่ข้อมูลแต่ละคลาสถกูแยกออกเป็นแต่ละกลุ่มย่อยและการเรียนรูรู้ปแบบที่ปรากฏ





น้อยกว่าข้อมูลในคลาสอื่น ๆ ผลการค้นพบรูปแบบจุดเช่ือมต่อในสายดีเอ็นเอได้ยืนยันลักษณะเด่นนี้ 
โดยชุดข้อมูลที่ใช้ในการทดลองมขี้อมูลในคลาสที่ไม่ปรากฏจุดเชื่อมต่อ มากเป็นสองเท่าของข้อมูลใน
คลาสเอ็กซอน/อินทรอน และมากเป็นสองเท่าของข้อมูลในคลาสอินทรอน/เอ็กซอน กรณีข้อมูลไม่
สมดุลเช่นนี้รูปแบบเพื่อการจ าแนกคลาสโดยทั่วไป จะเอนเอียงไปทางท านายข้อมูลในคลาสส่วนใหญ่
ได้ถูกต้องมากกว่าท านายข้อมูลที่เป็นคลาสส่วนน้อย แต่การท านายด้วยวิธีการเรียนรู้แบบกึ่งสอนด้วย
อัลกอริทึมการค้นพบความสัมพันธ์ที่น าเสนอในโครงการวิจัยนี้ ให้ผลการท านายที่มีความแม่นย าสูงทั้ง
ในกรณีคลาสส่วนใหญ่และคลาสส่วนน้อย ดังแสดงด้วยผลการทดลองในบทที่ 3  
นอกจากนี้ด้วยลักษณะการเรยีนรู้แบบกึ่งสอนด้วยอัลกอริทึมการค้นพบความสัมพันธ์ ที่
น าเสนอในงานวิจัยนี้มีการแยกข้อมูลเป็นกลุม่ย่อยตามคลาสของข้อมูล ท าให้เอื้อต่อการปรับปรุง
กระบวนการให้สามารถประมวลผลแบบขนานได้ ผลการทดลองเพื่อเปรียบเทียบความเร็วและความ








ทั้งหมด ดังแสดงในผลการทดลองของบทที่ 3 
 
4.2  ข้อจ ากัดของโปรแกรมและข้อเสนอแนะ 
โปรแกรมเพื่อการรู้จ าบริเวณก าหนดรหัสทางพันธุกรรม หรือ โปรแกรม assoDNA ยังมี




ของโปรแกรม assoDNA ให้สามารถรองรับข้อมูลขนาดใหญม่ากในลักษณะของ Big data ไดด้้วย 
วิธีการแบ่งข้อมูลเป็นส่วนย่อยและประมวลผลข้อมลูส่วนยอ่ยเหล่าน้ันเพื่อเรียนรู้ลักษณะเด่นของกลุ่ม
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Abstract—Recent advent of the new high-throughput 
biological technologies has brought more challenges to the 
computer science community in terms of the amount and 
variety of biological data awaiting for analysis. 
Computationally intensive techniques such as pattern 
recognition and machine learning algorithms have been applied 
to extract knowledge from several biological domains ranging 
from genomics, proteomics to system biology and evolution 
process. Learning techniques applied to the computational 
biology are mostly in the category of classification. Therefore, 
the sequence analysis problem has to be formulated as 
classification task, which is quite difficult due to the unobvious 
one-to-one mapping of the problem. In this paper, we propose a 
different setting of sequence analysis formulation based on the 
nucleotide patterns using a constraint logic programming 
paradigm, in which the sequence alignment can be performed 
through pattern matching techniques. With available 
knowledge from the field of pattern mining, we can apply the 
well-established techniques within the new framework of 
constraint programming. However, to make the system 
efficiently work, we need a new set of constraint solver 
algorithms specifically designed for the sequence analysis 
problem. The design and implementation of such algorithms are 
thus the main focus of our research project. We propose in this 
paper the design of a constraint-based system for genomic 
sequence analysis including the algorithm for the constraint 
solver, a major part of the proposed system. 
 
Index Terms—Genomic sequence analysis, constraint-based 
system, constraint solver algorithm, constraint programming.  
 
I. INTRODUCTION 
Living organisms contain multiples cells to perform 
different functions. There are two basic types of cells: 
prokaryote cells (found in bacteria) and eukaryote cells 
(appeared in plants and animals). Contained within the cell 
membrane are several organelles and thousands of different 
types of molecules, the important one is DNA 
(deoxyribonucleic acid) that carries the entire genetic 
inheritance, or genes, of the cell. DNA is a long polymer 
molecule that contains sugar, phosphate group, and a mixture 
of four different nucleotide bases: adenine (A), cytosine (C), 
guanine (G), and thymine (T).  
In 1953, Watson and Crick [1] discovered the DNA double 
helix structure in a complementary base pairing that A-T and 
G-C units always occur together, they are thus referred to as 
base pairs. In 1957, Crick [2], [3] described the flow of 
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genetic information in biological systems (Fig. 1) that firstly 
DNA is copied to more DNA in the replication process, then 
DNA is transcribed into mRNA (or messenger-RNA) in a 
transcription process and finally mRNA is translated (by 
ribosome) into protein in a translation process.  
This overall process of biological protein synthesis is 
known as gene expression. Understanding the process of 
gene expression in different types of cells and under different 
conditions is one of the fundamental research aspects of 
genomics, which is all the studies related to genes. 
In prokaryotes, genetic information is encoded 
continuously on a DNA strand. But in eukaryotes, regions 
that code for protein (called exons) are interrupted by the 
non-coding regions (called introns). During the transcription 
of most eukaryotic genes, the primary RNA transcript (or 
pre-mRNA) needs additional modification step called 
splicing to remove introns and join exons together to make 
one long continuous mRNA strand (Fig. 2). The ribosome is 
an organelle that translates code on mRNA to different kinds 
of amino acids. 
 
 
Fig. 1. Flow of genetic information in biological systems. 
 
 
Fig. 2. Removal of introns and joining of exons in the splicing process during 
the DNA transcription. 
 
 
Fig. 3. Structure of gene and genome. 
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In multi-cellular organisms, the DNA in each and every 
cell is identical. Different cells can perform different 
functions because different portions of the DNA molecule 
are active in different cells at different times. The entire DNA 
sequence contained in a cell, including the genes (stretches of 
DNA that code for a protein) and the control elements, is 
referred to as genome. Sketch of genome structure is 
presented in Fig. 3. 
Genome is not only important to the life cycle of the cell, 
but also represents a blueprint for the life of the organism. 
Large genome sequencing projects have been set up by many 
governments and commercial organizations. The 
development of automated sequencing technologies such as 
shotgun sequencing technique allows scientists to decode 
genomes of many organisms at a significantly increasing rate. 
After a genome is reconstructed from the pieces of 
sequencing data, the next and most important step is to 
understand the content of the genome. That is, to identify the 
gene location and then annotate the function of each gene. 
Since the announcement of the draft version of the human 
genomic sequence in 2001 [4] and the completion of several 
genome projects during the past decade, enormous amount of 
raw biological sequence data has been stored and awaited for 
interpretation. Dealing with large volume of data, efficient 
computational methods and intelligent techniques are a real 
need. 
Sequence comparison is a fundamental operation in the 
field of computational molecular biology to detect similarity 
between biological sequences such as proteins and DNA 
sequences. The optimal match in a comparison between two 
sequences can be achieved through the dynamic 
programming technique. But it is very slow when it has to 
compare a sequence against many others, or compare among 
a group of related sequences in large database. To solve the 
computational time problem, approximate techniques tend to 
be the method of choice. 
Many search tools employ a sophisticated statistical-based 
technique such as hidden Markov model (HMM). An HMM 
is a stochastic model that characterizes a coding sequence by 
computing probability of appearance of a nucleotide base (A, 
C, G, or T) based on the k previous nucleotides in the 
sequence. Computer scientists from the machine learning 
field prefer the neural network and support vector machines 
approaches rather than the statistical method of HMM. 
However, to characterize reliable coding sequences, these 
approaches require a large number of training sequences. The 
significant impact of such requirement is a very large search 
space. We, therefore, propose to tackle the sequence analysis 
problem through the constraint-based setting in which the 
search space could be reduced prior to the search for solution. 
Our prototype implementation is based on the constraint 
logic programming paradigm. 
 
II. LITERATURE REVIEW 
Genomic sequences are just raw biological data. To 
understand biological process inherent in the genomic 
sequences, computational and statistical techniques such as 
pattern recognition and machine learning algorithms are 
essential tools for the analysis of such large amount of 
genetic sequences. The analysis task over DNA, RNA and 
protein sequences includes several subtasks of 
 searching for patterns within a sequence,  
 searching for similarities between two sequences 
including sequence alignment for a pairs of sequences,  
 searching for similarities among many sequences and 
performing multiple sequence alignment,  
 constructing phylogenetic trees based on sequences,  
 predicting and analyzing the secondary structures based 
on the sequences, and  
 predicting and analyzing tertiary structure and folding 
patterns for protein and RNA sequences. 
 In this research we concentrate on the first three subtasks 
of analyses. That is, the problem of finding and parsing 
eukaryotic protein-coding genes. 
Gene finding is generally the detection of sequence 
elements such as exons, introns, and the intergenic regions 
that separate genes. Once gens are found, their internal 
exon-intron structure can be predicted so that the encoded 
protein may be deduced. The gene finding problem in 
eukaryotes is difficult because the genes comprise less than 
30% of the genome and once a gene is found, the locations of 
introns within the gene must be precisely determined in order 
to accurately deduce the protein product of the gene. 
In the past, genes were identified with experimental 
validation on living cells and organisms. It is the most 
reliable method, but costly and labor intensive. At present, 
most biologists rely on the computational methods to 
automatically analyzed the uncharacterized genomic 
sequences. Some of the frequently applied computational 
techniques include dynamic programming, linear 
discriminant analysis, linguistic methods, hidden Markov 
model, and machine learning techniques such as neural 
network, decision-tree induction, support vector machines. 
Several successful gene-finding programs are based on the 




is a computing scheme of the Markov model of degree 5 (that 
is, k = 5). To model the codon usage that appears as a triplet 
of nucleotide bases, the degree k of the Markov model is 
normally set to 2, 5, 8, and so on. 
The oldest gene-finding method based on Markov model is 
GeneMark [5]. From the success of GeneMark as an accurate 
tool to recognize and annotate genes in genome projects, a 
family of GeneMark programs have been developed 
including GeneMark.hmm [6], GeneMarkS [7], GeneMarkE 
[8], GenScan [9], EuGene [10], and GeneTack [11]. The 
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A Markov model is a model of discrete stochastic process 
that evolves through the states from the set S = {s1, s2, …, sn}. 
The main assumption is that the probability of appearance of 
any future state depends only on the k preceding states, for 
some constant k. Given a learning set of sequences, a Markov 
model can be built by computing the probability that a certain 
nucleotide xi appears after a sequence si, for example,
< P(xi = A | si = TTGGA), 
    P(xi = C | si = TTGGA), 
    P(xi = G | si = TTGGA), 
    P(xi = T | si = TTGGA) > 
  
GeneMark family detects genes by identifying open reading 
frames (the regions between start and stop codons) using 
precomputed species-specific gene models as training data to 
determine parameters of the protein-coding and non-coding 
regions. 
The major limitation of GeneMark family is the 
fixed-order Markov model such that models of higher order 
require exponentially more training data, which are usually 
not available for new sequences. The Glimmer gene-finding 
program [12] introduces a generalized hidden Markov model 
with variable order called the interpolated Markov model. 
Other gene-finding programs that based on the concept of 
interpolated Markov model and generalized Markov model 
include FGENESH [13], HMMGene [14], and AUGUSTUS 
[15]. 
Machine learning and data mining methods have been 
successfully applied to various kinds of prediction problems 
such as exon prediction [16], start codon prediction [17], and 
splice site prediction [18], [19]. More than 90% of 
nucleotides can be correctly identified as either coding, or 
non-coding. But the exact boundaries of the exons and their 
assemblies into complete coding regions are much more 
difficult to predict correctly using the classification-oriented 
formulation. DNA sequences are rather parsing-oriented in 
their nature. 
We thus propose a novel setting of constraint logic 
programming to formulate a computational method toward 
the problem of gene searching and recognition in DNA 
sequences. This new scheme of DNA sequence analysis has 
just recently gained interest with some preliminary work 
appeared in the literature [20]-[22]. 
 
III. METHOLOGY 
A. Constraint Programming for Computational Genome 
Analysis 
Constraint programming is a programming paradigm 
normally applied to solve combinatorial search problems 
such as flight scheduling, crew rostering, logistic planning, 
and many more of this kind. The main steps of constraint 
programming are: 
1) Users specify a problem by defining the variables 
together with their associated domains and constraints on 
these variables, 
2) The search procedure and constraint solver find solutions, 
which are values assigned to the specified variables such 
that all constraints are satisfied. 
It is obvious from the program structure that constraint 
programming has been designed to solve constraint 
satisfaction problems that have been extensively studied in 
artificial intelligence. The efficiency of constraint programs 
is basically due to the constraint propagator feature in a 
constraint solver. The function of constraint propagator is to 
reduce the domains of variables by inferring from the 
existing constraints and then to prevent the search procedure 
from visiting parts of the search tree that do not contain any 
solution. 
A constraint propagator takes as input a domain D from 
which a variable can be assigned its value, and a set of 
constraints C. The output of the propagator is a reduced 
domain D. For instance, given that X, Y, Z are variables, the 
domains 
 
D(X) = {a, c, d},  
D(Y) = {a, b, c, d},  
D(Z) = {c},  
 
and a set of constraints 
 
C = { X=Y  YZ },  
 
the output of the constraint propagator are  
 
D(X) = D(Y) = {a, d}, and  
D(Z) = {c}. 
 
The repeated application of propagator can lead to 
increasingly stronger (that is, smaller) domains. The 
propagator continues until it reaches a fixed point in which 
the domains cannot be further reduced. At this stage, the 
search procedure (either global or heuristic-based) can 
efficiently start assigning possible value to each variable. A 
toy example of map coloring in Fig. 4 illustrates the 
constrain-and-search strategy of constraint logic 
programming (CLP), as opposed to the generate-and-test of 
logic programming (LP) scheme. 
 
%% CLP style: Constrain-and-search 
:- lib(fd). 
map_color_CLP([A,B,C,D]) :-  
           % declare variables and domains  
      [A,B,C,D]:: red,green,blue,yellow], 
            % constrain 
      alldifferent([A,B,C,D]),     
            % then search 
      labeling([A,B,C,D]).         
%% LP style: Generate-and-test 
color(red).   color(green). 
color(blue).  color(yellow). 
map_color_LP([A,B,C,D]) :-  
               % generate solution 
 color(A), color(B),  
 color(C), color(D), 
               % then test for constraints 
 A \= B,   A \= C,  A \= D,  
      B \= C,   B \= D,  C \= D. 
Fig. 4. Constraint logic programming versus logic programming schemes. 
 
At present, there are several constraint systems that 
provide functions to specify (or model) the problems and 
maintain the constraint consistency efficiently. They are 
called constraint programming systems if they are based on 
procedural languages. The systems are classified as 
constraint logic programming systems if they are based on 
logic programming languages. The focus of this research is 
the development of constraint solvers (that is, the integration 
of constraint propagators and search procedures) for a 
specific application of genomic analysis using the constraint 
logic programming paradigm. The main benefits of such 
scheme are two folds: 
1) the declarative style allows users to specify a problem 
itself, instead of specifying how to solve the problem, and  
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2) a high level of knowledge representation facilitates 
genomic pattern specification and the inclusion of new 
knowledge which is highly dynamic in the active area of 
genomics and computational microbiology. 
Most constraint logic programming systems provide a 
large set of predefined constraints such as alldifferent 
and powerful search commands such as labeling to solve 
the combinatorial problems. The predefined constraints and 
exhaustive depth-first search procedure aim at solving a 
general class of constraint satisfaction problems. We argue 
that for a specific problem of genomic sequence analysis, a 
new set of built-in constraints that propagate with the already 
known biological relations together with alternative 
approximate search methods can more or less benefit the 
sequence analysis tool. 
B. A Framework of Constraint-Based System 
The main purpose of our research is the design and 
implementation of a computational system for genomic 
sequence detection and recognition of its structure and 
function using the declarative paradigm of constraint logic 
programming. The advantage of such paradigm is its 
powerful features to handle patterns within the DNA and 
RNA sequences. In addition, the heuristic search such as 
branch and bound, simulated annealing can be applied to 
speed up the computation time. The design is sketched as 
shown in Fig. 5. 
A constraint-based approach to DNA sequence analysis 
starts from the modeling of sequence search and gene finding 
problems as constraint satisfaction problems, and also 
constraint optimization problems if preferences are to be 
numerically measured or when several solutions are 
generated. We name this step as “Query reformulator.” 
The constraints involved in the sequence analysis 
problems could be symbolic and numeric constraints over 
finite domains. The constraints formulated at this step can be 
either local or global constraints. Local constraints are 
restrictions over local patterns, whereas the global constraints 
address restrictions over the whole set of solutions. 
 
 
Fig. 5. Schematic overview of a constraint-based system for genomic 
sequence analysis. 
 
In a subsequent phase of constraint solving, local 
constraints are handled prior to the global ones because local 
patterns under constraints can be checked independently of 
the other patterns holding in the data. The reduced domain of 
data values is then passed over to the global constraint 
propagator. The product of this step is the domain store to 
collect variable domains that their sizes have been reduced by 
the constraint propagators. The search procedure designed 
for gene-finding task can now start its process and report 
solutions to the user. The skeleton of constraint solver is 
shown in Fig. 6. 
 
1. Develop the problem’s model, in terms of variables and 
constraints, as a constraint satisfaction problem (or constraint 
optimization problem if some costs, distance measures, or 
other measurable metrics are specified) 
2. Initialize for all variable-value pairs as modeled in step 1 
3. Repeat until a termination condition is reached (this can be a 
maximum number of iteration, acceptable score range, or 
other conditions) 
     3.1  Call the local constraint propagator to constrain the domain 
space of each variable and return a possibly smaller set 
of domains 
      3.2  Call the global constraint propagator to further constrain 
the domain space 
      3.3  Perform a search procedure (including a heuristic-based 
method) 
             3.3.1  Select a variable 
             3.3.2  Select a value from the domain 
             3.3.3  Instantiate the variable 
             3.3.4  If the instantiation fails (because constraint is 
violated), then backtrack to the step 3.3.2 and 
select another value 
             3.3.5  If the sets of variables and their values are not empty 
yet, then repeat the steps 3.3.1-3.3.4 
 
4. Return the solution (which is a set of variables and their values as 
modeled in step 1) if it exists 




In the past, genes were identified with experimental 
validation on living cells and organisms. It is the most 
reliable method, but costly and labor intensive. At present, 
most biologists rely on the computational methods to 
automatically analyze the uncharacterized genomic 
sequences. Gene finders are programs that analyze and 
predict the exon-intron structures of genes using the 
sequences of one or more genomes as their only input. Many 
algorithms implement statistical and intelligent methods to 
represent sequence patterns and output a model of the gene 
structure. Some of the frequently applied techniques include 
dynamic programming, linear discriminant analysis, 
linguistic methods, hidden Markov model, and various 
machine learning techniques such as neural network, 
decision-tree induction, and support vector machines. 
However, the insufficiency of known genes causes trouble 
to many algorithms to produce accurate prediction model. 
Some gene finders find most of the genes, but have a 
significant number of false positives. We thus propose a 
novel setting of constraint logic programming to formulate a 
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computational method toward the problem of gene searching 
and recognition in DNA sequences. This new scheme of 
DNA sequence analysis has just recently gained interest with 
some preliminary work appeared in the literature. 
We concentrate our research study on the early biological 
process of gene detection and prediction because the 
understanding of gene structure and its function is important 
to the subsequent knowledge of protein analysis. Most of 
previous constraint-based work has based their constraint 
implementation on the constraint handling rules. The 
proposed techniques of our constraint solvers are mostly 
constraint propagation and search procedures embedded in 
the libraries of a finite and symbolic domains of the 
logic-based constraint system. Upon completion of this 
research project, we therefore expect to achieve some 
advancement to not only the computational gene-finding 
research area, but also to the constraint solving field. 
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 
Abstract—Advances in computer graphics and the human-
machine visual systems have made visualization become an important 
tool in current data exploration and analysis tasks. Visual data mining 
is the combination of visualization and data mining algorithms in 
such a way that users can explore their data and extract the models in 
an interactive way. Existing visual data mining tools allow users to 
interactively control the three main steps of data mining: input data, 
explore data distribution, and extract patterns or models from data. In 
this paper, we propose a framework to extend these visually 
controlled steps to the level of model deployment. We demonstrate in 
this paper that both model induction and model deployment can be 
done through the visual method using the KNIME and Win-Prolog 
tools for knowledge acquisition and knowledge deployment, 
respectively. Model deployment presented in this paper is the 
utilization of induced data model as an inductive knowledge source 
for the inductive expert system, which is the next generation of 
knowledge base systems that integrate automatic learning ability in 
their knowledge acquisition part.  
 
Keywords— Visual data mining, Inductive learning, Inductive 
expert system, Visual logic program.  
 
I. INTRODUCTION 
ISUAL data mining is an automatic and intelligent data 
analysis technique that utilizes visualization as a means to 
communicate between user and the computer to explore data 
and to extract hidden patterns from stored databases [33], [18]. 
The main benefit of visualization is that it allows easy 
understanding for novice users and it is also natural to human 
perception [15], [28], [36]. Recent trend in intelligent 
manufacturing and other engineering fields [8], [13], [17], [32] 
is to apply data mining techniques to automatically identify 
patterns and causal relationships that are too obscure and 
unobvious to be detected by human’s eyes.  
Applying data mining technique to high dimensional and 
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large amount data is however not a straightforward task 
because the induced patterns are normally low accurate if the 
input data are not well prepared or not in an appropriate form. 
Numerous available learning algorithms and many data 
preparation techniques supported by most data mining systems 
are also a hindrance to users who are unfamiliar with the 
knowledge discovery process.  
We thus illustrate in this paper a natural way to do data 
mining through visualization. We also propose a semi-
automatic technique to transfer the data mining output to be a 
knowledge base content in the inductive expert system. 
The main characteristic of current expert systems is the 
separation of a knowledge base that may be changed from one 
application to another from the inference engine that still 
remains the same across applications. The delay in the 
development of many expert systems is due to the difficulty in 
acquiring and eliciting knowledge from the human domain 
experts [11], [20]. 
The concept of inductive expert system is thus been devised 
to overcome such bottleneck by incorporating automatic 
knowledge acquisition module in the system. According to this 
new concept, knowledge can now be induced or learned in an 
automatic way from archived databases that are normally 
available in most organizations. In this paper, we propose an 
architecture of the inductive expert system that includes the 
knowledge mining engine part to automatically forming expert 
rules from the stored data. The learned knowledge can be 
visually transformed to be the knowledge base and 
automatically encoded as inference rules of the inductive 
expert system. We show in this paper that the processes of 
knowledge mining and knowledge acquisition in the inductive 
expert system can be done through the support of available 
visual tools, namely the KNIME system [7] and the Win-
Prolog [23]. 
 
II. PRELIMINARIES AND RELATED WORK 
A. The Visual Data Mining Tools 
Data mining is the search for useful patterns that normally 
are difficult to be recognized by human’s eyes due to the large 
amount of data items stored in the databases. Most algorithms 
used in the data mining software construct a mathematical 
model from the data instances for the purpose of describing 
common patterns or predicting some unknown attribute values 
Visual Knowledge Mining and Utilization in the 
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in the future cases. Model construction is a core step of data 
mining process. To train the learning algorithm to construct an 
accurate predictive model needs some parameter tuning, which 
is absolutely not an easy task for casual users. Therefore, 
modern data mining software provides some graphical 
interfaces to help users in controlling the process [4], [10], 
[21]. 
Visualization can be used in several stages of data mining: 
data exploration, analysis, and knowledge representation. The 
existing visual exploring and analytic tools [2], [3], [30] are 
fast and effective enough for the interactive induction of 
hidden knowledge. In this work, we adopt the KNIME visual 
data mining system [7] for knowledge mining. 
B. Expert System and Data Mining 
Since the release of DENDRAL in the 1960s from the 
Stanford Heuristic Programming Project [22] as the first 
practical knowledge-driven program, expert systems have 
enormously proliferated and been applied to all areas of 
computer-based problem solving [34]. The inventors of 
DENDRAL system have introduced the novel and important 
concept of knowledge base separation in that the content of 
knowledge could be added and refined independently from the 
program module. This module is called the inference engine 
responsible for interpreting and using the knowledge. The 
loosely coupling of a knowledge base and an inference engine 
is an influential concept to all successor rule-based expert 
systems such as MYCIN [35], INTERNIST-1 [26], and many 
others [14], [16].  
Since the 1980s expert systems, also called knowledge-
based systems, have shifted from the medical and scientific 
application domains to various areas. In manufacturing, 
mechanical analysis, and other engineering applications, rule-
based expert systems are commonly applied to solve 
optimization problems, diagnose equipment failures, plan 
manufacturing scheduling, and other stages of the 
manufacturing process [6].  
The increasing popularity of rule-based expert systems is 
due to the simplicity of the if-then rules that are easy to 
comprehend by humans. Many expert system tools such as 
Clips and Jess are available as a rule engine to facilitate rule 
generation for a knowledge base. These tools help facilitating 
the part of knowledge representation, but knowledge 
acquisition and elicitation are still the labor-intensive tasks for 
most knowledge engineers.  
Modern expert system development process has thus moved 
toward the automating methodology by applying intelligent 
knowledge extraction techniques [12], [29]. Such intelligent 
techniques can be acquired through the machine learning and 
data mining technologies. There have been increasing numbers 
of research work attempting to apply learning techniques to 
automatically extract end elicit knowledge [1], [19], [27], [37]. 
These attempts have pushed the current expert system 
technology to the next generation of an inductive expert 
system in the sense that besides the knowledge base and the 
inference engine, the system now includes the learning 
component. 
The research work presented in this paper takes the same 
direction as most researchers in an attempt to automate 
knowledge extraction and elicitation with machine learning 
and data mining techniques. Our work, however, is different 
from others in that not only proposing an architecture of the 
learnable inductive expert system, but we also cover the 
knowledge mining from existing databases, knowledge transfer 
as a set of rules to be stored in the knowledge base, and 
knowledge reasoning through a logic-based inference engine. 
The process of knowledge mining and knowledge utilization 
have been demonstrated through the adoption of existing 
visual tools.  
 
III. BRIDGING MINING MODEL WITH THE KNOWLEDGE 
ACQUISITION OF INDUCTIVE EXPERT SYSTEM 
Knowledge mining [24], [25] is the discovery of hidden 
knowledge stored possibly in various forms and places in large 
data repositories. The whole process of knowledge mining 
works around data, meta-data, and previously discovered 
patterns. It can be conceptually shown as in Figure 1. 
The initial step of knowledge mining focuses on setting the 
mining goal which can be achieved through understanding the 
task objectives and organization requirements. Problem 
defining is important because it will guide activities in 
subsequent steps to collect only relevant data, to do mining 
with appropriate algorithm, and to keep only pertinent and 
actionable knowledge. 
The second step covers all activities necessary for preparing 
high quality data suitable for mining algorithm. This data 
preparation step includes collecting data from multiple 
sources, transforming the data format, selecting data 
representatives with minimum but sufficient attributes. Data 
preparation is typically time consuming and likely to be 
performed iteratively. Meta-data and background knowledge 
are kinds of supportive information that can be applied in this 
step. 
 
Fig. 1 The knowledge mining process 
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The third step is knowledge mining which is the search and 
extraction of interesting patterns (local generalized structures) 
or models (global generalized structures) from data. Such 
patterns and models are called knowledge. This step is the 
backbone of the knowledge mining process.  
The fourth step is for evaluating accuracy, significance, and 
interestingness of the discovered knowledge based on some 
threshold values. The accurate, significant, and interesting 
knowledge is finally fed to the deployment step to be 
actionable information for the organization, or it can even be 
put back into the repositories to be background knowledge for 
other knowledge mining tasks. 
We design (in Figure 2) an architecture of the inductive 
expert system to include the knowledge engine facility. 
Knowledge induction phase is the back-end of the system 
responsible for acquiring and discovering new and useful 
knowledge. Usefulness is to be validated at the final step by 
human experts. Discovered knowledge is stored in the 
knowledge base to be applied to solve new cases in knowledge 
inferring phase which is the front-end of the proposed system. 
  
 
Fig. 2 Architecture of an inductive expert system 
The knowledge induction phase is comprised of three main 
modules: pre-mining, mining, post-mining. The term mining 
means automatic learning of patterns or models from specific 
data. Pattern is an expression describing a subset of the data. 
For example, f(x) = 3x2 + 3 is a pattern induced from a given 
2-dimensional dataset {(0,3), (1,6), (2,15), (3,30), (4,51)}, 
whereas the term model refers to a function representing the 
source that generates the data. For this example, the model is 
f(x) = ax2 + b. In his paper we refer to both patterns and 
models as new knowledge discovered from data sources. 
The pre-mining module performs data preparation tasks 
such as   
 locate and access relevant data sets,  
 transform the data format,  
 clean the data if there exists noise and missing values,  
 reduce the data to a reasonable and sufficient size with 
only relevant attributes.  
The mining module performs mining tasks including 
classification, regression, clustering, association, and other 
learning task. The post-mining module is composed of two 
main components: knowledge evaluator and knowledge 
integrator. These components perform major functionalities 
aiming at a feasible deployment of the discovered knowledge.  
Knowledge evaluator involves evaluation, based on 
corresponding measurement metrics, of the mining results. 
Knowledge integrator examines the induced patterns to 
remove redundant knowledge. Ontology has also been applied 
at this step to provide essential semantics regarding the domain 
problems. 
 
IV. DEMONSTRATION AND RESULTS 
A. Data Set 
The purpose of this experimentation is to illustrate the 
proposed automatic knowledge base creation method with real 
data. We use a car evaluation data set [9], [38] obtain from the 
UCI Machine Learning Repository [5]. In this data set, each 
car is to be evaluated its acceptability level as either very good 
(vgood), good, acceptable (acc), or unacceptable (unacc).  
The car acceptability has been evaluated from the six 
attributes: the buying price (buying), price of maintenance 
(maint), number of doors (doors), capacity in terms of persons 
to carry (persons), the size of luggage boot (lug_boot), and the 
estimated safety of the car (safety). This data set has 1728 data 
instances. Examples of data instances are shown in Table1.  
This data set has been used in this paper as a training set for 
constructing a conceptual model of car acceptability decision 
based on the price and other technical characteristics. Class 
distribution of each acceptability levels is as follows: unacc = 
70.02%, acc = 22.22%, good = 3.99%, and v-good = 3.76%. 
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Table 1. Some instances of a car evaluation data set 
buying maint doors persons lug_ 
boot 
safety class 
vhigh vhigh 2 2 small low unacc 
high high  4 more small low unacc 
vhigh med 2 4 big high acc 
high high 4 4 big med acc 
med low 4 more small high good 
med low 4 4 big high vgood 
 
B. Visual Data Mining and Its Result 
The car evaluation data set has been mined with the visual 
data mining tool named KNIME [7]. The visual data mining 
process is illustrated in Figure 3, and the mining result as 
decision tree is shown in Figure 4. The learning algorithm used 
in this demonstration is the decision tree induction algorithm 
[31] because of its efficiency. Moreover, the structure of the 
induced tree is appropriate for generating reasoning and 
explanation part in the expert system shell.  
The steps graphically shown in Figure 3 are the process to 
generate a decision tree model. The first step is to read the 
input data; this can be done through the icon ‘File Reader’. We 
then partition the input data into the training set and the test set 
(through the ‘Partitioning’ icon). The model induction part is 
accomplished through the use of ‘Decision Tree Learner’ icon. 
The output of this process is the learned knowledge to be used 
by the expert system shell. The ‘Decision Tree Predictor’ and 
‘Scorer’ icons are used only for evaluating the accuracy of the 
tree model. Evaluation result of the model accuracy is shown 
in Figure 5. 
 
 
Fig. 3 Data mining process through the connection of visual icons in 
KNIME system 
 




C. Visual Knowledge Acquisition and Consultation 
The induced knowledge as a decision tree is subsequently to 
be transformed into a format of decision rules by the Win-
Prolog visual tool [23]. The rule generation can be done 
automatically. These rules are to be used by the inference 
engine for giving recommendation to users. These rules are 
also capable of giving explanation when requested by the 
users. 
The knowledge acquisition starts when the decision tree has 
been built and output by the KNIME tool. The output from 
KMINE (Figure 4) has to be manually transformed into a 
format understandable by the Win-Prolog. The transformation 
is however easy via the support of visualization tools. The 
transformed rules are graphically shown in Figure 6. The 
meaning of the two formats is the same; only graphical 
representation is slightly different. 
 




Fig. 5 Accuracy evaluation results of the induced decision tree model 
 
Fig. 6 A decision tree model in a Win-Prolog format 
 
 
Fig. 7 Steps to generate Prolog code from a given decision tree model 
 




To generate expert system shell for a specific decision tree 
model, we run the Win-Prolog and use the command: 
load_files(system(visirule)). 
Then, click ‘File’ to open the saved ‘VisiRule Files’. In this 
demonstration, our model (Figure 6) has been saved in a file 
named ‘car_eval_rule2.vsr’. When the model appears, user can 
right-click on the screen to choose ‘Show Code…’ and click 
‘Run’ button on the ‘Generated code’ window. These steps are 
graphically shown in Figure 7. 
The Prolog code automatically generated from the visual 
form of a decision tree model is as follows: 
 
do ensure_loaded( system(vrlib) ) .  
 
relation 'START'( Conclusion ) if 
   q_Question1( Conclusion ) .  
 
relation q_Question1( Conclusion ) if 
   the answer to 'Question1' is _ and  
   check( 'Question1', =, high ) and  
   q_Question3( Conclusion ) .  
 
relation q_Question1( Conclusion ) if 
   the answer to 'Question1' is _ and  
   check( 'Question1', =, low ) and  
   Conclusion = unacc  .  
 
relation q_Question1( Conclusion ) if 
   the answer to 'Question1' is _ and  
   check( 'Question1', =, med ) and  
   q_Question2( Conclusion ) .  
 
relation q_Question3( Conclusion ) if 
   the answer to 'Question3' is _ and  
   check( 'Question3', =, '<=2' ) and  
   q_Question5( Conclusion ) .  
 
relation q_Question3( Conclusion ) if 
   the answer to 'Question3' is _ and  
   check( 'Question3', =, '>2' ) and  
   q_Question4( Conclusion ) .  
 
relation q_Question5( Conclusion ) if 
   the answer to 'Question5' is _ and  
   check( 'Question5', =, vhigh ) and  
   Conclusion = unacc  .  
 
relation q_Question5( Conclusion ) if 
   the answer to 'Question5' is _ and  
   check( 'Question5', =, high ) and  
   Conclusion = unacc  .  
 
relation q_Question5( Conclusion ) if 
   the answer to 'Question5' is _ and  
   check( 'Question5', =, low ) and  
   Conclusion = unacc  .  
 
relation q_Question5( Conclusion ) if 
   the answer to 'Question5' is _ and  
   check( 'Question5', =, med ) and  
   Conclusion = unacc  .  
 
relation q_Question4( Conclusion ) if 
   the answer to 'Question4' is _ and  
   check( 'Question4', =, high ) and  
   Conclusion = acc  .  
 
relation q_Question4( Conclusion ) if 
   the answer to 'Question4' is _ and  
   check( 'Question4', =, vhigh ) and  
   Conclusion = unacc  .  
 
relation q_Question4( Conclusion ) if 
   the answer to 'Question4' is _ and  
   check( 'Question4', =, med ) and  
   Conclusion = acc  .  
 
relation q_Question4( Conclusion ) if 
   the answer to 'Question4' is _ and  
   check( 'Question4', =, low ) and  
   Conclusion = vgood  .  
 
relation q_Question2( Conclusion ) if 
   the answer to 'Question2' is _ and  
   check( 'Question2', =, vhigh ) and  
   Conclusion = unacc  .  
 
relation q_Question2( Conclusion ) if 
   the answer to 'Question2' is _ and  
   check( 'Question2', =, high ) and  
   Conclusion = unacc  .  
 
relation q_Question2( Conclusion ) if 
   the answer to 'Question2' is _ and  
   check( 'Question2', =, med ) and  
   Conclusion = unacc  .  
 
relation q_Question2( Conclusion ) if 
   the answer to 'Question2' is _ and  
   check( 'Question2', =, low ) and  
   Conclusion = acc  .  
 
group group1 
   low, high, med .  
 
question 'Question1'  
   'Safety?' ;  
   choose one of group1  
   because 'Safety scale' .   
 
group group2 
   vhigh, high, med, low .  
 
question 'Question4'  
   'Buying?' ;  
   choose one of group2  
   because 'Prize' .   
 
group group3 
   '<=2', '>2' .  
 
question 'Question3'  
   'Person ?' ;  
   choose one of group3  
   because 'Num.person' .   
 
group group4 
   vhigh, high, low, med .  
 
question 'Question5'  
   'Buying ?' ;  
   choose one of group4  
   because 'Prize' .   
 
question 'Question2'  
   'Buying ?' ;  
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   choose one of group2  
   because 'Prize' .   
 
The generated Prolog program acts as an inference engine 
of the expert system. We test the recommendation given by the 
system for two cases: unacceptable car and a very good car. 
The unacceptable case (Figure 8) has been recommended after 
asking for only one question. That is, for the low safety car, it 
is unacceptable. 
For the second case, we provide the system the following 
information:  
Safety = high 
Number of persons that a car can carry > 2 
Buying price = low 
The recommendation given by the system is that the 
acceptability level of this car is very good (shown in Figure 9). 
As the inference engine is encoded in Prolog language that has 
the inherent ability of backtracking, the system can also search 













Fig. 9 The case of a very good car decision 
 




Fig. 10 Screenshot asking user for alternative solutions  
 
 
From the experiments, we can observe that the generated 
expert system shell contains both the rule based knowledge 
and the inference ability. These rules are specific to the 
knowledge model, which is a decision tree in this 
demonstration. If the knowledge model has been changed, the 
generated rules would be changed accordingly. 
 
V. CONCLUSION 
Artificial intelligence, specifically expert systems, has 
played an important role in solving complex engineering, 
manufacturing, medicine, and many other problems for more 
than four decades. Knowledge base and inference procedures 
have been employed to solve the problems that require 
significant human expertise and domain-specific knowledge. 
The required knowledge has to be elicited by knowledge 
engineers. It is a labor-intensive task, and thus a bottle neck in 
building intelligent systems.  
We propose to apply data mining technique as a major step 
in a knowledge engine component of the inductive expert 
system to assist the knowledge elicitation task. The proposed 
technique is a novel method for automating knowledge 
acquisition that help supporting manufacturing and other 
intelligent systems. We demonstrate knowledge mining 
through the visual tool called KNIME, which has many 
visualization features to support users who are not an expert in 
data mining.  
Knowledge as a learned tree structure is then transformed by 
another visual tool called Win-Prolog to generate a Prolog 
program as a rule set that can be integrated into the knowledge 
base. The demonstration given in this paper has proved 
applicability and appropriateness for inferring and reasoning 
from the knowledge base that can be automatically induced 
from the stored database. 
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Abstract 
Top-k frequent pattern discovery is indeed an association analysis concerning automatic 
extraction of the k most correlated and interesting patterns from large databases. Current 
studies in association mining concentrate on how to effectively find all objects that are 
frequently co-occurring. Given a set of objects with m features, there are almost 2m 
frequent patterns to consider. For DNA data that are normally very high in dimensionality, 
frequent pattern discovery from genetic data is obviously a computationally expensive 
problem. We therefore devise an approximate approach to tackle this problem. We propose 
an approximate method based on the window sliding concept to estimate data density and 
obtain data characteristics from a small set of samples. Then we draw a set of 
representatives with reservoir sampling technique. These representatives are subsequently 
used in the main process of frequent pattern mining. Our designed algorithm had been 
implemented with the Erlang language, which is the functional programming paradigm 
with inherent support for pattern matching. The experimental results confirm the efficiency 
and reliability of our approximate method.   
Keywords: Top-k frequent patterns, Approximate method, DNA patterns, Window sliding, Reservoir 
sampling, Erlang language  
1. Introduction 
Frequent pattern discovery is an essential operation for association analysis, which is the 
discovery process concerning an automatic extraction of interesting patterns and correlations 
from a large database. These patterns can reveal implicit relationships among set of objects (or 
items) that lead to the generation of association rules in a form of “if antecedents then 
consequences.” These rules have the potential use in medical diagnosis, customer behavioural 
forecast, financial decision support, and many other applications. The process of finding all 
frequent itemsets in a database is computationally expensive because it involves the search for 
all item combinations. For a data set with high dimensionality such as the genetic data, finding 
only top-k frequent itemsets is more practical than searching for all itemsets that meet the 
minimum support threshold. Top-k frequent pattern discovery (Han et al., 2002) limits the 
search space to the k most frequently occurred patterns across the database. 
In this paper, we study the top-k frequent pattern discovery in the data streaming 
scenario. The discovery of frequent patterns from a stream is considered a hard problem because 
of a continuously generated nature of stream that does not allow a revisit over passing data 
element. Moreover, the discovery process has been required to be fast to produce immediate 
results. From these requirements, we thus devise an approximate approach to solve the problem 
of top-k pattern discovery over continuous stream using the DNA data as an illustration. Our 
approximate algorithm is intended to be applied to process a stream prior to the pattern 
discovery process. The organization of this paper is as follows. After the literature review 
regarding association analysis and frequent pattern mining in section 2, we present our method 
in section 3. The experimental results are demonstrated in section 4. We conclude our paper in 
section 5 with the discussion of future research direction. 
2. Literature Review 
Since the introduction of the AIS (Agrawal-Imielinski-Swami) algorithm (Agrawal and 
Srikant, 1994b)  by the three members of IBM Almaden Research Center in 1993 (Agrawal et 
al., 1993), the concept of association rule mining from transactional databases has received 
much interest from many data mining researchers. A year later, Rakesh Agrawal and 
Ramakrishnan Srikant (1994a; 1994b) improved the algorithm by reducing its search space 
with apriori property of the search through a frequent itemset lattice. This new algorithm has 
been named Apriori. The advent of Apriori algorithm is a major milestone of advancement in 
association analysis.   
Apriori algorithm has been widely used as a basis for subsequent improvement proposed 
by a number of research teams. Park et al. (1995a) proposed to use hashing technique for the 
improvement of frequent itemset search. Han and Fu (1995) introduced the idea of discovering 
multiple levels of association rules. For a very large transactional database, Savasere et al. 
(1995) suggested to split the database and then search for associative relationships in a reduced 
data set. Toivonen (1996) tackled the large database problem with a sampling idea to search for 
interesting association from data representatives. Cheung et al. (1996a) considered an 
incremental approach for gradually learning of association among itemsets. Parallel 
computation is another mainstream of research to speed up association rule mining (Park et al., 
1995b; Agrawal and Shafer, 1996; Zaki et al., 1997). 
For a non-Apriori based association mining algorithm, the FP-growth algorithm that uses 
a tree structure to store frequent itemsets is an efficient method for extracting frequent patterns. 
The algorithm had been proposed by Han et al. (2000) and gained popularity since then 
(Agrawal et al., 2001; Pei et al., 2001; Liu et al., 2002; Grahne and Zhu, 2003). 
In the emerging era of cloud technology, distributed computation of frequent patterns 
can be effectively accomplished. The research along this line has started since the last two 
decades (Cheung et al., 1996b) and it is still an active research area (Coenen and Leng, 2006; 
Tseng et al., 2010; Zhu et al., 2011; Lin et al., 2013; Cuzzocrea et al., 2014; Elayyadi et al., 
2014). 
With the advanced mobile devices, data collection and broadcasting occur at a very high 
speed. The frequent pattern discovery algorithms have to deal with the new kind of data, i.e., 
streaming data. A data stream is a sequence of digitally encoded data that are continuously 
transmitted from distributed sources (Guha et al., 2001; Babcock et al., 2002; Gaber et al., 
2005; Jiang and Gruenwald, 2006). Kargupta et al. (2004) developed the VEDAS system to 
monitor vehicles at real time. Cai et al. (2004) designed the MAIDS system to mine incidents 
from data streams. Halatchev and Gruenwald (2005) proposed an estimation technique to guess 
missing values in sensor data streams. Finding frequent itemsets over data stream is a research 
problem studied by several researchers (Chang and Lee, 2004; Charikar et al., 2004; Chi et al., 
2004; Gaber et al., 2004; Ghoting and Parthasarathy, 2004; Li et al., 2004; Teng et al., 2004; 
Yu et al., 2004; Lin et al., 2005; Mao et al., 2005). 
The work presented in this paper is also along the line of distributed data stream 
processing to find the top-k patterns from DNA data. To estimate the frequency of top-k 
patterns, we adapted the Monte Carlo approximate method (Kerdprasop et al., 2006). The 
details of our design will be discussed in the next section.  
3. Approximate Method for Top-k Pattern Discovery 
A framework of our approximate top-k frequent pattern discovery is presented in figure 
1. Contribution of our work is the design and implementation of the approximation-via-sliding-
window (figure 2) and density-biased-sampling (figure 3) algorithms, whereas the frequent 
pattern discovery is Apriori-based algorithm (Agrawal and Srikant, 1994). Our sampling 
technique is based on the reservoir concept (Vitter, 1985; Kerdprasop et al., 2005), but data 
representatives will be drawn only from the dense area. Thresholds for minimum density and 




























Input:    a set of data points represented as vectors 
Output: a new set of transformed data points annotated with density value  
       % Initialize windows 
(1)   Interact with user to obtain dimension value   
(2)   Generate window grid of size W along dimension axes 
       % Count density 
(3)   Sequential move on each window and count number of data points, N, in the window 
(4)   Record a list of window’s central point and its N value in a file F 
(5)   Return F as a set of transformed data 
Figure 2.  Pseudocode of the approximation-via-sliding-window algorithm 
 
 
Input:    a set of high density data from the approximation-via-sliding-window algorithm 
Output: a new set of data samples 
(1)   Extract data from a condense form and obtain a desired sampling choice from user   
(2)   If choice = ‘Density-biased Reservoir+Hashing’, then 
(3)         Interactive with user to obtain reservoir size 
(4)         Hash each data point to store in a reservoir R 
(5)         If collision occurs, then stored data item is replaced by a new one  
(6)         Repeat steps 4-5 until there is no more data point, and return R as output 
(7)   If choice = ‘Density-biased Reservoir+Simple Random Sampling’, then 
(8)         Interact with user to obtain the bin size 
(9)          Randomly select data point to store in a reservoir R   //sampling without replacement      
(10)       Repeat step 9 until R is full, and return R as an output 
(11)  If choice = ‘Density-biased Reservoir+Rejection Sampling’, then 
(12)       Interact with user to obtain the bin size and interval I, I  [0.0..0.5] 
(13)       Randomly select data point D                                 // sampling without replacement 
(14)       Generate a uniform random number U from the range [0.0 .. 1.0] 
(15)        If U is within the range [0.5-I .. 0.5+I], then store D in R 
(16)                      Otherwise, reject and discard D 
(17)        Repeat steps 13-16 until R is full, and return R as an output 
Figure 3.  Pseudocode of the density-biased-sampling algorithm 
 
 Figure 4.  Twenty data points distributed within six windows of size 33 
Our density-biased sampling technique (an algorithm in figure 2) has been designed to 
handle streaming in which input data are continuously processed by the system. To analyse 
each and every data item is almost impossible. We thus instead consider frequent patterns from 
the representatives. The intuitive idea of selecting representative data with the approximation-
via-sliding-window algorithm can be demonstrated through a simple situation of processing a 
two-dimensional data set containing 20 data points, which are shown in figure 4. For the 
purpose of concise demonstration, we assume that the data points in this example limit 
themselves within the scale 9x6 along the horizontal and vertical axes, respectively. 
The first step of a stream data density estimation is to decide the size of small grids, 
which we call windows in our algorithm. Suppose we choose the size 33. The boundaries of 
each window can be listed with intervals in the <x,y> coordinates as follows (note that the 
interval such as [0,3) represents the values ranging from zero up to 3, but does not include 3) : 
 Range along <x,y> axes   Range along <x,y> axes 
window : < [0,3), [0,3) >  window : < [0,3), [3,6] > 
window : < [3,6), [0,3) >  window : < [3,6), [3,6] > 
window : < [6,9], [0,3) >  window : < [6,9], [3,6] > 
 
Data points in each window will be counted and condensed to the representation format 
that consumes less memory. The condensed form is per window, instead of per data point. In 
this condensed form, we store the central location of a window together with the number of 
data points existing in that window. For instance, all five data points in window  will be 
packed and stored as { <1.5,4.5> , 5 }, where <1.5,4.5> is the central point of this window. All 
20 data points will be transformed as shown in Figure 5. These transformed data points that 
meet the minimum density requirement are the output of the approximation-via-sliding-window 
algorithm, and also the input for the density-biased sampling algorithm. 
Raw data  Transformed data  Output 
<1,1> <2,4> <5,4>  { <1.5,1.5>, 4 }   
<1,1> <2,5> <5,5> window { <4.5,1.5>, 4 } density { <1.5,1.5>, 4 } 
<1,4> <3,2> <7,4> size=33 { <7.5,1.5>, 2 } threshold=4 { <4.5,1.5>, 4 } 
<1,5> <4,2> <7,5>  { <1.5,4.5>, 5 }  { <1.5,4.5>, 5 } 
<2,1> <4,4> <8,2>  { <4.5,4.5>, 3 }   
<2,2> <5,1> <9,1>  { <7.5,4.5>, 2 }   
<2,3> <5,2> <5,4>     
Figure 5.  The transformation from raw data to the {central-point, density} format and the final 
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 Condensed data  Data representatives 
{ <1.5,1.5>, 4 }  <1.5,1.5>, <1.5,1.5>, <1.5,1.5>, <1.5,1.5> 
{ <4.5,1.5>, 4 }  <4.5,1.5>, <4.5,1.5>,<4.5,1.5>,<4.5,1.5>, 
{ <1.5,4.5>, 5 }  <1.5,4.5>, <1.5,4.5>,<1.5,4.5>,<1.5,4.5>,<1.5,4.5>, 
Figure 6.  Data representatives that are generated back from the condensed format 
 
The first step of the density-biased-sampling algorithm is the extraction of data points 
that are stored in the condensed form. After the extraction process, we obtain the representative 
data points as illustrated in figure 6. In the sampling step, user can choose different schemes of 
sample draw and temporary memory maintenance as follows: 
 Density-biased reservoir + Hashing 
 Density-biased reservoir + Simple random sampling 
 Density-biased reservoir + Rejection sampling 
A set of samples drawn from streaming data is then forwarded to the Apriori-based 
frequent pattern discovery algorithm (Agrawal and Srikant, 1994). 
4. Experimental Results 
A. DNA Data Set 
The proposed approximate method has been applied to find top-k frequent patterns 
from the DNA data set (available at http://archive.ics.uci.edu/ml/datasets/). This data set 
contains 3,186 instances. We split the data into two parts: the first 2,000 instances to be 
used as a training data and the rest 1,186 instances are for testing correctness of the 
discovered patterns. Each data instance is a sequence of 60 genetic codes (A=adenine, 
T=thymine, C=cytosine, G=guanine) obtained from different location of a gene. Some data 
samples are displayed in figure 7. 
These genetic codes can be categorized as either exon/intron, intron/exon, or none. The 
exon/intron is the border region of genetic codes that links the exon part to the intron part. 
The intron/exon can be interpreted in the same manner, but vice versa. Exon is the part 
containing genetic codes that control the protein synthesis. Intron is the intervening area 
between exons and it will later be discarded before the synthesis of proteins. The none 
category is the genetic string that does not bear genetic codes for protein synthesis. The 












Figure 7.  Some DNA data instances 
 Figure 8.  Structure of a gene with exon and intron parts (http://genome.gov/Glossary/) 
 
B. Testing Scheme 
We test the performance of our approximate method by simulating the DNA data set 
as a data stream, then feeding a stream to the density approximation and sampling 
algorithms. Data representatives are stored in a temporary memory area, called a reservoir. 
The representatives are finally processed by the frequent pattern discovery algorithm to 
find the top-k patterns. Completeness of the approximately discovered patterns is justified 
by the comparison against the frequent patterns that are discovered without the application 
of approximate method. 
C. Program Running Results 
We implemented our approximate frequent pattern discovery method with the Erlang 
programming language. The running result of the main function is shown in figure 9. Our 
approximate frequent pattern discovery program finds the frequent patterns of a specific 
class. In figure 9, we show the frequent patterns of a class intron/exon with the minimum 
support = 80%. At this level of support value, there are 3 frequent patterns of length 1 (k=1, 
or 1-item sets), 3 frequent patterns of length 2 (k=2, or 2-item sets), and 1 frequent pattern 
of length 3 (k=3, or 3-item set). These seven patterns (shown inside the red square in figure 
9) can be interpreted as follows: 
[“AM”] means occurrence of the adenine base (A) at location 29 (ASCII code of M) in a 
DNA string 
[“CL”] means occurrence of the cytosine base (C) at location 28 (ASCII code of L) in a 
DNA string 
[“GN”] means occurrence of the guanine base (G) at location 30 (ASCII code of N) in a 
DNA string 
[“AM”, “CL”] means co-occurrence of the adenine base at location 29 and cytosine base at 
location 28 in a DNA string 
[“AM”, “GN”] means co-occurrence of the adenine base at location 29 and guanine base at 
location 30 in a DNA string 
[“CL”, “GN”] means co-occurrence of the cytosine base at location 28 and guanine base at 
location 30 in a DNA string 
[“AM”, “CL”, “GN”] means co-occurrence of the adenine base at location 29, cytosine 
base at location 28, and guanine base at location 30 in a DNA string 
 Figure 9.  Running result of intron/exon frequent patterns with at least 80% of occurrence 




Figure 10.  The result of comparing the pattern [“AM”,”GN”] against the test data 
 
Correctness of the discovered frequent patterns can be confirmed through the use of 
“findSupOf” function to predict the probable area of a gene in the test data set. Figure 10 
shows the confirmation of the pattern [“AM”,”GN”], which is one of the discovered 
frequent patterns of a class intron/exon, through the search and comparison of this pattern 
against the whole test set. We found that this pattern matched 41 sub-patterns in the class 
none, 149 sub-patterns in the class exon/intron, and 278 sub-patterns in the class 
intron/exon. Based on the majority matching, we thus conclude that the discovered pattern 
[“AM”,”GN”] correctly represents the top frequent patterns of the class intron/exon. 
For completeness confirmation, we compared the patterns discovered from our 
approximate method with those obtained from the traditional method that does not apply 
the density approximation and sampling technique. With varied percentages of minimum 
support value, our approximate method can discover patterns very close to the traditional 
method. The results are summarized in table 1. 
 
 
Table 1. Comparative results of number of patterns discovered from our approximate method with 




Traditional pattern discovery 
method 



















Class = “none” 
50% 0 0 0 0 0 0 0 0 0 
45% 0 0 0 0 0 0 0 0 0 
40% 0 0 0 0 0 0 0 0 0 
35% 0 0 0 0 0 0 0 0 0 
30% 1 0 0 0 1 0 0 0 1 
25% 117 0 0 0 111 0 0 0 111 
Class = “exon/intron” 
85% 3 2 0 0 3 2 0 0 5 
80% 4 5 2 0 4 5 2 0 11 
75% 4 5 2 0 4 5 2 0 11 
70% 4 6 3 0 4 6 3 0 13 
65% 5 8 5 1 5 8 5 1 19 
60% 5 9 7 2 5 8 5 1 19 
Class = “intron/exon” 
85% 2 1 0 0 2 1 0 0 3 
80% 3 3 1 0 3 3 1 0 7 
75% 3 3 1 0 3 3 1 0 7 
70% 3 3 1 0 3 3 1 0 7 
65% 3 3 1 0 3 3 1 0 7 
60% 3 3 1 0 3 3 1 0 7 
 
 
Table 2. Averaging summary of matched patterns against the test data. 
 
Class 
Matched patterns  
(traditional method) 


















none -- -- -- -- -- -- 
exon/intron 91.24% 84.35% 90.98% 83.27% 0.26 1.08 
intron/exon 90.11% 87.62% 90.09% 86.89% 0.02 0.73 
 
The comparative results shown in table 1 have been performed on the training data set. 
When matching the discovered patterns against the DNA patterns in the test data set, we 
found that the difference of patterns matched by our approximate method to the ones that 
matched by traditional method is only 0.52% (averaging from the difference values: 0.26, 
1.08, 0.02, 0.73). We therefore conclude from this empirical study that the discovery of 
frequent patterns from randomly selected representatives from a data stream yields the 
patterns as complete and accurate as the standard method that finds patterns from the whole 
large data set. 
5. Conclusions 
Frequent pattern discovery is an essential operation for association analysis. The 
discovery process concerns an automatic extraction of interesting patterns and correlations from 
a large database. These patterns can reveal implicit relationships among set of objects (or items) 
that lead to the generation of association rules to be used for decision support, financial forecast, 
medical diagnosis, and many other applications. Current studies in association rule mining 
concentrate on how to effectively find all objects frequently co-occurring. Given m objects, 
there are as much as 2m frequent patterns to consider. Frequent pattern discovery is thus a 
computationally expensive problem. For the case of data streaming, this problem is even harder 
because a continuously generated nature of stream does not allow a revisit on each data element, 
but the discovery process must produce results in a reasonable short period of time.  
With such a strict requirement, we therefore propose an approximate approach to tackle 
the frequent pattern discovery over continuous stream problem. Our approximate algorithm is 
intended to be a pre-processing step prior to the discovery process. We propose a stochastic 
method to get a good guess of the stream characteristics, and then draw a set of representatives 
from the incoming stream. These representatives are subsequently used in the process of 
frequent pattern mining. Our design had been implemented with the functional programming 
paradigm and the experimental results confirm the efficiency and reliability of our method. For 
a massive database, parallel method is a solution for the scalability problem. That is the main 
direction of our future research.  
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Abstract 
The discovery process of data mining concerns an automatic extraction of interesting 
patterns and correlations from a large database. These patterns can reveal implicit 
relationships among set of objects that lead to the generation of actionable rules to be used 
for financial forecast, medical diagnosis, and many other useful applications. Current studies 
in data mining and genetic computing concentrate on how to effectively find all objects 
frequently co-occurring or correlated. For a massive database, parallel method is a solution 
for the scalability problem. In this paper, we present the design of parallel methods to the 
genetic algorithms, clustering, and association mining tasks. The implementation of the 
proposed method is based on the concurrent functional programming paradigm using the 
Erlang language that handles parallelism via a message passing mechanism. We test our 
implementations on the synthetic data sets and the real genetic data. The results show a good 
runtime improvement. 
 
Keywords: Concurrent programming, Erlang language, Concurrent genetic algorithms, 
Concurrent clustering, Concurrent association mining 
 
1. Introduction 
Concurrent computing is a form of parallel task computation. A task-parallel method 
is commonly used in computer programming [12, 17, 23, 28] to speedup the 
computational time. Currently, there are two commonly used concurrent computing 
methods: thread and message passing. OpenMp is a well-known thread implementation 
[10], whereas MPI and MapReduce [30] are examples of message passing techniques In 
this paper, we study parallelization of data mining and genetic computing tasks based 
on the message-passing method using Erlang language [5]. This language uses 
concurrent functional paradigm and communicates among hundreds of active processes 
via simple message passing built-in functions. As an example, to create multiple 
processes in Erlang, we use a spawn function as follows: 
-module(example). 
-export([start/0]). 
start() ->  
              Pid1 = spawn(fun run/0), 
              io:format("New process ~p~n", [Pid1]), 
              Pid2 = spawn(fun run/0), 
              io:format("New process ~p~n", [Pid2]). 
run() -> io:format("Hello ! ~n", []). 
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The start function in a module example, which is the main process, creates two 
processes with identifiers Pid1 and Pid2, respectively. The newly created processes 
execute a run function that prints the word “Hello !” on the screen  as the following: 
New process <0.63.0> 
Hello !  
New process <0.64.0> 
Hello ! 
The numbers <0.63.0> and <0.64.0> are identifiers of the newly created two 
processes. Each process then independently invokes the run function to print out a word 
“Hello !” on the screen. The processes in Erlang virtual machine are lightweight and do 
not share memory with other processes. Therefore, it is an ideal language to implement 
large scale parallelizing algorithms through the concurrent computation methods. 
 
2. Concurrent implementation methods 
 
2.1. Concurrent genetic algorithms 
Genetic algorithms are search and optimization methods inspired by the natural 
selection process that causes biological evolution [11]. At the initial stage, genetic 
algorithms model a population of individuals by encoding each individual as a string of 
alphabets called a chromosome. Some of these individuals are possible solutions to a 
problem. To find good solution quickly, the algorithms emulate the strategy of nature, 
that is, survival of the fittest. Individuals that are more fit, as measured by the fitness 
function, are more likely to be selected for reproduction and recombination to create 
new chromosomes representing the next generation. Reproduction and recombination 
are normally achieved through the probabilistic selection mechanism together with the 
crossover and mutation operators. 
As a consequence of their simple and yet effective search procedure, genetic 
algorithms have been successfully applied to solve different kinds of work [1, 3, 4]. 
Parallel computation for genetic algorithms has been proposed [7, 18, 24, 25] for at 
least two decades to speedup the computational time. Our work presented in this paper 
propose a simple scheme toward high performance computing using message passing 
mechanism, instead of a more sophisticated techniques appeared in the literature. The 
work of Bienz, et al., [6] is close to ours, but their process interaction scheme is more 
tightly coupled than our scheme. 
The implementation of genetic algorithms uses a simple mathematical problem: find 
the maximum squared number of an integer from the search space of mixed positive 
integers ranging from 1 to 16,777,127. The correct solution is 281,472,426,579,600. 
Main module of our program is the function go() that takes three parameters, that is, the 
population size, probability of mutation, and probability of crossover . Program source 
code in Erlang is given as follows: 
go(PS,PM,PC)->   
p([max_is, max()]),   
Popu = init(PS, space()),  
evol(PS, PM, PC, Popu, maxLoop(),false). 
max()-> round(math:pow(2,bit())-1). 
bit()-> 24 .            % 24=2**24   instances including 0 
International Journal of Software Engineering and Its Applications 
   Vol. 7, No. 3, May, 2013 




maxLoop()->150.    
correct()-> 0.99999.     
space()-> lists:seq(1,round(math:pow(2,bit())-1) ). 
init(PS,L)->  
random:seed(erlang:now()),  
Pop = randW(L,PS) ,  
     lists:map(fun encode/1,Pop). 





hd(Popu) ;  
evol(PS,PM,PC,Popu,_,true)->  
p([in_each_evol2,hd(Popu)]), 
hd(Popu) ;  
evol(PS,PM,PC,Popu,Max,false)->  
         PopuNew = xover(PM,PC,Popu)++Popu,  
Lout = sel(PS,PopuNew), 
         [{Tmp,_,_}|_] = Lout,  
Percent=Tmp/max(), 
         p([after_evol_loop , maxLoop()-Max+1,max,Tmp/max()]), 
         OverThresh = Percent>correct(), 
         evol(PS,PM,PC,Lout,Max-1,OverThresh). 
sel(PS,Popu)->   % select good  parent  
Lsort=lists:sort(fun ({_,_,X},{_,_,Y})-> X>Y  end, Popu), 
         {L1,_}=lists:split(PS,Lsort) ,  
L1 . % select best rank 
xover(PM,PC,[])-> []; 
xover(PM,PC,[X1,X2|T])-> xv(X1,X2,maybe(PC),PM)++xover(PM,PC,T). 
xv(X1,X2,false,PM)-> [X1,X2];  % no crossover 
xv(X1,X2,true,PM)-> cross(X1,X2,PM) . %  crossover 
cross({_,X1,_},{_,X2,_},PM)->  
        Rand=random:uniform(length(X1))-1, 
      {L1,L11}= lists:split(Rand,X1),  
{L2,L22}= lists:split(Rand,X2), 
      Xnew1= mutString(L1++L22,PM), 
        Xnew2= mutString(L2++L11,PM), % mutate  
      V1 = decode(Xnew1,bit()), 
V2= decode(Xnew2,bit()), 
      [{V1,Xnew1,fitness(V1)},{V2,Xnew2,fitness(V2)}].     
mutString([],PM)->[]; 
mutString([H|T],PM)-> 
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    if Prob->  [(H+1) rem 2 |mutString(T,PM) ]; % mutate 
         true -> [H |mutString(T,PM) ]  % no mutate 
      end. 
maybe(Prob)-> random:uniform() < Prob. 
encode(N)-> { N , bitOf(N,bit()),fitness(N) }. 
decode([],_)->0; 
decode([H|T],B)-> round(H*math:pow(2,B-1))+decode(T,B-1).  
bitOf(_,0)->[]; 
bitOf(N,B)-> bitOf(N div 2,B-1)++[N rem 2]. 
fitness(A)->   A*A . 
p(L)-> lists:foreach(fun(H)->io:format("~p ",[H])end,L), 
     io:format("~n"). 
 
On the design of concurrent computation (Figure 1), we try to keep the message 
communication as simple as possible. The main process simply creates the child process 
and waits for the first best result to arrive. As soon as the main process receives the first 
solution, it will kill other processes that are still active. This problem has only one  best 




Figure 1. A message-passing model in concurrent genetic algorithms 
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-module(ga).    
-compile(export_all). 
main([P1,M1,C1],[P2,M2,C2]) ->  
   Pid2=spawn(?MODULE, process, 
[P1,M1,C1]), 
   Pid3=spawn(?MODULE, process, 
[P2,M2,C2]), 
   Pid2 ! {self()},  
   Pid3 ! {self()}, 
 p([all_pid,Pid2,Pid3]), 
 receive  
     {Pid,Msg}->io:format("P ~w  
Value=~p~n",[Pid,Msg]),  
          exit(Pid2,kill), 
          exit(Pid3,kill) 
 end. 
process(PS,PM,PC) ->   
   R = go(PS,PM,PC), 
 receive  
    {From}-> From!{self(),R}  
   end. 
 
Figure 2. Implementation and running result of concurrent genetic 
algorithms with two active processes. The first process (process-id = 
<0.40.0>) has population size = 16, probability of mutation = 0.05, and 
probability of crossover = 0.9. The second process (process-id = <0.41.0>) 
has population size = 32, the other two parameters are the same as the 
first process 
 
2.2. Concurrent clustering 
Clustering is an unsupervised learning problem widely studied in many research 
areas such as statistics, machine learning, data mining, pattern recognition. The 
objective of clustering process is to partition a mixture of large dataset into smaller 
groups with a general criterion that data in the same group should be more similar or 
closer to each other than those in different groups. A serial k-means algorithm was 
proposed by J.B. MacQueen in 1967 [20] and since then it has gained mush interest 
from data analysts. Despite its simplicity and great success, the k-means method is 
known to degrade when the dataset grows larger in terms of number of objects and 
dimensions [13, 15]. To obtain acceptable computational speed on huge datasets, most 
researchers turn to parallelizing scheme [9, 14, 16, 22, 27, 30]. 
The serial k-means algorithm [20] starts with the initialization phase of randomly 
selecting temporary k central points, or centroids. Then, iteratively assign data to the 
nearest cluster and then re-calculate the new central points of k clusters. The serial 
algorithm takes much computational time on calculating distances between each of N 
data points and the current K centroids. Then iteratively assign each data point to the 
closest cluster. We thus improve the computational efficiency by assigning P processes 
to handle the clustering task on a smaller group of N/P data points. The centroid update 
is responsible by the master process. In Figure 3, the PKM algorithm is the master 
process responsible for creating new parallel processes, sending centroids to the created 
processes, receiving the cluster assignment results, and recalculating the new centroids. 
The steps repeat as long as the old and the new centroids do not converge. The 
convergence criterion can be set through the function difference(C, C’). A screenshot of 
compiling and running the program (Erlang release R13B04) is given in Figure 4. 
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Figure 3. Communication between master and created processes in the 




                split/2,nth/2]). 
-import(io,[format/1,format/2]). 
-import(random,[uniform/1]). 
start(DataL,Cent,NumPar) ->  
    CidL = myspawn(NumPar), 
    LastC= myloop(CidL,Cent, 
           DataL,NumPar,1), 
    format("~nCentroid=~w",[LastC]),  
    LastC. 
myspawn(0) -> [] ; 
myspawn(N) -> [spawn(?MODULE,c, 
               [self()])| 
                  myspawn(N-1) ]. 
myloop(CidL, Cent, DataL,  
       NumPar, Count) -> 
     mysend(Count,CidL,Cent,DataL),   
     L=flatten(myrec(Count,NumPar)),  
     C=calNewCent(Cent, L),   
     format("~w.", [Count]), 
     if Count >100 -> mystop(CidL),C;  
        Cent/= C_ ->  
           myloop(CidL,C_,DataL, 
                  NumPar, Count+1); 
        true -> mystop(CidL),C_    
     end. 
c(Sid) ->  
    receive 
        stop -> true; 
        {LoopN,Cent,Data} ->  
             L=locate(Data,Cent), 
             Sid!{LoopN,L},c(Sid) 




Figure 4. Coding and series of line commands to create four initial 
centroids (command 3), then partition 800,000 data points into eight 
subgroups sending to the eight processors (command 4), parallel k-means 
(pkm) starts at command 5. The outputs of pkm are the number of iteration 
(i.e., 35) and the mean points of four clusters. A variable TReal is for 
displaying the running time of the whole process, which is 129371000 
microseconds or 129.371 seconds, including send-receive messages 
between the master and the eight concurrent processes 
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2.3. Concurrent association mining applied to the splice site recognition problem 
The splice site recognition problem can be formulated as the following. Given some 
part of unclassified genomic DNA sequences, decide whether this is an intron/exon 
border, an exon/intron border, or none of the two splice sites. To develop an accurate 
prediction model, a machine learning technique is usually applied. The learning task is 
that given sequences of genomic DNA with known splice junction labeled as either an 
intron/exon, an exon/intron, or none, the learning objective is to find a class ification 
rule that can successfully predict the region of uncharacterized genomic DNA sequence . 
Splice site prediction can be considered as a subproblem of gene prediction that aims 
at correctly recognizing gene from the given fragment of DNA sequence. The task of 
splice site prediction is to recognize the actual boundaries of the protein -coding regions 
in the DNA sequence. There are many computational techniques applied to tackle this 
problem. The direct method [8, 29] is to analyze the sequence to capture gene profile 
and identify specific features that that can accurately predict the splice junctions. 
Researchers from the machine learning community prefer to attack this problem via a 
single or multiple classification learning algorithms [19, 21]. 
Our approach to solve the splice site recognition problem is different from those 
appeared in the literature in that our predictor is built from the association analysis 
technique [2], not the classification ones. The advantage of the proposed technique is 
that the prediction model can contain nucleotides at arbitrary position, not necessarily 
be the contiguous base sequences. 
At the initial stage of our proposed method (named assoDNA), the training dataset 
with a mixture of exon/intron, intron/exon, and none of the two DNA sequence splice 
sites is separated into three subsets according to splice junction types. Each data subset 
is then processed through the same steps of frequent patterns and association analysis.  
Once the three data subsets are processed through the frequent pattern analysis method, 
the three sets of learning results (displayed as prediction rules) are finally combined 
and prioritized according to the confidence and support values. The proposed assoDNA 
method can be explained as a flow diagram shown in Figure 5. 
The concurrent implementation of assoDNA is illustrated as follows: 
-module(assoDNA_par). 
concurrent(P1, P2, P3) -> 
      spawn(assoDNA_par, run, [self(),P1]), 
   spawn(assoDNA_par, run, [self(),P2]), 
   spawn(assoDNA_par,run,[self(),P3]), 
    receive   
my_end -> ok   
     end. 
run(MasterID, InputL) ->  
   R = main2(any, 3, InputL), 
    file:delete("out.txt") , 
    AD = lists:last(R),  [ADD|_] = AD, 
   Rules = lists:sublist(R, length(R)-1), 
   PrintRules = map(fun({D, S, Per, Class}) -> 
              {to_Col3(notLast(D)),S,Per,transformBack(Class)} end,  
               Rules),  
    ADP=lists:map(fun(Data) -> {Data,checkRules(Data,Rules)} end, AD), 
    ADPprint=map(fun({Data, V}) -> 
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    Predict=transformBack(V), 
     {Data, [last(Data), Predict,  
           mark(last(Data), Predict) ] } end, ADP), 
   Predict=map(fun({F,S}) -> {to_Col3(notLast(F)),S} end, ADPprint), 
   writeToFile(Predict), 
    [_,Stop|_] = InputL, 
     if Stop ==2 -> MasterID ! my_end ; 
            true -> MasterID ! not_end 




Figure 5. A flow diagram illustrating the assoDNA method 
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3. Performance Study Results 
 
3.1. Performance of concurrent genetic algorithms 
We design a series of experimentation to compare performance of sequential genetic 
algorithms against the concurrent implementation. The number of processes in the 
concurrent implementation has been varied from 2, 4, 8, 16, 32, 64, and 128. When the 
number of processes has been increased to 256, memory capacity is not enough for the 
Erlang system to reach the completion stage. If we, however, decrease the problem 
domain, the Erlang system can spawn more than hundreds of processes.  To record 
running time of genetic algorithms, we use the following commands: 
f(), 
T1 = erlang:now(), 
ga:main([8,0.05,0.8],[40,0.01,0.5]), 
T2 = erlang:now(), 
timer:now_diff(T2,T1)/1.0e6. 
The f() function is for clearing buffer. Function now() is the clock function available 
in the Erlang shell. We start the concurrent process by calling function main(). In the 
above example, concurrent genetic algorithms with two processes have been invoked. 
The deduction of start time from the stop time will yield the running time. We also 
change the time unit from microsecond to second. The concurrent genetic algorithms 
coding can be easily adjusted to spawn more than two processes. Running time of 2 to 
128 processes have been summarized and graphically shown in Figure 6. It can be seen 
from that concurrent genetic algorithms with 16 processes give the best computation 
performance. When the number of spawned processes is higher than a hundred, 
concurrency yields poorer performance than serial computation. This is mainly because 
every time the main process spawn a child process, there is an overhead cost of message 
passing. For this specific simple problem, we should not concurrent more than 16 
processes. The optimal number of processes is however subjective and varied according 
to the problem domain. Empirical study is essential for the best parameter setting . 
 
 
Figure 6. Computational time comparison of sequential versus concurrent 
genetic algorithms 
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3.2. Performance of concurrent clustering 
We evaluate performances of the proposed PKM algorithm on synthetic two 
dimensional dataset. The computational speed of concurrent k-means as compared to 
serial k-means is given in Figure 7. It is noticeable that when dataset is small (N=50), 
running time of concurrent k-means is a little bit longer than the serial k-means. This is 
due to the overhead of spawning concurrent processes. At data size of 900,000 points , 
running time is unobservable because the machine is out of memory. Speedup 




Figure 7. Running time comparisons of serial versus parallel k-means 
 
3.3. Performance of concurrent association mining 
The dataset used in this work is primate splice-junction gene sequences available at 
the UCI repository of machine learning databases [26]. This dataset are taken from 
GenBank 64.1 containing 3,190 DNA sequences. Each sequence is a window of 60 
DNA base pairs starting at position -30 and ending at position +30 corresponding to the 
splice site location. The splice junction can be either a junction between intron and 
exon (intron/exon), a junction between exon and intron (exon/intron), or no junction at 
all (none). 
To improve the computational performance of the proposed assoDNA method, we 
employ the concept of concurrent programming. Reduction in running time can be 
compared through the screenshots in Fig. 8 in which the last line on a upper screen is 
sequential running time (in a unit of microseconds), whereas the last line on a lower 
screen is concurrent running time. Time reduction in this example is around 46.29%.  
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Data mining and soft computing via genetic algorithms share a common goal of 
extracting patterns and useful information from a large collection of data . One 
important problem of such intelligent techniques is scalability due to huge amount of 
data to be processed. In this paper, we propose the design and implementation of 
concurrent computation to speedup the execution time over large amount of data. We 
investigate the robust search technique of genetic algorithms and propose that the 
algorithms can be improved via concurrency. The data mining tasks presented in this 
paper are clustering and association mining. Their performances also improved 
significantly with the concurrency scheme. From these promising results, we plan to 
further our study over distributed concurrent method. 
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Abstract 
Decision tree induction has gained its popularity as an effective automated method for 
data classification mainly because of its simple, easy-to-understand, and noise-tolerant 
characteristics. The induced tree reveals the most informative attributes that can best 
characterize training data and accurately predict classes of unseen data. Despite its 
predictive power, the tree structure can be overly expanded or deeply grown when the 
training data do not show explicit patterns. Such bushy and deep trees are difficult to 
comprehend and interpret by humans. We thus propose a logic-based method to query over a 
complicate tree structure to extract only parts of the tree model that are really relevant to 
users’ interest. The implementation using ECLiPSe constraint language to perform 
constrained search over a decision tree model is given in this paper. The illustrative examples 
on medical domains support our hypothesis regarding simplicity of constrained tree-based 
patterns. 
 
Keywords: Constraint data mining, Pattern induction, Querying, Classification tree, 
Decision tree induction, Constraint logic programming 
 
1. Introduction 
A decision tree is a hierarchical structure comprising of nodes and edges. Each 
internal node, including the root of a tree, represents a decision choice. All possible 
decision choices are represented as branches from a node. The terminal decision 
outcome appears at the leaf node [13, 20, 24]. Machine learning and data mining 
communities consider the automatic process of building a decision tree from the 
training data  with labeled decision outcomes as a classification problem (if the decision 
outcomes are continuous values rather than the nominal ones, it is referred to as a 
regression problem). 
Given a training data set with decision attributes and the labeled outcome, the 
classification process aims at constructing an optimal classifier (or a tree) with 
minimum classification error. The tree-based classification process is thus composing 
of the tree-building phase and the pruning phase [12]. 
Building a decision tree from a set of training data is to partition data with mixing 
decision classes down the tree until each leaf node contains data instances with pure 
class. For a large data set with many attributes, constructed tree may contain branches 
that reflect chance occurrences, instead of the true relationship underlying the data 
subset. Many tree induction algorithms [5, 16, 18, 19] apply pruning strategies as 
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subsequent steps following the tree-building phase. A tree pruning operation, either pre-
pruning or post-pruning, involves modifying a tree structure to be more simplified. 
The built tree is considered corresponding to a collection of decision rules when 
traversing from the root node down to its leaves. A tree, or a set of decision rules, is 
normally applied as a classifier to help identifying appropriate decision on the future 
event or predicting class of unseen object. A classifier also serves as a generalized 
model of the training data set. Due to its simplicity and efficiency, decision tree 
induction has been applied in many research and application areas ranging from grid 
computing [4], finance [15], engineering [22], health care industry [1, 14], medicine 
[11], to bioinformatics [23]. 
Even with a tree pruning operation, a final tree structure can become a complex 
model when applying to the real world data with so many instances and attributes. 
General users and decision-makers normally prefer less complex decision trees. Many 
researchers solve this problem by simplifying tree structure with the trade off in 
classification accuracy [3], or applying some constraints during the tree-building phase 
[8, 9]. Our proposed method is different from most existing mechanism in that we deal 
with complexity problem after the tree induction phase. 
We propose to construct a complete decision tree with the top-down induction 
approach [17]. Then we suggest that the users can manipulate the structure to be less 
complicate and truly reflect their interest by posing querying on this tree structure. 
Querying the tree model also appears in the literature [2, 6] but with quite a different 
purpose. Previous work on querying tree aims at extracting meta-data and statistical 
information from the model. Our work, on the other hand, focuses on serving users to 
extract only parts of the tree model that are of their interest. 
We present the method and the detail of our implementation in Section 2. The 
prototype of our implementation based on the logic programming paradigm is also 
illustrated. Tree induction is normally implemented with SQL language [10, 21]; we 
demonstrate in this paper that it can be more effective to implement with constraint 
logic programming using ECLiPSe. Section 3 shows querying techniques. Efficiency of 
our implementation on medical data [7] is demonstrated in Section 4. Conclusion 
appears as the last section of this paper. 
 
2. Building a Decision Tree Model with Logic Programming 
We implement the decision tree induction method based on the ID3 algorithm [17] 
using logic programming paradigm and run with the ECLiPSe constraint programming 
system (http://www.eclipseclp.org). Program and data set are in the same format: that 
is, Horn clauses. Example of breast cancer data set [7] is shown in Figure 1. Format of a 
data set is data([[data instances]+[attribute set]]). 
Program coding is given in Appendix. To run the program, users may simply call the 
predicate “run” as shown in Figure 2. The output of the program is a tree model that has 
been displayed as a textual format. Each branch of the tree has also been transformed as 
a decision rule. 
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data([ [age-"30-39", menopause-premeno, tumor_size-"30-34", inv_nodes-"0-2",node_caps-no, 
deg_malig-3,breast-left,breast_quad-left_low,irradiat-no,class-no_recurrence_events], 
… 
          [age-"40-49", menopause-premeno, tumor_size-"20-24", inv_nodes-"0-2",node_caps-no, 
deg_malig-2,breast-right,breast_quad-right_up,irradiat-no,class-no_recurrence_events], 
 + 
 [ [class-no_recurrence_events, class-recurrence_events], 
   [age-"10-19", age-"20-29", age-"30-39", age-"40-49",age-"50-59", age-"60-69", age-
"70-79",age-"80-89",age-"90-99"], 








  [node_caps-yes, node_caps-no], 
  [deg_malig-1, deg_malig-2, deg_malig-3], 
  [breast-left, breast-right], 
  [breast_quad-left_up, breast_quad-left_low, breast_quad-right_up, breast_quad-
right_low, breast_quad-central], 
  [irradiat-yes, irradiat-no] 
 ] ). 
Figure 1. Breast Cancer Data Set in a Horn Clause Format 
 
Figure 2. A Screenshot of Program Running on the Breast Cancer Data Set 
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3. Querying a Tree Model 
Once a decision tree model has been created as shown in Figure 2, user can then 
query the model with 7 different styles of constraints: 
findRule([]) : to display all rules extracted from a decision tree model. 
findRule([X]) : to display only rules that are relevant to the attribute X (such as irradiat for 
rules that contain the attribute “irradiat” or irradiat – yes as a query to show 
all rules with “irradiat with value yes”); number of attributes is not limited. 
findRule([\+X]) : to display all rules except the ones with attribute X (\+ means “not”). 
findRule([X1,X2]) : to display all rules that satisfy the condition X1 AND X2 (negation \+ can 
also be applied to the attributes X1, X2). 
findRuleOr([[X1],[X2]]) : to display all rules satisfied either the attribute X1, or X2 (negation 
\+ can also be applied to the attributes X1, X2). 
findRuleOr([[\+X1],[\+X2]]) : to display all rules extracted from a decision tree model 
findRuleOr([[X1,\+X2],[\+X3,X4]]) : to display all rules that satisfy the compound 
operations “(X1 AND (NOT X2)) OR ((NOT X3) AND X4)”. 
 
We show the result of findRule([]) querying over a tree model induced from the 
breast cancer data set in Figure 3. Then constraining the result with the query findRule 
([class - recurrence_events]). The query result is shown in Figure 4. 
 
 
Figure 3. A Set of Rules Obtained from the Query findRule([]) 
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Figure 4. Result of Constrained Search with the Query findRule ([class - 
recurrence_events]) 
4. Experimentation and Results 
To test the performance of the proposed method to query over a discrete tree model, 
we use the standard UCI data repository [7] including the hepatitis data set (155 
instances and 15 attributes), breast cancer data set (286 instances, 10 attributes), and 
thyroid disease data set (2800 instances and 16 attributes). Query result over a hepatitis 
data set with the query is shown in Figure 5. For each data set we test the system with 
seven different kinds of queries as summarized in the followings. 
Hepatitis data set 
findRule([]) 
findRule([bilirubin - "0.1-1.0"]) 
findRule([\+bilirubin - "0.1-1.0"]) 
findRule([bilirubin - "0.1-1.0" , class - live]) 
findRule([\+bilirubin - "0.1-1.0" , class - live]) 
findRuleOr([[ascites - yes],[bilirubin - "0.1-1.0,age - "31-40"]])  % Version 1 
findRuleOr([ [ascites - yes],[bilirubin - "0.1-1.0" ,age - "31-40"]]) % Version 2 
Breast cancer data set 
findRule([]) 
findRule([breast_quad - right_up]) 
findRule([\+breast_quad - right_up]) 
findRule([breast_quad - right_up , class - no_recurrence_events]) 
findRule([\+breast_quad - right_up , \+class - no_recurrence_events]) 
findRuleOr([[breast_quad - left_low , inv_nodes - "6-8" ] , [breast_quad - left_low, 
inv_nodes - "6-8", tumor_size - "15-19"]]) % Version 1 
International Journal of Software Engineering and Its Applications 
Vol.7, No.5 (2013) 
 
 
274   Copyright ⓒ 2013 SERSC 
findRuleOr([[breast_quad - left_low , inv_nodes - "6-8" ] , [breast_quad - left_low, 
inv_nodes - "6-8", tumor_size - "15-19"]]) % Version 2 
Thyroid disease data set 
findRule([]) 
findRule([pregnant - false]) 
findRule([\+pregnant - false]) 
findRule([query_hyperthyroid - true , query_hypothyroid - true , sex - male , 
on_antithyroid_medication - false]) 
findRule([\+query_on_thyroxine - false , \+on_antithyroid_medication , \+class - 
sick]) 
findRuleOr([[query_hyperthyroid - true , query_hypothyroid - false] , [\+ 
query_hypothyroid - true] , [\+class - negative]]) % Version 1 
findRuleOr([[query_hyperthyroid - true , query_hypothyroid - false] , [\+ 
query_hypothyroid - true] , [\+class - negative]]) % Version 2 
 
 
Figure 5. Running Result of Querying Hepatitis Data Model with the Query 
findRule([]) 
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As a demonstration of querying the model, we show only one example. For the query 
“findRuleOr([ [\+referral_source-svhc, \+ query_hypothyroid - false, class - sick], [ \+ 
query_ hypothyroid - false] ])”, its result is as follows: 
Rule 1:  if referral_source - other  sick - false  tumor - false  query_hypothyroid - true  sex - 
female  on_thyroxine - false  query_hyperthyroid - false  psych - false  
query_on_thyroxine - false  on_antithyroid_medication - false  pregnant - false  
thyroid_surgery - false  lithium - false  goitre - false  hypopituitary - false  
then class - negative 
Rule 2: if referral_source - other  sick - false  tumor - false  query_hypothyroid - true  sex - 
female  on_thyroxine - false  query_hyperthyroid - false  psych - true  
then class - negative 
Rule 3: if referral_source - other  sick - false  tumor - false  query_hypothyroid - true  sex - 
female  on_thyroxine - false  query_hyperthyroid - true  
then class - negative 
Rule 4: if referral_source - other  sick - false  tumor - false  query_hypothyroid - true  sex - 
female  on_thyroxine - true  
then class - negative 
Rule 5: if referral_source - other  sick - false  tumor - false  query_hypothyroid - true  sex - 
male  query_hyperthyroid - false  on_thyroxine - false  query_on_thyroxine - false  
on_antithyroid_medication - false  pregnant - false  thyroid_surgery - false  lithium 
- false  goitre - false  hypopituitary - false  psych - false  
then class - negative 
Rule 6: if referral_source - other  sick - false  tumor - false  query_hypothyroid - true  sex - 
male  query_hyperthyroid - false  on_thyroxine - true  
then class - negative 
Rule 7: if referral_source - other  sick - false  tumor - false  query_hypothyroid - true  sex - 
male  query_hyperthyroid - true  on_antithyroid_medication - false  
then class - sick 
Rule 8: if referral_source - other  sick - false  tumor - false  query_hypothyroid - true  sex - 
male  query_hyperthyroid - true  on_antithyroid_medication - true  
then class - negative 
Rule 9: if referral_source - other  sick - false  tumor - true  
then class - negative 
Rule 10: if referral_source - other  sick - true  sex - female  query_hyperthyroid - false  
query_hypothyroid - true  
then class - negative 
Rule 11: if referral_source - other  sick - true  sex - female  query_hyperthyroid - true  
then class - negative 
Rule 12: if referral_source - other  sick - true  sex - male  
then class - negative 
Rule 13: if referral_source - stmw  
then class - negative 
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Rule 14: if referral_source - svhc  query_hypothyroid - true  on_thyroxine - false  sick - false  
sex - female  psych - false  
then class - negative 
Rule 15: if referral_source - svhc  query_hypothyroid - true  on_thyroxine - false  sick - false  
sex - female  psych - true  query_on_thyroxine - false  on_antithyroid_medication - 
false  pregnant - false  thyroid_surgery - false  query_hyperthyroid - false  lithium - 
false  goitre - false  tumor - false  hypopituitary - false  
then class - sick 
Rule 16: if referral_source - svhc  query_hypothyroid - true  on_thyroxine - false  sick - false  
sex - male  
then class - negative 
Rule 17: if referral_source - svhc  query_hypothyroid - true  on_thyroxine - false  sick - true  
then class - sick 
Rule 18: if referral_source - svhc  query_hypothyroid - true  on_thyroxine - true  
then class - sick 
Rule 19: if referral_source - svhd  query_hypothyroid - true  sex - female  
then class - negative 
Rule 20: if referral_source - svhd  query_hypothyroid - true  sex - male  
then class - sick 
Rule 21: if referral_source - svi  query_hypothyroid - true  sex - female  sick - false  
on_thyroxine - false  query_on_thyroxine - false  on_antithyroid_medication - false  
pregnant - false  thyroid_surgery - false  query_hyperthyroid - false  lithium - false  
goitre - false  tumor - false  hypopituitary - false  psych - false  
then class - negative 
Rule 22: if referral_source - svi  query_hypothyroid - true  sex - female  sick - false  
on_thyroxine - true  query_on_thyroxine - false  on_antithyroid_medication - false  
pregnant - false  thyroid_surgery - false  query_hyperthyroid - false  lithium - false  
goitre - false  tumor - false  hypopituitary - false  psych - false  
then class - sick 
Rule 23: if referral_source - svi  query_hypothyroid - true  sex - female  sick - true  
then class - negative 
Rule 24: if referral_source - svi  query_hypothyroid - true  sex - male  sick - false  
on_thyroxine - false  query_on_thyroxine - false  on_antithyroid_medication - false  
pregnant - false  thyroid_surgery - false  query_hyperthyroid - false  lithium - false  
goitre - false  tumor - false  hypopituitary - false  psych - false  
then class - negative 
Rule 25: if referral_source - svi  query_hypothyroid - true  sex - male  sick - true  
then class - sick 
 
Performance of running results in terms of rule reduction, that is the simplification of 
a tree model, can be graphically shown in Figures 6-8. 
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Figure 6. Performance in Terms of Model Reduction of Hepatitis Data Set 
 
Figure 7. Performance in Terms of Model Reduction of Breast Cancer Data 
Set 
 
Figure 8. Performance in Terms of Model Reduction of Thyroid Disease 
Data Set 
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5. Conclusion 
Classification is a data mining task that aims to induce general concept from training 
data. The induced concept not only explains major characteristics of the underlying 
data, but also acts as a classification model to predict classes of unseen data. Several 
learning algorithms have been proposed to induce classification concept, but the most 
applicable algorithm is decision tree induction. The main reason for its popularity is a 
simple and understandable form of a tree that has been used to represent the induced 
concept. 
Despite its simplicity and efficiency, it could be a problem when communicating 
sophisticate concept as a large tree model to general users who are not an expert in 
decision science or computer technology. Large tree model is difficult to comprehend at 
a glance. Therefore, simplifying tree structure is necessary for conveying concept 
model to novice users. Many researchers propose a constraint-based approach during 
the tree-building phase to make a tree structure more simplified. We, however, consider 
tree simplification as a post-process of decision tree induction. We propose to grow a 
full decision tree. Then, apply users’ preferences as a constrained search over a tree 
model. Only branches of a tree model that correspond to the user-specified constraints 
are displayed in a simple form of decision rules to the users. 
The implemented prototype is expected to ease users in searching for useful 
knowledge from the tree model. The usability test with users who are practitioners in 
the field is nevertheless essential to confirm our assumption. In our future work, we 
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Appendix 
A source code of decision tree with findRule predicates to query a tree model, 
implemented with constraint logic programming language ECLiPSe, is given as follows. 
%% Program Discrete-Tree Induction with findRule queries 
:- lib(listut). 




append_me([H|T],L,[H|RT]) :- append_me(T,L,RT). 
append_me([],L,L). 
 
findRuleOr([H|T]) :- ( findRule(H) -> true ; ! ), 
         findRuleOr(T). 
findRuleOr([]). 
 
findRule(X) :- allrule(L), 
  findRule(X,L). 
findRule(_,[]). 
findRule(X,[H|T]) :-  (findQuery(X,H)-> split_rule(H) ; true), 
             findRule(X,T). 
 
findQuery([\+X|TX],H) :-   (findAtt(X,H) -> false ;  (findAttLabel(X,H) -> false ;  true) ), 
                                 findQuery(TX,H). 
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findQuery([X|TX],H) :-  (findAtt(X,H) -> true ;  (findAttLabel(X,H) -> true ;  false ) ), 




findAtt(X,[_|T]) :- findAtt(X,T). 
findAtt(_,[]) :- false. 
 
findAttLabel(X,[X|_]). 
findAttLabel(X,[_|T]) :- findAttLabel(X,T). 
findAttLabel(_,[]) :- false. 
 
run :- retractall(rule_me(_)), 
  retractall(allrule(_)), 
  compile("//C/Users/ASUS/Desktop/id3_ok/data-sickthyroid_OK.txt"), 
  data(Data+Attrs),  
  main(Data,Attrs,[]), 
  retractall(rule_me([_])), 
  findall(X,rule_me(X),R), 




main(Data, Attrs,OldAttr) :- all_info(Data+Attrs, R1), 
                       (\+hasOneClass(R1) -> (maplist(avg_info,R1,Out), 
                                                           chooseMin(Out, nil/11,OO),  
                                                               OO=O/_, 
                                                                          writeln('Choose ':OO), 
                                                           [listut]:delete(Attrs,O,NewAttrs), 
                                                           (foreach(X,O),param(Data,NewAttrs,OldAttr) do  
                                                           (filterData([X],Data,NewData),  
                                                          write(' At':X), 
                                                  append_me(OldAttr,[X],OAL),  
                                                  main(NewData,NewAttrs,OAL)) 
                        ) ) ;  writeln(''),  
                        getlast_goal(Data,Att-Ans), 
     write(" Ans: "), writeln(Att-Ans), 
     append_me(OldAttr,[Att-Ans],NOAL), 
     write('rule :'), 
     split_rule(NOAL)), 
                assert(rule_me(NOAL)). 
 
split_rule(NOAL) :- mem_last(NOAL,L,RL),write('if'), 
       (foreach(RLL,RL) do write(' '),write(RLL),write(' ')), 
       write('then'),write(' '),writeln(L). 
 
%last member in list 
%mem_last([1,2,3,5,6],L,RL). 
mem_last([H],H,[]). 
mem_last([H|T],L,[H|RL]) :- mem_last(T,L,RL). 
 
%mem(Data+Attrs),all_info(Data+Attrs,R). 
all_info(Data+[P|Attr],R):-maplist(info(Data,P), Attr, R). 
 
%mem(Data+_), info(Data,[p-y,p-n],[o-s,o-c,o-r], R).  
%R=[[2,3], [4,0], [3,2]] 
info(Data, P, O, O-R) :- maplist(info1(Data,P),O,R). 
info1(Data, P, O, R) :- maplist(mcount(Data,O),P,R). 
 
mcount(Data,O,P,Sum) :- foreach(L,Data),fromto(0,I,R,Sum),param(O,P) do  
                  ((member(O,L), member(P,L))->R is I+1; R is I). 
 
%avg_info(o-[[2,3],[4,0],[3,2]],R). 
avg_info(O-LL,O/Info ):- flatten(LL,L), sumlist(L, Sum), 
                             (foreach(X,LL), fromto(0,I,N,Info),param(Sum) do 
    (sumlist(X,SumX),  
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    (Sum>0 -> Ratio is SumX/Sum, ! ; Ratio is 0), 
     logInfo(X,InfoSub), 
                              N is I+(Ratio*InfoSub) 
                              )). 
sumlist(L,[],L):-!. 
sumlist([],[],[]):-!. 
sumlist([H1|T1],[H2|T2],[HR|TR]) :- HR is H1+H2,sumlist(T1,T2,TR). 
 
sumlists([],R,R):-!. 
sumlists([H|T],PR,NR) :- sumlist(H,PR,R), sumlists(T,R,NR). 
 
hasOneClass([]):-!. 
hasOneClass([_-VL|T]) :- sumlists(VL,[],NR), hasOneClass(T,NR). 
 
hasOneClass([],[]):-!. 
hasOneClass([_-VL|T],PR) :- sumlists(VL,PR,NR), hasOneClass(T,NR). 
hasOneClass([],[H|T]) :- (H=0 -> hasOneClass([],T) ; find(T)). 
 
find([]):-!. 
find([H|T]) :- (H=0 -> find(T) ; false). 
 
% get the Last data in Fist of list in list 
getlast_goal([H|_],R) :- getlast(H,R). 
getlast([H],H). 




filterData(L,[H|Data],[H|R]) :- msubset(L,H), !, filterData(L,Data,R). 
filterData(L,[H|Data],R) :- \+msubset(L,H), !, filterData(L,Data,R). 
 
%------------ 
msubset(S1,S2) :- foreach(X,S1), param(S2) do member(X,S2), !. 
allmem([H],L) :- member(H,L), !. 
allmem([H|T],L) :- member(H,L), allmem(T,L). 
logInfo(XL, R) :- sumlist(XL,Sum), Sum==0, R=99, !. 
logInfo(XL, R) :- sumlist(XL,Sum), 
  (foreach(X,XL), fromto(0,S,N,R), param(Sum) do 
   ( Ratio is X/Sum, 
   (Ratio>0->[iso]:log(Ratio,Log) ; Log is 1),  %log(0) is undefined 
      [iso]:log(2,Base2), 
      N is S-(Ratio*(Log/Base2) ) ) ). 
chooseMin([],O/Tmp,O/Tmp). 
chooseMin([A/H|T],O/Tmp,Min) :- (H<Tmp -> NextMin = A/H ; NextMin = O/Tmp), 
     chooseMin(T,NextMin,Min). 
 
% ===== End of Program ============= 
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The main characteristic of current expert systems is the 
separation of a knowledge base that may be changed from one 
application to another from the inference engine that still remains 
the same across applications. The delay in the development of 
many expert systems is due to the difficulty in acquiring and 
eliciting knowledge from the human domain experts. The 
concept of inductive expert system is thus been devised to 
overcome such bottleneck by incorporating automatic knowledge 
acquisition module in the system. According to this new concept, 
knowledge can now be induced or learned in an automatic way 
from archived databases that are normally available in most 
organizations. In this paper, we propose an architecture of the 
inductive expert system that includes the knowledge engine part 
to automatically forming expert rules from the stored data. We 
explain the automatic knowledge creation technique through a 
simple running example, then followed by a real application. We 
also provide our Prolog source code in appendices for knowledge 
engineers to apply our technique as a rapid prototyping of their 
own expert systems. 
Keywords: Expert Systems, Intelligent Knowledge Base, 
Machine Learning, Knowledge Engineering. 
1. Introduction 
Since the release of DENDRAL in the 1960s from the 
Stanford Heuristic Programming Project [5] as the first 
practical knowledge-driven program, expert systems have 
enormously proliferated and been applied to all areas of 
computer-based problem solving. The inventors of 
DENDRAL system have introduced the novel and 
important concept of knowledge base separation in that the 
content of knowledge could be added and refined 
independently from the program module, called the 
inference engine, that interprets and uses that knowledge. 
The loosely coupling of a knowledge base and an 
inference engine is an influential concept to all successor 
rule-based expert systems such as MYCIN [10], 
INTERNIST-1 [6], and many others.  
 
Since the 1980s expert systems, also called knowledge-
based systems, have shifted from the medical and 
scientific application domains to various areas. In 
manufacturing and other engineering applications, rule-
based expert systems are commonly applied to solve 
optimization problems, plan manufacturing scheduling, 
diagnose equipment failures, and use in almost every stage 
of the  manufacturing process [2]. The increasing 
popularity of rule-based expert systems is due to the 
simplicity of the if-then rules that are easy to comprehend 
by humans. Many expert system tools such as Clips and 
Jess are available as a rule engine to facilitate rule 
generation for a knowledge base. These tools help 
facilitating knowledge representation, but knowledge 
acquisition and elicitation are still the labor-intensive tasks 
facing most knowledge engineers. 
 
Modern expert system development process has thus 
moved toward the automating methodology by applying 
intelligent knowledge extraction techniques. Such 
intelligent techniques can be acquired through the machine 
learning and data mining technologies. There have been 
increasing numbers of research work attempting to apply 
learning techniques to automatically extract end elicit 
knowledge [1], [3], [4], [7], [8], [11]. These attempts have 
pushed the current expert system technology to the next 
generation of an inductive expert system in the sense that 
besides the knowledge base and the inference engine, the 
system now includes the learning component. 
 
The research work presented in this paper takes the same 
direction as most researchers in an attempt to automate 
knowledge extraction and elicitation with machine 
learning and data mining techniques. Our work, however, 
is different from others in that not only proposing an 
architecture of the learnable inductive expert system and 
experimenting with some learning algorithms, but we also 
design and develop a full complement of the rule-based 
expert system. The work presented in this paper covers the 
knowledge mining from existing databases, knowledge 
transfer as a set of rules to be stored in the knowledge 
base, and knowledge reasoning through a logic-based 
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 inference engine. Program source code for the whole 
process also provided in appendices. 
 
2. A Framework for Automatic Knowledge 
Base Creation 
We design (in Fig. 1) an architecture of the inductive 
expert system to include the knowledge engine facility. 
This part of the system requires a machine learning 
algorithm and a training dataset. The learning algorithm 
used in our work is based on the ID3 algorithm [9] 
because the structure of induced tree is appropriate for 
generating reasoning and explanation in the expert system 
shell. The induced knowledge is to be generated in a 
format of decision rules incorporated with probabilistic 
values. This value is intended to be used as the degree of 
potential applicability of each decision rule. The 
probabilistic values are indeed the coverage values of 
decision rules and can be computed as a proportion of 
(number of instances at leaf nodes) / (total data instances 
in a training dataset). 
 
The steps graphically shown in Fig.2 are the process to 
generate decision rules to be stored in the knowledge base. 
These rules are to be used by the inference engine for 
giving recommendation to users. Consulting rules are for 
















Fig. 1  Architecture of the inductive expert system. 
 
Fig. 2  Automatic knowledge engineering process. 
3. Running Example 
3.1 Training Data for Building a Tree Model 
To explain the idea proposed in the previous section, we 
provide a running example through a simple training 
dataset as illustrated in Fig. 3. The given data contain 
information regarding color and shape of three objects and 
their classified class as either yes (the right object), or no 
(the wrong one). Our objective is to learn a decision model 
from this small dataset and extract a model in a form of a 
decision tree that to be helpful in identifying objects in the 
future with unknown class. The first step is converting 
data format to fit the program. Most data in the databases 
are represented as table. Appropriate format as required by 
our Prolog program is the one shown below the table in 
Fig.3. This converted data has been saved in a file 
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 color shape class 
red round yes 
blue polygon yes 
green square no 
attribute(color,   [red,  green, blue]). 
attribute(shape,  [round, polygon, square]). 
attribute(class,    [yes, no]). 
instance(1,   class=yes,  [color=red,      shape=round]). 
instance(2,   class=yes,  [color=blue,    shape=polygon]). 
instance(3,   class=no,   [color=green,  shape=square]). 
Fig. 3  A sample shape dataset that contains three instances. 
3.2 Tree Model and a Transformed Knowledge Base 
Rule 
Once the training dataset has been prepared, the next step 
is to build a tree model from the data. This can be done 
through invoking the program ‘id3menu.pl.’ A small 
dialog box will be popped up (as shown in Fig. 4) to ask 
the file name of training data. The parameter ‘MinProb’ is 
for pruning a tree model. The more the value, the shorten 
the tree model. Default value of this parameter is 0.001, 
which should be small enough for most moderate size 
data. 
 
When user clicks the ‘Enter’ button, the dialog box 
disappears and the program starts building a tree model. 
This model is actually a data structure of nodes and edges 
(as illustrated in Fig.5). User will then be asked to input 
the file name to store the model. In this example, we store 
a model in the file named ‘shape.knb’. Content of this file 
(displayed in Fig.6) is automatically created by the 
‘id3menu.pl’ program. The program traverses the tree 
model and converts the structures of nodes and edges into 
rules. The created file, ‘shape.knb’, is a knowledge base 
induced from the training data and can be consulted by the 
inference engine of the expert system shell. 
 
 










Fig. 5  A tree model in a form of node and edge structures (left) and its 
interpretation in a graphical form (right). 
 
Fig. 6  A knowledge base ‘shape.knb’ that is automatically generated 
from a tree model. 
3.3 Knowledge Consulting Through the Expert 
System 
To consult a knowledge base, user needs a second 
program named ‘expertshell.pl’. After running this 
program (by double-clicking at the file name), the prompt 
sign ‘1 ?’ will appear on the screen. User can now start 
commanding the expert system by typing ‘expertshell.’ 
and press enter. The system will greet with simple advice 
(as in Fig.7). This expert shell can work with any 
knowledge base. Therefore, user has to specify the file 
name of the knowledge base. It is ‘shape.knb’ in this 
example. Once the knowledge base has been loaded, user 
may start the consulting process by typing the command 
‘solve.’ (Note that every command in Prolog ends with a 
full-stop.) 
IJCSI International Journal of Computer Science Issues, Vol. 10, Issue 2, No 3, March 2013 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org 410
Copyright (c) 2013 International Journal of Computer Science Issues. All Rights Reserved.
  
Fig. 7  An interaction with the expert system shell using a knowledge 
base ‘shape.knb’. 
 
The expert shell starts asking questions as suggested by 
information stored in the knowledge base. Thus, the order 
and content of questions can vary according to the 
knowledge base currently applicable to the expert shell. 
After the system provides appropriate answer, user may 
ask for explanation by typing a command ‘why.’ 
4. Experimentation  
The experimentation with real data is to confirm the 
efficiency of the proposed automatic knowledge base 
creation method. For the purpose of demonstration, we use 
a car evaluation data set obtain from the UCI repository 
(http://archive.ics.uci.edu/ml). In this dataset, each car is 
to be evaluated as acceptable or unacceptable based on the 
buying price, price of maintenance, number of doors, 
capacity in terms of persons to carry, the size of luggage 
boot, and the estimated safety of the car. The data set has 
been formatted as Prolog clauses and saved in a file named 
‘car.pl’. The created knowledge base is illustrated in Fig. 
8, and consulting this knowledge base through the expert 
system shell is shown in Fig.9.  
 
 
Fig. 8  An automatically created knowledge base ‘car.knb’. 
 
Fig. 9  Consulting ‘car.knb’ through the expert system shell. 
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 5. Conclusion 
Artificial intelligence, specifically expert systems, has 
played an important role in solving complex engineering 
and manufacturing problems. Knowledge base and 
inference procedures have been employed to solve the 
problems that require significant human expertise and 
domain-specific knowledge. The required knowledge has 
to be elicited by knowledge engineers. It is a labor-
intensive task, and thus a bottle neck in building intelligent 
systems. We propose to apply data mining technique as a 
major step in a knowledge engine component of the 
inductive expert system to assist the knowledge elicitation 
task. The proposed technique is a novel method for 
automating knowledge acquisition that help supporting 
intelligent manufacturing systems. Knowledge in our tool 
can be discovered from the stored data using the decision 
tree induction algorithm. The learned tree structure is then 
transformed to a rule set that can be integrated into the 
knowledge base. The implementation of our knowledge 
acquisition tool is based on the logic programming scheme 
that has been proven appropriate for inferring and 
reasoning answers and recommendations from the existing 
knowledge base. 
Appendix A. Source Code for Automatic Knowledge 
Base Creation 
The source code provided here is for learning a tree model 
from training data and then transform the model to be a 
rule set to store in the knowledge base. The given ID3 
module is capable of learning model of binary classes such 
as yes/no, true/false, acceptable/unacceptable. For training 
data with multiple classes, the module needs some 
modification. This program should be saved in a single 
file, named “id3menu.pl”. To run the program, user may 
double click at the file name in the directory where it has 
been saved. The knowledge base will be automatically 
created and stored in the same directory with the file name 
such as ‘shape.knb’, and this program can now be closed. 
The created knowledge base will be used later by the 




         new(Dialog,dialog('Create Rules from ID3')), 
         send_list(Dialog, append, 
               [ new(D1, text_item(datafile,'*.pl')), 
                 new(Per,text_item(minProb,'0.001')), 
                 button(cancel, message(Dialog, destroy)), 
                 button(enter, and(message(@prolog,callId3, 
                 D1?selection, Per?selection),message(Dialog,destroy) )) ]), 
                 send(Dialog, open). 
callId3(Dfile,Per) :-  term_to_atom(Per1,Per),  
                                   consult(Dfile), createKB(Per1). 
:-id3menu. 
 
% ----------- Create KB rules ----------------------- 
createKB(Min) :- init(AllAttr,EdgeList), getnode(N), 
          create_edge(N,AllAttr,EdgeList), addAllKnowledge, 
          selectRule(Min,Res), writeln(Res), nl, 
          write('Enter KB file name(ex. ''1.knb''.): '), 
          read(F), tell(F),  writeHeadF, format('~n% Generated 
rules:~n'), 
          maplist(createRule1,Res), nl, 
          format('~n% Generated menu:~n'), 
          writeTailF,  told,  writeln(endProcess). 
writeHeadF :- 
       format('% Knowledge base automatically created for expert 
shell.'), 
       format('~n~n% top_goal is where the inference starts.~n'), 
       format('~ntop_goal(X,V) :- type(X,V).~n'). 
writeTailF :- 
      findall(_,(attribute(S,L), 
      format('~n~w(X):-menuask(~w,X,~w). ',[S,S,L])),_), 
      format('~n~n% end of automatic KB creation'). 
transform1([X=V],[Res]) :-  
          atomic_list_concat([X,'(',V,')'],Res1), 
          term_to_atom(Res,Res1),!. 
transform1([X=V|T],[Res|T1]) :-  
          atomic_list_concat([X,'(',V,')'],Res1), 
          term_to_atom(Res,Res1), transform1(T,T1). 
createRule1(I) :- I = Z>>X>>Y, 
           transform1(X, BodyL), 
           format('~ntype(~w,~w):-', [Y,Z]), 
           myformat(BodyL) , !. 
myformat([X]) :- write(X), write('.'),!. 
myformat([H|T]) :- write(H), write(','), myformat(T). 
addAllKnowledge :- 
          findall([A], pathFromRootToLeaf(A,_), Res), 
          retractall(_>>_>>_),  maplist(apply(assert),Res), 
          write(addToKB), nl.  % add to knowledge base 
selectRule(V,Res) :- 
          findall(N>>X>>Class,(X>>Class>>N,N>=V),Res1), 
          sort(Res1,Res2), reverse(Res2,Res). 
path(A,[H|T],C) :- edge(A,H,B), path(B,T,C). 
path(C,[],C) :- !. 
pathFromRootToLeaf(V>>Class>>Num, C) :- 
          path(1,V,C),   node(C,Value1-Value2), 
          (Value1=[] ; Value2=[]), 
          (Value1=[] -> length(Value2,Numb) ; length(Value1,Numb)), 
           total+Total,    Num is Numb/Total,   hasClass(C1,C2), 
            (Value1=[]->Class=C2;Class=C1).   
 
%-------------- ID3 (work only with data with 2 classes) -------------- 
:- dynamic current_node/1,node/2,edge/3,hasClass/2,type/2. 
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 init(AllAttr,[root-nil/PB-NB]) :-   
          writeln(creating_tree_model), retractall(hasClass(_,_)),  
          attribute( class,[ Y1, Y2]),  assert(hasClass(Y1,Y2)),          
          retractall(node(_,_)),   retractall(current_node(_)),  
          retractall(type(_,_)),    retractall(edge(_,_,_)), 
          assert(current_node(0)),   hasClass(C1,C2), 
          findall(X,attribute(X,_),AllAttr1), 
          delete(AllAttr1,class,AllAttr), 
          findall(X2,instance(X2,class=C1,_),PB), 
          findall(X3,instance(X3,class=C2,_),NB), 
          length(PB,N1), length(NB,N2), N is N1+N2,  
          retractall(total+_),  apply(assert,[total+N]). 
getnode(X) :- current_node(X), X1 is X+1, 
         retractall(current_node(_)), 
         assert(current_node(X1)), X1 <4000. % limit at 4000 nodes 
create_edge(_,_,[]) :- !. 
create_edge(_,[],_) :- !. 
create_edge(N, AllAttr, EdgeList) :-  create_nodes(N, AllAttr, 
EdgeList). 
create_nodes(N, AllAttr, [H1-H2/PB-NB|T] ) :- 
           getnode(N1), 
           assert(edge(N,H1=H2,N1)),   assert(node(N1,PB-NB)), 
           append(PB, NB, AllInst), 
           ( (PB\==[], NB\==[]) -> (cand_node(AllAttr, AllInst, AllSplit), 
                                   min_cand(AllSplit, [V, MinAttr, Split]), 
                                   delete(AllAttr,MinAttr,Attr2), 
                                   create_edge(N1,Attr2,Split))  ;  true ), 
           create_nodes(N,AllAttr,T). 
create_nodes(_,_,[]) :- !. 
create_nodes(_,[],_) :- !. 
min_cand([H|T], Min) :- min_cand(T, H, Min). 
min_cand([], Min, Min). 
min_cand([H|T], Min0, Min) :-  H = [V,_,_], Min0 = [V0,_,_], 
 ( V<V0 -> Min1=H ; Min1=Min0), 
 min_cand(T, Min1, Min). 
cand_node([H|T], CurInstL, [[Val, H, SplitL] | OtherAttr]) :- 
 info(H, CurInstL, Val, SplitL), 
 cand_node(T, CurInstL, OtherAttr). 
cand_node([],_,[]) :- !. 
cand_node(_,[],[]). 
info(A,CurInstL,R,Split) :-  attribute(A,L), 
 maplist(concat3(A,=), L, L1),   
                   suminfo(L1, CurInstL, R, Split).   
concat3(A,B,C,R) :- atom_concat(A,B,R1), atom_concat(R1,C,R). 
suminfo([H|T], CurInstL, R, [Split | ST]) :- 
          AllBag = CurInstL,  hasClass(C1,C2), 
          term_to_atom(H1,H), 
          findall(X1,(instance(X1,_,L1),member(X1,CurInstL), 
                                member(H1,L1)), BagGro), 
          findall(X2,(instance(X2,class=C1,L2), 
                                member(X2,CurInstL), member(H1,L2)), BagPos), 
          findall(X3,(instance(X3,class=C2,L3),member(X3,CurInstL), 
                                member(H1,L3)), BagNeg), 
          (H11=H22) = H1, 
          length(AllBag,Nall), length(BagGro,NGro),  
          length(BagPos,NPos), length(BagNeg,NNeg), 
          Split = H11-H22/BagPos-BagNeg, 
          suminfo(T,CurInstL,R1,ST), 
          ( NPos is 0 *->L1 = 0; L1 is (log(NPos/NGro)/log(2)) ), 
          ( 0 is NNeg *->L2 = 0; L2 is (log(NNeg/NGro)/log(2)) ), 
          ( NGro is 0 -> R = 999;  
               R is (NGro/Nall)*(-(NPos/NGro)*L1-(NNeg/NGro)*L2)+R1 )  . 
suminfo([],_,0,[]). 
% ------------------------------ End of KB Creation Process --------------  
Appendix B. Expert System Shell in Prolog 
% -------- expertshell.pl ------------- 
%  To run this program call ‘expertshell.’ 
%       then call ‘load.’ and input a file name such as 'file.knb'. 
%       Start consulting the expert system with the command ‘solve.’ 
:-dynamic known/1, answer/2. 
expertshell :- 
          greeting, repeat, nl, write('expert-shell> '), read(X), do(X), 
          X == quit,  writeln('>>>>Goodbye, see you later<<<<'), !. 
greeting :-  
          write('This is the Easy Expert System shell.'), nl, 
           native_help. 
do(help) :- native_help, !. 
do(load) :- load_kb, !. 
do(solve) :- solve, !. 
do(why) :- why, !. 
do(quit).  
do(X) :- write(X), write(' is not a legal command.'), nl, fail. 
native_help :- write('Type  help.   load.   solve.   why.    quit.'), 
          nl, write('at the prompt.'), nl. 
load_kb :- write('Enter file name in single quotes (ex. ''1.knb''.): '), 
          read(F),  reconsult(F). 
solve :-  retractall(known( _) ),retractall(answer(_,_)), 
          top_goal(X,V), 
          format('The answer is __~w__ with probability ~w',[X,V]), 
          assert(answer(X,V)), nl. 
solve :- write('No answer found.'), nl. 
menuask(Pred,Value,Menu) :-  
           menuask(Pred,Menu), 
atomic_list_concat([Pred,'(',Value,')'],X), 
           term_to_atom(T,X),  known(T),!. 
menuask(Pred,_) :-  
           atomic_list_concat([Pred,'(','_',')'],X),   
           term_to_atom(T,X),  known(T), !.  
menuask(Attribute,Menu):- 
          nl, write('What is the value for '), write(Attribute), write('?'),  
          nl,  addchoice(Menu,MenuRes), writeln(MenuRes), nl, 
          write('Enter the  choice> '), read(C), nl,   
          member(C-V,MenuRes), 
          atomic_list_concat([Attribute,'(',V,')'],X), 
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           term_to_atom(T,X),  asserta(known(T)) . 
 
why :- answer(A,V), 
          format('~nThe answer is ...~w... with probability =  
                        ~w.~n',[A,V]), 
          findall( X , known(X),Result), 
          writeln('The known storage are'), writeln(Result). 
 
addchoice(X,Res) :- length(X,Len),  
          numlist(1,Len,NumL), map(NumL,X,Res). 
 
map([],[],[]). 
map([H|T], [X|TT], [H-X|T1]) :- map(T, TT, T1). 
 
% ---------------------- END OF EXPERT SYSTEM SHELL ----------- 
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Abstract: - Visual data mining is a sub-discipline of data mining, which is a main analysis step of the process 
called knowledge discovery in databases or KDD. The objective of KDD is to automatically discover 
potentially useful knowledge that are hidden in large volume. In this paper, we demonstrate the use of KNIME 
system to do visual data mining. We also show the subsequent deployment of discovered knowledge as an 
intelligent resource of a rule-based expert system. Such knowledge is automatically derived from the stored 
data, rather than manually elicited from the human experts as in traditional expert systems. We therefore call 
such knowledge resource as the inductive knowledge base. The case study to derive car evaluation knowledge 
shown in this paper as a running example is expected to be a demonstration of data mining technique and 
application that can support the advancement of intelligent mechanical analysis. 
 
 
Key-Words: - Visual data mining, Inductive learning, Knowledge base creation, Inductive expert system. 
 
1 Introduction 
Visual data mining is an automatic and intelligent 
data analysis technique that utilizes visualization as 
a means to communicate between user and the 
computer to explore data and to extract hidden 
patterns from stored databases [1], [2]. The main 
benefit of visualization is that it allows easy 
understanding for novice users and it is also natural 
to human perception. Recent trend in intelligent 
manufacturing and other engineering fields [3], [4] 
is to apply data mining techniques to automatically 
identify patterns and causal relationships that are too 
obscure and unobvious to be detected by human’s 
eyes.  
Applying data mining technique to high 
dimensional and large amount data is however not a 
straightforward task because the induced patterns 
are normally low accurate if the input data are not 
well prepared or not in an appropriate form. 
Numerous available learning algorithms and many 
data preparation techniques supported by most data 
mining systems are also a hindrance to users who 
are unfamiliar with the knowledge discovery 
process. 
We thus illustrate in this paper a natural way to 
do data mining through visualization. We also 
propose a semi-automatic technique to transfer the 
data mining output to be a knowledge base content 
in the inductive expert system.  
The main characteristic of current expert systems 
is the separation of a knowledge base that may be 
changed from one application to another from the 
inference engine that still remains the same across 
applications. The delay in the development of many 
expert systems is due to the difficulty in acquiring 
and eliciting knowledge from the human domain 
experts.  
The concept of inductive expert system is thus 
been devised to overcome such bottleneck by 
incorporating automatic knowledge acquisition 
module in the system. According to this new 
concept, knowledge can now be induced or learned 
in an automatic way from archived databases that 
are normally available in most organizations. In this 
paper, we propose an architecture of the inductive 
expert system that includes the knowledge engine 
part to automatically forming expert rules from the 
stored data.  
 
 
2 Related Work 
Since the release of DENDRAL in the 1960s from 
the Stanford Heuristic Programming Project [5] as 
the first practical knowledge-driven program, expert 
systems have enormously proliferated and been 
applied to all areas of computer-based problem 
solving. The inventors of DENDRAL system have 
introduced the novel and important concept of 
knowledge base separation in that the content of 
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knowledge could be added and refined 
independently from the program module. This 
module is called the inference engine responsible 
for interpreting and using the knowledge. The 
loosely coupling of a knowledge base and an 
inference engine is an influential concept to all 
successor rule-based expert systems such as 
MYCIN [6], INTERNIST-1 [7], and many others.  
Since the 1980s expert systems, also called 
knowledge-based systems, have shifted from the 
medical and scientific application domains to 
various areas. In manufacturing, mechanical 
analysis, and other engineering applications, rule-
based expert systems are commonly applied to solve 
optimization problems, diagnose equipment failures, 
plan manufacturing scheduling, and other stages of 
the manufacturing process [8].  
The increasing popularity of rule-based expert 
systems is due to the simplicity of the if-then rules 
that are easy to comprehend by humans. Many 
expert system tools such as Clips and Jess are 
available as a rule engine to facilitate rule 
generation for a knowledge base. These tools help 
facilitating the part of knowledge representation, but 
knowledge acquisition and elicitation are still the 
labor-intensive tasks for most knowledge engineers. 
Modern expert system development process has 
thus moved toward the automating methodology by 
applying intelligent knowledge extraction 
techniques. Such intelligent techniques can be 
acquired through the machine learning and data 
mining technologies. There have been increasing 
numbers of research work attempting to apply 
learning techniques to automatically extract end 
elicit knowledge [9], [10], [11], [12]. These attempts 
have pushed the current expert system technology to 
the next generation of an inductive expert system in 
the sense that besides the knowledge base and the 
inference engine, the system now includes the 
learning component.  
The research work presented in this paper takes 
the same direction as most researchers in an attempt 
to automate knowledge extraction and elicitation 
with machine learning and data mining techniques. 
Our work, however, is different from others in that 
not only proposing an architecture of the learnable 
inductive expert system, but we also cover the 
knowledge mining from existing databases, 
knowledge transfer as a set of rules to be stored in 
the knowledge base, and knowledge reasoning 
through a logic-based inference engine. 
 
 
3 A Framework Toward Automatic 
Knowledge Base Creation 
We design (in Figure 1) an architecture of the 
inductive expert system to include the knowledge 
engine facility. This part of the system requires a 
machine learning algorithm and a training dataset. 
The learning algorithm used in our work is the ID3 
algorithm [13] because of its efficiency. Moreover, 
the structure of the induced tree is appropriate for 
generating reasoning and explanation part in the 
expert system shell.  
The induced knowledge as a decision tree is 
subsequently to be transformed into a format of 
decision rules that are also incorporated each rule 
with the probabilistic value. This value is intended 
to be used as the degree of potential applicability of 
each decision rule. The probabilistic values are 
indeed the coverage values of decision rules and can 
be computed as a proportion of (number of instances 
at leaf nodes) / (total data instances in a training 
dataset). 
The steps graphically shown in Figure 2 are the 
process to generate decision rules to be stored in the 
knowledge base. These rules are to be used by the 
inference engine for giving recommendation to 
users. Consulting rules are for reasoning and giving 














Figure 1. Architecture of the inductive expert 
system. 
 





















4 Experimentation and Results 
 
 
4.1 Car Evaluation Data Set and the Visual 
Data Mining 
The purpose of this experimentation is to illustrate 
the proposed automatic knowledge base creation 
method with real data. We use a car evaluation data 
set obtain from the UCI repository (https://archive. 
ics.uci.edu/ml/datasets/Car+Evaluation). In this data 
set, each car is to be evaluated as either very good 
(vgood), acceptable (acc), or unacceptable (unacc) 
based on the buying price, price of maintenance, 
number of doors, capacity in terms of persons to 
carry, the size of luggage boot, and the estimated 
safety of the car.  
The data set has been mined with the visual data 
mining tool named KNIME [14]. The visual data 
mining process is illustrated in Figure 3, and the 





Figure 3. Data mining process through the 





Figure 4. A decision tree model to classify safety of 
a car as unacc/acc/vgood. 
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4.2 Knowledge Base Creation and 
Consultation Through the Expert System 
Shell 
Once the decision tree has been built and output by 
the KNIME tool, we develop the program to 
traverse the tree model and convert the structures of 
nodes and edges into rules. The created file, 
‘car.knb’, is a knowledge base induced from the 
training data and can be consulted by the inference 
engine of our simple expert system shell. The 
created knowledge base content is illustrated in 
Figure 5, and example steps of consulting this 
knowledge base through the expert system shell is 
shown in Figure 6.  
User starts commanding the expert system by 
typing ‘expertshell’ and press enter. The system will 
greet with simple advice. This expert shell is 
implemented with the Prolog language and can 
work with any knowledge base. Therefore, user has 
to specify the file name of the knowledge base. It is 
‘car.knb’ in this example. Once the knowledge base 
has been loaded, user may start the consulting 










Figure 6. Consulting ‘car.knb’ through the Prolog 
expert system shell. 
 
 
To consult a knowledge base, user needs to 
invoke a program named ‘expertshell.pl’. After 
running this program, the prompt sign ‘1 ?’ will 
appear on the screen (as shown in Figure 6). User 
can now start commanding the expert system by 
typing ‘expertshell.’ and press enter. After that the 
prompt sign will be changed to ‘expert-shell>’.  
This expert shell is a general tool in the sense 
that it can work with any knowledge base that is 
encoded with the appropriate rule-based format. 
Therefore, user has to specify the file name of the 
knowledge base of his/her intention. It is ‘cart.knb’ 
in this example. Once the knowledge base has been 
loaded, user may start the consulting process by 
typing the command ‘solve.’ (Note that every 
command in Prolog has to end with a full-stop.)  
The expert shell starts asking questions as 
suggested by information stored in the knowledge 
base. Thus, the order and content of questions can 
vary according to the knowledge base currently 
applicable to the expert shell and also depending on 
the answer given by user. After the system provides 
appropriate answer or suggestion, user may ask for 
explanation by typing a command ‘why.’ The 
system will respond with the phrase ‘The known 
storage are’ and then followed by the answers stored 
in the working storage. 
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The coding of expert system shell is so concise 
that it can be listed at the end of this section. To test 
this simple program, interested reader just create a 
knowledge base ‘car.knb’ as shown in Figure 5 and 
then run this expert system shell with the Prolog 
interpreter. (We use SWI-Prolog in this example.) 
 
% -------- expertshell.pl ------------- 
%  To run this program call ‘expertshell.’ 
%       then call ‘load.’ and input a file name such as 'file.knb'. 
%       Start consulting the expert system with the command ‘solve.’ 
 
:-dynamic known/1, answer/2. 
 
expertshell :- 
          greeting,  
          repeat,   
          nl, write('expert-shell> '),  
          read(X),  
          do(X), 
          X == quit,   
          writeln('>>>>Goodbye, see you later<<<<'), !. 
 
greeting :-  
          write('This is the Easy Expert System shell.'), nl, 
           native_help. 
 
do(help) :- native_help, !. 
do(load) :- load_kb, !. 
do(solve) :- solve, !. 
do(why) :- why, !. 
do(quit).  
do(X) :- write(X), write(' is not a legal command.'), nl, fail. 
 
native_help :- write('Type  help.   load.   solve.   why.    quit.'), 
          nl, write('at the prompt.'), nl. 
 
load_kb :- write('Enter file name in single quotes (ex. ''1.knb''.): '), 
          read(F),  reconsult(F). 
 
solve :-   
          retractall(known( _) ), 
          retractall(answer(_,_)), 
          top_goal(X,V), 
          format('The answer is __~w__ with probability ~w',[X,V]), 
          assert(answer(X,V)), nl. 
 
solve :- write('No answer found.'), nl. 
 
menuask(Pred,Value,Menu) :-  
           menuask(Pred,Menu),   
           atomic_list_concat([Pred,'(',Value,')'],X), 
           term_to_atom(T,X),  known(T),!. 
 
menuask(Pred,_) :-  
           atomic_list_concat([Pred,'(','_',')'],X),   
           term_to_atom(T,X),  known(T), !.  
 
menuask(Attribute,Menu):- 
          nl, write('What is the value for '),  
          write(Attribute), write('?'), nl, 
          addchoice(Menu,MenuRes),  
          writeln(MenuRes), nl, 
          write('Enter the  choice> '), read(C), nl,   
          member(C-V,MenuRes), 
          atomic_list_concat([Attribute,'(',V,')'],X), 
          term_to_atom(T,X),   
          asserta(known(T)) . 
 
why :- answer(A,V), 
          format('~nThe answer is ...~w... with probability =  
                        ~w.~n',[A,V]), 
          findall( X , known(X),Result), 
          writeln('The known storage are'), writeln(Result). 
 
addchoice(X,Res) :-  
          length(X,Len),  
          numlist(1,Len,NumL),  
          map(NumL,X,Res). 
 
map([],[],[]). 
map([H|T], [X|TT], [H-X|T1]) :- map(T, TT, T1). 
 




Artificial intelligence, specifically expert systems, 
has played an important role in solving complex 
engineering and manufacturing problems for more 
than four decades. Knowledge base and inference 
procedures have been employed to solve the 
problems that require significant human expertise 
and domain-specific knowledge. The required 
knowledge has to be elicited by knowledge 
engineers. It is a labor-intensive task, and thus a 
bottle neck in building intelligent systems.  
We propose to apply data mining technique as a 
major step in a knowledge engine component of the 
inductive expert system to assist the knowledge 
elicitation task. The proposed technique is a novel 
method for automating knowledge acquisition that 
help supporting intelligent manufacturing systems. 
We demonstrate knowledge mining through the 
visual tool called KNIME, which has many 
visualization features to support users who are not 
an expert in data mining. 
Knowledge as a learned tree structure is then 
transformed by our Prolog program to be a rule set 
that can be integrated into the knowledge base. The 
implementation of our knowledge acquisition tool is 
based on the logic programming scheme that has 
been proven appropriate for inferring and reasoning 
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answers and recommendations from the existing 
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Abstract 
Knowledge mining is the process of deriving new and useful knowledge from vast 
volumes of data and other background information. Derived knowledge can possibly be 
patterns of data represented in summarized form, relationships among data represented as 
rules, or representatives of data subgroups represented by majority values. In health and 
medical domains, knowledge has been discovered in different forms such as association, 
classification rules, clustering and segmentation, trend or temporal pattern analysis. The 
discovered knowledge can facilitate computational health informatics in various aspects 
such as supporting expert decision, making estimation of future trends, diagnosing the 
causes of illness, and predicting severity of the symptoms. The term computational health 
informatics refers to an emerging field of research focusing on the devise of novel 
computational techniques to support healthcare and medical applications. In this paper, we 
propose a knowledge mining method based on the declarative programming scheme, which 
is a programming paradigm that we argue to be more appropriate for the knowledge 
intensive tasks than the imperative and object-oriented paradigms. Easy knowledge transfer 
to the knowledge base content is demonstrated in this paper to confirm the appropriateness 
of a high-level declarative scheme. Our designed system includes four major knowledge 
mining tasks: data classification, association mining, sequence analysis, and clustering. We 
demonstrate knowledge deployment through the automatic generation of knowledge base to 
support medical decision. The knowledge deployment example illustrates advantage of the 
high-level declarative scheme to facilitate current computational health informatics. 
 
Keywords: Knowledge Mining, Computational Health Informatics, Healthcare Decision 
Support System, Declarative Programming 
 
Introduction 
Healthcare organizations at the present day regularly generate huge amount of data 
in electronic form stored in their databases. These data are valuable resource for automatic 
discovering of useful knowledge, or knowledge mining, to gain insight knowledge 
potentially useful for a better patient-care decision support. Such implicit knowledge is a 
valuable asset to most organizations as a substantial source to enhance understanding of 
data relationships and support better decisions to increase organizational competency. 
During the past decades there has been an increasing interest in devising database and 
learning technologies to automatically induce implicit knowledge from clinical and health 
data (Kretschmann et al., 2001; Lin et al., 2001; Bratsas et al., 2007; Huang et al., 2007; 
Ghazavi & Liao, 2008; Noren et al., 2008; Zhuang et al., 2009). Most of these work used 
imperative and object-oriented programming styles. These programming styles are suitable 
for general software development that requires a nice form of graphical user interface. But 
for a specific kind of intelligent software development, fast knowledge deduction and 
accurate induction features are more important than a friendly GUI (Truemper, 2004). We 
thus design our knowledge mining system based on the declarative paradigm. 
This paper presents the design of an intelligent system that has the capability of 
inducing knowledge from the stored data and automatically ranking and selecting induced 
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knowledge to be included in the knowledge base. Our system includes data mining engines, 
that is, the classifier and other miners, as a main feature for extracting hidden knowledge. 
We, however, broaden typical data mining system by incorporating knowledge management 
functions with the inclusion of additional features to elicit and store selected knowledge in 
the knowledge base. Demonstration of the system deployment has been done through the 
knowledge induction application to support medical and health informatics.  
 
The Design and Implementation of a Declarative Knowledge Mining System 
Implicit knowledge acquisition can be achieved through the availability of the 
knowledge-mining system. Knowledge mining is the discovery of hidden knowledge stored 
possibly in various forms and places in large data repositories. Automatic knowledge 
acquisition can be achieved through the availability of the data mining engines. The 
discovered knowledge facilitates expert decision support, data exploration and explanation, 
estimation of future trends, and prediction of future outcomes based on present data. In this 
section, we present the design (Figure 1) of a knowledge-mining system named SUT-Miner 





























Figure 1. Architecture of the knowledge mining system 
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Generally, the proposed system can also be applicable to any domain that requires a 
knowledge-based decision support. A rapid prototyping of the proposed system has been 
implemented with a declarative style using first-order and second-order Horn clauses 
(Nadathur & Miller, 1990; Naish, 1996; Kramer & Widmer, 2001). The intuitive idea of our 
design and implementation is that for such a complicated knowledge-based system program 
coding should be done declaratively at a high level to alleviate the burden of programmers. 
The advantages of declarative style are thus the decrease in program development time and 
the increases in expressiveness of knowledge representation and efficiency of knowledge 
utilization. 
Knowledge induction through various data mining engines is the back-end of the 
system responsible for acquiring and discovering new and useful knowledge. Usefulness is 
to be validated at the final step by human experts of the field. Discovered knowledge is 
stored in the knowledge base to be applied to solve new cases or create new knowledge in 
the knowledge inferring phase, which is the front-end of the decision support system.  
The SUT-Miner system obtains input from heterogeneous data sources. Therefore, 
redundancy, incompleteness, and noise (i.e., random error) can be expected from the input 
data. The data preparation component has been designed to clean, transform the format, and 
select only relevant data with suitable feature selection techniques and possibly sampling to 
reduce data instances. The data mining component is for performing various mining tasks. 
Currently, we design and implement four different mining modules, i.e., classification, 
association mining, sequence analysis, and clustering. Some background knowledge can be 
adopted to guide the mining methodology selection. 
The knowledge management is a novel component that we include in our design to 
move data mining methodology towards the actual applicability for most general users. In 
our implementation, knowledge selection module applies some heuristics to rank and elicit 
knowledge based on possibility of future application. Knowledge evaluation and selection 
should, however, be confirmed by human experts for correctness and usefulness. 
To illustrate working example of the proposed SUT-Miner system, we include in 
this section some coding of declarative programming based on the Prolog language. The 











create_edge_onelevel(N,AllAttr,EdgeList) :- create_nodes(N,AllAttr,EdgeList). 
create_nodes(N,AllAttr,[H1-H2/PB-NB|T]) :- 




 ( (PB\==[], NB\==[]) -> (cand_node(AllAttr,AllInst,AllSplit), 
                 min_cand(AllSplite,[V,MinAttr,Split]), 
                 delete(AllAttr,MinAttr,Attr2), 
                 create_edge_onelevel( N1,Attr2,Split)) 













              reverse(Res2,Res).  
 
Deployment: Automatic Generation of a Knowledge Base 
To demonstrate knowledge deployment, we call the ID3 classification module as 
shown in the previous section. The pop-up window will appear (Figure 2) on the screen for 
user to specify data file to be mined. The parameter ‘MinProb’ is for rule selection. In our 
classification module, we convert the decision tree, which is the output of the ID3 algorithm 
(Quinlan, 1986), to be in a form of decision rules. Each rule has been augmented with the 
probability value, which can be computed as a proportion of:  
(number of instances at leaf node) / (total data instances in a data set).  
User can specify the minimum probability value for selecting only rules that have high 
possibility for applying to predict future event. The default of this parameter is 0.001. In 
main module, the predicates addKnowledge and selectRule(V,Res) are invoked to compute 
probability along each tree branch to generate probabilistic rules and then select only rules 
that could occur at the probability level higher than the specified threshold. 
 
Figure 2. Pop-up window for specifying data filename and minimum probability threshold 
 
In the shown example, we use a data named breast-cancer-wisconsin (available at 
http://www.ics.uci.edu/~mlearn/MLRepository.html). The data had been transformed to be 
in a first-order clausal format (as shown in Figure 3). The model to be induced from this 
dataset aims at predicting breast cancer images as either in a benign or malignant stage.  
The decision rules induced from this dataset are then automatically transform to be a 
knowledge base as illustrated in Figure 4. The deployment of this knowledge base has been 




% data: breast-cancer-wisconsin  
attribute(clump_thickness,                  [1,2,3,4,5,6,7,8,9,10]). 
attribute(uniformity_of_cell_size,        [1,2,3,4,5,6,7,8,9,10]). 
attribute(uniformity_of_cell_shape,     [1,2,3,4,5,6,7,8,9,10]). 
attribute(marginal_adhesion,              [1,2,3,4,5,6,7,8,9,10]). 
attribute(single_epithelial_cell_size,   [1,2,3,4,5,6,7,8,9,10]). 
attribute(bare_nuclei,                          [1,2,3,4,5,6,7,8,9,10]). 
attribute(bland_chromatin,                  [1,2,3,4,5,6,7,8,9,10]). 
attribute(normal_nucleoli,                   [1,2,3,4,5,6,7,8,9,10]). 
attribute(mitoses,                                [1,2,3,4,5,6,7,8,9,10]). 














Figure 3. Breast-cancer-wisconsin dataset in a format of first-order logic clauses. 
 
% Knowledge base automatically created for expert shell. 
% top_goal is where the inference starts. 
top_goal(X,V) :- type(X,V). 
 

























% end of automatic KB creation 




Figure 5. Inference steps of the expert system shell through the automatically created 




Healthcare organizations regularly generate huge amount of data in electronic form 
and store in heterogeneous databases. These data are a valuable resource for automatic 
discovering of useful knowledge, known as knowledge mining or data mining, to support 
high-level decisions.  
In this paper we have proposed the design and implementation of SUT-Miner, a 
declarative knowledge mining system. The system is intended to support automatic 
knowledge acquisition in medical domains that require new knowledge to support better 
decisions as well as to enhance comprehension of stored data. The system is also applicable 
to any domain that requires a knowledge-based decision support. A rapid prototyping of the 
proposed system is provided in a declarative style using first-order and second-order Horn 
clauses.  The proposed knowledge discovery environment is composed of tools and methods 
 7 
suitable for various kinds of knowledge discovery tasks including data classification, 
association discovery, sequence analysis, and data clustering. 
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ชื่อภาษาอังกฤษ Program to discover frequent patterns in DNA data 
ทะเบียนข้อมูลเลขที่ ว1. 5346  









DNA-nominal จากฐานข้อมูล UCI 
(http://archive.ics.uci.edu/ml/datasets/) ไฟล์โปรแกรมจะเป็นชื่อเดียวกัน
กับชื่อโมดูลและมีส่วนขยายเป็น erl ดังนั้นโปรแกรมนี้จึงถูกบันทึกในชื่อ 
“assoDNA.erl” ท าหน้าทีรู่้จ าและจ าแนกดีเอ็นเอส่วนบรรจุรหัส (exon) ออก
จากส่วนที่ไม่มีรหัสส าหรับสร้างโปรตีน (intron) รวมถึงความสามารถในการ
จ าแนกจุดเชื่อมต่อ (splice sites) ของเอ็กซอนและอินทรอน งานในลักษณะนี้
เรียกว่าการท านายยีน (gene prediction) หรือการรู้จ ารูปแบบของยีน (gene 
recognition) การท านายยีน หรือการรู้จ ารูปแบบของยีน เป็นปัญหาวิจัยที่
ส าคัญในงานชีวสารสนเทศ เนื่องจากความรู้ที่ได้จะเป็นพื้นฐานส าคัญของการ
วิเคราะห์ด้านอื่น เช่น ชนิด ปริมาณ และความสมบูรณ์ของโปรตีนที่จะได้จาก
กระบวนการสังเคราะห ์
 118 
%  Program to discover frequent patterns in DNA data 
% 
% Created by Kittisak Kerdprasop and Nittaya Kerdprasop 
%                  Data Engineering Research Unit,  
%                  Suranaree University of Technology, Thailand. 
% 
% Start the program by calling    
%                       c(assoDNA,[export_all]). 
%     followed by 
%                       assoDNA:main2(). 
%                        
%  The program is written in Erlang language 






% Using this program: 
%        c(assoDNA,[export_all]). 
%         assoDNA:main2(). 
% input(_)->[[1,3,4],[2,3,5],[1,2,3,5],[2,5]]. 
% allItems() ->[1,2,3,4,5]. maxRec()->5. per()->50. 
% -------------------------- 
% input(_)->[["a","c","d"],["b","c","e"],["a","b","c","e"],["b","e"]]. 
% allItems() ->["a","b","c","d","e"].  
 
% maxRec()->5. per()->50. 
%--------------------------- 
 
input(_) -> FileNs=["DNA-nominal.data","DNA-nominal.test"], 
  format("~nFile 1.~p 2.~p ",FileNs), 
 {_,FNo}=io:read(" :Choose> "), 
 FileN=lists:nth(FNo,FileNs), 
 format("Read from file:~p",[FileN]),  
 readfile(FileN). 
 
allItems() -> [F++[S]||F<- ["A","C","T","G"], S<-seq(048+1,048+60)].  
 
readfile(FileName) ->   {ok, Binary} = file:read_file(FileName), 
     Lines = string:tokens(erlang:binary_to_list(Binary), "\n\r"), 
     L=lists:map(fun(X) -> string:tokens(X," ,") end,Lines),  
  AD=[addCol(EachL,1) || EachL <-L], 
  S=splitClass(["none","exon/intron","intron/exon"], AD),    
  AllData=[extract(LL) || LL <-S], 
  format("~nTher are 1-~w Classes",[length(AllData)]), 
  {_,ClassNo}=io:read(" :Choose> "), 
  {Class,Data}=lists:nth(ClassNo,AllData), 
  io:format("Class =~p ",[Class]), 
     Data. 
 
splitClass([],_) -> []; 
splitClass([H|T],L) -> [lists:filter(fun(X)->lists:last(X)==H end,L)|splitClass(T,L)]. 
 
addCol([X],_) -> [X] ; % except the last 
addCol([H|T],N) -> Col=048+N, [ H++[Col] | addCol(T,N+1)]. 
 
extract([H|T]) -> {last(H),extract2([H|T])}. 
extract2(LL) -> [Rec--[last(Rec)]||Rec<-LL]. 
 
main() -> AllInput=input(1111), 
  DB=myToSet(AllInput),Total=length(AllInput),{_,Per}=io:read("input percent> "), 
  MinSup=Total*Per/100, 
 format("~nTotal=~w ,~w% MinSup=~w",[Total,Per,MinSup]), 
  apriori(DB,allItems(),MinSup). 
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myToSet(L) -> [from_list(X)||X<-L]. 
myToList(SL) -> [to_list(S)||S<-SL]. 
 
apriori(DB, Items, Min) ->  
  C1=[{from_list([X]),findSup(from_list([X]),DB)}|| X<-Items ], 
 L1=[{FS,Sup} || {FS,Sup}<-C1,Sup>=Min], 
  % print L1 
  LkPrint=[ {to_list(FS),Sup,Sup/length(DB)*100} || {FS,Sup}<-L1], 
  format("~nK=~w-~p,  has ~w set  ",[1,LkPrint,length(LkPrint)]), 
  K=2, LS=[FS||{FS,_}<-L1], 
 aprioriLoop(L1,DB,LS,K,Min) . 
  
findSup(_, []) ->0;  
findSup(Set, DB) -> [H|T]=DB,  
  Cond = is_subset(Set,H), 
  if Cond->1+findSup(Set,T); 
        true -> findSup(Set,T) 
    end. 
  
aprioriLoop(AllL,_,[],_,_) -> AllL; 
aprioriLoop(AllL,_,[_],_,_) -> AllL; 
aprioriLoop(AllL,DB,LS,K,Min) -> Com=combi(LS),   
  C_= myDistinct(usedCombi(Com,K)), 
  Ck=[{X,findSup(X,DB)}|| X<-C_], 
 Lk=[ {FS,Sup} || {FS,Sup}<-Ck,Sup>=Min], 
 LkS=[FS||{FS,_}<-Lk], 
  LkPrint=[ {to_list(FS),Sup,Sup/length(DB)*100} || {FS,Sup}<-Lk], 
  format("~nK=~w-~p,  has ~w set  ",[K,LkPrint,length(LkPrint)]), 
  aprioriLoop(AllL++Lk,DB,LkS,K+1,Min) . 
 
myDistinct(List) -> to_list(from_list(List)).  
combi([H|T]) -> [[H,Te] || Te<-T]++ combi(T); 
combi([]) -> []. 
usedCombi([H|T], K) -> Union=union(H), 
  Len=ordsets:size(Union), 
 if Len==K -> [Union|usedCombi(T,K)]; 
               true -> usedCombi(T,K) 
  end ; 
usedCombi([],_) -> [].  
shift([H|T]) ->T++[H].  
 
genR(_,Max,Max) -> []; 
genR(L,N,Max) -> {H,T} = lists:split(N,L),[{H,T}]++genR(L,N+1,Max). 
 
genRule(_,0,_) -> []; 
genRule(L,Count,Len) -> genR(L,1,Len)++genRule(shift(L),Count-1,Len). 
 
set(X) -> from_list(X).  
list(X) -> to_list(X). 
 
searchL(Set,[{Set,Val}|_])   ->  Val; 
searchL(Set,[{_Another,_}|T])  -> searchL(Set,T); 
searchL(_Set,[]) ->  1  . 
findConf({H,B},AllL)-> {H,B,searchL(set(H++B),AllL)/searchL(set(H),AllL)}. 
sortConf({_,_,Conf1},{_,_,Conf2}) -> Conf1>Conf2. 
 
main2() ->  
  format("~n------------START---------------"), 
 AllL=main(), 
  AllAsso2=[list(X)|| {X,_} <-AllL,length(list(X))>1 ], 
  AllRuleGen=lists:flatten([genRule(L,length(L),length(L))||L<- AllAsso2]), 
 AllRuleConf=[findConf(X,AllL)||X<-AllRuleGen], 
  format("~n~n AllRule=~w ,~nThere are ~w rules 
 ",[AllRuleConf,length(AllRuleConf)]), 
 lists:sort({assoDNA,sortConf},AllRuleConf), 











findSup1(L1,LL)->lists:filter(fun(L)->subList(L1,L) end,LL) . 
findSupOf(Lfind)-> format("\"DNA-nominal.data\",\"DNA-nominal.test\" "), 
  {_,FileName}=io:read(" Start NewJob FileName> "), 
 {ok, Binary} = file:read_file(FileName), 
    Lines = string:tokens(erlang:binary_to_list(Binary), "\n\r"), 
    L=lists:map(fun(X) -> string:tokens(X," ,") end,Lines),  
 AD=[addCol(EachL,1) || EachL <-L], 
 S1=splitClass(["none","exon/intron","intron/exon"],AD) , 
 [{_,CL1},{_,CL2},{_,CL3}] =[extract(LL1) || LL1 <-S1], 
 OLen=[length(CL1),length(CL2),length(CL3)], 
 Re=findSup1(Lfind,AD), 
 S=splitClass(["none","exon/intron","intron/exon"],Re),    
 AllData=[extract(LL) || LL <-S], 
 myprint(OLen,AllData). 
 
myprint([],_) -> endOfPrint; 
myprint([OH|OT],[{C,LL}|T]) -> 
  format("~nClass:~p has ~w = ~w percentOf 









ชื่อภาษาอังกฤษ Parallel association mining program 
ทะเบียนข้อมูลเลขที่ ว1. 5347  
ให้ไว้ ณ วันที่ 8 เมษายน พ.ศ. 2558 
ค าอธิบายโปรแกรมโดยย่อ โปรแกรมแบบขนานเพื่อค้นหาความสัมพันธ์นีพ้ัฒนาด้วยแนว
ทางการโปรแกรมแบบพร้อมกัน (concurrent program) ด้วยภาษาเออแลง 
โดยใช้ในแอพพลิเคชันการวิเคราะห์รูปแบบสายรหัสพันธุกรรมใน 3 
ต าแหน่งคือ ส่วนเอ็กซอนที่เชื่อมต่อกับอินทรอน ส่วนอินทรอนที่เชื่อมต่อ
กับเอ็กซอน และส่วนที่ไม่ใช่ทั้งเอ็กซอนและอินทรอน ข้อมูลนี้ชื่อข้อมูล 
primate splice-junction gene sequences ได้มาจากฐานข้อมูล 





สัมพันธ์ (association patterns) ที่สามารถก าหนดค่า support  ที่เป็น
เกณฑ์การปรากฏบ่อยของรูปแบบ ผลลัพธ์ของโปรแกรมจะเป็นการรายงาน





%  Parallel Association Mining Program 
% 
% Created by Kittisak Kerdprasop and Nittaya Kerdprasop 
%                  Data Engineering Research Unit,  
%                  Suranaree University of Technology, Thailand. 
% 
% Start the program by calling    
%                       c(assoDNA_par,[export_all]). 
%                        
%  This Erlang language program is written to mine association rules concurrently. 







% Using this program: 
%%%%% c(assoDNA_par,[export_all]) . 
%%% File1,Class,Minsup=80% 
%% timer:tc(assoDNA_par,run,[self(),[1,1,80,1,2,80,1,3,80]]). %%11265000 microsec  




%% timer:tc(assoDNA_par,run,[self(),[1,1,60,1,2,60,1,3,60]]). %%15125000 microsec  




%% timer:tc(assoDNA_par,run,[self(),[1,1,40,1,2,40,1,3,40]]). %%39609000 microsec  




  spawn(assoDNA_par,run,[self(),P1]), 
    spawn(assoDNA_par,run,[self(),P2]), 
  spawn(assoDNA_par,run,[self(),P3]), 
   receive 
      my_end-> ok 
     end. 
fileNames()-> ["spliceDNA.DATA","spliceDNA-Test.TEST"]. 
 
input(InputL)-> FileNs=fileNames(),  
  [FNo,ClassNo,_|_]=InputL ,FileN=lists:nth(FNo,FileNs), 
  format("~n=========Read from file:~p==========",[FileN]),  
  {ok, Binary} = file:read_file(FileN), 
     Lines = string:tokens(erlang:binary_to_list(Binary), "\n\r"), 
     L=lists:map(fun(X) -> string:tokens(X," ,") end,Lines),  
  AD=[addCol(EachL,1) || EachL <-L],  % all data 
  S=splitClass(["none","exon/intron","intron/exon"],AD),    
  AllData=[extract(my_no_value,LL) || LL <-S], 
  format("~nTher are 1-~w Classes",[length(AllData)]), 
  {Class,Data}=lists:nth(ClassNo,AllData), 
   io:format("Class =~p ",[Class]), 
     {AD,Data,FNo,ClassNo}.  
 
% all available of gene at any Col for finding C1 
allItems() -> [F++[S]||F<- ["A","C","T","G","D","N","S","R"], 
          S<- seq(048+1,048+30)++seq(048+32,048+60)]. 
 
addCol([X],_)->[X] ; % except the last 
addCol([H|T],N) when N <31 ->Col=048+N, [ H++[Col] | addCol(T,N+1)]; 







 lists:map(fun([A,Col])->[A]++"("++integer_to_list(Col-048-31)++")" end,LL). 
 
apriori(DB,Items,Min)->  
  C1=[{from_list([X]),findSup(from_list([X]),DB)}|| X<-Items ], 
  L1=[{FS,Sup} || {FS,Sup}<-C1,Sup>=Min], 
  LkPrint=[ {to_list(FS),Sup,Sup/length(DB)*100} || {FS,Sup}<-L1], 
  K=2, LS=[FS||{FS,_}<-L1], 




  Cond =is_subset(Set,H), 
  if Cond->1+findSup(Set,T); 
    true -> findSup(Set,T) 
  end. 
 
aprioriLoopPar(AllL,_,[],_,_) ->format("~n~p~n",[AllL]),AllL;  % return final Set 
aprioriLoopPar(AllL,_,[_],_,_) ->format("~n~p~n",[AllL]),AllL; 
aprioriLoopPar(AllL,DB,LS,K,Min)-> 
 Com=combi(LS),   
 C_=myDistinct(usedCombi(Com,K)), 
 Ck=[{X,findSup(X,DB)}|| X<-C_], 
 Lk=[ {FS,Sup} || {FS,Sup}<-Ck,Sup>=Min], 
 LkS=[FS||{FS,_}<-Lk], 
 LkPrint=[ {to_list(FS),Sup,Sup/length(DB)*100} || {FS,Sup}<-Lk], 
 LkPrint3=lists:map(fun({F,S,T})->{to_Col3(F),S,T} end,LkPrint), 
 format("~nK=~w-~p,  has ~w set ~n  ",[K,LkPrint3,length(LkPrint)]), 
 aprioriLoopPar(AllL++Lk,DB,LkS,K+1,Min) .  
 %%%---- 
aprioriLoop(AllL,_,[],_,_) -> format("~n~p~n",[AllL]),AllL;  % return final Set 
aprioriLoop(AllL,_,[_],_,_) -> format("~n~p~n",[AllL]),AllL; 
aprioriLoop(AllL,DB,LS,K,Min)-> 
 Com=combi(LS),   
 C_=myDistinct(usedCombi(Com,K)), 
 Ck=[{X,findSup(X,DB)}|| X<-C_], 
 Lk=[ {FS,Sup} || {FS,Sup}<-Ck,Sup>=Min], 
 LkS=[FS||{FS,_}<-Lk], 
 LkPrint=[ {to_list(FS),Sup,Sup/length(DB)*100} || {FS,Sup}<-Lk], 
 LkPrint3=lists:map(fun({F,S,T})->{to_Col3(F),S,T} end,LkPrint), 
 format("~nK=~w-~p,  has ~w set ~n  ",[K,LkPrint3,length(LkPrint)]), 
 aprioriLoop(AllL++Lk,DB,LkS,K+1,Min).   
 %%%--- 
myDistinct(List)->to_list(from_list(List)).  
combi([H|T])->[[H,Te] || Te<-T]++ combi(T); 
combi([])->[]. 
usedCombi([H|T],K)-> Union=union(H), 
  Len=ordsets:size(Union), 
  if Len==K -> [Union|usedCombi(T,K)]; 
    true -> usedCombi(T,K) 














searchL(Set,[{Set,Val}|_])   ->  Val; 
searchL(Set,[{_Another,_}|T]) -> searchL(Set,T); 
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searchL(_Set,[])->  1  . % Cannot find Set  
 




% FNo=1 is DATA,ThisClass=2 is "exon/intron" 




  R=main2(any,3,InputL),file:delete("out.txt"), %HHHHHH 
  AD=lists:last(R),  % all data 
  [ADD|_]=AD,  % c(128,[ADD,lists:last(AD)]) 
  Rules=lists:sublist(R,length(R)-1), 
  PrintRules=map(fun({D,S,Per,Class})->  
        {to_Col3(notLast(D)),S,Per, transformBack(Class)} end, Rules), 
  ADP=lists:map(fun(Data)-> {Data,checkRules(Data, Rules)} end,AD), 
  ADPprint=map(fun({Data,V})-> Predict=transformBack(V), 
                 {Data,[last(Data),Predict, mark(last(Data),Predict)]} end,ADP), 
  Predict=map(fun({F,S})->{to_Col3(notLast(F)),S} end, ADPprint), 
  writeToFile(Predict), 
  [_,Stop|_]=InputL, 
  if Stop ==2 -> MasterID!my_end ; 
    true -> MasterID!not_end 
  end. 
  
% write to text file 
writeToFile(Data)-> {ok,FP}=file:open("out.txt",[append]), 
      io:format(FP,"~p",[Data]), 







checkRules(D,[H|T])-> DataL=lists:sublist(D,length(D)-1), %no class attached 
  {L,S,Con,C}=H,Condition=subList(L,DataL), 
  if Condition-> C ; 
   true ->checkRules(D,T) 





main2(_,AD,[])->[AD];    
main2(_,_,InputL)-> {AD,AllInput,FNo,ThisClass}=input(InputL), %%%HHH 
  DB = myToSet(AllInput),Total=length(AllInput), 
  [_,_,Per|LT] = InputL, % = 80, 
  MinSup=Total*Per/100, 
 format("~n-----START---Apriori(in class=~p,Min Support~p%=~p)---  
 ",[ThisClass,Per,MinSup]), 
  AllL=apriori(DB,allItems(),MinSup), % find asso of this class 
   LL=lists:map(fun({CodeL,_})->CodeL end,AllL) %extract code list      
 [["AM"],["AM","CL"] ...], 
  ConfLL= lists:map(fun({Lfind,V})->     
 {Lfind,V,myfindSupOf(Lfind,FNo,ThisClass),ThisClass} end,AllL), 
  SortByConf=lists:sort(fun({A,S1,K1,_},{B,S2,K2,_})-> K1>=K2 end,ConfLL), 
  Filter=lists:filter(fun({_,_,K1,_})->  
  K1>=85 end,SortByConf), % 85=max% confidence 
  Filter++main2(any,AD,LT) . 
  
%%%              ---Modules For Testing---------- 
% c(assoDNA_par,[export_all]), assoDNA_par:findSupOf(["AM","GN"]). 
%  myfindSupOf(["AM","GN"],1,2). 
% assoDNA:myfindSupOf(["GN","GP","GT","TQ"],1,2).  %support=63,conf= 95% 
% assoDNA:myfindSupOf(["GN","GP","GT"],1,2).    % support=64,conf=82 % 
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myfindSupOf(Lfind,FNo,ThisClass)->  
  FileNs=fileNames()  
  ,FileName=lists:nth(FNo,FileNs), 
  {ok, Binary} = file:read_file(FileName), 
    Lines = string:tokens(erlang:binary_to_list(Binary), "\n\r"), 
    L=lists:map(fun(X) -> string:tokens(X," ,") end,Lines)  
 ,AD=[addCol(EachL,1) || EachL <-L] 
 ,S1=splitClass(["none","exon/intron","intron/exon"],AD)   
 ,[{_,CL1},{_,CL2},{_,CL3}] =[extract(my_no_value,LL1) || LL1 <-S1] 
 ,OLen=[length(CL1),length(CL2),length(CL3)] 
 ,Re=findSup1(Lfind,AD)  % may be [] 
 ,S=splitClass(allClass(),Re)    
 ,[LC1,LC2,LC3]=S,[C1,C2,C3]=allClass() 
 ,AllData=[extract(C1,LC1), extract(C2,LC2),extract(C3,LC3)] 
 ,{Cc1,Lc1}=lists:nth(ThisClass,AllData) % ThisClass 






splitClass([H|T],L)->[lists:filter(fun(X)->lists:last(X)==H end,L)|splitClass(T,L)] . 
findSup1(L1,LL)->lists:filter(fun(L)->subList(L1,L) end,LL). 
findSupOf(Lfind)->   %search Lfind in all Classes 
  FileNs=fileNames()  
  ,format("~nFile 1.~p 2.~p ",FileNs) 
  ,{_,FNo}=io:read("  Start NewJob FileName>  ") 
  ,FileName=lists:nth(FNo,FileNs), 
  {ok, Binary} = file:read_file(FileName), 
    Lines = string:tokens(erlang:binary_to_list(Binary), "\n\r"), 
    L=lists:map(fun(X) -> string:tokens(X," ,") end,Lines)  
 ,AD=[addCol(EachL,1) || EachL <-L] 
 ,S1=splitClass(["none","exon/intron","intron/exon"],AD)   
 ,[{_,CL1},{_,CL2},{_,CL3}] =[extract(my_no_value,LL1) || LL1 <-S1] 
 ,OLen=[length(CL1),length(CL2),length(CL3)] 
 ,Re=findSup1(Lfind,AD)  % may be [] 
 ,S=splitClass(allClass(),Re)    
 ,[LC1,LC2,LC3]=S,[C1,C2,C3]=allClass() 
 ,AllData=[extract(C1,LC1), extract(C2,LC2),extract(C3,LC3)]. 
 











mySort(L)->lists:sort(fun({A,F1,K1},{B,F2,K2})-> F1=<F2,K1=<K2 end,L). 













รองศาสตราจารย์ ดร.นิตยา เกิดประสพ  ส าเร็จการศึกษาในระดับปริญญาเอกสาขา 
Computer Science จาก Nova Southeastern University เมือง Fort Lauderdale รัฐฟลอริดา 
สหรัฐอเมริกา  เมื่อปีพุทธศักราช 2542 (ค.ศ. 1999)  ด้วยทุนการศึกษาของกระทรวงวิทยาศาสตร์
และเทคโนโลย ีโดยท าวิทยานิพนธ์ระดับปริญญาเอกในหวัข้อเรื่อง "The application of inductive 
logic programming to support semantic query optimization"  หลังส าเร็จการศึกษาได้ปฏิบัติ
ราชการในต าแหน่งอาจารย์ ประจ าสาขาคอมพิวเตอร์ ภาควิชาคณิตศาสตร์ คณะวิทยาศาสตร ์
จุฬาลงกรณ์มหาวิทยาลัย   ต่อมาในปีพุทธศักราช 2543 ได้มาปฏิบัติงานในต าแหน่งอาจารย์ประจ า




รองศาสตราจารย์ ดร.กิตติศักดิ์ เกิดประสพ  ส าเร็จการศกึษาในระดับปริญญาเอกสาขา 
Computer Science จาก Nova Southeastern University เมือง Fort Lauderdale รัฐฟลอริดา 
สหรัฐอเมริกา  เมื่อปีพุทธศักราช 2542 (ค.ศ. 1999)  ด้วยทุนการศึกษาของทบวงมหาวิทยาลัย (หรือ
ส านักงานคณะกรรมการอุดมศึกษาในปัจจุบนั) โดยท าวิทยานิพนธ์ระดับปริญญาเอกในหัวข้อเรื่อง 
"Active database rule set reduction by knowledge discovery"  หลังส าเร็จการศึกษาได้
ปฏิบัติงานในต าแหน่งอาจารย์ ประจ าสาขาวิชาวิศวกรรมคอมพิวเตอร์ ส านักวิชาวิศวกรรมศาสตร์ 
มหาวิทยาลัยเทคโนโลยีสุรนารี ปัจจุบันด ารงต าแหน่งหัวหน้าหน่วยวิจัยวิศวกรรมความรู้ เน้นการวิจัย
เกี่ยวกับการพัฒนาระบบเหมืองข้อมูลประสิทธิภาพสูง การประยุกต์เหมืองข้อมลูกับงานวิศวกรรม
และการวิเคราะห์ข้อมูลเชิงสถิต ิ รวมถึงการวิจัยพื้นฐานเกี่ยวกับเทคนิคการวิเคราะห์ข้อมูลโดยวิธี
อัตโนมัติ โดยมีผลงานวิจัยตีพิมพ์ในวารสารวิชาการและเอกสารการประชุมวิชาการจ านวนมากกว่า 
290 เรื่องในด้านฐานข้อมูล การวิเคราะห์ข้อมูล การท าเหมืองข้อมูลและการค้นหาความรู้   
 
 
 
_______________________________________ 
 
