We apply symbolic dynamics techniques such as word statistics and measures of complexity to nonstationary and noisy multivariate time series of electroencephalograms ͑EEG͒ in order to estimate event-related brain potentials ͑ERP͒. Their significance against surrogate data as well as between different experimental conditions is tested. These methods are validated by simulations using stochastic dynamical systems with time-dependent control parameters and compared with traditional ERP-analysis techniques. Continuous EEG data are cut into epochs according to stimuli events presented to the subjects. These ensembles of time series can be considered as ensembles of trajectories given by some dynamical systems. We employ a statistical mechanics approach motivated by the Frobenius-Perron equation and apply it to coarse-grained symbolic descriptions of the dynamics. We develop time-dependent measures of complexity founded on running cylinder sets and show that these quantities are able to distinguish simulated data obtained by different control parameters as well as experimental data between different experimental conditions. As a first finding, our approach restores the well-known ERP components and it reveals additionally qualitative changes in the EEG that cannot be detected by means of the traditional techniques. We criticize the prerequisites of the traditional approach to ERP analysis and propose to consider ERP instead in terms of dynamical system theory and information theory.
I. INTRODUCTION
The structural components of the brain, neurons, and their ionic channels situated in the cell membranes are known to be nonlinear devices. The resistivities of ionic channels are generally nonlinear functions of voltage or the chemical concentration of transmitter substances, and neurons fire only if the somatic potential at the axon hillock cross a certain activity threshold ͓1,2͔. The activity of large formations of neurons is macroscopically measurable as the electroencephalogram ͑EEG͒ at the human scalp. The sources of the EEG are assumed to be extracellular ionic currents driven by voltage gradients between excitatory postsynaptic potentials at the apical dendrites and inhibitory postsynaptic potentials at the neurons somata ͓3,4͔. Hence, it seems to be promising to apply nonlinear techniques of data analysis to EEG data records in order to detect qualitative changes of the brains dynamics according to Haken ͓5͔ and Kelso ͓6͔. This has been attempted by several authors for different brain states such as ␣-activity, sleep stages, epileptic seizures, diseases, and cognitive tasks by computing the correlation dimension ͓7-18͔. But some of these findings reporting low-dimensional chaotic attractors have been criticized. Layne et al. argued that EEG time series are essentially nonstationary, but concepts of dynamical system theory such as attractors or fractal dimensions are only well defined for stationary behavior ͓11͔. Further objections are due to Osborne and Provenzale, who showed that colored noise also entails low values of correlation dimensions ͓19͔, and due to Rapp et al., who demonstrated that filtered noise can spuriously exhibit low dimensions ͓20͔. Theiler et al. applied the technique of surrogate data to correlation dimensions of EEG and reported that there is no evidence for low-dimensional chaos but significance for nonlinearity ͓21͔.
More recently, the concept of pointwise dimensions has been utilized and applied to EEG data, which are nonstationary by definition: these are event-related potentials ͑ERP͒, i.e., EEG recordings triggered by external events such as different beeps or words occurring at a monitor ͓22͔. In the beep paradigm ͑the so-called oddball experiment͒, subjects are presented beeps of two different frequencies with different probabilities. After averaging all EEG trials corresponding to the rare event, there is a significant positive voltage deflection 300 ms after the stimulus, called the P300 ERP component. Molnár et al. reported a drop of the pointwise dimension as a function of time corresponding to the P300 component ͓22͔.
Another approach to analyzing natural data is based on the concepts of symbolic dynamics ͓23,24͔ and complexity measures ͓25,26͔. They have been successfully applied to physiological data such as cardiorespiratory time series ͓27,28͔, movement control ͓29-31͔, or bone structure ͓32͔, but also to neuronal spike trains obtained by electrophysiological measurements ͓33͔. Symbolic dynamics is able to tackle nonstationarity as has been shown by Schwarz et al., who applied these techniques to spectrograms obtained from astrophysical data ͓34͔, and, more recently, by Buchner and Zebrowski, who discussed magnetic systems ͓35͔. In both cases the authors deal with time-dependent measures of complexity, such as Shannon entropy and algorithmic complexity, where symbolic dynamics are given either by the spectral powers at certain times ͓34͔ or by vectors constructed from delay embeddings ͓35͔.
In this study we present an approach that combines the concepts of statistical mechanics of transient behavior and of symbolic dynamics to analyze ensembles of ERP time series. We show that the information theoretic notions of cylinder sets and their probability measures are appropriate tools in order to deal with ensembles of nonstationary data. The calculated running cylinder entropies and word statistics are able to capture the coherency and disorder of ERP. Large entropy drops correspond with traditional ERP voltage averages just as the pointwise dimensions reported above. But on the other hand, measures of complexity are able to detect phase transitions towards higher disorder that cannot be revealed by averaging voltages.
In order to validate our approach, we perform simulations with nonlinear maps with time-dependent control parameters, uncertainty of initial conditions, and disturbed by noise. We choose these conditions because it is more plausible that ERP data are given by nonstationary stochastic dynamical systems rather than by deterministic signals disturbed by purely observational stationary and ergodic noise.
The organization of the paper is as follows. In the second section we briefly report the technique and requirements of the traditional approach to analyze ERP data. In the third section we present our data-analysis technique, which is based on the statistical mechanics of transient dynamics and provides the basic concepts of symbolic dynamics and measures of complexity. The fourth section is devoted to results of our simulations of noisy and nonstationary dynamical systems. Finally, we analyze data from a language-processing ERP experiment and compare the traditional approach of ERP analysis with results of our techniques.
II. TRADITIONAL ANALYSIS OF ERP DATA
Continuous EEG data are multivariate time series recorded as real-valued matrices X i j R, 1рiрKϩ1, 1р j рL, where K is the number of recording electrodes at the subject's scalp ͑the additional channel Kϩ1 contains the trigger codes which mark the stimuli events in time͒ and L is the number of total recording samples. After digital filtering of this data set in certain pass bands and after manual rejection of artifacts, i.e., cutting eye blinks, saccades, voltage drifts, or electromyograms scattered into the EEG, the continuous EEG is split into epochs according to the time marks given by the trigger codes in channel Kϩ1. Each epoch is a short time series consisting of a prestimulus interval ͓ϪT,0͔ and a poststimulus interval ͓0,T p ͔, where tϭ0 is centered at the stimulus event. These epochs are collected into ensembles corresponding to different experimental conditions, say x i c 1 (t), x j c 2 (t), where i, j (1рiрN c 1 ,1р j рN c 2 ) are the epoch indices and t is the ͑discrete͒ time index ranging from ϪT to T p . N c 1 ,N c 2 are the numbers of epochs for both ensembles. The indices c 1 and c 2 refer to experimental conditions.
In order to explain the next steps of data analysis, we shall give a brief theoretical description of the method ͓36-38͔. The classical approach of ERP data analysis requires that each ERP epoch x i (t) is a realization of a stochastic process ͓84͔,
where s(t) is assumed to be the invariant ERP signal that should be uncorrelated to the background EEG activity ͑a rather unrealistic assumption͒ and that obeys s͑t ͒ϭ0 for tϽ0, ͑2͒
i.e., there is no event-related potential in the prestimulus interval at all. For each epoch, i (t) is a stationary and ergodic stochastic process mimicking the spontaneous EEG activity and observational noise so that the different i (t), j (t) must be stochastically independent for i j and all i (t) will have the same family of distribution functions F t (x), F t 1 ,t 2 (x 1 ,x 2 ), F t 1 ,t 2 ,t 3 (x 1 ,x 2 ,x 3 ), etc. The first step in the further analysis is a correction of the baseline because it cannot be assumed that the time averages of the processes i (t) will vanish generally. One therefore computes the averages of the prestimulus intervals
According to Eq. ͑2͒, this leads to the random numbers
͑4͒
Next, one subtracts these baseline values from the corresponding ERP epochs,
From these processes one computes the ͑empirical͒ means
obtaining a stochastic process again. These mean values are estimators of the expectation values
which makes use of the stationarity obtaining E" i (t)… ϭe i , of the fact that the processes i (t) are identically distributed, which yields e i ϭe, and finally of the ergodicity property providing e i ϭeϭE(␤ i ) due to Birkhoff's ergodic theorem ͑see, e.g., ͓39͔, p. 313͒. In order to improve the signal-to-noise ratio ͑SNR, ͓40͔͒ of the ERP signal s(t), one needs many trials per condition and per subject and many subjects per experiment. The number of trials is just the ensemble size of measurement epochs N. The improvement in SNR with increasing ensemble size is given by ͱN ͓38͔ when the signal s(t) remains invariant from trial to trial. But this assumption is also never met in real EEG data: there are changes in amplitude as well as in latency time ͑e.g., the signal onset time͒ from trial to trial, e.g., caused by habituation, learning, or changes in attention ͓41-43,40͔. Thus, it is more realistic to describe the signal content of EEG at least by the ansatz ͓44͔
in order to counter the latency jitter problem, where s(t) is the invariant signal as before but it is randomly shifted in time by some discrete stochastic process i with mean E( i )ϭ0 and variance D 2 ( i )ϭ 2 . As before, one assumes that all i are independent and identically distributed. Note that, if s(t) is analytic, we may expand it into a Taylor series,
For the expectation value of the empirical mean, we get then in second order
The latency jitter, therefore, smears the ERP signal out in the course of time and makes the SNR worse ͓41,38,45͔. Finally, the averaged epochs of all subjects will be averaged again in order to obtain the grand average of the whole experiment. Since one assumes stochastic independence of the single trial epochs, the subject averages are approximately Gaussian distributed according to the central limit theorem. Hence, the grand averages can be treated by classical statistical tests, such as running t-tests or multivariate analyses of variance ͑MANOVA͒ in order to decide whether means are significantly different between channels, time windows, subjects, and experimental conditions ͓38͔. Note that the analysis of variance requires stationarity of variances. This approach yields typical wave forms of averaged voltages which are classified according to their polarity and latency time ͑generally the time points of extremal values͒, such as N100 ͑a negative peak after 100 ms that indicates a shift of the subject's attention towards the stimulus͒, P300 ͑a positive peak after 300 ms indicating surprise͒, and language-processing-related components such as N400 ͑negativity after 400 ms arising from semantically implausible words͒ or P600 ͑positive wave after 600 ms elicited by unexpected grammatical properties͒ ͓46-48,4,49,50͔. These averaged voltage waves can be subjected to further statistical analyses such as principal component analysis for revealing superimposed subcomponents and their factorial loads ͓51,46,38,4͔, or techniques from linear system analysis in order to compute transient response frequency characteristics of the neural tissue ͓52͔.
III. SYMBOLIC DYNAMICS OF ERP DATA

A. The dynamical approach to event-related potentials
It is important to summarize the prerequisites of the traditional ERP averaging technique: the EEG epochs are supposed to be superpositions of an event-related signal s(t) that should be invariant from trial to trial and also from subject to subject and realizations of independent and identically distributed stationary and ergodic stochastic processes i (t). These conditions are usually not met in real ERP data ͓41-43,40,45͔. The signal s(t) at least jitters in time, and correlations between the signal and the background EEG and within the background EEG across trials provide a deterioration of the signal-to-noise ratio. Thus, averaging of signals that are not time-locked according to the stimulus yields a damping of wave forms. Note that ansatz ͑1͒ states that there is no impact of the noise on the dynamics. It is assumed to be purely observational noise. Next, we develop a data-analysis technique that overcomes these strong assumptions.
Our approach to ERP data analysis is related to ideas of Kelso and Başar, who consider brain activity in terms of synergetics where experimental manipulations are controlparameters of the system that undergoes phase transitions at critical parameter values ͓6,53-55͔. Başar also suggests describing the coherency of brain activity by entropy as an order parameter like the magnetization in ferromagnets ͓͑52͔, p. 193͒. Thus, we are going to describe event-related potentials in terms of dynamical system theory and propose a way to compute measures of complexity from the EEG data reflecting qualitative changes or phase transitions of brain dynamics depending on experimental conditions considered as control parameters.
In the following subsections we discuss the theoretical issues of statistical mechanics of deterministic and stochastic dynamical systems exhibiting transient behavior. We derive an evolution equation of their probability measures in the state space, the Frobenius-Perron equation, and show how these probability measures can be related to a coarse-grained description of the dynamical system by means of cylinder sets. Then, we apply classical measures of complexity, such as Shannon and Rényi entropies, to time-dependent probability distributions of words given by a symbolic dynamics. Finally, we provide statistical tests -surrogate data and a running 2 test -in order to decide whether changes in the complexity measures are significant either against the null hypotheses of Bernoulli processes or between different experimental conditions.
B. Statistical mechanics of transient dynamics
In order to explain the physical ideas of our approach, we will discuss noisy one-dimensional and time discrete dynamical systems due to Crutchfield and Packard ͓56,57͔. A deterministic dynamical system, like the logistic map x tϩ1 ϭrx t (1Ϫx t ), x t ͓0,1͔, r͓0,4͔, is a pair (X,⌽ r ), where X is the state space ͑sometimes called phase space͒ and ⌽ r :X →X is a map that assigns to a state x t at a certain time t its successor x tϩ1 . The logistic map lives in the unit interval ͓0, 1͔ as its state space and the map is just given by ⌽ r (x) ϭrx(1Ϫx), where r is the control parameter of the system. Since ERP data are nonstationary by definition ͑otherwise there would be no average voltage deflections in the course of time͒, we need a statistical formalism of transient behavior of dynamical systems. This can be provided by a statistical description of initial conditions even if the system is purely deterministic. Let us prepare an ensemble of initial conditions according to a probability measure 0 . In the following, we shall assume the measure to be absolutely con-tinuous, so there is a probability density function 0 (x) defined on the state space and the measure of a set AʚX is given by
Now let the system evolve. What is the image of the set A under the action of the map ⌽ r after time t? In the deterministic case, the image Bϭ⌽ r t (A), where ⌽ r t is recursively defined by iterating the map (⌽ r t ϭ⌽ r ‫ؠ‬⌽ r tϪ1 ), must have the same probability as A. Therefore, it holds that 0 (A) ϭ t "⌽ r t (A)… with t as the probability measure after time t. This identity can be reformulated as
for any measurable subset BʚX with ⌽ r Ϫt (B)ϭ(⌽ r t ) Ϫ1 (B) as the preimage of B after time t. This is the FrobeniusPerron equation of the dynamics ͓58͔. One can also introduce a Frobenius-Perron operator acting on the probability density functions by
This operator mediates the map ⌽ r t , acting on the states, to a function at the space of probability distribution densities. Next, we are going to introduce some external noise into the system that influences the dynamics by giving the equation of motion
where t is a discrete stochastic process. For the sake of simplicity, let us assume t to be a Markov process. Then, t is completely described by its transition probability density functions f (t 1 ,x 1 ;t 2 ,x 2 ) determining the probability for obtaining the state x 2 at time t 2 given the state x 1 at time t 1 . Note that we assume neither stationarity nor ergodicity of this process. In analogy to ͓59,57͔, a Frobenius-Perron operator of this noisy dynamics can be constructed if we set
This leads by recursion to the evolution equation of the density t ,
In order to include nonstationarity of the dynamics, we also allow the control parameter r to depend on time: rϭr(t). namely at strings of finite length, looking for their preimages in X. In order to do this, we introduce now the basic notions of this paper.
Let tZ, nN, and a i 1 ,...a i n A. The set
is called n-cylinder at time t. The symbol sequence w ϭ(a i 1 ,...,a i n )A n is called n-word, where A n denotes the set A nϪ1 ϫA of n-tuples of symbols. This definition goes back to McMillan ͓61͔, though he did not use the term ''cylinder set.'' For recent references, see ͓56-58,25͔. For an instructive example, consider the set of all books ever printed. Then the cylinder ͓book͔ 100 is the subset of all books having the word ''book'' beginning with the 100th letter. Note that this cylinder is different from the set ͓book͔ 250 containing all books that have the word ''book'' beginning with the 250th letter. Since cylinders are subsets of A Z of infinite strings coinciding in a ͑discrete͒ time interval ͕t,tϩ1, . . . ,tϩnϪ1͖, we can determine their preimages under the deterministic dynamics ⌽ r ,
where ⌽ r Ϫ1 denotes the preimages of a set. Finally, let us endow the state space with a probability measure 0 of initial conditions again. Due to the FrobeniusPerron equation, we obtain a family of measures t attached to each point in time t. Let tZ, nN, and a i 1 ,...,a i n A as before. The measure
is called word probability of the n-word (a i 1 ,...,a i n )A n at time t. The distribution of all word probabilities for a given length n is called word statistics. According to the example given above, the measure of the cylinder ͓book͔ 100 is just the cardinality of this set normalized to the total amount of books ever printed. Again, the measures of the sets ͓book͔ 100 and ͓book͔ 250 are certainly different. In the definition above, ͓a i 1 ,...,a i n ͔ t(x) refers to the characteristic function of the cylinder ͓a i 1 ,...,a i n ͔ t considered as a subset of X,
For a stochastic nonlinear dynamics such as Eq. ͑10͒, the maps , Ϫ1 are no longer defined and the distinction between admissible and nonadmissible sequences will be generally destroyed. However, the fluctuations change the word probabilities. Hence, we take a rather pragmatic point of view regarding the cylinder sets as generated by a dynamics which is assumed to be deterministic, while their probabilities have been changed due to the impact of noise ͑a similar consideration has been made by Tang and Tracy ͓24͔͒. Doing so, we can apply the Frobenius-Perron equation obtained for the noisy dynamics ͑12͒ in order to compute the word probabilities ͑15͒,
To this end, we supposed a deterministic dynamics to compute the characteristic functions ͓a i 1 ,...,a i n ͔ t (x) and then we introduced noise in order to determine the probabilities of these maps under the influence of fluctuations.
To describe effects such as the latency jitter of ERP epochs, we introduce a further random variable that is discretely distributed according to ͕(t,p t )͉tZ͖ with vanishing mean E() and finite variance D 2 (). By means of , we shift initial conditions x 0 in time to x 0 Јϭx . In order to determine the measures of cylinder sets from shifted initial conditions, we have to convolute the word statistics with the distribution p t leading to
Thus, the coarse graining transforms a noisy nonlinear dynamics with uncertainty about initial conditions in state space as well as in onset time into a nonstationary symbolic stochastic process described by all n-word statistics p (a i 1 ,...,a i n ͉t) or in other words into an information source in the sense of information theory ͓62,61͔.
D. Measures of complexity
The most important quantities of information theory introduced by Shannon and Weaver ͓62͔ are entropy and rate of information transmission. These are called classical complexity measures in order to distinguish them from recent complexity measures such as machine complexity or renormalized entropy ͓25,27͔. In the following we describe how measured ensembles of time series from a dynamical system can be transformed into a symbolic dynamics in order to estimate word statistics and to calculate entropies.
We have introduced a symbolic dynamics of a dynamical system by providing a partition of the state space X. For experimental data the state space is generally unknown and has to be reconstructed from measured time series by embedding techniques ͓63͔. This could be done also as a first step for obtaining a symbolic dynamics of the system investigated ͓35͔. But symbolic dynamics does not need the application of these methods, since every partition of the set of measurement values yields a partition of the state space automatically. For proof, see Appendix A 1.
Let us consider two ensembles of time series x i c 1 (t),x j c 2 (t) of the dynamical system (X,⌽ r ) obtained by a real-valued observable h by x i (c 1 ,c 2 ) (t)ϭh"y i (c 1 ,c 2 ) (t)…, where i, j (1рi рN c 1 ,1р jрN c 2 ) are the ensemble indices and t is the ͑dis-crete͒ time index. N c 1 ,N c 2 are the cardinalities of both ensembles. The indices c 1 and c 2 refer to different dependences of the control parameter on time, say r c 1 (t), r c 2 (t).
In our notation, x i (c 1 ,c 2 ) (t) means either x i c 1 (t) or x i c 2 (t). The y i (c 1 ,c 2 ) (t)X are ensembles of trajectories in the state space for conditions c 1 and c 2 , respectively. After choosing a partition S i , iϭ1,2, . . . ,I of the set Hϭh(X) leading to a partition of X ͑see Appendix A 1͒, we decide whether the values x i (c 1 ,c 2 ) (t) belong to the sets S j in order to assign a symbol a i;k t (c 1 ,c 2 ) . Thus, the ensembles of time series will be mapped onto ensembles of symbolic sequences
where L is the length of the time series, i.e., the number of samples. Each string s i
The cylinder sets ͑13͒ will be defined for measured data as
and the word probabilities will be estimated by the counting measures of the ensembles E c 1 ,E c 1 as the relative frequencies,
where ''͉•͉'' denotes the set theoretic cardinality function. Next, we shall quote the definitions of Shannon's and Rényi's entropies. The Shannon entropies ͓62͔ of order n at time t of the ensembles E (c 1 ,c 2 ) will be accommodated as
The quantities
measure the information per letter and are called relative entropies. The quantities
are called n-order Rényi entropies depending on the parameter q ͓64͔. The base of the logarithm in the formulas above is arbitrary. But it is recommended to use either the logarithm dualis ldϵlog 2 which measures information content in binary digits ͑bits͒ or ͑what we shall do͒ the log I , where I is the cardinality of the letter alphabet. This choice has the advantage that relative entropy will always be normalized to the range ͓0,1͔.
Entropy is a measure of uncertainty of a given probability distribution. It reaches its maximum value ϩ1 for uniformly distributed events. It takes its minimum 0 if there is only one certain event with probability 1. For uniform distributions all q Rényi entropies have the same value ϩ1. Estimating probabilities from relative frequencies might be deceptive, especially in the case of small samples. Entropies will be systematically underestimated, if the number of possible words I n is of the order of the ensemble size N. Several solutions to this problem have been proposed in the literature ͓65,66,34,67͔. In our analyses, this issue has only minor importance, because we need only short words (nϭ1, . . . ,4) and small alphabets (Iϭ2,3) while the grand ensembles of ERP data have cardinalities about Nϭ300-1000.
Whether changes in entropy are significant or not can be tested using the method of surrogate data suggested by Theiler et al. ͓21͔ . Surrogate data are time series that have been generated artificially either by phase randomization of the measurements ͓21͔ or by linear stochastic models, such as autoregressive processes ͓68͔. They posses the same linear characteristics, such as autocorrelation function or power spectrum, as the real data and serve, therefore, as null hypotheses about the nature of the real processes. We apply this technique on the symbolic dynamics by shuffling the order of symbols within each sequence s i (c 1 ,c 2 ) randomly many times.
This provides realizations of Bernoulli processes. Computing and averaging the running ͑i.e., time-dependent͒ cylinder entropies for the surrogates yields an estimate of the cylinder entropies of the uncorrelated stochastic symbolic process obtained by the shuffling procedure. As a measure of significance, Theiler et al. give the quantity 
where ⌬ϭ(DϪnϩ1)/2. In the next section, we will discuss how the sliding window measures influence the entropies and the word statistics. The sliding window method is also useful in order to improve the quality of probability estimates and hence to improve the significance of the 2 test between conditions.
IV. SIMULATIONS
In order to validate our technique, we analyze control data given by stochastic dynamical systems with transient, nonstationary behavior, and uncertainty about initial conditions as well as about observation times. We have chosen a noisy logistic map because its symbolic dynamics is well understood and it is easy to obtain a binary partition of its state space by the critical value x c ϭ0.5 ͓71,56,72,60,23͔. In this section, we generate ensembles of time series from a stochastically disturbed logistic map by preparing initial conditions randomly in some interval ͓0,P͔. We varied systematically the impact of noise and allowed the control parameter r t to depend continuously on time ranging between fixed limits ͓r,R͔. Additionally, we introduced uncertainty about the observation time by shifting the latency of the change of the control parameter t 0 randomly with variance 2 . These free parameters of the model, r,R, , , might be related to the unknown parameters of ERP recordings, namely experimental conditions, the many degrees of freedom given by the spontaneous activity of the brain, and at least to latency jitter.
A. Changing control parameters
In our simulations we generate ensembles of N time series each consisting of L points in time by iterating a noisy logistic map x tϩ1 ϭr t x t (1Ϫx t )ϩ tϩ1 , where x t ͓0,1͔, r t ͓0,4͔, and t are independent identically and uniformly distributed random numbers with zero mean and standard deviation . An important point in our simulation is that the control parameter depends continuously on time obeying
where R is the maximum and r the minimum value of the control parameter r t . t 0 is the latency time of the simulated time series and 2d is its duration. The latency time t 0 was allowed to jitter according to t 0 ϩ, where was a uniformly distributed random number with zero mean and standard deviation . Figure 1 shows an example of the dependency of the mean control parameter ͑averaged over all simulated trials͒ for the case where ϭ0, i.e., without any latency jitter. This function causes the logistic map to become nonstationary at t 0 Ϫd until t 0 ϩd. We used a latency t 0 ϭ100 and as the duration of the transient regime 2dϭ30. Thus, the following figures should show some conspicuous behavior around tϭ100 where something is going on. The ensembles have been generated by choosing N initial conditions randomly and uniformly distributed in an interval ͓0,P͔, where P stands for the precision of the preparation of initial conditions. We ran simulations for Nϭ30, which is a typical size of a single subject ERP ensemble, and for N ϭ1000 as a typical size of a grand ERP ensemble of all subjects collected together. The sample size was always L ϭ300. In the former we chose Pϭ0.001 when ϭ0 and Pϭ0.01 when 0. In the latter, Pϭ0.2 was chosen for all values of .
For comparison between our symbolic dynamics technique and the traditional averaging approach of ERP, we calculated the ensemble averages of the simulated time series. The symbolic dynamics has been performed using the critical point x c ϭ0.5 of the logistic map as the dividing point for a binary partition of the unit interval ͓0,1͔ϭA 0 പA 1 , A 0 ϭ͓0,0.5͔, and A 1 ϭ]0.5,1] ͓23͔. Furthermore, we created binary Bernoulli processes of the same ensemble size and the same number of samples in order to compare their entropies and word statistics with those given by the logistic map. We did three numerical experiments: ͑a͒ with different maxima and minima of the control parameter but without any noise and any latency jitter, ͑b͒ varying only the dispersion of the noise leaving the range of the control parameter and the latency invariant, and ͑c͒ investigating the impact of latency jitter on ensemble averages and symbolic dynamics using a fixed range of the control parameter and no noise of the dynamics.
In the first series of simulations, we chose the parameters of the model as Nϭ30, Lϭ300, Pϭ0.001, Rϭ4.0, ϭ ϭ0, and r͕3.0, 3.8, 3.85, 3.95͖ . The maximum Rϭ4 corresponds to fully developed chaos, while for rϭ3.0 the map possesses an unstable fixed point at x*ϭ 2 3 . At values between r ϱ Ϸ3.569 99 . . . ͑the Feigenbaum attractor͒ and R ϭ4.0, the map shows very complicated behavior changing from chaotic bands to periodic windows and back to chaotic bands ͑see, e.g., ͓72͔͒. Figure 2 shows ͑a͒ the averaged time series ͗x(t)͘ and ͑b͒ the symbolic dynamics for the setting Rϭ4.0, rϭ3.0, ϭ0, and ϭ0 with the change of the control parameter shown in Fig. 1 . Black pixels denote the symbol ''0'' (x t ͓0,0.5͔) and white pixels denote the symbol ''1'' (x t ͔0.5,1]). Both Figs. 2͑a͒ and 2͑b͒ show clearly the change of the dynamics around tϭ100. At the very beginning, the systems behavior is transient while it settles at the chaotic attractor for Rϭ4.0. In the averaged time series ͑a͒ this nonstationarity is given by a fast, almost exponential increase of ͗x(t)͘. In the symbolic dynamics, this transient behavior is indicated by a black vertical stripe, while the states evolve in A 0 ϭ͓0,0.5͔. At time tϭ85, the control parameter starts to depend on time, and the systems become nonstationary. This is indicated by the averages beginning to oscillate until the control parameter becomes constant at t ϭ115. In the symbolic dynamics, the transient regime is a Figure 2 illustrates the differences of averaging time series and symbolic dynamics. One could expect that, by lowering the amplitude of the change in control parameter RϪr, the jump of the averaged states will decrease and eventually be hidden by the chaotic dynamics. This will not happen in the symbolic dynamics unless the fixed point leaves the interval A 1 ϭ]0.5,1].
For the same example, Fig. 3 gives the statistics of words of length 1, i.e., the distribution of symbols over time. As in the visualization ͓Fig. 2͑b͔͒, the word statistics reveal clearly the phase transition from chaotic to periodic behavior at time tϭ85. The large white stripe in Fig. 2͑b͒ corresponds to a degeneration of the word distribution where only the ''word'' ''1'' remains.
Next, we shall tune the control parameter towards the fully developed chaotic regime. We present the ensemble averages of the time series generated by the logistic map for minimal control parameter settings rϭ3.8 ͑Fig. 4͒. It is obvious that for diminishing distances RϪr the phase transition at time tϭ85 becomes harder to recognize in the averages.
But in contrast, Fig. 5 reveals that there is a change of the dynamics visible in the running cylinder entropies ͓shown are Shannon entropies (qϭ1) for word length nϭ2, Fig.  5͑a͔͒ . Though also vanishing for r→R, the distinction remains significant by means of surrogate data ͓Fig. 5͑b͔͒, where M ϭ1000 surrogates have been generated. There are some further peaks of the significances at later times at 150 and 250. These could be explained by the fact that the logistic map is not fully chaotic for a parameter value rϭ3.8 and therefore significantly different from the Bernoulli process represented by the surrogates.
Using the 2 -test to compare the data from the logistic map with those from the Bernoulli process fails for small ensembles because the 2 -test demands at least five occurrences of each word. Thus, we collected words within sliding windows according to Eq. ͑26͒. This has been done for different word lengths in different windows. We present the results of the four-word statistics in sliding windows of length Dϭ20 samples in Fig. 6 . Finally, we show the Shannon entropies obtained from these word statistics in a sliding window. Figure 7 shows the result for rϭ3.8. In contrast to the running cylinder entropies that drop in the periodic regime of the dynamics, the entropies of the sliding window cylinders increase at the beginning and at the end of the phase transition while they drop in between. This increase in entropy is explained by the fact that the dynamical behavior becomes richer when the sliding window crosses the onset of the phase transition: On the left the dynamics remain chaotic but on the right side of the window the dynamics become periodic. Between both peaks, these entropies drop when the sliding window is entirely contained within the transient regime of the dynamics. This is the case in the simulation because the sliding window length Dϭ20 is smaller than the duration 2dϭ30 of the nonstationarity.
The pattern shown in Fig. 7 should be the same even if there is an uncertainty in latency. This will be addressed in Sec. IV C.
B. Changing noise level
Next, we study simulations where Nϭ1000 initial conditions in the range ͓0,0.2͔ have been prepared. We chose R ϭ3.569 99, the parameter value near the Feigenbaum attractor, and rϭ3.4 in the periodic regime again. At the Feigenbaum attractor, the logistic map is very sensitive to small changes in control parameter and, in the presence of noise, it is also sensitive to the noise level. In the following, we increase the standard deviation of noise according to ͕0.0005,0.001,0.002,0.0021,0.0022,0.002 21͖. Figure 8 shows the fourth-order Shannon entropies for the simulations with ͑a͒ ϭ0.0, ͑b͒ ϭ0.001, ͑c͒ ϭ0.002, and ͑d͒ ϭ0.002 21, while Fig. 9 presents the 2 -significances of the four-word statistics between logistic maps for timedependent and fixed values of the control parameters of the same ensemble size. The parameter of the control condition has been fixed to Rϭrϭ3.569 99. While dynamical noise destroys any distinction in the averaged time series at the critical value r ϱ , the symbolic dynamics remains a reliable detector of phase transitions even in the presence of noise. The only impact of noise on the running entropies is that the differences of the dynamics before and after the nonstationary regime ͓oscillations at time tϭ150, Fig. 8͑a͔͒ are smeared out.
C. Changing latency jitter
Finally, we study the impact of latency jitter on symbolic dynamics of simulated data and measures of complexity. We created 30 time series per condition for the control parameter values Rϭ4.0, rϭ3.8, and increased the standard deviation of latency jitter according to ͕0,1, . . . ,15,20͖. First, we show the Shannon entropies of four-words collected in a sliding window of length Dϭ20 ͑Fig. 10͒ for ͑a͒ ϭ0, ͑b͒ ϭ2, ͑c͒ ϭ6, and ͑d͒ ϭ10, whereas Fig. 11 presents the 2 significances of these four-word statistics between the logistic map and a Bernoulli process for ͑a͒ ϭ5 and ͑b͒ ϭ10.
The phase transition of the dynamics remains significant for small as well as for large dispersions of latency time even if there is no difference visible in the ensemble averages. For a latency jitter of ϭ20 we obtained significance better than the 10 Ϫ5 confidence level. The spurious peaks at times tϭ50 and about tϭ260 can be neglected by choosing a significance threshold smaller than 10 Ϫ5 . Our numerical experiments with a noisy logistic map and four freely controlled parameters -r,R, , -mimicking some properties of ERP data, such as different experimental conditions, spontaneous brain activity, and latency jitter, have shown that symbolic dynamics andmeasure of complexity are able to distinguish transient regimes of behavior from stationary dynamics much better than averages of time series can do. Also symbolic dynamics provide many parameters such as different partitions, word lengths, sliding windows, and q values of Rényi entropies. These parameters must be appropriately chosen in order to obtain the best result of data analysis. We varied these parameters quite arbitrarily to illustrate the dependence of results from these choices. For example, Figs. 5 and 8 demonstrate the impact of the word length on running entropies and it seems to be the case that longer words will provide better FIG. 10. Shannon entropies (qϭ1) of the four-word statistics of the symbolic dynamics of the logistic map with varying latency jitter in sliding windows. ͑a͒ ϭ0, ͑b͒ ϭ2, ͑c͒ ϭ6, ͑d͒ ϭ10. ͑a͒-͑d͒ Sliding window length Dϭ20, Rϭ4.0, rϭ3.8, Nϭ30, Lϭ300, Pϭ0.001, Rϭ4.0 results than shorter words. But for strong noise or small ensemble sizes the opposite holds, as we saw for data obtained from different ERP experiments. However, we have shown that nonstationary dynamics can be detected from ensembles of coarse-grained time series even if there are very small changes in the control parameters and the system is sensitive against changes in initial conditions as well as changes in control parameter. This applies also in the presence of dynamical ͑and not only observational͒ noise. In addition, by using sliding windows, our method is able to track uncertainty about the time when changes of the control parameters happen.
V. ANALYSIS OF EXPERIMENTAL DATA
A. Setup
In this section we shall compare the traditional ERP averaging technique with our methods based on symbolic dynamics for ERP data acquired in the Potsdam Language Processing Laboratory. We performed a language-processing experiment in which subjects were seated in front of a monitor for stimulus presentation. They were wired with the EEG amplifier device by a 32-channel electrocap. The EEG data have been recorded in 25 channels according to the international 10-20 system at a sampling rate of 250 Hz with the ScanAmps/NeuroScan recording system against reference at the left mastoid bone and grounded by the electrode Fpz.
Four channels were used for measuring EOG artifacts. ERP data have been digitally band-pass-filtered at 0.2-29 Hz after manual artifact rejection. 150 sentences, 30 sentences for each condition, organized in five blocks, were visually presented to subjects word by word but in randomized order with a presentation time and interstimulus interval of 400 ms. At the end of each sentence, subjects had to indicate whether or not a target word had occurred in the preceding sentence. The experiment was performed in two runs, the first without and the second including distractor sentences in order to mislead subjects about the purpose of the study. We report here the data analysis of 16 subjects ͑15 female͒ aged 19-25, mean age 21.78 years. The subjects were volunteers, students of the University of Potsdam, native speakers of German but not familiar with the purpose of the study. The sentences presented to the subjects were initially ambiguous interrogative sentences. The point of disambiguation ͑i.e., where the meaning becomes clear͒ was either at the verb or at the second article. For details, see Appendix A 2 or ͓73͔; an introduction into language-related brain activity can be found in ͓48,4,49͔.
B. Single subject analysis
First, we discuss the results of traditional averaging analysis and symbolic dynamics obtained from the data of a single subject. Digitally band pass filtering, epoching, averaging, 
FIG.
18. Significance ͓Ϫlog 10 (p error )͔ of the 2 -test between one-word statistics of the VERB condition against the CONTROL-VERB condition of single subject data in sliding windows of length Dϭ20 ms.
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PRE 62 beim GRABEN, SADDY, SCHLESEWSKY, AND KURTHS and visualization of ERP data have been performed using the EEP ͑event related potential evaluation package͒ software developed by the Max Planck Institute for Cognitive Neuroscience ͓74͔. We present first the voltage averages of the VERB condition in comparison to its CONTROL-VERB condition. Figure 12 shows a 3ϫ3-channel subarray consisting of the electrodes BL, Fz, and BR in the first row; WL, Cz, and WR in the second row; and P3, Pz, and P4 in the last. The labels Fz, Cz, P3, Pz, and P4 are due to the naming convention of the international 10-20 system, where the first symbol denotes the cortical lobes ͑F, frontal; T, temporal; O, occipital; P, parietal͒ or the vertex ͑C, central͒. The second symbol is either ''z'' ͑midline͒ or a number. Odd numbers correspond to the left hemisphere and even numbers to the right. The labels BL, BR and WL, WR denote language-specific cortical areas ͑B, Broca's; W, Wernicke's areas͒ at the left ͑L͒ or right ͑R͒ hemisphere. In the electrode array shown by Fig. 12 , two diagrams are assigned to each channel: At the bottom, the time course of the averaged voltages is shown ͓86͔. The solid line represents the experimental condition ͑VERB͒ while the dotted line indicates the signal of the control condition ͑CONTROL-VERB͒. The latter has been gained by averaging over 21 trial epochs, the former by averaging over 25 trials for the subject chosen here. At the top we show the confidence levels of a running t-test performed pointwise at each sampling point between both conditions. Significant time regions are indicated by error probabilities above the ␣ϭ0.01(99%) threshold. Obviously, the VERB condition differs significantly from the CONTROL-VERB condition by a huge positive voltage deflection about 600 ms after verb presentation. This is known as the P600 ERP component ͑posi-tivity after 600 ms͒ and has been related to reanalysis processes achieved by the human language-processing system dealing with local ungrammaticalities ͓48͔.
Next, we apply our newly developed techniques based on symbolic dynamics on these data. Figures 13 and 14 present the corresponding single subject symbolic dynamics of the CONTROL-VERB and the VERB condition, respectively. According to our discussion in Sec. III D, a partition of the state space or a corresponding partition of the range of the observables that are generated by the dynamical system is needed in order to obtain a symbolic dynamics. Either one encodes the values of time series into symbols by a certain binning ͑this method is called static encoding͒, or one encodes differences between succeeding samples as estimators of local slopes ͑this is called dynamic encoding͒ ͓25͔. We decided to use static encoding after we had transformed each voltage epoch to a uniformly distributed time series by a ranking procedure. Ranking, an additional step of preprocessing, has several advantages in signal analysis because it corresponds to a nonlinear but smooth and invertible mapping of data x t due to their distribution function F. Relative rank numbers r t ϭR t /L depending on time are then obtained by the transform r t ϭF(x t ). Since the map F is a homeomorphism, ranking does not disturb the topological properties of state space and thus leaves basic quantities such as Lyapunov exponents or Kolmogorov entropies invariant ͓75͔. A numerical problem linked to ranking methods arises when some values occur several times in the data set. Using sorting algorithms leads to consecutive rank numbers for the same value of FIG. 19 . Voltage grand averages for the VERB condition ͑solid lines͒ compared to the CONTROL-VERB condition ͑dotted͒. Lower panels: potential ͑V͒ against time ͑s͒, tϭ0: stimulus onset time. Upper panels: t-test error probabilities ͑logarithmic scale͒. The ungrammaticality effect, P600 ͑positive peak after 600 ms͒, is marked by arrows. data. Pompe recommends solving this problem of ''tied ranks'' by replacing the measured values x t by some disturbed values x t ϩa i before doing the ranking, where 0рa i рa iϩ1 р1 ͓͑75͔, p. 85͒. We used white noise of different variances added to the voltages to tackle this problem, but we found no significant differences compared to tied ranks which have been admitted.
Performing a binary static encoding after the ranking procedure according to the median ͓F(x med )ϭ0.5͔ of each epoch separately as the decision point yields a symbolic sequence containing the same number of ''0'' (r t р0.5) and ''1'' (r t Ͼ0.5). Thus, ranking maximizes the entropy of each sequence. However, the visualized data in Figs. 13 and 14 show distinct patterns of more or less vertical stripes. The P600 ERP component is again clearly visible as a wide white band occurring mainly at 600 ms in the channels BL, Fz, and Cz ͑Fig. 14͒. The static encoding strategy provides, therefore, an interface between ERP voltage averages and symbolic dynamics techniques that allows for comparisons between both methods. Simple static encodings by assigning, e.g., ''0'' to negative and ''1'' to positive voltage deflections have already been proposed in the early 1970s by Lehmann ͓76͔. Counting symbol occurrences from all epochs at a certain point in time ͓in our terms one-word statistics, see Eq. ͑21͔͒ is well known as polarity histograms in the ERP literature ͓41͔. However, simple static encoding of voltages requires some baseline correction.
Next, we are going to quantify the patterns visible in Figs. 13 and 14. Our concepts of running cylinder entropies ͓Eqs. ͑22͒-͑24͔͒ are appropriate tools for quantifying vertical stripes because every vertical band of the symbolic dynamics can be considered as a family of cylinder sets. Figure 15 presents the Shannon entropies calculated from these running cylinders of length nϭ1 for the VERB condition ͑solid line͒ and the CONTROL-VERB condition ͑dotted line͒, respectively. In order to determine whether these changes in entropy are significant or not, we computed the average Shannon entropies from an ensemble of M ϭ100 surrogate data according to Eq. ͑25͒ generated by shuffling the symbols of each epoch in time. Figures 16 and 17 show these results for the CONTROL-VERB condition and the VERB condition, respectively.
Figures 15 and 17 demonstrate a highly significant entropy drop in the VERB condition around 600 ms after stimulus presentation, whereas the entropy curve remains flat in the CONTROL-VERB condition in this time domain. There are also some significant events in both conditions in channels BL, BR, and WR at time 100-200 ms as well as in channels P3 and P4 in the 300-ms time period shown in Figs. 15, 16 , and 17. The early event is the N100 attention shift mentioned in Sec. II. The electrodes P3 and P4 are situated near the primary visual cortex, so they indicate optical information processing at time 300 ms.
Cylinder measures are the appropriate tool for studying patterns such as vertical stripes. But as mentioned above, the FIG. 20 . Running normalized Rényi entropies for the VERB condition ͑solid lines͒ compared to the CONTROL-VERB condition ͑dot-ted͒ of the grand ensemble. Panels: Rényi entropy of one word (nϭ1;qϭ10.0) in bit/sample against time ͑s͒, tϭ0: stimulus onset time. The ungrammaticality effect, P600 ͑positive peak after 600 ms͒, is marked by arrows. Additionally, the attention shift indicator ͑N100͒ is marked by arrows.
symbolic dynamics of ERP are meandering bands rather than vertical stripes due to the latency jitter. Thus, we need some measures of ''stripiness.'' These are provided by word statistics collected in sliding windows and their corresponding entropies given by Eq. ͑26͒. For single subject investigations, collecting words in sliding windows is also necessary in order to fulfill the requirements of the 2 -test, where at least five events should be counted into one bin. Finally, Fig. 18 shows the result of the 2 -test comparing the VERB condition against the control condition by their one-word statistics in a sliding window of 20 ms. The level of confidence for the P600 at electrode Fz is better than 10 Ϫ8 .
C. Grand ensemble analysis
At the end of this study we compare the results of the grand average analysis and the grand ensemble analysis of the symbolic dynamics gained from all 16 subjects together. Figure 19 gives the voltage grand averages of the VERB condition ͑solid lines͒ and the CONTROL-VERB condition ͑dotted lines͒. Only the P600 ERP component appears to be highly significant by means of the running t test. Figure 20 presents the Rényi entropy comparison for word length nϭ1 and qϭ10.0. The VERB condition is plotted solid and the CONTROL-VERB condition dotted, again. This entropy plot shows not only the P600 component but also an early entropy drop symmetrically distributed at the frontal sites BL, Fz, Cz, and BR. This is the N100 attention shift ERP marker we mentioned before. In contrast to the voltage averages, this event becomes significant in the symbolic dynamics between both conditions. Figure 21 shows the corresponding 2 -error probabilities of one-word statistics collected in 20-ms sliding windows. It comes out that both the P600 as well as the very early entropy drop are significantly better than the 10 Ϫ8 confidence level.
So far we have been only interested in the dynamics at single sites. The behavior of ERP over the whole scalp can be shown using brain-mapping techniques. We shall present brain maps of Rényi entropy (nϭ1,qϭ10) differences between the VERB and the CONTROL-VERB condition at single instances of time and their corresponding significance maps obtained by the 2 -test of one-word statistics collected in 20-ms sliding windows. Figure 22͑a͒ shows the P600 at time 616 ms as a left frontal distributed blacking ͑the VERB condition has been subtracted from the CONTROL-VERB condition; hence, the entropy drop is shown black͒. Figure 22͑b͒ shows the significance map of the windowed 2 test. Figure  23 gives a legend of the brain map.
Let us take a look at the other experimental conditions that have been tested in the language-processing ERP experiment. Figure 24 shows the voltage grand averages for the ARTICLE ͑solid line͒ against the CONTROL-ARTICLE ͑dotted͒ condition in a 3ϫ3 array. We present brain maps of Rényi entropy differences (n ϭ1,qϭ10) of the ARTICLE and the CONTROL-ARTICLE condition and their corresponding significance map at two instances of time. Figure 25 shows these maps at time 210 ms after stimulus onset. Figure 25͑a͒ reveals an increase in entropy at posterior sites WL and WR represented by white areas, which becomes more significant at WL ͓Fig. 25͑b͔͒. The late effect is given at time 830 ms in Figs. 26͑a͒ and 26͑b͒. The vanishing voltage average corresponds to an entropy increase distributed at the left anterior areas ͑electrodes F3 and BL͒. Thus, we have proven that there is more structure in ERP data than could be discovered by averaging voltages. Our techniques resting on symbolic dynamics and measures of complexity provide access to these hidden structures in the data.
VI. DISCUSSION
In this study we have criticized the prerequisites of the traditional ERP averaging technique based on stationary and ergodicity properties and intertrial independence of background EEG as well as on intertrial invariance of the assumed ERP signal. Due to these unrealistic assumptions, we have proposed an alternative approach of ERP time series analysis resting on statistical mechanics of dynamical systems and mainly on symbolic dynamics and measures of complexity. We have validated this ansatz by simulations of transient noisy nonlinear dynamics and applied it to real ERP data given by a language-processing ERP experiment. Our method reproduces well-known ERP components such as the P600 of syntactic reanalysis as highly significant entropy drops. We tested data for significance using either the method of surrogates in order to distinguish patterns in the symbolic dynamics indicated by changes in entropies from Bernoulli processes, or by means of a nonparametric 2 test. Thus, we should not assume that data were Gaussian distributed or had stationary variances as is necessary for applying t tests or analyses of variance. Employing a 2 test requires statistical independence of trial epochs, of course. But this can be approximately fulfilled by the experimental design, e.g., by randomization of stimuli concerning experimental conditions or by using distractor sentences.
We not only regained the well-known ERP component P600, but we also found a very early entropy drop ͑corre-sponding to a modulation of the attention shift N100 ERP͒ that is highly significant in our analysis but not in the comparison of mean voltage differences. Thus, our method is more sensitive to qualitative changes in the ongoing EEG than the averaging technique. While classical ERP components are reflected by drops in entropy of the experimental condition relative to the control condition, the second part of the study shows increasing relative entropies that also become significant. There are no counterparts to these events in the traditional ERP paradigm at all.
These findings together with the theoretical basis of our method suggest viewing ERP components as information sources of a given entropy rate ͓62͔ rather than a particular signal hidden by some noisy background that must be extracted from the data. Since symbols and words formed by strings of symbols of a symbolic dynamics correspond to regions of the phase space, periods of time of low cylinder entropy can be seen as bottlenecks in the state space in analogy to channeling in the case of intermittency. On the other hand, periods of time of increased cylinder entropy are periods where a greater volume of phase space is available to the dynamics. This interpretation agrees further with the results reported in ͓22͔ concerning the dynamics of pointwise di- mensions. Molnár et al. showed that the P300 ERP component found in the oddball experiment ͑see the Introduction͒ is reflected by a drop in pointwise correlation dimension. Our approach has the advantage that it requires only counting of words and computing entropies and significances. It neither demands the application of embedding techniques nor employs least-square fits to almost linear scaling regions.
So far, we have shown that methods of symbolic dynamics and measures of complexity are able to capture the wellknown ERP components. Additionally, our newly developed techniques reveal more structure hidden in the data. However, there remain open questions. Using a static symbolic encoding of data after performing a ranking procedure enables us to compare the results directly with voltage averages provided by the traditional technique. On the other hand, dynamical or mixed strategies of coarse graining may provide better insights into neural information processing since the first derivative of evoked potentials seems to be related to the firing probability of neurons ͓͓52͔, p. 40͔. However, such results might be hard to interpret without an interface to voltage averages.
One central issue is the interpretation of ERP in terms of brain dynamics. The traditional averaging technique assumes the ERP's to be deterministic signals generated by the brain as responses to certain stimuli or cognitive events. Data analysis is thus the job of improving the signal-to-noise ratio ͓38͔. Alternatively, we can view ERP's as indicators of reorganization in the ongoing spontaneous EEG activity. By using methods of spectral analysis, one can show that the distributions of phase spectral values of ERP epochs are different between experimental conditions, while distributions of amplitudes are not ͓38͔. Also symbolic dynamics neglects some information about amplitudes but it restores information about timing. Hence, the question of synchronization and phase locking of neuronal oscillators arises in the context of ERP studies ͓52,77-81͔. A further issue is the role of spatiotemporal correlations of ERP. These could be investigated using the notions of conditional entropy and mutual information in the framework of symbolic dynamics ͓62,75͔.
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APPENDIX
Proof of the partitioning lemma
Assume we have a ͑time discrete͒ dynamical system (X,⌽ r ) together with an observable h:X→R that maps states onto real numbers. Let h(X)ϭHʚR be the image of X under the action of h. Now, we choose a partition S i , i ϭ1,2, . . . ,I of H and determine the preimages of the sets S i in X: A i ϭh Ϫ1 (S i ). According to a basic theorem of set theory for any map f :X→Y holds, 
The language-processing experiment
The ERP experiment was performed using 30 structurally equivalent sentences for each condition and five conditions total. We report here the results of two experimental conditions: VERB and ARTICLE against their corresponding control conditions CONTROL-VERB and CONTROL-ARTICLE. As mentioned before, the sentences were presented word by word showing the stimuli for 400 ms followed by a break of 400 ms, too. The sampling of ERP epochs started 200 ms before the critical word occurred and finished 1000 ms after. Thus, at time tϭ0 ms the critical words appeared. The sentences presented to the subjects were initially ambiguous interrogative sentences. The point of disambiguation was either at the verb ͑VERB condition͒ or at the second article ͑ARTICLE condition͒. The control sentences were not ambiguous at these points. Table I shows examples of the German sentences, an English paraphrase, and the correct English translation. The critical words where ERP measurement took place are printed in italics.
Interrogative sentences in German are usually expected to be of subject-verb-object order ͑examples: CONTROL-VERB, CONTROL-ARTICLE͒. But object-verb-subject order is also possible ͑examples: VERB and ARTICLE͒. The first two words in the sentences, ''welche Frau,'' are ambiguous with respect to nominative or accusative case and are always the same. Subjects expect the sentences to be of the frequent subject-verb-object structure. There are two ways for disambiguating such sentences: either by the number feature, i.e., FIG. 25 . ͑a͒ Rényi entropy difference map of the ARTICLE condition subtracted from CONTROL-ARTICLE condition of the left early entropy rise of the grand ensemble (nϭ1;qϭ10.0). ͑b͒ Significance map ͓Ϫlog 10 (p error )͔ of the windowed 2 -test of one-word statistics in a sliding 20-ms window.
FIG. 26. ͑a͒ Rényi entropy difference map of the ARTICLE condition subtracted from CONTROL-ARTICLE condition of the late entropy rise of the grand ensemble (nϭ1;qϭ10.0). ͑b͒ Significance map ͓Ϫlog 10 (p error )͔ of the windowed 2 -test of one-word statistics in a sliding 20-ms window. subject-noun and verb must agree in number ͑singular or plural͒, or by the case feature, i.e., the subject-noun has the nominative case, whereas the object-noun bears the accusative case.
In the VERB condition the disambiguating information comes at the verb that does not agree with the subject-noun in number: the subject noun ''Frau'' is singular, the verb ''sahen'' is plural. The sentence seems to be ungrammatical at that point and a reanalysis of the structure built so far must take place. The P600 ERP component indicates this revision of structure and meaning caused by the violation of expectation.
In the ARTICLE condition the additional information is provided by the article ''der'' that is nominative case marked ͑an accusative case marked article would be ''den''͒. As in the VERB condition, the sentence must be reanalyzed, but there is no significant event in voltage ERP averages. We show that in the ARTICLE condition the entropy increases compared with the CONTROL-ARTICLE condition ͑for further reading, see ͓73͔͒. 
