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Charge and spin transport in spintronics devices can be described by a spin diffusion equation
suitable for modelling scales much larger than the scattering and atomic scales. This work concerns
the coarse graining procedure used to compute the coefficients of the diffusion equation, which
are sensitive the details of individual atoms and impurities. We show with two simple examples
that in spintronics devices which have both a spin-orbit interaction and magnetization, standard
coarse graining can easily obtain diffusion equations which fail to conserve electronic charge. The
same failure can occur in systems with both a spin-orbit interaction and orbital polarization. We
show that linear response theory, coupled with the self-consistent Born approximation and ladder
diagrams, offers an improved way of calculating diffusion equations. We show that the resulting
equations satisfy a Ward-Takahashi identity that guarantees charge conservation.
I. INTRODUCTION
Note: This paper is in a draft status, does not mention all relevant citations, and may still contain errors. We
expect that any errors are relatively minor and do not affect the main message or results, and that all the major
citations are already included.
A. What we want to model; the reason for this work
The immediate stimulus for this work was the recent fabrication of magnetic memory elements in which the mag-
netization switching is caused by an electric current, not a magnetic field. (See Miron et al, Nature 476, 189-193,
and Buhrman et al, Science 336, 555-558.)1,2 These devices are bilayers, with a magnetic layer on top of metallic
layer with a strong spin-orbit coupling. For instance, Miron’s device was a Cobalt-Platinum bilayer. When a electric
current flows through these devices, the spin-orbit coupling causes spin currents and accumulations, and switches in
the magnetization are observed. These devices offer possibilities both for new memory technologies and for integrating
memory elements into CPUs. We emphasize that, unlike some other earlier spintronics devices, spin-orbit coupling
and its effect on transport are key to the new devices.
Modeling these memory devices requires a microscopic description of the atoms in each of the layers, the spin-orbit
coupling in the metallic layer, the interface between the metallic and ferromagnetic layers, and the magnetization in
the magnetic layer. Impurity atoms, scattering, and mismatches between the layers are likely to be important. Along
with this atomic scale physics, the modeling must be able to capture the much larger scale of the entire memory
device - and the first devices were micron sized.
Similar modeling capabilities are required by many other candidates for new spintronics technologies: antiferromag-
netic memories (Science v. 351 p. 587, 20163), graphene with adsorbed impurities producing a very large spin Hall
effect (Nature Communications 5, 47484), magnetic domain wall motion in racetrack memories, and devices involving
the movement of magnetic skyrmions.
The results presented here concern the specific technical challenge of modeling devices which include both spin-orbit
couplings and one of the following two properties: magnetization and/or orbital polarization.
B. Coarse Graining with Spin Diffusion Equations
Several modeling techniques have been developed to meet these modeling requirements. One approach is to build
a model of the device which explicitly includes all the atoms in the device, and then to calculate its behavior using
the Schodinger equation. This approach always involves a limit on the size of the device that can be simulated, but
device sizes in excess of a billion atoms have been achieved using tight binding Hamiltonian representations of each
atom - see for instance Ferreira’s KITE software (https://quantum-kite.com/resources/). Important work in the same
direction has been done using ab initio (DFT) software, although the computational expense significantly reduces the
system sizes which can be achieved. Some of the leaders in this direction, i.e. some of the people who have often
focused specifically on ab initio calculation of spintronics devices and spin transport and dynamics, have been Paul
Kelly, Ingrid Mertig, Stefan Blugel, the Prague research group of Kudrnovsky, Drchal, and Sob, and others.
2Our work presented here concerns a different strategy for modeling spintronics devices, which is often called spin
diffusion equations. Broadly speaking, this is a coarse-graining strategy. Starting with the microscopic description of
the atoms within a sample, we determine a diffusion equation which controls charge and spin transport at distances
much longer than the scattering length. The diffusion equation does describe the influence of atomic-scale processes
on long-distance physics, but it does not include a description of transport at the atomic scale. In a model where each
atom has only a spin up and a spin down state, and no additional states associated with different atomic orbitals,
diffusion equations describe the evolution of four coarse grained variables: the charge density ρ and the spin densities
Sx, Sy, Sz. These are often written as a charge-spin density four-vector ~ρ = [ρ, Sx, Sy, Sz]
T
. In models with two or
more atoms, or with several orbitals per atom, the charge-spin density vector has 4N2 components, where N is the
number of atomic orbitals per unit cell. The diffusion equation is then written as
τ
∂
∂t
~ρ = D~ρ (1)
The diffusion operator D is a 4N2 × 4N2 operator, and is derived from the microscopic description of the model’s
atoms and the disorder. It includes the physics of magnetic fields, spin precession, spin-charge conversion, and spin
relaxation in both the Elliot-Yafet and the Dyakonov-Perel regimes. τ is the momentum relaxation time caused by
scattering. Since this is a first-order partial differential equation, the initial value of ~ρ must be determined, and also
geometry and boundary conditions of the sample, and then the spin diffusion equation can be solved straightforwardly.
Spin diffusion equations have four principal advantages: (1) For simple models the spin diffusion equation can be
derived analytically, (2) the coefficients of the spin diffusion equation invite theoretical interpretation and analysis,
(3) solution of the coarse-grained spin diffusion equation requires much fewer computational resources and therefore
allows calculation of samples with realistic sizes, and (4) the coarse-grained charge and spin flow determined by a
spin diffusion equation is easier to examine and comprehend than results describing spin and charge at each atomic
site. There are also some disadvantages: (1) the spin diffusion equation approach involves approximations which
typically include omitting certain quantum interference processes and also many-body electronic correlations, and (2)
the process of starting from a microscopic description of a sample’s atoms and then deriving the correct spin diffusion
equation requires the use of perturbation theory and Feynman diagrams, and therefore requires considerable care and
expertise. The correct derivation of spin diffusion equations is the subject of ongoing research and investigation. In
particular the new results presented here are about how to derive correct spin diffusion equations in materials which
include both spin-orbit coupling and one of two following effects: magnetization and/or orbital polarization.
C. The Standard Techniques for Calculating the Spin Diffusion Equation
There are two well-known procedures for calculating the diffusion operator D:
• The Burkov - Nunez - Macdonald approach (PRB 70 1553085), which is motivated by linear response theory.
• The Mishchenko - Shytov - Halperin approach (PRL 93 2266026), which is noteworthy for starting within a
Keldysh formalism.
While these two techniques have some significant differences, they have many points in common in their philosophy,
development, approximations, and actual computational steps. Both approaches obtain identical results for some
simple 2-D models with rotational in-plane symmetry, as was demonstrated already in the original publications.
The work presented in the present article was stimulated by the fact that both approaches (as originally presented)
treat the momentum relaxation time τ as a single parameter. This is incorrect in systems with magnetization or orbital
polarization, where different orbital or spin states can display different momentum relaxation times. Moreover, often
τ is treated as an input parameter, without calculation from the microscopic quantities that are responsible for
scattering. We will show that in materials with spin-orbit coupling and with also either magnetization or orbital
polarization, this simplified treatment of τ is incorrect and produces incorrect results; τ must be calculated from the
microscopic data instead of simply being chosen as an input paremeter. In our view neither the Burkov - Nunez -
Macdonald approach nor the Mishchenko - Shytov - Halperin approach correctly handle the particular case of systems
with both spin-orbit coupling and with also either magnetization or orbital polarization. We are not aware of work
generalizing either of the two methods to handle this case. (In particular Wang and Manchon’s PRL 108 117201 on
CoPt bilayers7 retained the assumption that Σ is proportional to the identity.)
In the remainder of this article we will focus on the Burkov - Nunez - Macdonald approach (PRB 70 1553085),
which we will call ”the BNM approach”, although admittedly the literature is fairly evenly split between this approach
and the Mishchenko - Shytov - Halperin approach6. Since both approaches share so much in common, and since both
display the same methodological failure when handling magnetized and/or orbital-polarized systems, our critique of
3and improvement on the BNM approach reflects also on the Mishchenko - Shytov - Halperin approach. In the linear
response regime the Keldysh formalism, while more powerful for treating interacting systems out of equilibrium,
cannot fail to give the same results as linear response theory, if both are calculated exactly. Therefore the only
possible source of differences between the two approaches is from the approximations which each employ.
Here we briefly review the equations of the Burkov - Nunez - Macdonald approach , which determine both the
self-energy Σ and the diffusion operator D. We conflate the spin and orbital degrees of freedom into a single index
which we denote by greek letters. We use the convention that the Green’s function is GA,Rαβ = (E − H ∓ ΣA,R)−1,
where ΣA,R is the self-energy. The A,R superscript notation selects the advanced or retarded Green’s function G
and corresponding self-energy Σ. Σ is subtracted for the advanced Green’s function and added for the retarded
Green’s function. The weak Gaussian disorder in the potential V is described by its second moment Γαγδβ ∝ 〈V 2〉,
which has four indices because it is the second moment of V , which like H has two indices. The self-consistent Born
approximation (SCBA) which we use to approximate the self-energy is:
ΣRαβ(E) =
∑
γδ
Γαγδβ
∫
dkGRγδ(k, E) (2)
Often this integral is approximated by keeping only the imaginary part of the Green’s function and treating it as a
delta function confining the integration dk to the Fermi surface.
Both Burkov Nunez and Macdonald5 and Mishchenko Shytov and Halperin6 assume that Σαβ is imaginary and
proportional to the identity 1. Since the imaginary part of π−1
∫
dkGγδ(k, E) is the single particle density of states,
if the disorder has trivial spin structure i.e. Γ ∝ 1, then the assumption that Σαβ ∝ 1 is equivalent to assuming that
the system has no spin or orbital polarization. Within this assumption, the self-energy is commonly written as
Σ = −ı~/2τ (3)
where τ is the scattering time.
The SCBA equation is a self-consistent equation, since the Green’s function G depends on the self-energy Σ.
Solving this nonlinear equation requires iterative recalculation of Σ from G, and G from Σ, and as a rule must be
done numerically rather than analytically. Therefore theoretical papers often avoid the numerical work and instead
use
~/2πτ =
∑
γδ
Γαγδβ ργδ (4)
It can be tempting to further simplify things by using the bare Green’s function G(Σ = 0) to evaluate ρ, thus avoiding
the iterative self-consistency prescribed by the SCBA. Alternatively, while in principle remembering that ρ, Σ, and 1/τ
include self-consistency effects and all powers of Γ, some authors do not go through the steps of requiring numerical
self-consistency, and leave these parameters as basically external parameters. In either case, the effect is to cut the
connection between (A) the scattering processes that determine Σ and the single-particle Green’s function and (B)
the scattering processes that determine the diffusion operator D. When this connection is cut the resulting diffusion
operator will fail to conserve charge if Σ is not proportional to the identity, as we will show in the next sections. The
only solution is to insist both analytically and numerically that Σ be the real numerical solution of the SCBA for the
specific values of Γ and G0 realized in the system one is modelling.
Burkov Nunez and Macdonald calculated a collision integral I which represents one scattering event where both an
electron and a hole scatter off the same impurity:
Iγζλδ(q, E, ω) =
∑
αβ
ΓγαβδΦαζλβ(q, ω, E) (5)
Φανηβ(q, ω, E) =
∫
dkΦανηβ(k, q, ω, E) (6)
Φανηβ(k, q, ω, E) = G
A
αν(k + q/2, E + ω)G
R
ηβ(k − q/2, E) (7)
Similarly to the integral determining the self-energy, the collision integral is often approximated by keeping only the
imaginary part of one of the Green’s functions and treating it as a delta function confining the integration dk to the
Fermi surface.
Burkov Nunez and Macdonald determine the diffusion operator D directly from the collision integral:
τ∂t~ρ = D~ρ (8)
~ρ(t) = exp(Dt/τ) ~ρ(0) (9)
Dαγδβ(q, ω, E) = (1 − I(q, E, ω))αγδβ (10)
4Actually one should expand D to second order in momentum q and zeroth order in energy ω in order to obtain the
diffusion operator. If one does not do so then it has a non-trivial time dependence and it contains all powers of the
spatial derivatives. There isn’t much point in going to higher orders because the main benefit of going to higher order
would be to investigate small length scales, but information about small length scales is removed and corrupted by
BNM’s ladder approximation. Since this information is absent, attempts to recover it with higher derivatives produce
results without any physical meaning.
The evolution operator exp(Dt/τ) contains all powers of the collision integral I, representing repeated scatterings
off of impurities. In perturbation theory the collision integral I looks like one rung of a ladder, so powers of I are
called ladder diagrams, and the Burkov Nunez and Macdonald formula is a ladder approximation.
Some recent papers by Ado Dmietriev Ostrovsky and Titov8 and by Milletari and Ferreira9 have shown that even
though the ladder approximation calculates the longitudinal conductivity correctly, it is not sufficient for getting the
transverse conductivity and spin Hall physics. The ladder approximation will give the correct order of magnitude for
the Hall coefficient but can get the sign wrong, as well as the numerical coefficient. The solution to this problem is
to renormalize the scattering tensor Γ with a one loop integral.
D. Failure in Systems which are Magnetized or have Orbital Polarization
If the self-energy is a proportional to the identity, i.e. Σ = ı~/2τ , then the BNM approach produces a diffusion
operator D which conserves the electronic charge component of ~ρ. We will prove this statement in detail later in this
article. The proof relies on Σ commuting with the bare Hamiltonian H0 inside the Green’s function, allowing τ it to
be pulled outside of the integral over dk. A similar trick can be played inside the momentum integral determining Σ.
Using these tricks, one can show that the collision integral I is independent of τ and therefore is able to cancel exactly
against the 1 in D = 1 − I independently of the value of τ . The cancellation provides an exact zero eigenvalue in D
which means that the inverse of the charge lifetime is zero; i.e. charge is conserved. Thus the commutation between
Σ and H0 provides an elementary mathematical mechanism for guaranteeing charge conservation.
On the other hand, when Σ is not proportional to identity, it in general does not commute with H0, and its role in the
collision integral I and in Σ becomes non-trivial. In this case the mechanism discussed above for guaranteeing charge
conservation does not apply, and deeper physics/math must be used to obtain charge conservation. If a calculation
of the diffusion operator D omits or truncates the necessary physics, then the resulting D will not conserve charge.
We will show two very simple magnetized models which, when one uses the BNM approach and retains the fact that
Σ is not proportional to the identity, produce D’s which exhibit charge non-conservation. When the spin splittings
in H0 and in Σ are comparable, charge is lost at a rate which is similar to the scattering rate τ
−1. In this case the
diffusion operator completely loses its validity.
E. The Correct Formalism
The solution to this difficulty is to ground the BNM approach more firmly in linear response theory. Rather
than attempting to provide a general evolution equation describing the behavior of an arbitrary charge and spin
distribution, we restrict our focus to a system’s response to small external perturbations V . Linear response theory
allows one to compute ρ, the change in charge and spin density induced by V :
((χˆ)−1)αγδβ ργδ = Vαβ (11)
(12)
Here we are using the Einstein convention where repeated indices have implicit sums. The key machinery in this
equation is the susceptibility χˆ. The inverse susceptibility (χˆ)−1, if calculated exactly, would contain a complete
description of the linear response at both short and long scales, including ballistic physics, diffusive motion, and
Anderson localization. One can obtain from (χˆ)−1 the diffusion operator D which governs long time and distance
scales by expanding to second order in momentum q and first order in energy ω.
In the ladder approximation, (χˆ)−1 has a simple relation to the diffusion operator D = 1− I calculated in the BNM
approach:
χˆαγδβ(q, ω, E) =
∑
νη
Φανηβ(q, ω, E)((1− I(q, E, ω))−1)νγδη (13)
All of the details of calculating the collision integral I, Φ, and Σ are the same as in the BNM approach. Charge
conservation will not be recovered, however, unless the self-energy Σ is the self-consistent solution of the SCBA
equation.
5The advantage of following linear response theory and calculating the susceptibility χˆ0 is that a powerful Ward-
Takahashi identity guarantees charge conservation. (todo: advanced-retarded, and check the explanation of Λ) The
Ward-Takahashi identity reads:
Σνη(E + ω)− Σνη(E) = ıω
∑
γ
∫
dkΛνγγη(k, q = 0, ω, E) (14)
Here we are using Matsubara frequencies ω which are imaginary. Upon analytic continuation to the real axis the left
hand side of the identity becomes ΣAνη(E+ω)−ΣRνη(E), which is in general non-zero when ω → 0. Λ is the interacting
vertex function. It can be obtained from susceptibility χ by pruning two Green’s functions and then substracting 1,
i.e. roughly χ = GAGR + GAGRΛ. The ω multiplying the right-hand side of the Ward-Takahashi identity implies
that at small ω (i.e. long times) Λ and χˆ both diverge like ω−1. This in turn implies that (χˆ)−1 has an eigenvalue
which is zero when ω = 0. It is this eigenvalue which ensures that both (χˆ)−1 and the diffusion operator D which can
be obtained from it by using a Taylor series expansion conserve charge.
The Ward-Takahashi identity was proved in Ramazashvili’s PRB 66 220503(R), following similar earlier proofs10.
In this present work we generalize that proof to systems with magnetization or orbital polarization by keeping track
of the spin/orbital indices at every step in the proof. The proof is fully rigorous and non-perturbative, requiring only
that global charge be conserved. The price of this rigor is that one must restrict one’s scope to linear response theory,
i.e. charge and spin response to small perturbing potentials.
Although the Ward-Takahashi identity guarantees that a system’s exact inverse susceptibility (χˆ)−1 conserves
charge, it does not make guarantees about approximations to the susceptibility, including the ladder approximation
χˆαγδβ =
∑
νη Φανηβ((1− I)−1)νγδη which we have just given. Therefore the present work presents several checks that
the ladder approximation, in combination with a full self-consistent SCBA calculation of the self-energy, does obey
the Ward-Takahashi identity. Within the ladder approximation to χˆ, the Ward-Takahashi identity is
Σνη(E + ω)− Σνη(E) = ıω
∑
γαβ
Γˆναβη(q = 0, ω, E)Φαγγβ(q = 0, ω, E) (15)
Γˆνζλη(q, ω, E) =
∑
γδ
((1 − I(q, E, ω))−1)νγδηΓγζλδ (16)
F. What can we gain?
• Most importantly, we gain a working coarse-grained theory of spin transport that can handle modern spintronics
devices much larger than the atomic scale.
• Use of the SCBA to perform a correct calculation of the self-energy results in a renormalization of the exchange
field bz and the total magnetization. Moreover the Fermi velocity, which figures in the diffusion constants,
spin-spin couplings, and charge-spin couplings, is renormalized.
• Comparing to Burkov Nunez and Macdonald’s diffusion operator D = 1 − ΓΦ, the new diffusion operator is
(1− ΓΦ)Φ−1. In the regime Dyakanov-Perel spin relaxation, where the spin relaxation rates ∝ (1− ΓΦ)τ−1 ≪
τ−1, the new matrix Φ
−1
can safely be truncated at zeroth order in ω and q. Therefore its only effect is to
rotate the Burkov Nunez Macdonald kernel (1 − ΓΦ), causing the spin-charge density ~ρ to be rotated. In the
Elliot-Yafet regime this approximation is not valid and the new matrix must retain its ω and q dependence,
causing changes in the spin diffusion operator (compared to the BNM operator) that go well beyond rotations
of ~ρ.
• The new introduced matrix Φ−1 may be nontrivial even when there is no magnetization. Where this is so, past
published results on spin diffusion equations in the Elliot-Yafet regime will need revision.
• Where the BNM approach uses a simple time derivative τ ∂∂t , the correct treatment requires expanding (χˆ)−1 to
first order in ω, and d(χˆ)
−1
dω multiplies the time derivative, replacing τ . Therefore the diffusion equation’s time
derivative acquires a matrix structure which can include physics well beyond that of τ . This non-trivial matrix
structure of the time derivative can occur in non-magnetized systems, and if so would force revision of previous
literature.
6G. Outline of this Paper
The remainder of this work is organized as follows:
• Section II shows that the BNM approach produces diffusion operators which do not conserve charge when
applied to two simple models: (a) a minimal model with magnetization and spin-orbit disorder, and (b) a model
of CoPt which can also be applied to magnetized TIs.
• Section III contains (a) a general proof of the Ward-Takahashi identity, (b) derivation of the transport equation
written in terms of χˆ, both exactly and when using the ladder diagram approximaiton, and (c) notes on how
to perform the analytic continuation from Matsubara frequencies to real frequencies and energies. Much of
the analytical work in this paper, and in particular the proof of the Ward-Takahashi identity, is done using
Matsubara frequencies.
• Section IV verifies that the Ward-Takahashi identity is obeyed when using the SCBA plus ladder diagrams. It
does so (a) in any model to first and second order in Γ, (b) to all orders when Σ is proportional to the identity,
(c) to all orders in a minimal model with magnetization and spin-orbit disorder - the same one which we showed
does not conserve charge in the BNM approach, and (d) to second order in Γ a model of CoPt which can also
be applied to magnetized TIs - the same one which we showed does not conserve charge in the BNM approach.
The derivations to second order can be extended to all orders by following the logic of Vollhardt and Wolfle’s
PRB 22 466611.
• Section V has notes toward calculating the coefficients of the diffusion operator for a simple spin 1/2 model
with both magnetization and a spin-orbit interaction. This model has been used to analyze CoPt bilayers,
and is also applicable to magnetized TIs. The work reported in this section is analytical, and is incomplete
because it remains to solve the SCBA self-consistent equation numerically and then evaluate all the spin diffusion
coefficients numerically.
• Section VI has some of our notes on the Bethe-Salpeter equation, Quantum Kinetic Equation, and charge
conservation in this context. We worked on this topic a lot because of its connection with Mischenko Shytov
and Halperin’s Keldysh approach to spin diffusion.
II. TWO MODELS WHICH EXHIBIT CHARGE NON-CONSERVATION
In this section we will present two simple spin 1/2 models, and show that when treated using the BNM approach
they produce spin diffusion equations which do not conserve charge.
A. Minimal Model: Magnetization Plus Spin-Orbit Disorder
This minimal model has two orbitals (spin up and spin down), a zˆ Zeeman splitting between its energy levels which
causes in-plane precession of the spin, a minimal dependence on ~k i.e. no spin-orbit coupling, a density of states which
is different for spin up than for spin down (the asymmetry is controlled by nz, the spin-z component of the density of
states), and both a spin-conserving disorder Γ0 and a spin-orbit disorder Γxσx⊗σx. Γ0 is not necessary for obtaining
the charge non conservation. What is necessary to produce this pathology is the presence of two non-commuting
operators, the spin-orbit disorder Γxσx ⊗ σx and the self-energy which has a component proportional to σz .
We present the Hamiltonian, its eigenvalues, and the density of states n (without disorder). H is the Hamiltonian,
E is its eigenvalues, s = ±1 chooses among two eigenvalues, n is the density of states, Γ is the scattering vertex, Σ is
the self-energy, and GR is the retarded Green’s function.
H = H0(k
2) + Ezσz , E(~k, s) = H0(k
2) + sEz ,
n = −ıπ−1
∫
d~kGR(~k) = n0 + nzσz
Γ = Γ11⊗ 1− Γxσx ⊗ σx
Σ = −ıΓ
∫
d~kGR(~k) = πΓn = Σ1 + σzΣz , Σ1 = πn1(Γ1 + Γx), Σz = πnz(Γ1 − Γx)
GR(~k, s) =
∑
s
1 + sσz
2(EF − E(~k, s)− ıΣ1 − ısΣz)
(17)
7Note that we have calculated the self-energy in a way that is often used in the literature, i.e. without making sure
that it is the self-consistent solution of the SCBA equation. We now follow the BNM approach for calculating the
diffusion operator D−1 at zero momentum and zero frequency. This object controls decay and mixing of spin and
charge.
(D−1(~q = 0, ω = 0))ij = 1− I = δij − 1
2
∫
d~k T r(Γ GAσi G
Rσj)
= δij − 1
8
∑
s,s´
∫
d~k{Γ1Tr(σi(1 + sσz)σj(1 + s´σz))− tΓxTr(σi(1 + sσz)σxσj(1 + s´σz)σx)}
× {(EF − E(~k, s)− ıΣ1 − ısΣz)−1 − (EF − E(~k, s´) + ıΣ1 + ıs´Σz)−1}
× (−(s´− s)Ez + ı2Σ1 + ı(s+ s´)Σz)−1
= δij − 1
8
∑
s,s´
∫
d~k{Γ1Tr(σi(1 + sσz)σj(1 + s´σz)) + tΓxTr(σi(1 + sσz)σxσj(1 + s´σz)σx)}
× {ıπδ(EF − E(~k, s)− ıΣ1 − ısΣz) + ıπδ(EF − E(~k, s´) + ıΣ1 + ıs´Σz)}
× (−(s´− s)Ez + ı2Σ1 + ı(s+ s´)Σz)−1
(D−1(~q = 0, ω = 0))ij = δij − 1
8
∑
s,s´
{Γ1Tr(σi(1 + sσz)σj(1 + s´σz)) + tΓxTr(σi(1 + sσz)σxσj(1 + s´σz)σx)}
× {π(2n0 + (s+ s´)nz)} × (ı(s´− s)Ez + 2Σ1 + (s+ s´)Σz)−1 (18)
The sign t = ±1 is +1 if the Γx scattering comes from spin-orbit impurities, and −1 if it comes from local magneti-
zations - see Hikami Larkin and Nagaoka’s original paper12.
If we remove the spin-orbit disorder Γx, then we get
(D−1(~q = 0, ω = 0))ij =
Ez
E2z +Σ
2
1


0 0 0
0 Ez −Σ1 0
0 Σ1 Ez 0
0 0 0 0

 (19)
This clearly conserves charge. There is no coupling between charge and spin, i.e. the upper row and left column are
filled with zeros. Moreover charge does not decay - the upper left corner of the matrix is zero.
On the other hand if we remove the ordinary disorder Γ0 and retain only the spin-orbit term Γx, then we get two
terms:
(D−1(~q = 0, ω = 0))ij = − 1
n21 − n2z


0 0 0
0 (t− 1)n21 + (t+ 1)n2z ı2tn1nz 0
0 ı2tn1nz −(t+ 1)n21 + (t− 1)n2z 0
0 0 0 0


+
1
E2z +Σ
2
1


E2z + (1− t)Σ21 0 0 ıtEzΣ1
0 0 0 0
0 0 0 0
−ıtEzΣ1 0 0 E2z + (1 + t)Σ21

 (20)
The second term clearly does not conserve charge: the number in the upper left corner indicates that charge decays,
and the numbers in the upper right and lower left corners indicate that charge mixes with the z component of spin
Sz. The charge non-conservation effect is biggest, of order O(1), when Σ1 = πn1Γz is comparable to Ez, i.e. when
the self-energy caused by the spin-orbit term is comparable to the level splitting caused by the magnetization. The
O(1) magnitude obtained in this case means that charge decays at the same time scale as the momentum relaxation
time τ .
Mathematica allows us to do anything in between limits of Γ0 = 0 and Γx = 0. At lowest order in Γx/Γ0, we find
(D−1)00 =
Γx((E
2
z (n
2
1 + n
2
z)) + (Σ
2
1((1 − t)n21 + (t+ 1)n2z)))
Γ0(n21 − nz)2(E2z +Σ21)
(21)
This result shows that the BNM approach produces charge non-conservation even without a polarized density of
states nz, a polarized lifetime Σz, or spin-conserving disorder Γ0. It is enough to have (a) a non-zero Zeeman splitting
Ez and (b) spin-non-conserving disorder Γx.
8B. CoPt Model: Magnetization with Spin-Orbit Coupling
In the minimal model we used spin-orbit disorder but no spin-orbit interaction. Here we do the reverse, i.e. no
spin-orbit disorder and instead a spin-orbit interaction. The spin non-conservation is caused in this case by the non-
commutation of the magnetization with the spin-orbit term. This model is directly applicable to Cobalt-Platinum
bilayers, and has been studied by Pesin and Macdonald’s PRB 86 01441613 and by Wang and Manchon’s PRL 108
1172017. However previous works did not notice or address the fact that the self-energy is spin dependent, and that
correct treatment of the self-energy results is charge non-conservation.
This model can also be used to study topological insulators with magnetization, by setting the k2/2m term in the
Hamiltonian and the eigenvalues to zero.
In the following we often write the magnetic field as ~b thus allowing it to point in any direction, but we also at times
assume that it is a perpendicular magnetic field ~b = bz zˆ because this is simpler. We include a spin-orbit interaction
α(kyσx − kxσy). Because of the magnetic field, the density of states ρˆ and the self-energy Σ are not proportional to
the identity. Significant spin-polarization occurs only near the bottom of the dispersion, where only one of the two
spin-split states coincides with the Fermi energy.
We will show that that the BNM approach results in charge non-conservation and a coupling between charge and
spin.
The self-energy is:
ΣA = ~ΣA · σ (22)
ΣR = ~ΣR · σ (23)
We are violating convention here since we have not written the ı in Σ explicitly. In general Σ is expected to have an
important imaginary part, and the real part is usually neglected. Also note that if bx = by = 0, then also Σx = Σy = 0.
The Hamiltonian plus self-energy is:
HA,R = k2/2m+∆SO(kyσx − kxσy) + (~b+ ~ΣA,R) · ~σ (24)
=
k2
2m
+ (~b+ ~Σ) · ~σ +∆SOk
[
0 e−ıφk
eıφk 0
]
(25)
=
k2
2m
+ (~b+ ~Σ) · ~σ +∆SO
[
0 (kx − ıky)
(kx + ıky) 0
]
(26)
(27)
Since ~b always occurs in combination with ~ΣA,R, we write the combination as ~BA,R = ~b+ ~ΣA,R.
The energies are as follows. Note that if there is a self energy and it has an imaginary part, then these energies are,
in principal, complex.
EA,R(s,~k) =
k2
2m
+ΣA,R1 + s
√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2 (28)
EA,R,z(s,~k) =
k2
2m
+ΣA,R1 + s
√
(∆SO|k|)2 + (BA,Rz )2 (29)
(30)
9The Green’s functions are:
GA,R(~k,E) =
1
2
∑
s
1 + s ~XA,R(~k) · ~σ
E − EA,R(s,~k)∓ ıǫ
, ~σ = [σx, σy, σz ]
T
(31)
~GA,R(~k,E) =
1
2
∑
s
[
1, sXA,R1 , sX
A,R
2 , sX
A,R
3
]T
E − EA,R(s,~k)∓ ıǫ
, (32)
~GA,R,z(~k,E) =
1
2
∑
s
[
1, s cos θA,RB sin θk,−s cos θA,RB cos θk, s sin θA,RB
]T
E − k22m − ΣA,R1 − s
√
(∆SO|k|)2 + (BA,R)2z ∓ ıǫ
(33)
XA,R1 =
∆SOky +B
A,R
x√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2
, Xz1 = cos θ
A,R
B sin θk (34)
XA,R2 =
−∆SOkx +BA,Ry√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2
, Xz2 = − cos θA,RB cos θk (35)
XA,R3 =
BA,Rz√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2
, Xz3 = sin θ
A,R
B (36)
cos θA,RB = (∆SO|k|/
√
∆2SO|k|2 + (BA,R)2), sin θA,RB = (BA,R/
√
∆2SO|k|2 + (BA,R)2) (37)
The above formula for the Green’s functions is based on the following inversion formula:
(E − (k2/2m+∆SO(kxσx + kyσy) +Bzσz))−1 = 1
2
∑
s
1 + s ~X(~k) · ~σ
E − E(s,~k)
(38)
(39)
we prove the inversion formula as follows:
(E − (k2/2m+∆SO(kxσx + kyσy) +Bzσz))1
2
∑
s
1 + s ~X(~k) · ~σ
E − E(s,~k)
(40)
=
1
2
∑
s
1
E − E(s,~k)
((E − k2/2m)− s∆SO(kxX1 + kyX2)− sBzX3) = 1 (41)
+
1
2
∑
s
1
E − E(s,~k)
(s
(E − k2/2m)√
∆2SO|kF |2 +B2z
− 1)(∆SO(kxσx + kyσy) +Bzσz) = 0 (42)
+
1
2
∑
s
1
E − E(s,~k)
σz(−∆SOkxsX2 +∆SOkysX1) = 0 (43)
+
1
2
∑
s
1
E − E(s,~k)
σy(−BzsX1 +∆SOkxsX3) = 0 (44)
+
1
2
∑
s
1
E − E(s,~k)
σx(−∆SOkysX3 +BzsX2) = 0 (45)
Now we introduce the scattering tensor, which describes nonmagnetic white noise disorder:
Γαν,βξ = γδανδβξ (46)
(47)
We write the SCBA equation for calculating the self-energy:
ΣA,Rαβ (E) = Γαν,ξβ
∫
dk GA,Rνξ (E, k) = γ
∫
dk GA,Rαβ (E, k),
~ΣA,R = γ
∫
dk ~GA,R (48)
(49)
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If ~b = bz zˆ then it is trivial to prove that Σx = Σy = 0, and the remaining integrals have rotational invariance
resulting in one dimensional integrals:
~ΣA,R,z = 2πγ
∫ ∞
0
d|k| |k| 1
2
∑
s
[
1, 0, 0, s sin θA,RB
]T
E − k22m − ΣA,R1 − s
√
(∆SO|k|)2 + (BA,R)2z ∓ ıǫ
, (50)
~BA,R = ~b+ ~ΣA,R (51)
(52)
This SCBA equation should be solved self-consistently. However, many authors do not obtain self-consistency and
instead do the following zeroth order approximation, using the bare Green’s function. We follow this practice to
illustrate the consequences:
~ΣA,R,0 = γ
∫
dk ~GA(E, k, ~Σ = 0) = γ
∫
dk
1
2
∑
s
[1, sX1, sX2, sX3]
T
E − E(s,~k,Σ = 0)∓ ıǫ
(53)
≈ ±ıπγ
∫
dk
1
2
∑
s
δ(E − E(s,~k,Σ = 0)) [1, sX1, sX2, sX3]T (54)
= ±ı1
2
γ
∫
dφk
1
2
∑
s
ρ(φk, s)
[
1, sX1(kF (s, φk)φˆk), sX2(kF (s, φk)φˆk), sX3(kF (s, φk)φˆk)
]T
(55)
E ≡ E(s, kF (s, φk)φˆk),Σ = 0) (56)
ρ(φk, s) = 2π
∫ ∞
0
d|k| |k| δ(E − E(s, |k|φˆk,Σ = 0)) (57)
We begin calculating the collision integral I:
Iαγ,βδ(E,ω, q) = γ
∫
dkGAαγ(E + ω/2, k + q/2)G
R
βδ(E − ω/2, k − q/2) (58)
Iij(E,ω, q) = γ
1
2
∫
dkT r(GAαγ(E + ω/2, k + q/2)σiG
R
βδ(E − ω/2, k − q/2)σj) (59)
Iij(E,ω, q) =
1
2
∑
l,m
Tr(σlσiσmσj)Ilm(E,ω, q), (60)
Ilm(E,ω, q) = γ
∫
dk ~GAl (E + ω/2, k + q/2)
~GRm(E − ω/2, k − q/2) (61)
~GA,R(~k,E) =
1
2
∑
s
[
1, sXA,R1 , sX
A,R
2 , sX
A,R
3
]T
E − EA,R(s,~k)∓ ıǫ
, (62)
EA,R(s,~k) =
k2
2m
+ ΣA,R1 + s
√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2 (63)
XA,R1 =
∆SOky +B
A,R
x√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2
, (64)
XA,R2 =
−∆SOkx +BA,Ry√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2
, (65)
XA,R3 =
BA,Rz√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2
(66)
~GA,R,z(~k,E) =
1
2
∑
s
[
1, s cos θA,RB sin θk,−s cos θA,RB cos θk, s sin θA,RB
]T
E − k22m − ΣA,R1 − s
√
(∆SO|k|)2 + (BA,R)2z ∓ ıǫ
(67)
cos θA,RB = (∆SO|k|/
√
∆2SO|k|2 + (BA,R)2), sin θA,RB = (BA,R/
√
∆2SO|k|2 + (BA,R)2) (68)
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Since we want to show that charge is not conserved in the BNM approach, we choose to focus on Iij(E,ω = 0, q = 0).
I00 determines the charge lifetime, and I0j determines the coupling between charge and spin. We also insert the Green’s
functions:
Iij(E,ω = 0, q = 0) = γ
1
8
∑
s,s´
∫
dkT r(
1 + s ~XA(~k) · ~σ
E − EA(s,~k)
σi
1 + s´ ~XR(~k) · ~σ
E − ER(s´, ~k)
σj) (69)
= γ
1
8
∑
s,s´
∫
dkT r((1 + s ~XA(~k) · ~σ)σi(1 + s´ ~XR(~k) · ~σ)σj) (70)
× ( 1
E − EA(s,~k)
− 1
E − ER(s´, ~k)
)
1
EA(s,~k)− ER(s´, ~k)
(71)
(72)
Following standard practice, we now approximate the denominator, taking the imaginary part, and treating it as a
Dirac delta function.
Iij ≈ ıπγ 1
8
∑
s,s´
∫
dkδ(E −Re(EA(s,~k)))Tr((1 + s ~XA(~k) · ~σ)σi(1 + s´ ~XR(~k) · ~σ)σj) 1
EA(s,~k)− ER(s´, ~k)
(73)
+ ıπγ
1
8
∑
s,s´
∫
dkδ(E −Re(ER(s´, ~k)))Tr((1 + s ~XA(~k) · ~σ)σi(1 + s´ ~XR(~k) · ~σ)σj) 1
EA(s,~k)− ER(s´, ~k)
(74)
Now we require that the magnetic field be perpendicular to the plane, i.e. ~b = bzzˆ, and take advantage of the
resulting rotational symmetry:
Iij ≈
∑
s,s´
1
16
ıγρA(s)
EA(s,~kF (s, φ)) − ER(s´, ~kF (s, φ))
∫
dφTr((1 + s ~XA(~kF (s, φ)) · ~σ)σi(1 + s´ ~XR(~kF (s, φ)) · ~σ)σj) (75)
+
∑
s,s´
1
16
ıγρR(s´)
EA(s,~kF (s´, φ))− ER(s´, ~kF (s´, φ))
∫
dφTr((1 + s ~XA(~kF (s´, φ)) · ~σ)σi(1 + s´ ~XR(~kF (s´, φ)) · ~σ)σj) (76)
(77)
Now we specialize to calculating the charge lifetime, i.e. I00. If I00 is not equal to 1, then charge has a lifetime.
I00 ≈
∑
s,s´
1
8
ıγρA(s)
EA(s,~kF (s, φ))− ER(s´, ~kF (s, φ))
∫
dφ (1 + ss´ ~XA(~kF (s, φ)) · ~XR(~kF (s, φ))) (78)
+
∑
s,s´
1
8
ıγρR(s)
EA(s´, ~kF (s, φ)) − ER(s,~kF (s, φ))
∫
dφ (1 + ss´ ~XA(~kF (s, φ)) · ~XR(~kF (s, φ))) (79)
Now we analyze the deviation of ~XA · ~XR from 1, which is its value in a system without spin polarization. We also
break the sum
∑
s,s´ into contributions with s = s´ and contributions with s = −s´. (Here we are assuming ρA = ρR to
simplify the algebra, and later also ΣR = −ΣA, but the same argument goes through without these assumptions.)
1 + δXX = ~XA(~kF (s, φ)) · ~XR(~kF (s, φ)) (80)
(1 + ss´) = 2δ(s, s´) (81)
I00 ≈ π
∑
s
ıγρ(s)
EA(s,~kF (s, φ)) − ER(s,~kF (s, φ))
(82)
+
∑
s
1
4
ıγρ(s)
EA(s,~kF (s, φ)) − ER(s,~kF (s, φ))
∫
dφ δXX(s, φ) (83)
−
∑
s
1
8
ıγρ(s)
EA(s,~kF (s, φ)) − ER(−s,~kF (s, φ))
∫
dφ δXX(s, φ) (84)
−
∑
s
1
8
ıγρ(s)
EA(−s,~kF (s, φ)) − ER(s,~kF (s, φ))
∫
dφ δXX(s, φ) (85)
(86)
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δXX is independent of φ and the angular integral is trivial. The first of the four terms in I00 would be exactly 1 in
systems without spin polarization. Here it deviates from 1 meaning that charge is not conserved, because
ΣA1 = πγ
1
2
∑
s
ρ(s, E),ΣAz = πγ
1
2
∑
s
ρ(s, E) sX3(|~k(E, s)|) (87)
EA,R(s) = k
2/2m+ ıΣA,R1 + s
√
∆2SO|k|2 + (bz + ıΣA,Rz )2 (88)
Next we evaluate δXX and show that it is not zero, implying that charge is not conserved.
X1A,R =
∆SO kx√
(∆SO|k|)2 + (bz ± ıΣAz )2
, X2A,R =
∆SO ky√
(∆SO|k|)2 + (bz ± ıΣAz )2
, X3A,R =
bz ± ıΣAz√
(∆SO|k|)2 + (bz ± ıΣAz )2
(89)
δXX(s, φ) = −1 + (∆SO|k(s, φ)|)
2 + b2z + (Σ
A
z )
2√
(∆SO|k(s, φ)|)2 + (bz + ıΣAz )2
√
(∆SO|k(s, φ)|)2 + (bz − ıΣAz )2
(90)
= −1 +
√
(∆SO|k(s, φ)|)4 + b4z + (ΣAz )4 + 2b2z(ΣAz )2 + 2b2z(∆SO|k(s, φ)|)2 + 2(ΣAz )2(∆SO|k(s, φ)|)2
(∆SO|k(s, φ)|)4 + b4z + (ΣAz )4 + 2b2z(ΣAz )2 + 2b2z(∆SO|k(s, φ)|)2 − 2(ΣAz )2(∆SO|k(s, φ)|)2
(91)
= −1 +
√
1 +
4(ΣAz )
2(∆SO|k(s, φ)|)2
(∆SO|k(s, φ)|)4 + b4z + (ΣAz )4 + 2b2z(ΣAz )2 + 2b2z(∆SO|k(s, φ)|)2 − 2(ΣAz )2(∆SO|k(s, φ)|)2
(92)
(93)
This expression’s deviation from zero controls charge non-conservation. Its numerator (inside the square root) is
proportional to ΣAz ∆SOkF . Overall the deviation from zero is of order 1 when Σz and ∆SO|k(s, φ)| are of the same
magnitude, i.e. when the spin-orbit splitting ∆SO is of the same magnitude as the magnetization energy Σz. In this
case we find that the decay constant is of order O(1), meaning that the charge decay time is of the same order as the
momentum relaxation time.
In summary, charge is not conserved, i.e. I00 is not 1, both because π
∑
s
γρ(s)
2 Im(EA(s))
is not one, and because δXX
is not zero.
Lastly, we consider the charge-spin coupling, which should be zero.
I0j ≈
∑
s,s´
1
16
ıγρA(s)
EA(s,~kF (s, φ)) − ER(s´, ~kF (s, φ))
∫
dφTr((1 + s ~XA(~kF (s, φ)) · ~σ)(1 + s´ ~XR(~kF (s, φ)) · ~σ)σj) (94)
+
∑
s,s´
1
16
ıγρR(s´)
EA(s,~kF (s´, φ))− ER(s´, ~kF (s´, φ))
∫
dφTr((1 + s ~XA(~kF (s´, φ)) · ~σ)(1 + s´ ~XR(~kF (s´, φ)) · ~σ)σj) (95)
I0j ≈
∑
s,s´
1
8
ıγρA(s)
EA(s,~kF (s, φ)) − ER(s´, ~kF (s, φ))
∫
dφ(sXAj(~kF (s, φ)) + s´XRj(~kF (s, φ))) (96)
+
∑
s,s´
1
8
ıγρR(s´)
EA(s,~kF (s´, φ)) − ER(s´, ~kF (s´, φ))
∫
dφ(sXAj(~kF (s´, φ)) + s´XRj(~kF (s´, φ))) (97)
(98)
Now we decompose XA, XR into their mean value and difference. In a system without spin polarization, the difference
δX is zero. Because of the accompanying factor of s+ s´, the mean value X+ contributes only when s = s´. Similarly,
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the difference contributes only when s = −s´.
XAj = X+j + δXj , XRj = X+j − δXj (99)
I0j ≈
∑
s,s´
1
8
ıγρA(s)
EA(s,~kF (s, φ)) − ER(s´, ~kF (s, φ))
∫
dφ((s+ s´)X+j(~kF (s, φ)) + (s− s´)δXj(~kF (s, φ))) (100)
+
∑
s,s´
1
8
ıγρR(s´)
EA(s,~kF (s´, φ)) − ER(s´, ~kF (s´, φ))
∫
dφ((s+ s´)X+j(~kF (s´, φ)) + (s− s´)δXj(~kF (s´, φ))) (101)
=
∑
s
1
4
sγρ(s)
Im(EA(s))
∫
dφ(X+j(~kF (s, φ))) (102)
+
∑
s=−s´
1
8
ıγρA(s)(s− s´)
EA(s,~kF (s, φ))− ER(s´, ~kF (s, φ))
∫
dφδXj(~kF (s, φ)) (103)
+
∑
s=−s´
1
8
ıγρR(s´)(s− s´)
EA(s,~kF (s´, φ))− ER(s´, ~kF (s´, φ))
∫
dφδXj(~kF (s´, φ)) (104)
(105)
In the first term, the angular integral evaluates to zero when j = 1, 2, but not when j = 3; the coupling between
charge and Sz spin is non-zero. In the second and third terms δXj also integrates to zero when j = 1, 2, but not when
j = 3. In all terms X3 is independent of φ so the angular integral is trivial.
In summary, the j = 3 terms in I0j are non-zero, which means that charge mixes with Sz, which again means that
charge is not conserved.
III. WARD-TAKAHASHI IDENTITY AND DIFFUSION EQUATIONS
In this section we derive a Ward-Takahashi identity which ensures charge conservation. Our work is inspired by
two papers:
• Ward-Takahashi identities for disordered metals and superconductors, by Revaz Ramazashvili, PRB 66
220503(R), 200210.
• Ward-Takahashi identity for nonequilibrium Fermi systems, by Velicky Kalvova and Spicka, PRB 77 041201(R),
200814.
We prove the Ward-Takahashi identity using very strong and general non-perturbative arguments which are articulated
in these two papers. The proof applies to any interacting theory which commutes with the global charge operator. The
main value-added of our presentation is that we are explicitly emphasizing spin (and orbital) indices, and their role in
the Ward-Takahashi identity, where the other works did not. Our development was important for understanding how
charge conservation can be guaranteed in spin-polarized or orbital-polarized systems. The Ward-Takahashi identity
which we will prove is:
Σαβ(E + ω, p)− Σαβ(E, p) = −ω
∑
γ
Λαβ,γγ(E + ω,E, p, p) (106)
Σ is the self-energy. Λ is a four-point function, and is dimensionless. This Ward-Takahashi identity applies to several
variants of Λ: the advanced-retarded variant ΛAR, the retarded-retarded variant ΛRR, and the advanced-advanced
variant ΛAA.
Ramazashvilli’s PRB 66 220503(R)10 showed that the Ward-Takahashi identity for ΛAR is equivalent to a statement
that ΛARαβ,γγ(E + ω,E, p, p) has a pole at ω = 0, i.e.
ΛARαβ,γγ(E + ω,E, p, p) = 2Σ/ω ∝ (τω)−1 (107)
Moreover, if we keep the k momentum in ΛAR, we will get something like
ΛARαβ,γγ(E + ω,E, p+ k, p) ∝ (τω +Dk2)−1 (108)
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This is recognizable as a diffuson pole. The absence of a constant term in this expression, i.e. the absence of a lifetime,
indicates that charge is conserved. From this form written as a pole one can derive a diffusion equation governing
transport. The pole guarantees that the diffusion equation will satisfy charge conservation.
The Ward-Takahashi identity is very powerful for three reasons: (1) it concerns Λ which is the unique operator that
controls charge and spin transport (in the linear response approximation), (2) ω’s explicit role in the Ward-Takahashi
identity makes the existence of the pole Λ unavoidable, and (3) the Ward-Takahashi identity is rigorous for every
system which conserves global charge.
There is another Ward-Takahashi identity which has been proved by Vollhardt and Wolfle’s PRB 22 466611:
ΣRαβ(k,E + ǫ)− ΣAαβ(k,E) =
∫
dk´ Uαβ,γδ(k, k´, E, ǫ) (G
R
γδ(k´, E + ǫ)⊗ 1− 1⊗GAγδ(k´, E)) (109)
We will call this Ward II, in contrast to the more powerful one which we favor in this text. Here U is the irreducible
four point vertex, and has units of energy squared. Vollhardt and Wolfle’s Ward II identity is proved perturbatively,
and does not contain an explicit factor of ω. We have not found it directly useful for proving charge conservation
in the general case of spin-polarized or orbital-polarized systems. However, Vollhardt and Wolfle’s PRB 22 4666
Appendix A is very useful for understanding that in disordered systems the a ladder-diagram approximation for Λ,
combined with the CPA/SCBA approximation for Σ, does satisfy charge conservation11. The perturbative expansion
and manipulation used by Vollhardt and Wolfle’s PRB 22 4666 Appendix A to prove their Ward II identity transfers
exactly to showing that CPA/SCBA + the ladder-diagram approximation satisfies charge conservation.
After proving the Ward-Takahashi identity, we derive transport equations. First we discuss the general case of
a charge-conserving system, and then we present the equations for disordered systems with the CPA/SCBA + the
ladder-diagram approximation. Lastly there is an unfinished section discussing how these results, derived using
Matsubara frequencies, should be analytically continued to real frequencies.
A. The Ward-Takahashi identity
We will derive the Ward-Takahashi identity for the vertex correction under the imaginary-time (Matsubara) for-
malism, with ~ = 1. The action S[ψ†, ψ] is uniquely obtained from the Hamiltonian H(τ)[ψ†, ψ] as
S[ψ†, ψ] =
∑
α
∫ β
0
dτ
∫
dr ψ†α(r, τ)∂τψα(r, τ) +
∫ β
0
dτ H(τ)[ψ†(τ), ψ(τ)], (110)
with the fermionic field variables (Grassmann numbers) ψ
(†)
α (r, τ). The Hamiltonian H [ψ†, ψ] should be normal-
ordered so that it can be appropriately converted to the path-integral formalism. The integral over the imaginary
time τ is taken from 0 to β = 1/T . With this action, the partition function is given by the path integral
Z =
∫
Dψ†Dψ e−S[ψ†,ψ], (111)
where we suppress the source terms for the field variables.
The quantum and thermal average of the observable A is given by the path integral
〈A〉 = 1
Z
∫
Dψ†Dψ A e−S[ψ†,ψ]. (112)
The two-point Green’s function for the fermion is given by
Gαβ(r, τ ; r
′, τ ′) = 〈ψα(r, τ)ψ†β(r′, τ ′)〉 =
1
Z
∫
Dψ†Dψ ψα(r, τ)ψ†β(r′, τ ′) e−S[ψ
†,ψ]. (113)
For the spinless non-interacting fermions, the action can be written in general as
S[ψ†, ψ] =
∑
ωn,k
ψ†(k, ωn) [−iωn + ǫ(k)]ψ(k, ωn) ≡
∑
ωn,k
ψ†(k, ωn)D(k, ωn)ψ(k, ωn), (114)
with the Fourier transformed field variables
ψ(r, τ) =
1√
βV
∑
ωn,k
e−iωnτ−ik·rψ(k, ωn), (115)
ψ(k, ωn) =
1√
βV
∫ β
0
dτ
∑
r
eiωnτ+ik·rψ(r, τ), (116)
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where ωn = (2π/β)(n + 1/2) is the fermionic Matsubara frequency. Thus the non-interacting partition function Z
can be straightforwardly obtained,
Z =
∫
Dψ†Dψ e−S[ψ†,ψ] =
∏
ωn,k
[∫
dψ†(k, ωn)dψ(k, ωn)
(
1− ψ†(k, ωn)D(k, ωn)ψ(k, ωn)
)]
(117)
=
∏
ωn,k
D(k, ωn), (118)
where we have used the definition that Grassmann integral is equivalent to the derivative, and that the Grassmann
derivatives also anticommute each other.
Similarly, the averaging over ψψ† is given by
Z〈ψ(k, ωn)ψ†(k, ωn)〉 =
∫
dψ†(k, ωn)dψ(k, ωn)
[−ψ†(k, ωn)ψ(k, ωn) (1− ψ†(k, ωn)D(k, ωn)ψ(k, ωn))] (119)
×
∏
(ω′n,k
′) 6=(ωn,k)
[∫
dψ†(k′, ω′n)dψ(k
′, ω′n)
(
1− ψ†(k′, ω′n)D(k′, ω′n)ψ(k′, ω′n)
)]
=
∏
(ω′n,k
′) 6=(ωn,k)
D(k′, ω′n). (120)
As a result, the non-interacting Green’s function can be written in a simple form,
G0(k, ωn) = D
−1(k, ωn) =
1
−iωn + ǫ(k) , (121)
There is only one momentum index and one frequency index because we are exploiting momentum conservation and
energy conservation. In real space the Green’s function is
G0(r, τ ; r
′, τ ′) =
1
βV
∑
ωn,k
e−iωn(τ−τ
′)−ik·(r−r′)G0(k, ωn). (122)
We now generalize from scalar variables to a multi-component system, which is similar. The action, the partition
function, and the Green’s function are given by
S[ψ†, ψ] =
∑
ωn,k
ψ†α(k, ωn) [−iωn +Hαβ(k)]ψβ(k, ωn) ≡
∑
ωn,k
ψ†α(k, ωn)Dαβ(k, ωn)ψβ(k, ωn), (123)
Z =
∏
ωn,k
detD(k, ωn), (124)
G0,αβ(k, ωn) = 〈ψα(k, ωn)ψ†β(k, ωn)〉 = [D−1(k, ωn)]αβ =
[
1
−iωn +H(k)
]
αβ
, (125)
respectively.
As long as the original Hamiltonian H [ψ†, ψ] conserves the total particle number, the action S[ψ†, ψ] is invariant
under the time-independent global U(1) gauge transformation
ψα(r, τ) 7→ eiθψα(r, τ), ψ†α(r, τ) 7→ ψ†α(r, τ)e−iθ. (126)
The conservation of total charge
Q(τ) =
∑
α
∫
dr ψ†α(r, τ)ψα(r, τ) (127)
is equivalent to this global gauge symmetry.
We can also define the time-dependent U(1) gauge transformation
ψ˜α(r, τ) = e
iθ(τ)ψα(r, τ), ψ˜
†
β(r
′, τ ′) = ψ†β(r
′, τ ′)e−iθ(τ
′), (128)
16
with a time-dependent scalar function θ(τ). Under this transformation, the variation of the action S[ψ†, ψ] comes
only from a “Berry phase” term:
δθS = S[ψ˜
†, ψ˜]− S[ψ†, ψ] = i
∫
dτ ′′dr′′ ψ†γ(r
′′, τ ′′)θ˙(τ ′′)ψγ(r
′′, τ ′′) (129)
= i
∫
dτ ′′ θ˙(τ ′′)Q(τ ′′). (130)
We now derive the Ward-Takahashi identity related to the U(1) gauge invariance, namely total charge conserva-
tion. Since the path integral
∫ Dψ†Dψ is invariant under the local (time-dependent) U(1) gauge transformation, the
following equality is justified:
Gαβ(r, τ ; r
′, τ ′) =
1
Z
∫
Dψ†Dψ ψα(r, τ)ψ†β(r′, τ ′)e−S[ψ
†,ψ] (131)
=
1
Z
∫
Dψ˜†Dψ˜ ψ˜α(r, τ)ψ˜†β(r′, τ ′)e−S[ψ˜
†,ψ˜] (132)
=
1
Z
∫
Dψ†Dψ ψ˜α(r, τ)ψ˜†β(r′, τ ′)e−S[ψ˜
†,ψ˜] (133)
=
1
Z
∫
Dψ†Dψ ei[θ(τ)−θ(τ ′)]ψα(r, τ)ψ†β(r′, τ ′)e−S[ψ
†,ψ]−δθS[ψ
†,ψ]. (134)
Comparing the first and the fourth lines and taking θ(τ) infinitesimal, we obtain
0 =
1
Z
∫
Dψ†Dψ ψα(r, τ)ψ†β(r′, τ ′)
[
1− ei[θ(τ)−θ(τ ′)]e−δθS[ψ†,ψ]
]
e−S[ψ
†,ψ] (135)
=
1
Z
∫
Dψ†Dψ ψα(r, τ)ψ†β(r′, τ ′)
[−i[θ(τ)− θ(τ ′)] + δθS[ψ†, ψ]] e−S[ψ†,ψ]. (136)
Using the form of δθS in Eq. (129), we obtain the Ward-Takahashi identity relating the two-point and four-point
functions,
[θ(τ) − θ(τ ′)]Gαβ(x;x′) =
∫
dτ ′′dr′′ θ˙(τ ′′)χβγγα(x;x
′′;x′′;x′). (137)
Here we have introduced the shorthand notation x = (r, τ) and K ≡ (k, ωn).
Next we Fourier transform the Ward-Takahashi identity from position-time coordinates x = (r, τ) to momentum-
frequency coordinates K ≡ (k, ωn). Taking the specific form
θ(τ ′′) = θ¯e−iω¯mτ
′′
, W ≡ (0, ω¯m) (138)
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with ω¯m = (2π/β)m the bosonic Matsubara frequency, the left-hand and right-hand sides of Eq. (137) read
[LHS] = [θ(τ) − θ(τ ′)]Gαβ(r, τ ; r′, τ ′) (139)
=
θ¯
βV
∑
K
e−iK·(x−x
′)
[
e−iW·x − e−iW·x′
]
Gαβ(K) (140)
=
θ¯
βV
e−iW·(x+x
′)/2
∑
K
e−iK·(x−x
′)
[
e−iW·(x−x
′)/2 − eiW·(x−x′)/2
]
Gαβ(K) (141)
[RHS] =
∫
dx′′ θ˙(τ ′′)χβγγα(x;x
′′;x′′;x′) (142)
= −iω¯mθ¯
∫
dx′′ e−iW·x
′′ 1
(βV )3
∑
K,Q,K′′
ei(K+Q/2)·x−i(K
′′+Q/2)·x′′ei(K
′′−Q/2)·x′′−i(K−Q/2)·x′ (143)
× χβγγα(K;Q;K′′) (144)
= −iω¯m θ¯
(βV )2
∑
K,K′′
ei(K−W/2)·xe−i(K+W/2)·x
′
χβγγα(K;−W;K′′) (145)
= −iω¯m θ¯
(βV )2
e−iW·(x+x
′)/2
∑
K,K′′
eiK·(x−x
′)Gβ1β(K−W/2)Gαα1(K+W/2) (146)
× [(βV )δβ1γδγα1δ(K−K′′) + Λβ1γγα1(K;−W;K′′)] (147)
(148)
We have defined the vertex function Λ, a four point function, which we will discuss in more detail in the next section.
As a result, the Fourier transformed Ward-Takahashi identity is
GαβK−W/2)−Gαβ(K+W/2) = −iω¯m[Gαγ(K+W/2)Gγβ(K−W/2) (149)
+Gαα1 (K+W/2)
1
βV
∑
K′
Λβ1γγα1(K;W;K
′)Gβ1β(K−W/2)]. (150)
Multiplying [G−1(K+W/2)]α′α from the left and [G
−1(K−W/2)]ββ′ from the right, we obtain
[G−1(K+W/2)]α′β′ − [G−1(K−W/2)]α′β′ = −iω¯m
[
δα′β′ +
1
βV
∑
K′
Λβ′γγα′(K;W;K
′)
]
(151)
Using the specific form
[G−1(k, ωn)]αβ = −iωnδαβ + [H(k)− Σ(k, ωn)]αβ , (152)
G−1 = −ıE +H − Σ (153)
we finally obtain
[Σ(K+W/2)− Σ(K−W/2)]αβ = iω¯m 1
βV
∑
K′
Λβγγα(K;W;K
′), W ≡ (0, ω¯m) (154)
= iω¯m
1
βV
∑
K
Λγαβγ(K;W;K
′), (155)
which relates the self energy Σ and the vertex correction Λ. This is the final form of the Ward-Takahashi identity. In
the second line we have written the companion identity which applies to the Λ’s outer indices.
Note that the Ward-Takahashi identity proves that Λ contains a pole at ω¯m = 0. This is true because the left
hand side of the Ward-Takahashi identity does not go to zero when ω¯m → 0 - there is a branch cut in Σ at ω¯m = 0.
Therefore the right side of the Ward-Takahashi identity must also be non-zero. And therefore some component of Λ
must scale as (ω¯m)
−1 to cancel the explicit factor of ω¯m.
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If the disorder is static, independent of time, then the energy components of K,K′′ must be equal: ω = ω′′.
Therefore the sum ω or ω′′ in the above expressions is extraneous, and we need only a sum over k or k′′. The
Ward-Takahashi identity is now
∑
k′′
Λβγγα(ω,k;ω
′,q = 0;k′′) =
βV
iω¯m
[Σ(k, ω + ω′/2)− Σ(k, ω − ω′/2)]αβ (156)
These equations also prove that the susceptibility tensor χ contains a pole at ω¯m = 0, since χ is linearly related to
Λ. Please refer to the next section which defines χ(0) and χ(vc). With those definitions in place, we obtain
χαβγδ(K;Q;K
′′) = χ(0) + χ(vc) = Gα1α(K+Q/2)Gδδ1(K−Q/2) (157)
× [(βV )δα1βδγδ1δ(K+K′′) + Λα1βγδ1(K;Q;K′′)] (158)∑
K′′
χ
(vc)
αγγδ(K;W;K
′′) = Gα1α(K+W/2)Gδδ1(K−W/2)
∑
K′′
Λα1γγδ1(K;W;K
′′) (159)
=
βV
iω¯m
Gα1α(K+W/2)Gδδ1(K−W/2)[Σ(K+W/2)− Σ(K−W/2)]α1δ1 (160)
A similar identity shows that that there is also a pole in
∑
K χ
(vc)
αβγα(K;W;K
′′), i.e. the Ward-Takahashi identity
applies both to χ’s internal indices and to its external indices. Therefore we can conclude that the inverse of χ
conserves charge, and is (up to an inconsequential multiplicative constant) the charge transport operator.
Both χ and Λ are fully symmetric under interchange of inner and outer indices and retain the same pole.
This concludes our proof of the Ward-Takahashi identity.
B. Preparation for the Transport Equation
We define a local spin-charge density ραβ(x, τ) and a perturbing local potential Vαβ(x, τ). The charge transport
equation governing ρ is
ραβ(x) =
∫
dx′ χˆαγδβ(x,x
′) Vγδ(x
′) (161)
The transport kernel is χˆ, which is related to the four-point function, namely the susceptibility tensor, by
χˆαβγδ(x
′;x) = χαβγδ(x;x
′;x′;x) (162)
χαβγδ(x1;x2;x3;x4) ≡ 〈ψ†α(x1)ψβ(x2)ψ†γ(x3)ψδ(x4)〉. (163)
χˆ−1ρ has the same units as V , and χ has the meaning of dρ/dV .
The diffusion operator, i.e. the equation which controls transport at scales larger than the scattering length/time,
can be extracted by expanding (χˆ)−1 to linear order in ω′ and second order in q. After doing this expansion, if one
Fourier transforms from ω′ to t then one obtains a simple exponential evolution controlled by the kernel of χˆ.
We now discuss the Fourier transform of χˆ in some detail, to get a good understanding of how the transport
equations work. We require translational invariance and energy conservation, which makes the description in the
reciprocal space efficient. The Fourier transform of the transport function χˆ, and of any other two point function such
as the Green’s function Gαβ , is given by
χˆαβ(x;x
′) = χˆαβ(x− x′) = 1
βV
∑
K
e−iK·(x−x
′)χˆαβ(K) (164)
χˆαβ(K) =
∫
d(x − x′)eiK·(x−x′)χˆαβ(x;x′) (165)
The Fourier transform of the susceptibility tensor, and of any other four point function, is
χαβγδ(x;x
′;x′′;x′′′) =
1
(βV )3
∑
K,Q,K′′
ei(K+Q/2)·x−i(K
′′+Q/2)·x′ei(K
′′−Q/2)·x′′−i(K−Q/2)·x′′′χαβγδ(K;Q;K
′′) (166)
χαβγδ(K;Q;K
′′) =
∫
d(x′ − x)d(x′′ − x)d(x′′′ − x)e−i(K+Q/2)·x+i(K′′+Q/2)·x′e−i(K′′−Q/2)·x′′+i(K−Q/2)·x′′′ (167)
× χαβγδ(x;x′;x′′;x′′′) (168)
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We now separate the response function into two parts. The first part χ(0) gives the complete response function
of a non-interacting theory, and can be expressed as a product of two Green’s functions using Wick’s theorem. In
interacting systems there is a vertex correction χ(vc). We write χ(vc) in terms of the vertex function Λ, a four point
function. This is a definition of Λ:
χ = χ(0) + χ(vc) (169)
χ
(0)
αβγδ(x;x
′;x′′;x′′′) = Gβα(x
′;x)Gδγ(x
′′′;x′′) (170)
χ
(vc)
αβγδ(x;x
′;x′′;x′′′) =
∫
dx1dx
′
1 Gα1α(x1;x)Gδδ1 (x
′′′;x′1)Λα1βγδ1(x1;x
′;x′′;x′1) (171)
The Fourier transforms of these quantities are
χ
(0)
αβγδ(K;Q;K
′′) = Gβα(K+Q/2)Gδγ(K−Q/2)× (βV )δ(K−K′′) (172)
χ
(vc)
αβγδ(K;Q;K
′′) = Gα1α(K+Q/2)Gδδ1(K−Q/2)Λα1βγδ1(K;Q;K′′) (173)
χαβγδ(K;Q;K
′′) = Gα1α(K+Q/2)Gδδ1(K−Q/2) [(βV )δα1βδγδ1δ(K−K′′) + Λα1βγδ1(K;Q;K′′)] (174)
χˆ
(0)
αβγδ(Q) =
1
(βV )2
∑
K,K′
χ
(0)
αβγδ(K;Q;K
′′), χˆ
(vc)
αβγδ(Q) =
1
(βV )2
∑
K,K′
χ
(vc)
αβγδ(K;Q;K
′′) (175)
(176)
The Ward-Takahashi identity is
[Σ(K+W/2)− Σ(K−W/2)]αβ = iω¯m 1
βV
∑
K′
Λγαβγ(K;W;K
′) (177)
where the self-energy is defined by
[G−1(k, ωn)]αβ = −iωnδαβ + [H(k)− Σ(k, ωn)]αβ . (178)
We have neglected the diamagnetic contribution.
χˆ
(0)
αβγδ(x
′;x) = χˆ
(0)
αβγδ(x;x
′;x′;x) = Gβα(x
′;x)Gδγ(x;x
′) (179)
=
1
(βV )2
∑
K,K′
ei(K−K
′)·(x−x′)Gβα(K)Gδγ(K
′) (180)
χˆ
(0)
αβγδ(Q) =
∫
d(x′ − x) 1
(βV )2
∑
K,K′
eiQ·(x
′−x)ei(K−K
′)·(x−x′)Gβα(K)Gδγ(K
′) (181)
=
1
βV
∑
K
Gβα(K)Gδγ(K−Q) = 1
(βV )2
∑
K,K′
χ
(0)
αβγδ(K;Q;K
′′) (182)
(183)
C. The Diffusive Transport Equations - the Ladder diagram susceptibility and the SCBA
Now we introduce the ladder approximation for χ,Λ. We also introduce the SCBA for Σ, which requires an
assumption that disorder is weak and governed by Gaussian statistics. This is combination of approximations is
exactly the same as the RPA with a local φ4(x) interaction and an interaction strength set by Γ, with a single
modification: the disorder is static, so most of the integrations over energy ω are removed. As long as the impurity
density is small enough, we can easily treat strong impurities and non-Gaussian statistics by (a) moving from the SCBA
to the CPA, and (b) adding T-matrices to the ladder approximation. See work by Aires Ferreira and collaborators
for development of T-matrices15,16.
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Within these approximations, transport equations are:
Λαβγδ(ω,k;ω
′, q;ω′′,k′′) = ((1 − I(ω, ω′,q))−1)νγδηΓανηβGζα(ω + ω′/2,k+ q/2)Gβλ(ω − ω′/2,k− q/2)δ(ω − ω′′)
(184)
Iγζλδ(ω, ω
′,q) = ΓγαβδΦ, (185)
Φ =
1
V
∑
k
Gζα(ω + ω
′/2,k+ q/2)Gβλ(ω − ω′/2,k− q/2) (186)
Σαβ(ω) =
∑
γδ
Γαγδβ
∫
dkGγδ(ω,k) (187)
I is the collision integral. The diffusion operator can be extracted by expanding (χˆ)−1 to linear order in ω′ and second
order in q. After doing this expansion, if one Fourier transforms from ω′ to t then one obtains a simple exponential
evolution controlled by the kernel of χˆ.
The Ward-Takahashi identity is
[Σ(ω + ω¯m/2)− Σ(ω − ω¯m/2)]αβ = iω¯m 1
V
∑
ω′′,k′′
Λγαβγ(ω,k; ω¯m,q = 0;ω
′′,k′′) (188)
= iω¯m I(ω, ω¯m,q = 0)((1 − I(ω, ω¯m,q = 0))−1)νγδη (189)
Comparing to Burkov Nunez and Macdonald5, their transport kernel ((χˆtransport)−1) is 1− I(q, E, ω), where I is a
collision operator. In other words, they have, roughly, χˆtransport = (1−I(q, E, ω))−1. The biggest differences between
their result and ours are that (A) we have an additional factor of ΓGG multiplying their kernel, and (B) we require
that the equation for the self-energy Σ be solved self-consistently.
D. Some notes on the Matsubara formalism
This section is not complete yet.
The goal of this section is to perform the transition from Matsubara frequencies to real frequencies. The discussion
mostly follows the discussion in “Condensed Matter Field Theory” by Altland and Simons17.
If we want to analytically continue to the real axis then the ıω prefactor turns into ω, the quantities at E become
retarded quantities, and the quantities at E + ω become advanced quantities. One obtains:
ΣRǫξ(k,E)− ΣAǫξ(k,E + ω) = ω
∑
γ
∫
dk5Λ
RA
ǫγγξ(k, k5, k5, k, E + ω,E + ω,E,E) (190)
ΣAǫξ(k,E)− ΣAǫξ(k,E + ω) = ω
∑
γ
∫
dk5Λ
AA
ǫγγξ(k, k5, k5, k, E + ω,E + ω,E,E) (191)
ΣRǫξ(k,E)− ΣRǫξ(k,E + ω) = ω
∑
γ
∫
dk5Λ
RR
ǫγγξ(k, k5, k5, k, E + ω,E + ω,E,E) (192)
(193)
Suppose the Hamiltonian for the electrons is given by the matrix form,
Hˆ0 =
∫
dr ψ†α(r)hˆαβψβ(r) =
1
V
∑
k
ψ†α(k)hαβ(k)ψβ(k). (194)
Then the imaginary-time action is given by
S0[ψ
†, ψ] =
∫
dτdr ψ†α(r, τ)
[
∂τ + hˆαβ
]
ψβ(r, τ) =
1
βV
∑
ωn,k
ψ†α(k, ωn) [−iωn + hαβ(k)]ψβ(k, ωn), (195)
where β = (kBT )
−1 and ωn = (2π/β)(n+ 1/2). We also add a source term coupled to generalized density,
δS[ψ†, ψ;φ] =
∫
dτdr ψ†α(r, τ)φαβ(r, τ)ψβ(r, τ) =
1
βV
∑
ω¯m,q
φαβ(q, ω¯m)ραβ(q, ω¯m), (196)
21
where ω¯m = (2π/β)m and
ραβ(q, ω¯m) =
1
βV
∑
ωn,k
ψ†α(k +
q
2 , ωn)ψβ(k +
q
2 , ωn + ω¯m). (197)
The overall partition function is defined by the path integral,
Z[φ] =
∫
Dψ†Dψ e−S0[ψ†,ψ]−δS[ψ†,ψ;φ]. (198)
The expectation value of the charge is given by differentiating the partition function by φ,
〈ραβ(r, τ)〉 = − δ
δφαβ(r, τ)
lnZ[φ]
∣∣
φ=0
≃ −
∫
dτ ′dr′
δ2
δφαβ(r, τ)δφα′β′(r′, τ ′)
lnZ[φ]
∣∣
φ=0
φα′β′(r
′, τ ′). (199)
Thus the response function χ is given by the density-density correlation,
χαβ,α′β′(r, τ |r′, τ ′) = −
∫
dτ ′dr′
δ2
δφαβ(r, τ)δφα′β′(r′, τ ′)
lnZ[φ]
∣∣
φ=0
= −〈ραβ(r, τ)ρα′β′(r′, τ ′)〉. (200)
In the Fourier space, we have the familiar structure from the Wick’s theorem,
χαβ,α′β′(q, ω¯m) = −〈ραβ(q, ω¯m)ρα′β′(−q,−ω¯m)〉 (201)
= − 1
(βV )2
∑
ωn,ω′n,k,k
′
〈ψ†α(k − q2 , ωn)ψβ(k + q2 , ωn + ω¯m)ψ†α′(k′ + q2 , ω′n + ω¯m)ψβ′(k′ − q2 , ω′n)〉 (202)
=
1
βV
∑
ω,k
Gαβ′(k − q2 , ωn)Gα′β(k + q2 , ωn + ω¯m). (203)
The disorder-averaged Green’s function is given by[
G−1(k, ωn)
]
αβ
= iωn − hαβ(k) + iγαβ(k, ωn)sgnωn. (204)
As h and γ are Hermitian matrices, the Green’s function can be diagonalized by a certain unitary transformation U ,
Gαβ(k, ωn) ≡
∑
µ
U †αµ(k, ωn)
1
iωn − ǫµ(k) + iγµ(k, ωn)sgnωnUµβ(k, ωn). (205)
The summation over Matsubara frequencies can be transformed into the loop integral in the complex plane using
the Fermi-Dirac function f(z) = (1 + exp(βz))−1,
χαβ,α′β′(q, ω¯m) =
1
βV
∑
ωn,k
∑
µν
U †αµUµβ′U
†
α′νUνβ
1
iωn − ǫµ + iγµsgnωn
1
i(ωn + ω¯m)− ǫν + iγνsgn(ωn + ω¯m) (206)
= − 1
2πiV
∑
k
∑
µν
∮
dz U †αµUµβ′U
†
α′νUνβ
f(z)
z − ǫµ + iγµsgnImz
1
(z + iω¯m)− ǫν + iγνsgnIm(z + iω¯m)
(207)
(208)
The contour must contain all the Matsubara frequencies ıωn but it may not contain the branch cuts at Imz = 0 and
Im(z + iω¯m) = 0. Moreover parts of the contour at infinity are zero. The remaining integrals sum to
χ = − 1
2πiV
∑
k
∑
µν
∫ ∞
−∞
dǫ
{
f(ǫ)U †αµUµβ′U
†
α′νUνβ (209)
× [gRµ (ǫ)gRν (ǫ+ iω¯m)− gAµ (ǫ)gRν (ǫ + iω¯m) + gAµ (ǫ− iω¯m)gRν (ǫ)− gAµ (ǫ − iω¯m)gAν (ǫ)]
}
= − 1
2πiV
∑
k
∫ ∞
−∞
dǫ f(ǫ)
[
GRαβ′(ǫ)G
R
α′β(ǫ+ iω¯m)−GAαβ′(ǫ)GRα′β(ǫ + iω¯m) (210)
+GAαβ′(ǫ− iω¯m)GRα′β(ǫ)−GAαβ′(ǫ− iω¯m)GAα′β(ǫ)
]
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By the analytic continuation iω¯m → ω, and then reorganizing, we obtain
χαβ,α′β′(q, ω) = − 1
2πiV
∑
k
∫ ∞
−∞
dǫ
{
f(ǫ)
[
GRαβ′(ǫ)G
R
α′β(ǫ + ω)−GAαβ′(ǫ)GRα′β(ǫ+ ω)
]
(211)
+ f(ǫ+ ω)
[
GAαβ′(ǫ)G
R
α′β(ǫ+ ω)−GAαβ′(ǫ)GAα′β(ǫ + ω)
]}
.
=
1
2πiV
∑
k
∫ ∞
−∞
dǫ
{
(f(ǫ)− f(ǫ+ ω)) GAαβ′(ǫ)GRα′β(ǫ + ω) (212)
− [f(ǫ)GRαβ′(ǫ)GRα′β(ǫ+ ω)− f(ǫ+ ω)GAαβ′(ǫ)GAα′β(ǫ + ω)]} (213)
At this point one can take the imaginary part of the χ and after a few short steps obtain the Kubo formula for the
conductivity, as shown in Bruus and Flensberg18.
IV. CHECKS THAT OUR FORMALISM COMBINING THE SCBA WITH A SUSCEPTIBILITY BUILT
FROM LADDER DIAGRAMS OBEYS THE WARD-TAKAHASHI IDENTITY
Although any field theory that conserves global charge must obey the Ward-Takahashi identity and charge con-
servation, approximations made to that theory may result in charge non-conservation if the approximation used to
calculate the self energy Σ does not match the approximation used to calculate the susceptibility χ. We have proposed
to use the SCBA for the self energy and a sum of ladder diagrams (very similar to RPA) for the susceptibility. In this
section we perform many checks that the proposed approximations do satisfy the Ward-Takahashi identity.
Within the combination of SCBA and ladder diagrams, the Ward-Takahashi identity is:
ΣAαβ(E + ω)− ΣRαβ(E) = −ıω(I(E,ω, q = 0)(1− I(E,ω, q = 0))−1)αγ,βγ (214)
Iαγ,βδ(E,ω, q) = Γαν,βξ
∫
dkGAνγ(E + ω, k + q/2)G
R
ξδ(E, k − q/2) (215)
ΣAαβ(E) = Γαγ,βδ
∫
dk GAγδ(E, k) (216)
Sums are implied when we repeat indices.
In the next subsections discuss (A) checks of the Ward-Takahashi identity for all hamiltonians H and disorder Γ,
order by order in Γ. Next we show (B) that when the self-energy Σ is proportional to the identity, the Ward-Takahashi
identity is always satisfied. Next we show that (C) the minimal model (magnetization plus spin-orbit disorder) always
satisfies the Ward-Takahashi identity. Lastly we develop (D) the CoPt model (magnetization with spin-orbit coupling)
and show how to check the Ward-Takahashi identity order by order. In an earlier section we have showed that both
the minimal model and the CoPt model result in equations which violate charge conservation when treated with the
BNM approach, so the results shown here confirm that SCBA + ladder diagrams is superior.
A. Check of the Ward-Takahashi identity at first and second order in the disorder Γ
At first order in Γ the Ward-Takahashi identity is:∑
γδ
Γνγδη
∫
dk(G0γδ(k, E + ω)−G0γδ(k, E)) (217)
= ıω
∑
γαβ
Γναβη
∫
dkG0αγ(k, E + ω)G
0
γβ(k, E) (218)
= ıω
∑
αβ
Γναβη
∫
dk(
1
−ıE − ıω +H(k)
1
−ıE +H(k) )αβ (219)
=
∑
αβ
Γναβη
∫
dk(
1
−ıE − ıω +H(k) −
1
−ıE +H(k) )αβ (220)
=
∑
αβ
Γναβη
∫
dk(G0αβ(k, E + ω)−G0αβ(k, E)) (221)
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So the Ward-Takahashi identity is satisfied at first order.
At second order in Γ the Ward-Takahashi identity is:
∑
γδ
Γνγδη
∫
dk(G0(k, E + ω)Σ(E + ω)G0(k, E + ω)− (G0(k, E)Σ(E)G0(k, E))γδ) (222)
= ıω
∑
γαβ
Γναβη
∫
dkG0αγ(k, E + ω)(G
0(k, E)Σ(E)G0(k, E))γβ (223)
+ ıω
∑
γαβ
Γναβη
∫
dk(G0(k, E + ω)Σ(E + ω)G0(k, E + ω))αγG
0
γβ(k, E) (224)
+ ıω
∑
γαβx1y1x2y2
Γνx1y1η
∫
dkdk′G0x1x2(k
′, E + ω)G0y2y1(k
′, E)Γx2αβy2G
0
αγ(k, E + ω)G
0
γβ(k, E) (225)
=
∑
αβ
Γναβη
∫
dk((G0αγ(k, E + ω)−G0(k, E))Σ(E)G0(k, E))αβ (226)
+
∑
αβ
Γναβη
∫
dk(G0(k, E + ω)Σ(E + ω)(G0(k, E + ω)−G0γβ(k, E)))αβ (227)
+
∑
αβx1y1x2y2
Γνx1y1η
∫
dkdk′G0x1x2(k
′, E + ω)G0y2y1(k
′, E)Γx2αβy2(G
0(k, E + ω)−G0(k, E))αβ (228)
=
∑
αβ
Γναβη
∫
dk((G0αγ(k, E + ω)−G0(k, E))Σ(E)G0(k, E))αβ (229)
+
∑
αβ
Γναβη
∫
dk(G0(k, E + ω)Σ(E + ω)(G0(k, E + ω)−G0γβ(k, E)))αβ (230)
+
∑
x1y1
Γνx1y1η
∫
dk′(G0(k′, E + ω)(Σ(E + ω)− Σ(E))G0(k′, E))x1y1 (231)
(232)
So the Ward-Takahashi identity is satisfied at second order.
@e believe that similar results can be proved at any order if one uses the strategy described by Vollhardt and
Wolfle’s PRB 22 4666 Appendix A11. The examples we showed for first and second order already implement that
strategy.
B. Charge conservation when Σ is proportional to the identity
Now we look at the simplifying case where Σ is proportional to the identity, and prove that probability conservation
is obtained trivially. In this case:
Σαβ(E) =
∑
γδ
Γαγδβ
∫
dkGγδ(k, E) = 1× ı~
2τ(E)
(233)
Φανηβ(q = 0, ω, E) =
∫
dkGαν(k, E + ω)Gηβ(k, E) (234)
=
∫
dk(
1
−ıE − ıω +H(k)− Σ(E + ω) )αν(
1
−ıE +H(k)− Σ(E) )ηβ (235)∑
γ
Φαγγβ(q = 0, ω, E) =
1
−Σ(E) + Σ(E + ω) + ıω
∫
dk(G(k, E + ω)−G(k, E))αβ (236)
∑
γ
Iζγγδ(q = 0, E, ω) =
∑
αβγ
ΓζαβδΦαγγβ(q = 0, ω, E) =
−Σ(E) + Σ(E + ω)
−Σ(E) + Σ(E + ω) + ıω (237)∑
γ
Iζγγδ(q = 0, E, ω = 0) = δζδ (238)
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The last line proves that the operator 1−I, the diffusion kernel proposed by Burkov Nunez and Macdonald, conserves
charge when Σ is proportional to the identity. However it only proves charge conservation when the charge operator
acts on one side of I, not when it acts on the other side of I. We can expect that if Γ has spin structure then as a
general rule I will conserve charge on only one side.
In the last line we have assumed that 0 6= limω→0−Σ(E)+Σ(E+ω), which is reasonable because Σ(E) is analytically
continued to ΣR and Σ(E + ω) is analytically continued to ΣA.
Continuing through with the full Ward-Takahashi identity in the case where Σ is proportional to the identity:
Σνη(E + ω)− Σνη(E) = ıω
∑
γ
∫
dkΛνγγη(k, q = 0, ω, E) (239)
= ıω(1− Iˆ)−1Iˆ = ıω(Iˆ−1 − 1)−1, Iˆ = −Σ(E) + Σ(E + ω)−Σ(E) + Σ(E + ω) + ıω (240)
= ıω(
−Σ(E) + Σ(E + ω) + ıω
−Σ(E) + Σ(E + ω) − 1)
−1 = −Σ(E) + Σ(E + ω) (241)
(242)
Q.E.D.
C. Minimal Model: Magnetization Plus Spin-Orbit Disorder
We already discussed this model and showed that when treated with the BNM approach the resulting spin diffusion
equations do not conserve charge. Here we show that using the SCBA plus ladder diagrams in the correct way one
does obtain charge conservation.
In the minimal model there are two orbitals (spin up and spin down), H is the Hamiltonian, n is the density of
states, Γ is the scattering vertex, Σ is the self-energy. This minimal model has a zˆ Zeeman splitting between its
energy levels which causes in-plane precession of the spin, has minimal dependence on ~k, has a density of states which
is larger for spin up than for spin down (the asymmetry is controlled by nz), and has a spin-conserving disorder Γ0
and a spin-orbit disorder Γxσx ⊗ σx. Γ0 is not necessary for obtaining the probability non conservation.
H = k2/2m+ bzσz ,Γ = Γ11⊗ 1 + Γxσx ⊗ σx,Σ = Σ1 +Σzσz (243)
H +Σ = H0(k
2) + ΣA,R1 + (bz +Σ
A,R
z )σz (244)
EA,R(k, s) = H0(k
2) + ΣA,R1 + s(bz +Σ
A,R
z ), (245)
GA,R(~k,E) =
1
2
∑
s
1 + sσz
E − EA,R(s,~k)∓ ıǫ
(246)
We use the SCBA/CPA equation to calculate Σ:
ΣA,Rαβ (E) = Γαν,ξβ
∫
dk GA,Rνξ (E, k), (247)
ΣA,R(E) = (Γ1 − Γz)1
2
∑
s
∫
dk
1
E − EA,R(s,~k)∓ ıǫ
+ (Γ1 + Γz)σz
1
2
∑
s
∫
dk
s
E − EA,R(s,~k)∓ ıǫ
(248)
= (Γ1 + Γz)
1
2
∑
s
F (E − ΣA,R1 − s(bz +ΣA,Rz )∓ ıǫ) + (Γ1 − Γz)σz
1
2
∑
s
sF (E − ΣA,R1 − s(bz +ΣA,Rz )∓ ıǫ)
(249)
ΣA,Rs (E) = Γ1F (E − ΣA,Rs − sbz ∓ ıǫ) + ΓzF (E − ΣA,R−s + sbz ∓ ıǫ) (250)
F (u) =
∫
dk
1
u−H0(k2) = −2πm ln(
u− Λ/2m
u
) (251)
(252)
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For ordinary disorder, the collision integral is:
Iαγ,βδ(E,ω, q) = γ
∫
dkGAαγ(E + ω/2, k + q/2)G
R
βδ(E − ω/2, k− q/2) (253)
GA,R(~k,E) =
1
2
∑
s
1 + sσz
E − EA,R(s,~k)∓ ıǫ
(254)
The σx disorder just adds a σx after (or before?) each of the Green’s functions, so for our model we use the equations
below. At this point we introduce t, which is an extra sign found in the HLN paper. t = +1 if the Γx scattering comes
from spin-orbit impurities, and t = −1 if it comes from local magnetizations - see Hikami-Larkin-Nagaoka’s original
paper12.
I(E,ω, q) =
1
4
∑
s,s´
[Γ1(1 + sσz)⊗ (1 + s´σz) + tΓz(1 + sσz)σx ⊗ (1 + s´σz)σx] (255)
×
∫
dk
1
E + ω/2− EA(s, k + q/2)− ıǫ
1
E − ω/2− ER(s´, k − q/2) + ıǫ (256)
I(E,ω, q) =
1
4
∑
s,s´
[Γ1(1 + sσz)⊗ (1 + s´σz) + tΓz(σx + sıσy)⊗ (σx + s´ıσy)] (257)
×
∫
dk
[
1
E + ω/2− EA(s, k + q/2)− ıǫ −
1
E − ω/2− ER(s´, k − q/2) + ıǫ
]
(258)
× 1−ω − ER(s´, k − q/2) + EA(s, k + q/2) (259)
EA,R(k, s) = H0(k
2) + ΣA,R1 + s(bz +Σ
A,R
z ), (260)
ΣA,R1 (E) = (Γ1 + Γz)
1
2
∑
s
F (E − ΣA,R1 − sbz − sΣA,Rz ∓ ıǫ) (261)
ΣA,Rz (E) = (Γ1 − Γz)
1
2
∑
s
sF (E − ΣA,R1 − sbz − sΣA,Rz ∓ ıǫ) (262)
F (u) =
∫
dk
1
u−H0(k2) = −2πm ln(
u− Λ/2m
u
) (263)
(264)
To work toward the Ward-Takahashi identity, we set q = 0:
I(E,ω, q = 0) =
1
4
∑
s,s´
[Γ1(1 + sσz)⊗ (1 + s´σz) + tΓz(σx + sıσy)⊗ (σx + s´ıσy)] (265)
×
∫
dk
[
1
E + ω/2− EA(s, k)− ıǫ −
1
E − ω/2− ER(s´, k) + ıǫ
]
(266)
× 1−ω − ER(s´, k) + EA(s, k) (267)
I(E,ω, q) =
1
4
∑
s,s´
[Γ1(1 + sσz)⊗ (1 + s´σz) + tΓz(σx + sıσy)⊗ (σx + s´ıσy)] (268)
× −F (E − ω/2− Σ
R
s´ − s´bz + ıǫ) + F (E + ω/2− ΣAs − sbz − ıǫ)
−ω − ΣRs´ (E − ω/2) + ΣAs (E + ω/2)
(269)
(270)
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Analyzing the matrix elements in the numerator gives:
++→ ++ = Γ1 1
4
∑
s,s´
(1 + s)(1 + s´) (271)
++→ −− = Γz 1
4
∑
s,s´
(1 + s)(1 + s´) (272)
−− → ++ = Γz 1
4
∑
s,s´
(1 − s)(1− s´) (273)
−− → −− = Γ1 1
4
∑
s,s´
(1 − s)(1− s´) (274)
Converting to a different basis the identity and σz :
1→ 1 = (Γ1 + tΓz)1
4
∑
s,s´
(1 + ss´) = (Γ1 + tΓz)
1
2
∑
s=s´
(275)
1→ z = (Γ1 − tΓz)1
4
∑
s,s´
(1 + ss´) = (Γ1 − tΓz)1
2
∑
s=s´
(276)
z → 1 = (Γ1 + tΓz)1
4
∑
s,s´
(s+ s´) = (Γ1 + tΓz)
1
2
∑
s=s´
s (277)
z → z = (Γ1 − tΓz)1
4
∑
s,s´
(s+ s´) = (Γ1 − tΓz)1
2
∑
s=s´
s (278)
(279)
There is also a Sx, Sy sector, but this sector is decoupled from the 1, Sz sector and doesn’t affect probability
conservation.
In the 1, Sz sector we have s = s´, and I simplifies to:
I(E,ω, q = 0, s = s´ = 1) = [Γ1(++→ ++) + Γz(++→ −−)] d+ (280)
I(E,ω, q = 0, s = s´ = −1) = [Γ1(−− → ++) + Γz(−− → −−)] d− (281)
ds =
F (E + ω/2− ΣAs − sbz − ıǫ)− F (E − ω/2− ΣRs − sbz + ıǫ)
−ω +ΣAs (E + ω/2)− ΣRs (E − ω/2)
(282)
(283)
In summary (and we can absorb the (−2πm) factors into Γ1,Γz, giving Γ units of energy):
I(E,ω, q = 0) =
[
d+ 0
0 d−
] [
Γ1 Γz
Γz Γ1
]
(−2πm) (284)
ds = (−2πm)−1
∫
dk
1
E + ω/2− ΣAs − sbz −H0(k2)− ıǫ
1
E − ω/2− ΣRs − sbz −H0(k2) + ıǫ
(285)
ds =
F (E + ω/2− ΣAs − sbz − ıǫ)− F (E − ω/2− ΣRs − sbz + ıǫ)
−ω +ΣAs (E + ω/2)− ΣRs (E − ω/2)
(286)
ΣA,Rs (E) = (−2πm)Γ1F (E − ΣA,Rs + sbz ∓ ıǫ) + (−2πm)ΓzF (E − ΣA,R−s − sbz ∓ ıǫ) (287)
F (u) = (−2πm)−1
∫
dk
1
u−H0(k2) = ln(
u− UC
u
), UC = Λ/2m (288)
(289)
The susceptibilities are:
χ0 = (−2πm)−1
[
d+ 0
0 d−
]
(290)
χdiff = I(1 − I)−1χ0 (291)
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Note that 1− I does not conserve charge, i.e. it is not zero when multiplied by either [1 1] (on the left) or [1
1
]
(on
the right). This shows again that the BNM approach for calculating spin diffusion equations does not satisfy charge
conservation.
The Ward-Takahashi identity is:[
ΣA+(E + ω/2)− ΣR+(E − ω/2)
ΣA−(E + ω/2)− ΣR−(E − ω/2)
]
= −ω [1 1] I(1− I)−1 (292)
We check the Ward-Takahashi identity when Γz = 0:
Is =
Γ1F (E + ω/2− ΣAs − sbz − ıǫ)− Γ1F (E − ω/2− ΣRs − sbz + ıǫ)
−ω + Γ1F (E + ω/2− ΣAs − sbz − ıǫ)− Γ1F (E − ω/2− ΣRs − sbz + ıǫ)
(293)
1− Is = −ω 1−ω + Γ1F (E + ω/2− ΣAs − sbz − ıǫ)− Γ1F (E − ω/2− ΣRs − sbz + ıǫ)
(294)
− ω [1 1] I(1 − I)−1 = [1 1] [ΣA+(E + ω/2)− ΣR+(E − ω/2) 0
0 ΣA−(E + ω/2)− ΣR−(E − ω/2)
]
(295)
=
[
ΣA+(E + ω/2)− ΣR+(E − ω/2)
ΣA−(E + ω/2)− ΣR−(E − ω/2)
]
(296)
So the Ward-Takahashi identity is satisfied when Γz = 0.
We check the Ward-Takahashi identity when Γ1 = 0:
I(E,ω, q = 0) =
[
0 e+
e− 0
]
, I2 = e+e−
[
1 0
0 1
]
, I3 = e+e−I (297)
es =
ΣAs (E + ω/2)− ΣRs (E − ω/2)
−ω +ΣA−s(E + ω/2)− ΣR−s(E − ω/2)
(298)
I − I2 =
[−e+e− e+
e− −e+e−
]
, I(1 − I)−1 = (1− e+e−)−1
[−e+e− e+
e− −e+e−
]
(299)[
ΣA+(E + ω/2)− ΣR+(E − ω/2)
ΣA−(E + ω/2)− ΣR−(E − ω/2)
]
= −ω [1 1] I(1 − I)−1 (300)
So the Ward-Takahashi identity is satisfied when Γ1 = 0.
Moreover, using mathematica, we have checked that the Ward-Takahashi identity works for all values of Γ1,Γz. So
the Ward-Takahashi identity is satisfied for all Γ1,Γz.
Investigating 1− I−1, we find that at ω = 0 one of its eigenvalues is zero. The matrix is not symmetric. The right
eigenvector corresponding to the zero eigenvalue has a simple form.
We think that a spin diffusion equation does not have to be symmetric, but perhaps its q = 0, ω = 0 component,
i.e. its lifetime matrix, should be symmetric.
D. CoPt Model: Magnetization with Spin-Orbit Coupling
This model can also be used to study topological insulators with magnetization, by setting the k2/2m term in the
Hamiltonian and the eigenvalues to zero.
In the following we sometimes work with the magnetic field ~b pointing in any direction, but we also sometimes
specialize to perpendicular magnetic field ~b = bz zˆ because this is simpler. This model includes a spin-orbit interaction
α(kyσx − kxσy). The density of states ρˆ and the self-energy Σ are not proportional to the identity. Significant spin-
polarization occurs only near the bottom of the dispersion, where only one of the two spin-split states coincides with
the Fermi energy.
The self-energy is:
ΣA = ~ΣA · σ (301)
ΣR = ~ΣR · σ (302)
We are violating convention here since we have not written the ı in Σ explicitly. In general Σ is expected to have an
important imaginary part, and the real part is usually neglected. Also note that if bx = by = 0, then also Σx = Σy = 0.
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The Hamiltonian plus self-energy is:
HA,R = H0(k
2) + ∆SO(kyσx − kxσy) + (~b+ ~ΣA,R) · ~σ (303)
= H0(k
2) + (~b+ ~Σ) · ~σ +∆SOk
[
0 ıe−ıφk
−ıeıφk 0
]
(304)
= H0(k
2) + (~b+ ~Σ) · ~σ +∆SO
[
0 (ky + ıkx)
(ky − ıkx) 0
]
(305)
(306)
Since ~b always occurs in combination with ~ΣA,R, we write the combination as ~BA,R = ~b+ ~ΣA,R.
The energies are as follows. Note that if there is a self energy and it has an imaginary part, then these energies are,
in principal, complex.
EA,R(s,~k) = H0(k
2) + ΣA,R1 + s
√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2 (307)
EA,R,z(s,~k) = H0(k
2) + ΣA,R1 + s
√
(∆SO|k|)2 + (BA,Rz )2 (308)
(309)
The Green’s functions are:
GA,R(~k,E) =
1
2
∑
s
1 + s ~XA,R(~k) · ~σ
E − EA,R(s,~k)∓ ıǫ
, ~σ = [σx, σy, σz ]
T
(310)
XA,R1 =
∆SOky +B
A,R
x√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2
, Xz1 = cos θ
A,R
B sin θk (311)
XA,R2 =
−∆SOkx +BA,Ry√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2
, Xz2 = − cos θA,RB cos θk (312)
XA,R3 =
BA,Rz√
(∆SOky +B
A,R
x )2 + (−∆SOkx +BA,Ry )2 + (BA,Rz )2
, Xz3 = sin θ
A,R
B (313)
cos θA,RB = (∆SO|k|/
√
∆2SO|k|2 + (BA,R)2), sin θA,RB = (BA,R/
√
∆2SO|k|2 + (BA,R)2) (314)
The above formula for the Green’s functions is based on the following inversion formula:
(E − (k2/2m+∆SO(kxσx + kyσy) +Bzσz))−1 = 1
2
∑
s
1 + s ~X(~k) · ~σ
E − E(s,~k)
(315)
(316)
Now we introduce the scattering tensor, which describes nonmagnetic white noise disorder:
Γαν,βξ = γδανδβξ (317)
(318)
We compute the self-energy with the SCBA/CPA:
ΣA,Rαβ (E) = Γαν,ξβ
∫
dk GA,Rνξ (E, k) = γ
∫
dk GA,Rαβ (E, k),
~ΣA,R = γ
∫
dk ~GA,R (319)
(320)
If ~b = bz zˆ then it is trivial to prove that Σx = Σy = 0, and the remaining integrals have rotational invariance resulting
29
in one dimensional integrals:
~ΣA,R,z(E) = γ
1
2
∑
s
∫
dk
1 + s sin θA,RB (E)σz
E −H0(k2)− ΣA,R1 (E)− s
√
(∆SO|k|)2 + (bz +ΣA,Rz (E))2 ∓ ıǫ
, (321)
ΣA,Rsˆ (E) = γ
1
2
∑
s
∫
dk
1 + sˆs sin θA,RB (E)
E −H0(k2)− ΣA,R1 (E)− s
√
(∆SO|k|)2 + (bz +ΣA,Rz (E))2 ∓ ıǫ
, (322)
sin θA,RB (E) =
bz +Σ
A,R
z (E)√
(∆SO|k|)2 + (bz +ΣA,Rz (E))2
(323)
(324)
We begin calculating the collision integral I:
I(E,ω, q = 0) = γ
∫
dkGA(E + ω/2, k)⊗GR(E − ω/2, k) (325)
GA,R(E) =
1
2
∑
s
1 + s cos θA,RB (E)(sin θkσx − cos θkσy) + s sin θA,RB (E)σz
E −H0(k2)− ΣA,R1 (E)− s
√
(∆SO|k|)2 + (bz +ΣA,Rz (E))2 ∓ ıǫ
, (326)
sin θA,RB (E) =
bz +Σ
A,R
z (E)√
(∆SO|k|)2 + (bz +ΣA,Rz (E))2
(327)
(328)
We now resolve I into its 1, Sx, Sy, Sz components by tracing over Pauli matrices. After doing the angular integral,
the Sx, Sy components decouple from the 1, Sz components. We don’t evalulate the Sx, Sy components here because
they do not affect the Ward-Takahashi identity.
Resolved into 1, Sz components, after performing the angular average, the numerator of I is:
I = γ
4
∑
s,s´
[
1 + ss´ cos(θAB(E + ω/2)− θRB(E − ω/2)) s sin θAB(E + ω/2) + s´ sin θRB(E − ω/2)
s sin θAB(E + ω/2) + s´ sin θ
R
B(E − ω/2) 1− ss´ cos(θAB(E + ω/2) + θRB(E − ω/2))
]
(329)
(330)
When Σ = 0, we obtain θAB = θ
R
B , and the numerator simplifies enormously. When s = s´, the numerator is
I = γ
2
∑
s
[
1 s sin θB
s sin θB sin
2 θB
]
(331)
(332)
When s = −s´, the numerator is
I = γ
2
∑
s
[
0 0
0 cos2 θB
]
(333)
(334)
The fact that there is no coupling from charge to spin when s = −s´ is crucial for obtaining the Ward-Takahashi
identity.
I(E,ω, q = 0) =
∫
dk
I
E + ω/2−H0(k2)− ΣA1 (E + ω/2)− s
√
(∆SO|k|)2 + (bz +ΣAz (E + ω/2))2 − ıǫ
(335)
× 1
E − ω/2−H0(k2)− ΣR1 (E − ω/2)− s´
√
(∆SO|k|)2 + (bz +ΣRz (E − ω/2))2 + ıǫ
(336)
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The Ward-Takahashi Identity is:[
ΣA1 (E + ω/2)− ΣR1 (E − ω/2)
ΣAz (E + ω/2)− ΣRz (E − ω/2)
]
= −ω [1 0] I(E,ω, q = 0)(1− I(E,ω, q = 0))−1 (337)
ΣA,R(E) =
γ
2
∑
s
∫
dk
1 + sσz sin θ
A,R
B (E)
E −H0(k2)− ΣA,R1 (E)− s
√
(∆SO|k|)2 + (bz +ΣA,Rz (E))2 ∓ ıǫ
, (338)
sin θA,RB (E) =
bz +Σ
A,R
z (E)√
(∆SO|k|)2 + (bz + ΣA,Rz (E))2
(339)
[
ΣA,R1
ΣA,Rz
]
=
[
1
2Tr(Σ
A,R(E))
1
2Tr(Σ
A,R(E)σz)
]
(340)
I(E,ω, q = 0) =
∫
dk
I
E + ω/2−H0(k2)− ΣA1 (E + ω/2)− s
√
(∆SO|k|)2 + (bz +ΣAz (E + ω/2))2 − ıǫ
(341)
× 1
E − ω/2−H0(k2)− ΣR1 (E − ω/2)− s´
√
(∆SO|k|)2 + (bz +ΣRz (E − ω/2))2 + ıǫ
(342)
I = γ
4
∑
s,s´
[
1 + ss´ cos(θAB(E + ω/2)− θRB(E − ω/2)) s sin θAB(E + ω/2) + s´ sin θRB(E − ω/2)
s sin θAB(E + ω/2) + s´ sin θ
R
B(E − ω/2) 1− ss´ cos(θAB(E + ω/2) + θRB(E − ω/2))
]
(343)
χ0 = γ
−1I (344)
χdiff = γ
−1I(1− I)−1I (345)
These equations are ready to evaluate numerically. The integrals do not have to be done right, as long as the integral
in the self-energy matches the integral in I. More precisely, when s = s´ in I and Σ = 0 in I, then −ωI should be
equal to the zeroth-order approximation to ΣA(E)−ΣR(E). In particular, probably one could make a Fermi-surface
approximation, though some care would have to be given to choosing τ for each value of s, and there would be some
ambiguity about interpreting this choice. There is no numerical reason to make this approximation, it’s not any
trouble to perform the integration, but in terms of physical interpretation it would allow some interpretation of the
total result in terms of a density of states and a lifetime.
It is required that that the self-energy calculation be taken all the way to self-consistency, and that the calculation
of I use the correct self-energy. We also think that this means that it is not OK to approximate the difference in
energies in the two denominators as ω + ı/τ - you have to use the correct self energies, and the correct s, s´.
At leading order in Γ the Ward-Takahashi Identity is:
− ωI(E,ω, q = 0) (346)
=
∫
dk − ωγGA0 (E + ω/2)GR0 (E − ω/2) = (347)
=
∫
dk
−ωγ
2
∑
s
1 + s cos θB(sin θkσx − cos θkσy) + s sin θBσz
(E + ω/2−H0(k2)− s
√
(∆SO|k|)2 + b2z − ıǫ)(E − ω/2−H0(k2)− s
√
(∆SO|k|)2 + b2z + ıǫ+ ıǫ)
(348)
=
∫
dk
γ
2
∑
s
(1 + s cos θB(sin θkσx − cos θkσy) + s sin θBσz) (349)
× 1
E + ω/2−H0(k2)− s
√
(∆SO|k|)2 + b2z − ıǫ
1
E − ω/2−H0(k2)− s
√
(∆SO|k|)2 + b2z + ıǫ+ ıǫ
(350)
=
∫
dk γ(GA0 (E + ω/2, k)−GR0 (E − ω/2, k)) (351)
= ΣA(E + ω/2)− ΣR(E − ω/2) (352)
sin θB =
bz√
(∆SO|k|)2 + b2z
(353)
(354)
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At second order in γ the Ward-Takahashi identity is again satisfied:
− ωI(E,ω, q = 0)(1− I(E,ω, q = 0))−1 (355)
=
∫
dk − ωγGA0 (E + ω/2, k)ΣA(E + ω/2)GA0 (E + ω/2, k)GR0 (E − ω/2, k) (356)
+
∫
dk − ωγGA0 (E + ω/2, k)GR0 (E − ω/2, k)ΣR(E − ω/2)GR0 (E − ω/2, k) (357)
+
∫
dkdk´ − ωγ2GA0 (E + ω/2, k´)GA0 (E + ω/2, k)GR0 (E − ω/2, k´)GR0 (E − ω/2, k) (358)
=
∫
dkdk´ γ2GA0 (E + ω/2, k)G
A
0 (E + ω/2, k´)(G
A
0 (E + ω/2, k)−GR0 (E − ω/2, k)) (359)
+
∫
dkdk´ γ2(GA0 (E + ω/2, k)−GR0 (E − ω/2, k))GR0 (E − ω/2, k´)GR0 (E − ω/2, k) (360)
+
∫
dkdk´ γ2GA0 (E + ω/2, k´)(G
A
0 (E + ω/2, k)−GR0 (E − ω/2, k))GR0 (E − ω/2, k´) (361)
=
∫
dkdk´ γ2(GA0 (E + ω/2, k)G
A
0 (E + ω/2, k´)G
A
0 (E + ω/2, k)−GR0 (E + ω/2, k)GR0 (E + ω/2, k´)GR0 (E + ω/2, k))
(362)
= ΣA(E + ω/2)− ΣR(E − ω/2) (363)
We believe that similar results can be proved at any order if one uses the strategy described by Vollhardt and
Wolfle’s PRB 22 4666 Appendix A11. The examples we showed for first and second order already implement that
strategy.
V. SPIN DIFFUSION EQUATIONS FOR THE COPT MODEL: MAGNETIZATION WITH SPIN-ORBIT
COUPLING
This section has notes toward calculating the coefficients of the diffusion operator for a simple spin 1/2 model with
both magnetization and a spin-orbit interaction. This model has been used to analyze CoPt bilayers, and is also
applicable to magnetized TIs by setting the k2/2m term in the Hamiltonian and the eigenvalues to zero. The work
reported in this section is analytical, and is incomplete because it remains to solve the SCBA self-consistent equation
numerically and then evalulate all the spin diffusion coefficients numerically.
In the following we work with ~b pointing in any direction, but we also keep the equations for perpendicular magnetic
field ~b = bz zˆ because this is simpler. We include a spin-orbit interaction α(kyσx − kxσy). The density of states ρˆ and
the self-energy Σ are not proportional to the identity.
The self-energy is:
ΣA(E) = ~ΣA · σ (364)
ΣR(E) = ~ΣR · σ (365)
We are violating convention here since we have not written the ı in Σ explicitly. In general Σ is expected to have an
important imaginary part, and the real part is usually neglected. Also note that if bx = by = 0, then also Σx = Σy = 0.
The Hamiltonian minus self-energy is:
HA,R = H0(k
2) + ∆SO(kyσx − kxσy) + (~b− ~ΣA,R(E)) · ~σ (366)
In the case of a TI we set H0(k
2) = 0. In the case of a 2-D electron gas we set H0(k
2) = h0k
2/2k20.
The eigenvalues are as follows. Note that if there is a self energy and it has an imaginary part, then these eigenvalues
are, in principal, complex. The first equation gives the general case for any ~b,Σ, and the second equation gives the
eigenvalues when ~b,Σ are aligned with the z axis.
λA,R(s,~k, E) = H0(k
2)− ΣA,R1 + s
√
(∆SOky + bx − ΣA,Rx )2 + (−∆SOkx + by − ΣA,Ry )2 + (bz − ΣA,Rz )2 (367)
λA,R,z(s,~k, E) = H0(k
2)− ΣA,R1 + s
√
(∆SO|k|)2 + (bz − ΣA,Rz (E))2 (368)
(369)
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In the following expressions for the Green’s functions, we use the following inversion formula:
(E + ~A · ~σ)−1 = 1
2
∑
s
1 + s ~A · ~σ/| ~A|
E + λ( ~A · ~σ, s)
, λ = s| ~A| (370)
1? =?
1
2
∑
s
1 + s ~A · ~σ/| ~A|
E + s| ~A|
(E + ~A · ~σ) (371)
=
1
2
∑
s
E + Es ~A · ~σ/| ~A|+ ~A · ~σ + s| ~A|
E + s| ~A|
(372)
=
1
2
∑
s
(1 + s ~A · ~σ/| ~A|) (373)
= 1 (374)
The Green’s functions are:
GA,R(k, E) =
1
E +H(k)− ΣA,R(k, E)∓ ıǫ (375)
GA,Rαβ (k, E) =
1
2
∑
s
δαβ + s(S
A,R(k2, E))−1(∆SOkyσx −∆SOkxσy + bzσz − ΣA,Rz (E)σz)αβ
E +H0(k
2)− ΣA,R1 (E) + sSA,R(k2, E)∓ ıǫ
, (376)
SA,R(k2, E) =
√
∆2SOk
2 + (bz − ΣA,Rz (E))2 (377)
GA,Rαβ (k ± q/2, E ± ω/2) ≈
1
2
∑
s
δαβ + s(S
A,R(k2, E ± ω/2))−1(∆SOkyσx −∆SOkxσy + bzσz − ΣA,Rz (E ± ω/2)σz)αβ
E ± ω/2 +H0(k2)− ΣA,R1 (E ± ω/2) + sSA,R(k2, E ± ω/2)∓ ıǫ± ~~V (E ± ω/2) · q/2
(378)
~V A,R(k, E ± ω/2, s) = d
~dk
(H0(k
2) + sSA,R(k2, E ± ω/2)) (379)
V A,R(k, E ± ω/2, s) = d
~d|k| (H0(k
2) + sSA,R(k2, E ± ω/2)) (380)
V = (V R(k, E, s´) + V A(k, E, s))/2 (381)
dSA,R(k2, E ± ω/2)
~d|k| =
∆2SO|k|
~ SA,R(k2, E ± ω/2) (382)
The approximation in the last line is justified because if we write k + q/2, or E + ω/2, these have order of
magnitude q/kF = lF /L, or E/EF = tF /T , which are small in the diffusive regime. It’s only when these are divided
by Σ/EF = ~/(EF τ) = 1/(lkF ) = lF /l ≪ 1, which are small if disorder is ”weak”, that we obtain quantities that
are significant at diffusive length and time scales. The only way to get this extra multiplicative factor is from the
denominator of the Green’s functions. Moreover only terms in the denominator that are linear in q, ω need to be
considered, again because you can get only one compensating factor of Σ/EF from the denominator. In summary,
the numerator’s dependence on q, ω should be omitted, and the denominator should be expanded only to linear order
in these quantities.
We compute the self-energy with the SCBA:
ΣA,Rαβ (E) = Γανξβ
∫
dk GA,Rνξ (E,k) = γ
∫
dk GA,Rαβ (E,k) (383)
ΣA,R(E) = γ
∫
dk
1
E +H(k)− ΣA,R(E)∓ ıǫ (384)
This equation must be solved iteratively until self consistency is obtained; otherwise the Ward-Takahashi identity will
be broken.
If ~b = bz zˆ then it is trivial to prove that Σx = Σy = 0, and the remaining integrals have rotational invariance
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resulting in one dimensional integrals:
ΣA,R(E) = γ
1
2
∑
s
∫
dk
1 + s sin θA,R(E)σz
E +H0(k
2)− ΣA,R1 (E) + s
√
∆2SOk
2 + (bz − ΣA,Rz (E))2 ∓ ıǫ
, (385)
sin θA,R(E) =
bz − ΣA,Rz (E)√
∆2SOk
2 + (bz − ΣA,Rz (E))2
(386)
Σz =
1
2
Tr(Σσz), Σ1 =
1
2
Tr(Σ) (387)
We compute the main integral, assuming that the disorder has no spin structure:
Φανηβ(q, ω, E, ω/2) =
1
4
∑
s,s´
∫
dkMανηβ∆ (388)
M = (δαν + s(S
A(k2, E + ω/2))−1(∆SOkyσx −∆SOkxσy + bzσz − ΣAz (E + ω/2)σz)αν) (389)
× (δηβ + s´(SR(k2, E − ω/2))−1(∆SOkyσx −∆SOkxσy + bzσz − ΣRz (E − ω/2)σz)ηβ) (390)
∆ = (E + ω/2 +H0(k
2)− ΣA1 (E + ω/2) + sSA(k2, E + ω/2)− ıǫ+ ~~V A(E + ω/2) · q/2)−1 (391)
× (E − ω/2 +H0(k2)− ΣR1 (E − ω/2) + s´SR(k2, E − ω/2) + ıǫ− ~~V R(E − ω/2) · q/2)−1 (392)
= ((−ω/2− ΣR1 (E) + s´SR(k2, E − ω/2) + ıǫ− ~~V R(E − ω/2) · q/2) (393)
− (ω/2− ΣA1 (E + ω/2) + sSA(k2, E + ω/2)− ıǫ+ ~~V A(E + ω/2) · q/2))−1 (394)
× ((E + ω/2 +H0(k2)− ΣA1 (E + ω/2) + sSA(k2, E + ω/2)− ıǫ+ ~~V A(E + ω/2) · q/2)−1 (395)
− (E − ω/2 +H0(k2)− ΣR1 (E − ω/2) + s´SR(k2, E − ω/2) + ıǫ− ~~V R(E − ω/2) · q/2)−1) (396)
∆ ≈ ρ (δ − ~(~V R(E − ω/2) + ~V A(E + ω/2)) · q/2)−1 = (δ − V (~q · k))−1 (397)
∆ ≈ ρ (1
δ
+ ~q · kˆ V
δ2
+ (~q · kˆ)2 V
2
δ3
) (398)
δ = −ω − ΣR1 (E − ω/2) + ΣA1 (E + ω/2) + s´SR(k2, E − ω/2)− sSA(k2, E + ω/2) (399)
ρ = ((E + ω/2 +H0(k
2)− ΣA1 (E + ω/2) + sSA(k2, E + ω/2))−1 − (E − ω/2 +H0(k2)− ΣR1 (E − ω/2) + s´SR(k2, E − ω/2))−1)
(400)
At this point we can do all the angular integrals. Writing Φ now in terms of its spin and charge components, we
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obtain:
Φ00 = µ1 + µxy + µzz + q
2(d1 + dxy + dzz) (401)
Φ11 = µ1 − µzz + q2(d1 − dzz) +
(q2y − q2x)
2
dxy (402)
Φ22 = µ1 − µzz + q2(d1 − dzz)−
(q2y − q2x)
2
dxy (403)
Φ33 = µ1 − µxy + µzz + q2(d1 − dxy + dzz) (404)
Φ12 = +ıµz− − qxqydxy + ıq2dz− (405)
Φ21 = −ıµz− − qxqydxy − ıq2dz− (406)
Φ03 = Φ30 = µz+ + q
2dz+ (407)
Φ13 = qyγxyz+ + ıqxγ− (408)
Φ31 = qyγxyz+ − ıqxγ− (409)
Φ23 = −qxγxyz+ + ıqyγ− (410)
Φ32 = −qxγxyz+ − ıqyγ− (411)
Φ01 = qyγ+ + ıqxγxyz− (412)
Φ10 = qyγ+ − ıqxγxyz− (413)
Φ02 = −qxγ+ + ıqyγxyz− (414)
Φ20 = −qxγ+ − ıqyγxyz− (415)
µ1 = 〈1〉, µxy = 〈ss´XAxy XRxy〉, µzz = 〈ss´XAz XRz 〉, µz± = 〈sXAz ± s´XRz 〉 (416)
d1 = 〈~
2V 2
2δ2
〉, dxy = 〈ss´~
2V 2
2δ2
XAxy X
R
xy〉, dzz = 〈ss´
~
2V 2
2δ2
XAz X
R
z 〉, dz± = 〈
~
2V 2
2δ2
(sXAz ± s´XRz )〉 (417)
γ± = 〈~V
2δ
(sXAxy ± s´XRxy)〉, γxyz± = 〈
~V
2δ
ss´(XAz X
R
xy ±XRz XAxy)〉 (418)
〈....〉 = 1
4
∑
s,s´
∫
dk
ρ
δ
(419)
XA,Rxy = S
A,R(k2, E ± ω/2))−1∆SO|k| (420)
XA,Rz = S
A,R(k2, E ± ω/2))−1(bz − ΣA,Rz (E ± ω/2)) (421)
In the next equations we redo the calculations with disorder that is purely magnetic, of the type where M is
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proportional to GAσx ⊗GRσx +GAσy ⊗GRσy:
Φ00 = µ1 − µzz + q2(d1 − dzz) (422)
Φ11 = µxy + q
2dxy (423)
Φ22 = µxy + q
2dxy (424)
Φ33 = −µ1 + µzz + q2(−d1 + dzz) (425)
Φ12 = 0 (426)
Φ21 = 0 (427)
Φ03 = µz− + q
2dz− (428)
Φ30 = −µz− − q2dz− (429)
Φ13 = qy〈ss´XAz XRxy
~V
2δ
〉+ ıqx〈s´XRxy
~V
2δ
〉 = qy(γxyz+ + γxyz−)/2 + ıqx(γ+ − γ−)/2 (430)
Φ31 = qy〈ss´XRz XAxy
~V
2δ
〉+ ıqx〈sXAxy
~V
2δ
〉 = qy(γxyz+ − γxyz−)/2 + ıqx(γ+ + γ−)/2 (431)
Φ23 = −qx〈ss´XAz XRxy
~V
2δ
〉+ ıqy〈s´XRxy
~V
2δ
〉 = −qx(γxyz+ + γxyz−)/2 + ıqy(γ+ − γ−)/2 (432)
Φ32 = −qx〈ss´XRz XAxy
~V
2δ
〉+ ıqy〈sXAxy
~V
2δ
〉 = −qx(γxyz+ − γxyz−)/2 + ıqy(γ+ + γ−)/2 (433)
Φ01 = ıqx〈ss´XRz XAxy
~V
2δ
〉+ qy〈sXAxy
~V
2δ
〉 = ıqx(γxyz+ − γxyz−)/2 + qy(γ+ + γ−)/2 (434)
Φ10 = ıqx〈ss´XAz XRxy
~V
2δ
〉+ qy〈s´XRxy
~V
2δ
〉 = ıqx(γxyz+ + γxyz−)/2 + qy(γ+ − γ−)/2 (435)
Φ02 = ıqy〈ss´XRz XAxy
~V
2δ
〉 − qx〈sXAxy
~V
2δ
〉 = ıqy(γxyz+ − γxyz−)/2− qx(γ+ + γ−)/2 (436)
Φ20 = ıqy〈ss´XAz XRxy
~V
2δ
〉 − qx〈s´XRxy
~V
2δ
〉 = ıqy(γxyz+ + γxyz−)/2− qx(γ+ − γ−)/2 (437)
(438)
It is possible to mix the disorder types, in which case M will be a linear interpolation between the results with
magnetic disorder and the results with spin-independent disorder.
There are some exotic terms in Φ caused by ΣAz 6= ΣRz :
• The charge component Φ00 and the charge-Sz coupling Φ03 = Φ30 acquire a part which is not proportional to
1 + ss´, allowing s = −s´ physics to contribute.
• The energy beating factor δ, its derivative W , and the Fermi velocity V acquire a part which is proportional to
s+ s´, allowing s = s´ physics to couple to the spin-orbit interaction.
• The charge-Sx, Sy couplings become nonsymmetric, i.e. Φ01 − Φ10, Φ02 − Φ20 become nonzero.
• The symmetric part of the charge-Sx, Sy couplings, i.e. Φ01 + Φ10 and Φ02 + Φ20, acquire a part which is not
proportional to s+ s´, allowing s = −s´ physics to contribute.
• The spin-mixing terms Φ12−Φ21, Φ23−Φ32, Φ13−Φ31 acquire a part which is not proportional to s− s´, allowing
s = s´ physics to contribute.
VI. NOTES ON THE BETHE-SALPETER EQUATION AND THE QUANTUM KINETIC EQUATION
The Bethe-Salpeter equation is exact and offers a Ward-Takahashi identity, so we explored it extensively to see
how it could help us with magnetized systems. One of the most attractive things about this equation is that it
offers a nice base for developing and understanding the Keldysh based approach of Mischenko Shytov and Halperin,
which is closely tied to a Quantum Kinetic Equation. Therefore after exploring the Bethe-Salpeter equation and its
Ward-Takahashi identity we spent a lot of time trying to understand the Keldysh based approach and how it could
be made fully general including for magnetized systems. Pletyukhov’s PRB 75 155335 was particularly helpful here19.
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We were never able to bring this direction to a conclusion, and we still do not understand how to correctly generalize
the Keldysh approach to magnetized systems.
Eventually we decided that the Ward-Takahashi Identity offered by the Bethe-Salpeter equation is not powerful
enough, after we realized that the Ward-Takahashi identity explained by Ramazashvili10 is more powerful. We did not
figure out how to conserve probability in a magnetized system until we had abandoned the Bethe-Salpeter approach
in favor of Ramazashvili’s approach.
Probably the reason why the Bethe-Salpeter equation approach did not give us what we need is that it naturally
results in a description of how the density matrix evolves; a quantum kinetic equation whose inputs and outputs are
both densities. This turns out to be a bit too ambitious. What we have succeeded in doing is producing a formalism
which, given a perturbing potential as an input, produces a response density. We leave the problem of calculating the
perturbing potential to another day. This approach allows us to build on the foundation of linear response theory,
which is rock solid and gives us what we need to obtain spin conservation.
It is clear that there is a unique way within linear response theory (and still unique after application of the SCBA)
to obtain charge conservation in magnetized systems. Therefore a correct generalization of the Keldysh approach
must necessarily give identical results to the approach we present in this paper.
We retain these notes because the Bethe-Salpeter equation and the Keldysh approach retain great interest in their
own right.
A. Density matrix and probability conservation
Let us take an N -band system. With an arbitrary basis |µk〉 (µ = 1, . . . , N), the (unperturbed) Hamiltonian can
be written in the N ×N matrix form, Hˆ(k) = Hµν(k). Incorporating the disorder term Vˆ , the time evolution of the
density matrix ρˆ(t) is given by
ρˆ(t) =
∫
dE
2π
∫
dǫ
2π
e−iǫtGˆR(E + ǫ2 )ρˆ0Gˆ
A(E − ǫ2 ), (439)
where ρˆ0 is the density matrix at the initial time (t = 0). The matrix element becomes
ρµν(k, q; t) ≡ 〈µ,k + q2 |ρˆ(t)|ν,k − q2 〉 (440)
=
∫
dE
2π
∫
dǫ
2π
e−iǫt
∫
dk′ GRµα(k +
q
2 ,k
′ + q2 , E +
ǫ
2 )G
A
α′ν(k
′ − q2 ,k − q2 , E − ǫ2 )ρ0αα′(k′, q) (441)
Averaring over the disorder, we obtain
ρµν(k, q; t) =
∫
dE
2π
∫
dǫ
2π
e−iǫt
∫
dk′ GRµα(k +
q
2 ,k
′ + q2 , E +
ǫ
2 )G
A
α′ν(k
′ − q2 ,k − q2 , E − ǫ2 )ρ0αα′(k′, q) (442)
≡
∫
dE
2π
∫
dǫ
2π
e−iǫt
∫
dk′Φµανα′(k,k
′, q;E, ǫ)ρ0αα′(k
′, q). (443)
We need to calculate the tensor Φˇ(k,k′, q;E, ǫ).
The total probability at time t is given by
P (t) =
∑
µ
∫
dk〈µk|ρˆ(t)|µk〉 =
∑
µ
∫
dk ρµµ(k, 0; t) (444)
Using Eq.(443), we obtain
P (t) =
∫
dǫ
2π
e−iǫtP (ǫ), (445)
where
P (ǫ) =
∫
dE
2π
∫
dkdk′
∑
µ
Φµαµα′(k,k
′, 0;E, ǫ)ρ0αα′(k
′, 0). (446)
Thus, the probability conservation law is expressed by
d
dt
P (t) = −i
∫
dǫ
2π
e−iǫtǫP (ǫ)
!
= 0. (447)
We need to show the last equality, i.e. ǫP (ǫ) is independent of ǫ.
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B. Bethe-Salpeter equation and kinetic equation
The disorder-averaged 4-point propagator Φµνµ′ν′ satisfies the Bethe-Salpeter equation,
Φµνµ′ν′(k,k
′, E, ǫ) = Φ0
µα
µ′α′(k, E, ǫ)
[
δανδα′ν′δ(k − k′) +
∫
dk′′Uαβα′β′(k,k
′′, E, ǫ)Φβνβ′ν′(k
′′,k′, E, ǫ)
]
, (448)
where Uαβα′β′(k,k
′′, E, ǫ) denotes the “irreducible” vertex function, and the bare propagator Φ0 is defined by
Φ0
µν
µ′ν′(k, E, ǫ) = G
R
µν(k, E +
ǫ
2 )G
A
ν′µ′(k, E − ǫ2 ). (449)
In the matrix form, this equation can be simplified as
Φˇ(k,k′, E, ǫ) = Φˇ0(k, E, ǫ)
[
δ(k − k′) +
∫
dk′′Uˇ(k,k′′, E, ǫ)Φˇ(k′′,k′, E, ǫ)
]
, (450)
Φˇ0(k, E, ǫ) = Gˆ
R(k, E + ǫ2 )⊗ GˆAT (k, E − ǫ2 ). (451)
We should be careful that the advanced Green’s function is transposed.
Let us now fractionalize the bare propagator Φˇ0 as in the single-band case. In the matrix form, it becomes
Φˇ0(k, E, ǫ) = (Gˆ
R ⊗ 1ˆ)(1ˆ ⊗ GˆAT ) = −Eˇ−1(k, E, ǫ)Gˇ(k, E, ǫ), (452)
where
Eˇ(k, E, ǫ) =
[
(GˆR)−1 ⊗ 1ˆ
]
−
[
1ˆ⊗ (GˆAT )−1
]
(453)
=
[
E +
ǫ
2
− Hˆ(k)− ΣˆR(k, E + ǫ2 )
]
⊗ 1ˆ− 1ˆ⊗
[
E − ǫ
2
− Hˆ(k)− ΣˆA(k, E − ǫ2 )
]
(454)
≡ ǫ− δHˇ(k)− δΣˇ(k, E, ǫ) (455)(
δHˇ(k) = [Hˆ(k)⊗ 1ˆ]− [1ˆ⊗ Hˆ(k)], δΣˇ(k, E, ǫ) = [ΣˆR(k, E + ǫ2 )⊗ 1ˆ]− [1ˆ⊗ ΣˆA(k, E − ǫ2 )]
)
(456)
Gˇ(k, E, ǫ) =
[
GˆR(k, E + ǫ2 )⊗ 1ˆ
]
−
[
1ˆ⊗ GˆA(k, E − ǫ2 )
]
(457)
Multiplying Eˇ(k, E, ǫ) to Eq.(450) from the left, we obtain the kinetic equation
[
ǫ− δHˇ(k)− δΣˇ(k, E, ǫ)] Φˇ(k,k′, E, ǫ) = −Gˇ(k, E, ǫ) [δ(k − k′) + ∫ dk′′Uˇ(k,k′′, E, ǫ)Φˇ(k′′,k′, E, ǫ)] , (458)
leading to
ǫΦˇ(k,k′, E, ǫ) =
[
δHˇ(k) + δΣˇ(k, E, ǫ)
]
Φˇ(k,k′, E, ǫ)− Gˇ(k, E, ǫ)
[
δ(k − k′) +
∫
dk′′Uˇ(k,k′′, E, ǫ)Φˇ(k′′,k′, E, ǫ)
]
.
(459)
Here, the left hand side is the form appearing in Eq.(447).
C. Ward-Takahashi identity and probability conservation
Let us now substitute the right hand side of Eq.(458) to Eq.(446), and manipulate their contributions to ǫP (ǫ) one
by one.
(A) δHˇΦˇ term:
ǫP (A)(ǫ) =
∫
dE
2π
∫
dkdk′
∑
µ
δHµαµα′(k)Φ
αβ
α′β′(k,k
′, E, ǫ)ρ0ββ′(k
′) (460)
=
∫
dE
2π
∫
dkdk′
∑
µ
[Hµα(k)δµα′ − δµαHα′µ(k)] Φαβα′β′(k,k′, E, ǫ)ρ0ββ′(k′) (461)
=
∫
dE
2π
∫
dkdk′ [Hα′α(k)−Hα′α(k)] Φαβα′β′(k,k′, E, ǫ)ρ0ββ′(k′) (462)
= 0. (463)
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(B) δΣˇΦˇ term:
ǫP (B)(ǫ) =
∫
dE
2π
∫
dkdk′
∑
µ
δΣµαµα′(k)Φ
αβ
α′β′(k,k
′, E, ǫ)ρ0ββ′(k
′) (464)
=
∫
dE
2π
∫
dkdk′
∑
µ
[
ΣRµα(k, E +
ǫ
2 )δµα′ − δµαΣAα′µ(k, E − ǫ2 )
]
Φαβα′β′(k,k
′, E, ǫ)ρ0ββ′(k
′) (465)
=
∫
dE
2π
∫
dkdk′
[
ΣRα′α(k, E +
ǫ
2 )− ΣAα′α(k, E − ǫ2 )
]
Φαβα′β′(k,k
′, E, ǫ)ρ0ββ′(k
′) (466)
=
∫
dE
2π
∫
dkdk′ ∆Σα′α(k, E, ǫ)Φ
αβ
α′β′(k,k
′, E, ǫ)ρ0ββ′(k
′) (467)
=
∫
dE
2π
∫
dkdk′dk′′ Uα
′γ′
αγ (k,k
′′, E, ǫ)∆Gγ′γ(k
′′, E, ǫ)Φαβα′β′(k,k
′, E, ǫ)ρ0ββ′(k
′) (468)
In the last line we have used the Ward-Takahashi identity
∆Σµµ′ (k, E, ǫ) =
∫
dk′′Uµνµ′ν′(k,k
′′, E, ǫ)∆Gνν′ (k
′′, E, ǫ). (469)
(C) Gˇ term:
ǫP (C)(ǫ) = −
∫
dE
2π
∫
dkdk′
∑
µ
Gµαµα′ (k, E, ǫ)δ(k − k′)ρ0αα′(k′) (470)
=
∫
dE
2π
∫
dk′
∑
µ
[
GRµα(k
′, E + ǫ2 )δµα′ − δµαGAα′µ(k′, E − ǫ2 )
]
ρ0αα′(k
′) (471)
=
∫
dE
2π
∫
dk′∆Gα′α(k
′, E)ρ0αα′(k
′) (472)
In the last line we have shifted the variable E by ±ǫ/2 respectively. Using∫
dE ∆Gµν(k, E) = −2πiδµν, (473)
we obtain
ǫP (C)(ǫ) = −i
∫
dk′δα′αρ
0
αα′(k
′) = −iP0, (474)
which is independent of ǫ.
(D) GˇUˇ Φˇ term:
ǫP (D)(ǫ) = −
∫
dE
2π
∫
dkdk′dk′′
∑
µ
Gµαµα′ (k, E, ǫ)Uαβα′β′(k,k′′, E, ǫ)Φβγβ′γ′(k′′,k′, E, ǫ)ρ0γγ′(k′) (475)
= −
∫
dE
2π
∫
dkdk′dk′′∆Gα′α(k, E, ǫ)U
αβ
α′β′(k,k
′′, E, ǫ)Φβγβ′γ′(k
′′,k′, E, ǫ)ρ0γγ′(k
′) (476)
= −
∫
dE
2π
∫
dkdk′dk′′Uβ
′α′
βα (k
′′,k, E, ǫ)∆Gα′α(k, E, ǫ)Φ
βγ
β′γ′(k
′′,k′, E, ǫ)ρ0γγ′(k
′), (477)
where we have used the time-reversal symmetry of the vertex function,
Uαβα′β′(k,k
′′, E, ǫ) = Uβ
′α′
βα (k
′′,k, E, ǫ). (478)
Now we can see that ǫP (D)(ǫ) cancels with ǫP (B)(ǫ).
Therefore, we obtain
ǫP (ǫ) = ǫP (C)(ǫ) = −iP0, (479)
leading to
d
dt
P (t) = 0 for t > 0. (480)
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