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CHAPTER 1. INTRODUCTION 
Over the past forty years, the problem of nonspecular reflection of bounded 
beams from fluid-solid interfaces has been studied extensively. Early studies by 
Schoch [1] and Bertoni and Tamir [2] have concentrated on planar structures, both 
halfspaces and plates. More recent studies of reflection of sound from cylinders [3, 4] 
have concentrated on effectively planar incident fields, where the sound wave field 
does not vary appreciably over the cylinder diameter. 
The problem discussed here, nonspecular Gaussian beam reflection from cylindri-
cal shells, differs from the previous studies in that the incident field has a substantial 
spatial variation over the .. crlinder radius. Zeroug and Felsen [5, 6] studieg the theoret-
ical aspects of nonspecular reflection of divergent and collimated beams from planar 
and cylindrical interfaces. In their analysis, the plane interface results were extended 
-, 
to the cylindrical case by mapping the problem geometry to cylindrical coordinates 
'k 
and solving in terms of cylinder functions, while assuming locally planar conditions. 
By the Complex-Source-Point (CSP) method, which places a radiation source 
at a complex coordinate location, a conventional line-source-excited field can be con-
verted into a two- or three-dimensional quasi-Gaussian beam field which is an exact 
solution of the dynamical equations. When the field interacts with a plane or cylin-
drical elastic medium, the resulting field can be expressed rigorously in terms of 
2 
wavenumber spectral integrals. Asymptotic reduction of these integrals, achieved by 
the steepest descent method applied to deformed contours in the complex spectral 
wavenumber plane, accounts for all relevant wave phenomena. For the reflected field, 
this evaluation yields explicit expressions for the contributions of the specularly re-
fleeted beam and the leaky wave. Comparison to the experimental results of Zhang, 
et al. [7] and Chimenti, et al. [8] for these geometries has shown very good agree-
ment with the predictions of approximate calculations for planar and solid cylindrical 
structures. 
This thesis will present the experimental verification of the theoretical studies of 
the nonspecular reflection of collimated Gaussian acoustic beams from fluid-loaded 
cylindrical shells internally loaded with either air or fluid. In Chapter 2. a devel-
opment of the CSP model is presented for the planar and cylindrical cases. For the 
problem considered here, a two-dimensional model is sufficient, although a 3-D model 
exists allowing for the modeling of more complex objects. In Chapter 3, the consid-
erations for the numeri-c~ implementation of the CSP model will be-discussed, for 
both the planar and cylindrical cases. The experimental equipment and procedure 
are discussed in Chapter 4. In Chapter 5, the results of the experiments are dis-
cussed and compared to the numerical results. Finally a summary and conclusions 
~ _,(.._. 
are presented in Chapter 6. 
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CHAPTER 2. THEORETICAL ANALYSIS 
The nonspecular reflection of finite beams from planar and cylindrical interfaces 
has been extensively studied. The model developed by Zeroug and Felsen has been 
compared to experimental results for planar structures and for solid cylindrical struc-
tures. The experimental work discussed later extends this comparison to cylindrical 
shells. To help set up the problem at hand, a summary of the development of the the-
oretical model is presented here. For a complete and rigorous derivation see Zeroug 
et al. [6, 9]. 
Two-dimensional planar fluid-solid structures 
The CSP method, by displacing the source point into the complex plane, converts 
an ordinary line-source-excited field into a quasi-Gaussian-beam-excited field. 'vVe 
first consider the problem of scattering of the pressure field P in the flui~_.,_;xcited by a 
high-frequency real line or point source in the presence of an isotropic planar structure 
(see Fig 2.1). With the source located at r! (x', y'), the time-harmonic pressure 
at an observation point r. (x, y) in the fluid can be derived from a displacement 
potential field <J?(r.; r.'), 
(2.1) 
S(x',y') 
4 
-L. 
1 
·.. ; es ... 
·.~ .. ·~ ; ~-
' I ' 
I 
I .: 
I 
·. I ; 
O(x,y) 
-L 
··· .. :_ .... 
-+--------------~--------------------~ X 
-- ------------ .:...·_-::....-=-=:---------- ------------- _-_----- _ .. _-------- _...._--
h/2 
y 
Figure 2.1: Flat plate geometry 
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where PI is the fluid density, w is the angular frequency, and a time dependence 
exp{ -iwt} is assumed and suppressed. The potential field in the fluid satisfies the 
source-excited Helmholtz equation 
(2.2) 
subject to a radiation condition at infinity, and with appropriate boundary condi-
tions. We find the solution by expressing the potential <I> (r.; r.') in terms of an infinite 
spectrum of plane waves via the spectral decomposition, 
1 j+oo , 
<I>(r.; r.') = - <I>(k; y, y') exp{ ik(x- x') }dk. 
271" -oo 
(2.3) 
Incident field formulation 
vVe will first consider the formulation of the incident Gaussian beam field. The 
expression for the spectrum of the incident field is found by solving a reduced pla-
nar wave equation derived by substituting Eq. (2.3) into Eq. (2.2). <I> can then be 
expressed as, 
where ~~;I is defined as 
ii>(k;y,y') = -2-exp{i~~;J I y-y'l} 2~~; f 
when I k I< k1 
when I k I> k1. 
(2.4) 
(2.5) 
Substituting Eq. (2.4) in Eq. (2.3), the spectral integral representing the incident 
plane wave field generated by a line source at the real coordinate r.' is obtained. To 
convert the plane-wave field to a beam-type field, the following CSP substitution is 
made [6, 9], 
x' --+ x' = x' + ib sin a0 , y' --+ fj' = y' + ib cos a0 , (2.6) 
6 
where 
b real > 0, -7i :::; ao :::; +7i. (2.7) 
The field radiated by this complex-coordinate source has a quasi-Gaussian profile 
with a beam axis launching angle of a0 equal to the incident angle ei· The real 
parameter b, the Fresnel length, in Eq. (2.7) specifies the beam 1/e width as follows: 
w 0 J2bfkf. After the CSP substitution, the spectral integral representing the 
finite incident beam becomes, 
· i J+oo 1 { - } <I>~(z:.; r) = [~Jr exp iP(k) dk, 
47i -oo 
(2.8) 
where 
F(k) = k(x- i') + ~J(Y f/). (2.9) 
This integral in Eq. (2.8) is the exact solution for the CSP generated incident beam. 
The integration path runs along the real axis with indentations around the branch 
point due to the square root in Eq. (2.5). The integral is evaluated asymptotically 
by the saddle point method applied in the complex k plane. The first-order saddle 
point condition is, 
.. 
.... ~ 
(2.10) 
found by setting the k-derivative of Eq. (2.9) equal to zero. The asymptotically 
evaluated integral for the incident beam field is then expressed as, 
(2.11) 
where the complex distance function Li is defined as, 
(2.12) 
7 
Reflected field formulation 
The formulation for the reflected field parallels the development of the incident 
field. A reflected spectrum, equal to the incoming spectrum multiplied by an ap-
propriatly weighted reflection coefficient, is added to Eq. (2.4) to account for the 
reflected wave: 
fP(k; y, y') = - 2- [exp{i/\;1 I y- y' I}+ R(k) exp{ -ii\;J(Y + y')}], y S 0. (2.13) 
21\;/ 
Substitution of Eq. (2.13) into Eq. (2.3), followed by the CSP substitution from 
Eq. (2.6) yields the exact expression for the reflected beam field, 
(2.14) 
where the phase function pr is defined as, 
pr(k) = k(x- i')- KJ(Y + j/). (2.15) 
Asymptotic evaluation [9, 10] of the integral greatly simplifies the results and 
allows easy isolation of the relevant physical waye phenomena. The resulting expres-
sion can be separated into components expressing the contribution of the specularly 
reflected beam and of the leaky waves due to the individual poles to the·reflected field. 
As with the incident beam, the integral is evaluated by the saddle-point method. We 
first locate the saddle point, 
(2.16) 
The integration path is now deformed into a steepest descent path passing through 
the saddle point, accounting for the poles intercepted by the deformation as well as 
8 
the poles located near the saddle point [9]. The integral in Eq. (2.14) becomes, 
<I> r (r.; f.') rv 
(2.17) 
where kPj is the }th complex pole of the reflection coefficient. The distance functions 
1/ and L are defined in terms of the complex saddle point angle and the positions of 
the source and receiver, respectively: 
L' = -f/ I cos es, L = -yj cos es. (2.18) 
The quantity sp1 is a measure of the distance between the jth complex pole and the 
saddle point, 
(2.19) 
The transition function defined as, 
(2.20) 
accounts for the interaction between the specular and nonspecular reflections. The 
complex complementary error function is defined by, 
2 100 erfc(x) = fo x exp( -t2)dt. (2.21) 
Equation 2.17 can be separated into components, expressing the contributions of 
different components of the reflected field. The first line of Eq. (2.17), involving the 
reflection coefficient R(ks) and the saddle point, gives the contribution of the specular 
reflection to the total field. The second line of Eq. (2.17) involves the residue at each 
of the poles of the reflection coefficient. When taken separately, each term of the 
9 
summation gives the individual contribution of each of the poles to the nonspecular 
component of the reflected field. The transition function serves to smoothly account 
for this contribution. 
Reflection coefficient formulation 
For the fluid-loaded halfspace, only the Rayleigh pole kR exists, so the summation 
in Eq. (2.17) is only over one term. The reflection coefficient for the halfspace can 
be expressed as, 
R(k) = (kz- 2k2 ) + 4k2K,tl\,l- pktK,dK,J. 
( k[ - 2k2 ) + 4k2 1\,t/\,l + pk{ 1\,d 1\, f 
Here, pis the fluid-to-solid density ratio PJI p5 , 
and v1,t,J is the longitudinal, transverse, and fluid wavespeed, respectively. 
(2.22) 
(2.23) 
For the fluid-loaded plate, the evaluation of the reflected field becomes more 
' 
complicated. The summation in Eq. (2.17) must be carried over all the poles corre-
sponding to the Lamb modes excited for a given frequency. For a fluid-loaded plate, 
the reflection coefficient is given as, 
AS- Y 2 
R(k) = (A+ iY)(S- iY)' (2.24) 
where if we assume isotropy, 
s (2.25) 
10 
In Eq. (2.25), h is the plate half-thickness, and A and S correspond to the 
characteristic functions for the antisymmetric and symmetric Lamb modes, respec-
tively. The poles of the reflection coefficient correspond to the vanishing of (A+ iY) 
or (S- iY). See Chapter 3 for a complete discussion of the determination of the 
reflection coefficient poles. 
Cylindrical structures 
For the case of fluid-loaded cylindrical structures, the model formulation paral-
lels the development of the planar case. We begin with the pressure field P in the 
fluid, which is excited by a high-frequency line or point source located at r' = (1.1, ¢/). 
See Figure 2.2 for the problem geometry. The time-harmonic pressure field at an ob-
servation point r = ( r, ¢) in the fluid can be derived from the displacement potential 
field <I>(r; r') as in Eq. (2.1). This potential field must satisfy the Helmholtz equation 
in cylindrical coordinates, 
('Y2 + k;) <I>(r; r') = -o(r- r'), (2.26) 
where 
o(r- r') = o(r ~ r') 6( ¢- ¢'). 
r 
(2.27) 
To solve this equation, we express <I> in terms of an infinite spectrum of cylindrical 
waves, with a continuous spectral wavenumber v and in terms of the angle ¢. The 
spectral decomposition of <I> yields, 
1 j+oo ~ 
<I> (r; r') = - <I> exp { iv I ¢ - ¢' I } dv 
21f -oo 
(2.28) 
where the spectrum <I> is the Fourier transform in the v-domain. <I> must satisfy the 
11 
O(x,y) 
X 
y 
Figure 2.2: Cylindrical geometry 
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reduced radial wave equation 
[
d d 1(22 2]~ drr dr + :;:- kfr -v) <I>(v) -o(r - r'). (2.29) 
The solution of~ is given in terms of Hankel functions of the first and second kind, 
emphasizing inward (-r) and outward (+r) traveling waves [9]: 
A i1f { (2) H~2)(k1 a) (1) } (1) <I>(v) = 4 Hv (kJr <) + R(v) (1) Hv (kJr <) Hv (kJr>); r, r' >a. (2.30) Hv (kJa) 
In Eq. (2.30), r> and r < denote the larger and smaller of r and r', and a is the 
radius of the cylindrical structure. R(v) is the reflection coefficient from the fluid-
solid interface where v is defined as v = ka. The Hankel functions account for 
the cylindrical geometry. For this case, we have assumed that the waves propagate 
under locally planar conditions, and thus will use the reflection coefficient gi,·en in 
Eq. (2.24). 
Inserting Eq. (2.30) into Eq. (2.28) gives the spectral integral for the total field 
generated by a line sourc~ at the real coordinates To convert to ~a beam-type 
excited field, the CSP substitution is again performed as in Eqs. (2.6) and (2. 7). But 
now, the launching angle a0 of the transmitter and receiver is not equal to the incident 
angle ei (see Fig. 2.2). Mapping the CSP substitution to cylindrical coordinates we 
get, 
r'--+ r' J x12 + f)'2 , Re{ f'} 2:: 0 
tan-1 (~:) ¢/ = 1f when x' = 0. (2.31) 
Note that the location of the source must be defined in rectangular coordinates. The 
field generated by this source has the same properties as in the planar case discussed 
above. 
13 
The field can now be expressed as a sum of an incident component and a reflected 
component, 
where 
(pr (r_; f..') 
with the following definitions, 
{ 
r > = r' if Re { r'} > r 
r < = r' if Re{r'} < r 
and 
(2.32) 
(2.33) 
¢']} dv, 
[¢- ¢'] if Re{ rh'} ~ ¢ . (2.34) 
if Re{¢'} < ¢ 
The integrals in Eq. (2.34) provide the exact solution for the incident and reflected 
fields. However, these integrals can only be evaluated numerically and with difficulty. 
To simplify the integrals and to emphasize their physical content, the integrals are 
evaluated asymptotically:- This approach results in a closed-form solution for the 
integrals, similar to the solution for the planar case. 
To begin the asymptotic evaluation, the Hankel functions are replaced by their 
Debye approximations, 
sin r =r: ivr} (2.35) 
with the following definitions and restrictions, 
v 
cos r , [v- T[ > O([v[ 113), [arg{ T }I < 1r /2, 
T 
[vi< ITI, 0 < Re{r} < n. (2.36) 
14 
Now, the saddle-point method is applied to the integral by deforming the integration 
contour originally running along the real axis into a steepest descent path passing 
through the first-order saddle point. The evaluation of the incident and reflected 
fields are considered separately below. 
Incident field formulation 
Before evaluating the incident field integral, the following assumptions and re-
strictions must be made, 
(2.37) 
Inserting the Debye approximations of the Hankel functions into the incident field 
integral from Eq. (2.34) yields, 
where 
and 
l> 
-1 v 
cos -k-, 'Y< 
JT< 
-l v 
cos -k-. 
JT< 
(2.38) 
(2.39) 
(2.40) 
The saddle point of the incident field is found by setting the v-derivative of pi equal 
to zero and solving for fi8 , 
(2.41) 
Upon completion of the saddle-point evaluation, we find that the CSP incident beam, 
when expressed as a complex ray field, is identical to the planar field in Eq. (2.11) [7]. 
15 
Reflected field formulation 
As with the incident beam field, the Hankel functions in the integrand of the 
reflected field in Eq. (2.34) are replaced by the Debye asymptotics yielding, 
i j+oo exp {iPr(v)} 
q>T r· r' = R ll dv (_,-) 4Trkr/r:ii -oo ( ) Jsinry sin i'' (2.42) 
where 
Pr(v)=kf(rsinr+f'sin,:Y'-2asin"fa) v(r+i''-2"'(a-[¢ ¢']) (2.43) 
and 
i'' = cos- 1 (k;r') , Ia cos- 1 ( k~a) (2.4~) 
!vi< (kJr; ktf'; kJa), lv- (kfr; k1f'; kJa)i > O(juj 113 ). 
As with the incident field, we first locate the saddle point by setting the v-derivatiYe 
of Pr(v) equal to zero and solving for V8 , 
- . 
cos-
1 (~sr) +cos- 1 (~~,) -2cos- 1 (~sa)=[¢-¢']. (2.45) 
The integration path is deformed into the steepest descent path· (SDP) passing 
through the saddle point. 
We express the total reflected field as the sum of contributions from the in-
tegration along the SDP (denoted by ~:Cr.; f.')) and from the residues of the poles 
intercepted by the deformation process (denoted by ~;J (r.; f.') for each pole), 
M 
1>T(T" T1) = 1>r(r• T1) + '"'q>T. (r· T1). 
_, - s _, - L....t P1 _, - (2.46) 
j=l 
16 
The contribution of the contour integration in the complex v-plane is expressed in 
ray-based coordinates as, 
where the complex distances L and D, defined as 
L-, _, . _, = r Sill[ asinralv-., , L = rsin[ asinralr~., 
(2.47) 
(2.48) 
are extensions of the distances from the beam waist center to the interface and from 
the interface to the observer, respectively. 
The expression in Eq. (2.47) gives the high-frequency quasi-Gaussian beam field 
reflected from a curved surface of radius a characterized by a slowly varying re-
flection coefficient R( v). There are two degenerate cases in which the square root 
term becomes unity; when the radius of curvature, a, becomes large, and when the 
observation point lies .on .the interface (L = 0). 
In addition to the saddle point contribution, we must also consider the contribu-
tions from the poles of the reflection coefficient intercepted during _the deformation 
of the integration path. In this region the reflection coefficient will vary rapidly when 
the saddle point trajectory passes near the pole singularities. Uniform asymptotics 
are applied and the pole contributions added to the SDP contribution [6], 
(2.49) 
17 
As in the planar case, the complex distance sPi, defined as 
(2.50) 
is a measure of the proximity of the saddle point to the pole. 
Here, arg [ SDPiv.] is the argument of dv along the SDP at v = i/5 , and vPi is 
the jth pole of the reflection coefficient R(v). The first term in Eq. (2.49) represents 
the specularly reflected field, while the second term represents the nonspecularly 
reflected field through contributions from the residues of the j\ff reflection coefficient 
poles. As in the planar case, the leaky wave behavior is smoothly accounted for by 
the transition function r() defined in Eq. (2.20). 
18 
CHAPTER 3. NUMERICAL ANALYSIS 
Verification of the theoretical model requires numerical evaluation of the field 
equations given in Chapter 2. The development of the computer code for the planar 
and cylindrical cases is similar, which allows us to use the less complicated planar 
model as a basis for generating the cylindrical model. Since locally planar conditions 
are assumed in the development of the cylindrical model, the code used to e\·aluate 
the reflection coefficient can be used in both cases. The pole singularities must be 
known for the evaluation of the nonspecular reflection and for the experimental setup, 
thus we will discuss the numerical evaluation of the reflection coefficient and of the 
poles first. Second, we will develop the numerical model for the simpler planar case 
and discuss the significance of the numerical results. Third, we will extend the planar 
model to the more general cylindrical case. 
Reflection coefficient and poles 
Locally planar conditions were assumed in the development of the cylindrical 
CSP model, thus we only need to evaluate the reflection coefficient for a flat plate. 
This assumption is valid only if the poles for the cylindrical geometry are not displaced 
significantly from the poles for the planar geometry. The expression for the reflection 
coefficient for an isotropic flat plate immersed in a fluid given in Eq. (2.24) is repeated 
here, 
where 
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R(k) AS- Y
2 
(A+ iY)(S- iY) 
A A(k) = (kz- 2k2 ) 2 tan ~~h + 4k2~t~l tan ~th 
s = S(k) = (kz 2k2 ) 2 cot~~h+4k2~t~lcot~th 
(3.1) 
(3.2) 
The pole singularities corresponding to the existence of antisymmetric and symmetric 
Lamb waves are caused by the vanishing of (A+ iY) and (S- iY), respectively. 
Therefore, to locate the poles we must locate the zeros ofthe denominator of Eq. (3.1). 
Unfortunately, the denominator is a transcendental function of a complex ,·ariable 
and is not well behaved, requiring a numerical search routine to locate the poles. 
To prepare for the application of a numerical search routine, we define the following 
function, 
F(k) ln{I(A+iY)(S iY)I+l}. (3.3) 
The magnitude function allows us to employ a minimization routine rather than a 
zero location routine, increasing the number of methods available. Locating the poles 
by finding the minimum of is possible only if local minima are not ... {xesent, or if 
the minimization routine captures only global minima. Convergence of the search 
routine can be sometimes be improved by the natural logarithm in Eq. (3.3), which 
reduces the gradient of F close to the poles. 
For the cases studied here (Jd < 2), up to four Lamb wave poles, corresponding 
to A0 , A 1, S0 , and S1, and two branch points, corresponding to k1 and kt, may exist. 
All will produce zeros of Eq. (3.3) and all are generally in close proximity, making 
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selection of a starting point for the numerical search routine difficult. The constraints 
placed on the value of k allows us to restrict the search region to the first quadrant 
of the complex plane. It is instructive to plot the value of :F(k) as shown in Fig. 3.1. 
Four propagating Lamb wave modes exist at 1 MHz: two antisymmetric modes, A0 
and A1 , and two symmetric modes, 50 and 5 1. The branch point corresponds to the 
critical angle for the longitudinal wave mode k1; the branch point for the transverse 
wave kt is not visible. One additional minimum is visible with a large imaginary 
component, corresponding to the A2 mode, which is cut off at 1 MHz and does not 
propagate owing to the large imaginary component. The maxima of the function 
:F(k) do not have a physical meaning by themselves, but must be compared to the 
value of the numerator before any conclusions may be drawn. 
Figure 3.1 clearly shows the difficulty in selecting the starting point for the 
numerical search. The minima corresponding to A0 and 50 , as well as A 1 and the k1 
branch point, are quite close, requiring careful selection of the starting point if the 
search is to converge to·tl~ desired pole. Using the information from tlre surface plot, 
the starting point is selected so that it is located close to, and up-slope from, the 
desired pole. Occasionally, a pair of poles may be close enough to prevent convergence 
of the search routine, requiring examination of the antisymmetric ?-~d symmetric 
cases separately, 
:F1(k) =ln{IA+iYJ 1}, :F2 (k) =ln{IS iY! +1}. (3.4) 
Separation of the two cases resolves the problem of A0 and 50 being close, however the 
branch point must still be accounted for in both :F1 ( k) and :F2 ( k). If the starting point 
is selected properly, the search routine will converge rapidly, and the antisymmetric 
and symmetric poles can be easily identified. 
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Figure 3.1: Surface plot of F( k) showing the pole singularities and branch point of 
the reflection coefficient R(k) for a 3.55 mm 2024 aluminum plate at a 
frequency of 1 MHz. 
Due to the transcendental nature ofF, F1, and F 2 , an explicit expression for 
the gradient cannot be derived and must be evaluated numerically. However, several 
additional function evaluations will be required to find the gradient, degrading the 
performance of the search routine. Therefore, it is advantageous to use ~search rou-
tine that does not require the gradient of F. The complex nature of the wavenumber 
presents another difficulty which is easily overcome by expressing the wavenumber as 
k =a+ i/3, and by conducting a two-dimensional search in the (a, {3) plane. 
After reviewing the above considerations, a multi-dimensional pattern search 
was selected [11]. A pattern search does not require any gradient information, but 
rather locates the minimum (or maximum) of a function by selecting a series of test 
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Table 3.1: Fluid-loaded reflection coefficient poles for 3.55 mm thick 2024 aluminum 
plate at 1 MHz. 
Mode Pole location Angle 
Branch point 0.9863 13.50° 
A1 1.1487 + 0.0405i 15.76° 
Ao 2.1804 + 0.0568i 31.04° 
s1 0.2896 + 0.0597i 3.90° 
Branch point 0.9754 + 0.0001i 13.33° 
So 1.9949 + 0.0955i 28.15° 
Table 3.2: Fluid-loaded reflection coeffieicnt poles for 2.28 mm thick 301 stainless 
steel plate at 1 MHz. 
Mode Pole location Angle 
A1 0.8623 + 0.0073i n.7r 
Branch point 1.1101 15.22° 
Ao 2.3288 + 0.0278i 33.42° 
So 1.4771 + 0.0508i 20.45° 
points as determined by the searching algorithm. The advantage of these methods lies 
in their ability to locate the minima of complicated functions and i_n their relative 
simplicity. A simple algorithm, such as used here, can locate the minimum of a 
continuous function rapidly, but if the function contains many discontinuities, a more 
complex, and slower, searching algorithm must be used. Tables 3.1 through 3.4 list 
the numerical values of k and the corresponding incident angle in water for the sample 
materials described later in Chapter 4. 
It is important to note that a minimum of three Lamb modes exist for each 
material/thickness combination. In the planar case, a collimated incident beam with 
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Table 3.3: Fluid-loaded reflection coefficient poles for 1.65 mm thick 400 series stain-
less steel plate at 1 MHz. 
Mode Pole location Angle 
AI 0.2294 + 0.0023i 3.11° 
Branch point 1.0428 14.28° 
Ao 2.37 48 + 0.0343i 43.17° 
So 1.2062 + 0.1875i 16.57° 
Table 3.4: Fluid-loaded reflection coefficient poles for 1.14 mm thick polycrystalline 
copper plate at 1 MHz. 
Mode Pole location Angle 
AI 0.2206 + 0.0030i 2.99° 
Branch point 1.3368 18.43° 
Ao 3.3527 + 0.0776i 52.46° 
So 1.6190 + 0.0200i 22.51° 
a horizontal wavenumber equal to the pole value will be phase-matched with the 
corresponding Lamb wave. However, in the cylindrical case, a well collimated beam 
incident on the curved interface will subtend a range of incident angles, exciting mul-
tiple Lamb modes, and causing the specularly reflected field to be highly divergent. 
The magnitude of the imaginary part of the pole must also be considered, as it de-
termines the rate at which the energy contained in the surface wave leaks into the 
surrounding fluid. Note that the branch points, corresponding to the longitudinal 
and transverse waves, have zero imaginary parts, and thus do not radiate into the 
fluid. 
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Planar CSP model 
Once the poles of the reflection coefficient have been located, we can begin to 
develop the numerical model for the CSP formulation. The planar case is simpler to 
develop, but has the same structure as the cylindrical case, allowing us to use the 
same computer code for both cases. Thus, we begin with the development of the 
planar model. 
Equations 
For convenience, the equations required for the numerical model will be repeated 
here. The total field can be expressed as, 
(3.5) 
The incident field is represented by: 
(3.6) 
j(x- i')2 + (y- fj') 2 . (3.7) 
The reflected field is given by: 
fr(k) k(x- x')- KJ(Y + y'), (3.9) 
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(3.10) 
(3.11) 
i/ = -f/ I cos es, (3.12) 
(3.13) 
Model development 
The development of the numerical model can be divided into two steps, the 
evaluation of the incident field and the evaluation of the reflected field, which are 
summed to find the total field. As can be seen from the above equations, computing 
the magnitude of the reftebted field requires the evaluation of several CQmplex square 
roots. Due to the manner in which UNIX-FORTRAN handles complex square roots, 
the result of the root must be monitored to ensure that it lies in the proper quadrant 
of the complex plane. The geometry of the numerical problem follows that of the 
theoretical model: the source is located at a position of ( x', y'), with y' < 0 and the 
interface located at y = 0; the observation point is located at (x, y), withy< 0. Note 
that if the source point and observation point coincide, Li = 0 in Eq. (3.7), causing 
the incident field in Eq. (3.6) to become unbounded. 
Evaluating the incident field is a straightforward process, involving equations 
(3.6) and (3.7). As the observation point moves away from the beam axis, the mag-
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Figure 3.2: Numerically evaluated incident field on a planar interface 
nitude of the distanceD:Can grow large, particularly if b is large. Eq.~(3.6) must be 
multiplied by the normalization factor exp{-k 1b} to prevent the exponential from 
exceeding the machine accuracy. The normalization must be performed everywhere a 
distance appears as the argument of an exponential in both the incideutand reflected 
fields [9]. The numerically evaluated incident field appears in Figure 3.2. 
The evaluation of the reflected field is more complicated, in particular because 
of the manner in which FORTRAN handles complex square roots. Both terms of 
Eq. (3.8) contain exponentials with k1 times a length as an argument which must be 
normalized by exp{ k 1b}. The difficulties with the square root arise in the evaluation 
of the argument of the transition function -isp. In general, the computer will select 
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the root with the positive real part, which leads to discontinuities in the imaginary 
part of Sw For the fiat plate geometry, the value of sp should progress from the third 
quadrant of the complex plane when the observation point is to the left of the beam 
axis, through the first quadrant when the observation point is within a distance E of 
the beam axis, and terminate in second quadrant when the observation point is to 
the right of the beam axis. The behavior of sp can be stated as follows, 
Re{sp} > 0, Im{sp} < 0 if x < x'- E 
Re{sp} > 0, Im{sp} > 0 ifx'-E < x < x' +E 
Re{sp} < 0, Im{sp} > 0 if x > x' +E. 
(3.14) 
The value of the imaginary part of sPJ is retained after each evaluation of the 
reflected field for comparison with the value for the next step. If a jump in the 
value of Im { spJ is detected: all subsequent values of sPJ for the particular pole kPi 
are multiplied by -1. If a second discontinuity is detected for the same pole, the 
multiplier would be changed back to + 1. Although the use of a multiplier in this 
- ~ 
fashion may seem to be a cumbersome manner in which to force the value of Sp into 
the proper quadrant, the method is robust and performs well for all test cases. The 
complementary error function is also difficult to evaluate, however, published routines 
are available to simplify the programming [12]. 
One of the main advantages of using the asymptotic evaluation of the spectral 
integrals, aside from simplifying the expressions, is the extraction of the physical 
content of the equations for the reflected field. Equation (3.8) has two distinct terms: 
the first is a function of the saddle point ks which determines the specularly reflected 
field; the second term, a function of the residues of the reflection coefficient poles, 
determines the nonspecular reflection through the contributions of the poles. The 
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Figure 3.3: Specular and nonspecular components of the reflected field from a 
fluid-loaded steel plate showing the contribution of the pole A0 . 
relative contributions of these two terms can be seen in Fig. 3.3 where the ...10 mode 
is being excited. These two contributions are summed together with the incident field 
to produce the total field in the fluid. The total reflection can be seen in Fig 3.4. 
Another advantage of the CSP formulation is the ease with which the beam can 
be altered through changing the Fresnel length bin the CSP substitution. Figure 3.5 
illustrates the effect on the reflected field of decreasing values of b, which corresponds 
to an increasing beam divergence and a decreasing beam width. vVhen b = 100, the 
incident beam is moderately wide and well-collimated. The reflected field appears 
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Figure 3.4: Total reflected field from a fluid-loaded steel plate. 
as a large main peak, follOwed by a trailing field with heavily dam pea oscillations. 
As b is decreased to 50, the incident beam becomes narrower but more divergent, 
increasing the width of the beam footprint on the interface. In this case, the phase of 
the specular reflection varies more rapidly along the interface, leading .t.Qpronounced 
oscillations in the total reflection. vVhen b = 25, the beam is highly divergent and 
much wider when it encounters the plate, spreading the reflection over a much larger 
distance and leading to a highly oscillatory field. 
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Figure 3.5: Effects of different values of b in the CSP substitution 
Cylindrical CSP model 
The development of the numerical cylindrical CSP model parallels that of the 
planar CSP model. A similar code structure is employed with the necessary changes 
for the transformation to cylindrical coordinates. Unfortunately, dueA;o the nature 
of the CSP formulation, the definition of the various coordinates and angles become 
difficult to work with. 
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Model development 
We first consider the numerical evaluation of the incident CSP beam field. In 
the planar model, the incident angle (:)i and the transmitter launching angle a0 are 
identical. However, in the cylindrical geometry, this is not the case. Additionally, the 
real coordinates of the source point must be specified in rectangular coordinates and 
then mapped to the cylindrical coordinates following the CSP substitution. There-
fore, we have the real source point located at ( x', y') with a desired angle of incidence 
of ()i with respect to the cylinder normal. The launching angle needed for the CSP 
substitution is given by [6], 
(3.15) 
Once the CSP substitution is made, the complex coordinates are mapped into 
the cylindrical coordinates (r1 , ¢)via Eq. (2.31). Calculation of the complex angle J/ 
requires the evaluation of a complex inverse tangent function, which is not intrinsic 
to FORTRAN. Thus, the following expression must be used [13], 
-1 i i + z tan z =-ln--. 
2 i- z (3.16) 
The evaluation of the incident field then proceeds as in the planar mod€1, using the 
rectangular coordinates of the CSP (x1, y') and the observation point (x, y). Employ-
ing the rectangular coordinates of the source and the receiver allows us to use the 
same computer code as in the planar case. 
Evaluating the reflected field is more complicated than in the planar case, due 
to the nature of the saddle point. In the planar model, the saddle point can be 
found analytically, but in the cylindrical model it must be found numerically. The 
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expression for the saddle point given in Eq. (2.45) is in terms of inverse cosines with 
complex arguments which, like the inverse tangent, is not a FORTRAN function and 
must be evaluated externally [13]: 
f)= cos-1 z = -i ln ( z ± J z2 - 1), (3.17) 
where 
0 ~ Re{fJ} ~ 1r. (3.18) 
Additionally, the term[¢ ¢']is subject to the definition in Eq. (2.34), enforcing the 
lower bound on i/5 , 
(3.19) 
'When performing the numerical search on Eq. ( 2.45), determining a starting 
point for the search routine can be difficult. However, if the observation point lies on 
the beam axis, the saddle point is a real number and can be found explicitly [6], 
v~o) k 1r' sin ( a 0 +tan - 1 I~: I) = k fa sin ()i· (3.20) 
The angle which places the observation point on the reflected beam axis is given by 
¢A 1r - tan - 1 ( ~: ) , (3.21) 
where 
YA = -!y'! +cot ao (xA- x'), XA (3.22) 
and 
cot ao (x' cot ao + !y'l) (3.23) 
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At the on-axis point <PA the saddle point will be real, and the magnitude will be at a 
minimum. As <P changes, the magnitude of Re{iis} will increase, and the imaginary 
will change as follows, 
Im{iis} > 0 if </J < </JA 
Im{iis} = 0 if </J = ¢JA 
Im{ils} < 0 if <P > </JA 
(3.24) 
Any 2D search routine can be used to locate the saddle point. The remainder of the 
model development follows the planar case and is straightforward. 
As with the planar model, the asymptotic evaluation of the integrals allows us 
to extract the physical information in the equations. In the following graphs we 
break down the numerical model into its components. The incident angle of 30° was 
selected to excite both the A0 and 50 modes and the launching angle was computed 
from Eq. (3.15). The shell material is 301 stainless steel (see Chapter 4 for material 
properties), the radius is 57 mm, and the wall half thickness is 1.143 mm. 
Figure 3.6 shows the incident and reflected field profiles as a function of 0. 
Note that the incident beam given by Eq. (3.6) is valid in the cylindrical case. The 
reflected field shows the oscillatory trailing field that is characteristic of the phase 
interaction of divergent fields. To examine the individual components· of the reflected 
field, we have to consider the two terms of Eq. (2.49) representing th:e''Specular and 
nonspecular reflections. Figure 3. 7 shows the magnitudes of the specular reflection 
and of the contributions of the two excited Lamb modes. The large peak in the 
specular reflection is due to the saddle point v8 passing close to the A0 reflection 
coefficient pole. When the saddle point approaches a pole, the simple asymptotic 
evaluation contained in the first term of Eq. (2.49) is insufficient to account for the 
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Figure 3.6: Numerically evaluated incident field and reflected field on a curved in-
terface (a= 57 mm, beam incident at 30°). 
behavior of the reflected field. The second term of Eq. (2.49) negates the error in the 
specular reflection through the transition function T weighted by th~ residue of the 
pole, as can be seen in the A0 contribution in Fig. 3. 7. We can also determine that 
the So mode is only slightly excited by its small magnitude compared to A0 . When 
these three terms are summed, the phase differences will produce the oscillations seen 
in the total field. 
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CHAPTER 4. EXPERIMENTAL PROCEDURE 
A series of experiments involving the measurement of the reflected field from 
fluid-loaded cylindrical shells ensonified by a collimated Gaussian beam has been 
performed to evaluate the performance of the theoretical model developed in Chap-
ter 2. The following chapter discusses the test specimens, the equipment used for the 
measurements, and the experimental procedure. 
Sample preparation 
Six cylindrical shells have been fabricated to investigate the propagation of 
guided waves in curvecHl:ttid-solid structures. The samples were prodMced from sec-
tions of commercially available tubes, 100 mm to 200 mm in length, mounted on 
acrylic disks with a silicone RTV sealant. An air-tight seal around .the base of the 
shell is provided by the RTV, allowing internal air-loading by inverting the shell 
~ . ..: ..... 
and trapping air inside (see figures 4.1 and 4.2). All samples studied here have a 
lengthwise seam due to the formation of the tube from a flat plate which is placed 
well away from the area ensonified by the beam. Table 4.1 lists the dimensions and 
materials for each of the shell specimens and Table 4.2 lists the acoustic properties 
of each material. The shells listed with 3xx and 4xx stainless steel are composed of 
an undetermined alloy of 300 and 400 series stainless steel. 
37 
Table 4.1: Description of shell samples 
Sample Material Diam. Thickness 
mm mm 
1 ss 316 165.10 2.87 
2 ss 301 114.30 2.29 
3 SS 3xx 88.90 3.05 
4 AL 2024 114.30 3.56 
5 SS 4xx 152.40 1.65 
6 Copper 79.38 1.14 
Table 4.2: Acoustic properties of shell materials 
Material Temperature Vt Vt p 
oc km/s km/s gjcc 
SS 3xx 20 5.66 3.12 7.9 
SS 4x..x 20 6.03 3.22 7.7 
Al 2024 20 6.37 3.16 2.8 
Copper 20 4.70 2.26 8.9 
Figures 4.1 and 4.2 show the relative sizes and the construction of the test 
specimens. The wall thicknesses are selected to allow propagation <;Jf at least three 
Lamb wave modes at 1 MHz and range in from 2.37 Aw to 0. 76Aw where Aw is 
the water wavelength (about 1.5mm at 1 MHz). Since the specific steel alloy for shell 
5 was unknown, an experimental measurement of v1 has been performed to identify 
an alloy with similar acoustic properties. We found that the measured value of v1 
closely matched that of 400 series stainless steel. Experimental measurement of v1 
was also required to verify the material properties of the polycrystalline copper shell. 
The speed of sound in water, v1, at 20°C is 1.48 km/s. Temperature fluctuations of 
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Figure 4.1: Steel shell specimens 1- 3 (shown left to right) 
the water bath are minimal, as the room is temperature controlled, and the water 
tank contains at least 15 cu. ft. of water, providing thermal stability. 
· · -- ~ Experimental apparatus 
All experiments discussed here and in Chapter 5 have been performed using a 
scanning system at the Center for NDE at Iowa State University which is discussed 
below. · ... ~ 
Panametrics scanning system 
The scanning system used for testing the cylindrical samples is a commercially 
available multi-axis system produced by the Panametrics Co. Automated Systems 
Division of Ithaca, New York. A total of five degrees of freedom is provided for 
each probe, including translation in the x, y, and z directions, as well as rotation in 
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Figure 4.2: Shell specimens 4- 6 (shown left to right) 
the horizontal (swivel) and vertical (gimbal) planes. A schematic of the transducer 
mounting, showing the two rotational axes is shown in Figure 4.3. A fu ll 360° of 
motion is available on both axes, but the swivel is limited to 180° by the probe 
connector wire. During· ~-ypical scan, the swivel angle will cover aboHt 90° , so the 
wire does not interfere with the experiment. 
A top view of the water tank is appears in Figure 4.4 and a side view in Figure 4.5, 
showing an experiment in progress with the transmitter on the left and the receiver 
on the right. A rotational stage is provided in the center of the tank for mounting the 
test sample, but is not rotated at any t ime during the scan. The translational arms 
have large motor housings on each end (not shown) which can approach to within 
20 em of each other before coming into contact and damaging the servo motors. A 
25 em search tube is used to offset the transmitter and allow the lower limit on the 
observation angle to be reduced to - 10°. The upper bound on the observation angle 
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Figure 4.3: Diagram of Panametrics transducer mount 
Figure 4.4: Top view of Panametrics scanning system 
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Figure 4.5: Side view of Panametrics scanning system 
is limited by the length of wire connecting the probe to the mounting arm. 
Two control modes are available on the system: manual and computer. Manual 
control is used for the initial experimental set-up and calibration of the position servos 
(see figure 4.6 for a photo of the manual control console). The left column of the 
console rack contains the oscilloscopes used to monitor the reflected signal. Below 
the top oscilloscope is the data-bus status panel. Beneath the lowe-r oscilloscope is 
the control panel used for setting the machine parameters (e.g. amplifie:r:.-gains, filters, 
excitation voltage, etc.). The center column of the rack holds the manual controls 
for the servo-motors which are operated by a toggle switch. The LED display in the 
center of the control panel shows the current position of each servo. 
Servo positions are acquired through optical encoders on each axis of motion, 
allowing for very precise positioning of the transducers, and for excellent repeatability 
of the experimental results. All three translational axes have a maximum resolution 
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Figure 4.6: Panametrics manual control panel 
of 10-3 mm. The three rotational axes (swivel, gimbal, rotary stage) have a maximum 
resolution of 0.001 o. All precision values can be reset by the operator through setting 
a deadband value on the computer. The minimum deadband setting is governed 
by the software parameteFs and by the dynamics of the positioning equipment, and 
thus are different for each axis. If the deadband is set too low, the servo will enter 
a limit cycle and oscillate around the desired position. Typically, tile dead-band is 
set to 0.0013 mm for the x-axis, to 0.0025 mm for the y-axis, and to Q .. 003° for the 
rotational axis. The software settings are given in Appendix B. 
Transducers 
Two ULTRAN W575-1 19 mm piston transducers are used as transmitter and 
receiver for all experiments. These transducers have a main sensitivity peak at lMHz, 
but they are only slightly damped and will respond at higher harmonics of 3, 5, and 
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7 MHz. The transmitter is generally mounted on a 25 em search tube, while the 
receiver is attached directly to the transducer mount. The transducers are placed at 
equal distances from the shell, and this distance is maintained throughout the scan. 
Computers 
A Dell325D, 386-based, IBM compatible personal computer is employed for data 
acquisition and scanning control (Figure 4.7, right side). An input file containing the 
points in the scanning profile is generated externally and transferred to the PC which 
instructs the on-board controller to position the transducers at each point listed in the 
scan file. At each point, the transducer motion stops, and the time signal is sampled 
at 200 MHz in a window 20 Ji,S in length. A test waveform is sampled before each scan 
to determine if the sampled transducer voltage exceeds the maximum discretization 
level (8 bit sampling). If the sampled time signal is clipped (i.e. the discretized 
voltage exceeds 255) the signal gain must be reduced manually. 
Data handling and numerical simulations are performed on a Digita{ DECstation 
5000/240 (Figure 4.7, left side). Numerical evaluation of the reflected field has been 
primarily carried out at the Polytechnic University of New York. Analysis of the 
experimental data is performed using software developed for this project and some 
',-"' ... 
commercially available software. 
Testing procedure 
Accurate positioning of the transducers with respect to the test specimen is 
required to ensure valid results. An iterative process is employed to correctly position 
the transducers prior the start of the experiment. During the scan, the time delay and 
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Figure 4.7: DECstation and personal computer 
the amplifier gain must be adjusted to keep the signal within the sampling window 
and to increase the signal-to-noise ratio. 
Transducer position -calibration 
Before beginning a scanning session, the transducers must be aligned so that they 
are in a known position with respect to the shell. A coordinate system concentric 
with the shell is assumed, as in Fig. 4.8, with the transmitter positioned ... on the x-axis 
and the receiver positioned on the y-axis. An iterative process, using a pulse-echo 
acoustic signal from each transducer is used to achieve the proper alignment. We 
first consider the alignment of the transmitter. Initially, the transmitter will be at 
an arbitrary position with respect to the shell center (1). The transmitter is set to 
pulse-echo mode and directed normal to the shell by adjusting the swivel angle to 
maximize the reflected signal. The distance from the transmitter face to the shell 
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(the water path or rw) is computed using the time delay read from the oscilloscope 
and all encoder values are set to zero. 
The transmitter is moved to position (2) by translating along the x-axis and 
rotating 180° about the gimbal axis. As before, the reflected signal is maximized by 
changing the swivel angle, and the water path is set equal to the value calculated 
above. The total distance d that the transducer has moved between points (1) and 
(2) is noted for later use. After the rotation, the transducer is in position (3) and 
the swivel angle has rotated through 2e degrees as shown in Fig. 4.8. The transducer 
is now aligned parallel with the x-axis by rotating the swivel back e degrees and 
the reflected signal is maximized by translating along they-axis to position (4). At 
position (4), the transducer lies on the x-axis and is moved to the final position (5) by 
translating along the x-axis and by rotating 180° around the gimbal axis. A similar 
process is employed to position the receiver normal to the shell and on the y-axis. 
vVhen the calibration process is complete, the transducers will be in the locations 
shown in Figure 4.9, positioned so that rw is an arbitrary distance; in t.his case rw is 
150 mm. The pivot length, rlt for the transmitter and rlr for the receiver, is the 
distance from the swivel axis to the transducer face and can be easilv calculated. 
.. ' 
d 
rlt=- rw rc, 2 
( 4.1) 
where r c is the cylinder radius. Once these distances are known, the launching angle 
a for the transmitter and the starting position of the receiver are computed using the 
computer program scplan (see Appendix A). The observation angle eo is measured 
counter-clockwise from the incident point of the transmitter beam axis, with negative 
values of eo allowed. 
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1. Initial Position 5. Final Position 
e 
Shell 
e 
2. Translated 
4.Aligned with x-axis 
3. Maximum Reflection 
Figure 4.8: Calibration process 
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~ 
Receiver Incident 
Angle ----..... 
Receiver 
Receiver Launch 
Angle 
X 
Transmitter Launch 1---- Angle 
Figure 4.9: Initial set-up 
Table 4.3: List of cylindrical sample materials and experimental incident angles 
Sample# Material Diameter (mm) Thickness (mm) Angle 
2 1 Steel 114.30 2.29 35° 39° 
4 Aluminum 114.30 3.56 13° 
5 Steel -· - 152.40 1.65 - 160 :33° 
6 Copper 79.38 1.14 28° 
Data collection and manipulation 
The incident angle for each shell is chosen to excite one or more guided wave 
modes. We assume that the curved-shell reflection coefficient poles are only slightly 
displaced from those of the planar Lamb waves, and that the latter are sufficiently 
accurate for selecting an incident angle. A list of the incident angles for each sample 
is given in Table 4:3. 
Data collection is performed by the PC and is completely automated. A total 
48 
of 4000 time points is collected for each point in the scan profile, but is reduced by 
a factor of 10 to conserve storage space. The data can be viewed in three forms 
which will be described in detail in the Results section: the raw time signal, the 
Fourier transformed signal, and the 1 MHz component of the acoustic signal. Each 
method of visualization demonstrates different aspects of the reflected field. Most 
computations are carried out using software developed specifically for this project. 
Final visualization of the results is performed with PV-vVAVE (Precision Visuals 
Inc.) 
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CHAPTER 5. RESULTS AND DISCUSSION 
A series of experimental studies has been performed to evaluate the performance 
of the above theoretical model and to determine the feasibility of non-destructive in-
vestigation of curved structures. All of the experiments discussed in this chapter have 
been performed with the Panametrics system described above, using commercially 
available 1 MHz piston radiators. The measurements are taken in the far-field, ·with 
the transducers placed 150 mm from the interface. Vve first consider the characteriza-
tion of the transducer response to a pitch-catch ultrasound pulse to determine if the 
transducer response is Gaussian. VVe then consider the results of the experimental 
reflected field measurem~:ms in both the time domain and the frequen~y domain. 
Transducer characterization 
Before the experimental and numerical results can be properly <;g:npared, the 
transducer response must be measured to determine if the incident beam is Gaussian 
in profile. A simple experiment was performed by scanning the receiver across the 
transmitted beam and measuring the directly transmitted acoustic signal between 
the two transducers. The experimental results, plotted in Fig. 5.1, shows that the 
transducer response is Gaussian, and furthermore, that the transmitted beam is well 
collimated and has no measurable sidelobes. 
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Figure 5.1: Experimental characterization of the transducer field with receiver axis 
held parallel to transmitter axis. 
Time domain analysis of the reflected field 
Time-domain measurement of the reflected field provides an advantage over C-
.~- - . .... 
scan measurements in that analysis of the entire waveform provides greater insight 
into the physical phenomena. Sample waveforms are displayed in figures 5.2 and 5.3 
with their associated Fourier transforms for several observation angles. Note that the 
transducer response is lightly damped with sensitivity peaks at the high~er harmonics 
of 3 MHz and 5 MHz. The waveforms plotted in Figure 5.2 are shown as sampled by 
the A/D converter with the discretization resolution and error plainly visible. Signal 
noise and error can be reduced by adjusting the receiver attenuation so that the 
sampled waveform fills the discretization range (in this case 0 to 255 voltage levels). 
Additionally, the signal is averaged ten times as it is sampled, which tends to further 
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suppress the electronic noise. 
To clarify the relevant wave phenomena, a Gaussian band-pass filter centered 
at 1 MHz has been applied to the sampled waveforms (see Figure 5.3). As the 
observation angle increases, the waveform separates into distinct components owing 
to the differing propagation velocities of the wave modes. To interpret the meaning 
of the signal separation and to identify the individual components, we must consider 
the composition of the ray field and the path along which each component travels. 
We begin by considering how the reflected rays composing the specular and 
nonspecular components differ. Figure 5.4 shows the ray field for the incident and 
reflected fields with the receiver positioned at an observation angle of 0° (on the 
reflected beam axis). The rays composing the specular reflection, represented by the 
heavy lines, must obey Snell's law as they are reflected from the shell surface, thus 
converting the collimated incident beam into a highly divergent reflection. On the 
other hand, the rays composing the nonspecular reflection, denoted by the dotted 
lines, radiate at the same angle with respect to the surface normal; but form a 
divergent field due to the curvature of the interface. 
' .... " 
Time Signal 
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Spectrum 
0 degrees 0 degrees 
45 degrees 45 degrees 
. --l-- ,~ 
1/1 
J L.:rL.-" 
60 degrees 60 degrees 
80 degrees 80 degrees 
Figure 5.2: Unfiltered time signals 
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Time Signal Spectrum 
0 degrees 0 degrees 
45 degrees 45 degrees 
60 degrees 60 degrees 
80 degrees 80 degrees 
Figure 5.3: Filtered time signals 
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In addition to the direction each ray follows, we must also consider the path each 
ray takes through the fluid and solid, and how this path changes when the observation 
angle is increased. Each component of the reflected field travels a different distance 
and at a different velocity as shown in Figure 5.5. The specular component of the 
reflected field follows a path which is confined to the fluid, the length of which depends 
upon the angular distance between the source and receiver, and changes in a non-
linear manner with respect to the observation angle. Thus, if we consider the amount 
of time required for a signal pulse to travel from the transmitter to the receiver along 
this path (time of arrival), we expect this time to increase non-linearly with increasing 
observation angle. The behavior of the time of arrival for the leaky wave is similarly 
inferred from Fig. 5.5 to be linear with respect to the observation angle if the water 
path is held constant. 
Each signal path has a slightly different velocity determined by the media in 
which it lies. The path followed by rays composing the specular reflection is com-
pletely contained in the :fluid, constraining the velocity to V 1. The- non-specular 
component of the reflected field is partially contained in the solid \vhere it travels at 
a velocity determined by the excited Lamb mode. If we calculate the time of arrival of 
the specular and nonspecular components, we find that the nonspecular component 
~ . .:.., 
arrives at the receiver prior to the specular component, creating a phase difference 
between the two components. The effects of the changing phase can be seen as an 
interference pattern in the total reflected field whose periodicity depends upon the 
distance from the interface to the receiver and upon the excited Lamb mode. 
The "whispering gallery" modes are the result of the sound energy traveling at a 
higher velocity (transverse wavespeed) along a shorter path composed of chords along 
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Beam Axis 
Receiver 
90 =ODeg. 
Figure 5.4: Relationship between the rays composing the specular and nonspecular 
reflections. 
the circumference just inside the cylinder. Although the whispering gallery signal is 
characteristic of nonspecular reflection from solid cylinders, it was postulated that 
a signal may follow a similar path through the internal fluid-loaded cavity of the 
shells. Experiments conducted with internal fluid-loading and internal air-loading 
have been performed to determine if such a signal exists. Results h~~e shown that 
no measurable signal passes through the internal fluid to radiate on the opposite side 
of the shell. 
Figure 5.6 shows the sampled time signals for all observation angles from a typi-
cal scanning session. The waveforms for each observation angle are stacked vertically 
on the figure where the light colored bands correspond to the peaks of the waveforms. 
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Receiver 
Figure 5.5: Reflected signal paths 
Because the sampling window is limited to 20J.LS 1 the scanning session must be broken 
into segments to ensure digitization of the entire signal pulse. Displaying the exper-
imental data in this manner allows us to examine the behavior of the components of 
the total field. 'vVe can easily isolate the specular and leaky wave contributions and 
confirm the non-linear and linear variance of the time of arrival for each component 
respectively. Also visible ·are the "dead" areas in the field due to the phase difference 
of the two components marked by the dark bands crossing the specular component. 
Frequency domain analysis of the reflected field 
Of particular interest is the 1 MHz component of the reflected field which may be 
isolated through application of a Fast-Fourier-Transform (FFT) to the time-domain 
data set. The resulting frequency spectrum from which we extract the 1 MHz compo-
nent is shown in Fig. 5.7 with the frequency on the horizontal axis and the observation 
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Specular 
70 -> 90 deg. 
50 -:::· 70 deg. 
10 -> 30 deg. 
-10 -> 10 deg . 
... 
Op . .s 20~ts 
Figure 5.6: Time signal plot for copper shell at f)i = 28° 
angle on the vertical axi~ The four vertical bands correspond to the harmonic re-
sponse of the transducer at 1, 3, 5, and 7 MHz (from left-to-right). 
As we saw in the time-domain display of the data, the interference caused by 
the phase interaction of the specular and nonspecular components is clearly visible, 
'J'· ... 
here as the curved striations behaving as 1/ f. We can also determine that the spatial 
frequency of the interference minima decreases as the ultrasound frequency increases. 
Furthermore, for small variations in wall thickness, we can consider the horizontal 
axis to represent f d and by moving to the right, examine the reflected field for thicker 
shells. This method has been used with accuracy to compensate for small errors in 
the measurement of the wall thickness. However, for large variations in wall thickness, 
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Figure 5.7: Angle vs. frequency density plot of reflected field from steel shell at 
()i = 35°, showing the 1, 3, 5, and, 7MHz frequency bands (left-to-right). 
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the reflection coefficient poles will be significantly displaced, thus invalidating this 
technique. Since we desire to examine the 1 MHz we shall take a vertical cut at the 
appropriate point along the frequency axis and display the magnitude of the reflected 
field against the observation angle. 
1 MHz reflection from a fluid-loaded cylindrical shell 
The preceding sections have discussed the general nature of the reflected field 
from a curved fluid-solid interface. Here, we will present the specific results for the 
1 MHz frequency component of the reflected field. Where possible, the experimental 
results are compared to the theoretical model. 
A series of experimental investigations has been performed on a group of thin-
walled cylindrical shells where wall thickness of the cylinders in question range from 
.75.\w to 2.3.\w. At 1 MHz, the wavelength of sound in water Aw is 1.5 mm, so to ensure 
that the measurements are performed in the far-field, the transducers are placed 
150 mm from the interface. As shown in Fig. 4.9, the incident angfe is measured 
from the local surface normal, and the observation angle is measured from the point 
where the beam axis intersects the interface. The choice of incident angle is based 
upon the Lamb wave modes which are present in a flat plate of eq_v,al thickness. 
However, due to the width of the incident beam, and to the small radius of curvature, 
multple modes may be excited. To investigate the relationship between the physical 
parameters and the behavior of the reflected field, cylinders of different configurations 
were selected as described in Chapter 4. Additionally, two loading conditions for the 
internal cavity were devised; air-loading and water-loading. 
We begin by verifying the repeatability of the experimental results through the 
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measurement of two identical cases. A comparison of two such cases appears in 
Fig. 5.8. The two measurements were performed approximately two months apart 
and the equipment had been used for other measurements in between. Thus, some 
error is visible both in magnitude and in the spatial frequency of the oscillations. 
Since the initial transducer position calibration is performed using visual comparison 
of oscilloscope displays, positioning errors can be expected. Such errors appear as 
variations in the frequency of the oscillations. Magnitude errors arise from a combi-
nation of gain settings and limited digitization resolution. If the gain is not increased 
so that the sampled waveform fills as many discretization levels as possible, the shape 
and magnitude of the measured waveform may be incorrect. Conversely, if the gain 
is set so that the sampled voltage exceeds the maximum level, the waveform will be 
"clipped" and the magnitude lower. 
In the following figures, we will notice a similarity among the reflected field 
magnitude profiles for case. The field has a maximum at or near the point of incidence 
(allowing for positioning @frors) corresponding to the peak of the specular reflection. 
\Ve shall call this peak the "mainlobe." Following the mainlobe is a decreasing and 
oscillatory region corresponding to the leaky wave( s), which we sha!l refer to as the 
"trailing field." Consider figure 5.9 which shows the reflected field from the 114 mm 
stainless steel shell with the beam axis incident at 31 o. vVe see the mainlobe peak at 
0° followed by the trailing field from 20° to 65° whereupon the signal becomes lost in 
the ambient noise. Comparing the experimental and theoretical results we observe 
that the theory predicts the trailing field accurately, but also predicts well defined 
oscillations in the mainlobe. 
The difference between the theory and the experiment noted above is present in 
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Figure 5.8: Comparison of experimental results for two identical configurations to 
determine repeatability of results. 
each measurement and can be attributed to the manner in which the theory accounts 
for the leaky waves. In the development of the CSP model, we assumed locally 
planar conditions at the interface, which affects how the plate waves propagate and 
how the incident beam couples to the interface. When the fiat plate. is generalized 
to a curved plate, the poles of the reflection coefficient will be displaced. We have 
assumed that the displacement will be small, however, since the imaginary part of the 
pole is itself small, even a slight increase could lead to an increased rate of radiation. 
Furthermore, the curvature of the interface alters the nature of the phase matching 
at the fluid-solid boundary. If a specific Lamb wave mode is to be excited, the wave 
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Figure 5.9: Comparison of experimental and theoretical reflected field emluations 
for a 114 mm stainless steel shell with ()i = 31 o. 
fronts of the incident beam that intersect the surface must match the wave fronts of 
the plate wave in the solid. When the interface is planar, the wavefronts intersect 
the interface at regular intervals and the matching between wave fronts occurs across 
the entire beam width. However, when the interface is curved, the inte-rval between 
the intersection points of the incident wave fronts changes, and the matching with 
the regularly spaced wave fronts of the plate wave occurs over a fraction of the 
beam width. By assuming planar conditions, the theory predicts that more energy 
is coupled into the. plate wave which appears as the sharper peaks and valleys in the 
reflected field. 
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One of the physical parameters that we are interested in determining the effects 
of is the internal cavity loading condition. Two cases, air-loaded and water-loaded 
with ei 35°, were studied and the results are presented in Figures 5.10 and 5.11. 
If we first consider the case of the water-loaded shell, we would expect the reflected 
field to be similar to that of the 31° case. However, as we can see from Fig. 5.10, 
the mainlobe is no longer clearly defined and the main peak is at 10° instead of at 
the point of incidence. Furthermore, a secondary peak appears to the left of the 
main peak at -5°. Comparing the experiment to the theory, we find that the model 
predicts the presence of these two peaks and that the oscillations in the trailing field 
are also correctly predicted. The differences in magnitude can be attributed to the 
sources of error discussed above. 
Turning our attention to the air-loaded case, we find that the reflected field 
exhibits much the same structure as in the fluid-loaded case. The mainlobe appears 
to be absent in this case as well; there is no well-defined peak at 0°, but there are 
two peaks to either side._ The theoretical model predicts the locatiou of the peaks 
accurately but again predicts the magnitude of the peaks to be too large. In Fig. 5.12, 
we compare the reflected field from the 114 mm steel shell for the two internal loading 
conditions. As can be seen from the graph, the internal loading only affects the rate 
at which the leaky wave radiates into the external fluid. When the internal fluid 
loading is present, the leaky wave radiates into the cavity as well as into the external 
fluid. But when the internal loading is removed, the wave energy will not "leak" as 
rapidly, resulting in trailing field that is greater in magnitude. We can also conclude 
that since the two· fields are identical except for the magnitude, any energy that is 
radiated into the internal cavity does not escape into the surrounding fluid so there 
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Figure 5.10: Reflected field from a 1 mm stainless steel shell with internal water 
loading (ei = 35°). 
are no whispering gallery type contributions. 
In the previous two cases where ei = 35°, the mainlobe corresponding to the 
specular reflection appears to be absent, replaced by two peaks to either side of the 
point of incidence. Using the numerical model, we can reconstruct the specularly 
reflected field and superimpose it upon the experimentally measured field where the 
mainlobe should be located (see Fig 5.13). The computed specular field matches the 
peak-magnitude distribution in the region where we expect the specular reflection to 
dominate. Therefore, the mainlobe is present at the predicted location, but due to the 
geometry of the experiment (the incident angle compared to the pole radiation angle 
1 .0 
0.8 
0.6 
0.4 
0.2 
0.0 
-20 0 
65 
__ Experiment 
......... Theory 
20 40 
Angle (deg) 
60 80 
Figure 5.11: Reflected field from a 114 mm stainless steel shell with internal air 
loading ( (}i = 35°). 
and the distance from the interface to the receiver), the specular and nonspecular 
components are out of phase precisely at the point where we expect a maximum. 
Thus, the mainlobe is deformed into the two peaks where the specular reflection 
dominates, but the trailing field, where the leaky wave is visible, is u~~hanged. 
Another physical parameter that we wish to determine the effects of is the radius 
of curvature. To this end, we selected a stainless steel shell with a diameter of 152 mm 
(25% larger than the 144 mm shell). A comparison of the experimental and theoretical 
results appears in Fig. 5.14 for an incident angle of 16°. Due to the larger radius of 
the shell, the leaky wave must travel farther for an equal angular distance. Since the 
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Figure 5.12: Comparison of experimental results for 114 mm stainless steel shell at 
with internal air and fluid loading (Bi = 35°) 
distance from the interface to the transducers is fixed at 150 mm, the measurements 
will also cover a larger distance. In this case, the reflected field is dominated by the 
specular reflection, which is about an order of magnitude larger than the trailing 
field. The leaky wave contribution diminishes rapidly and disappears after 50° owing 
to the distance traveled. However, the structure of the field is the same as for the 
smaller shell. 
The final physical parameter we wish to vary is the material properties of the 
shell material, thus we selected polycrystalline copper as the sample material. Copper 
exhibits markedly different properties when compared to steel; VI is about 20% less, 
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Figure 5.13: Experimentally measured reflected field from fluid-loadedll4 mm shell 
with a superimposed numerically evaluated specular reflection. 
Vt is 30% less, and the density is 11% greater. The small diameter of the shell, 
79 mm, was an additional variable, the effects of which will require further study. In 
Fig. 5.15 we see that the mainlobe corresponding to the specular reflection is divided 
into two peaks, similar to the case with the steel shell. Note that the oscillations are 
well defined, but much lower in magnitude than in the theoretical prediction. The 
likely sources of the error were discussed above in the context of the steel shell, and 
are more pronounced here. Another weakness of the current theory is the omission 
of material damping, which is significant in copper. 
Close examination of the experimentally measured trailing field reveals a "trun-
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Figure 5.14: Experimentally measured reflected field from 152 mm stainless steel 
shell (fJi = 16°). 
cation" of individual peaks at 50°, 75°, and beyond. At first glance, the truncated 
peaks may appear to be errors in the measurements, however the theory predicts 
a lower spatial frequency oscillation superposed on the trailing field, and a series of 
identical experiments exhibited the same phenomena in the results. It -vvas postulated 
that the oscillation may be the result of the leaky wave energy from radiated into 
internal cavity escaping into the surrounding fluid. While no energy escaped in the 
tests with the steel shell, the smaller radius of the copper shell may allow that energy 
to be seen. However, as can be seen in the comparison of the air and fluid loaded 
cases in Fig. 5.16, the internal loading has almost no effect on the measured field. 
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Figure 5.15: Experimentally measured reflected field from fluid-loaded 79 mm cop-
per shell (Oi = 28°). 
As we saw with the steel shell, the peaks are larger in the air-loaded case due to the 
decreased damping, but the secondary oscillation is still present. 
Finally, the time signals from the measurements were examined (Figure 5.6) 
and at large observation angles, a faint signal can be seen to brancitoff from the 
specular reflection to the right. This contribution arrives at the receiver after the 
nonspecular and specular reflections, and so must either travel a longer distance, or 
at a slower velocity. Since this signal behaves similar to the specular reflection, it is 
likely a contribution from a side-lobe of the transmitter. However, the measurements 
discussed at the beginning of this chapter show no measurable side-lobes. Additional 
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Figure 5.16: Experimental a1r and fluid loading comparison for copper shell, 
Bi 28° 
experiments must be pertormed to determine if this phenomena is product of the 
cylinder radius or of the material properties of copper. 
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CHAPTER 6. SUMMARY AND CONCLUSIONS 
In the process of developing an analysis technique for complicated structures, one 
must begin by examining simpler cases and gradually add generality. This thesis has 
built upon and extended previous work [14] to further the development of a nonde-
structive evaluation method for curved shell-like structures with applied coatings for 
use in Naval applications. Theoretical and experimental investigations into the non-
specular reflection of ultrasound beams from layered cylindrical structures included 
the development of a theoretical model [6, 9] and experimental studies [7, 8] in which 
the reflection of divergent beams from fluid-loaded halfspaces and the reflection of 
collimated beams from fluid-loaded solid cylinders have been measured. The next 
logical step in the generalization of these studies, collimated beam reflection from 
fluid-loaded cylindrical shells, has been the subject of the extensive experimental and 
numerical work presented in this thesis. 
Implementation of the theoretical model as computer code has provided a great 
deal of insight into the workings of the theory and into the often frustrating manner 
in which FORTRAN handles complex algebra. However, the theory, through the use 
of asymptotic evaluation of the field integrals, allows us to examine the individual 
components of the. total field. When interpreting the experimental results, it is often 
useful to be able to compare the individual components generated by the theory 
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to the measured field, as we saw in Chapter 5. The excellent agreement between 
the theory and the experiments demonstrates that the theory is valid despite the 
assumption of locally planar conditions. 
Through the use of time-domain measurements in the experimental procedure, 
we are able to extract the maximum amount of information from the reflected field. 
Analysis of the waveforms enables us to identify the specular and nonspecular reflec-
tion and to determine the relative distances traveled by each component. Transform-
ing the data set reveals the interference pattern caused by the phase interaction of the 
specular and nonspecular reflections, which is a characteristic of beam reflection from 
a curved interface. We are also able to identify and isolate the 1 MHz component of 
the reflected field which can be compared to the theoretical results. 
The experimental results presented here serve to form a baseline for further stud-
ies of reflection from curved shells. Future studies of cylindrical shells should include 
the examination of other materials and flawed cylinders. The studies must then be 
generalized further to tb_e_testing of layered cylinders and the detection, of de bonds in 
the coating. Additional studies may include the investigation of alternative loading 
conditions and the analysis if shells with non-constant radii. 
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APPENDIX A. COMPUTER PROGRAMS 
This appendix will provide the information needed to operate the computer 
programs necessary for conducting the experiements. The following programs were 
used: 
scplan. f: Produces the scan points for the testbed. 
downs ample. f: Samples every tenth point in the data file, reducing the length 
of each waveform from 4000 points to 400 points. 
tkfft. f: Takes the fft of the sampled data. 
f indpole. f: Numerical search routine used to locate reflection coefficient 
poles. ReQuires linking with either antisymm.f or symp1.f. 
plot. f: Plotting routine to plot values of reflection coefficient denomi-
nator. Requires linking with antisymm.f or symm.f. 
antisymm. f: Subroutine to evaluate (A+ iY). 
symm. f: Subroutine to evaluate (S- iY). 
plate. f: Computes reflected field from a fluid-loaded plate or halfspace. 
shell. f: Computes reflected field from a fluid-loaded shell. 
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Programs for experiments 
Scplan.f 
ScplanJ is used to generate the input file for the scanning program on the testbed. 
The input file is scnin. dat and the output file is scnout. dat. Scnin. dat must 
contain: 
cw: sound speed in water (1476 m/s) 
thetar: desired incident angle (de g.) 
rlr: receiver launch radius: distance from pivot point to transducer face (in.) 
rlt: transmitter launch radius (in.) 
rc: radius of shell (in.) 
rw: distance from shell to receiver face (in.) 
thetat: 180 deg. 
thetast: starting angle of scan ( deg.) 
dtheta: scan angle increment ( deg.) 
numpoint: number of scan points to generate (usually 50) 
After running scplan, the screen output will give the launching angles for the 
transmitter and the reciever. Due to the sign convention of the Panametrics equip-
ment, the transmitter ang!e must be set to the negative of the given lat.mching angle. 
The first three lines of scnout. dat have extra spaces which should be removed and 
the fourth line gives the starting position for the receiver. 
' .. -~-
Downsample.f 
After the data acquisition, each waveform in the data file will have 4000 points. 
Downs ample. f selects every tenth point. The input file is ins amp. dat and the output 
file is outsamp. dat. 'When the program is executed, there are two inputs: 
Number of points: number of points in each waveform ( 4000) 
Number of angles: , number of angles in the scan profile 
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Tkfft.f 
Once the data set has been downsampled, the fast-Fourier-transform can be 
taken using tkfft. f. The input file is infft. dat and the output file is outfft. dat. 
Note that the output file contains complex numbers. The user inputs are: 
Number of samples: number of points in each waveform (usually 400) 
Number of angles: number of angles in scan profile 
Points in transform: the power of 2 that is greater than the number of samples 
(usually 512) 
Log of points: the power of 2 chosen above (usually 9) 
Programs for field evaluation 
The following programs all reqmre one or more of the following data files: 
material.dat, setup.dat, poles.dat. 
Material.dat 
This file contains the material properties and geometry for the programs. Certain 
items are used only in the cylindrical case. Otherwise, they should be omitted. The 
file should contain: 
ct: Transverse wave speed (km/s) 
cl: Longitudinal wave speed (km/s) 
cf: Fluid wave speed (km/s) 
rho solid: Solid density (g/cc) 
rho fluid: Fluid density (g/cc) 
h/2: Plate half-thickness (mm) 
a: Radius (mm) [shell only] 
freq.: Frequency (MHz) 
. ~·' 
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Setup.dat 
This file contains the geometry inputs for the field evaluation programs. The 
files are different for the plate and shell cases. For Plate. f the file must contain: 
xO: Observation point x-scan starting position (mm) 
Observation point x-scan ending posision (mm) 
xstep: x-scan step size (mm) 
yO: y-scan starting point (mm) 
yl: y-scan ending point (mm) 
ystep: y-scan step size (mm) 
xp: source point x-coordinate (mm) 
yp: source pointy-coordinate yp < 0 (mm) 
b: beam Fresnel length 
alpha: source launch angle (deg.) 
For Shell. f the file must contain: 
rO: Observation point starting radius (mm) 
rl: Ending radius (mm) 
rstep: Radius step (mm) 
phiO: Observation point starting angle ( deg.) 
phil: Ending angle (deg.) 
phistep: Angle step size ( deg.) 
xp: source point ±-coordinate (mm) 
yp: source pointy-coordinate yp < 0 (mm) 
b: beam Fresnel length 
alpha: source launch angle ( deg.) 
Poles.dat 
This file contains the poles of the reflection coefficient used by the field evaluation 
programs. It is the same for both the planar and shell programs and must contain: 
npole: Number of poles 
poles: Reflection coefficient poles 
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Findpole.f 
This program conducts a Hooke & Jeeves pattern search [11] of either (A + 
iY) or (S - iY) to locate the poles of the reflection coefficient. One input file is 
required: material. dat. The program will request two inputs: Real starting point, 
and Imaginary starting point. The screen output will give the complex value of k 
located and the value of (A+ iY) or (S- iY) depending on which subroutine was 
linked. 
Plot.f 
This program is used to generate the data plotted in Fig 3.1. There is one input 
file required: material. dat. One output file is generated: plot. dat. The program 
requests the following input for the plotting region: 
Minimum value on Real axis 
Maximum value on Real axis 
Step size 
Minimum value on Imaginary axis 
Maximum value on Imaginary axis 
Step size 
Symm.f and antisymm.f '.Jo·.-
These are subroutines called by the programs as discussed above. There is no 
input or output required by these routines. The code was generated directly from 
the reflection coefficient given in Eq. (2.24). 
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Plate.f 
Plate. f is used to evaluate the reflected field from a fluid-loaded fiat plate. 
Three input files are required: material. dat, poles. dat, setup. dat. Two out-
put files are generated: incident. dat, output. dat. Incident. dat contains the 
incident field profile. Output. dat contains the total reflected field. The internal 
variables and routines are commented within the code. 
Shell.f 
Shell. f is used to evaluate the reflected field from a fluid-loaded cylindrical 
shell. The same three input files are required with the necessary changes (see above). 
The output files are also the same as those for Plate. f. All internal operations are 
commented in the code. 
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APPENDIX B. CONDUCTING THE EXPERIMENT 
The setup and operation of the experimental equipment must be done properly 
to ensure that the results are valid. All parameters and transducer positions must 
be set properly before the experiment can be run. The following is a step-by-step 
account of how to conduct the experiments. 
Preparing the Panametrics system 
After powering up all the equipment and logging into the pc, the Panametrics 
system must be set up. The first step is to download the axis driver parameters 
(menu selections are giy:e _in the typewriter font and ====? points to t~e selection on 
the sub-menu): 
cd panam download 
Individual axes may also be downloaded if an error occurs (e.g. dx2 downloads 
' ~· '<" 
axis X2). The downloading process loads the default axis driver specs into the com-
puter and initializes the data bus. Next, the machine gain settings on the panel must 
be set as follows: 
VO: 50 volts 
SH: Spike 
PG: 30 dB 
EN: Low 
MG: 20 dB 
MA: 19 dB 
SE: 31 dB 
HP: 50 kHz 
LP: 10 MHz 
RE: RF 
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Table B.1: Servo settings for mainscan program 
Servo x2 y2 Swivel2 
Servo speed 100 100 100 
Servo accel 3 3 3 
Servo decel 1 1 1 
Max speed - -
Min speed - -
Dead band .0005 .001 .003 
A diagram of the experimental geometry with the scplan variables marked ap-
pears in Figure B.l. Transducer 1 is selected as the transmitter and transducer 2 is 
chosen a,s the receiver for the experiment. Before the transducers can be positioned, 
the axis driver parameters must be checked. The program mainscan is executed by: 
d: --7cd testbed --7cd main --7go 
The parameter setting dialouge box is reached through the following menus: 
Scanner Utilities ==?Edit Axis Driver Specs 
In general, the driver parameters should be set correctly. However, if the values 
must be adjusted, the parameters in Table B.1 should be used. The paramters 
Max speed and Min speed should not be changed. 
The parameters are chosen so that transducer will move to the correct position 
as quickly as possible. Occasionally, particularly if the deadband is set too low, one 
of the servos can enter a limit cycle and will oscillate between two positions. This 
happens because the step size needed to reach the desired position is smaller than the 
minimum distance the servo can move. In the event that the servo becomes stuck, 
the position must be perturbed using the manual control. 
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Transmitter Swivel Angle (81 
Transmitter Incident Angle 6 
Observation Angle ( 8 ) 
~
Receiver 
---
---
---
~__...,,__ __ rw ___ ___, 
Receiver Launch Radius (rlr) 
Axis servos: 
Transmitter: x1, y1, zl, swivell, gimbal1 
Receiver: x2, y2, z2, swivel2, gimbal2 
X 
Water rth (rw) 
Cylinder Radius (rc) 
Initial servo positions 
x1=0 · •, 
yl=O 
swivel 1=8 1 from program 
x2=0 
y2=[rc+rw+rlr] 
swivel 2=8 2 from program 
Figure B.l: Experimental setup 
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Running the experiment 
Once the transducers are positioned on the axes, normal to the shell, the posi-
tioning values are redefined to correspond to the experimental geometry. From the 
main menu the following selections are made: 
Scanner utilities ==?Set encoder value. 
The encoder values for xl, yl, x2, and y2 are reset (if neccessary) as listed in 
Fig. B.l. Zl and z2 are set to zero. The menu selection changes the encoder value of 
the transducers without actually moving them. The transducers can now be moved 
to the first point in the scan profile generated by scplan. f. Swivell is moved to 
the transmitter launching angle and x2, y2, and swivel2 are moved to the first point 
listed in scnout. dat. 
At this point a waveform should appear on the oscilloscope when the proper delay 
is set. The amount of delay required on the scope will be requested by the program 
so that it can determine when to start sampling. The delay can be fine-tuned by 
capturing a sample wavefOrm as follows: 
Scanner utilities ==?Acquire waveform. 
The program will then ask for the following information: 
Filename 
Delay (set from oscilloscope) 
Extent of waveform (=20 JlS) 
Number of averages (=10). 
By plotting the waveform, the delay can be adjusted so that the sampled wave-
form fits inside the sampling window of 20 JlS. Once the delay is known, the actual 
scan may be conducted. The menu selections are: 
Scanner routines ==?Complex B-scan step-by-step ==?Run B-scan. 
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The program will request the following: 
Coord file (scnout.dat) 
wave output file (name of the data file) 
Delay (see above) 
Gate (20 p,s) 
Number of averages (10) 
Once the information is entered and run is selected the scan will proceed auto-
matically. 
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APPENDIX C. DATA PROCESSING 
After an experiment has been performed, a large quantity of data must be han-
dled to understand the results. Computer software, in particular tkfft. f and PV-
WAVE, can make this process easier. PV-vVAVE1 was used to generate all the graphs 
that appeared in this thesis. The data analysis can be broken down into three steps: 
examination of the waveforms, of the fft transformed data, and of the IMHz compo-
nent of the transformed data. 
Waveform analysis 
Analysis of the experimental data begins with the examination of the time do-
.- . ... 
main results. The raw data collected by the computer must be downsampled by 
downsample. f to reduce the file to a reasonable size. A density plot of the waveform, 
as in Fig. 5.6 is the best way in which to view the data set. This can be produced 
by PV-WAVE using the byte-scale (bytscl(x)) command. The ad~~ntage of this 
method of viewing the data is that the specular and nonspecular components of the 
reflected field can easily be distinguished. Alignment of the horizontal bands can 
done using the experimental time delays or by using a painting program. 
1TM Precision Visuals INC. 
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FFT analysis 
Analysis of the frequency content of the reflected field requires the use of a fast 
Fourier transform. The program tkfft. f is used to take the fft of the downsampled 
data set. PV-WAVE is again used to produce the density plot of the field magnitude 
as a function of frequency and angle. The byte-scale command is used, but to improve 
the contrast of the image, the command is used as follows: 
bytscl(alog(abs(m/avg(m)) + 1)) (C.1) 
where m is the complex array in which the data is stored. Frequency will appear on 
the horizontal axis and the observation angle will appear on the vertical axis. The 
bands corresponding to the transducer response harmonics will be clearly visible. 
lMhz analysis 
Isolation of the 1MHz component of the reflected field is a simple matter after 
the FFT has been taken.:-When field magnitude data set described above is plotted 
for a constant observation angle, a series of peaks corresponding to the sensitivity 
peaks of the transducer can be seen. The leftmost (and largest) p-eak is at 1MHz 
for the 1MHz transducer. For a given observation angle, there will· be 512 points 
along the frequency axis. By determining which data point corresponds to the 1MHz 
component (usually between points 26 and 28), the field magnitude can be plotted 
along the angle axis, holding the frequency constant at the selected data point. This 
will produce the reflected field graph seen in Chapter 5. 
