How to cite this paper: Dockery, E., Efentakis, M., & Al-Faryan, M. A. S. (2018). Are range based models good enough? Evidence from seven stock markets. Risk Governance and Control: Financial Markets & Institutions, 8(2) We study the performance of range-based models over varying market conditions and compare their performance against a set of alterative risk measurement models, including the more widely used techniques in practice for measuring the Value-at-Risk (VaR) of seven financial market indices. In particular, we focus on model accuracy in estimated VaRs over quiet and volatile moments utilizing loss functions and likelihood ratio tests for coverage probability. The empirical estimates based on these two criteria find that the range based-model of Yang and Zhang (2000) shows some success in estimated VaR risk measure, especially during quiet periods, than is the case for the other range based models considered. Also, we find that the EWMA and RiskMetrics models have an inconsistent marginal edge over the widely used GARCH and historical simulation specifications and that there is validity in the use of the EWMA and RiskMetrics models over range-based approaches as both capture and thus provide more accurate estimated VaR risk measure of market risk.
INTRODUCTION
Today risk measurement models are universal with financial firms situating value-at-risk (VaR) methods at the fulcrum of their risk management process for the management and reporting of market risk. Essentially, VaR is defined as the maximum expected loss of a portfolio for a given confidence level and a specified time horizon. Its wide use in risk management owes much to its conceptual simplicity for VaR summarizes the market risk associated with any portfolio to just a single number. For example, the VaR at level at the 1-day horizon is the nominal 1-day loss that will not be exceeded. Expressed differently, VaR at level would indicate that over a specified horizon the potential maximum loss for an asset will not exceed VaR at a confidence level of (1 − ). Although the literature in this area has grown considerably, partly motivated by the risk-adjusted measures of capital adequacy enforced by the Basil committee which, in turn, spawned the development of increasingly sophisticated risk measurement techniques, such as the equally weighted moving average (EWMA), RiskMetrics, the historical simulation approach to econometric procedures based on autoregressive moving average (ARIMA) models, extensions of the generalized autoregressive conditional heteroscedasticity (GARCH) family of statistical processes, and the application of extreme value theory in an effort to shed light on the forecasting ability of these approaches, the overwhelming evidence have been mixed; see for examples Schlueter and Deuschle (2016) . Mindful of this, and in light of the frequency of crisis events in financial markets, practitioners have become increasingly fastidious and so want to know when deliberating the choice of risk measurement models which of the available methods are conducive to delivering consistent and accurate estimated VaRs over varying market conditions. For if a particular model is not of a suitable fit it may prove to be costly as a consequence of inaccurate estimates of market risk.
This concern about what an inaccurate estimate of market risk might mean for financial firms has been highlighted by the demise of a number of financial firms which incurred large financial losses at the height of the financial crisis that appears to challenge existing approaches to risk measurement and the management of financial risk more specifically. Together, these events are providing the catalyst for a host of regulatory proposals and for calls for risk measurement models to keep pace with the market environment, both of which are directed toward appraising appropriate models for accurate estimates of VaR.
There are several reasons to why it is important to evaluate the performance of risk measurement models over varying market conditions. First, financial firms need to know how well risk measurement models perform in quiet as well as at volatile times in relation to each other in order to compare model accuracy, which is tantamount to stress testing. Thus, in principle, the credibility of a risk measurement model will depend on the exactness of the estimates of market risk it delivers. Second, risk measurement models are vehicles for decision making; that is, they are important for risk managers whose primary objective is to maintain the level of risk exposure within defined limits and for regulators whose main task are to ensure the stability of the financial system, and so require accurate measurement and reporting of VaR numbers to be able to take an informed view about the level of risk-taking at a financial firm, as well as to track their market risk exposure over time. Thus, the present study could be of interest to financial firms and their regulatory authorities.
The data used throughout this paper is the daily index of seven countries drawn from Europe, North America, Asia, and Latin America, as it offers insights of the risks faced by financial firms in these market over a time period marked by the reactions of market participant to news associated with deteriorating economic conditions, market volatility, the bursting of stock market bubbles, the Asian financial crisis, the Russian and Brazilian crisis, the deflation of the financial bubble centred on the dotcom companies, the catastrophic events of 9/11, and other shocks that impacted the world's stock markets over the sample period. The empirical analysis is confined to the period January 1992 to December 2002, a period which, as just mentioned, witnessed a number of shocks to global markets.
In accordance with the regulatory framework, the accuracy of estimated VaRs is assessed with respect to their one-step-ahead forecasts and 99 percent coverage levels. The methods are then backtested using two evaluation measures − Lopez (1999) loss function approach which is defined to produce higher values when exceptions occur, and Christoffersen's (1988) likelihood ratio tests for coverage probability, which is independent of the model process producing the estimated VaR and captures whether a particular procedure shows correct conditional coverage. The paper is organized into five sections. Section 2 outlines the range based approaches used to estimate VaR, including a class of alternative approaches, and the evaluation methodology used to assess their statistical accuracy. Section 3 presents the data. Section 4 presents and discusses the empirical results of the model's evaluation of estimated VaRs. Section 5 contains a summary of our findings and concluding remarks.
THE VAR SPECIFICATIONS CONSIDERED
As earlier noted, value at risk (VaR) is a widely used statistical framework for estimating the market risk of economic losses in financial markets. By employing VaR in daily risk management, banks and other financial firms can discern the minimum amount, in monetary terms; they might expect to lose with a small probability  over a stated time horizon, usually 1-day or 10-days.
Mathematically, we commence by considering the return series { } 1 of a financial asset, such that { } 1 follows a stochastic process:
Where, ( | −1 ) = 0 and (ℰ 2 | −1 ) = 2 . 1 Let ≡ / have the conditional distribution  t with zero conditional mean and unit conditional variance defined by ⃒Θ −1 ~Φ (0,1). Since our approach in this paper is to consider stock indices drawn from a number of capital markets, in preference to the construction of portfolios, we do not consider covariances. Thus the approach we follow is a variance method whereby the Var(a) can be estimated as follows:
In many applications, researchers assume the expected return equals 0, and we make this assumption. 2 Thus Eq. (2) becomes:
From Eq. (3) the estimation of VaR entails estimating  t () and  t . In regard to the models examined in this paper, we assume a parametric distribution (e.g., normal distribution) for  t (). The conditional distribution,  t (), is assumed to be constant over time or assumed to be Gaussian N(0, 1), while conditional variance 2 is estimated using different methods of volatility models. The approaches followed for the estimation of VaR (i.e., the estimation and modelling of ) includes the widely used parametric and non-parametric approaches and the less representative range-based method which are presented next.
Range based models
Since volatility is recognized as time varying, it is imperative to use the most recent price observations to construct an estimate of volatility. Here, volatility estimates using additional information such as high, low, open prices to achieve better accuracy ─ in addition to the closing price used by the conventional estimators, have been considered in the literature. For example, the theoretical and empirical studies include Parkinson (1980) , Garman and Klass (1980) , Rogers and Satchell (1991) , and Yang and Zhang (2000) . For the purpose of this study, we subject these extreme based models to empirical testing to see how well they estimate VaR.
Following Garman and Klass (1980) , the price in each period of length starts at the closing price of the previous period, with each period divided into two intervals with fractions and 1 − . Since trading is closed during the first interval of length, , the price movement in this interval (before opening) is unobservable. The high and low prices in a data set are those observed from the second interval of length(1 − ) (i.e., the trading interval) 3 . Parkinson (1980) demonstrates that expectation of the high minus the low squared is proportional to variance and constructs an estimate based on the high minus the low expressed as:
However, this estimator is only valid when there are no opening jumps and no drift. In contrast, Rogers and Satchell (1991) 
The variance estimator, ̂, of expression (5) is, according to Yang and Zhang (2000) a much better estimator than expression (4) since it is independent of the drift and is equal to zero when the security price makes a one-direction move of either u=c and d=0 for a straight-up move or d=c and u=0 for a straight-down move. 4 Garman and Klass (1980) variance estimator (derived under the assumption of no drift) is calculated as follows The estimators just discussed are only valid under the assumptions of either no drift or no opening jumps. Thus, Yang and Zhang (2000) point out that although the no drift assumption is reasonable for daily financial data, we can often see that "the price of a security goes through a "trendy" phase, in which the drift could be large compared to the volatility". Since estimators ̂ and ̂ will underestimate volatility, they further note that the assumption of no opening jumps is not realistic, since opening jumps do occur in reality and, in such cases estimators ̂ and ̂ will underestimate the volatility. To overcome this, Yang and Zhang (2000) suggests estimating the variance of the underlying security during these periods based on the following:
where ̂ is given in expression (6) and ̂0 and ̂ are defined as follows:
  In the empirical part of this paper, the constant k was chosen to minimize the variance of the estimator ̂ and was set equal to:
The above minimum-variance estimator is an unbiased estimator, which is independent of both the drift and opening jumps of the underlying price movement. For Yang and Zhang (2000), expression (12) is more accurate than the estimator based only on closing prices.
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The equally weighted moving average model
The equally weighted moving average (EWMA) method assumes variances are constant over the forecasting period. For calculating VaR, we estimate the volatility of asset return by a historical moving average variance process. Assuming that returns, , are observable over m days, the equally weighted sample variance is expressed as:
where the choice of window width m is critical. The choice of short windows would suffer from inferior statistical efficiency, though they are likely to do better in capturing the dynamics of short-term volatility. Once 2 is estimated, VaR is estimated under the assumption returns are normally distributed.
RiskMetrics method
Perhaps the most practicable volatility models used in the application of risk management has been the RiskMetrics (RM) model of J.P. Morgan (1996) , also known as the exponentially weighted moving average, which deals with the insensitivity of the Equally Weighted method to recent innovations and assigns exponentially weights to more distant observations. The RM model expresses the variance as:
Specifically, [0, 1] is the decay factor reflecting how the impact of past observations decays while forecasting one-day-ahead 2 . The most recent observations have the largest impact and the impact decays exponentially as the observations move towards the past. With a low value of , the weight attached to historical returns decays rapidly as we go further into the past. A high leads to a much lower decay of weights. But once 2 is estimated VaR is estimated under the assumption that returns are normally distributed.
Garch models
While the EWMA model captures volatility clustering, Bollerslev's (1986) Generalized Autoregressive Conditional Hetroscedasticity (GARCH) model allows for both autoregressive and moving average behaviour in variance and covariance. Thus we consider the Exponential GARCH (EGARCH) and the standard GARCH (1, 1) models. The latter is given by:
where 2 the time-varying conditional variance is modelled as a stochastic process. For a welldefined GARCH(1, 1) the restrictions > 0, ≥ 0, | | < 1 and 1 − − > 0 are imposed to ensure the conditional variance is positive.
measures the extent to which a volatility shock today feeds through into next period's volatility, while ( + ) measures the rate at which this effect dies out over time. The EGARCH model of Nelson (1991) is used to forecast volatility as given by:
where and are the parameters of asymmetry, and is the lag operator. Eq. (16) is capable of capturing any asymmetric impact of shocks on volatility and allows good and bad news to affect volatility in a different way ─ e.g. small positive shocks will have a greater impact on conditional volatility than small negative shocks, while large negative shocks will have a greater impact on conditional volatility than large positive shocks.
Historical simulation models
The Historical simulation (HS) approach is widely used in the financial industry owing to its flexibility and ease of application. The model constructs the distribution of portfolio value changes, △ , from historical data without imposing distribution assumptions and estimating parameters, and further assumes that trends of past price changes will continue in the future. Thus, the hypothetical future prices for time t+s are obtained by applying historical price movements to current (log) prices as follows:
Where t is the current time, s=1,2,...,k, k, is the horizon length of going back in time, , + * is the hypothetical (log) price of the i-th asset at time t+s, , * = , , △ , + − = , + − − , + −1− , , is the historical (log) price of the i-th asset at time t. Assuming a time horizon = 1, the portfolio returns at time + is defined as:
where , is the current portfolio (log) price. The VaR is obtained from the density function of the computed hypothetical returns. Thus VaR(α) = VaR t, τ is estimated by the negative of the (1 − ) ℎ quantile, * ; specifically,
A particular advantage of this approach is the no distributional assumptions, meaning that deviation from normality is not an issue. The model is also risk-free in that parameter estimation and correlation effects between various assets are modelled implicitly since profits are paired against losses for the entire position (Khindanova and Rachev, 2000; Linsmeier and Pearson, 1999).
Kernel method
As regards the Kernel method, Kernel estimation makes use of non-parametric methods of weighting the historical data when estimating volatility as:
The weights are then estimated using a nonparametric kernel method defined by:
where ̂ is the kernel density estimator, which at point x has the form:
where K( ) is the kernel function, which may take a variety of functions provided it holds certain regularity properties. A commonly used kernel is the Gaussian kernel defined by:
The unknown factor, h, in Eq. (23) is the window width, otherwise termed the bandwidth. In choosing the bandwidth there is a trade-off between variance and bias. The larger the bandwidth the smaller will be the variance but the greater the bias and vice versa. A number of methods are available for choosing the bandwidth from simple crossvalidation to various "plug-in" methods (Sheather and Jones, 1991) . In this study, the bandwidth is defined by:
since it can be shown to the optimal choice if data are assumed to be normally distributed and the Gaussian Kernel is used (Silverman, 1986).
Back testing the methods: Model evaluation
Back testing is a common procedure in risk management which enables risk managers, at a glance, to validate the statistical accuracy of economic VaR models. In this respect, the present article will consider two alternatives: (i) a test for accuracy of VaR estimates suggested by Lopez 6 A similar method was followed by Pagan & Schwert (1989) and was used by Engel & Gizycki (1999a) to estimate VaR (1999) and (ii) a likelihood ratio tests for coverage probability proposed by Christoffersen (1988) . The utility of the testing framework is that it roots in regulatory requirements and thereby allows for an evaluation of the statistical precision of out-ofsample VaR estimates; see Kuester et al. (2006) and Halbleib and Pohlmeier (2012) . According to the framework of Lopez (1999), the accuracy of estimated VaRs can be gauged by how well they minimize a loss function representing the concerns of risk managers. Loss functions reflecting such concerns are specified in a negative direction by assigning higher scores when failures occur and the VaR models are then assessed by comparing the expected value of the loss function. A model that minimizes expected losses is preferred to ones that do not reduce losses. The loss function at time t has the form:
where ( ) and ( ) are functions that satisfy ( ) ≥ ( ) and the realized return or loss. For the purpose of this exercise we consider three loss functions: a binary loss function which takes account of whether any given days return is greater or smaller than estimated VaR; a quadratic loss function which takes account of the size of the negative returns that exceed estimated VaR, and a firm's loss function suggested by Sarma et al. (2000) to resolve a possible conflict between the goals of safety and profit resulting from a firm's use of VaR in internal risk management.
The binary loss function treats any negative return smaller than estimated VaR as a violation. Thus we are concerned with the number of violations rather than the magnitude of such violations. Each loss exceeding the VaR is assigned an equal weight of unity, while all other returns have a zero weight, that is.
It follows that if the VaR model discussed above provides the correct level of coverage, as defined by its confidence level, then the average binary loss function over the sample will equate 0.05 for the 95 percent confidence level and 0.01 for the 99 percent confidence level. The quadratic loss function reflects the magnitude of the exception, but as well as taking this into account the application of its functional form penalizes large exceptions more severely than would be the case with a linear or binary measure. The quadratic loss function is defined by: 
where p is the desired significance level, i.e. one minus the VaR confidence level, N is the number of violations, and T is the number of VaR estimates. is asymptotically distributed chi-squared with one-degree of freedom under the null hypothesis that p is the true probability. Although the test can be used to penalize financial firms, it does not capture asymmetries or leverage effects which will affect the accuracy of any forecasts. 
DATA DESCRIPTION AND SUMMARY STATISTICS
The data used in this study consists of daily stock index closing prices, which includes 2870 observations for each series over the period January 1992 to December 2002 for a range of international stock indexes including: the U.S.A, Dow Jones Industrial Index (DJI), Canada, TSX Index (TSX), Germany, DAX30 Index (DAX), Netherlands, AEX Index (AEX), Japan, Nikkei 225 Index (NIKKEI 225), Thailand, Bangkok SET Index (SET), and Brazil, BOVESPA Index (IBOV), for which we calculate the daily VaR. These data were obtained from Data stream. The selection of the time period of 11 years was motivated by the appropriate time span for estimation and testing that this set of daily returns offer as it includes periods marked by events that triggered large price swings in the capital markets considered. 7 Daily market Open, High, Low and Close prices were used which is consistent with normal practice and reflect the view that these four prices have a much higher informational content than other intraday prices. 8 Returns, r, are calculated as the percentage logarithmic differences between the price time t and _1 , = 100 * ( − −1 ). Table  1 displays summary statistics for the data. 7 The period was chosen to cover both volatile periods and periods of relative tranquility in financial markets. For example, it covers the "controlled" devaluation of the Mexican peso in December 1994 that resulted in a spill over of the "peso-crisis" to the rest of Latin America, Asia, and the more developed financial markets. The flotation of the Thai baht and its subsequent 17% decline against the US dollar on the 2nd of July 1997, that resulted in significant global financial market volatility, as well as the devaluation of the Russian rouble; the fiscal deficit problems in Brazil that resulted in global financial market volatility in 1998, the financial distress of Barings Bank and Long Term Capital Management, the stock market crisis that commenced with the terrorist attack in the U.S in 2001, and was intensified in 2002 with the corporate governance scandals of Enron and WorldCom, resulting in significant financial market volatility, especially in the U.S and Europe. 8 Open and Close refer to the price at the opening and closing of the market, while High and Low prices corresponds to the two extremes -the highest and lowest prices recorded from the day's trading The reported results indicate that the mean daily returns from investing in a fund representative of the selected developed markets' range between -0.03 percent (Japan) and 0.03 percent (U.S.), while for a fund representative of emerging market stock indices between -0.02 percent (Thailand) and 0.34 percent (Brazil). Meanwhile, the standard deviations, which may be taken as a direct measure of volatility and the asset's risk for developed markets range between 0.9361 percent (Canada) and 1.4734 percent (Japan). While for emerging markets this range between 1.7850 percent (Thailand) and 3.0699 percent (Brazil). For the stock markets sampled, the markets of Thailand (11.3) and Brazil (28.8) displayed the largest daily price movement The skewness statistics suggest that all return series are either negatively or positively skewed. The kurtosis statistics suggest departure from normality and all series are highly leptokurtic. From the respective Jarque-Bera statistics, we can reject the normality assumption for return series, while the Ljung-Box statistic values suggest that they exhibit a high degree of autocorrelation in squares, but not in levels for some of the markets. The results of the unit root test, based on Phillips (1987) and PhillipsPerron (1988), (the critical values for rejection of hypothesis of a unit root are -3.4357, -2.8631 and -2.5676 for 1, 5 and 10 percent respectively) for the logarithmic of close prices (PP-LC) and logarithmic returns (PP-R) indicate that all of the return series are stationary. Figure 1 (see Appendix) displays the dynamics of the logarithmic of close prices of the market indexes over the past eleven years. The patterns indicate that the markets experienced significant market falls associated with the South East Asian crisis of 1997, Brazil's debt problem of 1998, the dot-com bubble in 2000, the 9/11 terrorist attacks in 2001 and the pressure of selling more generally In addition, Figure 2 (see Appendix) shows that the return series are more volatile over specific time periods. We can clearly observe that there are phases with different degrees of volatility. The USA stock market index (DJI) is seen to have a very high degree of volatility especially in 2001 which coincided with bad news. The volatility levels were very similar in other markets, except for the Canadian and Brazilian market, mainly due in part to the bad news coming from the USA which resulted in a succession of large positive and negative returns within a very short time horizon, indicating therefore that stock price risk management is warranted. Volatility clustering is manifestly apparent for all stock index return series indicating the presence of heteroscedasticity. Figure 3 (see Appendix) displays the monthly volatilities of the return series. Interestingly the data shows the standard pattern of volatility across all markets. Although volatility increased in all markets, the industrialized markets seem to exhibit more market jitters than the emerging markets sampled. In particular, there are turbulent months which are then followed by further turbulent months, while relatively calm months tend to bunch together.
ESTIMATION AND RESULTS
In this section, we apply the parametric and nonparametric models outlined in section 2 to the data for the seven stock markets. The VaR estimates for the financial markets in this study are calculated for a one-day holding period at the 95% and 99% confidence levels in order to evaluate whether model performance changes for different VaR levels. For VaR estimation, we employ estimation window size ranging from 50 to 1250 past observations and a one-day moving average procedure to push the estimation period through time. For the GARCH and EGARCH methods we apply the algorithm advanced by Bernt et al. (1974) to maximise the log-likelihood, while the parameters are estimated using 1250 observations and a one day ahead sample forecasts of volatility is estimated using a rolling window dynamic re-parameterization approach which requires estimating each model, and then using the parameters to create a one-day-ahead forecast of volatility for each market index.
We first analyze the performance of the models by using the method advanced by Lopez (1999) Tables 9 to 15 (see Appendix) report the LR statistics for the different coverage levels at 95% and 99% level VaR. As can be seen, the accuracy performance of the models in estimated VaRs are broadly similar, though most noticeably the performance of the range-based models are considerably poor in confidence levels for all markets than is the case for the more widely used risk measurement models. Similar conclusions are attained here, comparable with their performance in each statistical loss function. One encouraging result was that in the case of the AEX and DJI returns in period 1 and 3, although there were a large number of violations, the violations did not arrive in clusters as would otherwise have been expected. Interestingly, the poor performance of the models during volatile moments ─ i.e., the Asian financial crisis, the catastrophic events of September 11, 2001 , and the fears surrounding the financial distress of Enron is generally in line with results furnished by Danielsson (2002) who investigated similar models over the same time span, albeit with larger window lengths (300, 1000 and 1250 observations), but only for the regulatory 99% level VaR, which produced inferior accuracy results to smaller confidence levels.
We find that when we analyzed the models during volatile moments, due to the Asian crisis which followed a period of relative calm in global financial markets, the smaller sample windows were not only able to fully capture the short-term dynamics of the markets but also furnished better model performance in estimated VaRs. For example, the performance of the EWMA procedure for the SET return, displayed in Table 7 , where the performance difference as measured by the binary loss function for the largest and smallest sample window size was between 8.486 for the 95% level VaR and 2.293 for the 99% level VaR. Besides, the conditional coverage LR statistic improved by a factor of 48.3 for the 95% level VaR and 19.93 for the 99% level VaR. The improved performance of the VaR models using smaller sampling windows were further confirmed during the catastrophic events of 9/11 2001 (period 3), especially for European and North American markets that were widely affected.
Discernibly, model performance in estimated VaR risk measure improved when the largest window size was examined. The results here permit to conclude that the models were able to better capture the extreme returns from the first period, thereby delivering larger estimated VaRs. Thus the performance difference between the two volatile moments, for both the smallest and largest window size, reduced significantly. An examination of results in Table 3 for the DAX return shows that the difference of the binary loss function statistic for the EWMA procedure with 50 and 1250 observations during the first period were 5.275 and 4.358 for the 95% and 99% level VaR respectively, while for the third period this was 4.611 and 4.611. In the second period, quiet times, denoting the absence of any market perturbation or financial distress, the variation in window size had more of a varied influence on model performance in the accuracy of estimated VaR risk measure.
We also observe that model accuracy generally improved as the size of sampling windows increased. This was expected since, as earlier remarked, larger size windows were able to fully capture the extreme returns from the first period, thereby generating larger estimated VaRs. This was also confirmed by the results which identified the largest window size (1250) as performing worse than the second (500) and third (250) windows in estimated VaR risk measure. The explanation for this can probably be found in the windows which contained observations that take in the period 1992 to 1997, which was a quieter time for financial markets.
The results summarizing Christoffersen's test for this period were quite low, indicating that the majority of VaR models were providing unconditional and conditional coverage, independent of the confidence level for the markets considered. From the estimates, one can discern a clear and significant reduction in the LR statistic in comparison with the first period. For instance, for the AEX return, it can be seen that the statistic for the GARCH model displayed in Table 11 decreased from 2.21 to 0.05 for the 95% level VaR, and 5.87 to 1.47 for the 99% level VaR. Similar reductions were obtained for some of the VaR models applied to AEX returns for this period.
In contrast, the range-based models provide the least accurate estimated VaR risk measure in relation to their counterparts. Among these models, estimated values of the various loss functions (in terms of accuracy performance and conditional coverage) for the model of Yang and Zhang (2000) are identified as the most accurate, with the model of Garmon and Klass (1980) the second best performing model for both developed and emerging markets. In particular, the estimated VaRs of the model of Yang and Zhang and Garmon and Klass were especially biased during the first period for as Tables 2 to 10 . Specifically, the relative performance of these models improved during the second period, but deteriorated during the third period, especially for European and North American markets for reasons earlier noted. The statistics indicate that the only accurate and acceptable estimated VaR risk measure delivered y these models were for the SET return during the second and third period. But even for the SET all the models, the kernel aside, are identified as providing similar or even better accuracy performance in estimated VaR risk measure. One explanation for the poor performance of the range-based models may be due to the restrictive assumptions in the models structure such as the drift, the opening jump and the distribution of returns, which is perhaps why the model of Yang and Zhang (2000) with its less restrictive assumptions than the other range based models performed better.
The figure also shows that the most biased estimated VaRs were those of the kernel method, the results of which are in line with those obtained by Engle and Gizycki (1999a) who employed three different bandwidths. One explanation for the poor performance of the kernel specification over the three estimation periods may be as a result of our choice of bandwidth, but in light of the kernel and range based models underestimation of VaR, the results also show that both models delivered lower estimated values in the firm's loss function. This, we suspect, may be due to the large data requirements of the range-based models, the larger estimation time, and complexity of decision regarding the bandwidth of the kernel procedure, all of which suggests that one would be reluctant to recommend the use of such models to manage market risk.
On the basis of the magnitude of the statistics presented in Tables 2-8 and the results of  Christoffersen's test reported in Tables 9-15 , at the 95% and 99% VaR levels, it is clear that the GARCH and EGARCH models do not outperform the widely used VaR models for we could not correlate the performance of the models with the return series for any market or indeed to any confidence levels. In a similar way to the alternative models, the GARCH and EGARCH models also produced biased estimated VaRs during the Asian crisis, though the null hypothesis of independence of violations could not be rejected at 95% and 99% confidence levels. Even so, it must be highlighted that in the case of the DJI, TSX and BOVESPA returns, the accuracy performance of the models improved during the second and third period -particularly since the volatility persistence characteristic of stock returns included in the structure of the models' improved estimated VaR risk measure. The figures indicate that during the third period there was a slight decrease in model performance, though, for the majority of markets, the null hypothesis of conditional coverage could not be rejected.
It is apparent from the results that estimated VaRs from the GARCH and EGARCH specifications are very similar. A possible explanation for this is that for a large number of estimations of the EGARCH specification, the leverage effect was statistically insignificant, thus producing volatility estimates approaching the ones produced by the basic GARCH. This particular observation contrast with results of Sarma et al. (2000) and Berkowitz and O'Brien (2002) who considered modifying the basic GARCH based on the conditional normal distribution, which can be improved once the time variation in volatility is suitably modelled. Analogous conclusions can be drawn for the EWMA model which showed similar estimates and, in some cases, better accuracy performance, as well as providing better conditional coverage than the parametric models, which is consistent with results obtained by Sarma et al. (2000) .
During the first period ─ in uniform with range based models − the use of small window sizes improved model performance accuracy significantly for the 95% and 99% VaR levels for all markets, except for the DJI return for which the results show the binary and quadratic loss function values above the critical values, while the firm's loss function values were relatively high with the two smallest window size of 50 and 100 providing conditional coverage for the 95% or 99% level VaR. A close look at the values of the statistics for both types of tests indicate that model performance improved during the second period (which was a notable improvement on the first period), though results over sampling window size varied, principally because the larger size windows were able to manifest more extreme returns from the first period.
Over the period that encapsulate the catastrophic events of 9/11 (period 3), the performance accuracy of the models were very similar to the first period, with the smallest size windows delivering better performance than larger size windows. In particular high values of were observed for European markets. Yet despite these end results, the null hypothesis of independence of violations was not rejected for the smallest window size at the 99% level VaR. The performance of the EWMA method across all estimation periods shows that although the volatility forecast of the model can be improved with the aid of smaller or larger window size, the unconditional normality assumption is inadequate in modelling the empirical distribution of daily returns, even during quieter moments. Estimates for the first and third periods also show that the EWMA method delivered better VaRs than the GARCH models. But as far as identifying a model that is resilient to the inconstancy of financial markets, the estimates from both types of tests identify the RiskMetrics (RM) procedure as delivering better performance during volatile moments. Specifically, during the first period, the model produced the most accurate VaRs for the 95% and 99% confidence level for the AEX, NIKKEI 225, and SET returns. Specifically, the identify the RM model as providing conditional coverage for all markets for the 95% and 99% level VaRs in both volatile moments. The indicate that during the first period the model delivered better estimated VaRs for European and North American markets than for the representative markets of Asia and South American. That is, the latter markets reacted markedly to the fallout from the Asian crisis and from the ramifications of perceived market uncertainty. But although model performance was reversed in the third period for European markets, the RM model was the only VaR model that provided conditional coverage for these markets.
On the other hand, the Lopez B and Q statistics show that for all markets, the RM model performed poorly during quiet periods, even though it provides conditional coverage. This is more pronounced in all markets during quiet periods and during the third period, particularly for the SET and BOVESPA returns. The result here seems to suggest that the choice of the decay factor is important for the performance of the RM model, especially over the shorter window size, though it does not alter considerably the performance of the model for larger size windows. Clearly, since the sampling windows for most of the returns include observations from a relatively quiet period, we would expect an increase in the value of the decay factor to improve model performance, as more recent observations would be expected to have a larger bearing on volatility estimation.
Likewise, during quiet periods, we would also expect VaR models to provide more accurate estimated VaRs with lower decay factors since more value is given to more extreme events from the first period. The results here, although indecisive, suggest the accuracy of estimated VaRs for the RM model depends on the harmony between the sampling window size and the value of the decay factor. In respect to this, estimates identify the smallest window size as delivering the poorest performance for all three decay factors, confidence levels, and markets during volatile moments (1997/1998), while in the third-period model accuracy improved as a result of increasing the window size and the decay factor.
Overall, and in a similar way to the EWMA model, the RM model generally produced higher values of the firm's loss function than the GARCH, suggesting that financial firms allocating risk capital based on RM estimates would incur higher capital costs.
Considering further the specification search for model accuracy in VaR risk measure, and accounting for the performance of the Historical Simulation (HS) method during the first volatile period; looking closely at Tables 2-8 The performance of the model in VaRs for the markets was particularly poor at higher confidence level in both periods of highly volatile moments, as well as failing to furnish conditional coverage for both confidence levels. The results further show that over this period the use of longer data window size produced mixed results, with the two largest window size (the 500 and 1250) producing inferior performance at 95% and 99% VaR levels. The reason for this is that both windows include observations from a time when markets evinced far less volatility, suggesting that the empirical distribution of past returns are inappropriate to model the extreme returns over volatile moments. The most notable exception here is the BOVESPA, which is understandable since in both Fig 1 and 3 we can see that the large sample windows comprise observations from a period when asset prices on the stock market were somewhat volatile. We should stress here, also, that the model significantly improved in quiet times, which accords with results obtained by Engel and Gizycki (1999a), Hendricks (1996), Jackson et al. (1997) , and Mahoney (1996), yielding less biased estimated VaRs for the higher confidence level in the case of the DAX, DJI, TSX, and BOVESPA returns. When examined over period three, the results show that model performance was inferior to parametric specifications, especially for the DAX, AEX and DJI returns. The results here are consistent with Kupiec (1995) and Sarma et al. (2000), who found that the HS model did not provide superior performance to the EWMA, RM, and GARCH models in volatile moments and for all data window size.
In summary, the results illustrate that when estimating VaR over varying market conditions that, in general, the kernel, range-based and historical simulation procedure are the least among the models considered to deliver accurate estimated VaR risk measure. The study further suggests that the use of GARCH based specifications is not a reliable way for financial firms to estimate VaR and to manage their market risk, and despite previous studies conclusion that GARCH models can provide better estimates. Observedly, the EWMA model has shown some success in delivering VaR risk measures by altering the window size. The same finding is also applicable for the RiskMetrics procedure, though the model marginally delivers better performance in estimated VaR risk measure, and especially during volatile moments. Nonetheless, it worth noting that these risk measurement models have their own advantages and disadvantages; see for a discussion Emmer et al. (2015) . The limitation of the present study is that it does not consider a portfolio of mixed securities or portfolios consisting of the stocks of individual companies comprising the indexes of the markets used to estimate the daily VaR.
CONCLUSION AND IMPLICATIONS
We studied the accuracy performance of various classes of risk measurement models, including the most widely used specifications in practice, and alternative models which have not frequently appeared in the literature in VaR risk measure. The empirical analysis places particular emphasis on model performance in the accuracy of estimated VaR over three distinct estimation periods − one quiet and two volatile -as well as across developed and emerging markets from different geographical regions. To verify and thus evaluate model accuracy and performance, the models are compared using Lopez regulatory loss functions and Christofferson likelihood ratio tests for coverage probability (or the number of violations).
In our analysis, it is shown that the EWMA and RiskMetric procedure delivered more accurate estimated VaR risk measure than did any of the alternative risk measurement procedures, though performance varies with the 95% and 99% confidence levels. In particular, the RiskMetric procedure performs reasonably well during volatile periods, while the EWMA do better in the quiet period. Furthermore, the evidence suggests that the resulting VaR numbers might differ considerably for identical portfolios that include stocks drawn from the seven markets indices considered. The results presented here are consistent with the conjecture that procedures tend to underestimate VaR during periods of financial stress, while they imply higher opportunity cost of capital. The results also indicate that procedures such as the EWMA can provide more accurate estimated VaRs than the GARCH and HS models by changing the estimation horizon, while the Kernel, Range-based and HS models are identified as the least accurate in estimated VaR risk measure in both confidence levels, across financial markets and all periods. The results thus fit a pattern that is similar to that found by Danielsson (2002) as it provides further evidence on the relation between the performance of alternative VaR models over periods of financial stresses and strains. It also has interesting implications for practitioners and regulators alike, since our application implements back-testing techniques to evaluate the performance of VaR models over stable and volatile moments which may help to mitigate investors, portfolio managers, and regulators concern over the efficacy of risk measurement models to yield accurate and consistent VaR estimates over varying market conditions. Overall, the conclusion reached here speaks in support of the RiskMetric and EWMA procedure as the best performing models, though it may be more interesting to compare them and the other models considered in this study in terms of portfolio management performance using portfolios that are the components of the stock market indexes included in this study. 
