Recently, we adapted exploration and martingale arguments of Nachmias and Peres, in turn based on ideas of Martin-Löf, Karp and Aldous, to prove asymptotic normality of the number L1 of vertices in the largest component L1 of the random r-uniform hypergraph throughout the supercritical regime. In this paper we take these arguments further to prove two new results: strong tail bounds on the distribution of L1, and joint asymptotic normality of L1 and the number M1 of edges of L1.
Introduction and results
For 2 r n and 0 < p < 1, let H r n,p denote the random r-uniform hypergraph with vertex set [n] = {1, 2, . . . , n} in which each of the n r possible hyperedges is present independently with probability p. One family of interesting questions concerning H r n,p asks for analogues of the pioneering results of Erdős and Rényi [9] concerning the phase transition in the graph (r = 2) case of this model, as well as analogues of the many more detailed and precise results that followed. Throughout the paper we fix r 2 and consider p = p(n) = λ(r − 2)!n −r+1 with λ = λ(n) = Θ(1). The reason for this normalization is that, as shown by Schmidt-Pruzan and Shamir [17] , with this choice λ = 1 is the critical point of the phase transition in H r n,p , above which a giant component emerges. For r = 2, a great deal is known; for r 3, most past results concern the case λ = 1 constant, or (essentially equivalently), λ = 1 ± Θ(1). Here we are especially interested in what happens when λ → 1, so much of the time we write λ = 1 + ε or λ = 1 − ε, with ε = ε(n) → 0. In [6] , a result of Aldous [1] concerning critical random graphs (r = 2) is extended to r 3; this implies in particular that the critical window of the phase transition in H r n,p is when ε 3 n = O(1), just as in the graph case. Here we study H r n,p outside the critical window, i.e., when ε 3 n → ∞. If G is a (multi-)graph, then its nullity is n(G) = c(G) + e(G) − |G|, where |G|, e(G) and c(G) are the numbers of vertices, edges and components of G. In the hypergraph case, it is natural to define the nullity of H as the nullity of any multigraph obtained by replacing each hyperedge by a tree on the same set of vertices. In the r-uniform case, this reduces to the following definition:
n(H) = c(H) + (r − 1)e(H) − |H|.
For connected graphs and hypergraphs, one often studies instead the excess n(G) − 1 or n(H) − 1. However, while this definition is natural for connected graphs (where it reduces to e(G) − |G|), it seems less natural for hypergraphs, and we prefer to work with n(H).
Let L 1 be the component of H r n,p containing the most vertices, chosen according to any rule if there is a tie. Let L 1 = |L 1 | and M 1 = e(L 1 ) be the numbers of vertices and edges in L 1 , and N 1 = n(L 1 ) its nullity, so
Our first aim is to prove a bivariate central limit theorem (Theorem 1 below) for the random variable (L 1 , N 1 ) (and hence for (L 1 , M 1 ) and for (M 1 , N 1 )) throughout the sparsely supercritical regime, i.e., when ε 3 n → ∞ and ε → 0. The corresponding result for ε = Θ(1) was proved recently by Behrisch, CojaOghlan and Kang [3] , as part of a stronger result, a local limit theorem. Their methods are completely different from ours, and seem very unlikely to adapt to the case ε → 0.
Our second aim is to prove, in Theorems 2 and 3, large-deviation bounds on L 1 in the supercritical and subcritical cases. As far as we are aware, even for ε = Θ(1) these results are new for hypergraphs, so here we do not assume that ε → 0. As we shall show in a separate paper [7] , it is possible to use 'smoothing' arguments to deduce from Theorem 1 its local limit analogue; the tail bounds proved here are needed for these arguments as well as being (we hope) of interest in their own right.
To state our results precisely we need a number of definitions; we shall (mostly) follow the notation in [6] . For λ > 1 let ρ λ be the unique positive solution to
so ρ λ is the survival probability of a Galton-Watson branching process whose offspring distribution is Poisson with mean λ, and define λ * < 1, the parameter dual to λ, by λ * e −λ * = λe −λ .
It is easy to check that λ * = λ(1 − ρ λ ), and that for λ > 1 with λ = O(1) we have
For λ > 1 and r 2, define ρ r,λ by
and set ρ *
(The star here does not refer to duality; rather it is a notational convention adopted from [16] .) If λ = 1 + ε then, as ε → 0, elementary but tedious calculations show that
, and ρ *
One starting point to see this is to use (1) to find (term-by-term) a series expansion for ρ λ . In [6] it was shown that throughout the supercritical regime, i.e., when ε 3 n → ∞ and ε = O(1), the random variable L 1 (H r n,p ) is asymptotically normally distributed with mean ρ r,λ n and variance σ 2 r,λ n, where a formula for σ r,λ is given in [6, Eq. (3)]. As noted there, when ε → 0, σ 2 r,1+ε ∼ 2ε −1 . Hence, under this additional assumption, the main result of [6] says exactly that L 1 (H r n,p ) is asymptotically normally distributed with mean ρ r,λ n and variance 2n/ε. Our first result extends this univariate central limit theorem to a bivariate one. Theorem 1. Let r 2 be fixed, and let p = p(n) = (1 + ε)(r − 2)!n −r+1 where ε = ε(n) → 0 and ε 3 n → ∞. Let L 1 and N 1 be the order and nullity of the largest component The graph case of this result was proved by Pittel and Wormald [15] , as part of a stronger result. As noted above, the corresponding result with ε = Θ(1) was proved recently by Behrisch, Coja-Oghlan and Kang [3] . Their formula for the quantity corresponding to ρ * r,λ coincides with ours, though the different notation obscures this. (They write ρ for 1 − ρ, and study M 1 rather than
, it is straightforward to translate.)
We next turn to tail bounds on the distribution of L 1 (H r n,p ) in the subcritical and supercritical cases. In reading these results, it is worth noting that in both cases, for deviations of order εn, i.e., of order the typical value of L 1 (H r n,p ) in the supercritical case, we obtain a bound on the probability of order exp(−Ω(ε 3 n)). This formula, which we believe to be tight up to the constant, corresponds to the function exp(−Ω(n)) that one expects when λ = 1 is constant. We start with the subcritical case.
Theorem 2. Let r 2 be fixed and let p = p(n) = (1 − ε)(r − 2)!n −r+1 where
for some constants c, C > 0.
This inequality is meaningless unless L is at least some constant times log(ε 3 n)/ε 2 , which, as shown by Karoński and Luczak [10] , is the typical order of L 1 . For us, the most important case is that with L = Θ(εn). We believe that, apart from the constant in the exponent, the bound given in Theorem 2 is best possible for essentially the entire range to which it applies.
In the supercritical case, we show that L 1 is concentrated around its mean, and that L 2 is unlikely to be large.
Theorem 3. Let r 2 be fixed, and let
Since ρ r,λ n = Θ(εn), the bound (6) implies in particular that if δ = δ(n) 1/2, say, and δ √ ε 3 n → ∞, then
for some absolute constant c > 0. For the largest component, much more precise results are known in the graph case, at least when [13] established a 'large deviation principle' tight up to a factor 1 + o(1) in the exponent in the error probability. Biskup, Chayes and Smith [4] proved a corresponding result for the number of vertices in 'large' components.
In the subcritical case, Karoński and Luczak [10] proved very precise results about the limiting distribution of L 1 (essentially a local limit result, but conditional on the probability 1 − o(1) event that there are no complex components). Theorem 2 neither implies their result nor is implied it: instead of considering 'typical' values of L 1 , we prove that the probability that L 1 is considerably larger goes to zero rather quickly.
In the next section we prove some simple lemmas that we shall need later. In Section 3, we recall the exploration argument from [6] , and adapt it to prove Theorems 2 and 3. Finally, in Section 4 we prove Theorem 1, our main result.
Preliminaries
In this section we prove some probabilistic inequalities that will be needed later. Here (and indeed throughout the paper) we make no attempt to optimize the various constants that appear, or even to make them explicit.
with np ν k, and X is a non-negative random variable with mean µ that is stochastically dominated by kY , then for −1 θ 1 we have
Proof. For 0 α k, an elementary calculation gives
where C 1 = k(e k − 1) is a constant depending only on k. Either by differentiating, or by using twice the observation that Y ∼ Bin(n, p) implies
where C 2 = (ke 2k + e k )C 1 . For 0 θ 1, since exp(θx) and x 2 exp(θx) are increasing in x 0, we have
recalling (9) and (10), and noting that
Since µ k and X 0, for −1 θ < 0 we have e
where in the last step we applied (11) with θ = 0. This completes the proof of the lemma with C = e k C 3 , a constant depending only on k.
Our next lemma is a simple Chernoff-type martingale inequality that is doubtless a special case of (many) known results. Since the proof is very simple, it seems easiest just to give it.
is a martingale with respect to the filtration (F t ) with M 0 = 0, and that for 1 t ℓ the conditional distribution X of
for |θ| 1. Then, for any t 1, we have
In particular, if y = O(Ct) then
Proof. By a standard stopping-time argument, it suffices to show that
Indeed, let τ = inf{i : |M i | y} ∞ and consider the stopped martingale defined by
) This martingale also satisfies the assumptions of the lemma, and relation (14) 
If X is any random variable with E[X] = 0 satisfying (12), then defining
It follows that for −1 θ 1 we have
A standard inductive argument now implies that E[e θMt ] exp(Cθ 2 t/2). Let y 0. Then, by Markov's inequality, for 0 θ 1 we have
For y Ct, taking θ = y/(Ct) ∈ [0, 1] gives P(M t y) exp(−y 2 /(2Ct)); for y Ct, taking θ = 1 gives P(M t y) exp(Ct/2 − y) exp(−y/2). We may bound P(M t −y) similarly, using Markov's inequality to show that for −1 θ 0 we have
and then taking θ = −y/(Ct) or θ = −1. This completes the proof (14) and hence of the lemma.
Tail bounds
Let us briefly recall some of the methods and results of [6] . Given a hypergraph H with vertex set [n], we 'explore' H by revealing its edges in n steps as follows.
In step 1 t n we pick a vertex v t in a way that we shall specify in a moment, and reveal all edges incident with v t but not with any of v 1 , . . . , v t−1 . After t steps we have 'explored' the vertices v 1 , . . . , v t , and have revealed all edges incident with one or more of these vertices. An unexplored vertex is 'active' if it is incident with one or more revealed edges, and 'unseen' otherwise. We write A t for the set of active vertices after t steps, U t for the set of unseen vertices, and set A t = |A t | and U t = |U t |. When choosing which vertex to explore next, we pick an active vertex if there is one (according to any rule), and an unseen vertex otherwise. Explorations of this type have been used on numerous occasions, including by Martin-Löf [12] , Karp [11] , Aldous [1] and Nachmias and Peres [14] . For hypergraphs, the form described here was used by Behrisch, Coja-Oghlan and Kang [2] and later by the present authors in [6] ; in our opinion, the description and analysis in [6] is simpler than that in [2] . For further background, see [5] .
Let 0 = t 0 < t 1 < t 2 · · · < t ℓ = n enumerate {t : A t = 0}. Then it is easy to see that, for 1 i ℓ, the set V i = {v ti−1+1 , . . . , v ti } is the vertex set of a component of H. Indeed, for any t such that A t = 0 there are no edges joining any v i with i t to any v j with j > t, so V i is not joined to [n] \ V i in H, and if A t > 0 then v t+1 is active at time t, and hence is in some edge containing some v i , i t; thus the subhypergraph of H induced by V i is connected.
Let C t = |{i : 0 i < t, A i = 0}| be the number of components that we have started to explore within the first t steps, and define X t = A t − C t . Let η t be the number of vertices in U t−1 \ {v t } that become active in step t, i.e., are contained in one or more hyperedges containing v t and none of v 1 , . . . , v t−1 . As shown in [6] , we have
Indeed, this is easily seen by induction on t, with a separate argument for the induction step according to whether or not v t starts a new component. So far, we have not specified the hypergraph H that we are exploring. From now on, we take H = H r n,p . For the moment we assume only that r 2 is constant, and that p = p(n) = Θ(n −r+1 ). Let F t be the σ-algebra generated by all information revealed up to step t of the exploration process.
Lemma 6. The distribution of η t conditional on F t−1 is stochastically dominated by r − 1 times a binomial random variable with mean
Proof. In step t we test exactly n−t r−1 r-sets to see whether they are edges of H, namely all r-sets including v t but none of v 1 , . . . , v t−1 . None has been previously tested, so the random number E of edges that we find has a binomial distribution with mean
so by definition E[∆ t | F t−1 ] = 0 and, from (15),
Our next aim is to prove the simplest of our main results, Theorem 2; for this we use simpler methods than those in [6] .
Proof of Theorem 2. Let r 2 be fixed and let
where ε 3 n → ∞ and 1 − ε is bounded away from 0. Our aim is to show that if
for some constants c, C > 0. By Lemma 6,
Then, crudely,
Note that D t is a random variable, but this deterministic bound holds with probability 1. Let
is a martingale with respect to (F t ). Since the sequence (a t ) is increasing, from (18) we see that for t 1 < t 2 we have
Then there is some t (one less than the time at which we first start exploring a component with more than L vertices) such that A t = 0, A t+L 1, and C t+L = C t+1 = C t + 1. Thus X t+L X t . For j 0 let E j denote the event that there is a t in the interval jL t < (j + 1)L with X t+L X t . What we have just noted tells us that
Consider the martingale (M 
From (17),
where c ′′ > 0 is a constant. Now
For x > 0 we have
where the last step is perhaps most easily seen by considering x 1 and x > 1 separately. It follows that
Finally, by assumption ε 2 L → ∞, so n/(εL 2 ) = o(εn/L) and, from (21),
completing the proof of Theorem 2.
In preparation for the proof of Theorem 3, we recall and extend some further results from [6] . For the moment the only assumption on p is that p = Θ(n −r+1 ). As in [6] , for 1 t n set
noting that for all t we have 0 α t p n r−2 = O(1/n), so in particular max t α t < 1/2, say, if n is large enough. Let
In particular, there is a constant β > 0 such that for n large enough,
for all 0 t n. Set x t = n − t − nβ t .
As shown in [6] , this deterministic sequence is a good approximation to the expected trajectory of the random process (X t ) 0 t n . As before, let λ = pn r−1 /(r − 2)! = Θ(1). As shown in [6] ,
uniformly in 0 t n, where
Again as in [6] , elementary calculations show that
and sup
Suppose from now on that λ > 1. Then, writing ρ for ρ r,λ , from (3), (24), simple calculations and (for the final equality) (2) we have
It follows easily that there are constants 0 < c 2 , c 3 < 1 such that for 0 τ c 2 ε we have g(τ ) c 3 ετ, g(ρ − τ ) c 3 ετ, and g(ρ + τ ) −c 3 ετ.
Let
noting that (S t ) is a martingale with respect to (F t ). By [6, Lemma 3] there is a constant c 1 such that
for 0 t n.
Lemma 7.
Suppose that r 2 is fixed and p = p(n) = Θ(n −r+1 ). For any 1 t = t(n) n and y = y(n) = O(t) we have
Proof. Note that
and that β i β > 0. The result thus follows from Lemma 6, Lemma 4 (applied to the conditional distribution of β −1 i η i given F i−1 ), and Lemma 5. We continue following the strategy of [6] , itself based on that of [5] , modifying the calculations to obtain the tighter error bounds claimed in Theorem 3.
Lemma 8. Let t 0 = t 0 (n) satisfy 1 t 0 min{n/(2c 1 ), c 2 εn}, where c 1 is the constant in (29) and c 2 is a constant such that (27) holds for 0 τ c 2 ε. Then for any y = y(n) satisfying y → ∞ and y = O(t 0 ) we have
Proof. Let Z = − inf{X t : t t 0 } be the number of components completely explored by time t 0 , and let T 0 = inf{t : X t = −Z} be the time at which we finish exploring the last such component; if Z = 0, then T 0 = 0.
Let A be the event A = |S t | y/4 for all 0 t t 0 .
By Lemma 7 we have P(A c ) 2 exp(−Ω(y 2 /t 0 )).
Since t 0 n/(2c 1 ), relation (29) implies that for t t 0 we have |X t − X t | C t /2. Since X T0 = −Z and C T0 = Z, and T 0 t 0 by definition, it follows that X T0 −Z/2. Since T 0 t 0 c 2 εn, from (27) we have g(T 0 /n) 0. By (23) it follows that x T0 −O(1), so from (28) we have β T0 S T0 = X T0 − x T0 −Z/2 + O(1). Hence S T0 −Z/2 + O(1). By the definition of A, it follows that whenever A holds, then
for n large enough.
We are now ready to prove Theorem 3.
Proof of Theorem 3. Recall that r 2 is fixed
where ε = ε(n) = O(1) and
where c 1 is the constant in (29). Note that
Define T 0 and Z as in the proof of Lemma 8. By that lemma, we have
with probability at least
Ignoring the rounding to integers, and recalling (5), set
Note for later that, from (26), g(ρ r,λ ) = 0, so (23) implies that
Let B be the event B = |S t | c 3 εt 0 /5 for all 0 t t 1 + t 0 .
Since t 1 = Θ(εn) and c 3 εt 0 /5 = O(ε 2 n) = O(εn), by Lemma 7 we have
recalling (31). Let T 1 = inf{t : X t = −(Z + 1)} be the time at which we finish exploring the component C that we start exploring at step T 0 + 1.
Claim. If (32) and B hold, then t
Assuming this deterministic claim for the moment, Theorem 3 follows easily. Indeed, the component C has t 1 + O(t 0 ) = t 1 + O(ω n/ε) vertices, and any component explored before C has at most t 0 < |C| vertices. Also, stopping the exploration at time T 1 , the unexplored part of H r n,p has exactly the distribution of H r n−T1,p . From the bound |T 1 − t 1 | t 0 it follows easily that the 'branching factor
. Hence, by Theorem 2, with probability 1 − exp(−Ω(ε 3 n)) = 1 − exp(−Ω(ω 2 )) this graph has no component larger than C, completing the proof of (6). The bound (7) follows easily from (6), Theorem 2 and a standard duality argument; we omit the details.
It remains to prove our claim. Suppose then that (32) and B hold. For t min{T 1 , t 1 + t 0 } relations (23), (29) and (32) and the fact that B holds imply that
Suppose for a contradiction that T 1 < t 1 − t 0 . Then (35) applies for t = T 1 ∈ [t 0 , t 1 − t 0 ]. From (27) and the concavity of g, we have ng(t/n) c 3 εt 0 in this range, so −(Z + 1) = X T1 c 3 εt 0 − c 3 εt 0 /2 > 0, a contradiction. Thus T 1 t 1 − t 0 . Suppose next that T 1 > t 1 + t 0 . Then (35) applies with t = t 1 + t 0 . Hence, by the definition of T 1 = inf{t : X t = −Z − 1}, the last bound in (27) and (35),
This contradicts (32), completing the proof of the claim and thus that of the theorem.
Bivariate central limit theorem
Let N t denote the nullity of the hypergraph formed by all edges exposed within the first t steps of the exploration described in the previous section. Since nullity is additive over components, the component C explored between time T 0 and T 1 has nullity N T1 − N T0 . We now study the joint distribution of this quantity and
Recall that A t denotes the set of active vertices at time t, and A t = |A t |. Let E t be the set of edges revealed during step t. Then
Let ξ t be the number of vertices in A t−1 \ {v t } included in one or more edges in E t , and set
where the sum is over all unordered pairs of distinct edges in E t . Then
Considering the number of triples (e, w, f ) where e and f are edges tested at step t and w ∈ (e ∩ f ) \ {v t }, by linearity of expectation we have
It will follow that we can essentially ignore ζ t , and consider only the ξ t . Let A ′ t = |A t \ {v t+1 }| be the number of active vertices after t steps other than v t+1 . Thus
. Let π t = π 1,t be the probability that a given vertex u not among v 1 , . . . , v t is contained in e∈Et e. (This quantity is denoted π 1 in [6] .) Since there are c t =
edges tested at step t that contain u, we have
In particular, for t = O(εn) we have
From the definition of ξ t+1 and the linearity of expectation,
Let π 2,t be the probability that two given (distinct) vertices u, w ∈ [n] \ {v 1 , . . . , v t } are both contained in e∈Et e. It is not hard to write an exact formula for π 2,t ; instead, let us give a simple upper bound. Considering the cases where u, w are in the same e ∈ E t and in distinct e, f ∈ E t it is easy to see that
It follows that
Similarly,
These bounds are enough to extend the argument used to prove a univariate central limit theorem for L 1 (H r n,p ) in [6] to prove Theorem 1; very roughly speaking, we shall use the estimates above to decompose (N t ) into two parts. The first part is a martingale that is essentially independent of (X t ), and the second depends on (X t ) in a simple way. Then we can apply a martingale central limit theorem to prove the result. As usual in this type of argument, we must calculate the expectation terms very accurately, but it suffices to estimate the variance terms within a factor of 1 + o(1).
For the rest of the paper r 2 is fixed, and
where ε = ε(n) → 0 and ε 3 n → ∞. Also, ω = ω(n) → ∞ slowly, in particular with ω = o((ε 3 n) 1/6 ), although we shall impose some extra conditions later. We emphasize the assumption ε → 0; without this, our arguments can be made to work, but the calculations are less clean. Since the result for ε = Θ(1) is covered by that of Behrisch, Coja-Oghlan and Kang [3] , we prefer to assume that ε → 0.
Define t 1 by (33), and set
Although this is not important, this agrees with the definition (30) in the previous section for n large enough. As in the previous section, let Z be the number of components completely explored by time t 0 , let T 0 be the time at which we finish exploring the last such component, and let T 1 be the time at which we finish exploring component Z + 1. As usual, we say that an event E = E(n) holds with high probability or whp if P(E(n)) → 1 as n → ∞.
Lemma 9.
Define three events as follows:
|S t | ω √ εn , and
Then, provided ω → ∞ slowly enough, the events E i , i = 1, 2, 3, all hold whp.
Proof. In [6] it was shown that Z = o p ( √ εn), where, as usual X n = o p (f (n)) means that X n /f (n) converges to 0 in probability. Decreasing ω changes the definition of Z, but in a monotone way, so it follows that if ω = ω(n) → ∞ slowly enough then E 1 holds whp.
For E 2 apply Lemma 7, noting that t 1 + t 0 = Θ(εn), and that ω
That E 3 holds whp was proved in the previous section, and also in [6] .
(ii) max t∈I A t , max t t0 A t = O(ω √ εn), and
Proof. Suppose E 1 ∩ E 2 ∩ E 3 holds. Since C T1 = Z + 1 and by assumption T 1 ∈ I we have, very crudely, that
, uniformly in t t 1 + t 0 . Recalling (25) and (26), for t t 0 or t ∈ I we have g(t/n) = O(εt 0 /n) and hence
uniformly in t ∈ [0, t 0 ] ∪ I. Let T = max{t ∈ I : A t = 0} be the last time that we finish exploring a component within the interval t ∈ I; this makes sense since
proving (i). For t t 1 +t 0 we have A t |X t |+C t |X t |+C t1+t0 . Hence (ii) follows from (i) and (43). Finally, (iii) follows similarly, noting that sup τ ρ g(τ ) = O(ε 2 ).
Lemma 11. Let C be the component explored between times T 0 and T 1 . Then
Proof. That n(C) = N T1 − N T0 is immediate from the definition of N t , the nullity of the hypergraph revealed by step t. From (36) we have
where for the second-last step we used the expectation bound (37) and Markov's inequality. Since ξ t 0 and T 0 t 0 hold by definition, whenever E 3 holds we have
say. Let E = E 1 ∩ E 2 ∩ E 3 . By Lemma 10(ii) and (40), since max
Since E holds whp, it follows that B = o p ( √ ε 3 n).
Following (a modified form of) the strategy in [16] , we now consider the Doob decomposition of the sequence ( t i=1 ξ i ). More precisely, writing F t for the σ-algebra generated by all information revealed up to step t of the exploration process, set
Lemma 12. Define ρ * = ρ * r,λ as in (4) . Then
where the γ t are deterministic and satisfy
uniformly in 1 t t 1 .
Proof. From the definition of X t and (29) we have
Hence, recalling (40),
where E = t1−1 t=0 C t /n. We shall estimate the terms on the right-hand side of (46) in reverse order.
Whenever the event E = E 1 ∩E 2 ∩E 3 defined in Lemma 9 holds, for t t 1 −t 0 we have C t Z + 1 = O(ω −1 √ εn). Also, by Lemma 10(i), for t 1 − t 0 < t t 1 we have C t C t0+t1 = O(ω √ εn). Since E holds whp, it follows that whp
Turning to the middle term in the right-hand side of (46), from the definition (28) of S t , we have
where, recalling (22) and (39),
Finally, turning to the main term in (46), from (23), (24) and (38) we have
where
and g(τ ) is defined in (24). An elementary calculation shows that
.
Recalling that g(ρ) = 0, it follows easily that
where ρ * = ρ * r,λ is defined in (4) . Since h ′ is uniformly bounded, it follows easily from (47) that
Combining the estimates just proved, Lemma 12 follows from (46).
We note the following simple corollary for later.
since there are t 1 = O(εn) terms, each γ t is O(ε) from (45), and (as shown in [6] , though it also follows from results in the previous section), Var[∆ t ] = O(1). The result thus follows from Lemma 12 and the observation that √ ε 3 n = o(ρ * n), recalling (5) and that ε 3 n → ∞.
After this preparation, we are ready to complete the proof of Theorem 1.
Proof of Theorem 1. Our notation is as before in this section. Let C be the component of H r n,p explored between times T 0 and T 1 . As shown in [6] , and also here in Section 3, whp C is the (unique) component L 1 of H r n,p with the most vertices. From [6, Eq. (21) ] and the bound T 0 = o p ( n/ε) established in [6] , we have |C| = T 1 − T 0 = ρn + X t1 /(1 − λ * ) + o p ( n/ε) = ρn + β t1 S t1 /(1 − λ * ) + o p ( n/ε), since X t1 = x t1 + β t1 S t1 = β t1 S t1 + O(1) by (28) and (34). From (5), we have 1 − λ * ∼ ε, while from (22) we have β t1 ∼ 1. Recalling Lemma 11, to complete the proof of Theorem 1 it thus suffices to show that the pair S t1 , t1 t=1 ξ t − ρ * n is asymptotically bivariate normal with variance σ 
where the γ t are deterministic and satisfy (45). Set ∆ t = γ t ∆ t + ∆ * t . Then (48) implies that
Thus our aim is to show that (S t1 ,Ŝ t1 ) is asymptotically bivariate normal with mean zero and variance as above. This is more or less immediate from an appropriate martingale central limit theorem. Indeed, by the definitions (16) and (44), E[∆ t | F t−1 ] = E[∆ * t | F t−1 ] = 0, so E[∆ t | F t−1 ] = 0, and (S t ,Ŝ t ) t1 t=0 is a martingale. We next estimate the conditional variances and covariance of the increments; in doing so, we assume throughout that E = E 1 ∩ E 2 ∩ E 3 holds.
For t t 1 , the bound (22) implies that β t ∼ 1. Thus, when E holds,
where the final estimate is from [6, Eq. (7) As we have already remarked, in a follow-up paper [7] we shall prove a local limit version of Theorem 1, using Theorems 3 and 1 as tools in the proof.
