We calculated the free energy of vapor phase nucleation in a truncated and shifted Lennard-Jones fluid by subjecting a small system taken inside the metastable phase to grand canonical Monte Carlo simulation and then estimating the probability distribution over the macrostates specified by global order parameters. The free energy surface determined by this method exhibits a strong dependence on the system volume. Despite this, the free energetics relevant to the prediction of steady-state nucleation rate is shown to remain unchanged over a wide range of the system size.
I. INTRODUCTION
Recently, we presented a simulation approach to map out the free energy landscape of nucleation. 1, 2 One of the key ingredients of the approach was to choose a proper system volume V so that it satisfies the following two conditions due to Nishioka and Pound; 3 ͑1͒ V is large enough so that the system can be regarded as statistically independent of its surroundings and ͑2͒ V is small enough that the probability of finding more than one uncorrelated fluctuation at any instant in the system is negligible. Insofar as nucleation is a rare event that proceeds by forming a spatially localized high-intensity fluctuation, we expect that these conditions are satisfied simultaneously by a wide range of V.
In the case of vapor phase condensation of associative fluids, such as model water, molecules form a compact cluster, which is much smaller than the molar volume v Ϫ1 , where v is the number density of molecules in the vapor phase. Thus, V can be chosen to satisfy v VӶ1 without violating the above mentioned Nishioka-Pound conditions. 1 For this choice of V, the probability of finding molecules that are more properly regarded as a part of the vapor in the system is negligible, and hence the set of configurations accessed by the molecules forming the cluster remains practically unchanged over a wide range of V. Consequently, the free energy, given as a function of the molecular contents in the system, is expected to be independent of the system size provided that a proper account is taken of the translational entropy of the cluster, e.g., in the manner described previously. 1, 4, 5 In the case of nonassociative fluids, such as Lennard-Jones fluids above the triple point, v V is not negligible for a system large enough to accommodate a cluster. As a result, the free energy surface exhibits some nontrivial volume dependence. Nonetheless, if nucleation in such a system still proceeds through a spatially localized fluctuation, the Nishioka-Pound conditions will be satisfied by a wide range of V. To the extent that the simulation cell can be regarded as defining the field of vision involved in our observation of nucleation process, the exact choice of V should have no effect on the observed nucleation behavior. It is then natural to inquire exactly how V independent nucleation behavior arises from the apparently V dependent free energy surface. Since nucleation is a dynamical process, a part of the answer undoubtedly lies in the dynamical consideration. In what follows, however, we shall limit ourselves to the free energy consideration alone and show that, by means of an example, the free energetics relevant to the steady-state nucleation remains unchanged for a wide range of the system size.
II. METHOD
The basic idea of our cluster simulation method is to follow the stochastic evolution of the system by means of Monte Carlo simulation. 1, 2 Because of the second condition imposed on V, the system can be regarded as containing at most a single cluster at any given instant, which is characterized by a set of properly chosen order parameters x ϭ(x 1 ,...,x c ). Using umbrella sampling technique, 6 we estimate the probability p⌬x of finding the system within the volume element ⌬xϭ⌬x 1 ...⌬x c in order parameter space taken around x, from which the free energy W follows:
where ␤ϭ(k B T) Ϫ1 is the reciprocal temperature. For ⌬x of a finite size, this approach yields W only for a discrete set of points. If a limit is taken in which ⌬x becomes infinitesimally small, p(x) approaches a value independent of ⌬x. Then, it is convenient to introduce ␤͑x͒ϭϪln p͑x͒, ͑2͒
which may be regarded as a continuous function of x. For sufficiently small but still finite ⌬x, Eqs. ͑1͒ and ͑2͒ imply quite disturbing, since a natural expectation is that the free energetics of nucleation should be independent of the particular observational situation determined by a given choice of V. However, the possibility may be tolerated if one recalls that measurements of a macroscopic quantities yield an identical result regardless of the microscopic details of the observational situation only because the length and the time scales of the measurements are much larger compared to those characterizing behavior of the system under investigation at the microscopic level. 7 This is not the case in our cluster simulation, where the system volume V, which may be regarded as defining our experimental setup, is of comparable dimension with the cluster itself. In principle, however, each postcritical nucleus can grow to a macroscopic size to be detected subsequently by a macroscopic measurement without any coalescence. Under this ideal situation, there can be no ambiguity in interpreting the result of the measurement. In other words, the rate of critical nucleus formation should be independent of our choice of V. Thus, the resolution of the problem we posed in Sec. I may be obtained by examining just which characteristics of the free energy surface are relevant in calculating the nucleation rate. To this end, we follow a Kramers type picture [8] [9] [10] to derive an expression of nucleation rate in terms of the free energy W determined by simulation. As noted by Ruiz-Montero et al., 11 a Kramers type picture may be of a limited use in predicting the nucleation rate. Nonetheless, the approach may shed some light on the issue under consideration.
Suppose that the metastable phase is divided into N cells with equal volume V satisfying the Nishioka-Pound conditions and let P denote the probability density of finding a given cell in a particular macrostate specified by x. By virtue of the first of the Nishioka-Pound conditions, the average number of cells that undergo nucleation per unit time is given by
where the superscript Ͻ indicates that the integral is taken over the region of order parameter space corresponding to the metastable phase. The rate of nucleation, i.e., the number of cells that undergo nucleation per unit time per unit volume, is obtained by dividing Eq. ͑4͒ by the total volume NV of the metastable phase
If each cell samples the representative points in phase space consistent with the given value of x before experiencing a significant change in x, statistical behavior of a cell is determined solely by x. It is then reasonable to assume that the time evolution of x in each cell can be described by a simple Langevin equation
In what follows, we assume that the noise b is Gaussian with zero mean and that it is also delta correlated:
͑7͒
where ͗¯͘ denotes the average over all realization of the trajectory generated by Eq. ͑6͒. Equations ͑6͒ and ͑7͒ lead to the following Fokker-Planck equation 12
is the probability current. By means of the divergence theorem, Eqs. ͑5͒ and ͑8͒ yield
where the integral is taken over some dividing surface passing through the saddle point of in order parameter space and n ␣ is the outward normal vector of this surface. The choice of the dividing surface is arbitrary as long as it is not parallel to the probability current. 10 We note that Eq. ͑10͒ is valid also for a steady-state current, which is established by injecting the probability current into the metastable region to match the nucleation current leaving through the dividing surface.
Noting that j ␣ ϭ0 for the equilibrium distribution given by
and
͑11͒
we arrive at
͑12͒
which can be used in Eq. ͑9͒ to yield
for a nonequilibrium distribution
At the steady state, Eqs. ͑8͒, ͑12͒, and ͑13͒ yield
͑15͒
where we used the fact that B is a symmetric matrix as seen from Eq. ͑7͒.
If the x dependence of a ␣␤ and B ␣␤ is ignored in the vicinity of the saddle point, Eq. ͑12͒ implies that a ␣␤ ϭB ␣␤ in this region. Then, Eq. ͑15͒ can be solved in a straightforward manner by following Langer's method. 10 In particular, the steady-state nucleation rate is given by
where n denotes an eigenvalue of the matrix H ␣␤ ϭ‫ץ‬ 2 ␤/‫ץ‬x ␣ ‫ץ‬x ␤ evaluated at the saddle point x*. Under conditions where nucleation takes place, one of the eigenvalues, say 1 , is negative. * is the value of free energy at x*, Z Ͻ is the partition function of the metastable phase, and is the growth rate of the unstable mode at the saddle point and is obtained as the negative eigenvalue of the matrix HB. 10 In arriving at Eq. ͑16͒, we assumed that the eigenvalues of H are all nonzero. This is the case if x is invariant with respect to the translation and rotation of the cluster. As we pointed out earlier, the free energy determined by simulation is W. Thus, it remains to express various quantities in Eq. ͑16͒ in terms of W instead of . First, Z Ͻ can be written as
where the summation is used instead of integral since W is evaluated only for a discrete set of x. W A is the local minimum of the free energy W in the region of order parameter space corresponding to the metastable phase and we defined
Second, we note that
where H ⌬␣␤ ϭH ␣␤ ⌬x ␣ ⌬x ␤ . Provided that ⌬x is sufficiently small, we may use Eq. ͑3͒ to obtain
where the partial derivative is evaluated at the saddle point by regarding W as continuous. Thus, Eq. ͑16͒ becomes
where ␤⌬W ss ϭ␤͑W*ϪW A ͒ϩlnVϪ␤␦w Ͻ ϩln ͱ͉det H ⌬ ͉.
͑23͒
In Eq. ͑23͒, ln V accounts for the entropic contribution to the free energy due to the translational degrees of freedom of the critical nucleus, ␦w Ͻ is the correction to the free energy of the metastable phase due to the fluctuation around the local minimum of the free energy, and ln ͱ͉det H ⌬ ͉ accounts for both the flux around the saddle point and the deviation of the steady-state distribution from the equilibrium one. In this regard, we note that the entropic contribution to the free energy from the rotational degrees of freedom of the cluster, which is included in W*, is independent of the system size and hence need not be considered explicitly in the present context.
III. RESULTS
We calculated W for a truncated and shifted Lennard-Jones fluid with cutoff radius 3 in reduced units. Following the previous study, 2 we employ two order parameters. One is the number of the particles N in the system and the other is the potential energy per particle u n ϵ␤U N /N. The distribution over the latter was binned using the width of ⌬u ϭ0.01 for each bin.
Cubic systems of various sizes were subjected to grand canonical Monte Carlo simulation at temperature Tϭ0.741 and fugacity zϭ0.01. Periodic boundary conditions were employed. Thus, the system volume not only determines the field of vision for our observation of nucleation but also places a limit on the wavelength of fluctuation accessible to the system. This can influence actual nucleation behavior observed in simulation if the system size is too small, thereby adding to the expected V dependence of W. The probability p determined by simulation was used to calculate W at other values of the fugacity by means of the histogram reweighting method 13, 14 without any additional simulation. Some details of the simulation are given in Appendix A. Figure 1 shows the contour plots of W estimated at z ϭ0.018 using various system sizes. As expected, the shape of the free energy surface changes dramatically with V ϭL 3 . Table I reports the difference in N, U N , and W between the saddle point (W*) and the bottom of the free energy well (W A ) corresponding to the metastable state located at the upper left corner of the contour plots. Results for Lϭ16 at zϭ0.02 are not included in Table I because the free energy surface fails to exhibit a well-defined saddle point, implying that the droplet forms spontaneously in the system. The translational entropy of the cluster is responsible for the extra stability of the cluster.
The agreement in the estimated values of ⌬N or ⌬U N using various system sizes is somewhat modest. This is partly because of the large error involved in locating the saddle point and the bottom of the free energy well, where W changes only slightly even for a large change in N or U N . In addition, there is a systematic error for smaller systems because of the limit they place on the wavelength of fluctuation accessible to the system.
From the Table I , we see that the value of W*ϪW A depends rather strongly on the system size. As seen from Eq. ͑23͒, however, W*ϪW A must be corrected to account for various factors. Table I indicates that, with the exception of Lϭ6, the translational entropy of the cluster accounts for most of the V dependence.
To examine the possible reason for the deviation seen for Lϭ6, we calculated the average radius of gyration
͑24͒
of the largest Stillinger cluster 15 in the system at the saddle point. In Eq. ͑24͒, r i is the position of the ith particle in the cluster, n and r cm are the number of particles involved in the Stillinger cluster and its center of mass, respectively. As seen in Table II , R g 2 for Lϭ6 is consistently smaller than the values evaluated for other L. This implies that Lϭ6 is smaller than the wavelength of fluctuation characteristic of the critical nucleus. For Lу10, however, both R g 2 and ͗n͘ are quite insensitive to V, indicating that the critical nuclei observed using different choices of L(у10) are indeed the same entity. Table III reports the values of Ϫ␤␦w Ͻ and ln ͱ͉det H ⌬ ͉ along with the corrected free energy barrier ␤⌬W ss . ␦w Ͻ was calculated by summing exp͓Ϫ␤(WϪW A )͔ over all macrostates on the metastable side of the dividing surface, which is passing through the saddle point and is perpendicular to the eigenvector of H ⌬ associated with the negative eigenvalue. To calculate H ⌬ , we first fitted ␤W in the vicinity of the saddle point to a third order polynomial of N and u n /⌬u without the linear terms. From the fit, H ⌬ was obtained through the differentiation taken by treating N and u n /⌬u as continuous. For Lу10, simulation yields an estimate of ␤⌬W ss practically independent of the system size, which not only testifies to the robustness of the simulation methodology but also provides us with some flexibility in choosing V. At z ϭ0.014, the value of ␤⌬W ss for Lϭ8 shows a somewhat large deviation from the results for Lу10. The deviation is also large for the corresponding entry of ͗n͘ in Table II , indicating that the system might be still too small to embrace all the relevant fluctuations at the fugacity value in question. Interestingly, even the smallest system volume we used (L ϭ6) yields a quite accurate estimate of ␤⌬W ss once the fugacity becomes large enough, and hence the critical nucleus becomes sufficiently small. It appears that the contribution to the free energy from long wavelength fluctuation mostly cancels out when calculating ␤⌬W ss . Finally, using the entries for Lϭ12 in Eq. ͑23͒, we estimated the value of ␤(W*ϪW A ) for Lϭ16 at zϭ0.02 to be 0.655, which is completely negligible and is consistent with our earlier observation that a droplet forms spontaneously in the system at the condition in question.
IV. REMARKS
To summarize, we mapped out the free energy surface W of vapor phase nucleation for a truncated and shifted Lennard-Jones fluid. At the temperature we studied, the shape of the free energy surface depends strongly on the system size V. Nonetheless, free energetics of steady-state nucleation is shown to be independent of V. For this purpose, we adopted a Kramers type picture [8] [9] [10] in describing nucleation process and assumed that B ␣␤ occuring in the Fokker-Planck equation is constant in the vicinity of the saddle point. The assumption may be too strong since, as we have seen earlier, it implies that a ␣␤ ϭB ␣␤ , which is symmetric as Eq. ͑7͒ indicates. In addition, we have not calculated the dynamical prefactor , which may also depend on V. A method already exists for calculating nucleation rate by means of simulation. 11 Nonetheless, we believe that the result presented in this paper is not without a merit. In particular, we have shown how the free energetics of nucleation independent of the system size arises from the apparently system size dependent free energy surface W determined by a cluster simulation through correction terms that afford direct physical interpretations.
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APPENDIX: MONTE CARLO MOVES WITH A NEIGHBOR BIAS
The stochastic matrix was constructed as follows: First, an integer m is selected with a uniform probability between 1 and N max ϩ1, where N max is the maximum number of the molecules allowed in the system. When mрN, a molecule was chosen with equal probability 1/N for a trial translation. When mϭN max ϩ1, a grand canonical move was attempted by choosing from a trial creation and a trial annihilation of a molecule with the equal probability 1/2. When NϭN max and if a trial creation was chosen, the move was rejected with certainty. Likewise, a trial annihilation was rejected with certainty when NϭN min , where N min is the minimum number of molecules allowed in the system. This method satisfies the detailed balance. One Monte Carlo cycle consists of N max ϩonefold application of the stochastic matrix just described. On average, therefore, one trial move per molecule and one grand canonical move were performed during one Monte Carlo cycle.
To increase efficiency of the sampling, we employed a biasing scheme due to Wierzchowski and Kofke. 16 The algorithm, when implemented as described below, resulted in a noticeable improvement in the sampling efficiency.
A trial creation of a new particle is attempted as follows:
͑1͒ Out of N particles in the system, choose one with a uniform probability; ͑2͒ Generate, with a uniform probability, the coordinates r Nϩ1 for the Nϩ1st particle within a region enclosed by two spheres with the radii R min and R max , respectively, both centered around the particle chosen in the first step; and ͑3͒ Accept the trial creation with the probability acc ϩ .
A trial annihilation of a particle from the system containing Nϩ1 particle is attempted as follows:
͑a͒ Out of Nϩ1 particles in the system, choose one with a uniform probability; and ͑b͒ Accept the trial creation with the probability acc Ϫ .
It remains to specify the acceptance probabilities. The probability of proposing a particular configuration with Nϩ1 particles from that with N particles is given by
where ϩ is the frequency of attempting the biased trial creation of a particle per Monte Carlo ͑MC͒ step, and v is the volume defined by the two spheres. The factor 1/(N ϩ1)! arises since, upon the creation of the Nϩ1st particle, there are (Nϩ1)! ways of relabeling the particles in the system, of which only one is realized. Finally, N nn is the number of particles whose distance from the Nϩ1st particle is between R min and R max . This factor must be introduced here since the proposed configuration can be generated by choosing any one of the N nn particles in Step ͑1͒. Likewise, the probability of proposing a configuration with N from that with Nϩ1 particles is given by
where Ϫ is the frequency of attempting the biased trial annihilation per MC step and N! arises, as before, from relabeling of the particles. In developing an algorithm, it is advisable to ensure the detailed balance, 17 which reads K ϩ ͑r N ͒dr N acc ϩ ϭK Ϫ ͑r Nϩ1 ͒dr Nϩ1 acc Ϫ , ͑A3͒
where is an unnormalized probability density of finding the system at a particular configuration specified by N and r N :
Constructing the stochastic matrix so that ϩ ϭ Ϫ , we ob- A configuration generated by the neighbor bias move may be generated by a standard grand canonical move as well. Yet, we did not take into account the latter in deriving the expression for the acceptance probabilities. Thus, we have in effect imposed the superdetailed balance condition, 19 which demands that the detailed balance be satisfied separately for each of the routes by which a new configuration can be generated.
The values of R min , R max , and ϵ ϩ ϭ Ϫ are to some extent arbitrary. In this work, we use R min ϭ0.95, R max ϭ1.35, and ϭ0.25. Since a grand canonical move was attempted once per MC step, this choice of translates to 50% of the grand canonical moves being performed with the neighbor bias and the remaining 50% being performed using the standard grand canonical algorithm.
