The versatility of word embeddings for various applications is attracting researchers from various fields.
Introduction
Vector representations of words have been widely utilised in various applications, from natural language processing tasks (Bengio et al., 2003; Zhang et al., 2014; Li et al., 2014) to object recognition (Frome et al., 2013) . A number of methods to create these vector representations (a.k.a word embeddings) have been developed, such as Skip-gram Negative Sampling (a.k.a. word2vec: Mikolov et al. (2013a) ) and GloVe (Pennington et al., 2014) . Swivel (Shazeer et al., 2016) has recently been proposed as a method to generate word embeddings and has been shown to be a competitive methodology. Swivel has been used as the word embedding model in this work.
Intrinsic tasks such as similarity and analogy test for syntactic or semantic relationship between words (Mikolov et al., 2013b) using the raw vectors of words learnt by the embedding models. In this paper, we use these intrinsic tasks as part of our evaluation. We vary a number of hyperparameter settings to measure their impact on the performance of the task. Contrary to expectation, we find that, for example, increasing the corpus size has little impact on word similarity tasks.
Related Work
There are a number of studies on evaluating the quality of the word embeddings (Chiu et al., 2016; Schnabel et al., 2015; Linzen, 2016; Gladkova and Drozd, 2016) . Chiu et al. (2016) studied the relationship between intrinsic and extrinsic task performance produced by word embeddings. The authors found that models that performed well in intrinsic tasks do not necessarily perform well in downstream tasks such as sequence labelling problems, suggesting the limited utility of using intrinsic tasks for evaluating word embeddings. Faruqui et al. (2016) suggested using taskspecific evaluation for word-embeddings, since different types of information was captured by different embedding models. Levy and Goldberg (2014) analysed skip-gram and discovered that it is implicitly factorising a word-context matrix, revealing its relationship with traditional vector generation approaches such as singular value decomposition (SVD). The discovery provided theoretical explanation for the successes of skip-gram and neural embeddings in general. Levy et al. (2015) compared several word embedding methodologies, and found that the strong performance of a particular embedding methodology could be due to system design choices and hyper-parameter settings. When all methodologies are standardised to using similar hyperparameter settings, the authors found little performance difference between the different embedding methodologies.
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The methodology section is structured as follows, firstly a description of Swivel, the embedding methodology that was used to generate the word embeddings used for all experiments. Then a description of the set of hyper-parameters that were explored, followed by the evaluation metrics and datasets.
Swivel
We use Swivel (Submatrix-wise Vector Embedding Learner: Shazeer et al. (2016)), a method that generates low-dimensional feature embeddings from a feature co-occurrence matrix. It performs approximate factorisation of the point-wise mutual information (PMI) matrix between each row and column features via stochastic gradient descent. Swivel uses a piecewise loss with special handling for unobserved co-occurrences. To improve computational efficiency, it makes use of vectorized multiplication to process thousands of rows and columns at once to compute millions of predicted values. The matrix is partitioned into sub-matrices to parallelize the computation across many nodes, allowing Swivel to scale for large corpora.
In detail, Swivel represents a m × n cooccurrence matrix between m row and n column features, in which row feature and each column feature are assigned individually a d dimensional embedding vector. The vectors are grouped into blocks or submatrix called "shard". Training proceeds by selecting a shard (and thus, its corresponding row block and column block), and performing a matrix multiplication of the associated vectors to produce an estimate of the PMI values for each co-occurrence. This is compared with the observed PMI, with special handling for the case where no co-occurrence was observed and the PMI is undefined. Stochastic gradient descent is used to update the individual vectors and minimise the difference. Swivel uses a piecewise loss function to differentiate between observed and unobserved co-occurrences. Let x ij be the number of the times the focus word i co-occurs with the context word j. The training objective is given as follows. If x ij > 0 (co-occurrence is observed), swivel computes the weighted squared error of the difference between the dot product of the embeddings and the PMI of i and j. In other words, the model is optimised to predict the observed PMI score. For unobserved co-occurrence, i.e. x ij = 0, soft hinge is the cost function, where a smoothed PMI is used by assuming it has an actual count of 1. It is crucial that the model does not overestimate the PMI of common words whose co-occurrence is unobserved.
Pre-processing
Our training data was based on English Wikipedia. 1 .
The text was partitioning it into several sizes, presented in Table 1 . Gensim (Řehůřek and Sojka, 2010) was used to lowercase and tokenise the corpus, and discard all punctuation. 
Data

Hyper-Parameter Settings
The following hyper-parameters were explored: window size, vector dimension size and corpus size.
Evaluation Datasets and Metrics
Model performance was evaluated on two intrinsic tasks: word similarity and analogy. Several publicly available datasets were used, detailed in Table 3 .4. Table 2 : Word similarity and analogy datasets.
These word similarity datasets contain word pairs with human-assigned similarity scores. To evaluate the word vectors, the pairs are ranked based on their cosine similarities, and the Spearman's rank correlation coefficient (ρ) was computed between the ranked order produced by the cosine similarity and that of the human ratings.
For the analogy task the system is required to infer word x, given words a, b and y, where the x and y share the same relationship (e.g. citycountry) as a and b. Formally, the system computes:
where v(w) is the vector of word w; and cos is the cosine similarity function.
The Google dataset contains both syntactic and semantic analogies, while the MSR dataset contains only syntactic analogies. In terms of evaluation metric, it uses accuracy, which is a ratio of the number of correctly answered questions to all questions.
Results
In all plots to follow, red lines denote word similarity evaluation performance, and blue lines denote analogy performance. For both evaluations, out-of-vocabulary words are discarded.
Varying Window Sizes
The window size hyper-parameter controls the number of contextual words surrounding a target word. The window size varied from 1 to 32. Results are presented in Figures 1 (corpus size = small) and 2 (corpus size = large)
In each figure, results for varying vector dimension sizes are also shown. In general, it was found that there was little difference for both the similarity and analogy tasks when window size was greater than 4. This implies that increasing the window size beyond 4 does not have a significant impact on the performance in either task.
Varying Dimension Sizes
The dimension of the vectors was varied from 20 to 500; results are presented in Figure 3 (corpus size = large). Largely similar results were observed with all corpus sizes; for brevity results using only the large corpus are presented.
The performance changes very little when dimension = 200 was reached, with the exception of the analogy tasks where a small improvement was observed when the window size was greater than 4. These finding could be useful in situations where computational resources are limited, as it suggests that increasing the embedding dimension (and thus the number of parameters) does not necessarily translate to improved performance.
Varying Corpus/Token Sizes
The corpus size used to train Swivel was varied (Table 1) , the resulting performance on the similarity and analogy tasks are presented in Figure 4 . Interestingly, for the word similarity tasks, models trained using a small corpus (with less than 800K tokens) perform almost just as well as those trained using larger corpora. The word analogy tasks, however, benefit from a larger training corpora. This observation is not dissimilar to those found by previous studies (Chiu et al., 2016; Faruqui et al., 2016) , where different tasks may favour different optimal hyper-parameter settings and embedding methodologies.
Discussion
In this paper, we conducted an empirical evaluation of the affect several hyper-parameter settings have on the performance of word embeddings. The evaluation was based on standard tasks commonly used in embedding evaluation, and all experiments were performed using word embeddings produced by Swivel, a competitive embedding model. The hyper-parameters explored were window size, vector dimension size and corpus size, and find interesting observations. For similarity tasks, increasing the amount of training data has a minimal impact on improving performance. For other tasks such as the analogy tasks, however, the accuracy increases with increased amounts of training data. In general, these hyper-parameters have a window of values that produce optimal performance, and that increasing these values beyond the window produces little or no performance improvement. These findings will be useful in situations where computational resources are limited or dataset size is constrained, providing insights for acceptable lower bound values for these hyperparameters. 
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All the results of the experimental study and evaluation has been shown in Table 3 for further analysis and comparison. 
