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Abstract
In this paper we discuss a general framework based on symplectic geometry
for the study of second order conditions in optimal control problems. Using the
notion of L-derivatives we construct Jacobi curves, which represent a generalization
of Jacobi fields from the classical calculus of variations. This construction includes
in particular the previously known constructions for specific types of extremals. We
state and prove Morse-type theorems that connect the negative inertia index of the
Hessian of the problem to some symplectic invariants of Jacobi curves.
Introduction
Consider a standard variational problem of the form
J [q(t)] =
∫ T
0
L(q, q˙)dt→ min, q ∈ Rn, (1)
with fixed boundary conditions q(0) = q0, q(T ) = qT . We assume that our Lagrangian is
sufficiently smooth and that the strong Legendre condition holds
Lq˙q˙ > 0.
We also use the usual convention of summation over the repeating indices whenever it is
possible.
If q˜(t) is a minimum, then it must be a critical point of J , i.e.
dJ [q˜(t)](φ(t)) = 0, ∀φ ∈ C2 : φ(0) = φ(T ) = 0.
Equivalently one can say that q˜(t) satisfies the Euler-Lagrange equation which can be
written in a Hamiltonian form as
q˙i =
∂H
∂pi
,
p˙i = −∂H
∂qi
(2)
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with a Hamiltonian
H = piq˙
i − L(q, q˙), pi = Lq˙i .
The Legendre condition ensures that we can resolve at least locally pi = Lq˙i with respect
to q˙ and obtain a Hamiltonian H(p, q) that depends only on the phase variables.
After that, one usually proceeds to studying the necessary second order conditions like
d2J [q˜(t)] ≥ 0. But one can ask a more general question of calculating the negative inertia
index ind− d2J [q˜(t)]. It can be done via the notion of conjugate points due to Jacobi.
Namely we linearize system (2) to get the Jacobi equation
x˙i =
∂2H
∂pi∂qj
xj +
∂2H
∂pi∂pj
yj,
y˙i = − ∂
2H
∂qi∂qj
xj − ∂
2H
∂qi∂pj
yj. (3)
A moment of time tc is called conjugate if there exists a non-trivial solution of the Jacobi
equation (3) with boundary conditions x(0) = 0, x(tc) = 0. The corresponding point
q˜(tc) of our extremal is called a conjugate point and the number of linearly independent
solutions of the Jacobi boundary value problem is called the multiplicity of q˜(tc).
A famous theorem due to Morse states
Theorem 0.1 (Morse). The index ind− d2J [q˜(t)] is equal to the number of conjugate
points counted with multiplicities.
Due to the strong Legendre condition conjugate points can not accumulate and the
index must be finite.
We can give a more geometric interpretation of conjugate points using symplectic
geometry. Consider the standard symplectic form on R2n
σ ((x1, y1), (x2, y2)) =
(
xT1 y
T
1
)( 0 id
− id 0
)(
x2
y2
)
A subspace L ∈ R2n is called isotropic if the restriction σ|L is zero. A Lagrangian subspace
or a "Lagrangian plane" L is the maximal isotropic subspace, which means that σ|L = 0
and dimL = n. For example, it is easy to see that the vertical subspace Π = {(0, y) ∈ R2n}
is Lagrangian. The set of Lagrangian planes is called the Lagrangian Grassmanian.
Notice that the Jacobi equation (3) is a Hamiltonian system on R2n. So its flow Φt is
a linear symplectic transformation and hence it maps Lagrangian planes to Lagrangian
planes. Thus by fixing an initial Lagrangian plane L0 = Π we get a curve Lt = Φt(Π)
in the Lagrangian Grassmanian that is known as the Jacobi curve. Then a moment of
time t is conjugate if and only if Lt ∩ Π 6= {0} and the multiplicity of the corresponding
conjugate point is given by dim(Lt ∩ Π).
The set of all Lagrangian planes that have a non zero intersection with a fixed La-
grangian plane Π is called the Maslov train MΠ. We have a conjugate point whenever
our curve Lt crosses it. The setMΠ is an algebraic hypersurface in the Lagrange Grass-
manian with codimension three singularities and a coorientation. Therefore there is a
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well defined intersection index with curves, which is called the Maslov index. We will give
precise definitions later, see also [16, 11, 19]. Thus we can reformulate the Morse index
theorem as follows.
Theorem 0.2. If q(T ) is not a conjugate point, then ind− d2J [q˜(t)] is equal to the Maslov
index of the curve Lt|[ε,T ] for some ε small enough.
So we see that a study of the functional J [q] on a infinite dimensional space can be
reduced to the study of behaviour of some curves in finite dimensional spaces. In the case
of the first variation to the study of the curves defined as solutions of the Hamiltonian
system (2) and in the case of the second variation to the study of the Jacobi curve Lt.
Moreover the Maslov index turns out to be a very flexible tool for computing the index of
Hessians in variational problems (see for example [18, 23]), due to its homotopy invariance.
A natural question is whether or not this theory generalizes to constrained variational
problems, like the problems of optimal control. In the case of the first variation the answer
was given by Pontryagin and his students, who showed, that under very weak conditions
minimal curves satisfy a Hamiltonian system with a Hamiltonian defined by a maximum
condition, that is now widely known as the Pontryagin’s maximum principle (PMP).
To motivate such a generalization let us look at some possible applications of this
theory to engineering and pure mathematics. First of all, using those techniques it is
possible to answer certain stability questions. Indeed, many physical problems are for-
mulated using variational principles. For example, given an elastic rod, what shapes can
it take? One knows that those curves must be local minimizers of the bending energy
and the overall problem can be formalized as a constrained variational problem [23]. The
PMP allows us to characterize critical curves, but most of them are not going to give
a local minima of the functional. This means that even using infinitesimal perturbation
of a given solution, one can produce curves with a smaller value of the bending energy.
Hence such solutions are not stable. Studying the second variation allows us separate
stable solutions from the unstable ones. For an example of this approach see [20].
Another closely related application is motion planning. Given a control system one
wants to transfer it from one state to another. Often there is an infinite number of ways
of doing this (think of parking a car) and simple algorithms that allow to associate to
two states a control function that steers the system between those two states are strongly
desirable. One way to approach this problem is to look for minimum curves of some simple
functional. Usually simplicity in this case means that the functional and the system has
as many symmetries a possible which simplify its study. Then one can apply numerical
algorithms or try to solve the problem by hand. Usually the last one is too difficult
and a mixture of both is applied. Nevertheless with each new optimality condition we
improve the speed of the convergence of the numerical solution, since we restrict to a much
smaller set of candidates. This way we can obtain a better initial guess or even obtain
a finite number of possibilities that can be checked by a computer. A classical example
of this approach is the Reeds-Shepp car. Reeds and Shepp took the simplest model for
a mobile robot and studied its time-optimal solutions [22]. They very able to reduce the
number of candidate trajectories to a finite number of configurations. This number was
3
later improved by Sussman and Tang using the technique of generalized envelopes [25].
There is a deep connection between this technique and the theory we develop here. All
optimality conditions from [25] can be derived using our methods.
The second variation has also a purely geometric application. We can consider a
variational problem on the space of curves of a differentiable manifold. For example, if the
minimized functional is the length functional of a Riemannian metric, the theory of second
variation allows to arrive naturally at the notion of sectional curvature. This approach
was successfully applied in sub-Riemannian geometry, where curvature invariants that
are directly related to the behavior of the geodesic flow were found [3]. It turns out that
good models for constant curvature spaces are linear quadratic problems that are not
sub-Riemannian manifolds, but which constitute a very natural class of optimal control
problems. Using this class of systems in [14] the authors were able to prove comparison
theorems, and one can hope that a similar theory can be developed for much more general
constrained variational problems on manifolds.
Finally, many applications of PMP have produced various examples of bad behaving
minimizers, which do not need to be smooth, which can accumulate an infinite number of
discontinuities in finite time [26] or even be chaotic [27]. Thus it may not be even possible
to write down a Jacobi equation like in the situation above. Nevertheless surprisingly it
was proven in [6, 1] that there exists a Jacobi curve Lt in the Lagrangian Grassmanian
and a Maslov type theory that allows to codify all the information about the second
variation. The basis of this general theory is the notion of L-derivatives. The goal of
this paper is to explain this theory, to demonstrate some old and new ways to compute
L-derivatives, how to construct the corresponding Jacobi curves and how to extract from
them information about the Hessian of the functional along an extremal curve. We note
that the notion of a conjugate point and Morse index theorems in optimal control were
previously known for some specific cases of extremals like regular, singular or bang-bang
(see, for example, [15, 24, 13, 12] and references there in). In this work we develop a
general unified framework based on symplectic geometry, that can be applied to all the
previously known cases and beyond.
1 L-derivatives for optimal control problems
1.1 General definitions
A L-derivative is a rule that for a given constrained variational problem assigns to an
admissible space of variations a Lagrangian plane in some symplectic space. As we add
variations we can compare the relative positions of the corresponding L-derivatives and
deduce from that how the inertia indices and nullity of the Hessian change as we consider
bigger and bigger spaces of variations. Using this theory one can recover the classical
theory of Jacobi and much more.
We consider the following setting. Let J : U → R be a functional and F : U → M be
a map with smooth finite-dimensional restrictions, where U is a smooth Banach manifold
andM is a finite-dimensional manifold. Given a point q ∈M , we are interested in finding
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ω˜ ∈ F−1(q) that minimize J among all other points u ∈ F−1(q). In the case of optimal
control problems U is the space of admissible controls. The map F is usually taken to be
the end-point map, which we will introduce in the next subsection.
The first step is to apply the Lagrange multiplier rule that says that if ω˜ is a minimal
point then there exists a covector λ ∈ T ∗qM and a number ν ∈ {0, 1}, s.t.
〈λ, dF [ω˜](w)〉 − νdJ [ω˜](w) = 0, ∀w ∈ Tω˜U . (4)
A pair (ω˜, λ) that satisfies the equation above is called a Lagrangian point and ω˜ is called
a critical point of (F, J). If ν = 0 we say that the critical point is abnormal, and if ν = 1
we call it normal. There are of course many critical points that are not minimal. So in
order to find the minimal ones we have to apply high order conditions for minimality. For
example, we can study the Hessian of a pair (J, F ) at a Lagrangian point (ω˜, λ) defined
as
Hess(F, νJ)[ω˜, λ] :=
(
νd2J [ω˜]− 〈λ, d2F [ω˜]〉) |ker dF [ω˜]. (5)
The index and the nullity of the Hessian are directly related to optimality of the critical
point ω˜. Namely we have
Theorem 1.1 ([8]). Let (F, J) : U →M ×R be a pair of smooth maps and ω˜ be a critical
point with parameter ν. Then if for any Lagrangian point (ω˜, λ)
ind−Hess(F, νJ)[ω˜, λ] ≥ codim im d(F, J)[ω˜],
the critical point ω˜ is not optimal.
In the normal case the Hessian of (J, F ) coincides with the second derivative of J on
the level set of F−1(q) at a Lagranian point (ω˜, λ). Indeed, let ω(s) be a curve in F−1(q),
s.t. ω(0) = ω˜. Then by differentiating twice F (ω(s)) = q at s = 0 we find that
dF [ω˜](ω˙) = 0,
d2F [ω˜](ω˙, ω˙) + dF [ω˜](ω¨) = 0.
Similarly we find that
∂2
∂s2
∣∣∣∣
s=0
J(ω(s)) = d2J [ω˜](ω˙, ω˙) + dJ [ω˜](ω¨) = d2J [ω˜](ω˙, ω˙) + 〈λ, dF [ω˜](ω¨)〉 =
= d2J [ω˜](ω˙, ω˙)− 〈λ, dF [ω˜](ω˙, ω˙)〉
where in the second equality we have used that (ω˜, λ) is a Lagrange point. From here we
can see that this expression is equal exactly to Hess(F, νJ)[ω˜, λ](ω˙, ω˙).
We are now ready to define L-derivatives. We linearise (4) with respect to λ and ω,
and obtain the following equation
〈ξ, dF [ω˜](w)〉+ 〈λ, d2F [ω˜](v, w)〉 − νd2J [ω˜](v, w) = 0.
Or if we define Q(v, w) := 〈λ, d2F [ω˜](v, w)〉 − νd2J [ω˜](v, w), we can rewrite this as
〈ξ, dF [ω˜](w)〉+Q(v, w) = 0. (6)
We note that Hess(F, νJ)[ω˜, λ] = −Q|ker dF [ω˜].
5
Definition 1.1. Let (F, J) be maps with smooth finite-dimensional restrictions. A L-
derivative of (F, J) at a Lagrangian point (ω˜, λ) constructed over a finite-dimensional
space of variations V ⊂ Tω˜U that we denote as L(F, νJ)[ω˜, λ](V ) is the set of vectors
(ξ, dF [ω˜](v)) ∈ Tλ(T ∗M), s.t. (ξ, v) ∈ (Tλ(T ∗qM), V ) solve (6) for all w ∈ V .
This set is a Lagrangian plane if V is finite-dimensional [2]. The reason why we do
not take directly Tω˜U instead of V is that it is a linear equation defined on an infinite-
dimensional space and it might be ill-posed. In this case L(F, νJ)[ω˜, λ](V ) is just isotropic.
But if we have chosen the right topology for our space of variations, we are going to get
exactly dimM independent solutions.
Lagrangian subspace L(F, νJ)[ω˜, λ](V ) contains information about the second vari-
ation restricted to the subspace V . To obtain a Lagrangian subspace that encodes the
information about all the possible variations one has to use generalized sequences. For
reader’s convenience we recall some definitions.
Definition 1.2. A directed set (I,4) is a set I with a preorder 4, s.t. for any two
elements α, β ∈ I there exists an element γ, s.t. α 4 γ and β 4 γ.
Definition 1.3. Given a directed set (I,4) a generalized sequence or a net is a function
from the set of indeces I to a topological space X. A generalized sequence {xα}α∈I ∈ X
converges to a limit x ∈ X, if for any open neighbourhood Ox 3 x there exists an element
β ∈ I, s.t. for all α < β one has xα ∈ Ox.
Finite dimensional subspaces of Tω˜U form a directed set with a partial ordering given
by the inclusion V ⊂ W . This motivates the following definition
Definition 1.4. A L-derivative of (F, J) at a Lagrange point (ω˜, λ) constructed over a
subspace V ⊂ TuU is the generalized limit
L(F, νJ)[ω˜, λ](V ) = lim
W1V L(F, νJ)[ω˜, λ](W ).
taken over increasing finite-dimensional subspaces W ⊂ V .
When V is the whole space of available variations, we simply write L(F, νJ)[ω˜, λ] for
the corresponding L-derivative.
We have the following important theorem proved in [1], that ensures the existence of
this limit and gives a way to compute it.
Theorem 1.2. Let (ω˜, λ) be a Lagrangian point of (F, J).
1. If either the positive or the negative inertia index of Hess(F, νJ)[ω˜, λ] is finite, then
L(F, νJ)[ω˜, λ] exists;
2. L(F, νJ)[ω˜, λ] = L(F, νJ)[ω˜, λ](V ) for any V dense in Tω˜U .
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The second point is especially important, since it actually allows to compute the L-
derivative. For example, if U is modelled over a separable Hilbert space we can take a
dense subspace spanned by vectors e1, e2, ... and define subspaces Vi = span{e1, ..., ei},
i ∈ N. Then we can compute the L-derivative as a limit
L(F, νJ)[ω˜, λ] = lim
i→∞
L(F, νJ)[ω˜, λ](Vi)
and there is no need for a generalized sequence in this case.
Remark 1.1. Another simple but important property is the following. Suppose that we
have a smooth map G : V → U which is a submersion. And let v˜ be any preimage of
a critical point ω˜ under G. Then it is easy to check that (v˜, λ) is a Lagrange point of
(F ◦G, J ◦G) and that
L(F, νJ)[ω˜, λ] = L(F ◦G, νJ ◦G)[v˜, λ].
L-derivatives contain information about the inertia indices and nullity of the Hessian
(5) restricted to some space of variations. The strength of this technique lies in the fact,
that by comparing relative position of two L-derivatives constructed over two subspaces
V ⊂ W , we can see how the inertia indices of the Hessian change as we add variations
to our variations space. We have gathered some simple facts of this kind together with a
proof of Theorem 1.2 in Appendix B.
1.2 Optimal control problems with no constraints on the control
Let us consider the following optimal control problem
q˙ = f(u, q), u ∈ U ⊂ Rk, q ∈M, (7)
JT (u) =
∫ T
0
L(u, q)dt→ min . (8)
We assume that we look for a minimum control in L∞k [0, T ], that f(u, q) and L(u, q) are
smooth in both variables. Moreover we assume that the final time T is fixed and that
q(0) can be free and lie in some submanifold N0 ⊂ M , and q(T ) = qT is fixed. We note
that if q(0) is fixed and q(T ) is not, then we transform our problem to a moving starting
point by making a change of time variable t 7→ T − t. For now we simply assume that
U = Rk. We will see in the next subsection how the general case can be reduced to this
one.
Definition 1.5. An admissible pair ω(t) is a pair (q(t), u(t)) which consists of a Lipschitz
trajectory q(t) that satisfies (7) for almost every t and the corresponding control u(t).
In [2] the following result was proven
Proposition 1.1. If dimM = n, then the set of admissible pairs Ω has a structure of a
smooth Banach manifold modelled over Rn × L∞k [0, T ].
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We don’t give here a complete proof of this result, but we explain how one can construct
an open neighbourhood of some admissible pair ω˜(t) = (q˜(t), u˜(t)). Fix a moment of time
τ ∈ [0, T ] and consider an open neighbourhood U of q˜(τ) = pi(ω˜(τ)) which is diffeomorphic
to an open set in Rn. Then if we fix u(t), s.t. ||u(t) − u˜(t)||∞ < ε, through each point
q ∈ U passes a unique solution of (7) at a moment of time τ , because of the well-posedness
of the Cauchy problem. So one can see that locally a neighbourhood of ω˜(t) is a product
of a small open neighbourhood of q˜(τ) in M and an open neighbourhood of u˜ in L∞k [0, T ].
In order to construct the L-derivative we must specify a map that corresponds to our
constraint.
Definition 1.6. The evaluation map Ft : Ω→M is a map, that is defined as
Ft(ω) = pi(ω(t)) = q(t).
This map is actually smooth because of the smooth dependence on parameters of the
solutions of the Cauchy problem. Also from the construction of a neighbourhood of ω ∈ Ω
it is easy to see that Ft is a submersion. Moreover the classical end-point map can be
characterized as
ET = FT |F−10 (q0), q0 ∈M.
The end-point map is the basic object in the study of optimal control problems. It takes a
control u(t) and maps it to the end of the corresponding trajectory that begins at q0 ∈M .
Similarly if q0 is not fixed, but lies in a manifold N0, we define an analog of the classical
end-point map as
EN0,T = FT |F−10 (N0).
We can then proceed to the construction of the L-derivative of (EN0,T , JT ), that will
contain information about the Hessian of this problem.
In the most well studied case of regular extremals L(ET , νJT )[ω˜, λ(T )] is the set of
values of all Jacobi fields at a moment of time T that have a zero projection on TM at time
0. If we assume that q0 is free, then we need to modify accordingly the boundary condition
at zero, but the meaning of the L-derivative is essentially the same. By constructing these
L-derivatives for all times t ∈ [0, T ], and not just for the final time T , we reconstruct the
whole set of Jacobi fields.
Remark 1.2. It is important to note that the definition of the end-point map, evaluation
map, admissible curves etc. are all intrinsic, i.e. they do not depend on the choice of
coordinates in U and M. This means that the L-derivatives that we will construct are
intrinsic as well and thus we can exploit the local structure of the space of admissible
curves to simplify explicit computations. Previously we have discussed that the space
of admissible curves is locally equivalent to L∞k [0, T ] × Rn, which simply means that
we look for the solutions of (7) with some control u(t) ∈ L∞k [0, T ] passing through a
point q(τ) ∈ M , τ ∈ [0, T ]. But we can choose this τ as we want, the corresponding
L-derivative will be the same for all τ . This simplifies many things. For example, the
inclusion of the space of admissible curves defined on an interval [0, t] ⊂ [0, T ] into the
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space of admissible curves defined on [0, T ] is simply given by taking the controls from
L∞k [0, t] ⊂ L∞k [0, T ]. Or by identifying a neighbourhood of q(τ) with Rn we can find
coordinates s.t. Fτ (q(τ), u(t)) = q(τ). This implies that in this coordinate chart kernel
of the differential of Fτ is exactly L∞k [0, T ] and that the the second derivative is zero.
Finally we note that the space of variations F−10 (N0) for the very same reasons locally
can be identified with L∞k [0, T ]× RdimN0 .
Let ΩTN0 = F
−1
0 (N0) be the space of all solutions of (7) starting at N0 up to time T .
If ω˜ is a critical point of (EN0,T , JT ), then we have
〈λ(T ), dEN0,T [ω˜](w)〉 − νdJT [ω˜](w) = 0, ∀w ∈ ΩTN0 . (9)
Here (λ(T ),−ν) ∈ T ∗EN0,T (ω˜)×R are the Lagrange multipliers, where ν is normalized to take
values 0 or 1, ω˜ ∈ F−10 (N0). If we introduce the extended end-point map EˆN0,t = (EN0,t, Jt),
we can rewrite this equation as
〈λˆ(t), dEˆN0,t[ω˜](w)〉 = 0, (10)
where λˆ(t) = (λ(t),−ν). The extended end-point map EˆN0,t can be seen as the end
point-map of the following control system
q˙ = f(u, q)
y˙ = L(u, q)
⇐⇒ ˙ˆq = fˆ(u, qˆ).
Let us denote the flow of this system with u = u˜ from time t0 till time t1 by Pˆ t1t0 . We also
write Pˆ t for Pˆ t0. We use the non-hatted notation P t for the flow of the original control
system (7) with the same control.
Since dEˆN0,T [ω˜]|ΩtN0∩L∞k [0,t] = (Pˆ
T
t )∗dEˆN0,t[ω˜], by restricting (9) to L∞k [0, t] we find that
〈λˆ(t), dEˆN0,t[ω˜](w)〉 = 〈λ(t), dEN0,t[ω˜](w)〉 − νdJt[ω˜](w) = 0, ∀w ∈ Tω˜ΩTN0 , (11)
where λˆ(t) = (Pˆ Tt )∗λˆ(T ) and λ(t) is the projection of λˆ(t) to T ∗q˜(t)M . Note that in the first
inequality we have used the fact that the differential flow Pˆ Tt leaves the subspace (0,−ν)
invariant, since y˙ does not depend on y.
If we define a Hamiltonian
h(u, λ) = 〈λ, f(u, q)〉 − νL(u, q)
then one can show [8], that λ(t) satisfies the Hamiltonian system
λ˙(t) = ~h(u˜, λ(t)).
Moreover if we restrict the equation (11) to w ∈ L∞k [0, t] then we get a condition of the
form
∂h(u, λ(t))
∂u
∣∣∣∣
u=u˜
= 0, (12)
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which is a weak form of the maximum principle. If we restrict the equation (11) to
w ∈ Tq˜(0)N0 we obtain instead the transversality conditions
λ(0) ⊥ Tq˜(0)N0. (13)
For completness we give a derivation of these two conditions in Appendix A.
Definition 1.7. A Jacobi curve of an optimal control problem (7)-(8) is the family of
time parameterized Lagrangian subspace L(EN0,t, νJt)[ω˜, λ(t)].
It is important to note that Jacobi curves are feedback invariant. Indeed, L-derivatives
remain unchanged under diffeomorphism of ΩN0 as discussed in Remark 1.1 and feedback
transformations just constitute a special case.
Definition 1.7 is quite natural in the light of the previous discussion, but it also has
a small problem, namely L-derivatives from the definition are Lagrangian subspaces in
different symplectic spaces Tλ(t)(T ∗M), and if we want to study their relative positions, we
need a way to identify them. In order to fix this problem, let us consider the Hamiltonian
flow of ~hu˜(t), that we denote as Φt. We are going to compute Φ∗tL(EN0,t, νJt)[ω˜, λ(t)](V ).
For brevity we denote this Lagrange subspace by Lt(V ). We will see that the information
about the Hessian is encoded in some symplectic invariants of the Jacobi curve. Since
Φ∗t is a symplectomorphism, all the results about Lt(V ) will transfer automatically to
the original invariant curve and we also gain the advantage that Lt(V ) stays in a fixed
symplectic space Tλ(0)(T ∗M).
The next step is to write down explicitly the equation that defines Lt(V ). We have seen
that the first order conditions are equivalent to the maximum principle with transversality
conditions. Thus in order to obtain an explicit form for the equations (11) it is enough
to linearize the Hamiltonian system, the maximum condition and the transversality con-
ditions w.r.t. both phase variables and control variables. Since we are interested in the
pull-back of the Jacobi curve under the pullback Φ∗t , we apply a time dependent change
of variables µ = Φ−1t (λ) on T ∗M . Then the Hamiltonian system of PMP before the
maximization is transformed to
µ˙(t) = ~H(t, u, µ(t)) =
(
(Φt)
−1
∗ (~h(u, ·)− ~h(u˜, ·))
)
(µ(t)),
where
H(t, u, ·) = (h(u, ·)− h(u˜, ·)) ◦ Φt.
The maximum principle now says that any extremal control u must satisfy the weak
maximum condition (11), which in the new coordinates has the same form as before
∂H(t, u, µ(t))
∂u
= 0.
Since Φ0 = id, the transversality conditions have the same form as in (13):
µ(0) ⊥ Tq˜(0)N0.
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We note that under this change of variables, the Lagrange point (ω˜, λ(t)) is transformed
to (q˜(0), λ(0)) and from the formula for the new Hamiltonian we obtain ~H(t, u˜, λ(0)) = 0.
Thus linearization at (q˜(0), λ(0)) will take a simple form.
Now we can finally write down explicit equations that define Lt(V ). Let us define a
time-dependent vector field
X(t) :=
∂ ~H(t, u, λ(0))
∂u
∣∣∣∣∣
u=u˜
and a quadratic form
b(t)(v, w) :=
∂2H(t, u, λ(0))
∂u2
∣∣∣∣
u=u˜
(v, w) =
∂2h(u, λ(t))
∂u2
∣∣∣∣
u=u˜
(v, w), ∀w ∈ Rk,
First we linearise the Hamiltonian system at (q˜(0), λ(0)). We get
η˙(t) = X(t)v(t) ⇐⇒ η(t) = η0 +
∫ t
0
X(τ)v(τ)dτ. (14)
By identifying Tλ(0)(T ∗M) with T ∗q˜(0)M × Tq˜(0)M , we obtain that the linearization of the
transversality conditions gives
η0 ∈ T⊥q˜(0)N0 × Tq˜(0)N0,
where T⊥q˜(0)N0 ⊂ T ∗q˜(0)M is just the annihilator of Tq˜(0)N0.
Finally we linearize the maximum condition to obtain
∂2H(t, u, λ(0))
∂u2
∣∣∣∣
u=u˜
(v(t), w) +
〈
dµ(t)
∂H
∂u
∣∣∣∣
u=u˜
w, η(t)
〉
= 0, ∀w ∈ Rk.
Using the definitions we gave before, we can write〈
dµ(t)
∂H
∂u
∣∣∣∣
u=u˜
w, η(t)
〉
= σ(η(t), X(t)w), ∀w ∈ Rk.
Collecting all the formulas proves the following result.
Proposition 1.2. An L-derivative Lt(V ) over a subspace V ∈ L∞k [0, t] consists of vectors
of the form
η(t) = η0 +
∫ t
0
X(τ)v(τ)dτ. (15)
where η0 ∈ T⊥q˜0N0 × Tq˜0N0 and v ∈ V satisfy
∫ t
0
(
σ
(
η0 +
∫ τ
0
X(θ)v(θ)dθ,X(τ)w(τ)
)
+ b(τ)(v(τ), w(τ))
)
dτ = 0, ∀w(t) ∈ V.
(16)
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As we have discussed before in the case when U = Rk, the full L-derivative is defined
as Lt = limLt(V ).
We can compute Lt using a dense subspace of L∞k [0, t]. But one can also do the
contrary and expand L∞k [0, t] to some weaker space. The L-derivative will not change
if the first and the second differential are continuous in a weaker norm. One can note
from formulas (42) and (44) in Appendix A, that the first and the second derivatives of
(EN0,t, Jt) are actually continuous in L2k[0, t]. That is why from now on we use the space
of square-integrable functions as our space of variations. This allow us to prove a simple,
but important lemma.
Lemma 1.1. The Jacobi curve Lt is left continuous.
Proof. Without any loss of generality we assume that all variations are two-sided. We
compute Lt over the space of piecewise constant functions with zero on the last interval.
This space is dense in L2([0, t],Rk) and therefore Lt does not change. Fix a neighborhood
OLt ⊂ L(Tλ(0)(T ∗M)) of Lt. Then by definition of a generalized sequence there exists a
finite-dimensional subspace V of simple functions, s.t. for all W ⊃ V one has Lt(W ∩
ΩtN0) ∈ OLt . Let α = {0 = t0 < t1 < ... < tN = t} be the set of jump points of all
variations v(t) ∈ V . By construction v(t) = 0 for t ∈ [tN−1, tN ]. We define Vβ ⊃ V to be
the space of simple functions vβ(t) with possible discontinuities in β ⊃ α, s.t. vβ(t) = 0
for t ∈ [tN−1, tN ]. Then by definition Lt(Vβ ∩ ΩtN0) ∈ OLt for any β ⊃ α. By refining the
partition β on [t0, tN−1] we obtain
limLt(Vβ ∩ ΩtN0) = Lt(ΩtN−1N0 ) = LtN−1 ∈ OLt .
Since tN−1 can be arbitrary close to t, the result follows.
1.3 Optimal control problems with constraints
Let us now consider the case when set U ⊂ Rk is a disjoint union
U =
N⋃
i=1
Ui
of closed embedded submanifolds Ui ⊂ Rk without boundary. A typical example in control
theory is a curve-linear polytope in Rk defined by a number of inequalities
pi(u) ≤ 0
that satisfy
pi(u) = 0, ⇔ dupi = 0.
Then U is union of the interior of the polytope and faces of different dimensions.
In order to compute the L-derivatives we need to take derivatives of the functional
and the end-point map, which implies that we use two sided variations. But when we are
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on the boundary of the manifold of admissible pairs, we can not variate in all directions.
Definition 1.7 still makes sense if we just compute L(EN0,t, νJt)[ω˜, λ(t)](V ), where V is
the set of admissible two-sided variations. However, it does not fix the problem entirely
that can be seen very well from the example, when U is a polytope and the extremal
curve is bang-bang. This is a type of trajectory for which the extremal control u˜ takes
values in the vertices of the polytope. Therefore there are no two-sided variations at all.
To solve this issue, we introduce additional variations in our problem so that the set of
two sided variations is never empty and define Jacobi curves as L-derivatives constructed
over the it. This will be enough to enclose all the known results and to generalize them.
Variations that we need are called time variations. Basically we introduce a new time
variable τ , given by
t(τ) =
∫ τ
0
(1 + u0(s))ds.
We assume that u0(s) > −1 and we take the time variable as a new state variable
t˙ = 1 + u0(τ)
since the final time is fixed.
Under these assumptions function t(τ) is strictly increasing and therefore invertible.
Then our control system is transformed to
dq
dτ
= (1 + u0(τ))f(q, u(t(τ))),
t˙ = 1 + u0(τ)
and the functional to ∫ τ(T )
0
(1 + u0)L(q, u)ds→ min .
If u˜ was an optimal control for (7)-(8), then (u˜, 0) will be optimal for the new prob-
lem. Thus after we have included time variations, we just construct the L-derivative at
((u˜, 0), λ(t)) over the set of all available two sided-variations, which is now non-empty.
Remark 1.3. Time variations were previously used to derive necessary and sufficient
condition of bang-bang arcs [10, 5] and with small modification of their definition, one
can even prove a version of the maximum principle [17]. These variations actually do not
give contribution to the index of the second variation if the considered control u˜(s) has
at least C2-regularity (see the discussion in [4]). But if the control has less regularity like
in the bang-bang case, time variations allow to find necessary optimality conditions even
when there are not enough two-sided variations.
From now on we assume that the time variations are included in the formulation of
the problem and that consequently the space of two-sided variations is non-empty.
Now we construct the L-derivatives. Note that since U is embedded in Rk, the oper-
ators X(t) : Rk → Tλ(0)(T ∗M) and quadratic forms b(t) : Rk × Rk → R are well defined.
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Now we must enlarge the space of variations by including time variations. After doing
this, we remain in the same class of problems as before. So we keep the notations Xt
and bt for the Hamiltonian vector field and the corresponding Hessian for the new system
defined above.
Since we are interested only in two-sided variations, we must restrict the operator
X˜(t) to the tangent spaces of Ui. Since by assumptions each Ui is embedded in Rk,
let us choose any metric in the ambient space and for each point u ∈ Ui we define an
orthogonal projection piiu : Rk → TuUi that depends on a point. Then we use this to define
a projection of a given variation to the subspaces of two-sided variations as
piτv(τ) =
n∑
i=1
χUi(u˜(τ))pi
i
u˜(τ)v(τ),
where χUi is the indicator function of Ui.
We can see that finite-dimensional approximations to the L-derivative will depend
on the choice of the metric in Rk, but the limit L-derivative itself will not, since we
approximate the same space of variations in two different ways. In order to reduce the
problem to U = Rk, we simply replace X(t) and b(t) by X(t)pit and b(t)(pit·, pit·). By
doing this, we essentially exploit Remark 1.1.
This way we have reduced our problem to a problem without the constraints on the
control and from now on we assume that the variations v(t) can take any value in Rk. To
simplify the notations we continue to write X(t) and b(t) instead of X(t)pit and b(t)pit.
Remark 1.4. We note that Jacobi curves will depend on the decomposition of U into a
disjoint union of manifolds Ui. For examples, if U is a union of two intersecting lines, we
can assume that the intersection point belongs either to one line or the other. But for the
most common choice of U as a polytope, the most natural decomposition would be just
to take as Ui different faces of various dimensions.
1.4 An algorithm for computing the L-derivative
Equations (16) can be used to construct approximations of L-derivatives, which is morally
the Galerkin method. In this subsection we will see that if we choose piece-wise constant
functions as our basis elements, then the finite dimensional approximation of (16) takes a
nice block triangular form, which can be solved explicitly, yielding an effective algorithm
for constructing approximations of the Jacobi curve.
The L-derivative for optimal control problems enjoys several useful properties. First of
all we have seen that the L-derivative LT exists if ind±Hess(EN0,T , νJT )[ω˜, λ(T )] < +∞.
But since EN0,T |ΩtN0 = EN0,t for t ≤ T and L
2
k[0, t] ⊂ L2k[0, T ] is an isometrical embedding,
we have that the existence at a moment of time T implies the existence for all t ≤ T .
Next we prove one more useful property that greatly simplifies the computation of Lt.
Lemma 1.2 (Additivity). Take 0 < t1 < t2 and suppose that the index of the Hessian of
the extremal curve on [0, t2] is finite. We denote by V2 some finite dimensional subspace
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of L2k[t1, t2] and we consider the following equation∫ t2
t1
[
σ
(
λ+
∫ τ
t1
X(θ)v2(θ)dθ,X(τ)w(τ)
)
+ b(τ) (v2(τ), w(τ))
]
dτ = 0, ∀w(τ) ∈ V2,
(17)
where v2(τ) ∈ V2, and λ ∈ Lt1.
Then Lt2 is a generalized limit of Lagrangian subspaces{
λ+
∫ t2
t1
X(τ)v(τ)dτ : λ ∈ Lt1 , v(t) ∈ V2 satisfies (17) for any w(t) ∈ V2
}
.
Proof. By the existence theorem and the remark above we know that Lt2 and Lt1 exist
and Lt2 can be computed over any dense subspace of the variation space. So we compute
it over V1 ⊕ V2 = V ⊂ ΩN0t2, where V1 is a span of a countable dense subset in Ωt1N0 that
includes variations of the initial point. Denote by pii the projection onto Vi.
Now fix a neighbourhood OL2 in the Lagrangian Grassmanian and consider a finite-di-
mensional subspace W ⊂ V , s.t. for any finite dimensional U ⊃ W we have Lt(U) ∈ OL2 .
Then we can construct a countable sequence of nested subspaces
U1 ⊂ U2 ⊂ ...
by adding vectors from the basis of V1. As a result we get a sequence Lt(Ui) which
converges to Lt(V1 ⊕ pi2(W )), since the index over the Hessian on this subspace must be
finite as well. Note that in this case by construction Lt(V1 ⊕ pi2(W )) ⊂ OL2 . By taking
finer and finer OL2 we realize Lt2 as a limit of vectors from Lt(V1 ⊕ pi2(W )).
It remains to show that (17) holds. And indeed, any element of Lt(Ui) is of the form
η +
∫ t1
0
X(τ)vi1(τ)dτ +
∫ t2
t1
X(τ)v2(τ)dτ, v
i
1 ∈ V1 ∩ Ui v2 ∈ pi2(W )
s.t.∫ t1
0
[
σ(η +
∫ τ
0
X(θ)vi1(θ)dθ,X(t)w1(τ)) + b(τ)(v
i
1(τ), w1(τ))
]
dτ = 0∫ t2
t1
[
σ(η +
∫ t
0
X(θ)vi1(θ)dθ +
∫ τ
t1
X(θ)v2(θ)dθ,X(τ)w2(τ)) + b(τ)(v2(τ), w2(τ))
]
dτ = 0
for any w1 ∈ V1 ∩ Ui, w2 ∈ pi2(W ). Therefore as we take the limit, the vectors
η +
∫ t1
0
X(τ)vi1(τ)dτ
will converge to vectors from Lt(V1).
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These properties are enough to have an algorithm for computing Lt at each moment
of time t with arbitrary good precision. In fact, if the index of the Hessian is finite, and
thus we have existence. Since we can replace L2k[0, t] with any dense subset, we compute
Lt over the space of piecewise constant functions. To construct an approximation of Lt we
just have to take some partition D = {0 < t1 < t2 < ... < tN = t} of [0, t] and construct
Lt(VD), where VD ⊂ ΩtN0 is the space of variations of the initial point and piece-wise
constant variations of the control with jumps at D. Then we can use the additivity lemma
to iteratively construct an approximation to Lt(VD), given by T⊥q˜(0)N0×Tq˜(0)N0 = Lt(V {0}),
Lt(V {0,t1}), Lt(V {0,t1,t2}) and so on. So at the end we just need to understand how Lt
changes when we add constant variations Rkχ[t,t+ε]. In this case at each step we need to
solve an over-determined finite-dimensional linear system. A convenient machinery for
such type of equations is the notion of pseudo-inverses. We recall their basic definition.
Definition 1.8. Let A : Rm → Rn be a linear map between two Euclidean spaces and
A∗ be its adjoint. Then the Moore-Penrose pseudoinverse A+ can be defined as
A+ = lim
ε→0
(ε id +A∗A)−1A∗.
The Moore-Penrose inverse has many interesting properties. The most useful one for
us will be the following one.
Proposition 1.3. If the linear solution Ax = b admits at least one solution, then y = A+b
is the minimal norm solution of this equation.
Now we are ready to describe our algorithm.
Theorem 1.3. Suppose that we know Lt(V ), where V is some space of variations defined
on [0, t]. We identify Lt(V ) with Rn and the space of control parameters with Rk, and put
an arbitrary Euclidean metric on both of them. Let E be the space of all v ∈ Rk for which
σ
(
η,
1
ε
∫ t+ε
t
X(τ)dτ · v
)
= 0, ∀η ∈ Lt(V )
and let L ⊂ Lt(V ) consisting of all η ∈ Lt(V ), s.t.
σ
(
η,
1
ε
∫ t+ε
t
X(τ)dτ · w
)
= 0, ∀w ∈ Rk.
We define two bilinear maps AR : Lt(V )× E⊥ → R, QR : E⊥ × E⊥ → R:
AR : (η, w) 7→ σ
(
η,
1
ε
∫ t+ε
t
X(τ)dτ · w
)
,
QR : (v, w) 7→ 1
ε
∫ t+ε
t
σ
(∫ τ
t
X(θ)dθ · v,X(τ)w
)
+ b(τ)(v, w)dτ,
and we use the same symbols for the corresponding matrices.
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Then the new L-derivative Lt+ε(V ⊕Rkχ[t,t+ε]) is a span of vectors from the subspace
L and vectors
ηi +
1
ε
∫ t+ε
t
X(τ)dτ · vi,
where vi is an arbitrary basis of E⊥ and ηi are defined as
ηi = −A+RQRvi.
Proof. From the additivity lemma it follows that it is sufficient to construct n independent
solutions of the equation∫ t+ε
t
σ
(
η +
1
ε
∫ τ
t
X(θ)dθ · v,X(τ)w
)
+
b(τ)(v, w)
ε
dτ = 0, ∀w ∈ Rk, (18)
where η ∈ Lt(V ), v ∈ Rk. The idea of the prove can be easily seen from the statement.
One has to show that the subspaces L and E don’t give non-trivial contributions to the
new L-derivative. Meaning that (18) is well defined on the corresponding quotients.
By definition we have
L = Lt(V )∩Lt+ε(V ⊕Rkχ[t,t+ε]) =
{
η ∈ Lt(V ) : σ
(
η,
∫ t+ε
t
X(τ)dτ · w
)
= 0, ∀w ∈ Rk
}
.
Suppose that the dimension of this space is equal to n− l, where l ≤ min{k, n}. But since
it is defined as the solution space of a homogeneous system of k linear equations with n
variables, it means that there must exist k − l vectors v ∈ Rk for which
σ
(
η,
∫ t+ε
t
X(τ)dτ · v
)
= 0, ∀η ∈ Lt(V ) ⇒ 1
ε
∫ t+ε
t
X(τ)dτ · v ∈ Lt(V ) (19)
since Lt(V ) is a Lagrangian subspace.
We note that vectors (19) are just linear combinations of η ∈ Lt(V ). Since we are
looking for solutions of the form
η +
1
ε
∫ t+ε
t
X(τ)dτ · v, η ∈ Lt(V ), v ∈ Rk
we can just take v ∈ E⊥, dimE⊥ = l, or else we would have replaced the part from E
with the corresponding η ∈ Lt(V ). This basically means that we have reduced our system
(18) of k linear equations with n+k variables to a system with just n+ dimE⊥ variables.
But then the only way that we can have n independent solutions, if there exist k−dimE⊥
dependent relations in (18) with v ∈ E⊥. Then there must exist k − dimE⊥ = dimE
independent wi ∈ Rk for which∫ t+ε
t
σ
(
η +
1
ε
∫ τ
t
X(θ)dθ · v,X(τ)wi
)
+
b(τ)(v, wi)
ε
dτ = 0, ∀v ∈ E⊥,∀η ∈ Lt(V ).
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In particular ∫ t+ε
t
σ (η,X(τ)wi) dτ = 0, ∀η ∈ Lt(V ),
i.e. wi form a basis of E. So we see that (18) is reduced to
ARη = −QRv.
The solution of this equation necessarily exists for any v ∈ E⊥. Indeed, the L-derivative
consists of vectors from L and some vectors constructed from solutions of this equations.
Since by definition L = kerAR, we have that these solutions are unique modulo elements
of L. Moreover we have dimL+ dimE⊥ = n. So if assume, that there exists v ∈ E⊥ for
which there is no solution η, then we would have arrived at a contradiction with the fact
that L-derivative is a Lagrangian plane.
This implies that we can apply the pseudo-inverse A+R to find n− dimL independent
vectors
ηi +
1
ε
∫ t+ε
t
X(τ)dτ · ei.
These are indeed independent, because by the definition E already contains all the vectors
v s.t. ∫ t+ε
t
X(τ)dτ · v = 0.
This means that
v 7→
∫ t+ε
t
X(τ)dτ · v (20)
is a bijection between the image of this map and E⊥, and therefore independent vi ∈ E⊥
are mapped to independent vectors in the image.
We stress once again that the L-derivative itself is invariant and does not depend
on the choices we make. The proven theorem is going to play an essential role in the
Morse-type theorems that we are going to state and prove in Section 3.
2 Jacobi fields and the glueing formula
In the previous subsection in order to construct an approximation we have used the
additivity Lemma 1.2 which essentially exploits the direction of time. We could have
used it in the other direction by extending the support of variations on the left instead of
right.
This is very useful, for example, in the case of the Fuller phenomena. The control
function of Fuller extremals exhibits a countable number of jump discontinuities in finite
time. A typical example, is when a bang-bang arc with an infinite number of switches of
increasing frequency is followed by a singular arc and the followed by another bang-bang
arc with an infinite number of switches of decreasing frequency.
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An algorithm for computation of L-derivatives in the bang-bang case is known (see [7]).
If we have a bang-singular arc, we can use it to construct the L-derivative of the bang-bang
arc, then we apply the additivity Lemma 1.2 and after this we can compute separately
the Jacobi curve of the singular arc using Jacobi differential equations (see [1]) with the
correct boundary conditions.
If the number of switches in the bang-arc is finite, we do not really care from which
of the two endpoints to start. We could have easily reversed the direction of time and
first used the Jacobi equation and only after the algorithm for a bang-bang extremal.
But if the number of switches is infinite, we can only apply the known algorithms in one
direction, namely bang-singular, because in the other direction we have a singularity that
must be resolved. On the other hand if we have a singular-bang arc, we can simply reverse
the direction of time by taking s = T − t as the new time variable.
So a natural question arises that can be roughly stated as follows: if we have already
computed two different Jacobi curves using two spaces of variations with non-intersecting
support, is it possible from this information to compute the Jacobi curve constructed over
the sum of the two spaces of variations? In the case of bang-singular-bang extremals this
corresponds to computing separately Jacobi curves of bang-singular and singular-bang
arcs and glueing the two.
The answer to this question is yes, but we need to consider a different L-derivative
and here the definition of the evaluation maps Ft is essential. What we need is the L-
derivative L(Ft0 , Ft1 , νJ t1t0 )[ω˜, (−λ(t0), λ(t1))] defined like in the Definition 1.7. What this
object represents is the set of possible boundary values of all possible Jacobi fields without
fixing any of the two end-points. As we vary t0 or t1, we can reconstruct the whole Jacobi
field.
In order to compute L(Ft0 , Ft1 , νJ t1t0 )[ω˜, (−λ(t0), λ(t1))], we can already apply the al-
gorithm from the previous section. Indeed, we can consider the following optimal control
problem for an extended control system
x˙ = 0,
q˙ = f(u, q),
J t1t0 =
∫ t1
t0
L(u, q)dt→ min
with the boundary conditions
(xt0 , qt0) ∈ {(x, x) ∈M} ⊂M ×M.
Following Remark 1.2, we have simply introduced some special coordinates, such that
Ft0 is linear and the space of variations splits into variations of control and variations of
the initial point (we can move it freely on the diagonal). If we apply now the Lagrange
multiplier rule we will find that (ω˜, (−λ(t0), λ(t1))) is a Lagrange point if and only if
λ(t0) = (P
t1
t0 )
∗λ(t1), allowing us to recover the Hamiltonian system.
Since L(Ft0 , Ft1 , νJ t1t0 )[ω˜, (−λ(t0), λ(t1))] is a Lagrangian subspace in T−λ(t0)(T ∗M) ×
Tλ(t1)(T
∗M), with a symplectic form (−σ−λ(t0) × σλ(t1)), it makes sense to characterize
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explicitly Lagrangian planes in a square (V × V,−σ × σ). One can construct some sim-
ple examples first. A direct product Λ1 × Λ2 of Lagrangian planes obviously will be a
Lagrangian plane in (V × V,−σ × σ). On the other hand it is easy to see that a graph
of any symplectic map M : V → V is also a Lagrangian subspace. It turns out that the
general situation is an interpolation between those two.
We recall that the skew-orthogonal complement Γ∠ of a linear subspace Γ in a sym-
plectic space Σ is the set
Γ∠ = {λ ∈ Γ∠ : σ(λ, µ) = 0,∀µ ∈ Γ}.
For an isotropic subspace Γ by definition we have Γ ⊂ Γ∠. One can check that Γ∠/Γ is a
symplectic space, where the symplectic form is simply given by the restriction of σ.
Lemma 2.1. Any Lagrangian subspace Λ in (Σ × Σ,−σ × σ) is a direct sum of three
subspaces (Γ1, 0)⊕graph(Φ12)⊕(0,Γ2), where Γi ⊂ Σ are isotropic of the same dimension
and graph(Φ12) is the graph of some symplectic map Φ12 : Γ∠1 /Γ1 → Γ∠2 /Γ2. Conversely,
given two isotropic spaces Γi ⊂ Σ and a symplectic map Φ12 : Γ∠1 /Γ1 → Γ∠2 /Γ2, the space
indicated above is going to be Lagrangian.
Proof. The second part is a straightforward computation. Let us prove the first part.
We denote by pii projections into each factor. It is clear from the definitions that Γ1 =
pi1(kerpi2|Λ) and Γ2 = pi2(kerpi1|Λ) are isotropic subspaces of Σ. We can naturally identify
the quotient ((Γ1, 0)⊕(0,Γ2))∠/((Γ1, 0)⊕(0,Γ2)) with Γ∠1 /Γ1×Γ∠2 /Γ2. But since ((Γ1, 0)⊕
(0,Γ2)) ⊂ Λ, we have that Λ′ = Λ/((Γ1, 0)⊕ (0,Γ2)) can be identified with a Lagrangian
subspace in Γ∠1 /Γ1 × Γ∠2 /Γ2. Moreover Λ′ is a linear subspace that projects onto each
Γ∠i /Γi. But this can happen if and only if dim Γ∠1 /Γ1 = dim Γ∠2 /Γ2. Therefore Λ′ must be
a graph of a symplectic mapping and dim Γ1 = dim Γ2, like in the example we discussed
above.
As we have already mentioned, L(Ft0 , Ft1 , J t1t0 )[ω˜, (−λ(t0), λ(t1))] is morally the set of
all Jacobi fields without any restrictions on the boundary. We can consider the set of
Jacobi fields of a fixed point problem as a subset of this set. More precisely in language of
L-derivatives this means that L(Ft0 , Ft1 , J t1t0 )[ω˜, (−λ(t0), λ(t1))] contains all information
about the L-derivative of various versions of the end-point map, that we have considered
so far, and we can reconstruct the latter one from the former one.
Lemma 2.2. Let (ω, (−λ(t0), λ(t1))) be a Lagrange point of the map (Ft0 , Ft1 , J t1t0 ). We
consider two projections
pi0 : T−λ(t0)(T
∗M)× Tλ(t1)(T ∗M)→ T−λ(t0)(T ∗M),
pi1 : T−λ(t0)(T
∗M)× Tλ(t1)(T ∗M)→ Tλ(t1)(T ∗M).
If ω ∈ F−1t0 (N0) and λ(t0) ∈ T⊥Ft0 (ω)N , then (ω, λ(t1)) is a Lagrange point of Ft1|F−1t0 (N0)
and the corresponding L-derivative can be computed as
L(Ft1 , νJ t1t0 )[ω, λ(t1)](TωF−1t0 (N0)) =
= pi1
(
L(Ft0 , Ft1 , νJ t1t0 )[ω, (−λ(t0), λ(t1))] ∩ pi−10 (T⊥Ft0 (ω)N0 × TFt0 (ω)N0)
)
.
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where we have identified T⊥Ft0 (ω)N0 × TFt0 (ω)N0 with a subset of T−λ(t0)(TFt0 (u)M).
To better understand this formula one should read it from right to left. If we take
the preimage of the "initial" Lagrangian plane T⊥Ft0 (ω)N0×TFt0 (ω)N0, intersect it with theL-derivative of the pair and project this intersection to Tλ(t1)T ∗M , we obtain exactly the
L-derivative of the corresponding optimal control problem with the initial point lying in
a manifold N0.
Proof. Since the formulation only involves projection maps, it is clear that there will be
no problem in taking the generalized limits. Thus we can essentially treat all the spaces of
variations as if they were finite. We use the special coordinates mentioned in Remark 1.2.
Since Ft0 is a submersion, its differential has maximum rank and we can always find
coordinates in which d2F0[ω] = 0. We split the space of variations into a direct sum
V0⊕V1, where V1 is a subspace isomorphic to TFt0 (ω)N0×L2[t0, t1] and V0 is the orthogonal
complement of V1 with respect to the quadratic form Q = 〈λ(t1), d2Ft1 [ω]〉− νdJ t1t0 [ω], i.e.
〈λ(t1), d2Ft1 [ω](v0, w1)〉 − νdJ t1t0 [ω](v0, w1) = 0, ∀v0 ∈ V0, w1 ∈ V1. (21)
The fact that (ω, λ(t1)) is a Lagrange point now follows easily. Indeed, we have that
(ω, (−λ(t0), λ(t1))) is a Lagrange point if for any w = w0 + w1 the following equation is
satisfied
〈λ(t1), dFt1 [ω](w0)〉+ 〈λ(t1), dFt1 [ω](w1)〉−
−〈λ(t0), dFt0 [ω](w0)〉 − 〈λ(t0), dFt0 [ω](w1)〉 =
=νdJ t1t0 [ω](w0) + νdJ
t1
t0 [ω](w1).
If we restrict all maps to Tω(F−1t0 (N0)), or equivalently we take w0 = 0, then we obtain
exactly conditions for (ω, λ(t1)) being a Lagrange point of (Ft1 , J
t1
t0 )|F−1t0 (N0).
The second part also is just a consequence of the basic definitions. In these coordinates
by (21) we have the following equation for the L-derivative of (Ft0 , Ft1 , J t1t0 ):
〈ξ(t1), dFt1 [ω](w0)〉+ 〈ξ(t1), dFt1 [ω](w1)〉−
−〈ξ(t0), dFt0 [ω](w0)〉 − 〈ξ(t0), dFt0 [ω](w1)〉+ (22)
+〈λ(t1), d2Ft1 [ω](v0, w0)〉+ 〈λ(t1), d2Ft1 [ω](v1, w1)〉 =
=νd2J t1t0 [ω](v0, w0) + νd
2J t1t0 [ω](v1, w1).
Similarly the equation for the L-derivative of (Ft1 , J t1t0 )|F−1t0 (q0) can be written as
〈ξ(t1), dFt1 [ω](w1)〉+ 〈λ(t1), d2Ft1 [ω](v1, w1)〉 = νd2J t1t0 [ω](v1, w1). (23)
Let (v1, ξ(t1)) be a solution of the last equation. If we assume that ξ(t0) ∈ T⊥q˜(0)N0, then
〈ξ(t0), dFt0 [ω˜](w0)〉 = K(ξ(t0), w0)
21
gives a non-degenerate coupling between T⊥Ft0 (ω)N0 and V0. Thus clearly the quadruple
(v1, ξ(t1), v0 = 0, ξ(t0) = 〈ξ(t1), dFt1 [ω](dFt0 [ω])+〉)
is a solution of (22), where
(dFt0 [ω])
+v =
{
(dFt0|V0)−1v if v ∈ im dFt0 [ω]|V0 ,
0 if v /∈ im dFt0 |V0 .
But, since v0 = 0, all of those solutions will indeed lie in pi−10 (T⊥Ft0 (ω)N0×TFt0 (ω)N0). This
way we get the left inclusion.
On the other hand if we take an element from
L(Ft0 , Ft1 , νJ t1t0 )[ω, (−λ(t0), λ(t1))] ∩ pi−10 (T⊥Ft0 (ω)N0 × TFt0 (ω)N0),
then it corresponds to a solution of (22) with v0 = 0 for any w = w0 + w1. In particular,
(22) is satisfied for w0 = 0. But in this case (22) reduces to (23).
We have the following important property of this L-derivative.
Theorem 2.1 (Chain rule). Let x01 ∈ L(Ft0 , Ft1 , νJ t2t0 ) and x12 ∈ L(Ft1 , Ft2 , νJ t2t0 ) are
such that pi1(x01) = pi1(x12). Then (pi0(x01), pi2(x12)) ∈ L(Ft0 , Ft2 , νJ t2t0 ).
Remark 2.1. For simplicity we do not indicate explicitly the Lagrange points assuming
that they are the same as in the rest of this section.
Proof. To prove the statement we use local coordinates and split the space of variations
into V0 ⊕ V1 ⊕ V2, where V1 is isomorphic to TFt1 (ω)M , V0 is isomorphic to L2k[t0, t1] and
V2 to L2k[t1, t2]. In other words V1 are variations of the mid point of the curve and V0, V2
are variations of the control on intervals [t0, t1] and [t1, t2] correspondingly. Then we have
d2Ft1 [ω] = 0, dFt0 [ω](w2) = d2Ft0 [ω](·, w2) = 0, dFt2 [ω](w0) = d2Ft2 [ω](·, w0) = 0 and by
additivity of the functional
d2J t2t0 [ω](v0 +v1 +v2, w0 +w1 +w2) = d
2J t1t0 [ω](v0 +v1, w0 +w1)+d
2J t2t1 [ω](v1 +v2, w1 +w2).
The chain rule for the finite-dimensional approximations follows now easily. We
can see this by writing the equation for the L-derivative, and adding and subtracting
〈ξ(t1), dFt1 [ω˜](w1)〉.
For the infinite dimensional statement we can assume that the L-derivatives are
constructed using piecewise constant functions. Let us fix three neighborhoods Oij 3
L(Fti , Ftj , νJ tjti ). Then by the definition of L-derivative there must exist three subspaces
V01 ⊂ V0⊕V1, V12 ⊂ V1⊕V2 and V02 ⊂ V0⊕V1⊕V2, such that the L-derivatives constructed
over spaces of variations containing Vij will remain in Oij. Since those are just piecewise
constant functions, we can simply refine the partition and use the space of variations
U0 ⊕ V1 ⊕U2, where variations U0, U2 have the same discontinuities as all variations from
Vij. We can then apply the chain rule to this new space of variations. Since elements of
L-derivatives are limits of elements of L-derivatives constructed over finite-dimensional
approximations, by taking Oij smaller and smaller, we get that the chain rule holds in
infinite dimensions as well.
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Finally, the next corollary explains how to glue together two Jacobi curves.
Corollary 2.1. Let (ω, (−λ(t0), λ(t1))) and (ω, (−λ(t1), λ(t2))) be a Lagrange point of the
map (Ft0 , Ft1 , νJ
t1
t0 ) and (Ft1 , Ft2 , νJ
t2
t1 ). We assume that L-derivatives of (Ft0 , Ft1 , νJ t1t0 )
and (Ft1 , Ft2 , νJ
t2
t1 ) are decomposed like in Lemma 2.1 as
L(Ft0 , Ft1 , νJ t1t0 )[ω, (−λ(t0), λ(t1))] = (Γ0, 0)⊕ graph Φ01 ⊕ (0,Γ1),
L(Ft1 , Ft2 , νJ t2t1 )[ω, (−λ(t1), λ(t2))] = (Γ˜1, 0)⊕ graph Φ12 ⊕ (0,Γ2).
Let Γker ⊂ Γ1 be a subspace isomorphic to (kerσ|Γ1+Γ˜1 ∩ Γ1)/(Γ1 ∩ Γ˜1) and Γ˜ker ⊂ Γ˜1 be
isomorphic to (kerσ|Γ1+Γ˜1 ∩ Γ˜1)/(Γ1 ∩ Γ˜1).
Then (ω, (−λ(t0), λ(t2))) is a Lagrange point of (Ft0 , Ft2 , J t2t0 ) and
L(Ft0 , Ft2 , νJ t2t0 )[ω, (−λ(t0), λ(t2))] = (Γ0⊕Φ−101 (Γ˜ker), 0)⊕ graph Φ02⊕ (0,Φ12(Γker)⊕Γ2),
where graph Φ02 is a graph of the symplectic map
Φ02 = Φ12 ◦ Φ01 : Φ−101 ((Γ1 + Γ˜1)∠/ kerσ|Γ1+Γ˜1)→ Φ12((Γ1 + Γ˜1)∠/ kerσ|Γ1+Γ˜1).
Proof. The fact that (ω, (−λ(t0), λ(t2))) is a Lagrange point of (Ft0 , Ft2 , J t2t0 ) follows im-
mediately from the definition.
In view of the previous theorem it only remains to exploit the chain rule to construct
enough independent vectors of L(Ft0 , Ft2 , J t2t0 ).
Since the zero vector always lies in a L-derivative, it is clear from the chain rule
that (Γ0, 0)⊕ (0,Γ2) is a subspace of L(Ft0 , Ft2 , νJ t2t0 ). We note that by construction Γker
can be identified with a subspace in Γ˜∠1 /Γ˜1. Thus, by the chain rule (0,Φ12(Γker)) ∈
L(Ft0 , Ft2 , νJ t2t0 ). For the same reason we also have (Φ−101 (Γ˜ker), 0) ∈ L(Ft0 , Ft2 , νJ t2t0 ).
Finally we have that (Γ1 + Γ˜1)∠/(kerσ|Γ1+Γ˜1) can be identified with a subspace in
Γ∠1 /Γ1 and at the same time with a subspace in Γ˜∠1 /Γ˜1. Thus we see that a graph of
the map Φ02 is going to be a Lagrangian subspace in Φ−101 (Γ∠1 /Γ1) × Φ12(Γ˜∠1 /Γ˜1), and by
the chain rule it will be a subspace of L(Ft0 , Ft2 , νJ t2t0 ). A simple dimensional count now
shows that the resulting space is indeed Lagrangian.
3 Symplectic geometry and Morse type theorems
Under Morse type theorems we understand results that relate the behaviour of the Jacobi
curve or its approximation with the index or the kernel of the corresponding Hessian. Be-
fore stating these results we need some definitions and theorems from symplectic geometry.
We should note that the sign conventions in this work differ from the sign conventions
in some of the previous articles like [9, 7]. The reason for this is that we would like to
handle the normal and abnormal cases in a unified manner, and that we assume that the
classical Jacobi equation for regular extremals produces a monotone increasing curve in
the Lagrangian Grassmanian in the sense of Definition 3.1.
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3.1 Linear symplectic geometry
Let (Σ, σ) be a symplectic space and denote by L(Σ) the corresponding Lagrangian Grass-
manian. We will denote by Πt the set of all Lagrangian planes transversal to a given
Lagrangian plane Π ∈ L(Σ).
Fix Π ∈ L(Σ) and choose a plane ∆ ∈ Πt transversal to it. Then Σ = Π⊕∆ and any
L ∈ Πt can be identified with a graph (x, Sx) of a map S : ∆→ Π. One can easily check
that S defines a Lagrangian subspace if and only if S is symmetric. This construction
gives a local chart, which allows to identify locally L(Σ) with the space of symmetric
matrices.
A more intrinsic but essentially the same way to identify a neighbourhood of ∆ ∈ Πt
with symmetric quadratic forms goes as follows. Let PΛ be the projection operator from
∆ to Λ ∈ Πt parallel to Π. Then we identify Λ with
QΛ(λ) = σ(PΛλ, λ), λ ∈ ∆.
A simple equality
σ(PΛλ, µ) + σ(λ, PΛµ) = σ(λ, µ), ∀λ, µ ∈ Σ.
implies that Q is symmetric. One can prove, that for any Λ ∈ Πt there exists a unique
projection operator PΛ : Σ→ Λ, s.t. the equality above holds and PΛΠ = {0}. For more
details see [19].
Similarly one has an identification of the tangent space TΛL(Σ) with the space Sym(Λ)
of all symmetric quadratic forms on Λ. Indeed, given Λ take any curve Λ(ε) ∈ L(Σ), s.t.
Λ(0) = Λ, fix λ(0) ∈ Λ(0) and take any curve λ(ε) ∈ Λ(ε). Then we identify Λ˙0 with
the quadratic form σ(λ(0), λ˙(0)). An easy calculation shows that the definition does not
depend on the choice of the curve λ(ε).
Definition 3.1. We say that a C1-curve Λ(t) ∈ L(Σ) is monotone increasing if the
corresponding matrix Λ˙(t) > 0 as a quadratic form on Λ(t) for every t. We say that it is
strictly monotone if this inequality is strict.
We define similarly monotone decreasing curves, but it turns out that C1-smooth
Jacobi curves of minimum problems are always monotone increasing.
Now we define the Maslov index of a continuous curve. The Maslov trainMΠ is the
set of all Lagrangian planes non-transversal to Π ∈ L(Σ), i.e. MΠ = L(Σ)rΠt. This is a
stratified manifold where each strataMkΠ is the set of all Λ ∈ L(Σ) s.t. dim (Λ ∩ Π) = k.
The dimension of each strata is
dimMkΠ =
n(n+ 1)
2
− k(k + 1)
2
.
We can see that the highest dimensional strata M1Π has codimension one in L(Σ). To
define an intersection index we need to define a co-orientation on M1Π. Suppose that
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Λ(ε) ∈ L(Σ) intersectsM1Π transversally at ε = 0, i.e. there exists unique up to a scalar
factor λ ∈ Λ(0) ∩ Π. We define a positive co-orientation when
Λ˙(0)(λ) > 0.
Similarly one defines a negative co-orientation.
Definition 3.2. The Maslov index MiΠ(Λ(t)) of a curve Λ(t) is the intersection number
of Λ(t) with M1Π. For a curve in general position this is just a number of intersections
Λ(t) ∩ Π counted with signs.
SinceM2Π has codimension three, the Maslov index is well defined and it is a homotopy
invariant. The importance of the Maslov index comes from the following fact.
Proposition 3.1. The Maslov index MiΠ as a function on the loops in the Lagrangian
Grassmanian L(Σ) induces an isomorphism pi1(L(Σ)) → Z. Moreover this isomorphism
does not depend on the choice of Π, i.e.
MiΠ(Λ(t)) = Mi∆(Λ(t)), ∀Π,∆ ∈ L(Σ).
For the proof and more properties see [9]. Often we will just write Mi(Λ(t)) for closed
curves to emphasize, that the result does not depend on the choice of the Maslov train.
The given definition is very useful in many theoretical studies, but not very conve-
nient for computations, since one needs to put the curve in a general position and verify
that the boundary points are not inMΠ. To overcome this, one usually uses other sym-
plectic invariants of Lagrangian planes and curves. We will need the Kashiwara index
Ki(Λ1,Λ2,Λ3) of a triple of Lagrangian planes Λi ∈ L(Σ) and the Leray index Li(Λ˜1, Λ˜2)
of two points Λ˜i in the universal cover L˜(Σ) to state and prove the main Morse index
theorem, but for many intermediate steps it is more useful to use an index introduced
in [9].
To define it we take three Lagrangian planes Λ1,Λ2,Π ∈ L(Σ) and define a quadratic
form q on ((Λ1 + Λ2) ∩ Π)/(Λ1 ∩ Π ∩ Λ2) as
q(λ) = σ(λ1, λ2), λ = λ1 + λ2, λi ∈ Λi. (24)
Definition 3.3. The positive Maslov index of a triple (Λ1,Π,Λ2) is a half-integer number
indΠ(Λ1,Λ2) = ind
+ q +
1
2
dim ker q =
= ind+ q +
1
2
(dim (Λ1 ∩ Π) + dim (Λ2 ∩ Π))− dim(Λ1 ∩ Λ2 ∩ Π).
The positive Maslov index has many important properties. We list just a few and refer
to [9] for some others and the proves. We note again that in [9] a different sign convention
was used and therefore the negative Maslov index played the central role.
Lemma 3.1. The positive Maslov index has the following properties for all Λi,Π ∈ L(Σ)
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1. Explicit finite bounds
0 ≤ indΠ(Λ1,Λ2) ≤ dim Σ
2
;
2. If Γ ⊂ Λ1 ∩ Λ2, we denote ΠΓ = (Π ∩ Γ∠) + Γ, where Γ∠ is the skew-orthogonal
complement with respect to the symplectic form σ. Then
indΠ(Λ1,Λ2) = indΠΓ(Λ1,Λ2);
3. Triangle inequality
indΠ(Λ1,Λ3) ≤ indΠ(Λ1,Λ2) + indΠ(Λ2,Λ3);
4. A formula
indΠ(Λ1,Π) = indΠ(Π,Λ1) =
1
2
(
dim Σ
2
− dim(Λ1 ∩ Π)
)
.
A similar invariant is the Kashiwara index of a triple of Lagrangian planes
Definition 3.4. Let q(λ) be the quadratic form from (24), but defined on all (Λ1+Λ2)∩Π.
Then the Kashiwara index of the triple (Λ1,Π,Λ2) is the signature of the form q:
Ki(Λ1,Π,Λ2) = sign q.
Lemma 3.2. The Kashiwara index has the following properties for all Λi,Π ∈ L(Σ)
1. Explicit finite bounds
|Ki(Λ1,Λ2,Λ3)| ≤ dim Σ
2
;
2. The cocyle property
Ki(Λ2,Λ3,Λ4)−Ki(Λ1,Λ3,Λ4) + Ki(Λ1,Λ2,Λ4)−Ki(Λ1,Λ2,Λ3) = 0;
3. Antisymmetry
Ki(Λp(1),Λp(2),Λp(3)) = (−1)sign(p) Ki(Λ1,Λ2,Λ3),
where p is a permutation of {1, 2, 3};
4. Relation with the positive Maslov index
−Ki(Λ1,Π,Λ2) + 2 indΠ(Λ1,Λ2) + dim(Λ1 ∩ Λ2) = dim(Σ)
2
.
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The proves of the first three properties can be found in [16] or [21]. The last one is
proved in [9].
Let us try to understand what are these indices geometrically in the simplest case,
when Σ = R2 (see picture 1). Fix some Darboux coordinates (p, q), s.t. Π = {(p, 0)}.
Then all the Lagrangian planes close to Π are parametrized by a single parameter S as
(p, Sp). Consider a curve of Lagrangian planes Λ(t) : [−1, 1] → L(Σ) s.t. Λ0 = Π. Then
we easily compute, the derivative
Λ˙0(λ) = σ
(
(p, 0), (p, S˙0p)
)
= S˙0p
2.
Thus when the curve Λ(t) crosses Π in the clockwise direction, we add +1 to the Maslov
index, and −1 if it crosses clockwise.
Consider now indΠ(Λ−1,Λ1) and Ki(Λ−1,Π,Λ1). By working out the definitions one
can check that the values of both indices depends only on the relative positions of
Λ−1,Π,Λ1, where we have four situations, some of which are depicted in figure 1:
1. if Λ−1 = Λ1 = Π, then indΠ(Λ−1,Λ1) = Ki(Λ−1,Π,Λ1) = 0;
2. if Λ−1 = Π or Λ1 = Π, then indΠ(Λ−1,Λ1) = 1/2 and Ki(Λ−1,Π,Λ1) = 0;
3. if by rotating Λ−1 in the clockwise direction we meet Λ1 before Π, then
indΠ(Λ−1,Λ1) = 0 and Ki(Λ−1,Π,Λ1) = −1;
4. if by rotating Λ−1 in the clockwise direction we meet Π before Λ1, then
indΠ(Λ−1,Λ1) = 1 and Ki(Λ−1,Π,Λ1) = 1.
The fact that these indices depend only on the relative positions of the Lagrangian
planes is a consequence of the following statement.
Proposition 3.2 ([16]). The Kashiwara index Ki(Λ1,Λ2,Λ3) and the positive Maslov
index indΛ2(Λ1,Λ3) are constant on the set
{(Λ1,Λ2,Λ3) : dim(Λ1 ∩ Λ2) = k1, dim(Λ2 ∩ Λ3) = k2, dim(Λ3 ∩ Λ1) = k3} ⊂ L(Σ)3,
where ki are some constants.
To state precisely what is the relation between the indices Mi, Ki and ind we need the
following definition
Definition 3.5. A curve Λ(t) is called simple if there exists ∆ ∈ L(Σ), s.t. Λ(t) ∈ ∆t,
i.e. it is entirely contained a single affine coordinate chart.
Proposition 3.3 ([9]). Let Λ(t), t ∈ [0, 1] be a continuous curve, s.t. there exists ∆ ∈
L(Σ), for which Λ(t) ∩∆ = Π ∩∆ = {0}. Then
MiΠ(Λ(t)) =
1
2
(Ki(∆,Λ0,Π)−Ki(∆,Λ1,Π)) .
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
( 1) (1)

(1)( 1) 
(1)  
( 1) 
Mi ( ) 1,t

  
 ind ( 1), (1) 0,    
 Ki ( 1), , (1) 1;     
Mi ( ) 1,t

 
 ind ( 1), (1) 1,    
 Ki ( 1), , (1) 1;    
 
1
ind ( 1), (1) ,
2
   
 Ki ( 1), , (1) 0.    
Figure 1: The Kashiwara and the positive Maslov indices in R2
Any two given points Λ1,Λ2 ∈ L(Σ) can be joined by a simple monotone curve. It is
easy to see this using an affine chart on the Grassmanian. So it makes sense to reformulate
this result for a closed monotone curve Λ(t).
Proposition 3.4 ([9]). Suppose that Λ(t), t ∈ [0, 1] is a closed continuous monotone
curve, 0 = t0 < t1 < t2 < ... < tN = 1 is a partition of [0, 1] and Λi = Λ(ti). Then one
has the estimate
Mi(Λ(t)) ≥
N∑
i=0
indΠ(Λi,Λi+1),
where ΛN+1 = Λ0. Moreover if all pieces Λ(t)|[ti,ti+1] are simple, i.e. there exist ∆i ∈ L(Σ),
s.t. ∆ ∩ Λ(t)|[ti,ti+1] = {0}, then we have an equality
Mi(Λ(t)) =
N∑
i=0
indΠ(Λi,Λi+1) =
1
2
N∑
i=0
(Ki(∆i,Λi,Π)−Ki(∆i,Λi+1,Π)) .
This motivates the following definition, that extends the notions of Maslov index and
monotonicity from continuous curves to general curves in the Lagrangian Grassmanian.
This extension is important, since even in the relatively simple case of bang-bang trajec-
tories the Jacobi curves are discontinuous.
Definition 3.6. Let Λ(t) : [0, T ] → L(Σ) be a curve in the Lagrangian Grassmanian.
Given a partition D = {0 = t0 < t1 < ... < tN = T} we define
indDΠ Λ(t) =
N−1∑
i=0
indΠ(Λi,Λi+1).
where Λi are as in the Proposition 3.4. We say that Λ(t) is monotone increasing, if
indΠ Λ(t) = sup
D
indDΠ Λ(t) < +∞.
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The quantity indΠ Λ(t) we call the Maslov index of a monotone curve.
The Maslov index defined in such way inherits many useful properties of the usual
Maslov index defined as an intersection number. For example, we have the following
lemma.
Lemma 3.3. Let Λ(t) be a closed monotone curve in the sense of Definition 3.6. Then
indΠ Λ(t) = ind∆ Λ(t), ∀∆,Π ∈ L(Σ).
Proof. Since the curve is monotone, the supremum in the definition is finite. But since it
can take only discrete values, it must be attained by some partition D, i.e.
indΠ Λ(t) =
N∑
i=0
indΠ(Λ(ti),Λ(ti+1)),
where Λ(tN+1) = Λ(t0), ti ∈ D. At the same time we can join Λ(ti) with simple monotone
curves and construct this way a closed curve Λˆ(t). Then by the Proposition 3.1
indΠ Λ(t) = MiΠ(Λˆ(t)) = Mi∆(Λˆ(t)) =
n∑
i=1
ind∆(Λ(ti),Λ(ti+1)) = ind∆ Λ(t).
However we would also like to see that this definition is well defined, i.e. that it
coincides with the previous one in the case of differentiable curves.
Theorem 3.1. A differentiable curve Λ(t) ∈ L(Σ) is monotone increasing if and only if
indΠ Λ(t) < +∞ for some Π ∈ L(Σ).
Proof. Let Λ(t) be C1 on [0, T ] and monotone in the sense of Definition 3.1. Let us assume
by contradiction that it is not monotone in the sense of Definition 3.6. Then there exists
a series of splittings Dn of the form 0 = tn0 < ... < tnkn , s.t. ind
Dn
Π Λt → +∞ as n → ∞.
By refining Dn if necessary, we can always assume that each restriction Λ|[tni ,tni+1] is simple.
Then by Proposition 3.4 we have MiΠ Λ(t) =∞.
We claim that this is impossible. Indeed in [7] it was shown, that one can introduce a
Riemannian metric on L(Σ), s.t. the length of the monotone curve Λ(t) can be bounded
by the Maslov index as
pi
2
√
n
MiΠ Λ(t) ≤ length(Λ(t)) ≤ pi
2
MiΠ Λ(t).
Thus the length must be infinite and we arrive at a contradiction with the fact that the
curve is C1.
Now we prove the converse. Suppose that we have Λ(t) ∈ C1([0, T ], L(Σ)) with
indΠ Λ(t) < +∞. We claim that Λ(t) is monotone increasing in the sense of Defini-
tion 3.1. Let us prove the opposite statement that for a non-increasing curve Λ(t) the
index indΠ Λ(t) is infinite.
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By Lemma 3.3 and the first property in Lemma 3.1, we can see that for any Lagrangian
plane ∆
| indΠ Λ(t)− ind∆ Λ(t)| ≤ n.
So it is enough to prove that ind∆ Λ|[t1,t2] = +∞ for any ∆ of our choice.
If Λ(t) is not monotone increasing in the sense of Definition 3.1, then there exists a
moment of time t ∈ [0, T ] and a vector λ, s.t. Λ˙(t)(λ) < 0. We can choose a sufficiently
small subinterval [t1, t2] ∈ [0, T ] such that it contains the moment of time t and the
restriction of Λ(t) is simple, i.e. lies entirely in ∆t.
Let us consider the coordinate chart ∆t. We can find [t1, t2] sufficiently small, so
that S(t2) − S(t1)  0 (or else the curve would be monotone). Let us take any smooth
simple monotone curve α : [0, T ] → L(Σ) that joins Λ(t1) with Λ(t2). The curve α(t)
can not lie entirely in ∆t, because in this case we would have had by monotonicity
S(t2)−S(t1) = Sα(T )−Sα(0) ≥ 0. Therefore at some point α must intersect the Maslov
trainM∆ and Mi∆ α(t) ≥ 1. Then by Proposition 3.4 we have ind∆(Λ(t1),Λ(t2)) ≥ 1 as
well. But the same is true for any other subinterval of [t1, t2]. Thus by splitting it into
smaller subintervals, we will find that indD∆ Λ(t)→ +∞.
Although these invariants were already successfully applied in [9, 7] to the study of
the second variation of some classes of optimal control problem, in order to formulate the
main Morse theorem we need one more symplectic invariant.
Definition 3.7. Let L˜(Σ) be the universal covering of L(Σ). The Leray index is the
unique mapping
Li : L˜(Σ)× L˜(Σ)→ Z
that satisfies the following two properties:
1. Li is locally constant on the set {(Λ˜1, Λ˜2) : Λ1 ∩ Λ2 = {0}};
2. Li(Λ˜2, Λ˜3)− Li(Λ˜1, Λ˜3) + Li(Λ˜1, Λ˜2) = Ki(Λ1,Λ2,Λ3).
An explicit construction of the Leray index using matrix logarithms can be found
in [16] or [19]. We are going to only list its main properties, that are going to be useful
for the computations.
Lemma 3.4. The Leray index Li has the following properties
1. Antisymmetry
Li(Λ˜1, Λ˜2) = −Li(Λ˜2, Λ˜1),
2. If Λ˜(t) as a lift a closed continuous curve Λ(t) : [0, T ]→ L(Σ) to L˜(Σ), then
Li(Λ˜(0), Λ˜)− Li(Λ˜(T ), Λ˜) = 2 Mi(Λ(t)), ∀Λ˜ ∈ L˜(Σ).
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The Leray index allows to define the Maslov index and other intersection indices for
curves in the Lagrangian Grassmanian and symplectic group in an abstract way. But one
of its most important applications is that it can be used to construct an explicit model
for the universal covering space L˜(Σ).
Theorem 3.2. Let Λ˜α be a lift of an arbitrary Lagrangian plane Λα to the universal
covering L˜(Σ). Define a mapping Φα : L˜(Σ)→ L(Σ)× Z by
Φα(Λ˜) =
(
Λ,
1
2
Li(Λ˜, Λ˜α)
)
.
Then
1. The mapping Φα is a bijection, whose restrictions to the subset {Λ˜ ∈ L˜(Σ) : Λ∩Λα =
{0}} is a homeomorphism onto {Λ ∈ L(Σ) : Λ ∩ Λα = {0}}.
2. The set of all bijections Φα forms a system of local charts of L˜(Σ) whose transitions
Φαβ = ΦαΦ
−1
β are the functions
Φαβ(Λ, k) =
(
Λ, k +
Ki(Λ,Λα,Λβ)− Li(Λ˜α, Λ˜β)
2
)
The proof of this theorem and the last lemma, as well as many other applications of
the Leray index can be found in [16].
We need a couple of lemmas related to curves in the Lagrangian Grassmanian and its
universal covering. We will use them only to prove the main Morse Theorem 3.4. So we
just sketch the proofs.
Lemma 3.5. For any countable set S ∈ L(Σ) the set of Lagrangian planes, that intersect
transversally any Lagrangian plane from S, is dense in L(Σ).
Proof. The proof is a simple consequence of the Baire category theorem. Indeed, we know
that Λt is an open set in L(Σ). One should just prove that those sets are dense, then the
intersection ⋂
Λ∈S
Λt
must be dense and therefore non-empty.
Lemma 3.6. Any two simple monotone curves connecting a, b ∈ L(Σ) are homotopic.
This lemma is a direct consequence of Propositions 3.2 and 3.4. They show that
Maslov index of monotone curves depends only on the relative position of its end-points.
Remark 3.1. This result has an important application that we will use later. Let Λ(t)
be a curve in L(Σ) with a finite number of discontinuities. Then there is a canonical way
of lifting the curve to the universal covering L˜(Σ). One has to glue all the discontinuities
with simple monotone curves and lift it to the universal covering and then delete the lifts
of the glued in monotone parts. The result will not depend on the way of gluing. Indeed,
the previous lemma shows that two monotone curves are homotopic and therefore their
lifts starting at the same point will also end at the same point.
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3.2 Morse-type theory
Now we are ready to state and prove Morse-type theorems. The simplest one allows us to
compute the dimension of the kernel of the Hessian. This is Lemma B.1 from Appendix B.
The next step is to extract the information about the index of the Hessian from the
Jacobi curve. A simple theorem of such type is Theorem B.1 that is used in the proof of
existence and uniqueness. But it is clear that in general one can not replace inequality in
the statement by an equality. The right hand side of (46) is limited by the dimension of
the manifold M , while the jump in the index can be arbitrary large. Nevertheless, when
we take piece-wise constant functions we can reconstruct exact formulas. The idea is that
when we add some constant variations, using our algorithm (see Theorem 1.3) we can
track exactly how the L-derivative changes and use this to obtain an exact formula for
the index. This will be the main building block in the general Morse index theorem, that
we will prove immediately after.
We will rely heavily on the following two lemmas from linear algebra
Lemma 3.7. Suppose that Q is a quadratic form defined on RN and let V ⊂ RN be some
subspace. If we define
V ⊥ = {x ∈ RN : Q(x, y) = 0,∀y ∈ V )},
then
ind+Q = ind+Q|V + ind+Q|V ⊥ + dim(V ∩ V ⊥)− dim(V ∩ kerQ) (25)
Remark 3.2. Note that this lemma holds in a more general situation of a continuous
quadratic formQ on a Hilbert space with finite positive inertia index and a closed subspace
V .
Lemma 3.8. Let Q be a quadratic form defined on a finite-dimensional space V2, A :
V2 → Rn be a linear map and N ⊂ Rn be a linear subspace. Take any subspace V1 ⊂ V2
and write V Ni = Vi∩A−1(N). Then the orthogonal complement of V N1 in V N2 with respect
to Q consists of vectors v ∈ V N2 , for which there exists ξ in the annihilator N⊥ ⊂ (Rn)∗,
s.t.
〈ξ, Aw〉+Q(v, w) = 0, ∀w ∈ V1. (26)
Similarly kerQ ∩ V N1 consists of vectors v ∈ V N1 , for which there exists ξ in the
annihilator N⊥ ⊂ (Rn)∗, s.t. the equality above holds for all w ∈ V2.
Theorem 3.3. Let D = {0 = t0 < t1 < ... < tN = t} be a partition of the interval [0, t]
and let VD be a direct product of the space of variations of the initial point and piece-wice
constant variations with jumps at moments of time ti. We denote by Vi ⊂ VD the subspace
of VD of variations that are zero for t > ti and V 0i = Vi∩ker dEN0,t[ω˜]. Then the following
formula is true
ind−Hess(EN0,t, νJt)[ω˜, λ(t)]|V 0D =
N∑
i=−1
indΠ(Li,Li+1) + dim
(
N⋂
i=−1
Li
)
− n, (27)
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where for simplicity we wrote Li = L(EN0,t, νJt)[ω˜, λ(t)]|ΩtN0∩Vi, L−1 = LN+1 = Π and
L0 = T⊥q˜(0)N0 × Tq˜(0)N0.
Proof. As before we write
Q = λd2EN0,t[ω˜]− νd2Jt[ω˜].
As we have already mentioned, Hess(EN0,t, νJt)[ω˜, λ(t)] is equal to −Q|ker dEN0,t as a
quadratic form. So it is enough to prove the formula with ind+Q|V 0D on the left-hand
side.
We prove it by a recursive computation of ind+Q|V 0i+1 in terms of Lm, m ≤ i. The
main tool will be the formula (25). We denote by Qi the restriction of Q to V 0i and
by (V 0i )⊥ the orthogonal complement of V 0i with respect to Qi+1. First we establish the
formula for ind+Qi+1|(V 0i )⊥ and then for dim(V 0i ∩ (V 0i )⊥)− dim(kerQi+1 ∩ V 0i ) in terms
of Li.
Step 1. We prove the following statement. Given two subspaces
Tq˜(0)N0 ⊂ U1 ⊂ U2 ⊂ Tq˜(0)N0 × L2k[0, t] ≈ ΩtN0 ,
we claim that the subspace (U01 )⊥ is equal to a subspace W2 which consists of (ζ, v2(τ)) ∈
U02 , s.t. there exists η ∈ L0 for which the following conditions are satisfied
pi(η) = ζ,∫ t
0
σ
(
η +
∫ τ
0
X(θ)v2(θ)dθ,X(τ)v1(τ)
)
+ b(τ)(v2(τ), v1(τ))dτ = 0, ∀v1(τ) ∈ U1 (28)
This is a consequence of Lemma 3.8. Indeed, as we have discussed in Section 1.2
vector fields X(τ) are lifts of g′(τ). Therefore from formula (42) it follows that we can
characterize the kernel in terms of the Hamiltonian vector field X(τ) as
ker dEN0,t[ω˜] =
{
(v(τ), ζ) ∈ ΩtN0 : η +
∫ t
0
X(τ)v(τ)dτ ∈ Π, ∀η ∈ L0, pi(η) = ζ
}
.
We apply Lemma 3.8 with A being equal to the operator
A : (ζ, v) 7→
∫ t
0
X(τ)v(τ)dτ
and N = Π × Tq˜(0)N0 ⊂ Tλ(0)(TM). Then ξ ∈ (Tλ(0)(TM))∗ from that lemma must
annihilate N . Since σ is a non-degenerate symplectic form we can use it to identify
(Tλ(0)(TM))
∗ with (Tλ(0)(TM)) and in this case ξ ∈ N⊥ ' N∠ ' T⊥q0N0 and
〈ξ, Av1〉 = σ
(
ξ,
∫ t
0
Xτv1(τ)dτ
)
from which the statement follows.
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Step 2. We have by definition and formula (43) that the subspace (V 0i )⊥ is equal to
the space of variations (ζ, v(τ), α) ∈ V 0i+1, s.t.∫ ti
0
σ
(
ζ +
∫ τ
0
X(θ)v(θ)dθ,X(τ)w(τ)
)
+ b(τ)(v(τ), w(τ))dτ = 0, ∀w(τ) ∈ V 0i .
Then from the step 1 it follows that (V 0i )⊥ is actually equal to the space Wi of vectors
(ζ, v(τ), α) ∈ Vi × Rk, s.t. there exists η ∈ L0 for which pi(η) = ζ and∫ ti
0
σ
(
η +
∫ τ
0
X(θ)v(θ)dθ,X(τ)w(τ)
)
+ b(τ)(v(τ), w(τ))dτ = 0, ∀w(τ) ∈ Vi, (29)
η +
∫ ti
0
X(τ)v(τ)dτ +
∫ ti+1
ti
X(τ)dτ · α ∈ Π. (30)
We denote by
λ = η +
∫ ti
0
X(τ)v(τ)dτ.
Then the first condition just tells us that λ ∈ Li.
Let (ζ, v(τ), α) ∈ Wi and η = (µ, ζ) ∈ T⊥q˜(0)N0 × Tq˜(0)N0, then we obtain
Q(ζ, v(τ), α) =
∫ ti
0
σ
(
ζ +
∫ τ
0
X(θ)v(θ)dθ,X(τ)v(τ)
)
+ b(τ)(v(τ), v(τ))dτ+
+
∫ ti+1
ti
σ
(
ζ +
∫ ti
0
X(θ)v(θ)dθ +
∫ τ
ti
X(θ)dθ · α,X(τ)α
)
+ b(τ)(α, α)dτ =
= −σ
(
µ,
∫ ti
0
X(τ)v(τ)dτ
)
+
+
∫ ti+1
ti
σ
(
ζ +
∫ ti
0
X(θ)v(θ)dθ +
∫ τ
ti
X(θ)dθ · α,X(τ)α
)
+ b(τ)(α, α)dτ =
=
∫ ti+1
ti
σ
(
λ+
∫ τ
ti
X(θ)dθ · α,X(τ)α
)
+ b(τ)(α, α)dτ
where in the last line we have used a consequence of (30)
−σ
(
µ,
∫ ti
0
X(τ)v(τ)dτ
)
= −σ
(
µ, η +
∫ ti
0
X(τ)v(τ)dτ
)
= σ
(
µ,
∫ ti+1
ti
X(τ)dτ · α
)
since µ, η ∈ L0.
Thus we have shown that Q|Wi is equal to the form
P (λ, α) =
∫ ti+1
ti
σ
(
λ+
∫ τ
ti
X(θ)dθ · α,X(τ)α
)
+ b(τ)(α, α)dτ
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defined on a finite-dimensional space
S =
{
(λ, α) ∈ Li × Rk : λ+
∫ ti+1
ti
X(τ)dτ · α ∈ Π
}
.
Now we consider the quadratic form q from the definition of the positive Maslov index
defined on (Li + Li+1) ∩ Π. Let
λ1, λ2 ∈ Li, λ2 +
∫ ti+1
ti
X(τ)dτ · α ∈ Li+1, λ1 + λ2 +
∫ ti+1
ti
X(τ)dτ ∈ Π. (31)
Then from the definition of Li+1 we obtain
q(λ1, (λ2, α)) = σ
(
λ1, λ2 +
∫ ti+1
ti
X(τ)dτ · α
)
= σ
(
λ1 + λ2 − λ2, λ2 +
∫ ti+1
ti
X(τ)dτ · α
)
=
= σ
(
λ1 + λ2,
∫ ti+1
ti
X(τ)dτ · α
)
− σ
(
λ2,
∫ ti+1
ti
X(τ)dτ · α
)
=
=
∫ ti+1
ti
σ
(
λ1 + λ2 +
∫ τ
ti
X(θ)dθ · α,X(τ)α
)
+ b(τ)(α, α)dτ.
If we denote
S˜ = {(λ1 + λ2, α) ∈ Li × Rk : λj, α satisfy (31)},
then we have that S˜ ⊂ S and P |S˜ = q|S˜. So
ind+Qi+1|(V 0i )⊥ ≥ ind+ q.
Step 3. We could have applied directly Theorem B.1 from the appendix, but in order
to prove the other inequality, we need those specific expressions for Q|Wi and q. We want
to show, that all λ, α, that actually give a contribution to the index of P , lie in S˜. And
indeed, this is just a consequence of our algorithm.
Take (λ, α) ∈ S. In Theorem 1.3 we have defined subspaces L ⊂ Li and E ⊂ Rk,
which from their definition can be seen to lie in the kernel of P . Thus it is enough to
consider P on any complementary subspace L⊥ and E⊥. But from Theorem 1.3 we know,
that for any α ∈ E⊥ there exists a unique λ2 ∈ L⊥ ⊂ Li, s.t.
λ2 +
∫ ti+1
ti
X(τ)dτ · α ∈ Li+1.
Thus we can take λ1 = λ − λ2 and then it follows that (λ, α) ∈ S˜, which proves that
S ⊂ S˜ and
ind+Qi+1|(V 0i )⊥ ≤ ind+ q.
Then from the definition of the positive Maslov index, we have
ind+Qi+1|(V 0i )⊥ = indΠ(Li,Li+1)−
1
2
(dim(Li ∩ Π) + dim(Li+1 ∩ Π)) (32)
+ dim (Li ∩ Li+1 ∩ Π)
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Using exactly the same arguments one can prove the formula for Q1, that gives the
base of the induction
ind+Q1 = indΠ(L0,L1)− 1
2
(dim(L0 ∩ Π) + dim(L1 ∩ Π)) + dim (Π ∩ L0 ∩ L1) . (33)
Step 4. Now we obtain an expression for dim(V 0i ∩ (V 0i )⊥) − dim(kerQi+1 ∩ V 0i ) in
terms of Lm, m ≤ i + 1. Here again our algorithm plays the central role. It gives us a
sequence of maps Pi
T⊥q˜(0)N0 × Tq˜(0)N0 = L0 P0−→ L1 P1−→ ...
PN−1−−−→ LN = Lt(VD).
We want to reconstruct all v ∈ Vi, s.t.
η +
∫ t
0
X(τ)v(τ)dτ ∈ Li ∩ Π
by inverting Pi and going backwards from LN to LN−1, then to LN−2 and so on. Maps
Pi are indeed invertible, since they are surjective linear maps between spaces of the same
dimension. Thus by fixing λ ∈ Li ∩ Π, we get a sequence P−1i−1(λ), P−1i−2 ◦ P−1i−1(λ) and so
on, that can be seen as a sort of a solution of the Jacobi equation passing through λ.
We need to understand how many different variations v ∈ Vi correspond to the same
sequence. First note that all
λ ∈
m⋂
i=0
Li ∩ Π
correspond to the same variation (ζ, v) ≡ (0, 0). Thus we must extract dim(⋂Li) from
the overall expression. All the other λ ∈ Li ∩ Π correspond to some non-zero (ζ, v) ∈ Vi.
Let Lm ∈ Lm, Em ∈ Rk be the subspace L, E from the Theorem 1.3 for V = Vm and
L⊥m, E⊥m be the orthogonal complements in Lm and Rk correspondingly. Note that to each
λ ∈ L⊥m corresponds a unique variation αχ[tm,tm+1], α ∈ E⊥m. But if β ∈ Em the variation
(α + β)χ[tm,tm+1] corresponds to the same vector in the L-derivative. Therefore we have∑
dimEm of variations that correspond to the same λ ∈ Li ∩Π, and so we get a formula
dim(V 0i ∩ (V 0i )⊥) = dim(Li ∩ Π) +
i−1∑
m=0
dimEm − dim
(
i⋂
m=−1
Lm
)
. (34)
Now we compute dim(kerQi+1∩V 0i ). Using Lemma 3.8, the same proof as in the step
1 shows, that v ∈ kerQi+1 ∩ V 0i if and only if there exists η ∈ L0 for which pi(η) = ζ, s.t.∫ ti
0
σ
(
η +
∫ τ
0
X(θ)v(θ)dθ,X(τ)w(τ)
)
+ b(τ)(v(τ), w(τ))dτ = 0, ∀w(τ) ∈ Vi,
σ
(
η +
∫ ti
0
X(τ)v(τ)dτ,
∫ ti+1
ti
X(τ)dτ · α
)
= 0, ∀α ∈ Rk,
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η +
∫ ti
0
X(τ)v(τ)dτ ∈ Π.
If denote
λ = η +
∫ ti
0
X(τ)v(τ)dτ,
then equivalently we can write λ ∈ Li ∩ Li+1 ∩ Π.
Using same argument as for dim(V 0i ∩ (V 0i )⊥) we get
dim(kerQi+1 ∩ V 0i ) = dim(Li ∩ Li+1 ∩ Π) +
i−1∑
m=0
dimEm − dim
(
i+1⋂
m=−1
Lm
)
. (35)
So we sum over all i the formulas (32)-(35) to obtain
ind+Q|VD =
N−1∑
i=0
indΠ(Li ∩ Li+1)− 1
2
dim(L0 ∩ Π)− 1
2
dim(Π ∩ LN) + dim
(
N⋂
i=−1
Li
)
.
The final formula follows from L−1 = LN+1 = Π and property 4 in Lemma 3.1.
This approximation lemma can now be used to prove a very general Morse theorem,
that establishes relation between some symplectic invariants of the Jacobi curve and index
of the Hessian. After fixing some partition D, we introduce the following curves using the
notations of the previous theorem
ΛD(t) =

Π if − 1 ≤ t < 0 = t0,
Li if ti < t ≤ ti+1,
Π if tN < t ≤ tN + 1.
We extend the Jacobi curve Lt by assuming that Lt = Π for t ∈ [−1, 0) ∪ (T, T + 1].
Then by definition ΛD(t)→ Lt pointwise as a generalized limit. To shorten the notations
we also write Σ = Tλ(0)(T ∗M).
Theorem 3.4. Suppose that ind−Hess(EN0,t, νJt)[ω˜, λ(t)] <∞ at a Lagrange point (ω˜, λ(t)).
Let Π˜ be a point in the universal covering L˜(Σ), that projects to Π ∈ L(Σ). Let ΛD :
[−1, T + 1] → L(Σ) be the extended Jacobi curve built over the space of piece-wise con-
stant variations with discontinuities in D as defined above, and Λ˜D(s) be the corresponding
left-continuous curves in the universal covering with the same initial point Λ˜D(−1) = Λ˜−1,
s.t. Λ−1 = Π.
Then there exists a point-wise generalized limit Λ˜D(s)→ L˜s, such that L˜s is the lift of
the Jacobi curve Ls and
ind−Hess(EN0,t, νJt)[ω˜, λ(t)] =
1
2
(
Li(L˜T+1, Π˜)− Li(L˜−1, Π˜)
)
+ dim
(
T⋂
s=0
Ls ∩ Π
)
− n.
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Remark 3.3. The lifts Λ˜D are constructed using simple monotone curves as described in
Remark 3.1.
Proof. Step 1. We are going to show that index of the Hessian restricted to the dense
sub-space of piece-wise constant functions coincides with the index of the Hessian on the
whole kernel. This will allow us to apply directly Morse Theorem 3.3.
Map dEN0,T is a continuous finite rank operator between an infinite dimensional Hilbert
manifold that is locally isomoprhic to Tq˜(0)N0 × L2k[0, T ] and Tq˜(0)M . We have that the
intersection of ker dEN0,T [ω˜] with the space of piece-wise constant functions is dense in
ker dEN0,T [ω˜]. Indeed, by continuity of dEN0,T [ω˜] we have that its restriction to the sub-
space of piece-wise constant functions must have the same rank. Therefore the subspace
of linear piecewise constant functions splits into two disjoint subspaces: the intersection
with the kernel of dEN0,T [ω˜] and a finite-dimensional complement that is isomorphic to its
image. If Pker and Pfin are two projections to these subspace, s.t. PkerPfin = PkerPfin = 0,
then given a sequence of piecewise constant function fn converging to f ∈ ker dEN0,T [ω˜],
the projections of Pfinfn must converge to zero and Pkerfn converge to f .
At the same time the quadratic form Q is continuous in Tq˜(0)N0 × L2k[0, t], therefore
by restricting to a dense subspace we will get the same index. This implies that we can
from the beginning compute the index of Q restricted to the intersection of ker dEN0,T [ω˜]
with piece-wise constant functions.
Step 2. We apply Theorem 3.3 to a special sequence of spaces VD. We take a finite
number of piece-wise constant functions vi, s.t. they span a negative subspace of maximal
dimension of the Hessian. Let D0 be a splitting 0 = t0 < t1 < ... < tN0 = T , where ti
are the discontinuity points of vi. Then we can consider any sequence {0 = tm0 , ..., tmNm =
T} = Dm ⊃ D0, s.t. max |tmi+1 − tmi | → 0 and the corresponding subspace of piecewise
constant variations V m = V Dm as in Morse Theorem 3.3. We also use notations analogous
to Theorem 3.3 to define a subspace V mi ⊂ V m of functions that are zero for t > ti and
(V mi )
0 = V mi ∩ ker dEN0,T [ω˜].
For what follows we will need the following sequence of curves:
Λmt (s) =

Π if − 1 ≤ s < 0,
Λm(s) if 0 ≤ s ≤ t,
Π if t < s ≤ t+ 1;
which are just closed extensions of the restrictions Λm(s)|[0,t], where we have shortened
the notation for ΛDm(s) just to Λm(s).
By the additivity Lemma 1.2 and Morse Theorem 3.3 for the piece-wise constant
approximations, we obtain
ind−Hess(EN0,t, νJt)[ω˜, λ(t)] + n = indΠ Λ
m
t (s) + dim
(
t⋂
s=−1
Λmt (s)
)
. (36)
It only remains to study the limit of the right hand-side when m→∞.
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Step 3. We start by considering the second term containing the dimension of the
intersections. Since L−1 = Π and Λmt (s) = Λm(s) for s ∈ [0, t], we have that
t⋂
s=−1
Λmt (s) =
t⋂
s=0
(Π ∩ Λm(s)).
From the Theorem 1.3 and the definition of Λmt (s) it follows that
t⋂
s=0
(Π ∩ Λm(s)) =
{
µ ∈ T⊥q˜(0)N0 : σ
(
µ,
∫ t
0
X(τ)w(τ)dτ
)
= 0 : ∀w(τ) ∈ V m ∩ ΩtN0
}
.
Therefore since Di ⊂ Di+1, we have that
t⋂
s=0
(Π ∩ Λm(s)) ⊂
t⋂
s=0
(Π ∩ Λl(s)), ∀l ≤ m.
Thus we get a sequence of nested subspace, and since Λm(s) converge pointwise, this
sequence must stabilize for m large enough.
We claim that
t⋂
s=0
(Π ∩ Ls) =
t⋂
s=0
(Π ∩ Λm(s)) (37)
for m large enough. Again, from the point-wise convergence it is obvious that
t⋂
s=0
(Π ∩ Ls) ⊂
t⋂
s=0
(Π ∩ Λm(s)).
The other inclusion holds true as well. Given µ ∈ ⋂(Π ∩ Ls) we can find a sequence
µm ∈
t⋂
s=0
(Π ∩ Λm(s))
s.t. µm → µ. But then for any w ∈ V m ∩ ΩtN0 , we have:
σ
(
µ,
∫ t
0
X(τ)w(τ)dτ
)
= lim
m→∞
(
µm,
∫ t
0
X(τ)w(τ)dτ
)
= 0.
Thus µ ∈ Λm(s) by definition for m large enough and (37) holds.
This way we have shown that
t⋂
s=0
(Ls ∩ Π) =
t⋂
s=0
(Λmt (s) ∩ Π), ∀t ∈ [0, T ].
Step 4. To arrive at the final result we need to express indΠ Λm(t) in terms of the
Leray index.
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Fix some m and sequence of Lagrangian planes ∆mi , s.t. there exist monotone curves
which connect Λmt (ti) with Λmt (ti+1) and do not intersect the corresponding ∆mi . Let ∆
be any Lagrangian plane. Then from the Maslov index formula in Proposition 3.4 and
the definition of the Leray index we get
ind∆Λ
m
t (s) =
1
2
Nm∑
i=−1
(Ki(∆mi ,Λ
m
t (ti),∆)−Ki(∆mi ,Λmt (ti+1),∆)) =
=
1
2
Nm∑
i=−1
(
Li(Λ˜mt (ti), ∆˜) + Li(∆˜
m
i , Λ˜
m
t (ti))− Li(Λ˜mt (ti+1), ∆˜)− Li(∆˜mi , Λ˜mt (ti+1))
)
.
By definition Leray index Li(Λ˜1, Λ˜2) is locally constant on the set {(Λ˜1, Λ˜2) : Λ1∩Λ2 =
{0}}. Since Λmt (ti) and Λmt (ti+1) can be connected by a curve that does not pass through
∆mi , we obtain by Lemma 3.4
Li(∆˜mi , Λ˜
m
t (ti))− Li(∆˜mi , Λ˜mt (ti+1)) = 0.
This way we get
ind∆ Λ
m
t (s) =
1
2
(
Li(Λ˜−1, ∆˜)− Li(Λ˜mt (t+ 1), ∆˜)
)
.
Step 5. Assume for now that Λ˜m(s) converges pointwise to a curve L˜s. The previous
formula then implies the final result. Indeed, we put ∆ = Π and choose any Lagrangian
plane ∆′, s.t. Π ∩∆′ = {0}. Then we obtain from the properties of Leray index
ind−(Hess(EN0,T , νJT )[ω˜, λ(T )]) + n− dim
(
T⋂
s=0
Ls ∩ Π
)
=
1
2
(
Li(Λ˜m(−1), Π˜)− Li(Λ˜m(T + 1), Π˜)
)
=
1
2
(
Li(Λ˜m(−1), ∆˜′)−
− Li(Λ˜m(T + 1), ∆˜′) + Ki(Λm(−1),Π,∆′)−Ki(Λm(T + 1),Π,∆′)
)
.
By construction Λm(T + 1) = Λm(−1) = Π. Therefore the Kashiwara indexes in the
expression are zero and we can take limit as m → ∞, since the Leray index is locally
constant. So we see that the result indeed holds if the pointwise convergence is true.
Step 6. Fix a moment of time t ∈ [0, T ]. To prove that the sequence Λm(t) converges
point-wise, we are going fix a special Lagrangian plane ∆, s.t. it does not intersect any
Λm(t) or Lt and moreover
Li(Λ˜mt (t+ 1), ∆˜) = Li(Λ˜
m(t), ∆˜). (38)
Then by Lemma 3.3, formula (36) and steps 3 and 4 we have
Li(Λ˜m(t), ∆˜) = Li(Λ˜−1, ∆˜)− 2 ind−(Hess(EN0,t, νJt)[ω˜, λ(t)])− 2n+ 2 dim
(
t⋂
s=0
Ls ∩ Π
)
(39)
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for m sufficiently large. Therefore the limit on the left hand side exists. But we recall
that by the Theorem 3.2 an open subset in {Λ˜ ∈ L˜(Σ) : Λ ∩∆ = {0}} can be identified
with ∆t × Z. And therefore we can take
L˜t =
(
Lt, lim
m→∞
1
2
Li(Lmt ,∆)
)
.
To prove that the Lagrangian plane ∆ with the desired properties exists, we follow
until some point the proof of the existence of the L-derivative. The idea is that we
expect that the L-derivative encodes all the information about the index and the nullity
of the Hessian. So we construct a L-derivative over a finite-dimensional subspace, which
contains already the kernel and a negative subspace of maximal dimension. Then adding
up variations should not change the L-derivative to much, at least we can hope that it
is not going to produce any contribution to the Maslov index in the process. The full
argument can be found in the Appendix.
We are going to use the formulas from the definition of a L-derivative as a linearisation
of the Lagrange multiplier rule. We write
Av = dEN0,t[ω˜](ξ, v).
First of all, we note that directly from the definition, it follows, that variations from
kerQ ∩ kerA do not give any contribution to the L-derivative. Next we refine our initial
partition D0. We assume that D0 is such that the space VD0 is like the subspace V in
Lemma B.2 with F = EN0,t. Then by Lemma B.1 for any D ⊃ D0 one has Lt(VD) ∩Π =
Lt(VD0) ∩ Π. This allows us to search for ∆ in (Π ∩ Lt(VD0))∠/(Π ∩ Lt(VD0)), i.e. we
can assume that Lt(VD) ∩ Π = {0}. Geometrically this means that we look for ∆ that
contains Lt(VD0) ∩Π. Indeed as a result we will get monotone curves that have constant
intersection with ∆, so it is going to be enough to replace it with ∆Γ, where Γ is any
isotropic subspace s.t. σ|Γ×(Π∩Lt(VD0 )) is symplectic.
We return now to our sequence of partitions Dm ⊃ D0. All V m satisfy the assumptions
of Theorem B.1. Therefore
indΠ(Λ
i(t),Λj(t)) = 0, ∀i, j ∈ N
We note that from the definition of the positive Maslov index it follows, that when
indΛ1(Λ2,Λ3) is equal to zero or n, it implies that Λ1 ∩ Λ2 = Λ1 ∩ Λ3 = {0}. So
Λm(t) ∩ Π = {0} for all m ∈ N.
We choose any ∆ ∈ L(Σ), s.t. indΠ(Λ0(t),∆) = n. Then by the triangle inequality we
get
indΠ(Λ
0(t),∆) ≤ indΠ(Λ0(t),Λm(t)) + indΠ(Λm(t),∆), ∀m ∈ N.
From the bounds on the indices it follows that indΠ(Λm(t),∆) = n and therefore Λm(t) ∈
∆t. From the relations between the positive Maslov index and the Kashiwara index, we
get
Ki(Λm(t),Π,∆) = 2 indΠ(Λ
m(t),∆) + dim(Λm(t) ∩∆)− n = n+ dim(Λm(t) ∩∆).
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Thus from property 1 of Lemma 3.2 we obtain
dim(Λm(t) ∩∆) = 0.
This establishes the existence of ∆. Using the same formula and antisymmetry of the
Kashiwara index, we obtain.
ind∆(Λ
m(t),Π) = 0.
Therefore all Λm(t) can be connected to Π by a monotone curve that does not intersect
∆. By properties of the Leray index it now follows that (38) holds.
Appendices
A Chronological calculus and second variation
In this Appendix we give some basic facts from the chronological calculus and derive
a formula for the second variation in terms of symplectic geometry. A more detailed
exposition can be found in [8].
The idea of the chronological calculus is to reinterpret all geometric objects on a
manifold M as linear maps on C∞(M). For example, a point q can be seen as a linear
operator qˆ : C∞(M)→ R defined in a natural way
qˆ(a) = a(q), ∀a ∈ C∞(M).
Similarly one defines an operator analogue of a diffeomorphism P :
(qˆ ◦ Pˆ )(a) = P (a(q)), ∀a ∈ C∞(M), ∀q ∈M.
Here Pˆ : C∞(M) → C∞(M) is an algebra automorphism, that geometrically is just a
change of variables. A vector field V is represented by a differentiation Vˆ of the algebra
C∞(M).
In [8] one can find the proof of the fact, that any algebra homomorphism/automor-
phism/differentiation can be represented by a point/diffeomorphism/vector field. A one-
parametric family of these objects can be integrated and differentiated with the usual
properties like, for example, the Leibnitz rule.
Consider a non-autonomous vector field V (t) and the corresponding differential equa-
tion
q˙(t) = V (t)(q(t))
that can be rewritten in the operator form as
˙ˆq(t) = qˆ(t) ◦ Vˆ (t).
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From here we omit the "hat" in the operator notation, since we will always speak about
operators unless it is stated otherwise. If the Cauchy problem for this ODE is well posed,
we have a well defined flow P t that must be a unique solution to the operator equation
P˙ t = P t ◦ V (t). (40)
A solution to this equation is called the right chronological exponent and is denoted
by
P t = −→exp
∫ t
0
V (τ)dτ.
Since we know that P 0 = id, we can rewrite equation (40) in the integral form
P t = id +
∫ t
0
P τ ◦ V (τ)dτ.
Iterating this expression gives us the Voltera expansion for the right chronological expo-
nent
P t = id +
∫ t
0
V (τ)dτ +
∫ t
0
∫ τ
0
V (θ) ◦ V (τ)dθdτ + ... (41)
The last thing that we need is the variation formulae for the right chronological ex-
ponent. Suppose that V (t),W (t) are non-autonomous vector fields and P t satisfies (40).
Then the following formulae is true
−→exp
∫ t
0
(V (τ) +W (τ))dτ = −→exp
∫ t
0
(P τ∗ )
−1W (τ)dτ ◦ P t.
Here P t∗ should be understood as a normal pushforward map, i.e. in the expressions above
(P t∗)
−1W should be read as ̂(P t∗)−1W . The proof can be found in the book [8].
Now we would like to obtain an explicit expression for the first and second differential
of the extended end-point map ÊN0,t = (EN0,t, Jt).
Using the notations of Section 1.2 by the variation formulae we then find
EˆN0,t(u, qˆ(0)) = qˆ(0) ◦ −→exp
∫ t
0
(Pˆ τ∗ )
−1
(
fˆu(τ) − fˆu˜(τ)
)
dτ ◦ Pˆ t =
= qˆ(0) ◦ −→exp
∫ t
0
gˆτ,u(τ)dτ ◦ Pˆ t.
Note that gˆτ,u˜(τ) ≡ 0. Using the Voltera expansion (41) and differentiating w.r.t. to qˆ(0)
at (q˜(0), 0) and u(τ) at u˜(τ), we obtain for the first variation the following expression
dEˆN0,t[ω˜, qˆ(0)](v, ζˆ) = Pˆ
t
∗ ζˆ +
(
Pˆ t∗
∫ t
0
(
∂
∂u
∣∣∣∣
u=u˜(τ)
gˆτ,u
)
v(τ)dτ
)
(qˆ(t)). (42)
One can show [8] that λ(t) satisfies the Hamiltonian system
λ˙(t) = ~h(u˜, λ(t)),
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where h is the Hamiltonian of PMP defined in Subsection 1.2. If we restrict the equation
(11) to w in L∞k [0, t], we obtain
0 =
〈
λˆ(t),
(
Pˆ t∗
∫ t
0
∂
∂u
∣∣∣∣
u=u˜(τ)
gˆτ,u · v(τ)dτ
)
(qˆ(0))
〉
=
=
∫ t
0
∂
∂u
∣∣∣∣
u=u˜(τ)
〈
λˆ(t), Pˆ t∗(Pˆ
τ
∗ )
−1(fˆu − fˆu˜(τ))(qˆ(t)) · v(τ)
〉
dτ =
=
∫ t
0
∂h(u, λ(t))
∂u
∣∣∣∣
u=u˜(τ)
v(τ)dτ.
Since this equality holds for any v(t) ∈ L∞k [0, t], we obtain this way the extremality
condition 12.
Note that since we do not vary the initial value of the functional (i.e. J0 = 0), we have
ζˆ = (ζ, 0) ∈ Tq˜(0)M × R. Thus if we restrict the equation (11) to w ∈ Tq˜(0)N0, we find
0 = 〈λˆ(t), Pˆ t∗ ζˆ〉 = 〈(Pˆ t)∗λˆ(t), ζˆ〉 = 〈λˆ(0), ζˆ〉 = 〈λ(0), ζ〉.
This way we obtain the transversality conditions 13.
Now we can find an explicit formula for the Hessian, that we use in Subsection 3.2.
Proposition A.1. The Hessian Hess(EN0,t, νJt)[ω˜, λ(t)] has the following form
Hess(EN0,t, νJt)[ω˜, λ(t)]((ζ1, v1), (ζ2, v2)) =
=−
∫ t
0
σ
(
ζ1 +
∫ τ
0
X(θ)v1(θ)dθ,X(τ)v2(τ)
)
+ b(τ)(v1(τ), v2(τ))dτ. (43)
Note that there is no ζ2 due to the fact that (ζ, v) ∈ ker dEN0,T are not independent.
Proof. We introduce a map GˆN0,t = (Pˆ t)−1EˆN0,t. Then we can write equivalently
Q(v, w) = 〈λˆ(t), d2EˆN0,t[ω˜](v, w)〉 = 〈λˆ(0), d2GˆN0,t[ω˜](v, w)〉.
To simplify the notations we define
g′(τ) =
∂
∂u
∣∣∣∣
u=u˜(τ)
gτ,u,
and similarly the “hatted” gˆ′τ for the extended system. We also define the “hatted” version
of X(t), which is defined in the same way, using the same Hamiltonian h(u, λ), but viewed
as a Hamiltonian on T ∗M ×R2 and the corresponding extended Hamiltonian flow Φˆt. We
note that the projection of Xˆ(t) to T (T ∗M) is exactly X(t) and that the projections of
Xˆ(t) and X(t) to TM×R and TM are gˆ′(t) and g′(t) for all t ∈ [0, T ]. Another important
point is that the standard symplectic form σˆ on the extended phase space is equal to
σˆ = σ − dν ∧ dy,
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where σ is the standard symplectic form on T ∗M .
Using the Volterra expansion once more we obtain an explicit formula
d2Gˆt[ω˜]((ζˆ1, v1), (ζˆ2, v2)) =
=
∫ t
0
dqˆgˆ
′(τ)(ζˆ1v2(τ) + ζˆ2v1(τ))dτ +
∫ t
0
gˆ′′(τ)(v1(τ), v2(τ))dτ+ (44)
+
∫ t
0
(∫ τ
0
gˆ′(θ)v1(θ)dθ ◦ gˆ′(τ)v2(τ) +
∫ τ
0
gˆ′(θ)v2(θ)dθ ◦ gˆ′(τ)v1(τ)
)
dτ.
By exchanging the order of integration we have∫ t
0
(∫ τ
0
gˆ′(θ)v2(θ)dθ ◦ gˆ′(τ)v1(τ)
)
dτ =
∫ t
0
(
gˆ′(τ)v2(τ) ◦
∫ t
τ
gˆ′(θ)v1(θ)dθ
)
dτ.
By adding and subtracting ∫ t
0
gˆ′(τ)v2(τ)dτ ◦
∫ t
0
gˆ′(τ)v1(τ)dτ
we find
d2Gˆt[ω˜]((ζˆ1, v1), (ζˆ2, v2)) =
∫ t
0
dqˆgˆ
′(τ)ζ1v2(τ)dτ +
∫ t
0
gˆ′′(τ)(v1(τ), v2(τ))dτ+
+
∫ t
0
dqˆgˆ
′(τ)ζˆ2v1(τ)dτ +
∫ t
0
gˆ′(τ)v2(τ)dτ ◦
∫ t
0
gˆ′(τ)v1(τ)dτ+
+
∫ t
0
[∫ τ
0
gˆ′(θ)v1(θ)dθ, gˆ′(τ)v2(τ)
]
dτ.
We need to reinterpret each summand in terms of sympelctic geometry. One can check
(or see [8]), that∫ t
0
〈λˆ(0), gˆ′′(τ)(v1(τ), v2(τ))〉dτ =
∫ t
0
b(τ)(v1(τ), v2(τ))dτ
and〈
λˆ(0),
∫ t
0
[∫ τ
0
gˆ′(θ)v1(θ)dθ, gˆ′(τ)v2(τ)
]
dτ
〉
=
∫ t
0
σˆ
(∫ τ
0
Xˆ(θ)v1(θ)dθ, Xˆ(τ)v2(τ)
)
dτ.
To give an interpretation to the first term let us choose Darboux coordinates in
Tλˆ(0)(T
∗M) subordinate to the Lagrangian splitting Tλˆ(0)(T
∗(M × R)) = T(q˜(0),0)(M ×
R)× T ∗(q˜(0),0)(M × R). We note that in this case −dqˆgˆ′(τ)v2(τ)· can be associated with a
covector that is nothing but the projection of Xˆ(τ)v2(τ) to the fibre. Therefore we have∫ t
0
dqˆgˆ
′(τ)ζ1v2(τ)dτ =
∫ t
0
σˆ(ζˆ1, Xˆ(τ)v2(τ))dτ.
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Finally for the term in the middle, we use the fact that we are restricting to the kernel
of dEN0,t. On it we have
ζ2 = −
∫ t
0
g′(τ)v2(τ)dτ.
Since ζˆ2 = (ζ2, 0), we find that∫ t
0
dqˆgˆ
′(τ)ζ1v2(τ)dτ =
∫ t
0
g′(τ)v2(τ)dτ ◦
∫ t
0
gˆ′(τ)v1(τ)dτ
We can write gˆ′(τ) = g′(τ) + (g0)′(τ)∂y, then∫ t
0
dqˆgˆ
′(τ)ζˆ2v1(τ)dτ +
∫ t
0
gˆ′(τ)v2(τ)dτ ◦
∫ t
0
gˆ′(τ)v1(τ)dτ =
=
∫ t
0
(g0)′(τ)v2(τ)dτ ∂y ◦
∫ t
0
gˆ′(τ)v1(τ)dτ,
but as we have seen the horizontal part is independent of the y variable. So this terms is
just zero.
Collecting everything we find an explicit formula for the Hessian
Hess(EN0,t, νJt)[ω, λ(t)]((ζ1, v1), (ζ2, v2)) =
=
∫ t
0
σˆ
(
ζˆ1 +
∫ τ
0
Xˆ(θ)v1(θ)dθ, Xˆ(τ)v2(τ)
)
+ b(τ)(v1(τ), v2(τ))dτ.
This can be simplified even further, if we note that the ν component of Xˆ(τ) is equal to
zero, which can be easily seen from the definitions. Therefore from the explicit form of σˆ
we derive that
σˆ(Xˆ(θ), Xˆ(τ)) = σ(X(θ), X(τ))
and
σˆ((ζ1, 0), Xˆ(τ)) = σ(ζ1, X(τ)),
which proves the proposition.
B Existence and uniqueness of L-derivatives
In this appendix we prove some lemmas needed in Subsection 3.2 and repeat in more
detail the proof of Theorem 1.2 compared to the original article [1].
We begin with proof of Lemma 3.8, that we have used several times in the text.
Proof of Lemma 3.8. We denote by W the subspace consisting of v ∈ V N1 as defined in
the statement. By restricting (26) to w ∈ V N1 , we can easily see that W ⊂ (V N1 )⊥Q.
To prove the other inclusion we identify the annihilator of N⊥ with the orthogonal
compliment of N in Rn. Let us then take a compliment of A−1(N) in V2 which will be
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isomorphic to imA ∩ N⊥ under A and a basis ei in this subspace such that the images
Aei form an orthonormal basis of imA ∩ N⊥. Then if v ∈ (V N1 )⊥Q, by identifying (Rn)∗
with Rn using the Euclidean inner product, we find that (26) is satisfied if we take
ξ = −
d∑
i=1
Q(v, ei)
|Aei|2 Aei,
where d = dim(imA ∩N⊥). Thus W ⊃ (V N1 )⊥Q.
The rest of the statement is proved using exactly the same argument.
Lemma B.1. Let F : U → M be a smooth map from a finite dimensional manifold
U to a finite dimensional manifold M , J : U → R be a smooth functional, and let
(u, λ) be a Lagrange point of (F, J). Then to any vector in L(F, νJ)[u, λ] ∩ Π we can
associate a unique up to an element of kerQ∩ker dF [u] variation v ∈ ker Hess(F, νJ)[u, λ].
Consequently
dim (ker Hess(F, νJ)[u, λ])− dim (kerQ ∩ ker dF [u]) = dim (L(F, νJ)[u, λ] ∩ Π) .
Proof. The uniqueness part is proved easily. So we can assume that kerQ∩ker dF [u] = {0}
by factoring out this intersection if necessary.
If (ξ, 0) ∈ L(F, νJ)[u, λ] ∩ Π, then by definition there must exist v ∈ ker dF [u], that
solves the L-derivative equation
〈ξ, dF [u](w)〉+Q(v, w) = 0, ∀w ∈ TuU. (45)
Restricting w to ker dF [u] shows that
dim (ker Hess(F, νJ)[u, λ]) ≥ dim (L(F, νJ)[u, λ] ∩ Π) .
To prove the other inequality and that the map described in the statement is a bijec-
tion, let us assume that v ∈ ker Hess(F, νJ)[u, λ]. Then
Q(v, w) = 0, ∀w ∈ ker dF [u].
But this implies that Q(v, ·) is linear combination of rows of dF [u]. Therefore there must
exist ξ, s.t. (45) holds.
Lemma B.2. Let (u, λ) be a Lagrangian point of (F, J) : U →M×R. If ind+Q|ker dF [u] <
∞, then there exists a finite-dimensional subspace V ⊂ TuU , s.t. for any W ⊃ V one has:
1. rank dF [u]|W = rank dF [u]|V ,
2. ind+ Q|W = ind+Q|V ,
3. v ∈ kerQ|W 0 and v /∈ V iff v ∈ kerQ ∩ ker dF [u].
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The proof is obvious. We just need to take a direct sum of a subspace isomorphic to
im dF [u], a maximal positive subspace and a subspace complementary to kerQ∩ker dF [u]
complementary to kerQ|ker dF [u].
Using these lemmas we can now give the proof of the following Morse-type result that
appeared first in [1].
Theorem B.1. Let F : U → M be a map from a possibly infinite dimensional smooth
manifold U to a finite dimensional manifold M , whose restrictions to finite-dimensional
subspaces are smooth, and let J : U → R, (u, λ) be a Lagrange point of (F, J). We
denote by V1 ⊂ V2 two finite dimensional subspaces of TuU and V 0i = Vi ∩ ker dF [u]. If
we choose V1, V2 be such that rank dF [u]|V1 = rank dF [u]|V2 and ker Hess(F, νJ)[u, λ]|V 01 =
ker Hess(F, νJ)[u, λ]|V 02 , then
ind−Hess(F, νJ)[u, λ]|V 02 − ind−Hess(F, νJ)[u, λ]|V 01 ≥
≥ indΠ (L(F, νJ)[u, λ](V1),L(F, νJ)[u, λ](V2)) . (46)
Proof. From the assumption on the kernels we have by Lemma B.1, that
L(F, νJ)[u, λ](V1) ∩ Π = L(F, νJ)[u, λ](V2) ∩ Π,
and by Lemma 3.7 that
ind+Q|V 02 − ind+Q|V 01 = ind+Q(V 01 )⊥ ,
where we recall that Q|ker dF [u] = −Hess(F, νJ)[u, λ].
Let us write down explicitly the quadratic form q from the definition of the positive
index. Suppose that (ξi, dF [u](vi)) ⊂ L(F, νJ)[u, λ](Vi). The quadratic form q is defined
on the intersection of Π and the sum of L(F, νJ)[u, λ](Vi). Thus we define ξ = ξ1 + ξ2
and assume that dF [u](v1 + v2) = 0. Then we get
q(ξ) = 〈ξ1, dF [u](v2)−〈ξ2, dF [u](v1)〉 = −〈ξ2, dF [u](v1)〉−〈ξ1, dF [u](v1)〉 = −〈ξ, dF [u](v1)〉.
On the other side, from Lemma 3.8 it follows that in this case v = v1 +v2 lies in (V 01 )⊥.
So it only remains to check that Q(v, v) is the same as q(ξ). And indeed, we have
Q(v, v) = Q(v2, v1+v2)+Q(v1+v2, v1) = −〈ξ2, dF [u](v1+v2)〉−〈ξ, dF [u](v1)〉 = −〈ξ, dF [u](v1)〉.
Now we are ready to prove Theorem 1.2. First we show the existence part, since we
already have all the necessary results.
Proof of the first part of Theorem 1.2. For this prove we shorten the notation L(F, νJ)[u, λ](W )
to L(W ). Let us take three finite-dimensional subspaces V ⊂ V1 ⊂ V2, where V is like in
Lemma B.2. Then as a consequence we have
L(Vi) ∩ Π = L(V ) ∩ Π.
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Therefore we can assume that L(Vi)∩Π = {0} by considering Σ = (L(V )∩Π)∠/(L(V )∩Π).
By the assumptions on V and Theorem B.1 we also find that
indΠ (L(V1),L(V2)) = 0.
Take any ∆ ∈ L(Σ), s.t. indΠ(L(V ),∆) = dim Σ/2. Then by the triangle inequality
we have
indΠ(L(Vi),∆) ≥ indΠ(L(V ),∆)− indΠ(L(V ),L(Vi)) = dim Σ
2
.
Therefore indΠ(L(Vi),∆) = dim Σ/2 and L(Vi) t ∆.
So we consider a coordinate chart ∆t centered at Π. In this chart L(Vi) are identified
with symmetric operators Si : Π → ∆. Then for the quadratic form in the definition of
indΠ(L(Vi),∆) we find that
q(p) = σ((p, Sip), (0,−Sip)) = −pTSip.
Therefore Si must be negative-definite symmetric matrices.
We want to show that ind∆(L(V1),L(V2)) = 0. Then using the same reasoning we find
that S2 ≥ S1, whenever V2 ⊃ V1. Thus we obtain a monotone and bounded generalized
sequence of symmetric finite-dimensional matrices that must have a limit. In order to
compute ind∆(L(V1),L(V2)) we use property 4 from Lemma 3.2 and the cocycle identity.
We have that
Ki(L(Vi),Π,∆) = 2 indΠ(L(Vi),∆) + dim(L(Vi) ∩∆)− dim Σ
2
=
dim Σ
2
.
Then by the cocycle identity we have
Ki(L(V1),∆,L(V2)) = Ki(L(V1),Π,L(V2)) + Ki(∆,L(V2),Π) + Ki(L(V1),∆,Π) =
= Ki(L(V1),Π,L(V2)).
Therefore we find that
2 ind∆(L(V1),L(V2)) = dim Σ
2
− dim(L(V1) ∩ L(V2)) + Ki(L(V1),∆,L(V2)) =
=
dim Σ
2
− dim(L(V1) ∩ L(V2)) + Ki(L(V1),Π,L(V2)) =
= 2 indΠ(L(V1),L(V2)) = 0.
In order to prove the second part of Theorem 1.2, one can try to show that if U0 ⊂ TuU
is a dense subset, then
ind∆(L(F, νJ)[u, λ](U0),L(F, νJ)[u, λ]) = 0,
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for all ∆ in a dense subset of L(Σ). In order to do this we must define L-derivatives of maps
similar to the L-derivatives of constrained variational problems. Namely if F : U →M is
a smooth map, then (u, λ) is a Lagrangian point if
〈λ, dF [u](w)〉 = 0, ∀w ∈ TuU
and L-derivative of this map at (u, λ) that we denote by LF [u, λ](V ) consists of vectors
(ξ, dF [u](v)) which satisfy
〈ξ, dF [w]〉+ 〈λ, d2F [u](v, w)〉 = 0, ∀w ∈ TuU
just like in Definition 1.1. One can easily check that (u, λ) is a Lagrange point of the
constrained variational problem (F, J) iff (u, (λ,−ν)) is a Lagrange point of the ex-
tended map Fˆ = (F, J). Moreover one can easily reconstruct L(F, νJ)[u, λ](V ) from
LFˆ [u, (λ,−ν)](V ). So we just prove uniqueness of the latter one. To do this we need a
lemma similar to Theorem B.1.
Lemma B.3. Let F : U → M be a smooth map, a : M → R be a smooth function
and (u, λ) a Lagrange point of F , s.t. λ = da. We define a Lagrangian subspace Πa(λ) =
Tλ(da) and the Hessian of F at u to be Hess(a◦F )[u] = −d2(a◦F )[u]. Let V1 ⊂ V2 be two
finite-dimensional subspaces, s.t. rank dF [u]|V1 = rank dF [u]|V2 and ker Hess(a◦F )[u]|V1 =
ker Hess(a ◦ F )[u]|V2. Then
ind−Hess(a ◦ F )[u]|V2 − ind−Hess(a ◦ F )[u]|V1 ≥ indΠa(λ)(LF [u, λ](V1),LF [u, λ](V2))
Proof. Although similar to Theorem B.1, the proof of this result is somewhat easier.
First of all, like in Lemma B.1 variations v ∈ ker Hess(a ◦ F )[u]|V are in one to one
corrispondence with L(F )[u, λ](V ) ∩ Πa(λ). Indeed, if v ∈ ker Hess(a ◦ F )[u]|V , then
0 = d2(a◦F )(v, w) = d2a[F (u)](dF [u](v), dF [u](w))+da[F (u)]◦d2F [u](v, w), ∀w ∈ V.
On the other hand if a vector lies in L(F )[u, λ](V ) ∩ Πa(λ), then it must be of the form
(d2a[F (u)] ◦ dF [u](v), dF [u](v)), where v satisfies the same equation as above. Thus from
the assumptions on the ranks and kernels we have that
ind−Hess(a ◦ F )[u]|V2 − ind−Hess(a ◦ F )[u]|V1 = ind−Hess(a ◦ F )[u]|(V ⊥1 )
and L(F )[u, λ](V1) ∩ Πa(λ) = L(F )[u, λ](V2) ∩ Πa(λ).
Like in the proof of Theorem B.1, it is enough to show that the quadratic form q
from the definition of the positive index can be identified with the restriction of minus
Hess(a ◦ F )[u](V1)⊥ to a smaller subspace. And indeed, let (ξi, dF [u](vi)) ∈ LF [u, λ](Vi)
be such that ξ = ξ1 + ξ2 = d2a[F (u)] ◦ dF [u](v1 + v2). From the definition of LF [u, λ](Vi)
it is clear that in this case v1 + v2 ∈ (V1)⊥ and for the form q, using the fact that λ = da,
we find that for µ ∈ Πa(λ) ∩ (LF [u, λ](V1) + LF [u, λ](V2))
q(µ) = 〈ξ1, dF [u](v2)〉 − 〈ξ2, dF [u](v1)〉 = 〈ξ, dF [u](v2)〉 − 〈ξ2, dF [u](v1 + v2)〉 =
= d2a[F (u)](dF [u](v1 + v2), dF [u](v2) + da[F (u)] ◦ d2F [u](v1 + v2, v2) =
= −Hess(a ◦ F )[u](v1 + v2, v2) = −Hess(a ◦ F )[u](v1 + v2, v1 + v2),
which ends the proof.
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Proof of the second part of Theorem 1.2. We again employ the short notation LF [u, λ](W ) =
L(W ).
Let us assume first that L(U0) ∩ L = {0}. Then we can find ∆ ∈ L(U0)t ∩ Lt ∩ Πt,
s.t. ind∆(L(U0),L) 6= 0. But then for any two neighborhoods OL(U0) and OL there exist
subspaces of variations V0 ⊂ U0 and V , s.t. L(V0) ∈ OL(U0) and L(V0 + V ) ∈ OL. By
Proposition 3.2 we have ind∆(L(V0),L(V0 + V )) = ind∆(L(U0),L) 6= 0 for sufficiently
small OL(U0) and OL.
Since ∆ ∈ Πt, there exists a smooth function a : M → R, s.t. ∆ = Tλ(da). Therefore
if we take V0 to be such that ind−Hess(a ◦ F )|V0 is maximal (we can always do this by
the definition of a generalized sequence), then from the previous lemma we obtain that
ind∆(L(V0),L(V0 + V )) = 0, which gives us a contradiction. Thus L(U0) ∩ L 6= {0}.
So let us assume that L(U0) ∩ L 6= {0}, but L(U0) 6= L. We can reduce this case
to the one we have just considered. Indeed, let us denote Γ = L(U0) ∩ L. Then we
can consider the symplectic space Γ∠/Γ and L(U0)/Γ,L/Γ can be identified with two
Lagrangian subspaces in this symplectic space. Similarly we can identify ∆∩Γ∠, (L(V0)∩
Γ∠)/(L(V0) ∩ Γ) and (L(V0 + V ) ∩ Γ∠)/(L(V0 + V ) ∩ Γ) with Lagrangian subspaces in
Γ∠/Γ. But then we have
ind∆(L(V0),L(V0 + V )) ≥
≥ ind∆∩Γ∠((L(V0) ∩ Γ∠)/(L(V0) ∩ Γ), (L(V0 + V ) ∩ Γ∠)/(L(V0 + V ) ∩ Γ)),
because it corresponds to the restriction of the form q from the definition of the positive
Maslov index to a smaller subspace. Thus again by Lemma B.3 the expression on the
right must be zero as well, and we arrive to a contradiction. Therefore L(U0) = L.
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