In present article the self-contained derivation of eigenvalue inverse problem results is given by using a discrete approximation with three-diagonal SturmLiouville operator on a finite interval. It is demonstrated that inverse problem procedure is nothing else than well known Gram-Schmidt orthonormalization in Euclidean space for special vectors numbered by space coordinate index. All the results of usual inverse problem with continuous coordinate are reobtained by employing a limiting procedure, including reproducing an equivalent equation in partial derivatives for the solutions of the inverse problem equations -the Goursat problem which guarantees the solvability of the inverse problem equations.
Introduction
There is a vast literature concerning the inverse scattering problem. Suffice it to mention classical monographs [1] [2] [3] [4] [5] , see also [6] . That theory has multiple applications and never stopped developing [7] . In parallel with its renovation, attempts to give a clear and obvious treatment were undertaken [8] [9] [10] . In these last papers that was done by using finite-difference approach which reduces the problem to solving relatively simple algebraic equations. Passage to the limit of the continuous variable allows one to obtain classical results of the inverse problem. Thus, the finite-difference version represents a powerful tool to reproduce all the results of the inversion procedure on a much more accessible level of understanding. And this is not only of pedagogical interest. The aim of science is, among others, to supply a maximally compacted and clear knowledge that would not burden researchers in their further quests with superfluous details and vague aspects.
It becomes now possible to give a more correct version of deriving inverse problem results on the finite interval. In this paper the discretization scheme is used but there is an important discrepancy. The authors of [8] [9] [10] restricted their consideration to the finite-difference matrix Hamiltonian with potential coefficients only on the main diagonal of the operator. So, there appears a disparity in numbers of interaction parameters and spectral data (see discussion below). As a result, we need either to impose some restrictions on spectral parameters or to introduce additional non-local potentials as was done in present article. That problem was not considered in [8] [9] [10] , which led to an "erroneous" final result for the potential in the continuum limit: there must be additional factor 2 (missed in the articles mentioned) in front of derivative of the solution of inverse problem integral equation [see Eq. (25)]. In passing to the continuum limit, non-local potentials for the finite-difference Hamiltonian we introduced go over into pure local ones and provide the necessary multiplier. At last, we proceed from well known Gram-Schmidt orthonormalization (for vectors in special Euclidean space) which is shown to be equivalent to the inverse problem procedure.
Discrete version of inverse problem on finite interval
It is most easy to demonstrate the essence of the inverse problem by example of finite-difference Schrödinger equation over the discrete variable x n , n ∈ Z with the step ∆:
for that problem is reduced to linear algebraic equations. The first three terms in this equation represent finite-difference operator of the second derivative, i.e. kinetic energy. Note the existence, in the self-adjoint Schrödinger operator, of terms u(x n ) corresponding to a "minimally non-local" interaction 1 . Soon, it will become clear that introducing these terms is justified. Afterwards, we shall get to the continuous case by passing to the limit ∆ → 0. Let us consider finite interval [0, π] with finite number N of points inside x 0 = 0; x N +1 = π, so that x n+1 − x n = π/(N + 1). Functions Ψ(x n , E) vanish at both boundaries of the interval:
The spectrum of the problem (1), (2) is a ladder of discrete energy levels
for bound states representing the unit vectors
Besides energy levels, there are additional fundamental spectral parameters, namely, norming constants or spectral weight factors. These may be coefficients c ν of the proportionality between eigenstates Ψ ν (x n ) and the regular solutions
The double set of spectral parameters {E ν , c ν } completely specifies V (x n ) [and non-local potential u(x n )]. In other words, by beforehand given spectral parameters {E ν , c ν }, the sought potentials V (x n ) and u(x n ) can be restored. Working out the corresponding procedure is just the subject of the inverse problem. Let us note that if we restore only local potential V (x n ) we shall face a problem of over-determination of the set {E ν , c ν } that contains 2 N-1 free parameters 2 , while V (x n ) does only N ones. It is introduction of N-1 coefficients u(x n ), n = 1, ...N − 1 into Eq. (1) that ensures the equality of numbers of spectral data and interaction parameters. In the case of continuous coordinate, overfilling the set of spectral parameters reveals itself only in multidimensional D ≥ 2 problems, so we shall manage to restore one-dimensional local potential by the complete spectral set [see (25)].
The functions ϕ ν (x n ) can be considered as vectors in special Hilbert (Euclidean, to be precise) space, in which the coordinate x n numbers vectors and energy index ν is number of a vector component. The inner product in that space is determined by the measure given by spectral weight factors c ν . In fact, Parseval's completeness relation
can be rewritten using Eq. (3) as
Let us consider this expression as an orthogonality relation for the vectors ϕ ν (x m ) and ϕ ν (x n ) (in the limit ∆ → 0, the "numbers" (x m,n of the vectors become continuous variable x). Here, the inner product is given by not simply a sum over energy index ν but a sum with a weight (measure) c 2 ν . Different potentials correspond to different weight factors determining the metrics of our "energy space" but the relation (5) holds true for any potential.
The inverse problem can be treated as a transition to the sought potential (5) is valid:
For the time being, we do not know the solutions ϕ ν (x n ) to the sought potential V (x n ) which have to be orthogonalized with different weight. Changing the metrics of Euclidean space in replacing ν . For simplicity, we shall at first think
The new vectors obtained by that way and satisfying (5) with weight multipliers c 2 ν will be the solutions to new potential coefficients V and u.
Let us recall this standard orthogonalization procedure by example of two initially non-orthogonal (in sense of new weight function) vectors (N=2)
As a first unit vector ϕ ν (x 1 ) of the new system, we take unchanged unit vector
• ϕ ν (x 1 ), and second unit vector is constructed from second unaltered one, only we have to subtract from it everything superfluous (parallel to • ϕ ν (x 2 )), for orthogonality with the new measure:
The coefficient (x 2 , x 1 ) is sought from the condition of orthogonality of new vectors with new weight c ν :
We have (7) where we add to and subtract from the multiplier c 2 ν the term
and, furthermore, use Eq. (6). We can rewrite the last equality in the form as follows (extremely simplified two-dimensional "prototype" of the inverse problem equation):
where
In general case of N-dimensional Euclidean space we shall follow the same scheme. In doing so, it is possible to allow for the case when the levels change:
• Eν = E ν . We must orthogonalize N vectors by the measure c 2 ν :
• ϕ (x m , E ν ), (m = 1, 2, ...N, ν = 1, 2, ...N ). Consequently, we have for the new solutions
where the coefficients K [the kernel of the transformation operator (10)] follow from the conditions of the orthogonality of new vectors (by measure c 2 ν ) ϕ(x m , E ν ) (m = 1, 2, ...N ):
which lead to the system of algebraic equations for K -discrete analog of the inverse problem equations:
where Q(x n , x m ) is determined as in (9), only values m and n are not restricted by 1 and 2, and indices µ and ν number solutions at initial and shifted energy levels, respectively.
It should be noted that the formula (10) is also valid for solutions at energies E lying between the levels E ν where the regular solutions, being the Cauchy problem solutions, are defined (though non-physical) 3 . Indeed, let us decompose ϕ(x m , E) over the complete set of solutions ϕ(x m , E ν ), but since the last are expressed, in accordance to (10) , through the unperturbed • ϕ (x m , E ν ) then we shall expand them, too, over complete set of old solutions
. As a result, we get the following expression for new solutions at arbitrary E:
In the limit when new and old spectral parameters coincide, K vanishes and, hence, ϕ(x m , E) turn into unperturbed solution
Substituting this expression in (13), we get:
Let us stress here that K is independent of energy E. The formulas (14), (11) and (12) give the expression for K in the form of sum of products of the old solutions and transformed ones:
It remains to obtain equations for transformed potentials V and u. As we already know solutions of Eq. (1) with the potentials V (x n ) and u(x n ) [see formulas (10) and (11)], it is needed only to derive them from Schrödinger equation At fixed m, we perform this procedure for n = m, m−1, .... In calculating sums (over µ) one should allow for the relation (6) . As a result, we get to the following equations for V and u:
and for n = m, m − 1
It should be noted here that the Eqs. (16) and (17) 
Continuum limit
Let us now pass to the limit of the continuous variable x, i.e. to the limit ∆ → 0 (N → ∞) in the formulas (10), (11), (16) and (17). In that case, the Parseval's relation takes its usual form characteristic to infinitely-dimensional (Hilbert) space
and the same is for the new regular solutions ϕ(x, E). In the continuous case, we have ϕ(0, E) = 0, ϕ ′ (0, E) = 1. Spectral weight factors are in that case, too, the coefficients of proportionality between normalized eigenfunctions and regular solutions. That is why they are also called norming constants since the multiplication by
The expression for the transformed regular solutions has now the following form
where x ∈ [0, π]. As in finite-difference case, that expression is valid at any energy values E, including those not coinciding with discrete spectrum points E ν . For the kernel of the operator (19) which transforms functions to the initial potential into functions to the new one (generalized shift operator), we have the continuous analog of Eq. (11) -the inverse problem equation proper:
where the kernel Q is constructed from unperturbed functions with old and new spectral parameters [as in Eq. (9)]:
For the continuous coordinate, the expression (15) for K has a similar form:
As ∆ → 0 the equations (16) and (17) turn into
and
The tilde sign is employed to denote the potentials obtained in passing to the limit of continuous coordinate in the solutions of Eqs. (17). On the other hand, since "minimally non-local" potential u(x n ) becomes local in that limit, we get purely local sought potentialV (
The last equality follows from Eqs. (23) and (24) and it is evident enough because only the limit of sum of potential coefficients makes the sense; and that limit is a local potentialV (x) that does not change -in contrast to its finite-difference predecessor [in Eqs. (16) and (17)] -when interrupting it at a certain point. So, we have from Eqs. (23) and (24) the following expression for the potentialV (x) which we denote simply as V (x) (without misgivings to confuse it with V (x m ) in the finite-difference equation (1)):
The Eqs. (23) and (24) can now be rewritten as
This system (added by K(0, 0) = 0) represents the classical Goursat problem [for finding K(x, y)] and its solvability follows from well known theorems.
The orthogonalization can also be started from the last vector ϕ(π) with "number" x = π at the right boundary of the interval [0, π]. Then, instead of solutions ϕ(x), the solutions f (x) will be used such that f (π) = 0, f ′ (π) = 1. The corresponding inverse problem equations, that can be associated with "from the right to the left" process of the orthogonalization, have analogous form as Eqs. (19), (20), (21) 
Here, the symbol γ ν stands for the spectral weight factor which is analog of c ν . The only discrepancy is that the γ ν characterizes the behaviour of eigenfunction at the right boundary:
At last, let us mention about the inverse problem for Schrödinger equation added by boundary conditions of arbitrary kind:
Here we also have analogous inversion equations, and as spectral weight factors there appear the values of corresponding eigenfunctions at the interval edges: c ν = Ψ(0, E ν ) or γ ν = Ψ(π, E ν ).
