Abstract -An improvement for image distortion in cameras has been an important issue for as long as users have wanted to reproduce or utilize observed information. In this paper, it described about mobile robot using uncalibrated cameras rig which installed on top of it to work as stereo pair. These cameras have to be calibrated by software using Tsai's method. The block matching algorithm is using Sum of Absolute Differences (SAD) to solve the correspondence problem. The image processing part is implemented in Matlab software. The result is a lot of matching points discovered using a software calibration result from Tsai's method.
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I. INTRODUCTION
A camera consists of an image plane which provides a transformation between object space and image space. This transformation cannot be described perfectly by a perspective transformation because of distortions which occur between points on the object and the location of the images of those points. These distortions can be modeled [1] . However, the model may only be an approximation to the real relationship. How closely the model match to reality will depend on the model and how well the model's parameters can be estimated. Choosing parameters which are both necessary and sufficient has taxed those involved in the process of lens calibration for as long as lenses have been used to make precise measurements.
A. Mobile Robot Using Uncalibrated Stereo Pair
Basically, the two stereo cameras on top of mobile robot Figure 1 take pictures of a same object but with different view. The two dimension images on the plane of projection represent the object from camera view. These two images contain some encrypted information, the image-depth of each other. This information is the third dimension of two dimension images. Therefore, the object distance and its depth can be determined by using the stereo cameras [2] . With referring to Figure 2 the distance between two points of view is called the baseline [3] . The baseline's distance end to end affects on the range resolution, which establish the range of depth that can be calculated. A difference between scenes of the same object on the two images is called disparity [4] . The stereo system uses horizontal baseline. The cameras are placed at the same elevation. The process of stereo vision is then typically defined as finding a match between features in left and right images [5] . The stereo baseline b is the distance between the centres of the projection O l and O r . The x l and x r are the coordinates of p l and p r with respect to the principal points cl and cr. Where the f is a focal length of the camera. The depth of P is uniquely determined by the following equation [4] : (1) And let the disparity d = x r -x l , then the depth of point P is:
(2) The corresponding two images representing the same point of the scene is called disparity matching. The set of displacements between matched pixels is usually indicated as disparity map [6] .
II. TSAI'S METHOD FOR UNCALIBRATED CAMERAS RIG
Construction of a full model from the stereo pair requires calibration of the camera system using software. From a stereo camera system (stereo rig) has accurately specified intrinsic and extrinsic parameters for both cameras. According to [7] the intrinsic camera parameters specify a pinhole camera model with radial distortion. The pinhole model is characterized by its focal length, image centre, pixel spacing in two dimensions and the radial distortion is characterized by a single parameter. The extrinsic parameters describe the relative position and orientation of the two cameras. Intrinsic parameters for a given camera are constant, assuming the physical parameters of the optics do not change over time, and thus may be pre-calculated. Extrinsic parameters depend on the relative camera poses and will be Software Calibration for Stereo Camera on Stereo Vision Mobile Robot using Tsai's Method Rostam Affendi Hamzah and Sani Irwan Md Salim constant if the cameras are fixed relative to one another [7] . Both intrinsic and extrinsic calibration parameters are calculated using the Tsai's method from a tool by Matlab provided by [8] . There are images of a calibration target, see Figure 3 , consisting of images of left and right scene. It is totally uncalibrated images due to unaligned each comparing image left to right. This paper is presented using twenty images (left and right target) for calibration process. Figure 4 shows the result of extrinsic parameters which produces the rotation and translation of the chess board during calibration process from figure 3.
The flowchart Figure 5 shows the steps of camera calibration using the Tsai's method in Matlab toolbox. The first step is to get a set of images in digital form and start to evaluate the error between the images of left and right. If the images are not converge each other then the system will adjust the value of the camera evaluation until they converge. The adjusted value or parameters will be used as a result for calibration process to be used in rectifying process [9] . The result contains of intrinsic parameters TABLE I and TABLE II and  extrinsic parameters in TABLE III . These values are represented in pixel intensity values. As a result in matlab software, Tsai's method produces the data in extension of .mat files. These files to be called by main program for rectification process to align the epipolar line on stereo images. Figure 3 . Calibration target on chessboard using Tsai's method
III. IMAGE RECTIFICATION
The rectification of stereo image pair can be carry out under the condition of camera's parameters in Tsai's method. To quickly and accurately search the corresponding points along the scan-lines, rectification of stereo pair are performed so that corresponding epipolar lines are parallel to the horizontal scan-lines and the difference in vertical direction is zero shown by Figure 6 . Image rectification is the undistortion according to the calibration parameters calculated in the Tsai's calibration. After all intrinsic and extrinsic camera parameters are calculated, they can be used to rectify images according to the epipolar constraint [10] . The equation below is used to rectify the images in Matlab. With I new and I old as the original and the rectified image and the blending coefficients a i separate for each camera. Figure  6 is the output of rectified stereo image with a size of 320x240. The horizontal line (dotted line) for both images indicates the left and right image is horizontally aligned.
IV. BLOCK MATCHING ALGORITHM
The sum of absolute differences algorithm is implemented in the image processing software Matlab. The SAD algorithm from the equation below shows an area-based correspondence algorithm [11] [12] . It computes the intensity differences for each center pixel of (i, j) as follows:
Or in easy interpretation the reference point of the left image minus with the right image at the same epipolar plane Figure 7 . It sums up the intensities of all surrounding pixels in the neighborhoods for each pixel in the left image. The absolute difference between this sum and the sum of the pixel, and its surrounding, in the right image is calculated. The minimum over the row in the right image is chosen to be the best matching pixel. The disparity then is calculated as the actual horizontal pixel difference. The plane passing through the camera centers and the object point in the scene is called the epipolar plane Figure 7 . The intersection of the epipolar plane with the image plane is called epiolar line. By referring the epipolar geometry, correspondences at point Pl and Pr must lie on the epipolar line [2] .
According to [12] the SAD algorithm works on each block from the left image is matched into a block in the right image by shifting the left block over the searching area of pixels in right image as shown in Figure 8 . Ideally, for every pixel mask within the original image there should be a single mask within a second image that is nearly identical to the original and thus the SAD for this comparison should be zero [13] .
V. DISPARITY MAPPING
Together with the stereo camera parameters from Tsai's calibration and the disparity between corresponding stereo points, the stereo images distances can be retrieved. In order to find corresponding pairs of stereo points, they first have to be compared for different disparities, after which the best matching pairs can be determined. The maximum range at which the stereo vision can be used for detecting obstacles depends on the image and depth resolution [14] . Absolute differences of pixel intensities are used in the algorithm to compute stereo similarities between points. By computing the sum of the absolute differences SAD for pixels in a window surrounding the points, the difference between similarity values for stereo points can be calculated. The disparity associated with the smallest SAD value is selected as best match [10] . Figure 9 shows the disparity mapping using SAD algorithm that taken from Figure 6 . As a comparison of mapping the disparity, Figure 10 shows the output without using a camera calibration result. Even from inspection of the mapping, Figure 9 shows a lot of matching points detected compared to Figure 10 .
VI. DEPTH ESTIMATION
Together with the stereo camera parameters from software calibration and the disparity between corresponding stereo points, real-world distances can be retrieved. In order to find corresponding pairs of stereo points, they first have to be compared for different disparities, after which the best matching pairs can be determined. The maximum range at which the stereo vision can be used for detecting obstacles depends on the image and depth resolution [10] . The estimation of the obstacle's range in this paper is using curve fitting tool (cftool) Figure 11 provided by Matlab software to determine the range according to the pixel values. Each pixel in the mapping of disparity will be calculated through the curve fitting tool and the coordinate of horizontal is referring to left image. The equation below shows the distance or depth of obstacles that has been used in this paper. In the obstacle detection step, the points belonging to obstacles must be found. For data combination in image processing software, it is important to cluster or group the obstacle points in such a way that individual obstacles can be identified. This makes the mobile robot movement become easy to navigate as assumption a big object or obstacle in front of it. If there are obstacles at closest range, the stereo program will filter using Gaussian lowpass filter [15] (7) to determine the object and cluster the pixels location. The maximum detected range is 4.5 meter and -19 disparity value. And the minimum detected range is about 0.3 meter with 52 disparity value. This region refers to an effective range of mobile robot detection. These readings are reference to the mobile robot movement. Some samples of images taken by mobile robot are presented in Figure 12 and the result of detected obstacle and range in the graph prove that the range estimation by cftool. These results can be compared with the graphs of pixel value for each detected obstacle. The experiment was conducted in Mechatronic Lab for obstacle detection and range estimation by mobile robot. The continuous process of image capturing by mobile robot are presented in Figure 12 (a)(c)(e). The result of distance and pixel values are presented in the graphs Figure 12 (b)(d)(f). The result could be explained when the pixel value is large, the range is closer to the mobile robot and if the pixel values are small, the range located faraway from mobile robot. So the pixel works contrary to the range shown by Figure 13 . 
IX. CONCLUSION
The result from camera calibration process is significantly important to the rectification process. The uncalibrated stereo rig has been experimentally confirmed showing that an impressive performance if the stereo camera has calibrated using software. A lot of matching points detected by the SAD if compared to original image without go through the software calibration. The mobile robot is able to determine the range of the obstacles by mapping the environment. This is proved by the experiment conducted to determine the range by using the camera calibration result.
