Introduction
Let H and G be graphs. The Ramsey number r(H, G) is the least N such that every red/blue edge-coloring of K N contains either a red H or a blue G. The reader is referred to the book by Graham, Rothschild and Spencer [1] for information on Ramsey theory. For a fixed integer k ≥ 3, the lower bound r(K k , K n ) ≥ c(n/ log n) (k+1)/2 was established by Spencer [2] .
Kim [3] proved that the order of magnitude of r(K 3 , K n ) is cn 2 / log n. The lower bound of Spencer was generalized by Erdős, Faudree, Rousseau and Schelp [4] and Krivelevich [5] from K k to a fixed graph F . Let v(F ) and e(F ) be the order and size of F , respectively, and let
To avoid trivial cases, we always assume that v(F ) ≥ 3. In [6] the aforementioned lower bounds were generalized further
, where G n is a graph of order n and e(G n ) ≥ δn 2 /(log n) α as n → ∞. In this note, we shall weaken the density condition of G n by letting e(G n ) ≥ n.
Theorem 1.
Let F be a fixed graph, and let G n be a graph of order n with average degree d n ≥ 2. Then for all large n,
Define ρ * (F ) = max{ρ(F )}, where the maximum is taken over all subgraphs F of F with v(F ) ≥ 3. Then ρ(F ) in the lower bound in Theorem 1 can be replaced by ρ
Note that for fixed integers
can be close to t. Let d n be a sequence with n > d n ≥ δn 1/t log n for some δ > 0, and let G n be the union of
vertex disjoint cliques of order d n + 1, where here and henceforth we omit the ceiling signs as they are not crucial. Then
where c = c(t, s) > 0 is a constant. So the order of magnitude of the lower bound in Theorem 1 is nearly sharp.
Sudakov [7] (Theorem 3.1) proved the following result.
Theorem 2. Let F be a graph and ρ = ρ(F ). If G is a graph with e(
As mentioned, ρ can be replaced by ρ * . The proof of Theorem 2 in [7] is hard. We shall give a simpler proof for Theorem 2, which is similar to that for Theorem 1. Note that Theorems 1 and 2 cannot replace each other. To see this, let us assume that G n is a graph of order n, and m = e(G n ) = Θ(n 1+a ) for some constant a with 0 < a ≤ 1. Then the lower bounds for r(F , G n )
given by the two theorems are
respectively, where ρ = ρ(F ). So the answer to the question of which of the bounds is stronger depends on whether or not aρ > 1.
The proofs
The following is the general form of the Lovász Local Lemma; see [8, 9, 2] .
. . , A n be events. Suppose that there exist real numbers x 1 , x 2 , . . . , x n such that 0 < x i < 1 and 
then Pr(∩A i ) > 0.
Proof of Theorem 1. Let ρ = ρ(F ). Assume that ρ > 0 and d n is large such that 6ρ log d n /d n < 1 and log log d n > 0. Color the edges of K N in red and blue randomly and independently, where each edge is colored red with probability p and blue with
, . . . , F (k) be all of the copies of F , and A i the event that
n , . . . , G A events and mutually independent of all but at most (N) n < N n of B events; each B event is mutually independent of all but at most e(G n )(N − 2) v(F )−2 < e(G n )N v(F )−2 other A events and mutually independent of all but at most N n of B events.
We aim to prove that there exist positive numbers a and b satisfying (2), namely, ap e(F ) < 1 and bq e(G n ) < 1 hold with y i = a for each A event and y j = b for each B event. Specifically,
If such a and b are available, then there exists a red/blue edge-coloring of K N in which there is neither red F nor blue G n ,
So bq e(G n ) → 0 and thus log(1 − x) ∼ −x for x = bq e(G n ) , and the common second term in the right-hand side of (3) and (4) −
Clearly ap e(F )
Thus (3) holds for all large n if log 2 > e(F )(6ρ)
Finally, note that the first term in the right-hand side of (4) is asymptotically
So (4) holds if we choose c such that
We can choose c = c(F ) > 0 small enough that (5) and (6) hold simultaneously, and the proof is completed.
Lemma 2 ([6]). For fixed s
Proof of the upper bound (1). Let G n be the union of
vertex disjoint cliques of order d n + 1, and let cliques of order d n + 1 the number of remaining vertices is still larger than r(K t,s , K d n +1 ) and we can find a new blue K d n +1 . In the end we will find at least , where c = c(F ) > 0 is a constant to be chosen. We omit the short computations for the remaining proof as they are similar and simple.
