I. INTRODUCTION
In nature there are a variety of phenomena that include both local and global interactions. If a system has two distinct time scales, interaction with a faster time scale extends to the whole space within the time scale for the slower interaction. Examples include Turing patterns 1 ͑with slow and fast diffusion͒, surface chemical reactions, 2, 3 sand dunes 4, 5 ͑with the motions of wind and of sand͒, polymer systems ͑with the dynamics of polymer itself and external fluid͒, dynamic pattern in an electric discharge, 6 and pattern formation in some biological systems. 7 Some of these systems show spatially hierarchical structures, that have to be studied as a problem in nonlinear dynamics.
As a simple example of such systems, we consider a toy-model explained as follows. Each element has local dynamics, and they interact not only locally but also globally with each other. According to the change in each element, the field also alters its state, which then again influences the dynamics of each element. In the case of sand dunes, local dynamics is given by the mutual collisions of sand grains while the wind acting on sands works as a global field, which depends on the landscape of sand. A system with a Turing pattern, if there is a large difference between the diffusion constants of chemicals, can be depicted by local and global interactions. When we set up a model with a time scale for the slow diffusion, the diffusion process for a chemical with a larger diffusion constant may have already been extended to all over a given system. Then the dynamics of this system can be represented by local diffusion and global coupling throughout the space. In the present paper, we study a simple model with discrete time and space with both local and global interactions, while the complex Ginzburg-Landau equation with both local and global couplings is studied in Refs. 2, 3, 8, 9 , in relation to pattern formation in surface catalyzed reactions.
II. MODEL
As a model, we adopt a simple coupled map lattice ͑CML͒. 10, 11 Here, x n i denotes field variables, f (x) local dynamics, where i and n are spatial and time indices, respectively. We assume chaotic dynamics, represented by the logistic map, for the local dynamics, because a coupled logistic map lattice and a globally coupled logistic map have been a͒ Current address: JAERI, Tokai, Department of Health Physics, Radiation Risk Analysis Laboratory, Tokai, Ibaraki 319-1195, Japan; Electronic mail: bob@riskest.tokai.jaeri.go.jp investigated extensively as a prototype of high-dimensional chaos. 12, 13 As a model with local and global interactions, we simply combine CML and the globally coupled map ͑GCM͒ as
where ⑀ 1 and ⑀ 2 are local and global coupling constant, respectively, a is a parameter for the degree of nonlinearity, and N is the system size. The interaction term with the mean field ͗ f (x)͘ provides a global feedback. It may also be interesting to introduce a time delay, but we neglect it here as the first simple model. The model is reduced to locally coupled maps for ⑀ 2 →0 and GCM for ⑀ 1 →0. Here we mainly study a case where ⑀ 1 is not too small. In other words, the approach to GCM-type behavior is not discussed. For the model ͑1͒, the behavior is found to be independent of size for large N, after transients have decayed out. Hence we study the parameter dependence of the dynamics on a, ⑀ 1 , and ⑀ 2 . In the following section, we will describe simulation results of the model.
III. SIMULATION RESULTS
We have numerically studied our model equation ͑1͒, by changing parameters (⑀ 1 ,⑀ 2 ,a). Typical patterns of the onedimensional case are shown in Figs. 1͑a͒-1͑d͒ . Here, the space-time diagram of X n i ϭx n i Ϫ͗x͘ n is plotted to see the patterns clearly, where ͗•͘ n is the average over all lattice sites. Throughout the paper, a random initial condition with a small amplitude is chosen unless otherwise mentioned, while the boundary condition is set to be periodic. Obtained spatiotemporal patterns are classified into 5 distinguishable states, called the fully desynchronized state ͑FDS͒, the frozen random pattern ͑FRP͒, the frozen ordered pattern ͑FOP͒, the bubble cascade state ͑BCS͒, and the coherent state. The coherent state is nothing but a stable homogeneous state independent of i. This is simply given by the single logistic map and is trivial. Thus, we do not discuss this state anymore. The other phases are characterized as follows. In FDS, no structure is detected in space-time, as shown in Fig. 1͑a͒ . Spatial and temporal correlations decay fast, and each element shows approximately independent chaotic dynamics, as in the fully developed turbulent phase in CML.
In FRP, domains with various sizes are formed, which are spatially fixed, as shown in Fig. 1͑b͒ . The configuration of domains depends on initial conditions and is generally random due to the chaotic motion in transients. In each domain, the dynamics is chaotic. The domains are spatially fixed and chaotic motion is confined within each domain. This phase corresponds to the FRP or pattern selection in CML. In FOP, there also exist fixed domains, as shown in Fig. 1͑c͒ , but the motion of x n i in each domain is not chaotic.
In BCS, there appears an intermittent change between almost uniform and globally disordered states. As shown in Fig.  1͑d͒ , a locally disordered pattern spreads over the entire space with their successive splits and coalescence. This type of pattern is, in one sense, common with spatiotemporal intermittency ͑STI͒, 11, 14, 15 while as a global switch among ordered states shares a same feature with chaotic itinerancy in GCM and some other dynamical systems. 11, [16] [17] [18] A phase diagram for these five states is shown with regards to the change of the parameters ⑀ 2 and a, while ⑀ 1 is fixed at a relatively large value ͑Fig. 2͒. For small ⑀ 2 , the phase diagram shown in Fig. 2 agrees with that of locally coupled map lattice ͑LCML͒, though the FRP of the present model holds the pattern selection and STI in addition to the FRP of the LCML case.
By increasing ⑀ 2 , the phase of our model goes to a coherent state as in GCM, and the band-like structure of the phase diagram is rather similar to the diagram of GCM. Here the BCS is a novel phase that only appears through the coexistence of both the local and global couplings.
To investigate these states quantitatively, we have computed several statistical quantities. The results are summarized in Table I . Here we will discuss these characterizations of the phases, by focusing on the BCS, shown to be a novel state for a system with local and global couplings.
First, we have computed the return maps of x n i and ͗ f (x)͘ n to characterize local dynamics of individual elements. As shown in the Table I , the return maps of x n i for the BCS and FDS cannot be distinguishable from each other. On the other hand, the return maps of the mean field ͗ f (x)͘ are clearly different. In the FDS, the mean field fluctuates around a fixed point, while in the BCS, the mean-field dynamics is scattered along the plot of a single logistic map "x, f (x)….
Next, the statistical distributions of local and global quantities are computed. They are the distribution of x n i ,
͑see Table I͒ and the 
͑5͒
The mean-field ͗ f (x)͘ n has a sharp single-peaked distribution for the FDS, while the distribution of the mean-field is widely distributed over the full domain for the BCS. This broad distribution is due to global change of x n i over all lattice points in the BCS. The FRP phase is characterized by the two sharp peaks in the mean-field distribution, implying the period-2 band motion in the mean-field. The transition between the FRP and FOP phase is characterized by the band merging in the mean-field and the motion of a single element. The phase changes are characterized by the mean-field,
Spatial and temporal power spectra, given by S(k)
are also measured to study the global space-time pattern. For FDS and FRP, the characteristics of these spectra agree with those for the fully desynchronized phase and FRP in CML. 19 For the FOP phase, temporal power spectrum consists of composition of few fundamental peaks, implying the quasi-periodicity, while S(k) has a form approximately fitted by (
This form is obtained from a Fourier transform of the superposition of step functions by Poissonian distribution. We can consistently fit this with the random distribution of flat domains in the FOP phase ͓see Fig. 1͑c͔͒ .
The spectra P() and S(k) for the BCS shows powerlaw-type behavior for some range around →0 and k→0. As shown in Fig. 4 and Fig. 5 , the spectrum P() has Ϫ␣ dependence at a low region with ␣Ϸ0.8, while the spatial spectrum S(k) shows k Ϫ␤ , at a low wave number region with ␤Ϸ0.95. These forms are distinguishable from Lorentzian form, and suggest the existence of a long-ranged correlation both in time and space. This behavior is in contrast with the STI in CML, where such power law in P(k,) with is observed only for selected wavelengths k. 19 Furthermore, Kuramoto and Nakao 20, 21 have found the power-law spatial correlation for the so-called nonlocal coupling systems, where its origin is local singularity in space. In the present BCS, the power law is observed both in time and space, and its origin is considered to be due to the cascade process depicted in Fig. 1͑d͒ .
The BCS is characterized with the spatiotemporal power spectrum coming from the cascade process of the bubbles. On the other hand, the spectrum form for higher k or does not change much from those for FDS, implying the absence of local order in space-time.
Note that, roughly speaking, the exponential decay of correlation in the FDS implies that the sites farther than the correlation length are statistically independent. Then, according to the central limit theorem, the mean-field distribution is expected to sharpen with the increase of the system size, and the mean-field approaches a fixed point in the limit of N →ϱ. In fact, as far as we have checked up to Nϭ10 7 , this behavior is observed if ⑀ 1 is not small ͑for example, for ⑀ 1 ϭ0.2 as adopted for the phase diagram, Fig. 3͒ . Indeed, it is in contrast with the fully desynchronized ͑turbulent͒ phase of GCM, where a finite fluctuation of the mean-field remains even in the N→ϱ limit. [22] [23] [24] [25] [26] In this sense, the collective dynamics with hidden coherence is not observed in the FDS of the present model.
On the other hand, for small ⑀ 1 , the decrease of the mean-field variance stops for some size. Accordingly, there seem to exist two types of FDS, depending on the value of ⑀ 1 . For small ⑀ 1 , there remains some sort of coherence among elements as in the GCM case, suggesting a kind of nontrivial collective motion. ͑Of course, at the moment we cannot deny, though, a possibility that the correlation length is much larger than 10 7 and that for a larger size the meanfield variance decreases toward 0.͒
IV. LYAPUNOV SPECTRUM
The Lyapunov spectrum also provides information on the dynamics and the structure of the phase space. The spectrum is computed from the eigenvalues of the long-term products of the Jacobi matrices. 27 Since the form of Lyapunov spectra for FDS and FRP phases are again common with those for the CML, and the spectrum for the FOP phase has only negative exponents as expected, we show only the spectrum for the BCS, given in Fig. 6 ͑see Table I for a summary͒. As shown in the figure, only the first few exponents are positive while the other negative exponents smoothly decrease in their order. The chaotic dynamics of the BCS is mainly driven by few chaotic modes with the positive exponents.
Furthermore, from the viewpoint of the Lyapunov spectrum, it is likely that the BCS consists of a few chaotic modes and other inactive modes. The existence of a few positive exponents and many exponents around 0 in the BCS is common with chaotic itinerancy observed in GCM and other systems. In GCM, we have discussed the possible relationship of this feature of Lyapunov spectra with cascades of clustering processes. 28 In the present model, this feature is expected to be related with the cascade process of bubbles.
In Fig. 6 , size-dependence of the Lyapunov spectra is also given, by plotting Lyapunov exponents divided by the system size N. ͑The scaling behavior of Lyapunov exponents for the other phases agree with those for the corresponding phases of CML.͒ The system-size-dependence of the Lyapunov spectra for the BCS is not simple. As shown in 6 , the spectra have both the system-size dependent and independent parts. The spectra for negative exponents have the scale form of (i/N) as in the case for FDS, while the part of few positive exponents changes with size, when plotted as a function of i/N ͑see Fig. 7 for the first few exponents͒. As shown, the first few Lyapunov exponents have no system-size dependence, in contrast with the other part of the Lyapunov spectrum. For example, 1 and 2 do not change with the change of N within the statistical accuracy. A combination of the two scaling parts is also found in a globally coupled Ginzburg-Landau equation studied by Nakagawa and Kuramoto. 29 To sum up, the BCS of our model has some common characteristic features with chaotic itinerancy in GCM and spatiotemporal intermittency in CML, and they are the result of a synergetic effect between local and global interactions. The intermittent switch from a homogeneous state to a disordered state is characterized by a cascade process of bubbles.
V. 2-DIMENSIONAL MODEL
In this section, we briefly discuss the 2-dimensional case of our model, focusing on the BCS. The 2-dimensional version of our model is expressed as
where n denotes discrete time, ⑀ 1 the local coupling strength, ⑀ 2 the global coupling strength, N the system size, i, j the spatial index of the site, and NN or NNN denotes the nearest neighboring or the next nearest neighboring sites, respectively. The coupling coefficients 1/6 and 1/12 in Eq. ͑7͒ for the nearest neighbor and the next nearest neighbor sites are chosen so that the isotropy is kept. 30 Here we take an initial condition with a tiny local perturbation from a homogeneous state, in addition to a random one.
Figures 8͑a͒ and 8͑b͒ show typical patterns of the 2-dimensional case, while Fig. 9 gives temporal evolution of the snapshots, for the patterns corresponding to the BCS of our model. In the 2-dimensional case, the bubble forms some domains in 2-dimensional space. For example, in Fig. 9 , a string-like domain is formed and spreads over the space, and then splits, leading to later creation and annihilation of such patterns. Again, temporal regimes with chaotic evolution and ordered motions alternate with a very long time scale. This repetition between ordered and chaotic patterns appears independently of initial conditions. Another significant aspect of the BCS in the 2-dimensional model lies in very slow motion of patterns. For example, in Fig. 8͑a͒ , the spreading speed ͑spread sites/time steps͒ is about 0.06 sites/steps. Figure 9 shows a sequence of patterns typically observed in the BCS. The breakdown of the pattern occurs through competition of local and global interactions. When the pattern grows over some critical size, a dominant effect from global coupling is reversed ͑i.e., changing from the coupling with the outside of the pattern, to that with the inside͒. Then, the pattern dynamics switch to a new stage. These snapshot patterns look rather similar to the Turing patterns obtained by experiments in recent years. 31, 32 However, there exist some differences between our pattern and those in experiments. The pattern in our model is formed from any condi- tions, but later collapses and appears again. Indeed the chaotic dynamics underlie this spatiotemporal dynamics. For example, the dynamics at the spatially homogeneous region are not a fixed point, but can show chaos in time. The underlying chaotic dynamics to amplify tiny spatial inhomogeneity are necessary for the formation and collapse of patterns in our model. It is also interesting to search for the possibility of formation and collapse of a Turing pattern based on chaotic dynamics and global interaction, in the chemical reaction-diffusion systems.
VI. SUMMARY
We have studied a coupled map model with local and global interactions, by computing various dynamical and statistical quantities. The states are classified into five phases as coherent, frozen random, frozen ordered pattern, bubble cascade, and fully desynchronized states. Among these, the bubble cascade state is most interesting, since it appears as a synergetic effect between local and global interactions. The state is characterized by a long term repetition among an almost homogeneous state, a cascade process of the creation of bubbles from it, and their collapse back into an almost homogeneous state. Quantitatively, the dynamics shows the power-law both in spatial and temporal power spectra at low wave number or frequency, and few ͑size independent͒ positive Lyapunov exponents. In a 2-dimensional model, this bubble cascade state leads to a formation of string-like domains with spreading, splitting, and annihilation, which provide an example of the dynamic version of the Turing pattern. It will be interesting to search for such examples in reaction-diffusion systems and other systems with both local and global interaction. In the present paper, we mainly focus on the case with relatively large ⑀ 1 , while the approach to the GCM case (⑀ 1 →0) needs future investigation. 
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