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Abstract. Over the last three decades, several despeckling ﬁlters have
been developed to reduce the speckle noise inherently present in ultra-
sound images without losing the diagnostic information. In this paper, a
new intensity and feature preservation evaluation metric for full speckle
reduction evaluation is proposed based contrast and feature similarities.
A comparison of the despeckling methods is done, using quality metrics
and visual interpretation of images proﬁles to evaluate their performance
and show the beneﬁts each one can contribute to noise reduction and
feature preservation. To test the methods, noise-free images and sim-
ulated B-mode ultrasound images are used. This way, the despeckling
techniques can be compared using numeric metrics, taking the noise-free
image as a reference. In this study, a total of seventeen diﬀerent speckle
reduction algorithms have been documented based on adaptive ﬁltering,
diﬀusion ﬁltering and wavelet ﬁltering, with sixteen qualitative metrics
estimation.
1 Introduction
Medical ultrasound imaging is a technique that has become more widespread
than other medical imaging techniques since this technique is more accessible,
less expensive, non-invasive and non-ionizing, simpler to use and produces images
in real-time. However, B-mode ultrasound images are usually corrupted by the
speckle artifact, which introduces ﬁctitious structures that can not be removed by
the imaging system [11,14]. Speckle noise is deﬁned as multiplicative noise with a
granular pattern formed due to coherent processing of backscattered signals from
multiple distributed targets. Speckle degrades the quality of ultrasound images,
and thus aﬀects diagnosis. Thus, speckle reduction has become an important
task in many applications with ultrasound imaging [13].
Removing noise from the original image is still a challenging research in image
processing and many studies have been conducted to develop speciﬁc methods
dedicated to despeckling ultrasound images [4,13,14]. With the rapid prolifera-
tion of despeckling ﬁlters, denoise evaluation has been becoming an important
c© Springer International Publishing Switzerland 2014
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issue. A great deal of eﬀort has been made in recent years to develop objective
image quality metrics that correlate with perceived quality measurement [16,17].
Test data for evaluation includes clinical and phantom images, as well as simu-
lated ultrasound which allow evaluation of ﬁltering relative to an ideal speckle
free reference. However, objective evaluation of noise reduction on ultrasound
images is a challenging task due to the relatively low image quality.
In this study, ﬁltered images were evaluated using several quality evalua-
tion metrics such as average diﬀerence (AD), coeﬃcient of correlation (CoC),
gradient similarity measure (GSM), Laplacian mean square error (LMSE), max-
imum diﬀerence (MD), mean structural similarity index (MSSIM), the multiscale
extension of MSSIM (M3SIM), normalized absolute error (NAE), normalized
cross-correlation (NK), peak signal to noise ratio (PSNR), quality index based
on local variance (QILV), root mean square error (RMSE), signal to noise ratio
(SNR), structural content (SC) and universal quality index (UQI). All these
metrics are self explanatory and hence a separate explanation for each metrics
is not included due to page limitation. We also propose a new evaluation metric,
the Speckle Reduction Evaluation Measure (SREM), presented in Sect 3.
The remainder of this paper is organized as follows: Sect. 2, describes the
used despeckling ﬁlters. The proposed evaluation metric is explained in Sect.
3. In Sect. 4, we present the results and the discussion of the ﬁndings. Finally,
conclusions are drawn in Sect. 5.
2 Speckle Filtering Techniques
Speckle noise reduction has been extensively studied and many denoising algo-
rithms have been proposed. They are classiﬁed into three groups: (i) tech-
niques that are applied directly in the original image, (ii) techniques based on
anisotropic diﬀusion and (iii) techniques that are applied in the wavelet domain.
Adaptive ﬁlters take a moving ﬁlter window and estimate the statistical char-
acteristics of the image inside the ﬁlter region, such as the local mean and the
local variance. Spatial adaptive ﬁlters like median, Lee [10], Frost [5] and Kuan [9]
ﬁlters assume that the speckle noise is essentially a multiplicative noise. Wiener
ﬁlter [7] performs smoothing of the image based on the computation of local
image variance. Ideal Fourier and Butterworth ﬁltering performs image enhance-
ment by applying the ﬁlter function and inverse FFT on the image [11]. Bilateral
ﬁltering technique is a combination of a spatial and range ﬁlter, where each out-
put pixel value is a Gaussian weighted average of its neighbours in both space
and intensity range. This nonlinear combination of nearby pixel values, gives the
well-known good performance of this ﬁlter in smoothing while preserving edges.
Coup et al. [2] proposed the nonlocal means (NL-means) ﬁlter which is based
on estimating each pixel intensity from the information provided from the entire
image and hence it exploits the redundancy caused due to the presence of similar
patterns and features in the image.
Diﬀusion ﬁlters remove noise from an image by modifying the image via solv-
ing a partial diﬀerential equation. Speckle reducing ﬁlters based on anisotropic
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diﬀusion algorithms were introduced by Perona and Malik [15] (PM-AD). Unlike
conventional spatial ﬁltering techniques, anisotropic diﬀusion techniques can
simultaneously reduce noise and preserve image details [15]. Due to this attrac-
tive feature, many researchers have used anisotropic diﬀusion techniques in
speckle noise reduction. Weickert [18] introduced the coherence enhancing diﬀu-
sion (CED), that allows the level of smoothing to vary directionally by a tensor
diﬀusion function. The edge enhanced anisotropic diﬀusion (EEAD) method is
also proposed, which includes anisotropic diﬀusion and edge enhancement. Yu
and Acton [19] ﬁrst introduced partial diﬀerential equation by integrating the
Lee adaptive ﬁlter and the Perona-Malik diﬀusion, which they called Speckle
Reducing Anisotropic Diﬀusion (SRAD). SRAD provides signiﬁcant improve-
ment in speckle suppression and edge preservation when compared to traditional
methods like Lee, Frost and Kuan ﬁlters.
Wavelet transform, unlike Fourier transform, shows localization in both time
and frequency and it has proved itself to be an eﬃcient tool for noise removal
[8]. One widespread method exploited for speckle reduction is wavelet shrink-
age, including VisuShrink, SureShrink [3] and BayeShrink [1]. A wavelet-based
multiscale linear minimum mean square-error estimation (LMMSE) is proposed
in [20], where an interscale model, the wavelet coeﬃcients with the same spatial
location across adjacent scales, was combined as a vector, to which the LMMSE
in then applied.
3 Speckle Reduction Evaluation Metric
The speckle reduction and the preservation of edges are in general divergent.
A trade-oﬀ between noise reduction and the preservation of the actual image
features and contrast has to be made in order to enhance the relevant image
content for diagnostic purposes. Best contrast is meant in the sense of decreasing
the variance in a homogeneous region while distinct regions are well deﬁned.
We propose a new speckle reduction evaluation metric, the SREM, that is
based on the contrast and gradient similarity maps between two images. The
computation of SREM index consists of two stages. In the ﬁrst stage, the contrast
similarity map is computed, and then in the second stage, we combine it with
the gradient similarity map (GSM) to encode feature information.
Consider f (i, j) as the original (noise free) image and g (i, j) as the ﬁltered
image. The contrast similarity map (CSM) is deﬁned as follow:
CSM (f, g) =
4μfμg · σf,g(
μ2f + μ2g + c1
)
·
(
σ2f + σ2g + c2
) (1)
where μ and σ are the mean intensity and the standard deviation of each image,
σf,g is the covariance between them, C1 and C2 are two constants to avoid
instability when μ2f + μ
2
g is very close to zero.
The gradient computation step is crucial in image processing and segmenta-
tion. Several approaches have been proposed in literature that start by convolv-
ing the image with a bank of linear ﬁlters tuned to various orientation and spatial
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frequencies [12]. These approaches were inspired by models of processing in the
early stages of the primate visual system providing a simple but biologically
plausible model.
In our approach, the image is ﬁrst convolved with Gaussian oriented ﬁlter
pairs to extract the magnitude of orientation energy (OE) of edge responses
as used by Malik et al. in [12]. The ﬁlters are tuned to detect edges of diﬀerent
shapes, parametrized by ρ = {ρo, ρs, ρe}, where ρo, ρs and ρe refer to orientation,
scale and elongation respectively. Given image I, the orientation energy approach
can be used to detect and localize the composite edges, and it is deﬁned as:
OE (ρ) = (I ∗ Fe(ρ))2 + (I ∗ Fo(ρ))2 (2)
where Fe(ρ) and Fo(ρ) represent a quadrature pair of even and odd-symmetric
ﬁlters which diﬀer in their spatial phases. The even-phase ﬁlters are the second-
order derivative and the corresponding odd-symmetric ﬁlters are their Hilbert
transforms which correspond to the ﬁrst-order derivative, both smoothed with
Gaussian functions speciﬁed by ρ.
At each pixel i, we can deﬁne the dominant orientation energy (OEi (ρ)
∗)
and the parameter (ρ∗i ) as the maximum energy across scale, orientation and
elongation:
OEi (ρ)
∗ = maxOE (ρ) ρ∗i = argmaxOE (ρ) (3)
Gradient orientation energy OE (ρ) has a maximum response for contours
of shape ρ, whereas the zero-crossing of ﬁlter Fe(ρ) locate the positions of the
edges. The value OE∗ is kept at the location of i only if it is greater than or
equal to the neighbouring values. Otherwise it is replaced with a value of zero.
The gradient similarity map (GSM) between images f (i, j) and g (i, j) is
deﬁned as follow:
GSM =
2OEf · OEg + T1
OEf + OEg + T1
(4)
where T1 is a positive constant depending on the dynamic range of GSM values.
Having obtained the contrast similarity CSM and the gradient orientation
similarity at each location, the overall similarity between images f (i, j) and
g (i, j) can be calculated:
SREM =
∑
CSM (i, j) · GSM (i, j)
∑
GSM (i, j)
(5)
4 Experimental Results
The performance of the proposed SREM will be evaluated and compared with
representative state-of-the-art noise reduction evaluation metrics. In this action,
the evaluation metrics are tested on seventeen despeckling ﬁlters, with simulated
ultrasound images.
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4.1 Field II Speckle Noise Images
To evaluate the denoising ﬁlters it is necessary to have reference images (without
noise or with low level of noise) used to measure the improvement in image
quality. Ideally both noisy and reference images must be obtained with the same
ecograph and under the same conditions. However, due to the highly operator
dependence of the ultrasound exams and the random variation of scattering it is
useful to use synthetic images obtained, e.g., by means of computer simulations.
We used the Field II [6] to simulate the ultrasound images. This program
assumes that the pressure ﬁeld has linear propagation and is able to calculate
the pulsed and continuous pressure ﬁeld for diﬀerent transducers. Depending on
the number of points and transducer frequency, each image simulation can take
several hours when executed sequentially. In order to decrease the simulation
times, we have decided to parallelize its execution.
It was concluded from the code that the image lines were processed without
any data dependencies; moreover, the code was already prepared to support the
processing of the same image by several application instances, by skipping a line
if its speciﬁc result ﬁle was detected in the ﬁle system; the code was then modiﬁed
in order to accept the necessary parameters to process a line interval, instead
of the full set of lines. In this way, diﬀerent line intervals could be assigned to
diﬀerent CPU cores; this assignment was conducted by a set of wrapper scripts,
developed in BASH, that generated jobs submitted to the job manager of a Linux
HPC cluster; a separate queue was created for the simulations, with 5 nodes,
each one with an Intel Core i7 4770 quad-core CPU, for a total of 20 cores.
The simulated images were generated using three levels of point scatterers
randomly distributed within the ﬁeld, 5 × 105, 1 × 106 and 2 × 106 points, and
transducer frequencies of 3, 5 and 7 MHz. These parameters produce diﬀerent
levels of speckle noise as shown in Fig. 1.
Fig. 1. Speckle simulations with Field II. (a) Reference image. (b) Speckle with 5×105
points and 3 MHz. (c) Speckle with 106 points and 5 MHz. (d) Speckle with 2 × 106
points and 7 MHz.
4.2 Example to Demonstrate the Eﬀectiveness of SREM
Figure 2 shows an example to demonstrate the eﬀectiveness of SREM in evaluat-
ing the perceptible speckle reduction. Figure 2(a) is the simulated noisy image,
with 106 points and transducer frequency of 7 MHz. Figures 2(b)-(d) show three
ﬁltered images with diﬀerent despeckled levels.
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(a) (b) (c) (d)
Fig. 2. Proﬁle extracted from the white column before and after denoising. (a) Noisy
image. (b) Kuan Filter. (c) Bilateral ﬁlter. (d) PM-AD ﬁlter.
The speckle evaluation of Fig. 2, with reference image from Fig. 1(a), are
summarized in Table 1, where a higher score mean higher image quality.
Table 1. Quality evaluation of images in Fig.2
Metric Fig. 2(a) Fig. 2(b) Fig. 2(c) Fig. 2(d)
SREM 0.129 0.456 0.679 0.760
SNR 6.938 7.257 7.277 7.386
UQI 0.025 0.046 0.068 0.090
CoC 0.458 0.587 0.623 0.644
GSM 0.928 0.964 0.972 0.972
MSSIM 0.124 0.338 0.449 0.520
From the proﬁles of Fig.2 and from the scores in Table 1, we can conclude
that the quality scores computed by SREM correlate with the other evaluation
metric. Even more, the SREM produces a higher variation over the diﬀerent
results, only followed by UQI and MSSIM.
4.3 Overall Performance Comparison
We apply despeckling ﬁlters over the simulated images and evaluate the results
with the evaluation metrics. The average of the results obtained with each metric
is presented in Table 2. The arrow under each metric indicates the expected
measure tendency for the best despeckling ﬁlters. The Pearson linear correlation
coeﬃcient (PCC) is also presented on the table.
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From the analysis of PCC we can see that most of the metrics have a low vari-
ation in their evaluations. The exception are the LMSE, MMSIM, UQI, QILV and
SREM. However, as LMSE quantiﬁes only the average distortion in edge pixel
locations between each ﬁltered image it does not evaluate the speckle reduction
inside the regions.
Table 2. Ranking of despeckling ﬁlters according to their performance computed by
SREM and state-of-the-art evaluation metrics
Filters RMSE MD AD NAE SC SNR PSNR LMSE UQI NK CoC MSSIM M3SIM QILV GSM SREM
↓ ↓ ↓ ↓ ↓ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑
PM-AD 69.19 141.78 62.22 0.96 0.34 6.84 11.37 1.06 0.06 1.56 0.59 0.49 0.23 0.01 0.97 0.72
NL-means 72.61 152.00 65.88 1.01 0.32 6.59 10.94 1.25 0.06 1.60 0.58 0.46 0.23 0.02 0.97 0.69
Frost 70.03 148.33 62.85 0.97 0.34 6.77 11.26 1.10 0.06 1.57 0.57 0.45 0.22 0.02 0.97 0.69
Median 71.08 151.22 63.86 0.99 0.33 6.70 11.13 1.86 0.06 1.58 0.56 0.45 0.22 0.03 0.97 0.67
EEAD 69.08 162.00 61.19 0.95 0.34 6.83 11.38 20.46 0.06 1.55 0.54 0.46 0.23 0.04 0.97 0.67
Bayes 70.30 158.11 62.90 0.97 0.34 6.75 11.23 1.07 0.05 1.57 0.56 0.44 0.22 0.04 0.97 0.66
Sure 70.30 158.11 62.90 0.97 0.34 6.75 11.23 1.07 0.05 1.57 0.56 0.44 0.22 0.04 0.97 0.66
Wiener 70.05 163.78 62.54 0.97 0.34 6.76 11.26 5.54 0.05 1.57 0.55 0.42 0.21 0.06 0.97 0.62
Bilateral 70.69 151.67 63.55 0.98 0.33 6.72 11.18 3.47 0.05 1.58 0.57 0.41 0.22 0.05 0.97 0.62
Fourier 70.58 174.22 62.69 0.97 0.34 6.71 11.19 1.15 0.05 1.57 0.53 0.41 0.20 0.05 0.97 0.60
LMMSE 70.68 162.11 62.91 0.97 0.34 6.71 11.18 1.16 0.05 1.57 0.54 0.38 0.20 0.07 0.97 0.57
Butter 70.86 179.22 62.09 0.96 0.32 6.78 11.15 1.83 0.05 1.62 0.59 0.37 0.24 0.12 0.97 0.54
CED 70.55 155.78 62.92 0.97 0.34 6.72 11.20 3.28 0.04 1.57 0.54 0.32 0.19 0.06 0.96 0.44
Lee 70.35 156.44 62.75 0.97 0.34 6.73 11.22 5.44 0.04 1.57 0.54 0.33 0.20 0.09 0.96 0.44
Visu 70.74 167.00 62.93 0.98 0.34 6.70 11.17 4.30 0.04 1.57 0.53 0.30 0.19 0.08 0.96 0.41
Kuan 70.47 157.56 62.78 0.97 0.34 6.72 11.21 6.11 0.04 1.57 0.54 0.31 0.19 0.09 0.96 0.41
SRAD 74.30 176.11 66.31 1.03 0.32 6.45 10.74 15.79 0.04 1.61 0.51 0.29 0.18 0.08 0.95 0.37
Noisy 73.60 189.33 62.91 0.99 0.33 6.44 10.82 59.55 0.02 1.57 0.42 0.11 0.14 0.02 0.92 0.12
PCC 1.91 7.44 1.93 1.76 2.09 1.62 1.49 186.46 23.24 1.11 6.91 23.94 11.21 56.60 1.18 28.41
To test the eﬀectiveness of detail preservation of the despeckling ﬁlters, we
compared the despeckled images and the proﬁle extracted from an image column
before and after denoising, as shown in Fig. 3, for a transducer frequency of 5
MHz. From the proﬁles analysis, we ﬁnd that almost every methods reduced
the speckle noise in homogeneous regions. The intensity variation caused by
speckle is still obvious in the images ﬁltered by Kuan, CED and VisuShrink
ﬁlters. The visual analysis indicates that the best despeckling ﬁlters are PM-
AD, NL-means and Frost. The SRAD, Kuan and VisuShrink ﬁlters exhibit poor
performance results. This analysis correlates well with the SREM evaluation
results.
5 Conclusion
In this paper, a new evaluation metric, namely SREM, is proposed based on
contrast similarity map and edge preservation which correlates well with other
evaluation metrics. The underlying principle of SREM is that humans distin-
guish an image mainly based on its salient low-level features. The SREM uses
contrast and gradient maps to represent complementary aspects of the image
visual quality. In this study, a total of eighteen diﬀerent speckle reduction algo-
rithms have been documented based on spatial ﬁltering, diﬀusion ﬁltering and
wavelet ﬁltering, with seventeen quantitative metrics estimation.
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Noisy SRAD Kuan Visushrink
Lee CED Bilateral Wiener
Median Frost NL-means PM-AD
Fig. 3. Despeckled images and proﬁles extracted from the white column before and
after denoising in simulated images with 106 points and 5 MHz transducer
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