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The architecture of peer assessment: do academically successful
students make good teammates in design assignments?
Richard Tucker*
School of Architecture and Building, Waterfront Campus Deakin University, Geelong,
Victoria, Australia
This paper considers the relationship between architecture and construction man-
agement students’ overall academic abilities (as measured by Weighted Average
Marks [WAMs]), their peer ratings for contributions to team design assignments
(as measured by an online Self-and-Peer-Assessment [SAPA] tool), and their
speciﬁc abilities as building designers (as measured by grades in individual
design assignments). The research was conducted to determine whether a stu-
dent’s prior academic achievements might indicate how well they will work in
teams. The research demonstrates a statistically signiﬁcant relationship between
WAMs and SAPA ratings indicating that academically successful students more
often than not make good teammates. However, the study also highlights that
when peers are assessing contributions to teamwork they are assessing skills
and qualities in their teammates other than overall academic ability or the ability
to design well. Whilst this study is largely located within the ﬁeld of design, the
ﬁndings are relevant to any group work where teachers aim to design
assessment that unravels group and individual contribution.
Keywords: Self-and-Peer-Assessment; tutor assessment; teamwork; design assess-
ment
Introduction
Assessment is pivotal in the discipline of architecture because consistent with all
creative ﬁelds, but in contrast with many other teaching areas, architecture students
often collaborate in a highly emotive and subjective activity when they are asked to
work in teams: design. The emotive nature of designing in teams is charged by the
difﬁculty of assigning authorship to creative works, meaning that ‘free-loading’ is
easy to achieve but difﬁcult to detect. Acknowledging that team members are best
informed to assess teammates’ contributions, teachers required the students in our
sample to utilise an online Self-and-Peer-Assessment (SAPA) tool (in this case the
tool is a particular type of SAPA known as Self-and-Peer-Assessment-Continuous-
Assessment [SAPCA]) to rate each other’s weekly contributions to group design
assignments. Rather than the category-based approach that rates teamwork on expli-
cit multiple dimensions, the SAPCA uses the holistic approach to peer assessment
for research has demonstrated that students are more supportive of this method and
that their teamwork may be improved using it (Lejk and Wyvill 2002). However, as
*Email: richard.tucker@deakin.edu.au
Assessment & Evaluation in Higher EducationAquatic Insects
2011, 1–11, iFirst Article
ISSN 0260-2938 print/ISSN 1469-297X online



























shall be discussed in this paper, when SAPA uses holistic assessment questions are
posed about:
(1) Reliability – are students assessing the same as what their teachers are
assessing?
(2) Validity – are peers assessing the appropriate qualities in their teammates?
To enlighten these questions we considered whether undergraduate architecture
and construction management (CM) students’ prior academic achievements were
related to how well they contributed to teamwork in the context of design assign-
ments. In the study, academic achievement was measured by the Weighted Average
Marks (WAMs) of students in all units completed prior to the study, and teamwork
contributions were measured by peer assessment using SAPCA. The study also
considered whether there was a relationship between SAPCA ratings and the con-
text-related ability of being a building designer – as measured by students’ grades
in an individual design assignment. The study hypothesised that as WAM might be
considered to be a more comprehensive measure of the wide range of skills and
knowledge needed for effective teamwork than individual design ability, the rela-
tionship between SAPCA and WAM would be stronger than any relationship
between SAPCA and individual design grades. Thus, by making a comparison
between: (1) overall academic ability (WAMs); (2) contributions to teamwork
(SAPCA ratings) and (3) individual grades in design assignments, the paper not
only contributes to scholarship on the reliability and validity of SAPA, but also
illuminates the question of what abilities and qualities students of design might be
assessing in teammates.
Research connecting peer assessment, teamwork abilities and academic
achievement
Two broad areas of research considering the relationships between peer assessment,
teamwork abilities and academic achievement are relevant to this study. The ﬁrst
has considered the reliability of peer assessment in correlations between peer marks
and instructor marks, and the second related area has considered the reliability of
peer assessment to assess individual contributions to teamwork. We shall ﬁrst con-
sider comparisons of peer and instructor marks.
A large body of research reports good correlation between assessments made by
students and those made by academic staff (Freeman 1995; Longhurst and Norton
1997; Oldﬁeld and Macalpine 1995; Rushton, Ramsey, and Rada 1993; Sluijsmans,
Dochy, and Moerkerke 1999; Stefani 1994; Topping 1998). Topping (1998)
reported on peer assessment in 31 studies, ﬁnding most to have focused on a com-
parison of peer assessments with instructor assessments rather than a comparison of
peer assessments with other peers’ assessments or with the same peers’ assessments
over time. The problem with this focus, as Devenney (1989) has identiﬁed, is that
what peers are assessing could be different to what instructors are assessing. Top-
ping found that in the majority (18) of the studies peer assessment was reported to
be of adequate reliability and validity. In line with Topping, Falchikov and
Goldﬁnch (2000) concluded in their meta-analysis of 48 studies that peer ratings
were highly correlated with teacher ratings (r = .69). They also found that holistic


























closely resembled assessments by academic staff than did category-based
approaches rating teamwork on multiple dimensions. More recently, Cho, Schunn,
and Wilson (2006) compared multiple peer assessments to single peer assessments,
ﬁnding the aggregate of at least four peer assessments to be as reliable and valid as
teacher assessment, in contrast to single assessment which was much less reliable
and valid.
Turning to the second area of research, on the reliability of SAPA for assessing
teamwork, Raban and Litchﬁeld (2007) suggest that due to the reported difﬁculties
students have in distributing marks that accurately reﬂect actual contributions (see
Kennedy 2005; Lejk and Wyvill 2001; Raban and Litchﬁeld 2006; Rosen 1996),
good students are often dissatisﬁed with peer assessment of individual contributions
to group work. In the case of the use of SAPA to assess the teamwork process
rather than the quality of the teamwork outcome, as is the case with SAPCA in our
study, Brown (1995) found that members from within the team are better placed
than external academic staff to make a reliable and effective assessment of contribu-
tions to teamwork. Two studies have, similar to ours, considered the relationship
between instructor marks and the multiplicative scaling factors (MSFs) generated by
peer assessment from which team marks are individualised. Firstly, Goldﬁnch and
Raeside 1990 found an agreement between MSFs and lecturer awarded grades. Sec-
ondly, Johnston and Miles (2004, 765) found strong correlation between MSFs
(their ‘contribution index’) and pre-adjusted overall assignment scores, suggesting
that those contributing were already receiving low marks whilst those not contribut-
ing were receiving low marks.
Reliability of tutor marking
The limitations identiﬁed in the literature of tutor marking ought also to be consid-
ered when making a comparison of peer and tutor assessment. In particular, it is
important to acknowledge what Bloxham refers to as the ‘frailty’ of tutor marking
(2009). As Bloxham ﬁnds in the literature, the reliability of tutor marking is related
to the nature of what is being assessed. For instance, Knight (2006) suggests that the
ability to assess reliably may be more possible in subjects like the natural sciences
rather than ‘non-determinate’ subjects such as the arts, humanities and social sci-
ences where markers can rely on subjective judgement. This particular criticism is
often levelled at the assessment of creativity, the context of some of the assessments
analysed in our own study, where it can been argued that the varying levels of pro-
fessional knowledge, experience and values required to make ‘expert’ judgements
can lead to staff assessing different qualities in student work (see Read, Francis, and
Robson 2005; Smith and Coombe 2006). The adoption of explicit marking criteria,
rubrics and taxonomies describing categories of achievement can all be adopted to
counter these problems, but work has shown these methods can be undermined by
marker’s ﬁxed habits (Wolf 1995), by staff ignoring standards (Baume, Yorke, and
Coffey 2004; Ecclestone 2001; Price 2005; Price and Rust 1999; Smith and Coombe
2006) or seeing these standards as nonrobust (Price 2005). While moderation is also
commonly used to counter subjectivity in marking, as it has been for the assessment
of creative works in our study, blind-moderation by multiple markers can lead to
convergence (Partington 1994), and sample moderation can rely on the questionable
assumption that a sample can be ‘taken as indicative of the whole’ (Partington
1994, 2).

























Group processes and dynamics in assessment
One ﬁnal area of research worth brieﬂy reviewing when considering peer assess-
ment of teamwork, and one related to the question of what might team members be
assessing in their teammates, is the relationship between group processes and
assessment. In the pedagogical context of our own study, the teaching of teamwork
skills has a greater focus on the process of design as a collaborative exercise rather
than its outcome in the form of a building design. In line with this focus, students
are, in common with other forms of SAPA, asked to assess ‘contributions to pro-
cess’ when they make their weekly assessments of their peers. However, as Orr
suggests (2010), it is important to acknowledge that process is an elusive concept
in the context of peer assessment; reﬂected by research in this area where the term
can refer to the amount of work done by each student or the time spent on a project
(Kuisma 2007), students’ ‘merits’ (Goldﬁnch and Raeside 1990), or ‘effort marks’
(Conway et al. 1993). Even the word contribution is not a uni-dimensional concept
(Sharp 2006), for it might refer to contribution to task or contribution to group
(Heathﬁeld 1999). Orr concludes that while process should be assessed in group
work, lecturers must do more to understand the group dynamics affecting process
and must recognise the complexity of assigning marks to it.
Self-and-Peer-Continuous-Assessment
Participants
The student participants in our study were 178 second-year architecture and CM
students enrolled in two units completed in late 2009. The ﬁrst was a lecture-based
theory unit on building environmental science, which incorporated some design,
and the second was a studio-based design unit. The building environmental science
cohort was comprised of 170 students of whom 36 were CM students, 93 were
architecture students and 41 were students enrolled in a combined architecture/CM
double degree. In this theory unit, multidisciplinary teams of between four and six
students collaborated on a team design-report. SAPCA was used to individualise a
team mark awarded to a component of this report worth 30% of the unit marks.
The design cohort was comprised of 133 students of whom 93 were architecture
students and 40 were students enrolled in the double degree. In this design unit,
teams of between four and six students collaborated on the team design of a build-
ing, with SAPCA used to individualise a team mark awarded for this design that
was worth 30% of the unit marks. One hundred and twenty students were enrolled
in both units. The overall sample of 178 students consisted of 120 males and 58
females and their ages ranged from 17 to 25.
Procedures governing the recruitment of students, their brieﬁng and questioning,
and the collection and storage of data were approved by a university Ethics Com-
mittee. The project rationale and non-compulsory nature of participation was fully
explained to potential participants. Although all data – WAM and SAPCA – were
normally obtained as part of the teaching and assessment process, participation in
the form of permission to use this data was voluntary, on the basis of informed con-
sent, and did not of course have any bearing on students’ results in the courses
being surveyed or any other course.
It is less straightforward to describe the teacher participants who assessed stu-
dent work in our study because the WAMs used in the analysis averaged marks


























studies; meaning assessment was by multiple markers (we estimate from 15 to 30
teachers). The majority of WAMs were aggregated from 12 subjects each assessing
between two and six assignments. The markers’ ages ranged from those in their 20s
to their 60s, and so there was a breadth of experience and knowledge. In the ﬁelds
of architecture and CM, assignments are of three primary types: written/numerical
work on theory, drawn/modelled design work or a combination of both. In all
assignments, explicit criteria and rubrics were used in marking. The majority of
written submissions were marked by one marker for each assignment, but where
multiple markers were needed in large cohorts sample moderation was used. For
the assessment of creative works such as building designs, blind sample moderation
of multiple markers was used in combination with consensus panel assessment (or
‘crits’ as they are commonly referred to in the design disciplines).
The Self-and-Peer-Continuous-Assessment tool
Prior to this study, an online Self-and-Peer-Continuous-Assessment tool was devel-
oped to allow for the individualisation of grades in teamwork assignments. As dis-
cussed elsewhere (Tucker, Fermelis, and Palmer 2009), in a one-year study the tool
was shown to be robust under the most testing of educational conditions. It was
used by around 2000 students in two units in two faculties, on four campuses, in
off-campus mode and at two offshore partnership campuses. Up to 14 different
teachers were involved at any one time in the delivery of one of the units. As well
as multiple teachers, this unit also had an extremely diverse cohort. The study
found SAPCA to promote reﬂective learning by giving students weekly formative
evaluation of their team-working, thus enhancing the motivation for participation.
The tool provided a ‘pressure valve’; allowing teams to function harmoniously,
despite unequal levels of skill and contributions, and allowing students to be toler-
ant of different learning and assessment aspirations in team members.
Procedure: making assessments and the individualisation of team scores using
SAPCA
The description of SAPCA in our prior publication (Tucker, Fermelis, and Palmer
2009) is summarised in this section. On completion of team assignments and after
using SAPCA, each participating team was awarded a team mark by instructors.
The team mark was then individualised using SAPCA ratings if there was strong
evidence of unequal contributions by team members. Throughout the team assign-
ments, students were required by SAPCA to make weekly holistic ratings of their
own and their teammates’ contributions to process. Students in the lecture-based
unit made ten ratings while students in the design unit made seven ratings, where
the number of ratings reﬂected the length of the team assignment. Students are able
to view the ratings they received for the previous week so that they have the oppor-
tunity to respond by improving their contribution if necessary.
Students were asked in written instructions to take into consideration in SAPCA
whether each member attended meetings and tutorials, actively communicated with
teammates, participated in decision-making, completed work they were assigned to
the required standard and/or form, met deadlines and shared the workload. In class,
students were also encouraged to take into account in their assessments other less
quantitative teamwork qualities such as leadership, planning, and contribution to

























building trust in the group. Students made assessments by logging on to a password
protected website accessed via an online learning management system.
Students were asked to make three different types of assessment. The ﬁrst mea-
sure asked them to award a relative contribution score for each team member. Thus,
for example, if it is believed that all team members contributed evenly, the student
awards everyone including themselves a rating of 1. The intent of this ﬁrst measure
is to encourage students to consider the question of workload distribution and contri-
bution. The ﬁrst measure is complemented by a second that asked students to rate
the individual ‘performance’ of all team members on a ﬁve-point multiple-response
Likert scale ranging from 1 for ‘Inadequate’ to 5 for ‘Excellent’. While the Likert
evaluation aimed to encourage students to consider the quality as opposed to the
quantity of each other’s contributions, it was translated into a numeric value that was
used in combination with the quantitative relative contribution assessment to produce
a holistic rating of each member’s contribution. The combination of two modes of
assessments makes peer over-marking less likely, which is a problem common to
many peer assessment methods (Falchikov 1986; Freeman and McKenzie 2002).
The purpose of the third qualitative measure, which elicits comments on the perfor-
mance of peers, is twofold; ﬁrstly, to elucidate for instructors ratings, anomalies and
unexpected ﬁnal evaluations and; secondly, to develop in students the evaluation,
feedback and reﬂective skills that are key to teamwork learning.
At the end of each periodic assessment, and at the conclusion of the team
assignment, an MSF is calculated for every student. Importantly, before the calcula-
tion is made, all self-assessed marks are removed from the matrix to reduce the bias
of self over-marking. In line with the formula designed by Conway et al. (1993),
the MSF is calculated as:
MSF ¼ Individual Rating=Average Group Rating
As is explained to students, if their MSF is less than 1 they are considered to be
performing below the average team performance. Equivalently, if their rating is
greater than 1 they are considered to be performing above average. We have found
that a range of greater than .3 in MSFs within any team should trigger further
investigations into the evenness of student contributions. These investigations can
take into account SAPCA qualitative comments made about each team member and
can involve discussions with tutors and students. If SAPCA MSFs are veriﬁed by
investigation then students within each team with a greater than .3 MSF range will
have their mark individualised by multiplying the team mark by the MSF.
After the units were assessed and grades published, the WAM was obtained for
each participant for all the units they had completed prior to the commencement of
the study. The WAMs were then compared to SAPCA MSFs to see if there was a
correlation between the two. In order to analyse the relationship between SAPCA
and the context-dependant skill of individual design ability, student grades in the
design unit were also obtained for the individual design project that immediately
preceded the teamwork project assessed by SAPCA.
Results: relationships between WAM, SAPCA ratings and individual design
grades
In the lecture-based theory unit, teams consisted of 4–6 students who each rated


























students penalised for the ratings they missed. In the design unit, where the students
rated themselves and their teammates seven times, 68% of ratings were made. Our
previous research has shown that for assignments with ﬁve or above peer ratings
around 50% participation is required to generate SAPCA MSFs sufﬁciently robust
to be used for individualising marks. In the lecture-based unit, only 12 out of the
170 students had their marks individualised. In the design unit, 48 out of the 133
students had their marks individualised.
The relationship between a student’s academic record as measured by WAM and
team performance as measured by SAPCA was investigated using a one-tailed Pear-
son product-moment correlation coefﬁcient. Preliminary analyses were performed
to ensure that there was no violation of the assumptions of normality, linearity and
homoscedasticity. There was a positive but weak correlation between the two
variables [r = .20, n = 169, p = .004], with higher WAMs associated with higher
SAPCA marks.
In order to investigate the relationship between SAPCA ratings, WAMs and
students’ individual design abilities, a standard multiple regression was performed
between SAPCA ratings, as the dependent variable, and WAMs and individual
design assignment marks as the independent variables. Although only accounting
for a small amount of variance, the overall model was signiﬁcant: R2 = .10,
F(2, 126) = 7.44, p < .001. However, when examined separately the only signiﬁ-
cant predictor was WAM (b = .30, t(126) = 3.53, p < .001) explaining 9% of the
total variance. Individual design assignment marks did not signiﬁcantly predict
SAPCA (b = .083, t(126) = .969, p = .335). These ﬁndings indicate that while a
student’s WAM may signiﬁcantly explain a proportion of their SAPCA rating, a
student’s individual design assignment mark will have no signiﬁcant bearing on
SAPCA.
As an aside, although a far higher proportion of male participants in the sample
prevented the analysis of the relationships between gender, WAM, SAPCA and
individual design grades, the data suggested that there was no relationship between
gender, overall academic achievement, peer ratings of contributions to teamwork
and individual design ability.
Discussion
The study hypothesised that any relationship between students’ overall academic
abilities and how highly their contributions to teamwork were rated by their peers
using SAPCA might be stronger than any relationship between SAPCA ratings and
individual design ability. Indeed, results demonstrated that while there was a signiﬁ-
cant but weak correlation between WAM and SAPCA, when the relationship
between WAM, SAPCA and individual design grades was considered WAM was
seen to explain a small but signiﬁcant proportion of SAPCA ratings, but individual
design grades had no signiﬁcant explanatory power for SAPCA ratings. The follow-
ing might be concluded from the correlation between WAM and SAPCA and the
lack of correlation between SAPCA and individual design grades:
(1) A student’s prior academic record correlates with how well their contribution
to teamwork is rated by their peers when that rating, in line with Cho,
Schunn, and Wilson (2006), is arrived at via multiple peer assessments, and,
in line with Falchikov and Goldﬁnch (2000), is based on holistic evaluations.

























Thus, in our study, good students were generally not, in contrast to what
Raban and Litchﬁeld (2007) suggest, penalised by peer assessment of their
individual contributions to group work.
(2) Overall academic ability might be considered a more holistic indicator of the
wide-ranging skills and knowledge required to be a good teammate than con-
text-dependant abilities such as, in the case of our study, the ability to design.
(3) Grades in context-dependant assignments may give little indication of how a
student’s contribution to teamwork in that context is rated by teammates.
This is an important ﬁnding for it is often tempting to consider unit-speciﬁc
individual grades to validate SAPA ratings in that unit. Although it would
appear that general academic ability provides a more reliable check for
SAPA than context-speciﬁc ability, the use of proportions of agreement
between peers and instructors is, as Falchikov and Goldﬁnch (2000) suggest,
not always an appropriate measure of validity.
(4) Although there was a signiﬁcant correlation in our study between WAMs
and SAPCA, the strength of the correlation needs to be considered for WAM
explained only 9% of the total variance. The important question of what
explains the rest of the variance indicates that when students are rating the
contributions of their teammates, at least in the context of design, they are
assessing abilities other than overall academic ability and individual design
ability. Importantly, this identiﬁes a problem worthy of consideration for
those using SAPA to individualise teacher grades awarded for the quality of
a team outcome (as opposed to the quality of teamwork), for this study sug-
gests that in such cases what instructors and student peers are assessing
might be quite different.
Conclusion
This paper contributes to the large body of scholarship on the reliability of peer
assessment by reporting a correlation between two forms of holistic assessment:
SAPA that uses holistic evaluation of individual contributions to teamwork and tutor
assessment of overall academic ability as measured by WAMs. However, the
strength of correlation in our study between WAMs and SAPCA suggests that future
research is needed to determine what abilities peers are assessing in the context of
group work. As the context for peer ratings in our study was a unit focusing on
teaching how to design in teams, it might be hoped that these other abilities being
assessed by peers are contributions to process that have been identiﬁed as leading to
effective teamwork (as reported in Baker and Salas 1992), such as the ability of team
members to work together, anticipate other team member’s needs, inspire conﬁdence,
communicate effectively (Siskel and Flexman 1962), possess information on the
strengths and weaknesses of teammates (Alexander and Cooperland 1965), organisa-
tion, adaptability, leadership and motivation (Nieva 1985). Indeed, a key limitation
of our study, which perhaps only qualitative data could address, is that the informa-
tion collected does not enlighten what students were assessing in their teammates
when making holistic evaluations of contributions to process. The implication that
students are assessing different qualities to their teachers’ calls into question the
validity of holistic peer assessment of individual contributions to team design assign-
ments. Moreover, the validity of holistic peer assessment for team design might be


























individual design grades. Thus, while Falchikov and Goldﬁnch (2000) have found
that holistic peer assessment correlates with teacher assessment; our study reveals a
nuance in this ﬁnding by suggesting that this correlation may not occur when teacher
assessment is not in itself also holistic in nature. Of course, as Falchikov and Gold-
ﬁnch suggest, other variables that require further investigation may also inﬂuence
peer ratings in general such as friendship bias and the little studied area of gender
effects. Further research into what students consider when choosing teammates might
also illuminate the question of what teammates are assessing in their peers if it is
not, as this study implies, academic or context-dependant abilities. Another question
raised in our study that deserves research is whether SAPCA, by providing continu-
ous formative feedback on teamwork, actually motivates students to improve their
performance during an assignment, i.e. if they received low ratings one week did
they make an effort to improve the next week?
A ﬁnal statistic worth commenting on is the contrast we found in SAPCA
informed individualisation rates between the design unit and the lecture-based
theory unit. For while only 7% of students had their marks individualised in the
theory unit, 37% of the design students had their marks individualised. This con-
trast might be signiﬁcant for design teachers, for it suggests that the use of
SAPA to alleviate the problems caused by poor contributions to teamwork might
be far greater when the outcome being assessed is a team-created design. The
reasons for this can only be speculated upon, but it might be suggested that free
riding is far easier when the product is not a written piece for it is more
straightforward to ascribe individual authorship to constituent components of col-
laborative writing than it is to credit ‘elements’ of a collaborative design to indi-
viduals.
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