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Abstract
In this paper, we consider joint drift rate control and impulse control for a stochas-
tic inventory system under long-run average cost criterion. Assuming the inventory level
must be nonnegative, we prove that a {(0, q?, Q?, S?), {µ?(x) : x ∈ [0, S?]}} policy is an
optimal joint control policy, where the impulse control follows the control band policy
(0, q?, Q?, S?), that brings the inventory level up to q? once it drops to 0 and brings it
down to Q? once it rises to S?, and the drift rate only depends on the current inventory
level and is given by function µ?(x) for the inventory level x ∈ [0, S?]. The optimality of the
{(0, q?, Q?, S?), {µ?(x) : x ∈ [0, S?]}} policy is proven by using a lower bound approach, in
which a critical step is to prove the existence and uniqueness of optimal policy parameters.
To prove the existence and uniqueness, we develop a novel analytical method to solve a
free boundary problem consisting of an ordinary differential equation (ODE) and several
free boundary conditions. Furthermore, we find that the optimal drift rate µ?(x) is firstly
increasing and then decreasing as x increases from 0 to S? with a turnover point between
Q? and S?.
Keywords: drift rate control; impulse control; Brownian motion; inventory control
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1 Introduction
In this paper, we study a continuous-review stochastic inventory/production system, in which
supply/production rate and inventory level can be adjusted. The netput inventory level process,
capturing the difference of regular supply/production process and the demand process, has the
following representation
Wt = x0 +
∫ t
0
µs ds+ σBt, t ≥ 0, (1.1)
where W0 = x0 ∈ R+ is the initial inventory level, µt is the drift rate at time t and is a
decision variable, σ2 > 0 is the variance, and B = {Bt : t ≥ 0} is a standard one-dimensional
Brownian motion with B0 = 0. The system manager can modify the drift rate at any time,
and can also increase and decrease the inventory level at any time by any amount desired. Let
µ = {µt ∈ R : t ≥ 0} denote the drift rate control process, and let Y = (Y1, Y2) be a pair
of impulse controls with Yi = {(τ in, ξin) : n ≥ 1}, i = 1, 2, where τ1n (τ2n) represents the nth
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time to increase (decrease) the inventory level and ξ1n (ξ
2
n) denotes the corresponding increment
(decrement). Then, the controlled inventory level is given by
Xt = x0 +
∫ t
0
µs ds+ σBt +
N1t∑
n=1
ξ1n −
N2t∑
n=1
ξ2n, t ≥ 0, (1.2)
where N it = sup{n : τ in ≤ t} denotes the number of adjustments of Yi up to time t. Moreover, the
inventory level must be nonnegative at all times. There are three types of costs: the holding cost
and drift rate cost are continuously incurred and depend on current inventory level and drift rate
respectively, and the impulse control cost is incurred when the inventory is increased/decreased
and depends on the increment/decrement. The objective is to find a control policy (µ,Y ) to
minimize the average expected total costs over an infinite planning horizon.
The joint drift rate control and impulse control model described above has many applications
of practical interest. The following are two examples.
(i) Joint pricing and inventory control problems. For example, let −µt denote the demand
rate at time t and depend on the current product price pt, i.e.,
µt = µ(pt),
and let σ2 denote the demand variance. Thus, the cumulative demand up to time t is
given by − ∫ t0 µ(ps) ds − σBt. In such problems, the manager controls the drift rate by
adjusting the offered price, while he controls the inventory level by ordering and returning
products. The joint pricing and inventory control problems with Brownian motion demand
have been studied in the literature, e.g., [9, 30, 31]. However, only upward impulse control
(i.e., ordering) is allowed in these works.
(ii) Production-inventory problems. For example, let δt−σBt denote the cumulative customer
demand up to time t. The system produces products at rate λt for time t. Besides this
standard production, it also can place an expedited order to an outside supplier when the
inventory level becomes too low and can return some products when the level becomes
too high. In this kind of production-inventory problem, the drift rate µt in (1.2) becomes
µt = λt − δ.
Production-inventory problems also have been considered in the literature; see e.g., [8, 29]
for dual production rate models.
Because of their importance in practice, both drift rate control and impulse control have
been widely studied in the literature. Next, we first briefly review the literature on drift rate
control, then review the literature on two-sided impulse control. Finally, we introduce the our
work with joint drift rate control and impulse control. See Table 1 for the classification of the
related literature.
In the literature on drift rate control, two-mode models with positive switching costs have
been widely studied; see e.g., [4, 15, 25, 29]. These four papers prove the optimality of an
(m,M) policy under different cost criteria. Under an (m,M) policy, the system uses the lower
drift rate mode once the system’s state reaches or exceeds M , uses the higher drift rate mode
once the system’s state drops to or below m, and keeps the drift rate mode unchanged otherwise.
1In this table, “—” denotes that the references are not related directly to our work and thus are not included.
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Impulse control
None One-sided Two-sided
Drift rate control
None NA — [11, 12, 13, 14, 19, 22, 26]
Two modes [4, 15, 25, 29] — None
Finite modes [10, 23, 24, 28] — None
Any value [2, 18] [9, 30, 31] our paper
Table 1: Literature review for drift rate control and impulse control1
Furthermore, finite drift rate modes (i.e., more than two modes) are considered in [10, 23, 24, 28],
where simple Brownian motion models are considered in [10, 23, 24] while a general diffusion
process model is studied in [28]. Note that all the works introduced above only consider the
drift rate control in their models. Recently, models in which the drift rate can take any value
have been studied in [2, 18]; Ghosh and Weerasinghe [18] study a joint drift rate control and
singular control problem and explicitly solve it under a quadratic control cost structure.
Two-sided impulse control problems with constant drift rate also have been widely studied
in the literature: Long-run average cost models are studied in [11, 13, 22] and discounted cost
models are studied in [12, 14, 19, 26]. These works all prove the optimality of a control band
policy (d,D,U, u), under which the state is immediately increased to level D once it drops to
d and is decreased to level U once it goes up to u. The method for proving the existence of
optimal policy parameters in these works is to obtain an explicit solution for a relative optimality
equation represented by an ODE, and then to find parameters to satisfy some free boundary
conditions derived from the optimal impulse control. However, this method cannot work for
our problem, since it is difficult to obtain the explicit solution of the corresponding ODE due
to the changeable drift rate. To overcome this difficulty, we prove the existence of an optimal
control policy by analyzing the ODE with the associated free boundary conditions directly.
There are also some papers considering joint drift rate control and impulse control, all
of which focus on the application to joint pricing and inventory control problems ([9, 30, 31]).
There are two important differences between those papers and this one. First, their models only
allow increasing inventory in the impulse control, while we allow both increasing and decreasing
inventory. Second and more important, Chen et al. [9] and Zhang and Zhang [31] prove the
existence of optimal parameters only when the price is constant in a certain inventory interval
and when µ(·) has a specific form, respectively. Although Yao [30] considers a general drift rate
function like ours, he assumes the existence of optimal policy parameters for the optimality
equation. We, however, completely prove the existence of optimal policy parameters by solving
a free boundary problem, which is the main technical contribution in this paper.
This paper’s contribution can be summarized as follows. First, to the best of the authors’
knowledge, this is the first study of a stochastic inventory problem with joint drift rate control
and two-sided impulse control. Further, the optimal control policy is completely characterized.
Second, a novel method is provided to prove the existence and uniqueness of optimal policy
parameters by solving a free boundary problem. This is the major technical contribution of
this paper. Indeed, proving the existence of optimal policy parameters for Brownian control
problems is usually important and difficult, and has been the major technical contribution of
many publications; see e.g., [5, 6, 13, 14, 16]. However, in contrast with these works, this paper
develops a very different method that does not require an explicit solution for the optimality
equation. This methodology provides a more general roadmap to solve similar problems, es-
pecially when the explicit expression of the solution is unavailable or too complicated. Third,
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unlike the simple monotonic optimal drift rate studied in the literature (see e.g., [2, 18]), we find
that the optimal drift rate function µ?(x) as a function of inventory level x, is first increasing
and then decreasing as the inventory level x increases in [0, S?].
The rest of this paper is organized as follows. In §2, we introduce the mathematical formu-
lation of the joint drift rate control and impulse control problem in §2.1, and state our main
results in §2.2. In §3, a policy is provided by proving the existence of its parameters, and §4
proves the optimality of proposed policy. Finally, the paper concludes in §5. We close this
section with some frequently used notation. Let x+ = max{0, x}, R+ = [0,∞), and C 1(R+)
be the space of continuous functions on R+ that have continuous first derivatives. Let f be a
real-valued function defined on R+, and use ft− to denote the left limit at time point t.
2 Formulation and main results
2.1 Model formulation
Let (Ω, {Ft},F ,P) be a filtered probability space and Brownian motion B = {Bt : t ≥ 0} is
adapted with respect to the filtration {Ft}.
Consider an inventory system with a netput inventory level process given by (1.1). There
are two controls for this system: a drift rate control µ = {µt : t ≥ 0} and a two-sided impulse
control Y = (Y1, Y2) with Yi = {(τ in, ξin) : n ≥ 1}, i = 1, 2. These two controls together form a
policy φ = (µ,Y ). A joint drift rate control and impulse control policy φ = (µ,Y ) is admissible
if: i) µt is Ft-measurable and µt must be in a compact set U with the smallest element µ and
the largest element µ¯; and ii) τ in is a stopping time and ξ
i
n is Fτ in−-measurable. We note that U
might be a discrete point set or an interval and µ and µ¯ are both finite. Let Φ denote the set
of all admissible policies. Under an admissible policy φ, the controlled inventory level process
X must be nonnegative and is given by (1.2).
We next introduce three costs in our system. The holding cost is continuously charged at
rate h(x) when the inventory level is x and the drift rate control cost is continuously charged at
rate c(µ) when the rate is µ. Furthermore, the impulse control cost is measured by the amount
of adjustment, and cost K + kξ is incurred when quantity ξ is increased while cost L + `ξ is
incurred when quantity ξ is decreased, where K, k, L, and ` are all strictly positive. Therefore,
under an admissible policy φ = (µ,Y ), the system’s long-run average cost is
C(x0, φ) = lim sup
t→∞
1
t
Ex0
[ ∫ t
0
(
h(Xs) + c(µs)
)
ds+
N1t∑
n=1
(
K + kξ1n
)
+
N2t∑
n=1
(
L+ `ξ2n
)]
,
where X0− = x0 ∈ R+ is the initial inventory level and Ex0 [·] denotes the expectation with
respect to the initial inventory level x0. Our objective is to find an admissible policy φ
? =
(µ?,Y ?) such that for any x0 ∈ R+,
C(x0, φ?) = inf
φ∈Φ
C(x0, φ). (2.1)
To this end, we use the following assumptions about the holding cost function h.
Assumption 1. h(x) is strictly increasing and continuous in x with x ≥ 0 and h(0) = 0.
Moreover, limx→∞ h(x) =∞.
The assumptions for the function h are quite standard and are satisfied in most applications
of practical interest; see e.g., a linear cost function h(x) = hx in [19, 22] and a convex function
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in [13]. Our assumptions are used to ensure the existence and uniqueness of optimal policy
parameters, i.e., Theorem 2.1 and Corollary 1; see e.g., the proof of Lemma 3.2-3.4. It is worth
noting that the “strictly increasing” may be relaxed to “weakly increasing” without jeopardizing
the existence but losing the uniqueness of optimal policy parameters. Of course, this relaxation
would require a tedious analysis. Also, the condition h(0) = 0 can be relaxed to h(0) = a for
some a ≥ 0 without jeopardizing the main results.
Notice that no condition is imposed on the drift rate function c. In this paper, we will
see that the function c is used only in Lemma 3.1 and the proof of Lemma 3.6 (b), which
require no conditions on c(µ) since the allowable drift rate set U is assumed to be a compact
set. However, if U is no longer a compact set, e.g., U = (−∞,∞), then we should impose some
regular conditions on c such as differentiability, convexity, c′(−∞) = −∞, and c′(∞) = ∞, to
guarantee the correctness of the main results. Moreover, our analysis relies on the finiteness of
µ and µ¯. If either of them is infinite, some analysis must be changed accordingly and a more
lengthy analysis is required.
Remark 2.1. Notice that in our model, we assume that the drift rate can be controlled but the
variance is a constant. There are two reasons for this assumption: First, because of the technical
difficulties for the continuous adjustment when the variance is affected by the control, it is a
common assumption in the literature; see e.g., [2, 4, 18, 23, 24]. Second, this assumption is
reasonable for many situations in practice. For example, the uncertainty in demand of branded
products (e.g., Intel processors) that exhibit substantial customer demand is mainly due to a
random error that is independent of the decision variable ([21]).
2.2 Main results
In this subsection, the main results are presented. In Theorem 2.1, we determine a φ? =
{(0, q?, Q?, S?), {µ?(x) : x ∈ [0, S?]}} policy by solving an ODE with some boundary conditions.
Then, in Theorem 2.2, we show that this policy is optimal for the joint drift rate control and
impulse control problem (2.1).
For a φ = {(0, q,Q, S), {µ(x) : x ∈ [0, S]}} policy, (0, q,Q, S) with 0 < q < Q < S denotes a
two-sided impulse control policy and {µ(x) : x ∈ [0, S]} denotes a drift rate control policy. Under
an impulse control policy (0, q, Q, S), the inventory level is increased up to level q instantaneously
once it drops to level 0 and is decreased down to Q instantaneously once it rises to level S.
Thus, Y1 can be specified as
τ1n =
{
inf{t ≥ 0 : Xt− = 0} if n = 1,
inf{t > τ1n−1 : Xt− = 0} if n ≥ 2,
and ξ1n = q for n ≥ 1.
Since the initial inventory level x0 may be higher than S, a return with amount x0 − Q may
happen at time 0. Therefore, Y2 can be specified as
τ2n =
{
inf{t ≥ 0 : Xt− ≥ S} if n = 1,
inf{t > τ2n−1 : Xt− = S} if n ≥ 2,
and ξ2n =
{
max{S, x0} −Q if n = 1,
S −Q if n ≥ 2.
The impulse control policy (0, q, Q, S) is called a control band policy in the literature (see e.g.,
[19, 22]). Note that under control band policy (0, q, Q, S), the controlled inventory level Xt is
limited to [0, S] for all t ≥ 0. Under a drift rate control policy {µ(x) : x ∈ [0, S]}, the drift rate
would be µ(x) when the inventory level is Xt = x ∈ [0, S] at any time t ≥ 0.
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In developing the following theorem, we will determine a φ = {(0, q,Q, S), {µ(x) : x ∈
[0, S]}} policy. To present the theorem, we first define some functions as follows. Let w be a
real-valued function on R, and define
pi(w) = min
µ∈U
(
µw + c(µ)
)
and µ(w) = argmin
µ∈U
(
µw + c(µ)
)
, (2.2)
where we choose µ(w) to be the smallest one if there are multiple minimizers.
Theorem 2.1. Assume that h(·) satisfies Assumption 1.
(a) There exist four parameters q?, Q?, S? and γ? with 0 < q? < Q? < S? and γ? ∈ R, and a
continuously differentiable function w?(·) : R+ → R satisfying
1
2
σ2
dw?(x)
dx
+ pi(w?(x)) + h(x) = γ?, for x ∈ [0, S?] (2.3)
with boundary conditions ∫ q?
0
[
w?(x) + k
]
dx = −K, (2.4)∫ S?
Q?
[
w?(x)− `]dx = L. (2.5)
w?(q?) = −k, (2.6)
w?(Q?) = w(S?) = `. (2.7)
(b) Define µ?(x) , µ(w?(x)). Then φ? = {(0, q?, Q?, S?), {µ?(x) : x ∈ [0, S?]}} is an admis-
sible policy. Furthermore, there exists a number x? with x? ∈ (Q?, S?) such that µ?(x) is
decreasing in x ∈ [0, x?] and increasing in x ∈ [x?,∞).
In this paper, (2.4)-(2.7) are called free boundary conditions since the boundary points q?,
Q?, and S? need to be determined, and problem (2.3) with conditions (2.4)-(2.7) is also called
free boundary problem; see a similar definition in [13]. The optimality of the selected policy
φ? = {(0, q?, Q?, S?), {µ?(x) : x ∈ [0, S?]}} is shown in the following theorem.
Theorem 2.2. Assume that h(·) satisfies Assumption 1. Then, the policy φ? = {(0, q?, Q?, S?), {µ?(x) :
x ∈ [0, S?]}} with parameters defined in Theorem 2.1 is an optimal policy among all admissible
policies, and γ? is the optimal long-run average cost.
Theorem 2.2 has shown that γ? is the optimal cost and thus it is unique in Theorem 2.1.
This in turn implies the uniqueness of optimal policy parameters q?, Q?, and S? and the function
w?(·) in Theorem 2.1.
Corollary 1. The optimal impulse control parameters q?, Q?, and S? and the function w?(·)
in Theorem 2.1 are unique.
Finally, we give a heuristic derivation of the ODE (2.3) and free boundary conditions (2.4)-
(2.7) that the optimal parameters should satisfy. For a given policy φ = {(0, q, Q, S), {µ(x) :
x ∈ [0, S]}}, let V (x) be the difference of the expected cumulative cost from state x ∈ R+ to
state 0 and the cost γτ(x, 0), where γ denotes the average cost under policy φ and τ(x, 0) is the
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first time when the inventory level hits 0 starting from x. In the literature, V is also called the
relative value function; see e.g., [22]. Let
w?(x) = V ′(x).
First, the definition of V implies that V should satisfy V (0) = V (q) + K + kq and V (S) =
V (Q) + L + `(S −Q), which yield (2.4) and (2.5). Next, we show that V should satisfy (2.3),
(2.6), and (2.7) if φ is optimal. If φ is optimal, by the principle of optimality, for X0 = x ∈ (0, S)
and a small time interval with length δ, V (x) should satisfy
V (x) = min
µs∈U ,s∈[0,δ]
Ex
[ ∫ δ
0
(
h(Xs) + c(µs)
)
ds− γδ + V (Xδ)|X0 = x, µ0 = µ
]
+ o(δ)
with Xs = x+
∫ s
0 µυ dυ+σBs for s ∈ [0, δ]. It follows from a standard argument for the dynamic
programming equation (see e.g., [17]) that V (x) satisfies
1
2
σ2V ′′(x) + min
µ∈U
(
µV ′(x) + c(µ)
)
+ h(x)− γ = 0,
which implies (2.3). Furthermore, starting from state S, if it is optimal to jump state Q, then
Q should be chosen by minimizing V (Q) + L+ `(S −Q). The first-order optimality condition
would be V ′(Q) = `, which is the first equality in (2.7). Besides this, for x ≥ S, under the
policy φ, we must have V (x) = V (Q) +L+ `(x−Q). By the principle of smoothness under the
optimal policy, the left and right derivatives of V at S should be equal, i.e., V ′(S) = `; that is
the second equality in (2.7). Finally, a similar analysis gives us (2.6).
We will prove Theorem 2.1 in §3 and Theorem 2.2 and Corollary 1 in §4.
3 Existence of optimal policy parameters
In this section, we prove Theorem 2.1, which shows the existence of a policy (which by Theorem
2.2 is optimal) with parameters satisfying (2.3)-(2.7). Specifically, we prove Theorem 2.1 in two
subsections. In §3.1, we solve the ODE (2.3) with given γ ∈ R and a boundary condition
w(0) = w0 ∈ R, and provide the structural properties of w with respect to x, w0, and γ; see
Lemmas 3.2-3.4. Then, in §3.2, we determine (w?0, γ?, q?, Q?, S?) by the five boundary conditions
(2.4)-(2.7); see Lemmas 3.5-3.7. Note that Lemmas 3.2-3.7 are under Assumption 1, although
for brevity we will not state this for each.
Before proving Theorem 2.1, recalling the definitions of pi(w) and µ(w) in (2.2), we first give
the following lemma, the proof of which can be found in Appendix A.
Lemma 3.1. pi(w) is concave and Lipschitz continuous in w ∈ R, i.e., for any w1 and w2, we
have
|pi(w1)− pi(w2)| ≤M |w1 − w2|, (3.1)
where M = max{|µ|, |µ¯|}. Furthermore, µ(w) is decreasing in w.
3.1 Solving the ODE (2.3)
In this subsection, we will solve the ODE (2.3) for x ≥ 0 by assigning an initial value w(0) =
w0 ∈ R and fixing γ ∈ R, which then allows us to characterize the structural and asymptotical
properties of the solution w(·).
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Consider the following problem:
1
2
σ2w′(x) + pi(w(x)) + h(x) = γ for x ≥ 0, (3.2)
subject to w(0) = w0.
We denote the solution of the above problem by w(x;w0, γ) if it exists. For this problem, we first
have the following lemma, which states the existence, uniqueness, and continuity of w(x;w0, γ).
Lemma 3.2. (a) For any w0 ∈ R and γ ∈ R, problem (3.2) has a unique continuously differ-
entiable solution w(x;w0, γ).
(b) w(x;w0, γ) is continuous in w0 ∈ R and γ ∈ R, and w′(x;w0, γ) is continuous in x ∈ R+,
w0 ∈ R, and γ ∈ R respectively.
Proof. (a) Since pi(w) is Lipschitz continuous (see Lemma 3.1) and h(x) is continuous (see
Assumption 1), using an analog to the proof for Proposition 3 (i) in [3], we can use Picard’s
existence theorem (see, e.g., Theorem 10 of §1.7 in [1]) to show that there exists a unique
continuous solution w(x;w0, γ) to (3.2) on the interval [0,∞).
(b) It follows from Theorem II-1-2 in [20] that part (a) and the continuity of h(x) imply
that w(x;w0, γ) is continuous in w0 ∈ R and γ ∈ R. Further, (3.2) and the continuity of h,
pi, and w immediately imply that w′(x;w0, γ) is continuous in x ∈ R+, w0 ∈ R, and γ ∈ R
repectively.
It follows from (3.1) (by letting w1 = w(x;w0, γ) and w2 = 0) and (3.2) that
1
2
σ2w′(x;w0, γ) +M |w(x;w0, γ)|+ pi(0) + h(x) ≥ γ, and (3.3)
1
2
σ2w′(x;w0, γ)−M |w(x;w0, γ)|+ pi(0) + h(x) ≤ γ. (3.4)
which will be used in the following discussions.
The following lemma characterizes the monotonicity and asymptotical behaviors of w(x;w0, γ)
with respect to γ ∈ R and w0 ∈ R.
Lemma 3.3. The following results hold:
(a) For fixed x > 0 and w0 ∈ R, w(x;w0, γ) is strictly increasing in γ ∈ R and
lim
γ→±∞w(x;w0, γ) = ±∞. (3.5)
(b) For fixed x ≥ 0 and γ ∈ R, w(x;w0, γ) is strictly increasing in w0 ∈ R and
lim
w0→±∞
w(x;w0, γ) = ±∞.
Proof. (a) First, if γ1 < γ2, we show that w(x;w0, γ1) < w(x;w0, γ2) for any fixed x > 0 and
w0 ∈ R. Fix w0 ∈ R. Suppose that w(x;w0, γ1) ≥ w(x;w0, γ2) for some x > 0. Define
fγ(x) = w(x;w0, γ2)− w(x;w0, γ1) and xγ = inf{x > 0 : fγ(x) ≤ 0}.
The following proof is divided into two cases: xγ > 0 or xγ = 0.
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If xγ > 0, then it follows from the continuity of w(·;w0, γi), i = 1, 2, that fγ(xγ) = 0 = fγ(0)
and fγ(x) > 0 for all x ∈ (0, xγ). By the continuity of fγ(·), there exist two numbers x1, x2 ∈
(0, xγ) with x1 < x2 such that
fγ(x1) > fγ(x2) and Mfγ(x) < γ2 − γ1 for all x ∈ [x1, x2], (3.6)
where M = max{|µ|, |µ¯|} (see Lemma 3.1). Moreover, it follows from (3.2) that
1
2
σ2f ′γ(x) + pi(w(x;w0, γ2))− pi(w(x;w0, γ1)) = γ2 − γ1, for x ≥ 0. (3.7)
Integrating (3.7) from x1 to x2, we have
(γ2 − γ1) · (x2 − x1)
=
1
2
σ2(fγ(x2)− fγ(x1)) +
∫ x2
x1
[
pi(w(y;w0, γ2))− pi(w(y;w0, γ1))
]
dy
<
∫ x2
x1
[
pi(w(y;w0, γ2))− pi(w(y;w0, γ1))
]
dy
≤
∫ x2
x1
Mfγ(y) dy
≤ (γ2 − γ1) · (x2 − x1),
where the first and last inequalities follow from (3.6) and the second inequality follows from
(3.1). This is a contradiction.
If xγ = 0, then there exists a sequence {xˆn, n ∈ N} such that xˆn ↓ 0 as n → ∞ and
fγ(xˆn) ≤ 0. Therefore,
fγ(xˆn)
xˆn
≤ 0, for all n ≥ 1.
Since fγ(0) = 0, taking the limit as n→∞ gives f ′γ(0) ≤ 0, which contradicts (3.7) with x = 0.
Therefore, the contradictions for both xγ > 0 and xγ = 0 imply that w(x;w0, γ) is strictly
increasing in γ ∈ R for any given x > 0 and w0 ∈ R.
Next, we prove that limγ→∞w(x;w0, γ) =∞ for any given x > 0 and w0 ∈ R. Fix w0 ∈ R.
There must exist a number γ3 such that for all γ ≥ γ3, both
γ > pi(0) + h(x) (3.8)
and
w0e
ξy +
2
σ2
∫ y
0
[
γ − pi(0)− h(z)]eξ(y−z) dz ≥ 0 for all y ∈ [0, x] (3.9)
hold. We claim that for any fixed x3 ∈ (0, x), it holds that
w(y;w0, γ) ≥ 0 for all y ∈ [x3, x] and γ ≥ γ3. (3.10)
First, we show that for each γ ≥ γ3, there exists a number x4 ∈ (0, x3] (depending on γ and
w0) such that w(x4;w0, γ) ≥ 0. If not, there exists a number γ4 with γ4 ≥ γ3 such that
w(y;w0, γ4) < 0 for all y ∈ (0, x3], and then (3.3) implies that for all y ∈ (0, x3],
1
2
σ2w′(y;w0, γ4)−Mw(y;w0, γ4) ≥ γ4 − pi(0)− h(y),
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which implies that for all y ∈ (0, x3],
w(y;w0, γ4) ≥ w0eξy + 2
σ2
∫ y
0
[
γ4 − pi(0)− h(z)
]
eξ(y−z) dz ≥ 0,
where ξ = 2M/σ2 and the last inequality follows from (3.9), γ4 ≥ γ3, and y ≤ x3 < x.
This contradiction implies that for any given γ ≥ γ3, there exists a number x4 ∈ (0, x3] such
that w(x4;w0, γ) ≥ 0. It follows from (3.2) and (3.8) that for any y ∈ [0, x] and γ ≥ γ3, if
w(y;w0, γ) = 0, we have w
′(y;w0, γ) > 0. Thus, the continuity of w(·;w0, γ) and w(x4;w0, γ) ≥
0 imply (3.10). Hence, (3.3) implies that for all y ∈ [x3, x] and γ ≥ γ3,
1
2
σ2w′(y;w0, γ) +Mw(y;w0, γ) ≥ γ − pi(0)− h(y),
and thus
w(x;w0, γ) ≥ w(x3;w0, γ)e−ξ(x−x3) + 2
σ2
∫ x
x3
[
γ − pi(0)− h(y)]e−ξ(x−y) dy
≥ 2
σ2
∫ x
x3
[
γ − pi(0)− h(y)]e−ξ(x−y) dy
for all γ ≥ γ3. Letting γ →∞ in the inequality above yields limγ→∞w(x;w0, γ) =∞.
Similar to the proof of limγ→∞w(x;w0, γ) = ∞, except that (3.4) is used instead of (3.3),
one can show that limγ→−∞w(x;w0, γ) = −∞. The detailed proof is omitted for brevity.
(b) Choose any two numbers w†0 and w
‡
0 satisfying w
†
0 < w
‡
0. We want to show that
w(x;w†0, γ) < w(x;w
‡
0, γ) for all x ≥ 0 and γ ∈ R. Fix γ ∈ R. Obviously, the condition
holds for x = 0. Suppose that w(x;w†0, γ) ≥ w(x;w‡0, γ) for some x > 0. Define
fw(x) = w(x;w
‡
0, γ)− w(x;w†0, γ) and xw = inf{x > 0 : fw(x) ≤ 0}.
Since w(0;w†0) = w
†
0 < w
‡
0 = w(0;w
‡
0), it follows from the continuity of w(·;w†0, γ) and w(·;w‡0, γ)
that xw > 0, fw(xw) = 0 and fw(x) > 0 for all x ∈ [0, xw). By the continuity of fw(·), there
exists a number x5 ∈ (0, xw) such that
M(xw − x5) < σ2/2 and fw(x) ≤ fw(x5) for all x ∈ [x5, xw]. (3.11)
Moreover, it follows from (3.2) that
1
2
σ2f ′w(x) + pi(w(x;w
‡
0, γ))− pi(w(x;w†0, γ)) = 0 for x ≥ 0. (3.12)
Integrating (3.12) from x5 to xw, we have
0 =
1
2
σ2(fw(xw)− fw(x5)) +
∫ xw
x5
[
pi(w(y;w‡0, γ))− pi(w(y;w†0, γ))
]
dy
< −1
2
σ2fw(x5) +
∫ xw
x5
Mfw(y) dy
≤ −1
2
σ2fw(x5) + (xw − x5)Mfw(x5)
< 0,
where the first inequality follows from fw(xw) = 0 and (3.1), and the last two inequalities follow
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from (3.11). This contradiction implies that w(x;w0, γ) is strictly increasing in w0 for all x ≥ 0
and γ ∈ R.
Finally, the proof of limw0→±∞w(x;w0, γ) = ±∞ is quite similar to that of limγ→±∞w(x;w0, γ) =
±∞ and is omitted for brevity.
The following lemma characterizes the monotonic properties of w(x;w0, γ) with respect to
x ∈ R+ when γ takes different values.
Lemma 3.4. Fix w0 ∈ R. There exists an upper bound γ¯(w0) (possibly infinite) with γ¯(w0) >
pi(w0) such that the following holds.
(a) If γ ≤ pi(w0), then w(x;w0, γ) is strictly decreasing in x ∈ (0,∞) and
lim
x→∞w(x;w0, γ) = −∞. (3.13)
(b) If γ ≥ γ¯(w0), then w(x;w0, γ) is strictly increasing in x ∈ [0,∞) and
lim
x→∞w(x;w0, γ) =∞. (3.14)
(c) If pi(w0) < γ < γ¯(w0), then there exists a unique number x
?(w0, γ) such that w(x;w0, γ)
is strictly increasing in x ∈ [0, x?(w0, γ)] and strictly decreasing in x ∈ [x?(w0, γ),∞).
Furthermore, limx→∞w(x;w0, γ) = −∞.
Remark 3.1. For convenience, in the following sections, we let x?(w0, γ) = 0 if γ ≤ pi(w0) and
x?(w0, γ) =∞ if γ ≥ γ¯(w0).
Proof. Before proving (a)-(c), we first claim the following property: There do not exist two
numbers x1 and x2 with x1 < x2 such that
w(x1;w0, γ) = w(x2;w0, γ) and w
′(x1;w0, γ) ≤ 0 ≤ w′(x2;w0, γ). (3.15)
This is because: it follows from (3.2) with x = x1 and x = x2 that
σ2
2
w′(x1;w0, γ) + pi(w(x1;w0, γ)) + h(x1) =
σ2
2
w′(x2;w0, γ) + pi(w(x2;w0, γ)) + h(x2),
which is impossible considering (3.15) and h(x1) < h(x2) (using Assumption 1). Therefore, we
have
(i) w(x;w0, γ) can-not have a local minimizer in x ∈ (0,∞); and
(ii) w(x;w0, γ) can-not be a constant in any interval [x1, x2] with 0 ≤ x1 < x2 <∞.
Next we use properties (i)-(ii) to prove (a)-(c). First, taking x = 0 in (3.2) and noting
h(0) = 0, we have
w′(0;w0, γ) =
2
σ2
· (γ − pi(w0)). (3.16)
(a) The proof of monotonicity is divided into two cases: γ < pi(w0) or γ = pi(w0).
If γ < pi(w0), (3.16) implies that w
′(0;w0, γ) < 0. The continuity of w′(x;w0, γ) with
respect to x and properties (i)-(ii) immediately imply that w(x;w0, γ) is strictly decreasing in
x for x > 0.
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If γ = pi(w0), using the results when γ < pi(w0) and the continuity of w
′(x;w0, γ) in γ ,
we must have w′(x;w0, γ) ≤ 0 for x > 0, and property (ii) further implies that w(x;w0, γ) is
strictly decreasing in x for x > 0.
Next we show that limx→∞w(x;w0, γ) = −∞. Otherwise, there exists a finite number w
such that limx→∞w(x;w0, γ) = w and thus limx→∞w′(x;w0, γ) = 0. Taking x → ∞ in (3.2)
yields that limx→∞ h(x) = γ − pi(w), which contradicts with Assumption 1.
(b) Define
γ¯(w0) = sup{γ ∈ R : there exisits an x > 0 such that w′(x;w0, γ) < 0}. (3.17)
Part (a) implies that γ¯(w0) ≥ pi(w0) and thus γ¯(w0) is well defined although it might be ∞. If
γ ≥ γ¯(w0), then by the definition of γ¯(w0) in (3.17) and the continuity of w′(x;w0, γ) in γ, we
have that w′(x;w0, γ) ≥ 0 for all x ≥ 0. Then property (ii) implies that w(x;w0, γ) is strictly
increasing in x.
The proof of limx→∞w(x;w0, γ) =∞ is similar to that of (3.13) and thus is omitted.
(c) First, we must have
γ¯(w0) > pi(w0).
Otherwise, there is a contradiction between part (a) and (b) when γ = pi(w0) = γ¯(w0). Now,
we consider the case when pi(w0) < γ < γ¯(w0). First, we claim that for each γ ∈ (pi(w0), γ¯(w0)),
there exists a number x > 0 such that w′(x;w0, γ) < 0. If no such x exists, we have that
w′(x;w0, γ) ≥ 0 for all x > 0. Using arguments similar to those used to prove (3.13) in part
(a), we can obtain
lim
x→∞w(x;w0, γ) =∞. (3.18)
On the other hand, using the definition of γ¯(w0) and the continuity of w(x;w0, γ) in γ, there
exists a number γ† ∈ (γ, γ¯(w0)) such that w′(x†;w0, γ†) < 0 for some x† > 0. Then, we must
have that w(x;w0, γ
†) is strictly decreasing for x ≥ x† and
lim
x→∞w(x;w0, γ
†) = −∞ (3.19)
(the analysis is very similar to that of part (a) and thus is omitted). However, (3.18) and (3.19)
contradict Lemma 3.3 (a) with γ† > γ. Thus, we have proven that for each γ ∈ (pi(w0), γ¯(w0)),
there exists a number x > 0 such that w′(x;w0, γ) < 0. Define
x?(w0, γ) = inf{x ≥ 0 : w′(x;w0, γ) < 0}.
Since w′(0;w0, γ) = γ − pi(w0) > 0 and w′(x;w0, γ) is continuous in x, we have x?(w0, γ) > 0,
w′(x;w0, γ) ≥ 0 for x ∈ [0, x?(w0, γ)) and w′(x?(w0, γ);w0, γ) = 0. Further, the properties
(i)-(ii) imply that w(x;w0, γ) is strictly increasing in x ∈ [0, x?(w0, γ)] and strictly decreasing
in x ∈ [x?(w0, γ),∞).
Finally, the proof of limx→∞w(x;w0, γ) = −∞ is very similar to that of (3.13) and thus is
omitted.
3.2 Determining optimal parameters by (2.4)-(2.7)
In the previous section, we obtained structural and asymptotical properties of solution w(x;w0, γ)
to (2.3). In this subsection, we use these properties to find the optimal policy parameters
(q?, Q?, S?) and auxiliary parameters (w?0, γ
?) such that the boundary conditions (2.4)-(2.7) are
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satisfied.
Specifically, in Lemma 3.5, we show that for any w0 < `, there exist unique γ
?
1(w0), Q(w0),
and S(w0) with γ
?
1(w0) ∈ (pi(w0), γ¯(w0)) and 0 < Q(w0) < x?(w0, γ?1(w0)) < S(w0) such that
w(Q(w0);w0, γ
?
1(w0)) = w(S(w0);w0, γ
?
1(w0)) = ` and (3.20)∫ S(w0)
Q(w0)
[
w(x;w0, γ
?
1(w0))− `
]
dx = L. (3.21)
In Lemma 3.6, we prove that for any w0 < w¯0 < −k, there exist unique γ?2(w0) and q(w0) with
γ?2(w0) ∈ (pi(w0),∞) and 0 < q(w0) < x?(w0, γ?2(w0)) such that
w(q(w0);w0, γ
?
2(w0)) = −k and
∫ q(w0)
0
[
w(x;w0, γ
?
2(w0)) + k
]
dx = −K, (3.22)
where w¯0 is a number satisfying w¯0 < −k. Finally, in Lemma 3.7, we show that we can choose
a number w?0 with w
?
0 < w¯0 such that
γ?1(w
?
0) = γ
?
2(w
?
0). (3.23)
Let γ? = γ?1(w
?
0), q
? = q(w?0), Q
? = Q(w?0), S
? = S(w?0), x
? = x?(w?0, γ
?), and w?(x) =
w(x;w?0, γ
?). Figure 1 depicts the function w? and the optimal policy parameters. Using
Lemmas 3.5-3.7, we can prove Theorem 2.1 as follows.
Proof of Theorem 2.1. Recall that w? is a continuously differentiable solution to (2.3), so (3.20)-
(3.22) with (3.23) ensure (2.4)-(2.7). Besides, since γ? = γ?1(w
?
0) ∈ (pi(w0), γ¯(w0)), Lemma 3.4
(c) and w?(q?) = −k < ` = w?(Q?) imply q? < Q?, and then 0 < q? < Q? < S?. Thus we
have finished the proof of Theorem 2.1 (a). Furthermore, the facts that µ(·) is decreasing (see
Lemma 3.1) and w?(x) is increasing in x ∈ [0, x?] and decreasing in x ∈ [x?,∞) imply that
µ?(x) = µ(w?(x)) is decreasing in x ∈ [0, x?] and increasing in x ∈ [x?,∞). This completes the
proof of Theorem 2.1 (b).
Remark 3.2. It can be seen from the proof of Theorem 2.1 that if we can prove the uniqueness of
w?0 in (3.23), then the uniqueness of parameters q
?, Q?, S? and γ? can be immediately obtained.
However, it is very difficult to prove the uniqueness of w?0 in (3.23) directly. Instead, we will
first show the uniqueness of γ? using Theorem 2.2, then the uniqueness of w?0 follows by noting
that γ?1(w
?
0) = γ
? and that γ?1(w0) is strictly decreasing in w0. See the proof of Corollary 1.
Now, it remains to prove (3.20)-(3.23) by the following Lemmas 3.5-3.7. Recalling the
definition of γ¯(w0) in Lemma 3.4, we first have the following lemma.
Lemma 3.5. (a) For any w0 < `, there exists a finite number γ1(w0) with γ1(w0) ∈ (pi(w0), γ¯(w0))
such that for any γ ∈ (γ1(w0), γ¯(w0)), there exist two unique numbers Q(w0, γ) and S(w0, γ)
with 0 < Q(w0, γ) < x
?(w0, γ) < S(w0, γ) satisfying
w(Q(w0, γ);w0, γ) = w(S(w0, γ);w0, γ) = `.
(b) For any w0 < `, there exists a unique finite number γ
?
1(w0) with γ
?
1(w0) ∈ (γ1(w0), γ¯(w0))
such that
f1(w0, γ
?
1(w0)) = L, (3.24)
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Figure 1: Optimal parameters and the corresponding function
where f1(w0, γ) :=
∫∞
0 (w(x;w0, γ) − `)+ dx is strictly increasing in γ ∈ R. Furthermore,
γ?1(w0) is continuous and strictly decreasing in w0 ∈ (−∞, `).
Remark 3.3. Letting Q(w0) = Q(w0, γ
?
1(w0)) and S(w0) = S(w0, γ
?
1(w0)), Lemma 3.5 implies
(3.20) and (3.21).
Proof. (a) For any w0 < `, define
γ1(w0) = inf{γ ∈ (pi(w0), γ¯(w0)) : w(x?(w0, γ);w0, γ) ≥ `}.
It follows from Lemma 3.4 (c) and Remark 3.1 that
w(x?(w0, γ);w0, γ) = max
x≥0
w(x;w0, γ), (3.25)
which, together with Lemma 3.3 (a) and (b), implies that w(x?(w0, γ);w0, γ) is strictly increas-
ing in both γ ∈ (pi(w0), γ¯(w0)) and w0 ∈ (−∞, `). Furthermore, Lemma 3.4 implies that
lim
γ↓pi(w0)
w(x?(w0, γ);w0, γ) = w0 < ` and lim
γ↑γ¯(w0)
w(x?(w0, γ);w0, γ) =∞.
Hence, γ1(w0) is well defined, finite, and strictly decreasing in w0 ∈ (−∞, `). Using the continu-
ity of w(x;w0, γ) in γ, (3.25), the definition of γ1(w0), and the monotonicity of w(x
?(w0, γ);w0, γ)
in γ, we also have
w(x?(w0, γ1(w0));w0, γ1(w0)) = ` and
w(x?(w0, γ1(w0));w0, γ) > ` for γ ∈ (γ1(w0), γ¯(w0)).
For γ ∈ (γ1(w0), γ¯(w0)), define
Q(w0, γ) = inf{x ≥ 0 : w(x;w0, γ) = `} and S(w0, γ) = sup{x ≥ 0 : w(x;w0, γ) = `}.
Then, it follows from Lemma 3.4 (c) and w0 < ` that bothQ(w0, γ) and S(w0, γ) are well defined,
finite, and unique, and so 0 < Q(w0, γ) < x
?(w0, γ) < S(w0, γ) and w(Q(w0, γ);w0, γ) =
w(S(w0, γ);w0, γ) = `.
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(b) Note that f1(w0, γ) :=
∫∞
0 (w(x;w0, γ)− `)+ dx. Hence, Lemma 3.3 (a), Lemma 3.4, and
the definitions of Q(w0, γ) and S(w0, γ) imply that
f1(w0, γ) =

0 for γ ∈ (−∞, γ1(w0)],∫ S(w0,γ)
Q(w0,γ)
[w(x;w0, γ)− `] dx for γ ∈ (γ1(w0), γ¯(w0)),
∞ for γ ∈ [γ¯(w0),∞),
and f1(w0, γ) is strictly increasing in γ ∈ (γ1(w0), γ¯(w0)). Thus, we have
lim
γ↓γ1(w0)
f1(w0, γ) = 0 and lim
γ↑γ¯(w0)
f1(w0, γ) =∞,
which, together with the continuity of f1(w0, γ) in γ ∈ (γ1(w0), γ¯(w0)) (the continuity of
f1(w0, γ) can be implied by the continuity of w(x;w0, γ)), imply that there exists a unique
γ?1(w0) ∈ (γ1(w0), γ¯(w0)) such that f1(w0, γ?1(w0)) = L.
It remains to prove that γ?1(w0) is continuous and strictly decreasing in w0 ∈ (−∞, w0).
First, it follows from Lemma 3.3 (b) and the definition of f1(w0, γ) that f1(w0, γ) is strictly
increasing in w0 ∈ (−∞, `) when γ ∈ (γ1(w0), γ¯(w0)). Also, f1(w0, γ) is strictly increasing
in γ ∈ (γ1(w0), γ¯(w0)). Hence, γ?1(w0) is strictly decreasing in w0 ∈ (−∞, `) as can be seen
by noting that γ?1(w0) ∈ (γ1(w0), γ¯(w0)). Finally, the continuity of γ?1(w0) follows from the
monotonicity of f1(w0, γ) in γ ∈ (γ1(w0), γ¯(w0)), the continuity of f1(w0, γ) in w0 ∈ (−∞, `),
and the Implicit Function Theorem (see e.g., Theorem 1.1 in [27]).
Lemma 3.6. (a) For any w0 < −k, there exists a unique number γ2(w0) with γ2(w0) ∈
(pi(w0), γ1(w0)) such that
w(x?(w0, γ2(w0)), w0, γ2(w0)) = −k, (3.26)
and for any γ > γ2(w0), there exists a unique number q(w0, γ) with 0 < q(w0, γ) < x
?(w0, γ)
such that
w(q(w0, γ);w0, γ) = −k.
(b) There exists a number w¯0 < −k such that
f2(w¯0, γ2(w¯0)) = −K, (3.27)
and for any w0 < w¯0, there exists a unique number γ
?
2(w0) satisfying γ
?
2(w0) > γ2(w0) and
f2(w0, γ
?
2(w0)) = −K, (3.28)
where f2(w0, γ) :=
∫ q(w0,γ)
0 [w(x;w0, γ) + k] dx. Furthermore, γ
?
2(w0) is continuous and
strictly decreasing in w0 ∈ (−∞, w¯0), and
lim
w0→−∞
γ?2(w0) =∞. (3.29)
Remark 3.4. If we let q(w0) = q(w0, γ
?
2(w0)), then Lemma 3.6 implies (3.22).
Proof. (a) For any w0 < −k, define
γ2(w0) = inf{γ ∈ (pi(w0), γ¯(w0)) : w(x?(w0, γ);w0, γ) ≥ −k}. (3.30)
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Recall the fact that w(x?(w0, γ);w0, γ) is strictly increasing in γ ∈ (pi(w0), γ¯(w0)), tends to ∞
as γ goes to γ¯(w0) (from the argument after (3.25)), and tends to w0 < −k as γ goes to pi(w0)
(see Lemma 3.4). Then, γ2(w0) is well defined and unique, and satisfies (3.26). Moreover,
pi(w0) < γ2(w0) < γ1(w0). For γ ∈ (γ2(w0),∞), define
q(w0, γ) = inf{x ≥ 0 : w(x;w0, γ) = −k}. (3.31)
Since w(x?(w0, γ);w0, γ) > −k for γ ∈ (γ2(w0), γ¯(w0)) and w(x?(w0, γ);w0, γ) = ∞ for γ ∈
[γ¯(w0),∞) (see Remark 3.1), we have that q(w0, γ) is well defined and unique, and satisfies
0 < q(w0, γ) < x
?(w0, γ).
(b) We first prove (3.27). Recall f2(w0, γ2(w0)) =
∫ q(w0,γ2(w0))
0 [w(x;w0, γ2(w0)) + k] dx. If
we can show that f2(w0, γ2(w0)) is strictly increasing in w0 ∈ (−∞,−k),
lim
w0↑−k
f2(w0, γ2(w0)) = 0, and lim
w0↓−∞
f2(w0, γ2(w0)) = −∞, (3.32)
then, by defining w¯0 as
w¯0 = sup{w0 ≤ −k : f2(w0, γ2(w0)) = −K},
the continuity of f2(w0, γ) implies that (3.27) holds. (the proof of the continuity of f2 is similar
to that for f1, and thus is omitted.) The proofs that f2(w0, γ2(w0)) is strictly increasing in
w0 ∈ (−∞,−k) and that (3.32) holds are in Appendix B.
We next prove that for any w0 < w¯0, there exists a unique number γ
?
2(w0) with γ
?
2(w0) >
γ2(w0) such that (3.28) holds. First since f2(w0, γ2(w0)) is strictly increasing in w0 ∈ (−∞,−k),
we have that for w0 < w¯0,
f2(w0, γ2(w0)) < f2(w¯0, γ2(w¯0)) = −K. (3.33)
Furthermore, (3.5) and the definition of q(w0, γ) in (3.31) imply that limγ→∞ q(w0, γ) = 0 and
then
lim
γ→∞ f2(w0, γ) = 0,
which, together with (3.33) and the continuity of f2(w0, γ) in γ, implies that there exists a
unique γ?2(w0) with γ
?
2(w0) > γ2(w0) such that (3.28) holds.
We now prove that γ?2(w0) is continuous and strictly decreasing in w0 ∈ (−∞, w¯0). Similar
to the proof used for γ?1(w0), the continuity can be obtained by the Implicit Function Theorem
and is omitted. If we can prove that f2(w0, γ) is strictly increasing in w0 ∈ (−∞, w¯0) and γ ∈
(γ2(w0),∞) respectively, then f2(w0, γ?2(w0)) = −K implies that γ?2(w0) is strictly decreasing in
w0 ∈ (−∞, w¯0). We next only prove that f2(w0, γ) is strictly increasing in γ ∈ (γ2(w0),∞), and
the proof for the monotonicity in w0 ∈ (−∞, w¯0) is very similar and is omitted. Since w(x;w0, γ)
is strictly increasing in γ ∈ R (see Lemma 3.3 (a)) and w(x;w0, γ) is strictly increasing in
x ∈ (0, x?(w0, γ)) (see Lemma 3.4 (b) and (c)), w(q(w0, γ);w0, γ) = −k implies that q(w0, γ) is
strictly decreasing in γ ∈ (γ2(w0),∞). Therefore, for any γ† and γ‡ satisfying γ2(w0) ≤ γ† < γ‡,
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we have
f2(w0, γ
†) =
∫ q(w0,γ†)
0
(w(x;w0, γ
†) + k) dx ≤
∫ q(w0,γ‡)
0
(w(x;w0, γ
†) + k) dx
<
∫ q(w0,γ‡)
0
(w(x;w0, γ
‡) + k) dx = f2(w0, γ‡),
where the first inequality follows from the fact that q(w0, γ) is strictly decreasing in γ ∈
(γ2(w0),∞) and w(x;w0, γ†) ≤ −k for x ≤ q(w0, γ†), and the second inequality follows from
w(x;w0, γ) being strictly increasing in γ ∈ R (Lemma 3.3 (a)) and q(w0, γ‡) > 0. Hence,
f2(w0, γ) is strictly increasing in γ ∈ (γ2(w0),∞).
We now prove (3.29). Suppose that it fails to hold. In that case, the fact that γ?2(w0) is
strictly decreasing in w0 ∈ (−∞, w¯0) implies that there exists a finite number γ¯†2 such that
γ?2(w0) ≤ γ¯†2 for all w0 < w¯0.
Since w(x;w0, γ
?
2(w0)) ≤ −k < 0 for x ∈ [0, q(w0, γ?2(w0))], by the definition of pi(w), we have
pi(w(x;w0, γ
?
2(w0))) ≥ µ¯w(x;w0, γ?2(w0)) + c for x ∈ [0, q(w0, γ?2(w0))],
where c = minµ∈U c(µ). It follows from (3.2) that for 0 ≤ x ≤ q(w0, γ?2(w0)),
1
2
σ2w′(x;w0, γ) + µ¯w(x;w0, γ) + c+ h(x) ≤ γ,
which yields that for x ∈ [0, q(w0, γ?2(w0))],
w(x;w0, γ) ≤ w0e−ηx + 2
σ2
∫ x
0
[
γ − c− h(y)]e−η(x−y) dy, (3.34)
where η = 2µ¯/σ2. Thus, letting x = q(w0, γ
?
2(w0)) and γ = γ
?
2(w0) in (3.34) and using
w(q(w0, γ
?
2(w0));w0, γ
?
2(w0)) = −k and γ?2(w0) ≤ γ¯†2, we have that for all w0 < w¯0,
w0e
−ηq(w0,γ?2 (w0)) +
2
σ2
∫ q(w0,γ?2 (w0))
0
[
γ¯†2 − c− h(y)
]
e−η(q(w0,γ
?
2 (w0))−y) dy ≥ −k. (3.35)
Define g(x;w0) = w0e
−ηx + 2
σ2
∫ x
0 [γ¯
†
2 − c− h(y)]e−η(x−y) dy. Then for all w0 < w¯0,
g(q(w0, γ
?
2(w0)); w¯0) > g(q(w0, γ
?
2(w0));w0) ≥ −k, (3.36)
where the last inequality follows from (3.35). Let
q = inf{x > 0 : g(x; w¯0) ≥ −k},
and then (3.36) and g(0; w¯0) = w¯0 < −k imply that for all w0 < w¯0,
0 < q < q(w0, γ
?
2(w0)). (3.37)
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Therefore,
f2(w0, γ
?
2(w0)) =
∫ q(w0,γ?2 (w0))
0
[
w(x;w0, γ
?
2(w0)) + k
]
dx
≤
∫ q
0
[
w(x;w0, γ
?
2(w0)) + k
]
dx
≤
∫ q
0
[
w0e
−ηx +
2
σ2
∫ x
0
[
γ?2(w0)− c− h(y)
]
e−η(x−y)dy + k
]
dx
≤
∫ q
0
[
g(x;w0) + k
]
dx,
where the first inequality follows from (3.37) and w(x;w0, γ
?
2(w0)) + k ≤ 0 for 0 ≤ x ≤
q(w0, γ
?
2(w0)), the second inequality follows from (3.34), and the last inequality follows from
γ?2(w0) ≤ γ¯†2. Then, it follows from limw0→−∞ g(x;w0) = −∞ for all x ∈ [0, q] that
lim
w0→−∞
f2(w0, γ
?
2(w0)) = −∞,
which contradicts f2(w0, γ
?
2(w0)) = −K. Thus, we have proven (3.29) and finished the proof.
Lemma 3.7. There exists a number w?0 with w
?
0 < w¯0 such that (3.23) holds.
Proof. We use two steps to prove this lemma. First, we show that
γ?2(w¯0) < γ
?
1(w¯0). (3.38)
Second, we prove that there exists a number w0 < w¯0 such that
γ?2(w0) ≥ γ?1(w0). (3.39)
Thus, (3.38), (3.39), and the continuity of γ?1(w0) and γ
?
2(w0) imply that there exists a number
w?0 such that (3.23) holds. We next prove (3.38) and (3.39).
First, we prove (3.38). It follows from (3.26) and w¯0 < −k that
w(x?(w¯0, γ
?
2(w¯0)); w¯0, γ
?
2(w¯0)) = −k < `, (3.40)
which implies that x?(w¯0, γ
?
2(w¯0)) is finite and thus γ
?
2(w¯0) ∈ (pi(w0), γ¯(w0)). Thus, we have
f1(w¯0, γ
?
2(w¯0)) =
∫ ∞
0
(w(x; w¯0, γ
?
2(w¯0))− `)+ dx = 0 < L = f1(w¯0, γ?1(w¯0)), (3.41)
where the second equality follows from Lemma 3.4 (c) and (3.40), the last equality follows from
(3.24) and w¯0 < −k < `. Recall that f1(w0, γ) is strictly increasing in γ in Lemma 3.5, and
thus (3.41) yields (3.38).
Next we prove (3.39). Suppose that it fails to hold, i.e., for all w0 < w¯0, we have γ
?
2(w0) <
γ?1(w0). Since f1(w0, γ) is strictly increasing in γ, we have that for any w0 ≤ w¯0,
f1(w0, γ
?
2(w0)) < f1(w0, γ
?
1(w0)) = L. (3.42)
If we can show that for any fixed x > 0,
lim
w0→−∞
w(x;w0, γ
?
2(w0)) =∞. (3.43)
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then, for any fixed pair (x′, x′′) with 0 < x′ < x′′, we have that
lim inf
w0→−∞
f1(w0, γ
?
2(w0))
= lim inf
w0→−∞
∫ ∞
0
(
w(x;w0, γ
?
2(w0))− `
)+
dx
≥ lim inf
w0→−∞
∫ x′′
x′
(
w(x;w0, γ
?
2(w0))− `
)+
dx
≥ lim inf
w0→−∞
(x′′ − x′) min{(w(x′′;w0, γ?2(w0))− `)+, (w(x′;w0, γ?2(w0))− `)+}
=∞,
where the first inequality follows from (w(x;w0, γ
?
2(w0)) − `)+ ≥ 0 for all x ≥ 0, the second
inequality follows from the properties of w(x;w0, γ) in x ∈ [0,∞) for all cases in Lemma 3.4,
and the last equality follows from (3.43). This contradicts (3.42), and so we get (3.39).
It remains to prove (3.43). Fix x > 0. First, (3.29) implies that there exists a number w¯†0
with w¯†0 < w¯0 such that for all y ∈ (0, x) and w0 ∈ (−∞, w¯†0),
γ?2(w0)− pi(0)− h(y) ≥ 0. (3.44)
Choose any fixed xˆ1 and xˆ with 0 < xˆ1 < xˆ < x. Define
f(w0, xˆ, xˆ1) = min
(
−keξ(xˆ+K/(w0+k)),−
(
K
xˆ1
+ k
)
eξ(xˆ−xˆ1)
)
(3.45)
+
2
σ2
∫ xˆ
xˆ1
[
γ?2(w0)− pi(0)− h(y)
]
eξ(xˆ−y) dy.
Note that it follows from (3.29) that f(w0, xˆ, xˆ1) → ∞ as w0 → −∞. Hence, there exists
a number wˆ0(xˆ, xˆ1) with wˆ0(xˆ, xˆ1) < w¯
†
0, such that for all w0 with w0 ≤ wˆ0(xˆ, xˆ1), we have
f(w0, xˆ, xˆ1) ≥ 0.
Next we show that for each w0 with w0 ≤ wˆ0(xˆ, xˆ1), there exists a number x˜ with 0 < x˜ ≤ xˆ
(here x˜ might depend on w0) such that
w(x˜;w0, γ
?
2(w0)) ≥ 0. (3.46)
Suppose that this does not hold. Then, there exists a number w0 with w0 ≤ wˆ0(xˆ, xˆ1) such that
w(y;w0, γ
?
2(w0)) < 0 for all y ∈ (0, xˆ]. Then, (3.3) implies that for all y ∈ (0, xˆ],
1
2
σ2w′(y;w0, γ?2(w0))−Mw(y;w0, γ?2(w0)) ≥ γ?2(w0)− pi(0)− h(y). (3.47)
We consider two cases: xˆ1 ≥ q(w0, γ?2(w0)) or xˆ1 < q(w0, γ?2(w0)).
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If xˆ1 ≥ q(w0, γ?2(w0)), then integrating (3.47) from q(w0, γ?2(w0)) to xˆ yields
w(xˆ;w0, γ
?
2(w0)) (3.48)
≥ −keξ(xˆ−q(w0,γ?2 (w0))) + 2
σ2
∫ xˆ
q(w0,γ?2 (w0))
[
γ?2(w0)− pi(0)− h(y)
]
eξ(xˆ−y) dy
≥ −keξ(xˆ+K/(w0+k)) + 2
σ2
∫ xˆ
q(w0,γ?2 (w0))
[
γ?2(w0)− pi(0)− h(y)
]
eξ(xˆ−y) dy
≥ −keξ(xˆ+K/(w0+k)) + 2
σ2
∫ xˆ
xˆ1
[
γ?2(w0)− pi(0)− h(y)
]
eξ(xˆ−y) dy,
where ξ = 2M/σ2. The first inequality follows from w(q(w0, γ
?
2(w0));w0, γ
?
2(w0)) = −k, the
second inequality follows from −K/(w0 + k) < q(w0, γ?2(w0)) (noting that f2(w0, γ?2(w0)) =
−K ≥ (w0+k)q(w0, γ?2(w0))), and the last inequality follows from (3.44) and q(w0, γ?2(w0)) ≤ xˆ1.
If xˆ1 < q(w0, γ
?
2(w0)), then we have
−K = f2(w0, γ?2(w0)) =
∫ q(w0,γ?2 (w0))
0
[
w(y;w0, γ
?
2(w0)) + k
]
dy
≤
∫ xˆ1
0
[
w(y;w0, γ
?
2(w0)) + k
]
dx ≤
∫ xˆ1
0
[
w(xˆ1;w0, γ
?
2(w0)) + k
]
dy
= xˆ1
[
w(xˆ1;w0, γ
?
2(w0)) + k
]
and thus w(xˆ1;w0, γ
?
2(w0)) ≥ −K/xˆ1 − k. Integrating (3.47) from xˆ1 to xˆ yields
w(xˆ;w0, γ
?
2(w0)) (3.49)
≥ w(xˆ1;w0, γ?2(w0))eξ(xˆ−xˆ1) +
2
σ2
∫ xˆ
xˆ1
[
γ?2(w0)− pi(0)− h(y)
]
eξ(xˆ−y) dy
≥ −
(
K
xˆ1
+ k
)
eξ(xˆ−xˆ1) +
2
σ2
∫ xˆ
xˆ1
[
γ?2(w0)− pi(0)− h(y)
]
eξ(xˆ−y) dy.
Combining (3.48) and (3.49), it follows from (3.45), the definition of wˆ0(xˆ, xˆ1), and w0 ≤
wˆ0(xˆ, xˆ1) that
w(xˆ;w0, γ
?
2(w0)) ≥ f(w0, xˆ, xˆ1) ≥ 0,
which contradicts w(y;w0, γ
?
2(w0)) < 0 for all y ∈ (0, xˆ]. Hence, (3.46) holds. Then, using a
proof similar to the proof of limγ→∞w(x;w0, γ) = ∞ in Lemma 3.3 (a) we easily have (3.43),
which finishes the proof.
4 Optimality of the proposed policy
In this section, we prove Theorem 2.2 using the lower bound approach. First, in §4.1 we provide
a lower bound for the cost under any admissible policy. Then, in §4.2 we show the cost under
the proposed policy determined in §3 can achieve the lower bound and thus the proposed policy
is an optimal one.
4.1 Lower bound
We give a lower bound for the cost under any admissible policy by using Itoˆ’s formula as follows.
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Proposition 4.1. Suppose that there exists a constant γ and a function f(·) ∈ C 1(R+) with
absolutely continuous and bounded derivative f ′ and continuous second derivative f ′′ at all but
a finite number of points, satisfying
1
2
σ2f ′′(x) + min
µ∈U
(µf ′(x) + c(µ)) + h(x) ≥ γ for all x ∈ R+ at which f ′′ exists, (4.1)
with
f(x) ≤ f(y) +K + k(y − x) for 0 ≤ x < y, (4.2)
f(x) ≤ f(y) + L+ `(x− y) for 0 ≤ y < x. (4.3)
Moreover, suppose that f is bounded below, i.e., there exists a finite number fLB such that
f(x) ≥ fLB, for all x ≥ 0. (4.4)
Then C(x, φ) ≥ γ for any admissible policy φ = (µ,Y ) and initial state x ∈ R+.
Proof. It follows from Itoˆ’s formula (see, e.g., Proposition 1 in [22]) and (4.4) that
Ex[f(Xt)] = Ex[f(X0)] + Ex
[ ∫ t
0
(1
2
σ2f ′′(Xs) + µsf(Xs)
)
ds
]
(4.5)
+
2∑
i=1
Ex
[ N it∑
n=1
(
f(Xτ in)− f(Xτ in−)
) ]
.
Notice that (4.1) implies that 1/2σ2f ′′(x)+µ(x)f ′(x)+c(µ)+h(x) ≥ γ for all x ∈ R+ and µ ∈ U .
Furthermore, (4.2) and (4.3) imply that for each n ≥ 0, we have f(Xτ1n)−f(Xτ1n−) ≥ −(K+kξ1n)
and f(Xτ2n)− f(Xτ2n−) ≥ −(L+ `ξ2n). Therefore, we have
Ex[f(Xt)]
≥ Ex[f(X0)] + Ex
[ ∫ t
0
(
γ − c(µs)− h(Xs)
)
ds
]
− Ex
[ N1t∑
n=1
(
K + kξ1n
)]
− Ex
[ N2t∑
n=1
(
L+ `ξ2n
)]
= Ex[f(X0)] + γt− Ex
[ ∫ t
0
(
h(Xs) + c(µs)
)
ds+
N1t∑
n=1
(
K + kξ1n
)
+
N2t∑
n=1
(
L+ `ξ2n
)]
.
Dividing both sides of the above inequality by t and letting t→∞ gives
C(x, φ) ≥ γ + lim sup
t→∞
Ex[f(Xt)]
t
. (4.6)
It follows from (4.4) that lim supt→∞ Ex[f(Xt)]/t ≥ 0. Hence, (4.6) yields C(x, φ) ≥ γ.
4.2 Optimality of proposed policy φ?
In this subsection, Proposition 4.2 characterizes the cost under any policy φ = {(0, q,Q, S), {µ(x) ∈
U , x ∈ [0, S]}}, and then Theorem 2.2 is proved by showing that the cost γ? under the proposed
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policy φ? can achieve the lower bound in Proposition 4.1. Finally, Corollary 1 is proven.
Proposition 4.2. Consider a policy φ = {(0, q,Q, S), {µ(x) ∈ U , x ∈ [0, S]}} with 0 < q ≤
Q < S. Suppose that there exists a constant γ and a twice continuously differentiable function:
V : [0, S]→ R satisfying
1
2
σ2V ′′(x) + µ(x)V ′(x) + c(µ(x)) + h(x) = γ for 0 ≤ x ≤ S, (4.7)
with boundary conditions
V (0) = V (q) +K + kq, (4.8)
V (S) = V (Q) + L+ `(S −Q). (4.9)
Then, the average cost C(x, φ) = γ for any initial state x ∈ R+.
Proof. If the initial state x ≥ S, there will be a one-time control to bring it to Q and thus
the state will stay in [0, S] forever under the policy φ. The one-time finite control cost can be
ignored in the long-run average cost, thus it suffices to consider the case that the initial state
x ∈ [0, S].
Since V is twice continuously differentiable on [0, S], it has a bounded derivative on [0, S].
Furthermore, it follows from (4.8) and (4.9) that under policy φ, V (Xτ1n)− V (Xτ1n−) = −(K +
kξ1n) and V (Xτ2n) − V (Xτ2n−) = −(L + `ξ2n). Since 0 ≤ Xt ≤ S for all t > 0 under policy φ, it
follows from (4.5) and (4.7) that
Ex[V (Xt)] = Ex[V (X0)] + Ex
[ ∫ t
0
(1
2
σ2V ′′(Xs) + µ(Xs)V (Xs)
)
ds
]
(4.10)
+
2∑
i=1
Ex
[ N it∑
n=1
(
V (Xτ in)− V (Xτ in−)
)]
= Ex[V (X0)] + Ex
[ ∫ t
0
(γ − c(µ(Xs))− h(Xs)) ds
]
− Ex
[ N1t∑
n=1
(
K + kξ1n
)]− Ex[ N2t∑
n=1
(
L+ `ξ2n
)]
= Ex[V (X0)] + γt
− Ex
[ ∫ t
0
(
h(Xs) + c(µ(Xs))
)
ds+
N1t∑
n=1
(
K + kξ1n
)
+
N2t∑
n=1
(
L+ `ξ2n
)]
Note that min0≤x≤S V (x) ≤ V (Xt) ≤ max0≤x≤S V (x), which implies
lim
t→∞Ex[V (Xt)]/t = 0.
Dividing both sides of (4.10) by t and letting t→∞, we have C(x, φ) = γ.
We are now ready to prove Theorem 2.2. Recalling the solution to (2.3)-(2.7) in Theorem
2.1, i.e., (w?, {q?, Q?, S?, γ?}), we define
f?(x) =
{∫ x
0 w
?(y) dy for 0 ≤ x ≤ S?,∫ S?
0 w
?(y) dy + `(x− S?) for x > S?.
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Proof of Theorem 2.2. Since φ? = {(0, q?, Q?, S?), {µ?(x) ∈ U , x ∈ [0, S?]}} satisfies (2.3)-(2.5)
in Theorem 2.1, letting V (x) = f?(x) in Proposition 4.2, we have that γ? is the average cost
under φ?. If we can prove that f? and γ? satisfy the conditions in Proposition 4.1, then
C(x, φ) ≥ γ? for any admissible policy φ ∈ Π and any initial state x ∈ R+, and thus γ? is the
optimal average cost and φ? is an optimal policy.
It remains to check the conditions in Proposition 4.1. First, it follows from (2.7) and
the definition of f? that f? has an absolutely continuous and bounded derivative df?(x)/dx.
Moreover, it follows from (2.3) that f? also has a continuous second derivative at all points in
R+ except maybe S?. Moreover, it follows from the definition of f? and ` > 0 that f?(x) ≥
min0≤x≤S? f(x) for all x ≥ 0. Hence, (4.4) holds.
Next, we check (4.1). It follows from (2.3) and the definition of f? that (4.1) holds for
x ∈ [0, S?]. For x > S?, we have
1
2
σ2
d2f?(x)
dx2
+ min
µ∈U
(
µ
df?(x)
dx
+ c(µ)
)
+ h(x)
= min
µ∈U
(
µ`+ c(µ)
)
+ h(x)
> min
µ∈U
(
µ`+ c(µ)
)
+ h(S?)
≥ 1
2
σ2
dw?(S?)
dx
+ min
µ∈U
(
µw?(S?) + c(µ)
)
+ h(S?)
= γ?,
where the first equality follows from df?(x)/dx = ` and d2f?(x)/dx2 = 0, the first inequality
follows from Assumption 1 and x > S?, the second inequality follows from (2.7) and the fact
that w?(x) is strictly decreasing in x at S?, and the second equality follows from (2.3) with
x = S?.
We next check (4.2). For 0 ≤ x < y, the proof is divided into three cases: x > S?,
0 ≤ x < y ≤ S?, or 0 ≤ x ≤ S? < y. If x > S?, we have f?(y) + K + k(y − x) − f?(x) =
(`+ k)(y − x) +K > 0. If 0 ≤ x < y ≤ S?, we have
f?(y) +K + k(y − x)− f?(x) =
∫ y
x
(w?(z) + k) dz +K ≥
∫ q?
0
(w?(z) + k) dz +K = 0, (4.11)
where the inequality follows from w?(x) ≤ −k for 0 ≤ x ≤ q? and w?(x) ≥ −k for q? ≤ x ≤ S?
(see Theorem 2.1), and the last equality follows from (2.4). When 0 ≤ x ≤ S? < y, we have
f?(y) +K + k(y − x)− f?(x) = f?(S?) +K + k(S? − x)− f?(x) + (`+ k)(y − S?) ≥ 0,
where the equality follows from f?(y) = f?(S?) + `(y − S?) and the inequality follows from
f(S?) +K + k(S? − x)− f(x) ≥ 0 (using (4.11) with y = S?).
Finally, we check that (4.3) holds for all 0 ≤ y < x. This proof is also divided into three cases:
y > S?, 0 ≤ y < x ≤ S?, or 0 ≤ y ≤ S? < x. If y > S?, we have f(y)+L+`(x−y)−f(x) = L > 0.
If 0 ≤ y < x ≤ S?, we have
f(y) + L+ `(x− y)− f(x) = −
∫ x
y
(w?(z)− `) dz + L ≥ −
∫ S?
Q?
(w?(z)− `) dz + L = 0, (4.12)
where the inequality is due to w?(x) ≤ ` for 0 ≤ x ≤ Q? and w?(x) ≥ ` for Q? ≤ x ≤ S? (see
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Theorem 2.1), and the last equality follows from (2.5). If 0 ≤ y ≤ S? < x, we have
f(y) + L+ `(x− y)− f(x) = f(y) + L+ `(S? − y)− f(S?) ≥ 0,
where the inequality follows from (4.12) by letting x = S?.
Finally, we prove Corollary 1.
Proof of Corollary 1. It follows from Theorem 2 that γ? is the optimal cost and thus it is unique
in Theorem 2.1. Recalling γ? = γ1(w
?
0) and that γ1(w0) is strictly decreasing in w0 ∈ (−∞, `)
(see Lemma 3.5), we see that w?0 must be unique and so q
?, Q?, S? are all unique (see Remark
3.2). Finally, the uniqueness of w? follows from Lemma 3.2 (a).
5 Concluding remarks
In this paper, we considered a joint drift rate control and impulse control problem for a Brownian
inventory/production system with the objective of minimizing the long-run average cost. We
proved that an optimal policy has the {(0, q?, Q?, S?), {µ?(x) : x ∈ [0, S?]}} structure by using
the lower bound approach. The existence of the optimal policy parameters was shown by solving
a free boundary problem, which is crucial in this paper. We provided a roadmap to solve this
free boundary problem, which we believe can be used in other control problems with more
general processes.
We next discuss one extension to our model. We have assumed in this paper that the in-
ventory level must be nonnegative. In the analysis, the nonnegative constraint is needed to
solve the ODE with initial condition w(0) = w0. In fact, backlog is also allowed in many
inventory problems. In the case of backlog, a similar result, such as the optimality of a
{(d?, D?, U?, u?), {µ?(x) : x ∈ [d?, u?]}} policy with control band policy (d?, D?, U?, u?) and
drift rate control {µ?(x) : x ∈ [d?, u?]}, is expected. However, analyzing the ODE from x = 0
may be inappropriate. We may start from a point sufficiently small or large, so that all policy
parameters can fall in the same side of this point, just like what have done in this paper.
There are several directions worthy of future research. First, future analysis could discuss
a system whose netput inventory level is given by a compound Poisson demand process plus
a Brownian motion with changeable drift. [5] and [6] consider this model when the drift rate
is a constant and find a solution to the corresponding quasi-variational inequality by using the
Laplace transform. However, in the presence of drift rate control, the previous analysis method
can not work directly and a new analytical method must be introduced to handle this problem.
Second, future research could also consider the problem of minimizing the discounted total cost
rather than minimizing long-run average cost. In the discounted cost case, the ODE in dynamic
programming equation will no longer be one-order, but will have a two-order form as follows
1
2
σ2V ′′(x) + pi(V ′(x))− αV (x) + h(x) = 0,
where V (·) is the optimal value function and α is the discount rate. With such an ODE, the
proof for the existence of optimal policy parameters requires an argument different from the
one presented here.
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A Proof of Lemma 3.1
Proof. Since µw + c(µ) is linear in w for any fixed µ ∈ U , we know that pi(w) is concave in
w ∈ R because the concavity is preserved under the minimization operator; see e.g., §3.2.3 in
[7].
Fixing any w1 < w2, we have
|pi(w2)− pi(w1)| = |min
µ∈U
(µw2 + c(µ))−min
µ∈U
(µw1 + c(µ))|
≤ max
µ∈U
|(µw2 + c(µ))− (µw1 + c(µ))|
= max
µ∈U
|µ(w2 − w1)|
= max{|µ|, |µ¯|}(w2 − w1)
= M(w2 − w1),
and thus pi(w) is Lipschitz continuous.
Denote µ1 = µ(w1) and µ2 = µ(w2). By the definition of µ(w), we have
µ1w1 + c(µ1) ≤ µ2w1 + c(µ2) and µ2w2 + c(µ2) ≤ µ1w2 + c(µ1).
Summing these two inequalities, we have (µ2 − µ1)(w2 −w1) ≤ 0 and thus µ2 ≤ µ1 if w1 < w2.
Hence, µ(w) is decreasing in w.
B Auxiliary proof for Lemma 3.6
Proof. First, we prove that f2(w0, γ2(w0)) is strictly increasing in w0 ∈ (−∞,−k). Let w†0 and
w‡0 be any two numbers satisfying w
†
0 < w
‡
0 < −k. If we can prove
q(w†0, γ2(w
†
0)) > q(w
‡
0, γ2(w
‡
0)) and (B.1)
w(x;w†0, γ2(w
†
0)) < w(x;w
‡
0, γ2(w
‡
0)) for all x ∈ [0, q(w‡0, γ2(w‡0))], (B.2)
then
f2(w
†
0, γ2(w
†
0)) =
∫ q(w†0,γ2(w†0))
0
[
w(x;w†0, γ2(w
†
0)) + k
]
dx
<
∫ q(w‡0,γ2(w‡0))
0
[
w(x;w†0, γ2(w
†
0)) + k
]
dx
<
∫ q(w‡0,γ2(w‡0))
0
[
w(x;w‡0, γ2(w
‡
0)) + k
]
dx
= f2(w
‡
0, γ2(w
‡
0)),
where the first inequality follows from (B.1) and w(x;w†0, γ2(w
†
0))+k < 0 for all x ∈ [0, q(w†0, γ2(w†0))]
(see (3.31)), and the second inequality follows from (B.2). Thus, f2(w0, γ2(w0)) is strictly in-
creasing in w0 ∈ (−∞,−k).
We next prove (B.1). Recalling the definition of x?(w0, γ) in Lemma 3.4 (c) and (3.26), we
have
max
x≥0
w(x;w0, γ2(w0)) = −k,
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which, together with Lemma 3.3 (a) and (b), implies that
γ2(w0) is strictly decreasing in w0 ∈ (−∞,−k). (B.3)
Furthermore, it follows from (3.26) and (3.31) that
w(q(w0, γ2(w0));w0, γ2(w0)) = w(x
?(w0, γ2(w0));w0, γ2(w0)) = −k, (B.4)
which together with the properties of w, yields
q(w0, γ2(w0)) = x
?(w0, γ2(w0)).
Then,
w′(q(w0, γ2(w0));w0, γ2(w0)) = w′(x?(w0, γ2(w0));w0, γ2(w0)) = 0.
Thus, taking γ = γ2(w0) and x = q(w0, γ2(w0)) in (3.2), we have
pi(−k) + h(q(w0, γ2(w0)) = γ2(w0), (B.5)
which, together with the monotonicity of h(x) and γ2(w0) (see (B.3)), implies (B.1).
We next prove (B.2). Lemma 3.4 (c) and (B.1) imply that
w(q(w‡0, γ2(w
‡
0));w
†
0, γ2(w
†
0)) < w(q(w
†
0, γ2(w
†
0));w
†
0, γ2(w
†
0)) (B.6)
= −k
= w(q(w‡0, γ2(w
‡
0));w
‡
0, γ2(w
‡
0))
Define f3(x) = w(x;w
‡
0, γ2(w
‡
0))− w(x;w†0, γ2(w†0)). Then
f3(0) = w
‡
0 − w†0 > 0 and f3(q(w‡0, γ2(w‡0))) > 0,
where the inequality follows from (B.6). Suppose (B.2) does not hold. Then, by the continuity
of f3(·), there exists a number x†1 ∈ (0, q(w‡0, γ2(w‡0))) such that f3(x†1) = 0. It follows from (3.2)
that
w′(x†1;w
†
0, γ2(w
†
0)) + pi(w(x
†
1;w
†
0, γ2(w
†
0))) + h(x
†
1) = γ2(w
†
0) and
w′(x†1;w
‡
0, γ2(w
‡
0)) + pi(w(x
†
1;w
‡
0, γ2(w
‡
0))) + h(x
†
1) = γ2(w
‡
0),
which, together with f3(x
†
1) = 0, imply that
f ′3(x
†
1) = γ2(w
‡
0)− γ2(w†0) < 0, (B.7)
where the inequality follows from (B.3). Hence, there exists an x†2 ∈ (x†1, q(w‡0, γ2(w‡0))) such
that f3(x
†
2) < 0, which together with f3(q(w
‡
0, γ2(w
‡
0))) > 0, implies that there must exist an
x†3 ∈ (x†2, q(w‡0, γ2(w‡0))) such that
f3(x
†
3) = 0 and f
′
3(x
†
3) > 0. (B.8)
Furthermore, considering f3(x
†
3) = 0 in a way, similar to the analysis of (B.7), the first part
of (B.8) implies f ′3(x
†
3) < 0, which contradicts the second part of (B.8). Thus, we have proven
(B.2) and have finished the proof that f2(w0, γ2(w0)) is strictly increasing in w0 ∈ (−∞,−k).
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Letting w0 → −k, it follows from the definition of q(w0, γ) that q(w0, γ2(w0))→ 0 and thus
limw0→−k f2(w0, γ2(w0)) = 0.
We next prove the second part of (3.32). First, we show that
lim
w0→−∞
γ2(w0) =∞. (B.9)
If it fails to hold, then (B.3) implies that there exists a finite number γ¯‡2 such that γ2(w0) ≤ γ¯‡2
for all w0 < −k. Hence, it follows from (B.5) and Assumption 1 that there exists a finite number
q¯‡ such that q(w0, γ2(w0)) ≤ q¯‡ for all w0 < −k. Therefore, we have that for all w0 < −k,
w(x?(w0, γ2(w0));w0, γ2(w0)) = max
0≤x≤q¯‡
w(x;w0, γ2(w0)) ≤ max
0≤x≤q¯‡
w(x;w0, γ¯
‡
2), (B.10)
where the equality follows from x?(w0, γ2(w0)) = q(w0, γ2(w0)) ≤ q¯‡ (see (3.26) and (3.31)) and
Lemma 3.4 (c), and the inequality follows from γ2(w0) ≤ γ¯‡2 and Lemma 3.3 (a). Hence, it
follows from (B.4) that
max
0≤x≤q¯‡
w(x;w0, γ¯
‡
2) ≥ −k
for all w0 < −k. However, it follows from Lemma 3.3 (b) that w(x;w0, γ¯‡2)→ −∞ as w0 → −∞
for any x ∈ [0, q¯‡], which is a contradiction. Therefore, (B.9) holds.
Using (B.5) and limw0→−∞ γ2(w0) = ∞, we have limw0→−∞ q(w0, γ2(w0)) = ∞. If the
second part of (3.32) fails to hold, then the fact that f2(w0, γ2(w0)) is strictly increasing in
w0 ∈ (−∞,−k) implies that there exists a number f such that f2(w0, γ2(w0)) ≥ f for all
w0 < −k. For any fixed pair (x†4, x†5) with 0 < x†4 < x†5, limw0→−∞ q(w0, γ2(w0)) = ∞ implies
that there exists a w]0 such that for any w0 < w
]
0,
q(w0, γ2(w0)) > x
†
5 > x
†
4.
Then, it follows from Lemma 3.4 (c) that
f ≤ f2(w0, γ2(w0)) =
∫ q(w0,γ2(w0))
0
[
w(x;w0, γ2(w0)) + k
]
dx
≤
∫ x†4
0
[
w(x†4;w0, γ2(w0)) + k
]
dx = x†4
[
w(x†4;w0, γ2(w0)) + k
]
,
which implies that w(x†4;w0, γ2(w0)) ≥ f/x†4 − k. Furthermore, it follows from (3.3) and
w(q(w0, γ2(w0));w0, γ2(x0))) = −k < 0 that for any w0 < w]0 and x ∈ [0, q(w0, γ2(w0))],
1
2
σ2w′(x;w0, γ2(w0))−Mw(x;w0, γ2(w0)) ≥ γ2(w0)− pi(0)− h(x),
which yields that for w0 < w
]
0,
w(x†5;w0, γ2(w0))
≥ w(x†4;w0, γ2(w0))eξ(x
†
5−x†4) +
2
σ2
∫ x†5
x†4
[
γ2(w0)− pi(0)− h(y)
]
eξ(x
†
5−y) dy
≥
( f
x†4
− k
)
eξ(x
†
5−x†4) +
2
σ2
∫ x†5
x†4
[
γ2(w0)− pi(0)− h(y)
]
eξ(x
†
5−y) dy,
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where ξ = 2M/σ2. Therefore, (B.9) immediately implies
lim
w0→−∞
w(x†5;w0, γ2(w0)) =∞.
However, it follows from q(w0, γ2(w0)) > x
†
5 and Lemma 3.4 (c) that w(x
†
5;w0, γ2(w0)) ≤
w(q(w0, γ2(w0));w0, γ2(w0)) = −k. This contradiction implies the second part of (3.32).
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