Abstract-This paper describes a technique for design under uncertainty based on hybrid genetic algorithm. In this work, the proposed hybrid algorithm integrates a simple local search strategy with a constrained multi-objective evolutionary algorithm. The local search is integrated as the worst-casescenario technique of anti-optimization. When anti-optimization is integrated with structural optimization, a nested optimization problem is created, which can be very expensive to solve. The paper demonstrates the use of a technique alternating between optimization (general genetic algorithm) and anti-optimization (local search) which alleviates the computational burden. The method is applied to the optimization of a simply supported structure, to the optimization of a simple problem with conflicting objective functions. The results obtained indicate that the approach can produce good results at reasonable computational costs.
I. INTRODUCTION
Today with the development of industry and research, precision is more and more emphasized. However, due to the current limitation of technology and equipment, uncertainty inevitably exists. In some real analysis of engineering problem, it is more real to model it uncertainty, that is, undetermined. It is because for example, some loading, like wind load, often varies over some range instead of one determined value. In some uncertainty cases, the variety in the systems parameter is neglected for the convenience to do the analysis. Sometime it is fortunate to obtain the response still valid and reasonably in some extent. However, sometimes the uncertainty analysis of system can not be neglected because it do exaggerate in the final performance output or high accuracy results are demanded.
To tackle such problems, there have been a number of approaches to be investigated on this topic. According to the different type of uncertainty, several distinct methods were introduced to handle the analysis: interval analysis, fuzzy sets and fuzzy logic, and probabilistic approach. When less information is given and only range of each uncertainty quantity can be specified, interval method is widely used. Convex models of uncertainty were proposed by Ben-Haim and Elishakoff [1] , Elishakoff et al. [2] , and they are an extension to the methods of interval analysis [3] . Hargreaves [4] contributed a lot in mathematic aspect for interval calculation. He made a general code as Intlab in Matlab to deal with interval quantity. In his work, he developed and programmed N.F. Wang and Y.W. Yang are with the School of Civil and Environment Engineering, Nanyang Technological University, Block N1, Nanyang Avenue, Singapore 639798; email: nfwang@ntu.edu.sg, CYWYang@ntu.edu.sg. K. Tai is with the school of Mechanical and Aerospace Engineering, Nanyang Technological University, 50 Nanyang Avenue, Singapore 639798; email: mktai@ntu.edu.sg. some function to solve the linear interval equations which are often constructed to describe the uncertainty system and get the response output. It can be used as a platform to conduct the interval analysis conveniently.
Fuzzy set theory was introduced by Zadeh [5] . But the application of fuzzy sets concept into structural analysis is more recent. This application is considered by Ayyub [6] systematically. Tonon and Bernardini [7] developed a mono and multi-objective optimization approach for structural uncertainty, using fuzzy set and random set theories. In their work, a fuzzy set was utilized to describe every objective function. Uncertainty was expressed by the fuzzy numbers, the meaning was clarified by random set and possibilities theories. This applied to the problem stating with presumption or preference via α-cut. For example, some mechanical systems can be analyzed through this method [8] .
Structural design is subject to uncertainties in loads, material properties, and other variables. Traditionally, these uncertainties were handled via safety factors. However, the use of safety factors can not completely avoid inefficient designs. For problems with distribution description of the variety in the system parameter, probabilistic approach is often used [9] . One of classical probabilistic method is Monte Carlo simulations or the stochastic finite element method. Probabilistic approaches offer an attractive framework for designing structures in the presence of uncertainty, but they require much information about probabilistic models. When such information is inaccurate, large errors can be incurred in the calculation of failure probabilities [10] .
When the available uncertainty data is limited, a probability distribution may not be able to be estimated accurately, but bounds for the uncertain variables may be at least estimated. The designer will generally seek for the least favorable solution for the structure within the domain defined by the bounds on the uncertain variables. This search for the worst condition for a given problem was named anti-optimization by Elishakoff [11] , [12] . The term antioptimization was also used in a more general sense, to describe the task of finding the worst scenario for a given problem. Haftka et al. [13] , [14] presented a two species genetic algorithm effectively reducing the two level problem to a single level. Tanooka et al. [15] extended genetic algorithms by introducing an age structure, where the key point is to evaluate an individual no directly by an objective value of a corresponding solution currently observed, but by accumulating values which have been observed at preceding generations. Maenghyo and Seung [16] optimized the maximum strength of laminated composites under bounded uncertainty of material properties by genetic algorithm.
In recent years, hybrid genetic algorithms have become more homogeneous and some great successes have been had in the optimization of a variety of classical hard optimization problems. Hybrid algorithms of Genetic Algorithms (GAs) and those neighborhood search algorithms were proposed to improve the search ability of GAs, and their high performance was reported. Ishibuchi and Murata [17] , [18] proposed a multiobjective genetic local search (MOGLS) algorithm. The algorithm uses a weighted sum of multiple objectives as a fitness function. A local search procedure is applied to the new solution produced by crossover and mutation operations to maximize its fitness value. Addressing the high computation time spent by local search, the local search part is modified, and combined with SPEA [19] algorithms and NSGAII [20] . The balance between genetic search and local search through computer simulations were examined. Jaszkiewicz [21] suggested an algorithm initially called RD-MOGLS for 'random directions' MOGLS [21] , and compared a slight variant called the Pareto memetic algorithm (PMA) with other well-known algorithms in [22] . In some hybrid algorithms, local search is used only when the execution of GAs is terminated. Deb and Goel [23] applied local search to final solutions obtained by EMO algorithms for decreasing the number of non-dominated solutions (i.e., for decreasing the variety of final solutions). In all of these algorithms, the basic idea is simple: a local search is applied to new offsprings generated (by crossover or mutation), and the improved offspring then competes with the population for survival to the next generation. A novel constrained tournament selection [24] is used as a single objective function in the local search strategy. The selection is utilized to determine whether a new solution generated in local search process will survive.
All the hybrid GAs investigated served to improve the effectiveness and demonstrated their success. However, this paper integrates a simple genetic local search algorithm as the anti-optimization technique with a constrained multiobjective evolutionary algorithm proposed in [25] . A constrained tournament selection is used as a single objective function in the local search strategy. The selection is utilized to determine whether a new solution generated in local search process will survive. Good initial solutions, the solutions to be mutated, are chosen for local search.
II. PROPOSED ALGORITHM -LOCAL SEARCH
A general constrained multiobjective optimization problem (in the minimization sense) is formulated as:
where f is a vector of m objectives and
is the vector of n design variables. The optimal design of a structure under uncertainties is to establish one that obtains the objective values of all uncertainty parameters and to satisfy simultaneously all constraints including component stresses, nodal displacements, structural weight and design variable limits etc. Consider a structure subject to u uncertain variables x u and n − u normal design variables x n . The robustness of the objective function can be achieved by minimizing the maximum value of the objective functions. Therefore in the study, an antioptimization procedure implemented in this work by local search is employed to search for the values of the worst objective functions. The formulation of such design can then be written as below:
where C N is a particular set of solutions which will be relative to generation number N , and x L u and x U u define the lower bound and upper bound of x u . The formulation considered leads to a nested optimization problem which will be solved by means of a GA for optimization and a local search for anti-optimization. Generally speaking, this is a sort of minmax search, where "max" part is dealt with by a local search algorithm, and "min" part is realized by a genetic algorithm.
A. tournament selection for local search
Since a local search strategy requires a tournament selection between an initial solution and its neighboring solution, a comparison strategy is needed. For multi-objective optimization without constraints, a single objective function converted from multiple objectives can be used. For constrained optimization, constraint handling mechanisms should be given first. In most applications, penalty functions using static [26] , dynamic or adaptive concepts [27] have been widely used and are quite popular. The major problem is the need for specifying the right value for penalty parameters in advance. The method from Ray et al. [28] incorporates a Pareto ranking of the constraint violations and so does not involve any aggregation of objectives or constraints and thus the problem of scaling does not arise. Note that Pareto ranking is not well suited for hybridization with local search. For a anti-optimization problem, when Pareto ranking is used, the current solution x is replaced with its neighboring solution y (i.e., the local search move from x to y is accepted) only when x dominates y (i.e., x is better than y). That is, the local search move is rejected when x and y are non-dominated with respect to each other. However, change of the rank of a given solution may require significant changes of the objective/constraint values, and so, many local moves will not degenerate the rank. The main difficulty with using the Pareto ranking approach is that the movable area of the current solution by local search is very small.
Deb [29] proposed a constraint handling method which is also based on the penalty function approach but does not require the prescription of any penalty parameter. The main idea of this method is to use a tournament selection operator and to apply a set of criteria in the selection process. For a anti-optimization problem, it can be easily changed to: 1) Any infeasible solution is preferred to any feasible solution. 2) Between two feasible solutions, the one having worse objective function value is preferred. 3) Between two infeasible solutions, the one having bigger constraint violation is preferred. According to these criteria, the constrained optimization can be constructed as
wheref (x) is the artificial unconstrained objective function, F the feasible region of the design domain, f max the objective function value of the worst feasible solution in the population, and vio(x) the summation of all the violated constraint function values. However, this approach is only suitable for single-objective constrained optimization problem if no further handling mechanisms for multiple objectives are given. And vio(x) as summation of constraint values cannot reflect the real relative comparison between them because of different orders of magnitude among the constraints, and in this sense, it also based on the penalty functions where all the penalty parameter is set to 1. Extending the basic idea of Deb's method, a technique combining Pareto ranking and weighted sum is suggested for the local search selection process. There are only 3 combinations for the two solutions: both feasible, both infeasible, and one feasible and the other infeasible. The main idea of the technique is to use a tournament selection operator and to apply a set of criteria in the selection process. For such a antioptimization procedure, any infeasible solution is preferred to any feasible solution. When both solutions are feasible, Pareto ranking based on objectives is calculated. The one with bigger rank value is preferred. If the situation still ties, a more sophisticated acceptance rule is used for handling the situation. The fitness function of the solution x is calculated by the following weighted sum of the m objectives:
where f (x) is a combined objective and w 1 , w 2 , · · · , w m are nonnegative weights for the objectives set according to different orders of magnitude among them. Constant weight values are used in this work to fix the search direction based on user's preference. The solution with a bigger f (x) will survive. When both solutions are infeasible, Pareto ranking based on constraints is calculated. The one with bigger rank value is preferred. If the rank is same, the one with worse fitness value survives. The selection criteria can be described as below to decide whether a current solution x should be replaced by a neighboring solution y: 1) If x is feasible and y is infeasible, replace the current solution x with y (i.e., let x = y).
2) If both x and y are feasible, then if RankObj x < RankObj y , then x = y, else if RankObj x = RankObj y and f (x) < f(y), then x = y. 3) If both x and y are infeasible, then if RankCon x < RankCon y , then x = y, else if RankObj x = RankObj y and f (x) < f(y), then x = y.
B. selection of initial solutions
Local search applied to all solutions in the current population in the algorithm is inefficient, as is shown in [19] . In the proposed algorithm, the computation time spent by local search can be decreased by applying local search to only selected solutions and only selected generations. If n is the number of decision variables, the best n number of solutions from the current population (based on Pareto ranking) is selected. These n number of mutated solutions after local search are then put into the next population P . It is also possible to probabilistically apply local search to offspring solutions obtained from crossover. This may somewhat degrade the inherent advantage of local search: simplicity. Thus the local search procedure in crossover offspring is not implemented. The generation update mechanism in the proposed algorithm is shown in Figure 1 . The implementation of the anti-optimization part is a modularized. 
C. local search procedure
As is explained in the above, a local search procedure is applied to each new solution generated by the mutation. Generally, a local search procedure can be written as follows:
Step 1: Specify an initial solution and its corresponding design variable.
Step 2: Apply Hooke and Jeeves Method to determine the search path using the tournament selections criteria stated above as the function values.
Step 3: If the prescribed condition is satisfied, terminate the local search.
D. main algorithm
The overall algorithm uses a framework which combines the method stated in [25] and local search. The algorithm is given below:
Step 1: Generate random initial population P of size M .
Step 2: Evaluate objective as well as constraint functions for each individual in P.
Step 3: Compute Pareto Ranking based on objective space, constraint space, and the combined objectives and constraints space respectively to yield RankObj, RankCon and RankCom.
Step 4: Select elite individuals. Elite individuals carried from the previous generation preserve the values of their objective and constraint functions.
Step 5: Select n good individuals from P, mutate and apply local search procedure in specified generation, then put them into new population P .
Step 6: Crossover.
Step 7: If a prescribed stopping condition is satisfied, end the algorithm. Otherwise, return to Step 2.
III. OPTIMIZATION OF STRUCTURES UNDER LOAD UNCERTAINTIES
The ten-bar truss example is a standard test problem in the structural optimization literature [30] - [36] . In this work, the structure optimization problem is defined in a similar way to represent the design space using 4-noded quadrilateral elements instead of truss members. Consider design space as shown in Fig 2. The length of the design space is 0.1m, and the width is 0.05m. The characteristics of the material aluminium used are as follows: the modulus of elasticity E is 68948 MPa, the mass density ρ is 2768 kg/m 3 . The maximum allowable vertical displacement d 2,allowable at loading point 2 is 0.000635m. Loading point 1 is subjected to a vertical load P 1 while loading point 2 is subjected to both a vertical load P 2 and a horizontal load P 3 as shown in Fig 2 . P 2 and P 3 are normal loads whose values are 44.4N and 222N respectively while P 1 is under uncertainties whose value varies between 44.4N and 55.5N.
For this problem, a rectangle design space as shown in Figure 2 is discretized into a 50 by 25 mesh of identical square elements. The solid elements touching the boundaries of the design space correspond to input/output elements, marked with the black elements. There are four input/output elements, connected to each other by six Bezier curves just like in the illustration of Figure 3 in accordance with the morphological geometry representation scheme proposed in [37] . The optimization problem can be formulated as follows:
where w is the weight of the structure and d is the displacement of the loading point 2. Local search which is triggered every 10 generations in this work is only applied to selected C N solutions. A dimensionless expression for the stress constraint may be written as
where σ peak−von−Mises is the peak von Mises stress and σ y is the tensile yield strength of the material.
IV. RESULTS
The optimization procedure and finite element analysis have been implemented through a C++ program running in the windows environment of a PC. Values of the objective and constraint functions for every design are derived from the results of a FE analysis of the designed structure. In this problem, six Bezier curves are used such that there is one connecting curve between any two I/O points, with each curve defined by three control points. All thickness values are allowed to vary between the minimum value 0 and maximum value 3. The optimization was run for 400 generations (with a population size of 200 per generation), by the end of which 89,013 objective function evaluations have been performed. Two of the solutions at the end of 400 generations are shown in Figure 4 . Figure 4 (a) shows the solution with best weight objective under the worst load case where the P 1 load is 55.5N. Figure 4(b) shows the solution with the displacement objective under the worst load case where the P 1 load is 55.5N.
V. CONCLUSIONS
A novel idea is presented in this paper that local search serves as an anti-optimization procedure. The optimization procedure and finite element analysis have been implemented through a C++ program running in the windows environment of a PC. Values of the objective and constraint functions for every design are derived from the results of a FE analysis of the designed structure. Simulation results of the structure optimization under load uncertainties are encouraging, which indicates that the hybrid algorithm integrates local search as anti-optimization is applicable. The proposed tournament constrained selection method works well and the computation cost is reasonable. In this work, only one load under uncertainty is considered. Future work needs to be done to improve the applicability of the hybrid genetic algorithm with respect to uncertainties in multiple loads, material properties, and other variables. 
