Many studies link cross-State policy variation in compulsory schooling laws to the early-life human capital accumulation of individuals born in the early twentieth century U.S., thus providing a plausible way to investigate the causal impact of education on various lifetime outcomes. We use this strategy to estimate the effect of education on older-age mortality. Our key innovation is to combine U.S. Census data and the complete Vital Statistics records to form precise mortality estimates by sex, birth cohort, and birth State. In turn we find that virtually all of the variation in these mortality rates is captured by cohort effects and State effects alone, making it impossible to reliably tease out any additional impact due to changing educational attainment induced by State-level changes in compulsory schooling.
Introduction
A large literature documents a strong correlation between education and health outcomes.
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Many scholars have suggested that the relationship is likely causal. Cutler and Lleras-Muney (2010) , for example, provide persuasive evidence about a number of pathways by which education might improve health: highly educated people have higher income and better insurance, higher cognitive ability, and stronger social networks, all of which contribute to better health behaviors.
Even so, it is difficult to cleanly demonstrate a causal relationship between education and mortality. One possible way to proceed-exemplified by the pioneering work of Lleras-Muney (2005) -is to exploit changes in compulsory schooling laws as a means of finding plausibly exogenous variation for the purpose of identifying the impact of education on subsequent mortality. Using an IV strategy based on changes in compulsory schooling laws in the early twentieth century U.S., Lleras-Muney (2005) estimates a large causal impact of education on mortality; she finds that among whites "one additional year of schooling reduces ten-year mortality rates by about 60%." Several additional studies have followed Lleras-Muney's lead. Among recent examples, Albouy and Lequien (2009) use French data to examine two successive reforms in compulsory education laws. Analyses using regression discontinuity (RD) and instrumental variables (IV) lead the authors to conclude that "survival rates at 50 and 80 years old do not seem to be affected by years of schooling between 13 and 16." Similarly, Clark and Royer (forthcoming) examine the relationship between education and health in the United Kingdom, using 1947 and British compulsory school laws reforms. Also implementing RD and IV strategies, they find no sizable effect of education on mortality. Finally, Meghir, Palme, and Simeonova's (2012) study of compulsory education reform in Sweden shows that increased education appears to have contributed to limited gains in mortality among women from such preventable causes as lung cancer and liver cirrhosis, and some delay in mortality among men from their forties to their fifties. Overall, though, they find that "the reform had very small effects on overall health up to age 60" (which is the oldest age they could evaluate with their data).
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The papers cited in the previous paragraph suggest that the causal effects of education on mortality rates are sufficiently small that they are difficult to estimate in many settings. What is required, first of all, is a policy shift substantial enough to affect meaningful changes in completed schooling among a relatively large number of people. Beyond that, though, there are two common problems for researchers: First, for some populations under study, mortality is sufficiently rare that it is difficult to tease out a small impact of education on 1 As Grossman (2000) states, many studies show that "years of formal schooling completed is the most important correlate of good health. This finding emerges whether health levels are measured by mortality rates, morbidity rates, self-evaluation of health status, or physiological indicators of health, and whether the units of observation are individuals or groups. The studies also suggest that schooling is a more important correlate of health than occupation or income, the two other components of socioeconomic status." 2 Lochner (2011) provides thoughtful overview of recent papers on the causal impact of education on mortality and on health more generally. mortality even with large samples and accurate data. Second, mortality is often measured with imprecision. The following examples are illustrative.
Consider, first, Meghir, Palme, and Simeonova's (2012) study of mortality in Sweden. These authors evaluate a policy change-school reforms implemented at the municipal level in Sweden between 1949 and 1962-that induces a reasonably large response in completed education. But while they have impressive and accurate data, based on population registers of more than 670,000 men and 650,000 women, their data allow analysis only at ages 60 and younger, and in the Swedish setting this means their data include only approximately 32,000 deaths for men and 20,000 deaths among women.
At the opposite end of the spectrum, consider Lleras-Muney's (2005) analysis. Her work also is based on important changes in compulsory schooling laws (in her case, at the State level), which have meaningful impacts on the attainment of education.
3 By analyzing mortality from 1960 through 1980 for white men and women born in the U.S. between 1901 and 1925, she has millions of deaths to account for. The problem is that her research design requires death rates for cohort × gender × State of birth cells, which she estimates using one percent public use samples from the Census. Thus, while the population under study is much larger than in Meghir, et al. (2012) , the key variable of interest-the mortality rate-is measured with massively less precision.
The imprecision of the mortality estimates used as the dependent variable in LlerasMuney (2005) means that inferences drawn may also be somewhat tenuous. Thus, for example, despite the fact that her estimated effect size is large, statistical power is sufficiently low that in the key regressions results are not statistically significant for men and women separately.
Our innovation here is to incorporate far more data than has been employed in previous work. In particular, like Lleras-Muney, we examine cohorts of white men and women born 1901-1925 in the U.S., but our primary focus is on mortality during the years 1980 to 1990, during which we can construct mortality estimates using the complete death counts from Vital Statistics records, as those data include State of birth on an on-going basis from 1978 forward. Mortality is reasonably high for our study cohorts, who are aged approximately 55-89. Thus we use several million death records in constructing our mortality estimates. A key challenge is appropriately estimating denominators for calculating death rates at the cohort by State of birth level. We use a simple generalized method of moments (GMM) procedure that optimally combines Census and Vital Statistics data for this purpose.
Ideally we would like to use our GMM methodology to look at mortality at younger ages as well. While State of birth is not generally available for public records prior to 1978, we fortunately did find data for the years 1960-1963. Thus we can conduct our analyses for those years also (at which time individuals in our study cohorts are aged 35 to 62).
Having estimated mortality rates quite precisely for the population under study, we proceed to estimate the impact of schooling on mortality using compulsory schooling law changes as instruments. Our most important finding is that when we use our highly-precise mortality estimates, a simple OLS regression, with cohort fixed effects, State fixed effects, and region by cohort fixed effects, gives an R 2 greater than 0.995 for both men and women.
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Thus there is very little variation to be explained; only an extraordinary quasi-experiment can be expected to allow us to detect an effect of schooling changes on mortality against the existing trends. Nonetheless we attempt IV analyses using conventional methods. Inferences are somewhat sensitive to specification, and also they depend on the way schooling laws are coded, i.e., whether we use variables constructed by Lleras-Muney (2005) , Goldin and Katz (2008) , or Stephens and Yang (2012) . However, in all cases the estimated coefficients are very close to zero. In short, we find no persuasive evidence of a substantial causal impact of schooling on mortality.
GMM Estimates of Mortality Using Census and Vital Statistics Data
In the empirical work that follows we are relying on year-to-year State-level educational policy variation as a means of generating variation in educational attainment, which we then hope to map into older-age mortality. So the first step is to find a way to estimate mortality by birth State and birth cohort. Also, because mortality rates differ substantially by sex, we need to estimate these separately for men and women. We restrict attention to whites. As noted above, Lleras-Muney (2005) adopts a clever and straightforward approach. The idea is to calculate ten-year mortality rates, using U.S. Decennial Census samples. These data have all the required elements. For example, suppose we want to estimate mortality for men born in Georgia in 1912 (denoted here as group i) over the period 1980 through 1990. Let N 0 i be the number of individuals in this cohort in 1980, a Census year, and N 1 i be the comparable number from the following Decennial Census, taken in 1990. Then if we assume that there is no net migration of this group,
is the ten-year mortality rate (from, roughly, age 68 to 78). We do not observe the required elements in (1); instead we can use as our estimator
where S 0 i and S 1 i are respective sample counts and ω 0 and ω 1 are the appropriate inflation factors. Thus, for example, if we are using a 1-in-20 sample in both periods, these factors are 20.
Estimator (2) is likely to be quite noisy when samples are small. Here we suggest that improvements are possible if we have a count from Vital Statistics data of the number of 4 Indeed, the R 2 statistics are well over 0.99 with the cohort effects and State effects alone.
individuals in group i who have died between time 0 and time 1. Let D i be such a count, and suppose that it has been accurately recorded. Then mortality is D i /N 0 i . Our goal is to use available data efficiently for the purpose of estimating N 0 i , which we can then use as a base to form this mortality estimate. Black, et al. (2011) derive a simple generalized method of moments (GMM) procedure for handling the problem. We outline the basic idea here.
Given our data structure we have two moment restrictions:
The hope is to find an estimator that fits these restrictions well. A starting point is to minimize
which leads to a minimum distance estimator,
This in turn can be used as a first step to form a GMM estimator. The next step is to undertake a minimization exercise, such as the one given in (4), but in which the matrix in the interior of (4) replaces the identity matrix with W −1 , the inverse of the covariance matrix from the vector of "moment restrictions," which in our case is
where p 0 i and p 1 i are, respectively, the probability in period 0 that an observation from the complete sample S 0 is a member of group i, and the analogous probability in period 1. 6 The terms in W are easy to find as our particular problem entails draws from two independent 5 Our restrictions assume that D i , the death counts for individuals in group i, have been accurately recorded in Vital Statistics records. If this number is thought to be recorded with error, and the error process can be modeled, we would instead have three moment restrictions.
6 That is, p binomial processes.
7 With a bit of algebra we can show that the resulting estimator iŝ
where, as a practical matter, p i are replaced withp i -estimates derived in the first stage. As in (5), we are using a weighted sum of two consistent estimates of N 0 i for our estimator, but in the GMM case we use asymptotically optimal weights.
Finally, having found the GMM estimate of N 0 i , our estimate of the mortality rate for group i from time 0 to time 1 is
We estimate these objects for several thousand birth State × birth cohort × sex cells. They form the basis for the analysis that follows. Unfortunately, State of birth is a recorded element for Vital Statistics death records on an on-going basis only after 1978. So in the work that follows, we use estimates of ten-year mortality for 1980 to 1990. As for earlier periods, we do have birth State for data from the years 1960-1963, so for those years we estimate mortality for a shorter period, using the 1960 Census data to form appropriate denominators. Tables 1 and 2 are intended to give some sense of our GMM mortality estimates, which combine Census data and Vital Statistics records, and can be expected to compare to the Census-only estimates. First, from Table 1 we notice that some of the cells we are working with are quite small-just a few hundred observations (estimated with far fewer than 100 observations, given our 5 percent sample). Thus we expect the estimates of mortality to be rather noisy using the Census-only approach, particularly for the small cells. Table 2 shows that in general the correlation between the Census-only and GMM estimates is very high overall-greater than 0.95. This is as expected. However, also as expected, the correlation is much lower for smaller cells, i.e., is only approximately 0.70 for cells below the 10th percentile. This means that the Census-only approach is introducing a great deal of noise, relative to the efficient GMM approach, for smaller cells. Table 3 gives summary statistics for our mortality rates. Panel A shows the 4-year mortality rate for 1960-1963. Mortality is quite low, which is not surprising given that the cohorts we are evaluating are reasonably young (aged 35-62). The ten-year mortality rates given in Panel B are of course much higher, as they are for a longer period and at older ages (55-89). For comparison sake we also give Census-only estimates (where possible). Notice 7 Conceptually, the Census finds the entire population, and samples a fraction of these individuals for public use releases. Then, for example, in period 0 each of these individuals has a p 0 i probability of belonging to group i and a 1 − p 0 i probability of being in some other group. Estimates of the first moment have variance
that the standard deviation of the Census-only estimates is slightly higher than the estimates that combine Census and Vital Statistics data, as is expected given that the former estimates are noisier.
3 The Impact of Schooling on Older-Age Mortality Her results indicate that an additional year of schooling lowers ten-year mortality rates by about 60 percent, but results were not statistically significant for men and women separately, and subsequent analysis has given researchers some pause about the robustness of that finding.
8 Our hope here is that with our GMM mortality estimates derived from Census and Vital Statistics data-estimates that are more precise than the Census-only estimates used in previous work-we can sharpen inference.
Data
For our primary analysis, mortality estimates are based on data from the 1980 and 1990 5% public use samples of the U.S. Census and annual 1980-1990 detailed mortality files from the U.S. Vital Statistics. As discussed, we also conduct analysis using mortality from 1960-1963 using data from the Census and Vital Statistics.
We include cases where age, State of birth, and education are imputed by the Census. Like Lleras-Muney, we topcode the years of completed education at 18 years for consistency. We use the weighted samples with the personal weights assigned by the Census. Summary statistics for completed education are given in Table 4 . Notice that educational attainment is higher when measured in 1980. This might reflect that a larger fraction of the earliest cohorts have died, and that they generally had lower levels of education. It might also reflect imprecision in recall about one's educational attainment, and that such imprecision is increasing in age and is predominantly one-sided (as in Black, Sanders, and Taylor, 2003) .
As for measures of the compulsory schooling laws, we use data provided by Lleras-Muney in our initial analysis. The same is true for data on other State-level characteristics.
Results
The basic research design is very simple. We begin by forming mortality estimates, as described above, for birth State × birth cohort for 48 States for the 1901-1925 cohorts of white men and women. The resulting estimates are used as the dependent variable in a regression that includes as an explanatory variable the average level of completed education for the corresponding group.
Let m cs be the log mortality rate for the period under study (the ten-year rate for 1980-1990 or the four-year rate for [1960] [1961] [1962] [1963] for cohort c (single-year birth cohorts 1901 through 1925) in State s, and let E cs be the corresponding average level of completed education for that same cell.
9 Then in a baseline differences-in-differences specification we would have
i.e., the log mortality rate for a demographic group is estimated to be a function of average education in a regression that includes cohort fixed effects and State fixed effects. We estimate such regressions using weighted least squares, where weights are constructed using cell sizes. Regressions are estimated separately for men and women. As for standard error calculations, we cluster at the birth cohort by State level.
As a starting point, to our baseline regression we also add region × cohort indicators and a series of State-level covariates used by Lleras-Muney (2005) . These include variables (measured at age 14): % urban population, % foreign born, % black, % of people employed in manufacturing, annual manufacturing wage in real terms, average value of farm per acre, number of doctors per capita, educational expenditures per capita, and number of school buildings per square mile. In short, we begin by replicating the Lleras-Muney approach as closely as possible, so as to facilitate comparison. Results are given in Table 5 .
In the first column of Table 5 we report results when we use the Census-only mortality estimates (for 1980-1990) . We find that the IV estimate of the impact of education on later-life mortality is negative for both men and women, but is statistically significant only for women (and only at the 0.10 in this latter case). Of course, the Census-only estimates are not our preferred mortality estimates; we do not use them further in the analysis that follows.
Moving to the second column of Table 5 , we report results when we use the mortality estimates derived by combining Census data and Vital Statistics data. There are two important differences we wish to highlight. First, the standard errors on our "years of education" coefficients drop substantially-for men, from 0.127 to 0.019, and for women, from 0.210 to 0.023. Second, R 2 statistics increase substantially-for men, from 0.889 to 0.996, and for women, from 0.837 to 0.997.
In fact, even if we omit the explanatory variable "years of education" from our regression, the R 2 statistics are extremely high, 0.996 for men and 0.997 for women. Put another way, virtually all of the variation in mortality can be accounted for by cohort effects, State effects, and region by cohort effects. In this light, it is quite remarkable that in column (2) of Table 5 we also find a precisely estimated, reasonable effect of education on mortality. For both men and women, on the basis of our IV estimates, we would infer that one extra year of education reduces mortality by approximately five percent. Moving to the third column of Table 5 we find that we are unable to detect a statistically significant effect of education on mortality at younger ages (i.e., as measured in [1960] [1961] [1962] [1963] .
The inclusion of cohort and State effects is natural in our regression. After all, mortality rates clearly increase with age, necessitating the cohort effects. Also, the instruments for completed education-compulsory schooling laws-are implemented at the State level, so inclusion of State effects is standard. It is less clear why we would want to "control for" other State-level demographic characteristics given that we have State effects already in the regression. Similarly, there is a somewhat ad hoc feel to the inclusion of region × cohort effects, though it is hard to see why such variables would, on their own, cause problems beyond reducing the power of the analysis.
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We do a little more exploration with the 1980-1990 mortality results in Table 6 , and do the same for the 1960-1963 results in Table 7 . In particular, we explore the consequence of dropping the State-level demographic covariates and region × cohort variables. It is somewhat disconcerting to see that results for men, Panel A of Table 6 , seem to be quite sensitive to our change in specification, in particular to omitting the region by cohort fixed effects. Indeed, our IV estimates changes sign (going from -0.06 to 0.08). For women, results don't change much when we drop State-level covariates and region by cohort fixed effects, but the estimated coefficients are no longer statistically significant.
As for our results from 1960-1963, Table 7 shows that we estimate a statistically significant effect of education on mortality only in one of our regressions; we estimate a negative impact, for women, in a specification without the State-level covariates and region by cohort fixed effects.
With all this in mind, we turn to another important issue: As we have noted, many papers use compulsory schooling laws as instruments in various analyses. Over time, scholars have updated the coding of these laws. We are grateful to authors of two such studies- Goldin and Katz (2008) and Stephens and Yang (2012) -for providing us with their coding of compulsory schooling laws. It is important to know if results are sensitive to these updates. This is particularly true given results from Stephens and Yang (2012) indicating that estimates of the return to schooling vary substantially depending on the coding of compulsory schooling laws. Table 8 summarizes correlations between the instruments and the observed years of education, and also the correlations of the instruments among themselves. The Stephens-Yang coding provides the highest correlation with years of education for all four of our groupingmen, as measured in 1980 and 1960, and women, as measured in these same years. Of course, Stephens and Yang (2012) have the benefit of being able to build on the work of the previous authors. Also, we note that in undertaking this analysis we are now using only cohorts , rather than starting with 1901, as Stephens-Yang only provide data for those cohorts.
reports results when we include region by cohort fixed effects. Results are disquieting. We find that some estimates are consistent with the expected negative impact-increased schooling reduces mortality-but that others are unexpectedly positive.
13 It is likely that part of the problem is due to weak instruments (see the relatively low F statistics). Even if scholars were subsequently to determine that one set of instruments is "correct" while the others are "incorrect" (a somewhat unlikely eventuality), we still would not have a confidence-inspiring results to report.
It is tempting to conclude that at least we have shown that the causal impact of education on mortality is small. However, notice that in our regressions fixed effects "explain" a great deal of the variation in morality, and some of that variation might be due to State-and regional-level differences in educational policies. We can say that the local average treatment effects (LATE)-due to changes in the compulsory schooling laws-are likely very small. Even our conclusion that the LATE is very small comes with important caveats. Our LATE estimates hinge crucially on an exclusion restriction with regard to compulsory schooling law changes, and it is easy to construct plausible scenarios in which violations might occur. For example, school reform within States might have been more likely during periods of prosperity, and that prosperity itself might have been associated with better health among children.
Having said all that, our finding that the LATE is likely very small is useful. It echoes results from Clark and Royer's (forthcoming) study of mortality based on British compulsory school laws. It also calls into question Lleras-Muney's (2005) finding of a large impact of education on mortality.
Our final point concerns the nature of our inferential problem. Our work underscores the evident value of incorporating better data. In our case we find that with good data on mortality, very little variation in mortality remains to be explained by education (or any other factors) once we condition on State and region × cohort estimates.
Conclusion
Schooling appears to be a key correlate of older-age mortality. In this paper we seek to provide evidence about the extent to which this important relationship is causal. In particular, we exploit the fact that changes in State-level mandatory schooling laws had important effects on completed schooling for white men and women born in the early twentieth century. While changes in schooling laws-as coded in three important papers (Lleras-Muney, 2005; Goldin and Katz, 2008; and Stephens and Yang, 2012 )-do influence educational attainment for individuals born in the early twentieth century U.S., we do not find that such variation appears to have a large effect on mortality. Despite the fact that we have assembled very precise mortality estimates for our regressions, our findings do not even allow us to make a definitive statement about the direction of the impact of education on mortality.
A great deal about links between education and mortality is not well understood.
14 Our research underscores the difficulties researchers are likely to encounter if they focus on compulsory schooling law changes as a way of learning about these links. At least in the case of U.S. mortality, other research designs will be needed to make further headway.
14 A good discussion of outstanding issues is found in Cutler and Lleras-Muney (2010 . There are 2400 cells in total: 2 sexes by 25 cohorts by 48 States. Lleras-Muney (2005) . For a small number of observations estimates are non-positive. These are dropped when we report log mortality rates. All statistics are weighted using personal weights provided by IPUMS. 1980-1990 1980-1990 1960-1963 1980-1990 1980-1990 1960-1963 
