Abstract. We address the following question: Given a differentiable manifold M what are the open subsets U of M such that, for all vector bundles E over M and all linear connections ∇ on E, any ∇-parallel section in E defined on U extends to a ∇-parallel section in E defined on M ?
Introduction
In their very recent preprint [1] Antonio J. Di Scala and Gianni Manno address a question that, in a generalized form, reads as follows: given a vector bundle E over a manifold M , a connection ∇ on E, and a ∇-parallel section σ in E defined on an open subset U ⊂ M , does there exist a ∇-parallel section σ defined on M such that σ extends σ, i.e., such that σ| U = σ? 1 Surely the answer to the latter question depends on each and every one of the various data points involved (M , E, ∇, U , σ). We concretize the question by posing the following problem: for a given (simply connected or not) manifold M describe/characterize the set of all open subsets U ⊂ M such that, for all vector bundles E over M , all connections ∇ on E, and all ∇-parallel sections σ in E defined on U , there exists a ∇-parallel extension σ as above. As a matter of fact, we will rather try and characterize the universe of closed subsets F ⊂ M whose complement U = M \ F has the aforementioned property, but that appears to be Date: July 8, 2014. 2010 Mathematics Subject Classification. Primary 53C05; Secondary 53B05, 14J60, 53C29. 1 To be precise, Di Scala-Manno ask this for M simply connected and U dense and connected in M , in which case a comprehensive positive answer seems reasonable. just a question of taste. These closed subsets F ⊂ M will be called negligible in M (see definition 2.3).
Our results come in two groups: First, in section 2, we derive necessary conditions for a set F to be negligible in M . Specifically, we prove that when F is negligible in M (and M is connected), then the complement M \ F is necessarily connected (see proposition 2.10); when M is of dimension 2 or higher, then, moreover, F needs to be nowhere dense in M (see corollary 2.13). Observe that these conditions already appear in [1] -their necessity however has remained unproven.
Second, in section 3, we derive sufficient conditions for a set F to be negligible in M . This is probably the more interesting part (as compared to section 2) since here we prove that parallel extensions of parallel sections do in fact exist. The most striking result of section 3 is corollary 3.13 which asserts in particular that when M is a simply connected (second-countable, Hausdorff) manifold and F ⊂ M is a closed C 1 submanifold with boundary such that M \ F is dense and connected in M , then F is negligible in M (cf. remark 3.14). Hence corollary 3.13 yields a partial (positive) answer to [1, Problem 1] .
As a sideline in section 3, we will show that the Lebesgue measure of a set F is quite unrelated to the negligibility of F . Indeed, we prove the existence of negligible subsets of R n of arbitrarily large (even infinite) measure (see corollary 3.6). On the opposite side we show that the fact that M \ F is dense and connected in M = R n , 2 ≤ n, does not imply that F is negligible in M for all connections of class C 0 on smooth vector bundles over M (see corollary 3.4); we cannot however produce an example of a closed set F ⊂ M = R n with M \ F dense and connected such that F is not negligible for some C ∞ connection on a vector bundle. Nonetheless, the latter observation is somewhat negative in view of [1, Problem 1] .
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Basic theory of negligible sets
By a manifold we mean a finite-dimensional real differentiable manifold of class C k , 1 ≤ k ≤ ∞, without boundary; we make no topological assumptions whatsoever. 
for all open subsets U of M , all f ∈ C 1 (U ), and all s ∈ C 1 (U, E). We denote the kernel of ∇ by Γ ∇ (E) and write Γ ∇ (U, E) as a synonym for Γ ∇ (E)(U ). We say that ∇ is of class C
Here, ∞ + 1 := ∞. Note that a connection is the same thing as a connection of class C 0 . A vector bundle with connection over M is a pair (E, ∇) such that E is a vector bundle over M and ∇ is a connection on E. 
. We briefly reconcile this view with ours.
Evidently, when ∇ is a connection on E over M in our sense, ∇ induces, by restriction, a morphism of abelian sheaves 
an additive map satisfying Leibniz's rule eq.
. Then, in case M is Hausdorff, there exists a unique morphism of abelian sheaves 
shows the uniqueness of ∇. The existence of ∇ follows noting that when s, s 1 
In particular, gt = 0 on M , where t = s 1 − s, and thus, on W ,
due to the additivity of and eq. (2.0.1) for ∇ 0 .
Definition 2.3. Let M be a manifold, F a closed subset of M .
(1) Let (E, ∇) be a vector bundle with connection over M . Then F is called negligible in M for (E, ∇) when the restriction map
class C m when, for all vector bundles E over M and all connections ∇ of class C m on E, the set F is negligible in M for (E, ∇).
Note that whether a closed set F ⊂ M is negligible for (E, ∇) depends exclusively on the (pre)sheaf Γ ∇ (E). Following that philosophy, given an arbitrary topological space M and a presheaf (of sets) P on M , one might call a closed subset F of M negligible in M for P when the restriction map P(M ) → P(M \ F ) is surjective.
If you do not like to work with closed sets, call an object U of a (small) category C with terminal object T full in C for P (feel free to substitute this expression by one that is more to your taste) when the restriction map P(T ) → P(U ) is surjective. . Indeed, let (E, ∇) be a vector bundle with connection over M . Then, on the one hand,
On the other hand, Γ ∇ (M, E) contains the zero section z and z| ∅ = ∅.
Proof sketch. Let q ∈ U . Then, due to the connectedness of U , there exists a (piecewise) C where r ∈ N is the local rank of E along γ (cf. remark 3.7). By the uniqueness in the Picard-Lindelöf theorem we deduce the equality s
Specifically, s(q) = t(q). As q ∈ U was arbitrary, we are done.
Let M be a manifold, E a vector bundle over M , U an open subset on M . Then we have a natural notion of restriction of E to U , denoted E| U , which is a vector bundle of class C l over the manifold M | U (most of the time M | U is sloppily denoted U ) of class C k .
Assume 1 ≤ l, and let ∇ be a connection on E. Then we may sheaf-theoretically restrict ∇ to U to obtain a morphism of abelian sheaves
and the Leibniz rule transfers from ∇ down to ∇| U , wee see that ∇| U becomes a connection on E| U (modulo the identification of
Therefore there exists a family ( s U ) U∈U such that, for all U ∈ U, s U has the aforementioned property. Note that the existence of ( s U ) follows at once invoking the axiom of choice. However, the axiom of choice can be circumvented here. Indeed, for all U ∈ U, there exists a unique extension s U ∈ Γ ∇ (U, E) of s| U\F such that s U = 0 on all connected components of U that are contained in F (use lemma 2.6 for those components of U that are not contained in F ).
Let U, V ∈ U, U = V . Let C be a connected component of U ∩ V . Then by item 2 there exists an element p ∈ C \ F . Since both s U and s V agree with s on (U ∩ V ) \ F , we have s U (p) = s V (p). So s U and s V agree on C by lemma 2.6 as C is connected and open in M . As C was arbitrary, we see that s U and s V agree on U ∩ V . Thus as Γ ∇ (E) is a sheaf, there exists one, and only one, s ∈ Γ
Proof. The "if" part follows from proposition 2.7 taking U to be the set of connected components of M . Note that item 2 of proposition 2.7 holds since any two connected components U = V of M have empty intersection, whence U ∩ V has itself no connected component at all.
The "only if" part is obtained as follows. Assume that F is negligible in M for 
, there exists one, and only one, connection ∇ on E such that
. Furthermore, the morphism of sheaves ∇ is additive; it satisfies Leibniz's rule as, for
We omit the details.
When M is a manifold, r ∈ N, the projection M × R r → M becomes a vector bundle E of class C k over M the obvious way. E is called the trivial bundle of rank r over M . Let (e 1 , . . . , e r ) be the standard frame for E, that is,
where the "1" is placed in the α's component. Then, for all subsets U of M , any (set-theoretic) section s in E defined on U can be expressed uniquely in the form s = s β e β , where the s The standard connection on E is defined by the formula
is indeed a connection on E-as a matter of fact, you obtain ∇ taking ω α β = 0 for all α, β in remark 2.9. Moreover, Γ ∇ (E) is precisely the sheaf of locally constant sections in E, a section s in E being called locally constant if its composition with the projection E → R r is locally constant. 
Example 2.11 (Intervals). Let M ⊂ R be an open interval endowed with its canonical manifold structure (of class
Then for a closed subset F of M the following are equivalent:
(1) F is negligible in M for all connections of class C 0 . (2) There exists a number r ∈ N, r ≥ 1, such that F is negligible in M for (E, ∇), where ∇ is the standard connection on the trivial bundle E of rank r over M .
an open subinterval of M . Item 1 implies item 2 since you can take r = 1. Item 2 implies item 3 by means of proposition 2.10. Now, assume item 3. When F = M , then F is negligible in M by example 2.5. So, suppose F = M , so that there exists an element t 0 ∈ M \ F . Let (E, ∇) be a vector bundle with connection over M and s ∈ Γ ∇ (M \ F, E). We know that the bundle E is trivial over M (see footnote 5). In particular, there exists r ∈ N and a global frame e = (e 1 , . . . , e r ) for E. Write s = s β e β with functions s 
. Therefore, putting s = s β e β , we have s ∈ Γ ∇ (E)(M ) and s| M\F = s. The restriction map in eq. (2.3.1) is hence surjective implying that F is negligible in M for (E, ∇). As (E, ∇) was arbitrary, we have deduced item 1.
Proposition 2.12. For all natural numbers n ≥ 2 there exists a connection ∇ of class C
∞ on the trivial bundle E of rank 1 over R n such that the following assertions hold:
lying in the image of the restriction map
As a matter of fact, g can be obtained by substituting 2x + 1 for x in
By remark 2.9 there exists a unique connection ∇ on E such that
where e : R n → E is given by e(x) = (x, 1); concretely, we have 
n , i.e., we have item 1. It remains to verify item 2. For that matter, define
. When x n ≤ 0, this is evident. When 0 < x n , use the fact that f has support lying inside
In order to see that the summands i = 1, . . . , n − 1 vanish, note that for 0 < x n one has g(
. As noted above, we know that ω n (0 ′ , x n ) vanishes for x n < 0. Thus by the uniqueness in Picard-Lindelöf's theorem we infer that v 2 
On the other hand, for all x n > 0, we have
where the right-hand side tends, for x n → 0, to
This contradicts the continuity of v (or, more precisely, the continuity of the function
Proof. Assume that p is an interior point of F in M . Then there exists a natural number n and a coordinate chart
where ω and the ω i , i = 1, . . . , n, stem from proposition 2.12-note that these are C ∞ . By remark 2.9 there exists a unique connection ∇ on E such that
the section e : M → E being given by e(q) = (q, 1). Observe that ∇ is of class C
where t is as in item 2 of proposition 2.12. Then t is ∇-parallel since it is so on M \ K and U \ A. Therefore,
2 So by lemma 2.6, we see that
Thus v furnishes a ∇-parallel extension of t to all of M . In turn, v furnishes a ∇-parallel extension of t to all of R n . This, however, contradicts proposition 2.12, item 2.
Negligible hyperspaces
In what follows a Banach space is a real Banach space. Given a Banach space E, we write L(E) for the Banach space of continuous linear operators on E.
(1) There exists a unique continuous map
such that
(2) When X is as in item 1 and A is of class C 1 , then X is of class C 1 .
Proof. When t 0 = 0, item 1 is precisely [4, IV, Proposition 1.9]. The general statement (arbitrary t 0 ) follows considering the interval J − t 0 instead of J and translating A and X accordingly. Now let X be as described in item 1. Set U := V × L(E) and define
Regard f as a time-dependent vector field on the open subset U of the Banach space F × L(E). Then, as one verifies easily, the map
constitutes a (global) flow for f with initial time t 0 , that is, for all (y, x) ∈ U we have y, x) )), ∀t ∈ J, and α(t 0 , (y, x)) = (y, x). 2 An elementary way to see this is the following: Take p 1 , p 2 ∈ M \A. Since M is path-connected, there exists a path γ in M from p 1 to p 2 . When γ does not meet A, we are done. When γ meets A, let t 1 , t 2 be the infimum and supremum of γ −1 (A), respectively. Then modify γ from a little bit left of t 1 to a little bit right of t 2 continuously inside U so as to go around A; use the chart x for that matter. 3 In our applications (lemma 3.
3) E and F will both be equal to some
Assume that A is of class C
, which is given as the composition of self-maps on E, is of class C
1
. Adapting the proof of [4, IV, Theorem 1.16] to cover time-dependent (as opposed to time-independent) vector fields, we find that α is of class C 1 . 4 In consequence, X is of class C 1 as it equals the composition of the embedding J × V → J × U , (t, y) → (t, (y, id E )), the map α, and the projection F × L(E) → L(E) to the second factor. Thus we have proven item 2.
for all x ∈ I with |x − x 0 | < δ and all y ∈ K. 
, there exists a finite subcover. The minimal δ of the sets U in this subcover then possess the desired property. Now, let C and g be as in item 2. Then we have
for all x ∈ I \ C and all y 0 , y ∈ J. Let x 0 ∈ I, J ′ ⊂ J a compact subinterval, ǫ > 0. Then by item 1 there exists a number δ > 0 such that eq. (3.2.1) holds for all x ∈ I with |x − x 0 | < δ and all y ∈ J ′ as well as for f replaced by g (i.e., you apply item 1 twice, once for f , once for g in place of f , then you pass to the minimum of the two δ's). Since C is nowhere dense in I, there exists x ∈ I \ C such that |x − x 0 | < δ. Therefore, using eq. (3.2.2), we obtain
. As ǫ > 0 was arbitrary, we deduce
. Indeed, the latter equality holds for all y 0 , y ∈ J since we can pick J ′ = [y 0 , y] or J ′ = [y, y 0 ] depending on whether y 0 ≤ y or y < y 0 (note that these J ′ are subsets of J as J was assumed to be an interval). In turn, the function f (x 0 , _) : J → E is differentiable on J, its derivative being equal to g(x 0 , _). As x 0 ∈ I was arbitrary, we infer that the function f is partially differentiable on I × J with respect to the second variable; moreover, D 2 f = g holds on I × J, which was to be demonstrated.
(1) When C 2 ⊂ I 2 is discrete, b 1 ∈ I 1 , and 
r×r the connection form of ∇ with respect to e (see remark 2.9); here the ω i are continuous functions on M with values in R r×r ∼ = L(R r ). Let b 1 ∈ I 1 and C 2 ⊂ I 2 . Since I 1 is open, there exists a 1 ∈ I 1 such that a 1 < b 1 . By theorem 3.1, item 1, we know that there exists a unique continuous function
and, for all x 1 ∈ I 1 ,
Assume eq. (3.3.1) and let s ∈ Γ ∇ (M \ F, E). By abuse of notation, we write s also for the C 1 function M \ F → R r that represents s with respect to e. We define
Obviously s : M → R r is continuous and partially differentiable in the direction of
Note that by [3, Theorem 1.6] the vector bundle E is trivial in the sense of topological vector bundles. However, the pivotal [3, Proposition 1.7] carries over nicely to the C l manifold context; the critical point is to see that in "preliminary facts (1)" of the proof, the patching together of the two trivializations can be realized within class C l , at least for nice X.
. That is, s and s agree on {x ∈ M : x 2 / ∈ C 2 }. Suppose that C 2 is nowhere dense in I 2 . Then I 1 × C 2 × I 3 × · · · × I n is nowhere dense in M . Thus the set where s and s agree is dense in M and, in turn, dense in M \ F . Since s and s are both continuous, this implies s| M\F = s. In other words, we have found a continuous extension of s to all of M which already satisfies ∇ = 0 in the direction of x 1 .
Let i ∈ N, 3 ≤ i ≤ n. We claim that s is partially differentiable in the direction of x i such that
Then f and g are both continuous. Moreover, f is partially differentiable with respect to its second variable on (I 2 \ C 2 ) × I i so that
Thus by means of lemma 3.2, item 2, we see that f is partially differentiable with respect to its second variable on I 2 × I i such that D 2 f = g. Specifically, we have this identity in (x 
As x 0 ∈ M was arbitrary, our claim is proven. Under the current assumptions we cannot conclude that s is partially differentiable in the direction of x 2 in points of F . We need further suppositions. So, let x 0 ∈ F and assume that x 0 2 is an isolated point of C 2 . Then an easy application of the mean value theorem shows that s is partially differentiable in the direction of
This observation proves item 1 (all points of C 2 are isolated). When the connection ∇ is of class C In order to prove item 3 you conduct the arguments that lead up to item 1 once again, only with indices 1 and 2 swapped. This procedure yields a second extension s 2 of s to M , of which we know a priori that it is partially differentiable in the direction of x 2 . Since s 2 is, just as s, continuous, we conclude that s 2 = s by means of the density of M \ F in M . Proof. Purely for convenience (i.e., nicer formulas below) let us assume that 0 ∈ I 1 and [0, 1] ⊂ I 2 . Then we can take
where C denotes the habitual Cantor set. Then F is obviously closed in M and we have item 3 (since λ 1 (C) = 0). Since C is nowhere dense (and closed) in [0, 1], it is so in I 2 . Thus we infer item 1 from lemma 3.3, item 2.
In order to see item 2, define
and let g : I 2 → R be the extension of the Cantor function such that g(x) = 0 for x < 0 and g(x) = 1 for 1 < x. Moreover, let ∇ (on E) be given by ω 1 dx 1 with respect to the frame e = e 1 , where e(x) = (x, 1) and
.
Then se| M\F ∈ C 1 (M \ F, E) with ∇ M\F (se| M\F ) = 0; note that g is differentiable on I 2 \C with g ′ = 0. However, there exists no s ∈ C 1 (M ) such that s| M\F = s| M\F since such a s would necessarily agree with s (by continuity and the fact that M \ F lies dense in M ), yet the function s is not partially differentiable with respect to its second variable in points x ∈ M with 0 < x 1 and x 2 ∈ C (of which there exists at least one). 
Proof. We know there exists an at most countable set Q of compact n-dimensional cubes of strictly positive measure such that Q = M , the collection Q is locally finite in M , and, for all Q 1 , Q 2 ∈ Q, Q 1 = Q 2 , the interiors of Q 1 and Q 2 are disjoint. 6 In particular,
Assume 0 ≤ λ 0 . Then 0 < λ 1 and, for all Q ∈ Q ′ , we have
Therefore by proposition 3.5, for all Q ∈ Q ′ , there exists a compact subset
and F is negligible in Q
• for all connections of class C 0 . In turn, there exists a corresponding tuple (F Q ) Q∈Q ′ . Put F := Q∈Q ′ F Q . Then F is compact in M as a finite union of compact subsets of M . Moreover,
Now let (E, ∇) be a vector bundle with connection over M . Set
Then U is an open cover of M , evidently. Furthermore, items 1 and 2 of proposition 2.7 hold (make distinctions as to whether U , and possibly V , are equal to some Q
Hence F is negligible in M for (E, ∇) by proposition 2.7. As (E, ∇) was arbitrary, F is negligible in M for all connections of class C 0 . This proves item 1 in case 0 ≤ λ 0 ; in case λ 0 < 0 take F = ∅ (see example 2.4). Now assume λ n (M ) = ∞. By proposition 3.5 there exists a family (
Since Q is locally finite in M , the family (F Q ) is locally finite in M , too. As the F Q 's are compact whence closed in M , their union F is closed in M . That F is negligible in M for all connections of class C 0 is inferred just like above employing proposition 2.7. Therefore we have item 2. 
Then by a pullback of E by φ we mean a pullback of E by φ in the sense of C 
Here, φ * has two meanings: for one, φ * ω α β denotes the pullback of ω α β in the sense of (degree 1) differential forms; for another, φ * e β denotes the pullback section of e β by φ with respect to the pullback bundle (E ′ , φ
As a matter of fact, for all U and e = (e β ) as above, the r-tuple (φ * e β ) constitutes a frame for E ′ over U ′ , i.e., a global frame for E ′ | U ′ . Therefore, by remark 2.9, there exists a unique connection
We may view ∇ ′ U,e as a morphism of abelian sheaves 
7 Naively one would invoke the axiom of choice in order to conclude here. However, refining the statement of proposition 3.5, the axiom of choice can be bypassed. The main point is that in the proof of proposition 3.5 the choices of δ, I ′ i , and C i , which lead to F , can be made explicit. For instance, δ may be chosen as the minimum of 
where the φ * on the right-hand side takes a section ξ in T
α ⊗ e α with respect to a local frame e = (e α ) for E, the ξ
As a consequence, we see that the pullback of sections φ * :
viewed as a morphism of sheaves on M , maps sub(pre)sheaf Γ 
Proof. Let (E, ∇) be a vector bundle with connection over M . As φ is a C
We know there exists a pullback bundle (E ′ , ψ ′ ) of E by ψ. 8 Also, there exists a pullback connection ∇ ′ of ∇ (cf. remark 3.7). Let σ be a ∇-parallel section in E defined on M \F . Then there exists a pullback section σ . Moreover, σ| M\F is the pullback section of σ with respect to the identity diagram. Thus σ| M\F = σ. As σ was arbitrary, this proves that F is negligible in M for (E, ∇). As (E, ∇) was arbitrary, this proves in turn that F is negligible in M for all connections of class C 0 .
8 As a matter of fact, here, the general existence of pullbacks is not needed. When π : E → M is the projection of the vector bundle E, then take E ′ to be given by E (as the total space, with its induced C 1 structure), φ • π : E → M ′ (as the projection), and the vector space structures that the fibers of E already have; moreover, take φ ′ = id E .
We recall some terminology on (sub)manifolds with boundary. For that matter, let M be a manifold,
where
In that case we write codim p (F, M ) = c.
We say that F is a C m submanifold with boundary of M if, for all p ∈ F , F is a C m submanifold with boundary of M at p. In that case we set
where the infimum of the empty set is taken to be ∞. 
Thus we have s 0 = s 1 on all of U 0 ∩ U 1 as s 0 and s 1 are continuous-note that this holds even though E might be non-Hausdorff since on an open set over which E is trivial, the s i correspond to continuous maps to the Hausdorff R r , r ∈ N being the local rank of E. As Γ ∇ (E) is a sheaf, this argument shows that there exists one, and only one, s ∈ Γ ∇ (E)( U ) such that s| U0 = s 0 holds for all s 0 as above. Note that M \ F ⊂ U and s| M\F = s since we can take U 0 = M \ F and s 0 = s. We call s the maximal ∇-parallel extension of s. s has the property that when p ∈ M \ U , then there exists no s 0 ∈ Γ ∇ (E)(U 0 ), where U 0 ⊂ M is open, p ∈ U 0 , and s 0 = s on U 0 \ F ; otherwise we had s| U0 = s 0 implying U 0 ⊂ U and thus p ∈ U, in particular.
Assume that p belongs to the interior of F . We claim that
and contains at least one element (namely φ(p)), there exists an element x 0 ∈ φ(U \ U) such that
In consequence, there exists an element
Observe that x 0 = φ(q) as otherwise the injectivity of φ would imply p 0 = q and thus p 0 ∈ U . So, 0 < ǫ. Moreover, observe that x 0 n = 0 since p 0 ∈ F . Therefore, there exists an n-dimensional Euclidean move (a translation followed by an orthogonal transformation) τ : R n → R n taking φ(q) to the origin, x 0 to (0, . . . , 0, ǫ, 0), and the set {x ∈ R n : x n = 0} to itself. Define J n := R, J n−1 := (0, ∞), and, in case 2 < n,
As a matter of fact, when y ∈ V 0 such that y = τ (x) for an x ∈ φ(U \ U ), then we have y n = 0 (note that x n = 0 as U \ U ⊂ F ) and 
Therefore, for all q ∈ F ∩ U , we have q / ∈ U . Let Z be the connected component of the interior of F that contains p. Then, on the one hand, the arguments of the preceding paragraph, applied to an arbitrary is not an interior point of F , but a boundary point of F . Moreover, codim p ′′ (F, M ) = 1 as the codimension of F in M is constant, i.e., constantly equal to 1, on Z. Thus we find p ′′ ∈ U (just as we did for p in place of p ′′ above). However, we also have Z ⊂ F \ U because F \ U is closed in F and a superset of Z. This is a contradiction.
In conclusion, we see that p ∈ F or, more generally, p ∈ M implies p ∈ U . Thus M = U and s ∈ Γ ∇ (E)(M ) so that s| M\F = s. As s was arbitrary, this tells that F is negligible in M for (E, ∇). As (E, ∇) was arbitrary, we have deduced that F is negligible in M for all connections of class C 0 , which was to be demonstrated. Definition 3.12. We say that a connected manifold M is dissected by C 1 hypersurfaces when, for all closed, connected C 1 submanifolds F of M with codim(F, M ) = 1, the space M \ F is disconnected (i.e., equal to the disjoint union of two nonempty, open subsets). Proof. Clearly item 1 implies item 2, and item 2 implies item 3. Item 3 implies item 4 according to corollary 2.13 (here we use that M is Hausdorff, connected, and of dimension 2 or greater-observe that for M = R, equipped with its canonical C k manifold structure, the conclusion fails as shown by example 2.11) and proposition 2.10 (observe that the standard connection on the trivial bundle of rank 1 over M is of class C Finally, from item 5 we obtain item 1 by means of theorem 3.11.
Remark 3.14 (Manifolds dissected by hypersurfaces). Let M be a connected, secondcountable, Hausdorff manifold with H 1 (M ; Z/2Z) ∼ = 0 (H denoting singular homology here). We contend that M is dissected by C 1 hypersurfaces. In particular, corollary 3.13 applies to all such M (assuming 2 ≤ dim M in addition, of course); the blatant examples are: M = R n or M = S n for n ∈ N, n ≥ 2. Note that the condition H 1 (M ; Z/2Z) ∼ = 0 can be strengthened to H 1 (M ; Z) ∼ = 0. One might also require M to be simply connected.
The proof of our assertion consists in a twofold application of the following version of the Poincaré-Lefschetz duality theorem (see [2, VIII, 7 .12]): When X is a second-countable 9 , Hausdorff topological m-manifold, m ∈ N, A ⊂ X a closed 9 We include the hypothesis of second-countability mainly because the definition of Čech cohomologyȞ(A, B) in [2, VIII, §6] requires A and B to be locally compact subspaces of some
