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We investigate dynamic hysteresis and Barkhausen noise in ferromagnetic materials with a huge number of
parallel and rigid Bloch domain walls. Considering a disordered ferromagnetic system with strong in-plane
uniaxial anisotropy and in-plane magnetization driven by an external magnetic field, we calculate the equations
of motion for a set of coupled domain walls, considering the effects of the long-range dipolar interactions and
disorder. We derive analytically an expression for the magnetic susceptivity related to the effective demagne-
tizing factor and show that it has a logarithmic dependence on the number of domains. Next, we simulate the
equations of motion and study the effect of the external field frequency and the disorder on the hysteresis and
noise properties. The dynamic hysteresis is very well explained by means of the loss separation theory.
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I. INTRODUCTION
The study of ferromagnetic hysteresis represents an open
field of current interest due to the applications in magnetic
recording technology and spintronic devices.1 From a purely
theoretical point of view, the dynamics of disordered mag-
netic systems represents a central problem in nonequilibrium
statistical mechanics. One of the central questions arising in
the analysis of ferromagnetic systems is the link between the
domain structure and the hysteretic properties such as the
coercive field, the power losses, and the noise. From the
experimental point of view, it is possible to observe the do-
main structure on the surface of the sample by magneto-
optical techniques, while the bulk behavior is accessible by
inductive techniques. Several models have been developed to
understand the experimental results, ranging from Ising-type
models considering the reversal of a set of interacting spins
with2–6 or without disorder7–11 to models focusing on the
dynamics of a single domain wall.12–19 These two classes of
models represent two extreme situations: spin models are
appropriate when dipolar interactions are negligible. On the
other hand, in soft magnetic materials magnetostatic effects
induce wide parallel domain walls that determine the mag-
netization properties.
The dependence of the hysteresis loop area on the fre-
quency and the amplitude of the applied magnetic field is
often referred to as dynamic hysteresis7,20 in the context of
thin films and to power losses in bulk materials. In bulk
materials, energy dissipation is dominated by eddy currents
propagation,1 while in thin films this effect is negligible. This
led to the general belief that dynamic hysteresis in thin films
is ruled by completely different laws than in bulk samples.
The results of the models used to analyze dynamic hysteresis
are often interpreted by assuming a universal scaling law for
the dependence of hysteresis loop area A on the temperature
of the system T, the applied field frequency , and amplitude
H0. The experimental estimates of the scaling exponents dis-
play a huge variability,21–30 and the validity of a universal
scaling law is still under debate.31–33 In this respect, it was
recently shown that the theory of loss separation developed
for bulk materials could be equally well applied to thin films,
since the precise nature of the damping i.e., eddy currents or
spin relaxation does not change the basic equations.34
The Barkhausen effect35 consists in the irregularity of the
magnetization variation while magnetizing a sample with a
slowly varying external magnetic field. It is due to the jerky
motion of the domain walls in a system with structural dis-
order and impurities.36 Once the origin of the Barkhausen
noise BN was understood,37 it was soon realized that it
could be used as a nondestructive and noninvasive probe to
investigate the magnetization dynamics in magnetic materi-
als. From a theoretical point of view, it is a good example of
dynamical critical behavior, as evidenced by experimental
observations of power-law distributions for the statistics of
the avalanche size and duration.3 There is a growing evi-
dence that soft magnetic bulk materials can be grouped into
different classes according to the scaling exponents values.38
The Barkhausen noise is also an example of dynamics of a
system presenting collective pinning when a quenched disor-
der is present, and it belongs to the family of the so-called
crackling noises.3 This kind of noise is exhibited by a wide
variety of physical systems from earthquakes on faults to
paper crumpling. So the relative ease to study crackling
noise in magnets makes the BN useful to get a deeper insight
on different complex systems.
The most successful models used to describe the BN have
considered the dynamics of a single domain wall,12–19 where
the effect of the other domain walls is accounted for by an
average demagnetizing field.16 This simplification is justified
because the Barkhausen noise is usually measured around
the coercive field where the signal is stationary.39 In this
regime, the domain walls are reasonably distant from each
other and one can assume that their mutual interaction is
negligible. The validity of this assumption, however, has
never been established firmly. Multiwall effects may in prin-
ciple affect the domain-walls dynamics and thus dynamic
hysteresis and BN. Even if we consider a single domain wall,
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its magnetostatic energy should depend on the number of the
domain walls at least in an effective-medium sense. In par-
ticular, the demagnetizing factor that plays a crucial role in
the BN statistics14 should be correctly evaluated only consid-
ering the entire domain structure. An attempt to consider the
effect of wall-wall interactions has been made using a
spring-block model,40 but this model does not take correctly
into account the long-range nature of the dipolar interactions
which underlie the multiwall effects.
In this paper, we consider a system with many rigid par-
allel Bloch domain walls and study their motion, driven by
an external triangular magnetic field, in a disordered mate-
rial with strong in-plane uniaxial anisotropy. The model is
based on the interplay between the dipolar and the external
field contributions, in the presence of the structural disorder.
Owing to the simplicity of the parallel Bloch configuration,
the magnetostatic energy can be treated analytically. We can
calculate perturbatively the demagnetizing factor  as a func-
tion of the structural and geometrical parameters of the sys-
tem. The perturbative calculation perfectly agrees with the
results of the simulations, thus representing a link between a
macroscopic measurable quantity and the microscopic dy-
namics of the system. Moreover, the dynamic hysteresis is
investigated by integrating numerically the equations of mo-
tion of the domain walls. We analyze the behavior of the
coercive field as a function of the applied field frequency and
of the disorder density and intensity. Furthermore, with our
model we can investigate the Barkhausen noise. We find that
the probability distributions for the size, the duration, and the
amplitude of the Barkhausen avalanches show a power-law
behavior with a cutoff, in qualitative agreement with the
available experimental data. These results show that multi-
domain effects are in principle important, since they give rise
to a nontrivial BN and modify the effective parameters e.g.,
the demagnetizing factor describing the motion of a single
domain wall. A more complete treatment should involve the
dynamics of a system of flexible parallel domain walls, but
this goal is beyond the scope of the present work.
The manuscript is organized as follows. In Sec. II we
present an overview on the energetics of films with parallel
Bloch domain walls and we compute magnetostatic, disorder,
and external field contributions to the equations of motion of
the domain walls. In Sec. III we present the extended pertur-
bative calculation of the magnetic susceptivity and the com-
parison with the simulation results. Next, we present the re-
sults obtained by our simulations for the analysis of the
dynamic hysteresis Sec. V and of the Barkhausen noise
Sec. VI. Finally, our results are resumed in Sec. VII.
II. INTERACTIONS IN A MULTIDOMAIN STRUCTURE
Our purpose is to study the motion of n parallel Bloch
domain walls in a disordered ferromagnetic system under an
external magnetic field driving. The aim is to write an equa-
tion of motion for each wall and integrate the system of
equations numerically. To this end, we calculate the total
forces acting on the domain walls. As we are interested in the
macroscopic response, we do not consider the details of the
internal structure of the walls and treat only the magneto-
static, the disorder, and the external field contributions. Thus
the total force Fk , t acting on the kth wall at time t is given
by
Fk,t = Fmk,t + Fdisk,t + Fextk,t . 1
In Eq. 1, the magnetostatic term Fmk , t takes into ac-
count the interaction between the magnetization and the stray
magnetostatic field generated by the magnetic charges due
to the discontinuity of the magnetization vector at the upper
and lower boundaries of the sample, Fdisk , t models the
contribution of structural disorder, impurities, defects and so
on, and Fextk , t describes the interaction between the mag-
netization and the external magnetic field. A detailed expres-
sion for Eq. 1 is obtained by computing the energy E
=Em+Edis+Eext for a generic configuration x and then deriv-
ing it according to
Fk,t = −
E
xk
. 2
In Secs. II A–II C, we will discuss these terms in more detail.
A. Magnetostatic force
We consider a sample with total length L, height 2d, and
thickness , with n domain walls displaced in the positions
x0t ,x1t ,x2t , . . . ,xnt at time t, separating n−1 do-
mains of alternating magnetization. We consider a system
with strong uniaxial in-plane anisotropy along the z direc-
tion. The even domains have a magnetization equal to Ms
and the odd ones to −Ms, Ms being the saturation magneti-
zation of the material see Fig. 1 for a definition of the pa-
rameters. In order to calculate the magnetostatic contribu-
tion Fmk , t to the total force on the kth domain wall at time
t, we first compute the magnetostatic energy of the system
Em for a generic arrangement of the walls and then derive it
with respect to xk.
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FIG. 1. Color online Sketch of the system parameters, for an
array of wall positions x1 ,x2 , . . . ,xn.
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The magnetostatic energy Em can be expressed in terms of
the demagnetizing field Hd as
Em = −
1
2
0
sample
M · Hddxdydz , 3
where M is the magnetization vector and the integration is
taken over the whole sample. Equation 3 can be rewritten
as
Em = −
1
2
0
i=0
n−1
− 1i
xi
xi+1
dx
0

dy
−d
d
dzMszˆ · Hd ,
since the magnetization lies on the z axis. Using that Hd
=−, where  is the scalar potential, it follows that
zˆ · Hd = −

z
x,y,z ,
and therefore
Em =
1
2
0
i=0
n−1
− 1i
xi
xi+1
dx
0

dy
−d
d
dzMs

z
x,y,z
=
1
2
0Ms
i=0
n−1
− 1i
xi
xi+1
dx
0

dyx,y,d − x,y,− d .
The scalar potential is given by the surface integral
x,y,z = dS
r
= 
j=0
n−1
− 1 j
xj
xj+1
dx
0

dyMs
	 1
x − x2 + y − y2 + z − d2
−
1

x − x2 + y − y2 + z + d2 ,
since the surface charge-density  value is Ms or −Ms on the
upper and lower interfaces x ,y ,d and 0 elsewhere. The
magnetization is uniform inside the domains, thus no volume
density of the charge is taken into account.
Thus we obtain
Em = 0Ms
2 
i,j=0
n−1
− 1i+j
xi
xi+1
dx
xj
xj+1
dx
0

dy
0

dy
	 1
x − x2 + y − y2
−
1

x − x2 + y − y2 + 4d2 . 4
Assuming that 	2d, as in most of the samples of ex-
perimental interest, we can neglect the term y−y2 with
respect to 4d2 in Eq. 4. Therefore, the result of the integral
is given by
Em = 0Ms
2 
i,j=0
n−1
− 1i+j
1
2
gxi+1,xj+1 + gxi,xj
− gxi+1,xj − gxi,xj+1 − 2fxi+1,xj+1
+ fxi,xj − fxi+1,xj − fxi,xj+1 , 5
where
fx,y = fy,x
= 2
4d2 + x − y2 + x − y
ln y − x + 
4d2 + x − y2
x − y + 
4d2 + x − y2 ,
gx,y = gy,x
= x − y2 ln y − x + 
2 + x − y2
x − y + 
2 + x − y2
−
2
3
x − y3 + x − y2 ln
x − y2 + 2 − 
x − y2 + 2 + 
+
2
3
x − y2 + 23/2.
To give an idea of the behavior of the magnetostatic en-
ergy, in Fig. 2 we have plotted Emt for a sample of fixed
length L and d and for three values of the thickness 
=0.1;0.01;0.001, as a function of the number of periodic
domains. As it can be seen, from a purely magnetostatic
point of view, the energy is a decreasing function of the
number of domains. In fact, the total number of domains in a
sample is determined by the interplay of the magnetostatic
term and the domain-wall energy, linearly increasing as a
function of n.1
The magnetostatic force on the kth wall at time t is thus
1×100 1×101 1×102
n
1.0×10-4
1.0×10-3
1.0×10-2
1.0×10-1
E
m
/(
2µ
0M
S
2 ε
Ld
)
ε=0.1
ε=0.01
ε=0.001
FIG. 2. Color online Normalized magnetostatic energy
Em / 20Ms
2Ld as a function of the number of domains n, for
three different values of the system thickness =0.1;0.01;0.001
and for L=1 and d=10 calculated for even numbers of domains.
Solid lines are guides for the eyes.
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Fmk,t = −
Em
xkt
= 20Ms
2
i=0
n−1
− 1i+k	 gxi+1,xk
xk
−
gxi,xk
xk
− 2  fxi+1,xk
xk
−
 fxi,xk
xk
 , 6
where
 fx,y
y
= −
 fx,y
x
= ln y − x + 
4d2 + x − y2
x − y + 
4d2 + x − y2 7
gx,y
y
= −
gx,y
x
= 2x − y
2 + x − y2
+ 2x − yln
2 + x − y2 − 
2 + x − y2 + 
+ 2 ln y − x + 
2 + x − y2
x − y + 
2 + x − y2
− 2x − y2signx − y .
In Fig. 3, we show the magnetostatic force Fmk , t calcu-
lated at each wall k for a periodic configuration of n=21
domains. As it could be seen, walls with k of opposite pari-
ties are driven in opposite directions, and the absolute value
of Fmk , t is higher for the external walls, which is a finite-
size effect tending to reduce the size of the boundary do-
mains. For a large odd number of domains, in the center of
the sample, all the Fmk , t would be equal in magnitude, as
it can be seen in Fig. 3. For an even number of domains, the
central wall experiences a zero force for symmetry reasons.
As expected, for a generic even or odd number of domains,
the effect of the magnetostatic force is to move the walls in
the direction that decreases the magnetization, in order to
minimize the magnetostatic energy see Eq. 3.
B. Disorder
Different sources of inhomogeneities are found in virtu-
ally all ferromagnetic materials. The presence of the struc-
tural disorder is essential to understand the hysteretic behav-
ior and especially to account for the residual coercive field
when the frequency of the external driving field vanishes.
Disorder is provided by vacancies, nonmagnetic impurities,
dislocations or grain boundaries in crystalline systems, varia-
tions in the easy axis between different grains for polycrys-
talline materials, and internal stresses for amorphous alloys.
We consider here only quenched frozen disorder that
does not evolve on the time scale of the magnetization rever-
sal, which is usually a realistic approximation for ferromag-
netic systems. At the beginning of a simulation, we extract
the positions of a fixed number np of pinning centers with a
uniform probability distribution all over the sample. Each
pinning center interacts with every domain wall by a located
potential of the type
Upx = A exp− x/
2 , 8
where x is the distance between the pinning center and the
wall, 
 is a correlation length, and the amplitude A is ex-
tracted from a uniform distribution, considering that the
strength of the pinning centers should vary for structural rea-
sons. In this way, we produce a disordered landscape in
which the domain walls evolve.
C. External field
The interaction between a ferromagnetic system and an
external magnetic field H is described by the energy term
Eext = − 0
sample
M · HdV . 9
In our model, the uniaxial anisotropy and the external
time-dependent magnetic field Hextt are parallel to the easy
axis of the sample, and thus parallel or antiparallel to the
magnetization. Thus in this case, the total energy is
Eext = 2d0MsHext
i=0
n−1
− 1ixi+1t − xit ,
and the external field contribution Fextk , t to the force
Fk , t on the kth wall at time t is given by the partial deriva-
tive of Eq. 9 with respect to the wall position xkt and
could be thus written as
Fextk,t = 40MsdHextt− 1k+1, 10
which depends of course on the parity of the domain wall.
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k
-2×10-3
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FIG. 3. Color online Normalized magnetostatic force
Fmk , t / 20Ms
2L2d on the kth domain wall as a function of k
dots, for a periodic configuration of the domain-walls positions.
The sample has n=21 domains, =0.002, d=10, and L=1. The
solid line is a guide for the eyes.
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III. DEMAGNETIZING FACTOR AND MAGNETOSTATIC
SUSCEPTIVITY
An interesting analytical result that can be obtained from
our model is the dependence of the demagnetizing factor 
on the number n of the parallel domain walls. The parameter
 enters as a mean-field term in several domain-wall models
used to describe the BN.13–16,18 Its precise dependence on the
sample geometry is usually approximated considering a uni-
formly magnetized sample and the domain structure is ig-
nored. Understanding this point is important since  deter-
mines, for instance, the size dependence of the Barkhausen
avalanche distribution.38
The demagnetizing factor  can be rigorously defined for
uniformly magnetized ellipsoid from the relation Hd=−M.
In more general situations, we can define it as an effective
quantity linking the average demagnetizing field to the mag-
netization −Hd /M. Here we compute  from the mag-
netic response of the system to a small perturbative external
field. Since at equilibrium a small change in the external field
is compensated by an increase in the demagnetizing field
Hd+Hext=0, we can link  to the magnetostatic susceptiv-
ity =dM /dHext by the relation =1 /.
For an extended system with a large and even number of
domains n, the equilibrium configuration consists of a
domain-wall array
xi =
iL
n
∀ i ,
note: in what follows, we will omit the t dependence of the
functions. We can choose a positive perturbative field Hext
and thus consider the perturbed walls positions,
xi =
iL
n
+ − 1i+1u ,
x0 = 0,
xn = L ,
that correspond to a small increase in the magnetization
dMnu, with u0, uniformly distributed over the domain
walls. Since the calculation of the magnetic susceptivity is
quite involved, we discuss it in the Appendix and report here
only the final result,
 =
M
Hext
=
1

=
d
An
, 11
where
An = 2 + lnn ,
and 0.577 215. Higher-order corrections in n have been
neglected.
In Fig. 4 we compare the results of our simulations and
the theoretical result of Eq. 11, for a system with d=400,
=0.01, and L=1—without disorder—by studying  as a
function of the number of domain walls n coinciding with
the number of domains in the limit n→. The simulations
are performed starting from a periodic configuration of a
high and even number of domains and letting the walls relax
under an external field that is very low in order to have a
displacement from the equilibrium position of the walls of
the order of some percents of the distance between nearest-
neighbor walls. To fulfill the hypothesis under which Eq.
11 is calculated, we use here periodic boundary conditions.
As it can be seen, the agreement between theory and simu-
lations is excellent, even if the simulations have been per-
formed for finite samples. The value of the magnetic suscep-
tivity is of the order 1 /=104, which is a realistic value
for a ferromagnetic system. It would be very interesting to
test the prediction of Eq. 11 with experimental results on
materials with low disorder. Finally, it is interesting to notice
that the demagnetizing factor =1 / displays an inverse de-
pendence on the sample length d and a linear dependence on
the thickness . Hence, as expected, reducing the sample
aspect ratio leads to an increase in . This fact has been
exploited in Ref. 38 to tune  and to study its effect on the
BN.
As final remarks, let us point out that even though no
demagnetizing term has been included by hand in the equa-
tions of motion, the demagnetization emerges naturally from
the interactions between domain walls. Moreover, we will
expect the inclusion of the disorder to influence the intrinsic
susceptivity  but not the demagnetizing field, since the lat-
ter only depends on the dipolar fields, at least in the case of
rigid domain walls.
IV. NUMERICAL MODEL
In Secs. II we have calculated the various contributions to
the total force acting on each wall Eq. 1, thus it is now
possible to simulate the dynamics of the system. Since the
number of the walls is n and we consider in this part closed
boundary conditions the boundary walls do not move, we
have to write down n−2 equations of motion given by
10
n
1.5×10-4
2.0×10-4
2.5×10-4
κ
simulations
κ=εA(n)/d
FIG. 4. Demagnetizing factor  as a function of the number of
domain walls n semilogarithmic scale: comparison between simu-
lation results and perturbative calculation dashed line for d=400,
=0.01, and for unitary L.
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
dxk
dt
= Fk,t = Fmk,t + Fextk,t + Fdisk,t . 12
In the following, we set the damping coefficient  to unity.
We integrate these equations using a fourth-order Runge-
Kutta algorithm. The external magnetic field is a saw-tooth
signal with rate , being H˙ .
We always start our simulations with an M =0 at Hext=0
periodical configuration and drive the sample to positive and
then to negative saturation. We include the possibility of
nucleation and annihilation of the domain walls by fixing a
minimum interaction range between two nearest-neighbor
walls, namely, min. If two walls get closer than min, we stop
them and consider the pair of walls as annihilated. This
means that their contribution on the sum involved in the
calculation of long-range magnetostatic force see Eq. 6
and thus their effect on the equations of motion of the other
walls is no more considered. Besides, we go on calculating
the total force on the annihilated pair of walls. When this
force becomes strong enough and of the correct sign to let
them escape from the range min, we nucleate them and con-
sider again their contribution to the magnetostatic force cal-
culation Eq. 6. This corresponds to have a nucleation bar-
rier equal to zero. Since we are interested in the study of
Barkhausen noise and of the coercive field behavior con-
nected to dynamic hysteresis, this choice does not influence
our results, as we have checked. In fact, all the phenomena
that we are interested in take place in the central region of
the hysteresis loop, namely, the one close to the coercive
field Hc, while the choice of the nucleation barrier involves
only the region of the cycle close to saturation. Moreover, for
the same reason, our results are independent on the choice of
min, as long as it is chosen in a reasonable range.
V. COERCIVE FIELD AND DYNAMIC HYSTERESIS
A. Dynamic hysteresis
We first consider the effect of the external field rate on the
hysteretic behavior. In Fig. 5a we show the hysteresis loops
obtained for various rates for a system with n=20 domains
since from now, we will deal with a reasonably high number
of domains, we will use with a slight abuse of terms n for the
number of domains, where m is the normalized magnetiza-
tion m=M /Ms and h is the normalized magnetic field h
=H /Ms. As expected from experiments and general consid-
erations, small high frequencies correspond to narrow
large cycles. To quantify this observation, we can focus on
the coercive field Hc behavior. In Fig. 5b we show the
dependence of Hc on the field rate .
For all the considered values of n in Fig. 5, n
=20,40,60 for a discussion of the behavior of Hc as a func-
tion of the number of domains n, see Sec. V B, Hc shows an
increasing dependence on . The Hc dependence on  is
quite close to a power law of the form
Hc = Hp + A1/2, 13
as suggested for experiments on Permalloy thin films and
microstructures fabricated from the same sample31 and by
the theory presented in Ref. 12.
Nevertheless, as it can be seen in Fig. 5b, our curves are
best fitted by the loss separation formula,1,34
Hc = Hp + Cex1 + rH˙ 1/2 − 1 , 14
where Cex=n0V0 /2, and r=4 / n0
2V0. Here n0 is the num-
ber of active walls in the quasistatic limit →0, V0 is a
characteristic field which controls the increase of n0 due to
the excess field,  is the permeability, and Hp is the static
hysteretic component. The fit parameters values are shown
in Table I.
The behavior of Hc as a function of  suggested in Eq.
14 means that in the adiabatic limit low frequencies Hc
goes to a nonvanishing value Hp that we can interpret as the
pinning-dominated quasistatic component due to the struc-
tural disorder, while the behavior of Hc in the high rate re-
gime represents the domain-wall dominated dynamic contri-
bution. Moreover, the scaling function of Eq. 14 describes
the evolution from the adiabatic to the domain-wall domi-
nated power-law behavior without invoking the mechanism
(a)
(b)
FIG. 5. Color online a Hysteresis loops for different external
field rates, for a system with n=20 domains and b coercive field
as a function of the external field rate for three different system
sizes n=20,40,60; hc vs dh /dt in a linear plot, in comparison with
a square-root fit dashed line and the fit with the power loss for-
mula continuous line, see text. Every point is mediated over 100
realizations corresponding to different disorder configurations.
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crossover between domain-wall propagation and nucleation
of new domains. In fact, even if the nucleation process is
included in our model, besides in a very simplified form,
nucleation takes place only in the regions of the hysteresis
loops very close to saturation. Thus the cycles are very ob-
lique see Fig. 5a. Such a kind of hysteresis loops is ex-
pected to be dominated by domain-wall motion.
B. Role of the number of domains
Another interesting issue to analyze is the effect of the
number of domains n on the system behavior. We remind
here that at the beginning of each simulation, we set the
maximum number of domains of the specimen. This number
can decrease down to one while driving the system to satu-
ration, and then—increasing the external field—it is com-
pletely restored around the coercive field. From a qualitative
point of view, keeping constant the other system parameters
i.e., the physical dimensions of the specimen under study
and the pinning centers density and strength f0, a high low
number of domains corresponds to hysteresis loops with a
lower higher permeability, in accord with Eq. 11, as it can
be seen in Fig. 6a. This happens because the increase in the
domain number increases the relative relevance, in the total
force balance, of the dipolar contribution. In fact, an absence
of collective behavior leads to square-shaped cycles, where
the whole magnetization reversal process takes place in a
few avalanches. Otherwise, in materials in which dipolar in-
teractions are relevant, oblique hysteresis loops are expected.
In our simulations, the coercive field Hc decreases as a func-
tion of n, as expected see Fig. 6b.
C. Effect of disorder
As we have already mentioned, the presence of the struc-
tural disorder has a crucial role in the physics of ferromag-
netic systems. Disorder pins the domain walls that thus are
not able to move until the external field reaches a sufficient
value to overcome the pinning and let the wall move again.
Hence we will expect, from this simple argument, that more
disordered systems have larger hysteresis loops compared to
purer specimens, for the same .
We remind here that it is difficult to quantify the disorder
contribution in real systems. In our model, we have 2 de-
grees of freedom to control the disorder: we can tune the
density of pinning centers by controlling the total number of
pinning sites np and their strength f0.
In Fig. 7 we show some hysteresis cycles for varying
values of the two parameters f0 see panel a and np see
panel b. As we can see, their effect on the loops is quali-
tatively similar, and the behavior for increasing disorder i.e.,
larger cycles for larger disorder is in agreement with the
general argument explained above.
In Fig. 8, we show the coercive field behavior for increas-
ing disorder intended here as increasing both the values of np
and f0. As expected, stronger disorder implies higher coer-
cive field. Moreover, it is important to notice that even vary-
ing the disorder strength or density, the Hc dependence on
the square root of the applied field rate does not change.
VI. BARKHAUSEN NOISE
The Barkhausen noise is an unavoidable feature of mag-
netic hysteresis in disordered samples and its statistical prop-
erties have been widely studied in experiments and models.38
The experiments in soft ferromagnetic materials have been
divided into universality classes depending on the avalanche
distributions.38 Experimental results are well described by
TABLE I. Fit parameter values for Fig. 5b.
n 20 40 60
Hp 0.024 0.019 0.016
Cex 0.003 0.003 0.0036
r 6622 4752 2989
 183 153 173
n0 18 21 32
V0 0.0003 0.0003 0.0002
(a)
(b)
FIG. 6. Color online a Some hysteresis loops for different
system sizes n=20,40,60, for an applied field rate =1 /20, and b
coercive field Hc as a function of the number of domains n. Every
point is an average on 100 samples, corresponding to different dis-
order realization, for an applied field rate =1 /1000. The line is a
guide for the eyes.
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models involving a single flexible domain wall and ignoring
any interactions between different walls. Different universal-
ity classes are set by the dominant interactions between parts
of the walls. Here we explicitly ignore these local interac-
tions and want to account only for the interactions between
walls.
In Fig. 9 we show some simulated signals for various
rates of the external field. Partial regions are chosen for the
signals, corresponding to the same time interval. As it can be
seen, our results reproduce a well-known characteristic of the
experimental Barkhausen noise. At low frequencies, the sig-
nal is composed of separated avalanches, while this property
is progressively lost at higher frequencies. In the latter case,
the signal appears as a continuous sequence of peaks and the
single avalanches are no more distinguishable. We have ana-
lyzed the Barkhausen signal considering the distribution of
the signal amplitude, avalanche sizes, and durations.
The amplitude probability distribution of the magnetic in-
duction flux rate ˙ is a measurable quantity and thus has
been often used in order to test the reliability of a model for
Barkhausen noise see, for instance, Ref. 13. In fact, the flux
rate is related to the velocity of the domain walls v. In Fig.
10a we show the rate dependence of the probability ampli-
tude distribution. In the nonadiabatic limit, in fact, the
domain-walls velocity is expected to depend on . We notice
that Pv passes from an almost symmetric shape for very
high frequencies to an asymmetric one for low frequencies.
In the model by Alessandro, Beatrice, Bertotti, and Mon-
torsi ABBM model,13 the predicted shape of the amplitude
probability distribution is a gamma function
Pv  vc−1e−cv/v. 15
We remind here that this formula is obtained under the as-
sumption that the disorder is a correlated Brownian pro-
cess.
The mechanism giving rise to the Barkhausen effect is the
domain-walls motion. It can be described as a stationary
Markov process then associated with fixed and well-defined
values of the magnetization rate imposed to the system and
of the permeability of the specimen  associated with the
part of the hysteresis loop, where the domain-wall motion is
assumed to take place. Even if our model is different from
the single wall ABBM model, the formula of Eq. 15 is able
to fit our probability distributions Pv for high rates, al-
though it does not supply a suitable explanation for the low
rate regime see Fig. 10b.
Next, we evaluate the probability distribution for the du-
ration T and the size STdtvt of the avalanches. The
distributions are shown in Figs. 11a and 11b.
As it can be seen, both distributions display a power-law
behavior of the type PSS− and PTT−, for almost
two decades for the maximum studied size n=60, with a
cutoff. The scaling exponents are, respectively, 1.1 and
1.2. These exponents, however, have never been reported
for bulk soft magnetic materials where parallel domain walls
are commonly observed.38 This is not surprising as we ne-
glect local interactions and any deformation of the domain
wall. It is nevertheless remarkable that just the combined
effect of dipolar interactions and disorder yields a power-law
avalanche distribution in a multidomain model. The latter
-0,2 -0,1 0 0,1 0,2
h
-1
-0,5
0
0,5
1
m
f0=2.
f0=1.2
f0=.9
-0,2 -0,1 0 0,1 0,2
h
-1
-0,5
0
0,5
1
m
np=400
np=600
np=1000
(a)
(b)
FIG. 7. Color online Hysteresis loops for varying: a disorder
strength f0np=600 and b number of pinning centers npf0
=1.2. The rate is =1 /50.
0 2×10-4 4×10-4 6×10-4 8×10-4 1×10-3
dh/dt
0.018
0.02
0.022
hc
np=400, f0=.5
np=600 f0=.7
FIG. 8. Color online The reduced coercive field hc dependence
on the external field rate dh /dt for a system with n=40 domains and
two different number of pinning centers np and disorder amplitude
f0. The applied field rate is =1 /1000. Data are fitted by Eq. 14.
Fit parameters are Hp=0.019, Cex=0.003, and r=4752 for np
=400; Hp=0.017, Cex=0.0038, and r=4752 for np=600.
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appears, however, essential to recover quantitatively the ex-
perimental results in bulk samples.38 It is important to notice
that the power-law behavior is believed to be the fingerprint
of a system close to criticality. In our case, the physical
mechanism involved in keeping the system in that neighbor-
hood is the interplay between demagnetization due to dipo-
lar interactions and disorder. However, to completely re-
solve this issue, it would be necessary to study the dynamics
of an array of flexible and interacting domain walls.
VII. CONCLUSIONS
The technological and theoretical relevance of the hyster-
esis in ferromagnetic systems motivates the effort in model-
ing the phenomenon. Of particular interest is the study of the
dynamic hysteresis connected with the power losses of the
material and of the Barkhausen noise, which represents a
tool for the investigation of the magnetization dynamics.
In this paper we have presented a model for the dynamics
of a system of parallel and rigid uncharged Bloch domain
walls, moving in a disordered landscape driven by an exter-
nal magnetic field. The analyzed configuration of domain
walls is a common case both in two- and three-dimensional
samples. Our model is based on the interplay between the
long-ranged dipolar interactions and the external field and
disorder contributions. Due to the simplicity of the wall con-
figuration, we calculated perturbatively the demagnetizing
factor and the magnetostatic susceptibility as functions of the
geometrical parameters of the system, namely, the thickness,
the height, and the number of domains at equilibrium, in the
absence of the external magnetic field. The simulation results
perfectly agree with the calculations, and we have thus been
able to link a measurable macroscopic quantity to the micro-
scopical system behavior. Next, we have investigated the dy-
namic hysteresis by means of the study of the coercive field
behavior obtained by simulating the equations of motion of
the walls array. The coercive field displays a power-law be-
havior as a function of the applied field rate, with an expo-
nent in agreement with experimental available data. Finally,
we have analyzed the Barkhausen noise, constructing the
probability distributions of the Barkhausen avalanches size
and time duration, and found power laws with cutoffs for
both the distributions. Moreover, we find that the probability
distribution of domain-walls velocity deviates at low driving
rates from the ABBM related formula. Since the latter model
is based on the motion of a single domain wall, we can
conclude that the multidomain effects are important in ferro-
magnetic systems, since they affect system parameters such
as the demagnetizing factor and the behavior of the
Barkhausen noise.
FIG. 9. Color online Time sequences of Barkhausen noise. The
labels indicate the applied field rate. We report portions of simu-
lated signals corresponding to the same time interval. The time is
measured considering an integrating time step t=0.05.
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(b)
FIG. 10. Color online a Probability distribution of the signal
amplitude i.e., of the domain-walls velocity v, for various fre-
quencies  of the external magnetic field 
=1 /1300,1 /700,1 /400,1 /300,1 /200,1 /100, for a system with n
=60 domains. b Probability distribution of the signal amplitude
for n=60 and =1 /130 fitted with the ABBM function Pv
=avc−1 exp−cv / v.
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APPENDIX: CALCULATION OF THE MAGNETIC
SUSCEPTIVITY
We can develop the magnetostatic force Fmk on a ge-
neric wall k see Eq. 6, around its equilibrium position,
Fmk = Fm
eqk + Fmk = Fmk ,
since the equilibrium term Fm
eqk is 0 by definition. It fol-
lows:
Fmk = 
j=0
n  Fmk
xj

uj=0
− 1 j+1uj = 
j=1
n−1  Fmk
xj

uj=0
− 1 j+1uj , A1
where the last equality descends from the fact that the
boundaries of the sample are fixed.
For simplicity in the calculations, let us separate the con-
tribution k= j from the others, and rewrite Eq. A1 as
Fmk =
Fmk
xk
− 1k+1uk + 
jk
 Fmk
xj

uj=0
− 1 j+1uj
= 2Ms
20− 1k+1uk
j=1
n−1 	 2gxj+1,xk
xk
2 − 
2
2gxj,xk
xk
2 
− 2 2fxj+1,xk
xk
2 − 
2
2fxj,xk
xk
2 
+ 4Ms
2
j=0
n−1
− 1 j+k 2gxj,xk
xk
2 − 
2
2fxj,xk
xk
2 uj
− 1 j+1,
where we have used the symmetry properties of the deriva-
tives see Eq. 7. In the last sum, we have included again
the kth term since it is null. If we neglect the contribution
from the boundaries that could be done since we are in the
n→ case, we can translate j+1→ j in the first sum, to-
gether with the sum index. We obtain
Fmk = 40Ms
2uk
j
− 1 j 2gxj,xk
xk
2 − 
2
2fxj,xk
xk
2 
− 40Ms− 1k
j
− 1 juj
 2gxj,xk
xk
2 − 
2
2fxj,xk
xk
2  .
So finally, it results
Fmk = 40Ms
2
j=0
n−1  2gxj,xk
xk
2 − 
2
2fxj,xk
xk
2 
− 1 juk − − 1kuj , A2
where the double derivatives of Eqs. 7 are
2fx,y
x2
= −
2

4d2 + x − y2
,
2gx,y
x2
= 4
2 + x − y2 − x − y
+ 2 ln
2 + x − y2 − 
2 + x − y2 +  . A3
In order to handle analytically Eq. A2, let us restrict our
study to the limit 	 x−y	L	d, which is the physical
case in most ferromagnetic samples. The second derivatives
of Eq. A3 thus become
2fx,y
x2
= −
1
d
,
0,1 1
S
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1×10-1
1×100
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P
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)
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T
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FIG. 11. Color online a Probability distribution of the ava-
lanche size S. Dashed line has a slope 1.1, and b probability
distribution of the avalanche duration T, for three different system
sizes n=20,40,60. Dashed line has a slope 1.2
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2gx,y
x2
= −
22
x − y
, A4
and Fmk could be in this limit rewritten
Fmk = 40Ms
2
j
− 22xj − xk + 
2
d − 1 j+k
− 1kuk − − 1 juj . A5
To have some insight on Eq. A5, we can study the effect of
the magnetostatic force in two simplified situations
Let us imagine that all the walls are fixed but the kth.
Thus Eq. A5 can be rewritten as
Fmk = − 80Ms
22
i
− 1i+k
xi − xk
− 1kuk
= − 80Ms
22uk
i
− 1i
xi − xk
that means that every wall i contributes with a term of sign
−1i+1. Since the most important contribution in the sum of
Eq. A5 is due to the nearest neighbors, if k is odd even
and has thus a positive negative perturbation on the posi-
tion, it will be subject to a negative positive magnetostatic
force, recalling the wall to the equilibrium position.
Considering the case with all the perturbations ui=u, ∀i,
the magnetostatic force becomes
Fmk = 40Ms
22u
i
− 2xi − xk + 1d− 1i+k
− 1k − − 1i . A6
So only the walls with the opposite parity with respect to
k will contribute to Fmk. Thus the even odd walls that
have a negative positive displacement will experience a
positive negative force, recalling the wall to the equilib-
rium position.
So, starting from Eq. A6, we can write
Fmk =
40Ms
22u
d i − 1
i
− − 1k
−
80Ms
22un
L i
1
i − k
− 1i − − 1k ,
using the definition xi= iL /n. Since L	d and n / i−k
1 ∀ i, k, we can approximate
Fmk  −
80Ms
22un
L i
1
i − k
− 1i − − 1k
= 
i
1
i − k
− 1i − − 1k ,
defining =80Ms
22un /L. In the sum
Fmk = − 1k
i
1
i − k
− 1i+k − 1 ,
the only non-null terms are the ith terms i with the opposite
parity with respect to k that lead to a contribution
Fmk = − 1k− 2
i=0
n 1
i − k
.
Since n→, we could consider k in the middle of the sample
and write
Fmk = − 4− 1k
i=1
n/2 1
i
= − 4− 1k
i=1
n/4 1
2i − 1
= − 2− 1k	 + lnn4 + 2 ln2 ,
by using the sum of a harmonic finite series of odd terms,
where =0.577 215. So finally
Fmk =
80Ms
22un
L
− 1kAn ,
where
An = 2	 + lnn4 + 2 ln2 = 2 + lnn .
The energy term due to the external magnetic field is
given by Eq. 9, and in this case could be written as
Eext = − 40MsHextd
i
ui.
Therefore, Fextk is given by
Fextk = −
Eext
xk
=
40MsHextd
i
ui
− 1k+1uk
= − 1k+140MsHextd .
Since at the equilibrium the total force F=0, in the absence
of disorder it must be
Fmk + Fextk = 0
=
80Ms
22un
L
− 1kAn
+ − 1k+140MsHextd ,
HYSTERESIS AND NOISE IN FERROMAGNETIC… PHYSICAL REVIEW B 79, 134429 2009
134429-11
from which follows:
Hext =
2uAnMsn
Ld
.
The magnetization M could be written as
M =
4udMsn
2dL
=
2uMsn
L
.
So finally, we can calculate the magnetic susceptivity ,
 =
M
Hext
=
M
Hext
=
d
An
, A7
which was our goal.
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