This paper proposes an approach for the joint state and fault estimation for a class of uncertain nonlinear systems with simultaneous unknown input and actuator faults. This is achieved by designing an unknown input observer combined with a set-membership estimation in the presence of disturbances and measurement noise. The observer is designed using quadratic boundedness approach that is used to overbound the estimation error. Sufficient conditions for the existence and stability of the proposed state and actuator fault estimator are expressed in the form of linear matrix inequalities (LMIs). Simulation results for a quadruple-tank system show the effectiveness of the proposed approach.
Introduction
Fault detection and isolation (FDI) procedures have become a very attractive topic in the last decades due to the increasing demand for safety and reliability in control engineering systems. However, the presence of nonlinearities in control systems still constitutes a major challenge to model-based FDI. In recent 5 years, some results on FDI for nonlinear systems have been obtained. Some of these works are based on nonlinear observers [1, 2, 3] while others are based on parity space approaches [4] . The majority of these FDI approaches have been derived only for some classes of nonlinear systems such as state affine [5] , R2#C3 =⇒ 10 input affine [6] or bilinear systems [7] , among others. Apart from analyticalmodel-based solutions there is a solid line of research devoted to developing data-driven models for FDI. This can be realised, e.g., with linear parametric models [8] , neural networks [9] , fuzzy logic [10] or recursive kernel learning approach [11] . The last approach deserves special attention because, as reported 15 in [11] , it outperforms neural networks and its computational framework has several appealing properties. Moreover, its efficiency was proven in the soft sensors design [12] , which can be directly applied for FDI purposes.
Another important issue is the fact that in real applications, it is not easy to directly apply the existing FDI schemes because of the presence of uncertainties, disturbances, and noise [13] . In addition, it is not always possible to 20 get information about disturbances and noises acting on the system. A solution to such cases can be obtained by assuming bounded uncertainties and using set-membership (or bounded-error) methods [14] . In these methods, noise, disturbances and uncertainties acting on the model parameters are assumed to be unknown but bounded with a priori known bound. Using this 25 bounded description, the set of state/parameter values that are consistent with the measurements and the model structure can be calculated. Then, whenever a measurement is not consistent with any of the members of this set, a fault is detected. The bounded-error approximations are achieved using different geometrical regions such as ellipsoids [15] , parallelotopes [16] , polytopes 30 [17], orthotopes [18] , zonotopes [19] or a combination of them. More recently, set-membership fault detection techniques have been investigated by several authors [20, 14, 21, 22, 23] .
It should be also underlined that the use of on-line fault estimation is es-sential for all active fault compensation approaches. A number of suitable fault 35 estimation methods, essentially observer-based [24, 25, 26, 27] , Kalman filterbased [28] , or parameter identification-based [29] are used. In [30] , a fault estimation scheme for nonlinear systems that can be modeled in linear parameter varying form is presented. In [20] , an observer scheme that simultaneously estimate the state and the fault is considered. In [31] , a robust fault estimation 40 approach for nonlinear discrete-time systems using unknown input observer is R1#C1C2C3 presented.
=⇒
A class of nonlinear systems of special attention is the so-called Lipschitz ones [32, 33] , in which the mathematical model of the system satisfies the Lip-45 schitz continuity condition. Many observer-based FDI approaches have been reported for this class of nonlinear systems, such as unknown input observers [34] , adaptive observers [25] , descriptor system approaches [35] and high-gain observers [36] . In [3] and [25] , a fault diagnosis for Lipschitz nonlinear systems by using adaptive observer has been presented. In [37] , a sliding mode observer 50 has been designed for nonlinear Lipschitz bounded systems and recently, nonlinear observers for one-sided Lipschitz systems have been considered, see, e.g., [38, 39, 40] .
A very interesting approach for simultaneous state and unknown input estimation was proposed in [41] . In particular, the authors considered a Lipschitz system with a nonlinearity split into known and unknown parts. It is also worth noting that the system output equation has a direct input feed-through. The design observer design procedure boils down to transforming the original system into an equivalent form without a direct feed-through, decoupling the effect of unknown nonlinearity and providing asymptotic estimates of the system input 60 and state. A similar approach was proposed in [42] for nonlinear time-delay systems. It is important to underline that the above work considers unknown but bounded delays, which constitute the main source of uncertainty, while the nonlinearity is treated as a disturbance, which is suitably decoupled. A further extension of the above general framework was recently proposed in [32] .
quadratically inner-bounded ones, which extends its applicability to a wider class of nonlinear systems. A similar strategy was employed for reduced-order observer in [33] . Taking into account the fact that the estimated unknown input can be perceived as unknown faults, the above approach can be adapted for 70 simultaneous state and fault estimation.
The contribution of this paper is to propose a novel approach for simultaneous state and actuator fault estimation, which can be perceived as a fusion of [42, 41] and the above-mentioned set-membership strategies. In the proposed strategy, a set-membership approach is used to provide a feasible set of states 75 and actuator faults that are consistent with the measurements supposing that the external system disturbances are unknown but bounded. This means that the main contribution of this work is the design of an unknown input observer combined with a set-membership estimation in the presence of disturbances and measurement noises. It is worth mentioning that the proposed technique 80 for state and fault reconstruction is different than the one presented in [31] where the objective was to determine an optimal state and fault estimation in the sense of H ∞ norm. In this work, the observer is designed using a quadratic boundedness (QB) approach that is used to overbound the estimation error.
Sufficient conditions for the existence and stability of the proposed state and 85 actuator fault estimator are expressed in the form of linear matrix inequalities (LMIs), which can be solved using available computational packages [43] .
The paper is organised as follows: Section 2 presents task set-up regarding the problem being considered. In Section 3, the joint state and fault estimation approach is proposed. Section 4 provides the computational framework used for obtaining a feasible state and fault set that is consistent with the 90 current measurements. Section 5 presents the final procedure for the boundederror estimation. In Section 6, the application of the proposed approach to a quadruple-tank system is presented. Finally, Section 7 concludes the paper.
Notation:
The following notation will be used throughout this paper.
• k -sample index;
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• t -time;
• R n , R r , R m , R q -n, r, m, q dimensional real vector space;
• x k ∈ R n ,x k ∈ R n -system state vector and its estimate;
• z k ∈ R n -observer state vector;
• u k ∈ R r -input vector;
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• y k ∈ R m -output vector;
• f k ∈ R r ,f k ∈ R r -actuator fault and its estimate;
• g (x k , u k ) -continuous, differentiable nonlinear function with respect to x k and u k ;
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• w k ∈ R n -exogenous disturbance vector;
• e k ∈ R n , e f,k ∈ R r -state and fault estimation error respectively;
• P 0 (P ≺ 0) -positive definite (negative definite) square matrix;
• α > 0 (α < 0) -positive (negative) scalar;
• η -Lipschitz constant;
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• ρ -one-side Lipschitz constant;
• I -identity matrix;
• A T -transpose of matrix A;
• A −1 -inverse of matrix A;
Problem set-up
The system under consideration is described by a nonlinear discrete-time state-space form
where A, B, D, W 1 , W 2 , C are constant matrices of appropriate dimensions.
Note that the disturbance input vector w k , includes system disturbances, measurements noises, etc. The function g (x k , u k ) is nonlinear and is assumed to be differentiable with respect to x k and u k . Using the differential mean value theorem [44] , it can be shown that
with
where c 1 , . . . , c n ∈ Co(a, b), c i = a, c i = b, i = 1, . . . , n. Based on the fact that x k is bounded, i.e., x k ∈ X ⊂ R n , it is possible to show that
whereā i,j ≥ a i,j are known bounds.
Let us define the following set of matrices
that is useful in order to define the following assumption(s):
Assumption 1: There exists a matrix M ∈ M such that:
Assumption 2: There exists a matrix M ∈ M such that:
It is worth noting that, if M T M = η 2 I then the relation underlying Assumption 2 (cf. [45, 46] ) becomes a usual Lipschitz condition [37, 47, 48, 49] with η being a Lipschitz constant. This appealing property makes the employed strategy 120 more general than the ones presented in the literature [37, 47, 48, 49] . Moreover, a significant progress was recently obtained in the observer design for nonlinear systems by introducing the so-called one-sided Lipschitz condition [50] , which means that a wider spectrum of systems can be tackled with the new approach.
Indeed, if M = ρI, then the relation underlying Assumption 1 becomes a 125 one-sided Lipschitz condition, which is imposed along with the usual Lipschitz condition (see [50] for further details and explanations). Thus, it is evident that this appealing property makes again the employed strategy more general than those presented in the literature (see [50] and the references therein). Moreover, for further analysis, three additional assumptions are considered for the system:
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Assumption 3:
Assumption 4:
Assumption 5:
Assumption 3 is required to attain a suitable fault estimation quality. The value of ε k is unknown but bounded in an ellipsoidal set [31] . Assumption 4 is used to decouple the effect of an unknown input (see, e.g., [51, 52] for further details).
Finally, Assumption 5 states that the external disturbances are unknown but also bounded in an ellipsoidal set. Thus, the contribution of this paper can be 135 associated with the so-called bounded-error or set-membership approaches [14, 53] . Contrarily to [31] , where the objective was to obtain an optimal state and fault estimator in the sense of H ∞ norm, the idea is to obtain an estimator that will provide a feasible set of states and faults that are consistent with the measurements. This means that the proposed scheme gives knowledge about 140 upper and lower bounds of the system states and faults that can be perceived as worst-case situations. This information is especially important from the viewpoint of fault-tolerant control [54, 55] .
Given the above preliminaries and assumptions, the objective of the subsequent part of this paper is to recall the state and fault estimation strategy for 145 the class of nonlinear discrete-time systems (1)- (2) that was recently proposed by the authors in [31] . The approach proposed in the current paper will use a similar estimation structure but its derivation and estimation objectives are different. Furthermore, the proposed scheme will be extended to cope with the bounded-error estimation, i.e., instead of a single estimate, a set of estimates
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that are consistent with current measurements is provided.
The general estimator structure proposed in [31] is as follows
where T = I + EC. Thus, under Assumption 4, it can be shown that for:
and G = T B, the following relations can be formulated [31] :
By defining the state and fault estimation errors as e k = x k −x k and e f,k = f k − f k , the following augmented vectors can be introduced:
T . As a result, the joint state and fault estimation error obeys [31] :ē
Given the general structure of the estimator along with its estimation error (16), a novel design procedure will be presented in the subsequent section.
Novel observer design
The main objective of this section is to show the design procedure of an ob-155 server for the system (1)-(2) using the scheme proposed in the previous section.
To settle this problem, QB is employed [56, 57, 58] . The main idea behind using this paradigm is the fact that the approach proposed in this paper has to provide a feasible state and fault set that is consistent with the current measurements.
As demonstrated in [56] , QB can be used efficiently for outerbounding the state 160 estimation error. Thus, a suitable extension has to be developed in order to with the problem defined above.
From (7) and (9) it can be observed, that v k ∈ E v , where
For the purpose of further analysis, let P 0, which makes it possible to formulate the following definitions (cf. [56] ): Definition 1. The system (16) is strictly quadratically bounded with P
This means that strict quadratic boundedness ensures that the Lyapunov
Before providing the main result of this section, let us remind the following lemma [59]: Lemma 1. The following statements are equivalent 1. There exist X 0 and W 0 such that
2. There exist X 0, W 0 and U such that
Theorem 1. The following statements are equivalent: 175 1. The system (16) is strictly quadratically bounded with P 0 for all al-
2. There exists H, U , P 0, 0 < γ < 1, α > 0, β > 0 such that for all M ∈ M the following condition is satisfied:
where
Proof. Using Definition 1 and the fact that v
, it is possible to write:
As a consequence, using (16) and
Following Assumption 1, it is evident that
Bearing in mind that
inequality (25) can be written as
which, for any α > 0, is equivalent to
Similarly, from Assumption 2 it can be shown that
which, for any β > 0, can be written as
From (23), and in particular from v
Now, using the S-procedure [60] for (24), (27), (29) and (30), it can be concluded
Applying Schur complements [60] to (31) yields
Applying Lemma 1 to (32) and then substituting
where H = PK, lead to (22) , which completes the proof.
Bounded-error estimation
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This section provides a computational framework that can be used for obtaining a feasible state and fault set that is consistent with the current measurements. To solve the above problem, let us start with the following theorem:
Theorem 2. If the system (16) is strictly quadratically bounded for all v k ∈ E v , then the uncertainty intervals for the state and fault are given as follows:
f j,k − z i,k ≤f j,k ≤f j,k + z i,k , j = 1, . . . , r, i = n + 1, . . . , n + r.
where V k =ē T k Pē k and c i is the ith column of an n + r order identity matrix.
Proof. Theorem 1 guarantees that there exist γ ∈ (0, 1) and P 0 such that (34) holds. Moreover, from (24) and (31) it can be shown that for all M ∈ M
Subsequently, by (25) and (28) as well as by the fact that v T k Q v v k ≤ 1, the upper bound of V k+1 defined by (37) can be overbounded with the non-strict inequality of the form
Following [56] , by induction, inequality (38) yields
where the sequence ζ k (γ) is defined by (36) . Thus, from (39) it is evident that for any v k ∈ E v ,ē k is contained inside the ellipsoid
The maximum and minimum values ofē i,k can be computed by maximizing/minimizing c T iē k under (40) . Using the Lagrange approach, the following Lagrange function can be formulated
where λ stands for the Lagrange multiplier. Differentiating (41) with respect tō e k and λ yields
Thus, from (42) , it can be shown that
Substituting (44) into (43) leads to
Finally, introducing (45) into (44) yields
where z i,k is given by (35) , which completes the proof.
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Remark 1. It can be easily shown that (36) can be written as
which for γ ∈ (0, 1) converges exponentially to one. Moreover, the convergence ratio depends on γ, i.e., a larger γ yields a faster convergence. It should also be noted that the computation of ζ k (γ) requires the knowledge of initial estimation errorē 0 , i.e., V 0 =ē T 0 Pē 0 . However this can be relaxed by assuming that V 0 ≤ δ, δ > 0, which boils down to
Final design procedure
This section presents the final design procedure for the proposed boundederror estimator. As it was already mentioned in the previous section, ζ k converges exponentially to one, with a speed that depends on γ. Thus, the steady state length of (33) and (49) depends solely on the eigenvalues of P , which describe the size of the ellipsoid. This means that, under constraints (22), the following functions can be employed:
1. D -optimality criterion φ(P ) = det(P )
2. E -optimality criterion φ(P ) = λ max (P ) 3. A -optimality criterion φ(P ) = trace(P )
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The determinant of P corresponds to the volume of the ellipsoid, while λ max (P ) stands for its largest axis. Finally, the trace of P corresponds to the sum of the axes of the ellipsoid. In the context of the approach developed in this paper, the A -optimality criterion is selected, such that the following optimization problem is obtained max trace(P ).
Having the cost function, it is desirable to describe (22) in the linear matrix inequality (LMI) form.
Remark 2. The set M, defined by (6), can be equivalently described by
where N = 2 n 2 . Note that this is a general description, which does not take into account that some elements of M may be constant. In such cases, N is given by N = 2 (n−c) 2 , where c stands for the number of constant elements of M .
Thus, solving (49) under (22) with respect to H, U , P , γ, α, β is equivalent to max trace(P ) subject to (for i = 1, . . . , N)
and then determiningK = P −1 H.
Remark 3.
The problem of solving (51) boils down to bilinear matrix inequalities, due to the product of γ and P in S 1 . However, by fixing a value for γ, (51)
200
becomes a set of LMIs. Since γ is constrained to belong to the interval (0, 1), an iterative algorithm can be easily implemented.
Finally, it should be underlined that when (51) is feasible, then all its diagonal elements should be negative definite. In particular,
Thus, when
then it is evident that the feasibility of (51) can be obtained more easily than in the opposite case. However, when
, then the optimization procedure will select α suf-
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ficiently close to zero in order to tackle this unappealing effect. A similar property underlines the one-sided Lipschitz condition-based design procedure proposed in [50] . However, as it was already mentioned, the proposed approach is perceived as a generalisation of the former one. R2#C2 =⇒
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To summarize, the following flowchart of the developed algorithm is proposed:
Determine E by using (13) and then set T = I + EC and G = T B Obtain matrices M i (for i = 1, . . . , N) describing (50) Select Q v describing (19) Determine H, U , P , γ, α, β by solving (49) under constraints (51) . (15) and L with (14).
Illustrative example
Let us consider a quadruple-tank system [61], as depicted in Fig. 1 . The dynamics of this system can be derived from mass balances and Bernoulli's law [62] , yielding
where A i , a i and h i , i = 1, 2, 3, 4, denote the cross-section of tanks, the crosssections of the outlet holes and the water levels, respectively. The voltage ap-215 plied to pump i, i = 1, 2 is v i , and the corresponding flow is k i v i . The acceleration of gravity is denoted by g. The parameter values are given by:
.320 cm 3 /V s, γ 1 = 0.5650 and γ 2 = 0.47.
T , the nonlinear model (53)- (56) can be reshaped in the quasi-linear forṁ
Eq. (57) is discretized using Euler method with sampling time T s = 1 s, such that it can be expressed as (1)- (2) around an equilibrium point x eq , as follows
where A(x eq ) and B(x eq ) are the frozen system matrices at the equilibrium point, while the non-linear function g (x eq , x k , u k ) is defined as 
−0.05k + 50 1000 < k ≤ 1100, −5 1100 < k ≤ 3000, 0.05k − 155 3000 < k ≤ 3200, 5 otherwise,
Fault scenario FS2:
0.05k − 155 3000 < k ≤ 3200, 5 otherwise, and stability of the proposed state and actuator fault estimator have been obtained and expressed in the form of linear matrix inequalities (LMIs), which can be solved efficiently using available solvers. The application of the proposed approach to a quadruple-tank system has allowed assessing its effectiveness. DPI2014-58104-R).
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