In this paper, we characterize a new class of computationally expensive optimization problems and introduce an approach for solving them. In this class of problems, objective function values may be directly related to the computational time required to obtain them, so that, as the optimal solution is approached, the computational time required to evaluate the objective is significantly less than at points farther away from the solution. This is motivated by an application in which each objective function evaluation requires both a numerical fluid dynamics simulation and an image registration process, and the goal is to find the parameter values of a predetermined reference image by comparing the flow dynamics from the numerical simulation and the reference image through the image comparison process. In designing an approach to numerically solve the more general class of problems in an efficient way, we make use of surrogates based on CPU times of previously evaluated points, rather than their function values, all within the search step framework of mesh adaptive direct search algorithms. Because of the expected positive correlation between function values and their CPU times, a time cutoff parameter is added to the objective function evaluation to allow its termination during the comparison process if the computational time exceeds a specified threshold. The approach was tested using the NOMADm and DACE MATLAB software packages, and results are presented.
Introduction
In this paper, we introduce a new class of optimization problems and a novel approach for numerically solving them. This class consists of minimizing an objective function f : X ⊂ R n → R that is computationally expensive to evaluate, but becomes significantly less so as the solution is approached. That is, there is a reasonably strong correlation between objective function values and the CPU time required to compute them. We will refer to this class of problems as CPU-time-related. No assumption is made regarding the precise nature of the correlation, since it will generally not be known. (This is in contrast with work in which the correlation is measured; e.g., see Romero et al. 2008 and Marin et al. 2009 .) Typically, the objective function involves some type of engineering simulation or process modeling for which the computational time for simulation runs on a large set of problem instances is either infeasible (exceeds problem requirements) or impractical (months, years, or worse). While tackling the extreme computational requirements of large simulations is our ultimate goal, our primary motivation in this paper comes from an application whose objective function involves both a fluid dynamics simulation and an image registration process, the latter of which becomes much less expensive close to the solution. For this application, the feasible region X is defined by simple bounds on the design variables, but the approach described here is sufficiently general to cover problems with general nonlinear constraints.
We note that other applications exist in which function evaluations are positively correlated with their required CPU times. In general, certain parameter estimation problems that require the numerical solution of differential equations at each evaluated point may require fewer iterations (and hence less CPU time) when the parameters are close to their true values. This property is also present in theaterlevel combat simulations, where one function evaluation represents a simulation given certain parameter settings. In the scenario of an enemy invasion, one common objective would be the employment of defensive forces in a way that minimizes enemy penetration (in distance). Enemy penetration is often highly correlated (though not perfectly) with the time it takes to stop the penetration. Since the expensive simulation would typically run until the enemy advance is halted (or shortly thereafter), the computational expense of an objective function evaluation (i.e., one simulation run) is highly correlated with the objective function value.
The positive correlation between objective function value and the computational time leads us to a solution approach that integrates CPU runtime measures into the optimization process, allowing us to better utilize computational resources and significantly reduce computational time. Because of the computational expense of the function evaluations, our approach also involves the iterative use of surrogates. In this context, a surrogate can be thought of as a much less expensive replacement for, but not necessarily a good approximation to, the objective function. In fact, in this paper we introduce surrogates based on CPU times in addition to those based on objective function values. An alternative approach is to make use of coarser representations of the simulation codes when further away from a solution (Bethea 2008) . The present work is independent of that course of action; i.e., there is no reason why both ideas could not be implemented together (a topic for future research). For this reason, we fix the model fidelity here and confine our focus to exploiting the relationship between objective function value and CPU time; we hope to address model fidelity in a separate paper.
To maintain rigorous convergence properties of our approach, the use of surrogates is incorporated into the search step of the class of mesh adaptive direct search (MADS) algorithms. This is consistent with the surrogate management framework (SMF) introduced by Booker et al. 1999 . This is an important distinction, as the poll step of the algorithm ensures convergence to a point satisfying certain necessary conditions for optimality, while the search step (which makes use of surrogates) is only used to make the process of convergence significantly more efficient for computationally expensive problems.
The remainder of the paper is as follows. In Section 2, we further motivate our work by discussing the details of our application. We present the MADS algorithm in Section 3 and discuss surrogates in more detail in Section 4, including some specific surrogate types and initialization strategies. In Section 5, we introduce new strategies for incorporating surrogates to efficiently solve our target class of problems. Numerical results on a specific instance of our application are given in Section 6, followed by some concluding remarks in Section 7.
An applicable class of optimization problems
The class of problems we target is motivated by an application in which each objective function evaluation requires both a fluid dynamics simulation and an image registration process. We consider the fluid dynamics application of discovering optimal simulation model parameters which most accurately reproduce a given experimentally obtained template image. Image registration is used to measure the degree to which any particular model output differs from this template data. For our initial study, we consider noisy template data constructed from simulation output.
The movement of fluids in a region ⊂ R n , n ∈ {2, 3} is governed by the well-known Navier-Stokes equations:
where v is a velocity field on R n , p is the pressure field in , g indicates body forces in , Re ∈ R is the Reynolds number of the flow, Pr ∈ R is Prandtl number of the flow, β ∈ R is the coefficient of thermal expansion, q is the heat source,T is the temperature, and denotes the Laplace operator (sum of the unmixed second partial derivatives).
Our test example is that of the well-known lid-driven cavity problem (Griebel et al. 1998) , in which an initially stationary 2d fluid in a rectangular container is subject to forces imposed by the top boundary (lid) moving at a uniform horizontal velocity. This causes a circular pattern of flow to appear within the fluid over time. Since the NavierStokes equations cannot be solved analytically, they must be solved numerically using a finite element method and associated finite differencing scheme. We use the method of Griebel et al. (1998) . Figure 1(a) shows a snapshot of the fluid velocity at some positive time. Figure 1(b) shows the corresponding representation of the heat function H , which we will use as reference data. The heat function defines the two-dimensional heat flux q = ∇ × H , and is analogous to the hydrodynamic stream function which defines the (two-dimensional) velocity. For each combination of Reynolds number and simulation length (or time), the velocity and viscosity of the fluid form a different circular heat flux pattern throughout the region. The goal will be to recover from the snapshot the (unknown) Reynolds number and simulation length.
Image registration is the process of estimating some optimal transformation u * between two images. Thus, a transformation u is realized as a path through the space of images. A particular choice of u will depend on the needs of the application. For example, in medical imaging it is desirable to compare images with minimal distortion, ∇ × u. Other image comparison tasks benefit from minimizing the work required to "move" the intensities from one image to another. Different types of transformations are described in Modersitzki (2004) . If we consider the classical inner product space L 2 ( ) of squared Lebesgue-integrable functions with its standard induced norm, a transformation of an image T is given by T u (x) = T (x − u(x)), where u(x) is the displacement of the point x. The objective is to minimize the distance between a reference image R and a template image T through an optimal warp transformation T u ∈ L 2 ( ), as defined by some distance measurement D, and a smoothing or regularizing term S. This problem is given by
where α > 0 governs the relative contributions of the two terms. We choose to illustrate our techniques using the curvature registration method of Fischer and Modersitzki (2003) , where
and n d is the dimension of the data space . Equation (3) can be viewed as an approximation to the curvature of the transformation u. The optimal transformation u * is the one that simultaneously minimizes image differences and transformation curvature. The Euler-Lagrange equation for (1) is
where we have applied Neumann boundary conditions
One method of solution is to take the associated time-dependent equation,
and compute the steady state solution u * t (x, t) = 0 using the iteration,
with appropriately chosen artificial time step τ . Figure 2 shows an example of an image registration for images of the temperature of two different parameterizations of a fluid flow simulation. The top left picture is the reference image R for a specific set of (unknown) parameter values (e.g., Reynolds number of the fluid). For a different set of parameter values, the simulation is run, resulting in the template image T shown in the top right picture. The image registration is then applied using (6) to solve (1)-(3). The resulting warped template image T u and the difference between R and T u are shown in the bottom left and right images, respectively.
Given pixel points
where n p is the number of pixels in the image, the objective measure of the goodness of simulation parameter choices is given by the optimal transformation; namely,
The subtraction of the means in (7) allows for a zero objective function value for images that are identical except for translational alignment issues. If the images are very similar, the numerical image registration scheme (6) requires only a few iterations to transform T into R, resulting in less computational time as well as a small distance value. On the other hand, images that are relatively dissimilar require more iterations, increasing the computational time. Thus, the objective function value f and its associated computational time are expected to be strongly correlated. We should also point out that the computational cost of an image registration is not trivial. When image deformation methods are applied instead of simpler affine transformations, the cost due to the additional computational workload can be significant.
Mesh Adaptive Direct Search (MADS)
The class of mesh adaptive direct search (MADS) algorithms was introduced by Audet and Dennis (2006) as a way of extending generalized pattern search (GPS) (Audet and Dennis 2003; Torczon 1999, 2000; Torczon 1997 ) to optimization problems with nonlinear constraints without the use of penalty parameters (Lewis and Torczon 2002) and with a stronger theoretical justification than is available with filters (Audet and Dennis 2004) . Each iteration of GPS and MADS algorithms consists of a search and a poll step performed on a mesh formed by a set of n D directions D that positively spans R n . These algorithms are applied not to the objective function f , but to the barrier objective f X ≡ f + ψ f , where ψ f is the indicator function for f ; it is zero at x ∈ X and ∞ for x / ∈ X . The mesh at iteration k, which is not actually constructed, can be expressed as
where S k is the finite set of points where the objective function f had been evaluated by the start of iteration k (so S 0 is the set of initial feasible points), and the mesh size parameter m k controls how coarse or fine the mesh is. The search step is very flexible, as it consists of evaluating f X at any finite number of mesh points. One could choose to sample randomly, sample at points generated by an experimental design, run a few iterations of a favorite heuristic, such as a genetic algorithm, or simply do nothing. For computationally expensive functions, the search step usually consists of constructing (or recalibrating) surrogate functions and solving a surrogate optimization problem on the mesh. The resulting solution, along with any other promising points, is then evaluated by f X .
If the search step fails to yield a mesh point with lower objective function value, the poll step is performed. It consists of evaluating the set of adjacent mesh points P k , called the poll set; namely,
where the current iterate x k is called the frame center, and D k is a positive spanning set of directions satisfying certain properties that will ensure appropriate convergence properties of the algorithm. In GPS methods, the condition of D k ⊂ D must hold at each iteration, and D k is chosen to include directions that conform to the boundary of any nearby constraint (Lewis and Torczon 2000) . This is sufficient for problems with a finite number of linear constraints because we include in D all possible conforming directions at any point in the feasible region. However, for more general problems with nonlinear constraints, this condition is insufficient to ensure convergence.
In the more general class of MADS algorithms, a new parameter The idea in MADS is that m k approaches zero faster than p k , which increases the number of possible directions from which to select for inclusion in D k . This is illustrated in Fig. 3 , where GPS and MADS frames (in rows 1 and 2, respectively), constructed from the standard set of 2n positive and negative standard coordinate directions, are depicted in two dimensions. In each case, the thick-lined box is called a frame (with frame center x k ), and the points where it intersects the mesh are at a relative distance of p k from the frame center x k . In MADS, any set of positive spanning directions that yields mesh points inside the frame (e.g., p 1 , p 2 , and p 3 ) may be chosen. 
A general MADS algorithm is given in Fig. 4 . Convergence of MADS depends on selecting directions so that the union of normalized poll directions used becomes asymptotically dense on the unit sphere (Audet and Dennis 2006) . Specific instances of MADS have been shown to achieve this condition with probability one (by randomly selecting D k ) (Audet and Dennis 2006) and deterministically (through the use of Halton sequences) (Abramson et al. 2009 ).
More details, including proofs of convergence to appropriately defined first-order stationary points (even for nonsmooth functions), are given for GPS and MADS in Audet and Dennis (2003) and (2006), respectively. Secondorder stationarity results for GPS and MADS are studied in Abramson (2005) and Abramson and Audet (2006) , respectively.
Surrogate functions
The idea for surrogates first appeared as "approximation concepts" in the work of Schmit and Miura (1976) . Booker et al. (1999) characterize a class of problems for which surrogate functions would be an appropriate approach, suggest a surrogate composition, and set forth a general Surrogate Management Framework (SMF) for using surrogates to numerically solve optimization problems. More information about surrogate-based optimization can be found in Forrester and Keane (2009), Viana et al. (2010a) , and Wang and Shan (2007) .
Most surrogates are one of two types: simplified physics or response-based. A simplified physics model, also known as a low-fidelity model, makes certain physical assumptions that significantly reduce the computational cost by eliminating complex equations and even the number of variables. Although several novel approaches exist in the literature for treating this class of surrogates (e.g., see Alexandrov et al. 1998 or Robinson et al. 2006) , the actual construction of the models is problem-dependent.
To handle our target class of problems, we use as surrogates a class of response-based kriging approximation models (Sacks et al. 1989 ) (see also, Kleijnen 2009 , Martin and Simpson 2005 , and Stein 1999 . These are not the only response-based models, and in fact, there have even been cases where multiple surrogate types are applied to the same data (Ginsbourger et al. 2008; Viana et al. 2010b; Viana and Haftka 2008; Voutchkov and Keane 2006) in an effort to improve performance.
In kriging, given a set of known data points (or sites) {s i } n s i=1 ⊂ R n and their deterministic response or function values y s ∈ R n s (i.e., [y s ] i = y(s i ) for i = 1, 2, . . . , n s ), the deterministic functionŷ(z) is modeled as a realization of a stochastic process, 
and Z (z), σ 2 is the process variance, and R(θ, w, z) is the correlation function of w and z. The parameter θ ∈ R n controls the shape of the correlation function. Kriging produces an approximate function value at an unknown point s 0 ∈ R n using weights on known responses; namely,
where c(s 0 ) ∈ R n s is a vector of weights. Details for computing c(s 0 ) are given in Lophaven et al. (2002) or Sacks et al. (1989) , for example.
The parameter θ is set via an optimization process which requires the computation of R(θ, x, x) −1 . However, this is difficult numerically because R can become ill-conditioned as points cluster together during the convergence process of MADS (Booker 2000) . The increase in the condition number of R(θ, x, x) (which can be estimated and monitored) can greatly impact the computed value of θ or prevent the calculation of the regression coefficients altogether. Booker (2000) alleviates this problem in practice by introducing a second correlation function for all the points that are generated after the initial surrogate is formed. He also suggests the use of additional correlation functions if the ill-conditioning recurs. An alternative approach for alleviating numerical instability due to the clustering of points was studied in Martin (2010) . For problems with CPU-timerelated functions, since the clustering of points coincides with smaller CPU times, we can also choose to simply skip the search step whenever an estimate of the condition number (based on Hager 1984; Higham and Tisseur 2000) of the kriging correlation matrix becomes too large.
New surrogate strategies
In this section, we introduce a new search step for handling CPU-time-related functions. First, if objective function values and CPU times are positively correlated, then improvement in the objective function should not be expected once the computational time exceeds a certain amount. To avoid wasting unnecessary CPU time, we introduce a CPU time cutoff parameter t cut k > 0 to allow a function evaluation to be aborted if it is taking too long to perform. A value of t cut k = ∞ means that the function is evaluated normally without being aborted.
At each point x ∈ X that is evaluated by f , we record its function value z = f (x) and the CPU time t = t (x) required to evaluate f (x). For a specified time cutoff parameter value of t cut k , we can represent a function evaluation
Once the time for computing the function value exceeds the value specified by t cut k , evaluation of f (x) is aborted without returning a value for z (or z is set to be infinity or an arbitrarily large number) and with t set to t cut k . One possible approach we considered is to set t cut k+1 = αt k , α ≥ 1, where t k is the recorded CPU time for the current best iterate x k (i.e., in our notation,
. The CPU time relation also means that a surrogate based on either the objective function values or CPU times would probably be a good predictor of decrease in the objective. In fact, a surrogate on the CPU time has the added advantage that it always returns a value, whereas, the objective function would be aborted if t cut k is exceeded at iteration k. We denote these surrogates on objective values and CPU times byf k (·) andt k (·) (at iteration k), respectively, and we consider the following four surrogate optimization problems, whose solutions we would expect to be good subsequent trial points for the true objective function:
The parameter ε > 0 added to the constraint in (12) is a small constant offset to allow for variability in computational time. We do this to prevent the situation where unfortunate variations in CPU time result in feasible points that are flagged as infeasible with respect to (12). We anticipate that the amount of correlation between function values and CPU times may be different for different problems. If the correlation is not as strong, then the time-based surrogates will not predict improvement as well. From the standpoint of convergence, the MADS poll step overcomes poor correlation, but at a higher cost. In fact, the class of MADS algorithms has been shown to be robust in solving problems, even when the surrogate predicts poorly (Booker et al. 1998) . The surrogate optimization problem is typically solved using a recursive call to MADS (though theoretically, the surrogate optimization problem could be solved by many optimization codes). Constraints in (12)-(13) are treated by the extreme barrier approach of only allowing feasible points (or setting the function value at any infeasible trial point to infinity).
We should note that the combination of MADS with a barrier and the use of the t cut k in the original optimization problem causes a dilemma when using surrogate functions. Using the parameter t cut k to stop unprofitable function evaluations is good for saving computational time, but it results in infinite or arbitrarily large function values, which cannot be used to construct a good surrogate. To overcome this, we simply set the function value to the largest value seen thus far in the iteration process, whenever the time cutoff threshold is exceeded. Our algorithm can be summarized as simply MADS with the specific kth search step given in Fig. 5 .
A numerical example
We now present some numerical results from a specific example of the class of problems described in the Section 2, the lid-driven cavity problem (Griebel et al. 1998 ). Additional results and discussion are given in Magallanez (2007) . At one particular Reynolds number and simulation length, a reference image of the heat flux pattern is captured and then noise is added to the image, so as to represent what one might to see in experimentally obtained physical measurements. As stated in Section 2, the goal is to run a simulation for different Reynolds numbers and simulation lengths, capture the template image, and compare the template and reference images of heat in an attempt to determine the original Reynolds number and simulation length set for the reference image. Figure 2 actually shows reference and template images for this very problem.
Since this problem has only bound constraints, we applied GPS with the search step described by Fig. 5 . To do this, we used two MATLAB software packages, NOMADm (Abramson 2008) for the implementation of MADS/GPS, and DACE (Nielsen 2007) to build the kriging surrogates (with some custom-built files) for the search step. The use of kriging functions as surrogates requires specification of the data sites, and regression and correlation functions. For constructing an initial surrogate, the set of initial data sites can be chosen via experimental design (Santner et al. 2003) or by sampling a set of "space-filling" points, such as Latin hypercube designs (Stein 1987; Tang 1993) or orthogonal arrays (Owen 1992) . Experimental designs generally require more function evaluations, especially in larger dimensions. However, since our problem is of small dimension, we chose to use a 9-point central composite design (CCD). This also allowed us to use a secondorder regression function for the kriging model, which we found to be more accurate than lower-order functions.
The surrogate optimization problem was solved by a recursive call to MADS from within the search step. An estimate of the condition number of the kriging correlation matrix was monitored using the MATLAB condest function, which is based on Hager (1984), Higham and Tisseur (2000) . The bounds on Reynolds number and simulation length (in seconds) were set to be [0, 5000] and [3, 8] , respectively.
For each scenario, different variations of the algorithm are applied and compared to a base case. The base case implementation uses GPS with an empty search step (i.e., it is skipped), a single initial point or set of CCD points, and t cut k = ∞ for all k. This allows for a full evaluation of all points and a comparative analysis of the proposed algorithm. The other cases use the partial and full implementation of the search step presented in Fig. 5 .
We first made some preliminary runs using a strategy of setting t cut k+1 = t k at each iteration. However, these runs turned out to be unsuccessful in forming good surrogates (i.e., surrogates that routinely found good trial points to evaluate) because our main assumption of CPU time correlation turned out not to hold in certain parts of the domain. If the template image is too dissimilar from the reference image, the image registration process actually terminates prematurely-with a lower CPU time and a much worse objective function value. This is seen in Fig. 6 , which shows the image registration time and objective function value for each trial point evaluated in the subsequent run, in which we set t cut k+1 = 2t k at each iteration. This choice seemed to rectify the situation. Note that we only include image registration time here because the simulation time was roughly constant over all evaluated points, and for this particular problem, the image registration time was actually the more dominant time.
We also experienced ill-conditioning of the correlation matrix as a solution is approached, which is caused by trial points becoming more clustered together. This was remedied by invoking an empty search (i.e., not optimizing the surrogate) whenever the matrix became ill-conditioned. This is not unreasonable in this case because the CPU time correlation means that function values are probably much less expensive at this point in the iteration process, and the use of surrogates is then not as important.
The results for each case are shown in Table 1 , where the column headings denote, respectively, the type of search step executed (Search), type of initial points used (x 0 ), final solution (x * ), number of iterations (nIter), number of function evaluations (nFunc), CPU minutes required (CPU), and the ratio of successful to total surrogate search steps executed (Successes). For the latter, a success refers to a surrogate optimizer that actually improves the objective function (as opposed to one that does not, due to poor prediction of the surrogate). Except for the "None" designation, the search types refer to the four surrogate strategies shown in (10)-(13). The first letter indicates the objective function (f (x) vs.t(x)), and the second (if present) indicates the constraint. The initial point types consist of using a single initial point in the geometric center of the bound constrained feasible region (center), a randomly chosen initial feasible point (random), or central composite design (CCD). The final solution is expressed as [Reynolds number, simulation length (seconds)]. The first three runs are base cases with no search step or time cutoff parameter used, while the last seven cases are different variations of the new search step, the first three being similar to the base case (no search step) except for the use of the time cutoff parameter to abort expensive function evaluations. (The random point is the same random initial point that was used for the base case.) The final four cases employ one of the surrogate optimization problems (10)-(13), as just described.
All runs successfully found the optimal solution at essentially the same parameter values (with f (x * ) = 0.60 in all cases). As hoped for, the CPU time was significantly lower for the two time-based surrogates ( (11) and (13)) than all the other cases, despite costing more function evaluations than many other cases, including all three base cases. When using the t cut k parameter and a CCD design, the timebased surrogates achieved a 32.3% reduction in CPU time. Since the time-based surrogates achieved this despite more function evaluations, this also indicates that for this class of problems, the number of function evaluations is not a good measure of the efficiency of the different implementations.
The results with no search illustrate the importance of finding an appropriate initial point to set up the time cutoff parameter. With only one initial point, this parameter Fig. 7 Decreasing function value needs several iterations to build enough slack to allow the sequence of points to overcome the local nature of the CPU time correlation. The extra iterations resulted in a different path to a solution, which required significantly more CPU time. However, when using a initial CCD (with an empty search step), the results are identical except for the CPU time. In this case, using the time cutoff parameter saved almost 90 CPU minutes. Figure 7 further illustrates the performance of the four surrogate strategies, with each color representing a different strategy (corresponding to (10)-(13)), and each shape (diamond or square) representing the source (search or poll step, respectively) of the improvement. The figure shows that the surrogates based on computational time achieve lower function values quicker than the surrogates based on function values. Furthermore, regardless of the surrogate objective, the use of a constraint (see (12) and (13)) in each case resulted in faster initial convergence than the corresponding unconstrained version ((10) and (11), respectively).
Concluding remarks
This paper represents a first attempt at numerically solving the challenging class of optimization problems in which function values and the CPU times required to compute them are correlated. Exploiting acquired knowledge about the relationship between objective function values and their CPU times appears to be a useful and efficient means of solving this class of problems. One challenge is dealing with the extent to which the CPU time correlation property holds in practice, which may not be fully understood. The implementation of the time cutoff parameter was a useful way to reduce the time required to find a numerical solution. However, while it can be used to stop the image registration algorithm, it cannot stop the numerical simulation, since the image registration requires the image obtained from the full simulation.
Since t cut k is controlled by the user, one potential improvement would be a more systematic approach to updating it, rather than the trial-and-error approach used here. Since function values and computational times are stored in order to construct surrogates, they can also be used to measure the correlation between the two. Higher values of t cut k can be assigned whenever the correlation is low, and vice versa.
Not using the surrogates when ill-conditioning occurs was a simple tactic that made sense for the particular problem we solved. However, a more effective means to combat this problem may be the use of a trust region (e.g., see Alexandrov et al. 1998) , both to constrain the optimization of the surrogate and to screen out points used in the construction of the surrogate. The size of the trust region could be based on the frame or mesh size parameter.
