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a b s t r a c t
Consider any conjugate gradient method for finding a zero point of a given gradient whose
function is implicit. We propose two different types of conditions for selecting the step
length using the gradient information only. One is used for re-proving known convergence
results under the same gradient-Lipschitz assumption. Moreover, if the gradient is merely
continuous thenwe are still able to get some interesting convergence results. The other also
allows for convergence of the resulting conjugate gradient methods, with an application
to convergence analysis of the Fletcher–Reeves conjugate gradient method. Preliminary
numerical experiments show the efficiency of our proposed step length rules in practice.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider the following problem of finding a zero point of a given gradient, i.e., finding an x ∈ Rn such
that
∇f (x) = 0, (1)
where ∇f : Rn → Rn is the gradient whose function f may be implicit, and is assumed to be continuous.
The problem (1) can be solved by the following conjugate gradient methods: choose x0 ∈ Rn, the iteration is generally
given by
xk+1 = xk + αkdk, (2)
where αk > 0 is a step length and dk is a search direction satisfying
dk = −∇f (xk)+ βkdk−1, k ≥ 1; d0 = −∇f (x0). (3)
Formulae for the βk were given in [1] for linear gradients, and [2–7], to cite a few, for non-linear gradients.
Convergence of conjugate gradient methods heavily depends on choices of step lengths. Two widely used step length
rules are the strong Wolfe conditions
f (xk + αdk) ≤ f (xk)+ c1α〈∇f (xk), dk〉,
|〈∇f (xk + αdk), dk〉| ≤ −c2〈∇f (xk), dk〉,
where 0 < c1 < c2 < 1 and the Wolfe conditions
f (xk + αdk) ≤ f (xk)+ c1α〈∇f (xk), dk〉,
〈∇f (xk + αdk), dk〉 ≥ c2〈∇f (xk), dk〉,
where 0 < c1 < c2 < 1; see [8,9].
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However, at each iteration, the (strong) Wolfe conditions not only usually need an algorithm (for example see [10])
to implement, but also the (strong) Wolfe conditions may be inefficient whenever the values of the gradient are easy to
compute whereas the values of the function are not for some important problems in practice [7]. Especially for the latter, it
can undesirably consume too much CPU time to slow down the solution.
So, it is desirable to devise simple and efficient step length rules using the gradient information only. To this end, we in
this paper propose the following step length rule: choose ρ > 0, 0 < ω, δ < 1, compute some νk (see Section 2), let i be the
largest non-negative integer such that
〈∇f (xk + ρωidk), dk〉 + 1
2
νkρω
i‖dk‖2 ≥ δ〈∇f (xk), dk〉. (4)
Then the step length is given by
αk = ρωi+1. (5)
Here, we like to emphasize one point. If we have known the gradient is monotone in advance, then νk vanishes, and at
this moment the inequality (4) preferably reduces to
〈∇f (xk + ρωidk), dk〉 ≥ δ〈∇f (xk), dk〉. (6)
In this case, the selected step length by (6)–(5) satisfies that
〈∇f (xk + αkdk), dk〉 < δ〈∇f (xk), dk〉.
The idea of devising such type of step length rule (6)–(5) is enlightened by the original work of Konnov [11] (also see
Appendix). One key difference is that we take xk + αkdk as the next iterate instead of the intermediate point there.
For any conjugate gradient method (2)–(3) satisfying βk ≥ 0, under the same gradient-Lipschitz assumption as [12],
we can re-prove known convergence results but in a widely different way provided that the step length is determined by
(4)–(5).
Remarkably, if the gradient is strongly monotone and continuous then the strong Wolfe conditions may be replaced by
the following conditions, which require αk to satisfy
c2〈∇f (xk), dk〉 ≤ 〈∇f (xk + αdk), dk〉 ≤ c1〈∇f (xk), dk〉, (7)
where 0 < c1 < c2 < 1. Moreover, we prove convergence of the Fletcher–Reeves conjugate gradient method provided that
the step length is selected by (7) and the gradient is in addition Lipschitz continuous.
For other types of step lengths of conjugate gradient methods, the reader may consult [13–15].
Preliminary numerical experiments, reported in Section 5, show the efficiency of our proposed step length rules in
practice.
Notation. Throughout this paper, 〈x, y〉 stands for the usual inner product for x, y ∈ Rn, and ‖x‖ for the induced norm by
‖x‖ = √〈x, x〉.
2. Lipschitz continuity and µ-monotonicity
This section introduces some useful concepts, and discloses the inter-relations between them. These relations are very
important for us to better understand the step length techniques given in this paper.
Definition 1. A mapping ∇f : Rn → Rn is said to be L-Lipschitz continuous on the set X ⊆ Rn if there exists an L > 0 such
that
‖∇f (x)−∇f (y)‖ ≤ L‖x− y‖, ∀x, y ∈ X .
Definition 2. A mapping ∇f : Rn → Rn is said to be µ-monotone on the set X ⊆ Rn if there exists a constant number µ
such that
〈∇f (x)−∇f (y), x− y〉 ≥ µ‖x− y‖2, ∀ x, y ∈ X .
Notice that the case µ > 0 corresponds to strong monotonicity whereas the case µ < 0 corresponds to weak
monotonicity. For the case µ = 0, the mapping above is simply said to be monotone on the set X ⊆ Rn. Moreover, if
the gradient ∇f is L-Lipschitz continuous on the set X then the following inequality
〈∇f (x)−∇f (y), x− y〉 ≥ −‖∇f (x)−∇f (y)‖‖x− y‖ ≥ −L‖x− y‖2, ∀ x, y ∈ X,
shows that it must be µ-monotone with µ = −L on the set X , see [16].
From this, we know that if ∇f is L-Lipschitz continuous in Rn then for given xk ∈ Rn, dk ∈ Rn it is −νk-monotone with
νk ≥ 0 along the ray {xk + αdk : α ≥ 0} for some νk ∈ [0, L]. Such νk is the very νk given in the (4)–(5).
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Then, how to evaluate such νk at each iteration? We suggest using the following approximation formula
νk ≈ max
{
0,−〈∇f (x
k + αk−1dk)−∇f (xk), (xk + αk−1dk)− xk〉
‖(xk + αk−1dk)− xk‖2
}
= max
{
0,−〈∇f (x
k + αk−1dk)−∇f (xk), dk〉
αk−1‖dk‖2
}
. (8)
Be aware of that µ-monotonicity of a mapping implies neither Lipschitz continuity nor monotonicity. For example,
consider the following unconstrained minimization problem
minimize f (x) :=
∑
(xpi + arctan(xi)), x ∈ Rn, (9)
where p ≥ 1 is some positive number. The associated optimality condition reads
∇f (x) :=
(
pxp−11 +
1
1+ x21
, . . . , pxp−1n +
1
1+ x2n
)T
= 0.
Obviously, for the p = 4 case, such gradient is neither Lipschitz continuous nor monotone, but always µ-monotone with
µ = −1 in the whole Rn.
3. Convergence: part 1
This section discusses global convergence of any conjugate gradient method (2)–(3) satisfying βk ≥ 0, when the step
length is determined by (4)–(5), and begins with the following two lemmas.
Lemma 1. For any given x, d ∈ Rn and for all α ≥ 0, if ∇f be−ν-monotone with ν ≥ 0 along the ray {x+ αd : α ≥ 0}, then
the following relation holds
f (x+ αd) ≤ f (x)+ α〈∇f (x+ αd), d〉 + 1
2
να2‖d‖2. (10)
Proof. Since ∇f is−ν-monotone with ν ≥ 0 along the ray {x+ αd : α ≥ 0}, we have
〈∇f (x+ αd)−∇f (x+ td), (x+ αd)− (x+ td)〉 ≥ −ν‖(x+ αd)− (x+ td)‖2
= −ν(α − t)2‖d‖2.
So, when 0 ≤ t ≤ α, it is not difficult to check that
〈∇f (x+ td), d〉 ≤ 〈∇f (x+ αd), d〉 + ν(α − t)‖d‖2.
Applying this inequality to the following relation
f (x+ αd) = f (x)+
∫ α
0
〈∇f (x+ td), d〉dt
yields the desired result. 
Lemma 2. Consider any conjugate gradient method (2)–(3) satisfying βk ≥ 0. Assume that ∇f is −νk-monotone with νk ≥ 0
along the ray {xk + αdk : α ≥ 0} and the step length αk satisfies (4)–(5). Then
(a) the αk is well-defined and dk satisfies the sufficient descent condition
〈∇f (xk), dk〉 < −‖∇f (xk)‖2 < 0; (11)
(b)
f (xk+1) ≤ f (xk)+ δαk〈∇f (xk), dk〉. (12)
Proof. First, we prove (a) by induction. When k = 0, since d0 = −∇f (x0), we have
〈∇f (x0), d0〉 = −‖∇f (x0)‖2 < 0.
Then let us show that the step length α0 will be found after a finite number of trials. Otherwise, for any i = 0, 1, 2, . . . , the
following holds
〈∇f (x0 + ρωid0), d0〉 + 1
2
ν0ρω
i‖d0‖2 ≥ δ〈∇f (x0), d0〉, 0 < δ < 1. (13)
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Since ∇f is continuous, taking the limits with respect to i on both sides yields
〈∇f (x0), d0〉 ≥ δ〈∇f (x0), d0〉.
This is a contradiction because d0 satisfies 〈∇f (x0), d0〉 = −‖∇f (x0)‖2 < 0. So, we say that the α0 in (13) is well defined
and can be determined within finite trials.
Assume that (a) holds for k− 1. Now we show that (a) holds for k as well. By the assumption, (4) and (5), we get
〈∇f (xk), dk−1〉 = 〈∇f (xk−1 + αk−1dk−1), dk−1〉 < δ〈∇f (xk−1), dk−1〉,
which, together with (3) and βk ≥ 0, implies
〈∇f (xk), dk〉 = −‖∇f (xk)‖2 + βk〈∇f (xk), dk−1〉
< −‖∇f (xk)‖2 + βkδ〈∇f (xk−1), dk−1〉
< −‖∇f (xk)‖2 − βkδ‖∇f (xk−1)‖2
< −‖∇f (xk)‖2, (14)
where the second inequality follows from the assumption that
〈∇f (xk−1), dk−1〉 < −‖∇f (xk−1)‖2 < 0.
Thus, a similar discussion yields that the αk is well-defined and also can be determined within finite trials.
Now we prove part (b). Since the gradient ∇f is assumed to be −νk-monotone with νk ≥ 0 along the ray {xk + αdk :
α ≥ 0}, it follows from Lemma 1 that
f (xk + αdk) ≤ f (xk)+ α〈∇f (xk + αdk), dk〉 + 1
2
νkα
2‖dk‖2. (15)
By the step length rule (4)–(5), we have
〈∇f (xk + αkdk), dk〉 + 12νkαk‖d
k‖2 < δ〈∇f (xk), dk〉.
Combining this with (15) yields
f (xk+1) = f (xk + αkdk) ≤ f (xk)+ δαk〈∇f (xk), dk〉.
The proof is complete. 
The reason why we require βk be non-negative is from an important observation by Powell. In [17], he showed that the
βk, defined by Polak and Ribière [3], and Polyak [4], may be negative in non-convex cases so that the Polak–Ribière–Polyak
conjugate gradient method can not converge.
Below we give one of the main convergence results in this paper, which is reminiscent of that of Dai et al. [12]. Although
the ways of choosing step lengths are widely different, both convergence assumptions and results are the same at all.
Theorem 1. In the setting of Lemma 2, if f is bounded below on the level set {x : f (x) ≤ f (x0)} and ∇f is Lipschitz continuous
then either
lim
k→+∞ inf ‖∇f (x
k)‖ → 0
or
+∞∑
k=0
‖∇f (xk)‖4
‖dk‖2 < +∞. (16)
Proof. It follows from the assumptions and Lemma 2 that
f (xk+1) ≤ f (xk)+ δαk〈∇f (xk), dk〉.
Consequently, we have
−
k∑
i=0
αi〈∇f (xi), di〉 ≤ δ−1(f (x0)− f (xk+1)), (17)
which, together with (11), implies
k∑
i=0
αi‖∇f (xi)‖2 ≤ δ−1(f (x0)− f (xk+1)). (18)
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Let us consider two possible cases.
Case 1.
∑+∞
k=0 αk = +∞. Since f is bounded below on the level set, we further get
min
0≤i≤k ‖∇f (x
i)‖2 ≤ δ−1(f (x0)− f (xk+1))
(
k∑
i=0
αi
)−1
→ 0, as k→+∞. (19)
Thus
lim
k→+∞ inf ‖∇f (x
k)‖ → 0.
Case 2.
∑+∞
k=0 αk < +∞. For this case, we have αk → 0, and thus there exists a K > 0 such that
αk ≤ ρω, ∀k ≥ K .
That is to say that, whenever k ≥ K , the case of αk = ρ will never occur. So, ω−1αk always makes sense for k ≥ K and
satisfies (4). Thus we can get
〈∇f (xk + ω−1αkdk), dk〉 + 12νkω
−1αk‖dk‖2 ≥ δ〈∇f (xk), dk〉.
Adding−〈∇f (xk), dk〉 to both sides yields
〈∇f (xk + ω−1αkdk)−∇f (xk), dk〉 + 12νkω
−1αk‖dk‖2 ≥ −(1− δ)〈∇f (xk), dk〉.
Applying the Cauchy inequality to this inequality further yields
‖∇f (xk + ω−1αkdk)−∇f (xk)‖‖dk‖ + 12νkω
−1αk‖dk‖2 ≥ −(1− δ)〈∇f (xk), dk〉.
Since ∇f is L-Lipschitz continuous, we have(
L+ 1
2
νk
)
ω−1αk‖dk‖2 ≥ −(1− δ)〈∇f (xk), dk〉
and νk ≤ L. So, we further have
αk ≥ −ω(1− δ) 〈∇f (x
k), dk〉
2L‖dk‖2 , ∀k ≥ K , (20)
which, together with (18)–(11), implies the desired result. 
It is worth noting that our convergence analysis does not rely on the size of the norm of the search direction, so we can
scale its norm at each iteration so as to keep it bounded in norm by a multiple of the corresponding gradient norm. Then it
follows from Theorem 1 that the relation (16) can be replaced by the tendency of the gradient norm to zero.
Our analysis techniques appear flexible. For example, from a different viewpoint, we can get the following version of
Theorem 1.
Theorem 1′. In the same setting as Theorem 1. Then either
lim
k→+∞ inf
‖∇f (xk)‖2
‖dk‖ → 0 (21)
or
+∞∑
k=0
‖∇f (xk)‖2 < +∞. (22)
Proof. First, by (11), we know that if ∇f (xk) 6= 0 then so does dk. Thus, it follows from (18) that
k∑
i=0
αi‖di‖‖∇f (x
i)‖2
‖di‖ ≤ δ
−1(f (x0)− f (xk+1)). (23)
Let us consider two possible cases.
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Case 1.
∑+∞
k=0 αk‖dk‖ = +∞. Since f is bounded below on the level set, we further get
min
0≤i≤k
‖∇f (xi)‖2
‖di‖ ≤ δ
−1(f (x0)− f (xk+1))
(
k∑
i=0
αi‖di‖
)−1
→ 0, as k→+∞. (24)
Hence, the relation (21) holds.
Case 2.
∑+∞
k=0 αk‖dk‖ < +∞. Two subcases are possible. One is that each αk equals ρ. So, the basic inequality (18) implies
(22). The other is that there exists a subsequence αki such that αki < ρ. Hence, ω
−1αki makes sense and satisfies (4). By
following the line of argument in the proof of Theorem 1, we can get a similar inequality to (20):
αki ≥ −ω(1− δ)
〈∇f (xki), dki〉
2L‖dki‖2 .
So, combining this with (11) yields
αki‖dki‖ ≥ ω(1− δ)
‖∇f (xki)‖2
2L‖dki‖ , (25)
which, together with the assumption that
∑+∞
k=0 αk‖dk‖ < +∞, implies that the right-hand side of (25) is summable. So,
the relation (21) holds. 
4. Convergence: part 2
This section proves global convergence of any conjugate gradient method (2)–(3) satisfying βk ≥ 0 provided that the
gradient is strongly monotone, continuous and the step length is determined by (7).
First, we show that under proper conditions the step length selected by (7) is well defined.
Lemma 3. Assume that the gradient is continuous and strongly monotone. Then there exists an interval of the step length αk
satisfying the conditions (7), i.e.,
c2〈∇f (xk), dk〉 ≤ 〈∇f (xk + αdk), dk〉 ≤ c1〈∇f (xk), dk〉, 0 < c1 < c2 < 1.
Proof. Denote
ϕk(α) = 〈∇f (xk + αdk), dk〉 − c1〈∇f (xk), dk〉.
It follows from the continuity of ∇f that
lim
α↓0 ϕk(α) = (1− c1)〈∇f (x
k), dk〉 < 0.
On the other hand, since ∇f is strongly monotone, there exists a µ > 0 such that
〈∇f (xk + αdk)−∇f (xk), (xk + αdk)− xk〉 ≥ µ‖αdk‖2.
Consequently
ϕk(α) = 〈∇f (xk + αdk)−∇f (xk), dk〉 + (1− c1)〈∇f (xk), dk〉
≥ µα‖dk‖2 + (1− c1)〈∇f (xk), dk〉.
Thus, there exists a sufficiently large αˆ > 0 such that ϕk(αˆ) > 0. Hence, the continuity of ∇f implies that there exists an
α′ > 0 such that
ϕk(α
′) = 0.
Without lost of generality, we assume that α′ is the smallest positive root of ϕk
0 = ϕk(α′) = 〈∇f (xk + α′dk), dk〉 − c1〈∇f (xk), dk〉.
That is to say
〈∇f (xk + α′dk), dk〉 = c1〈∇f (xk), dk〉 > c2〈∇f (xk), dk〉.
Therefore, by our continuity assumption on ∇f , there exists a subinterval [α′′, α′] of the interval (0, α′] for which the
conditions (7) hold. 
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Theorem 2. Consider any conjugate gradient method (2)–(3) satisfying βk ≥ 0. Assume that ∇f is Lipschitz continuous and
strongly monotone. If the step length is selected by (7) then
k∑
i=0
‖∇f (xi)‖4
‖di‖2 < +∞. (26)
Proof. It follows from Lemma 3 and the assumptions that the step length here is well defined. Thus, by Lemma 1 and the
monotonicity of ∇f , we get
f (xk + αkdk) ≤ f (xk)+ αk〈∇f (xk + αkdk), dk〉,
which, together with (7), implies
f (xk+1) = f (xk + αkdk) ≤ f (xk)+ c1αk〈∇f (xk), dk〉.
Hence, we have
−c1αk〈∇f (xk), dk〉 ≤ f (xk)− f (xk+1).
Summing up over all indices 0, 1, . . . , k yields
−
k∑
i=0
αi〈∇f (xi), di〉 ≤ c−11 (f (x0)− f (xk+1)). (27)
On the other hand, it follows from (7) that
〈∇f (xk + αkdk), dk〉 ≥ c2〈∇f (xk), dk〉.
Thus, we get
〈∇f (xk + αkdk)−∇f (xk), dk〉 ≥ −(1− c2)〈∇f (xk), dk〉.
Since ∇f is Lipschitz continuous, there exists an L > 0 such that
Lαk‖dk‖2 ≥ 〈∇f (xk + tdk)−∇f (xk), dk〉 ≥ −(1− c2)〈∇f (xk), dk〉.
This implies that the step length can be bounded below by
αk ≥ − (1− c2)〈∇f (x
k), dk〉
L‖dk‖2 .
Combining this with (27) and (11) yields
k∑
i=0
‖∇f (xi)‖4
‖di‖2 ≤ O(f (x
0)− f (xk+1)).
Since ∇f is continuous and strongly monotone, f (xk+1) is bounded below. So, the assertion (26) follows. 
As an application of Theorem 2, we use it to discuss convergence behavior of the Fletcher–Reeves conjugate gradient
method described by (2)–(3) with
βFRk :=
‖∇f (xk)‖2
‖∇f (xk−1)‖2 , k ≥ 1.
Theorem 3. Consider the Fletcher–Reeves conjugate gradient method. Assume that ∇f is Lipschitz continuous and strongly
monotone. If the step length is selected by (7) then
(a) the following inequalities hold
−1
1− c2 ‖∇f (x
k)‖2 ≤ 〈∇f (xk), dk〉 ≤ −(1+ c1)‖∇f (xk)‖2, k ≥ 0;
(b) the sequence of gradient norms tends to zero, i.e., limk→+∞ ‖∇f (xk)‖ = 0.
The proof of Theorem 3 is much like Al-Baali’s analysis of the Fletcher–Reeves conjugate gradient method [18], though
we instead use (7) here. So, the proof details are omitted for brevity.
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5. Numerical experiments
In this section, we implemented the conjugate gradient algorithm whose formula of βk is defined by
βk = max{0, βPRPk }, with βPRPk :=
〈∇f (xk),∇f (xk)−∇f (xk−1)〉
‖∇f (xk−1)‖2 .
Our test set was composed of the problems (9), with p = 2, 4, respectively. The dimension is n = 105.
The step length rules used are: our proposed step length rule, with ρ = 1, ω = 0.9, δ = 10−3, νk computed by (8); the
Wolfe conditions (with backtracking techniques), with ρ = 1, ω = 0.4 (p = 2), ω = 0.5 (p = 4), c1 = 10−3, c2 = 0.1; the
strongWolfe conditions, with c1 = 10−4, c2 = 10−3 (p = 2) and αmax = 2 in [8, Algorithm 3.2]. Each group of the values of
the parameters are good choices numerically confirmed by many trails for the corresponding case.
The starting point is x0 = (1, . . . , 1)T , and the stopping criterion is ‖∇f (xk)‖∞ ≤ 10−6.
All codes were written inMATLAB 7.1, and run on a PC Intel (Pentium Dual T3400) of 2.16 GHz CPU and 1024MB of RAM.
Our numerical results were reported in the following table, where ‘‘Iter’’ stands for the number of iterations. For the
p = 4 case, the algorithm with the strong Wolfe conditions failed within 100 s, and even produced a direction that is not
a descent one. Our corresponding choices are c1 = 10−i, c2 = 10−j, j = 1, . . . , i − 1, i = 2, 3, 4, and αmax = 2 as before.
Below we used ‘‘–’’ to express this situations.
Numerical results of both the p = 2 case (left) and the p = 4 case (right)
Iter CPU time ‖∇f (xk)‖∞ Iter CPU time ‖∇f (xk)‖∞
Our proposed 5 1.058 3.875× 10−7 5 17.078 1.857×10−7
Wolfe 8 1.755 1.685× 10−7 20 59.241 7.977×10−7
Strong Wolfe 2 0.867 1.077× 10−8 – – –
From the table above, we can see that, for both tested examples, in contrast to the Wolfe conditions (with backtracking
techniques), our proposed step length rule does require less the number of iterations and less CPU time in seconds to achieve
the same order of accuracy. For the strongWolfe conditions, it can be themost efficient for the p = 2 case. Yet, for the p = 4
case, it failed to return an approximate solution within 100 s for the choices of the associated parameters mentioned above,
and undesirably could produce a non-descent direction.
6. Conclusion
In this paper, we have devised a new step length rule (4)–(5) for conjugate gradient methods. A remarkable feature is
that it is composed of only one inequality that uses the gradient information only, and thus is distinctly different from all
other existing step length rules for conjugate gradient methods in the literature. In this sense, our contribution in theory
provides a new and enhanced insight into schemes for developing step length rules. In practice, it is easier to implement
and efficient as well.
There are many other applications for which the step length techniques described in this paper would be appropriate.
A particular application is: combine these techniques with those in [15] to devise a specialized step length rule for the
Polak–Ribière–Polyak conjugate gradientmethod that uses the gradient information only, and expect that the resulting step
lengths can ensure the tendency of the sequence of the generated gradient norm to zero. This is just one of our on-going
research topics.
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Appendix
Let F : Rn → Rn be continuous and monotone. Consider the following problem of finding an x ∈ Rn such that
F(x) = 0.
The problem above can be solved by an algorithm originally proposed by Konnov in the year 1993 for monotone
variational inequality problems. When specialized to the case here, it can be stated as follows.
Step 0 Choose ρ > 0, 0 < ω, δ < 1. Choose  > 0. Set k := 0.
Step 1. If ‖F(xk)‖ ≤ , then stop. Otherwise, find the smallest non-negative integer i such that
〈F(xk − ρωiF(xk)), F(xk)〉 ≥ δ‖F(xk)‖2. (28)
Let αk = ρωi.
Y. Dong / Computers and Mathematics with Applications 60 (2010) 563–571 571
Step 2. Take
yk = xk − αkF(xk).
If ‖F(yk)‖ ≤ , then stop. Otherwise, go to Step 3.
Step 3. Compute γk = αkδ‖F(xk)‖2/‖F(yk)‖2, and take
xk+1 = xk − γkF(yk).
Set k := k+ 1.
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