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tenía un gran potencial por las características de los datos capturados que podrían ser 
utilizados en diferentes aplicaciones incluyendo la correspondencia y el modelado 3D. 
Fue entonces cuando el español Héctor Martin, motivado por una recompensa que se 
ofrecía por el diseño de un controlador de código abierto para la Kinect, usó métodos 
de ingeniería inversa para el desarrollo de un controlador para GNU/Linux que permi-
te el uso de la cámara RGB y las funciones de profundidad. 
 
Investigaciones sobre calibración y geometría de sensores similares al Kinect, tales 
como SwissRanger[4] y PMD[5], han sido el tema de muchos trabajos [6-11], sin 
embargo estos sensores están basados en el principio de tiempo-de-vuelo para obtener 
sus datos de profundidad lo cual es fundamentalmente diferente del principio del sen-
sor Kinect que se basa en la triangulación. 
 
A partir de entonces y en muy poco tiempo se han desarrollado diferentes aplica-
ciones para el uso del sensor Kinect. Entre muchas otras se encuentran: 
 Una aplicación para Windows KinEmote que permite controlar de forma gestual 
una aplicación de media center como Boxee. 
 Unos investigadores del Instituto Tecnológico de Massachusetts (MIT), han conse-
guido un control de ordenadores mediante gestos con las manos más discretos y 
menos teatralizados que en otras soluciones. 
 Unos estudiantes de la Escuela Politécnica de Lausana (Suiza) han desarrollado 
una aplicación que se basa en la utilización de dos dispositivos Kinect y que es ca-
paz de detectar en tiempo real las posiciones de dos usuarios. 
 Un grupo de científicos del Instituto de medicina forense de la Universidad de 
Berna ha desarrollado una aplicación para Kinect que permite interactuar con ra-
diografías en 3D sin necesidad de tocar una pantalla o un teclado. 
 Se ha desarrollado también una aplicación para utilizar Kinect como radar y sensor 
3D para detectar objetos en un robot que vuela o bien utilizar una iPad para el con-
trol de los diversos parámetros de Kinect. 
2 MODO DE FUNCIONAMIENTO 
Como se ha mencionado anteriormente, el sensor Kinect posee una proyector laser, 
una cámara infrarroja con una resolución de 320x240 pixeles que funciona a 30 cua-
dros por segundo (fps) y una cámara RGB con una resolución de 640x480 pixeles que 
funciona a 30 fps. En la figura 2 se puede apreciar la ubicación del proyector y las 
cámaras en el sensor. El dispositivo también está equipado con un conjunto de micró-
fonos que permite recibir y reconocer comandos de voz. Posee un ángulo de visión de 
57º horizontalmente y 43º verticalmente, mientras que con la base movible se puede 
desplazar tanto para arriba como para abajo 27º permitiendo captar mayor espacio de 
su entorno. Algo importante a destacar del sensor Kinect son los requerimientos de 
alimentación. La Kinect requiere 12 voltios de corriente continua para operar y 12 
vatios de potencia durante su funcionamiento. Estos requerimientos son superiores a 
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Z0: Distancia desde el sensor al plano de referencia. 
Zk: Profundidad del punto k en el espacio del objeto. 
d:  Disparidad observada en el espacio de la imagen. 
f:   Distancia focal de la cámara infrarroja. 
 
Despejando D de la ecuación (2) y reemplazándola en la (1) obtenemos: 
 
ܼ௞ ൌ ௓೚ଵାೋబ	೑್ௗ	 (3) 
 
Con la ecuación (3) se puede obtener la profundidad de los objetos presentes en la 
escena. Los valores de Z0, f and b se determinan en la etapa de calibración del sensor 
Kinect. 
 
2.1  Calibración 
Los parámetros de calibración involucrados en el modelo matemático para la ob-
tención de la coordenada 3D del sensor Kinect incluyen [13]: 
 Distancia focal f. 
 Punto principal inicial (x0, y0). 
 Coeficientes de distorsión δx, δy. 
 Longitud de la base b. 
 Distancia del patrón de referencia Z0. 
Tres de los  parámetros indicados se pueden obtener por medio de la calibración 
estándar de la cámara IR. El cálculo de la longitud de la base y la distancia del patrón 
de referencia no es sencillo por las siguientes razones. En la práctica no es posible 
transmitir la medida actual de disparidad, probablemente por limitaciones de ancho de 
banda. En lugar de esto, los valores de disparidad se normalizan entre 0 y 2047 y se 
transmiten como enteros de 11 bits. Por lo tanto, en la ecuación (3) d se debe reem-
plazar con md’+n donde d’ es la disparidad normalizada y m, n los parámetros de una 
normalización lineal, quedando la ecuación así [13]: 
 




La anterior ecuación expresa la relación lineal entre la inversa de la profundidad de 
un punto con su correspondiente disparidad normalizada. Cuanto mayor sea la dispa-




2.2  Integración de la profundidad con el color 
El sensor Kinect captura profundidad e imágenes a color simultáneamente. La in-
tegración de los datos de profundidad y los datos de color da como resultado una nube 
de puntos 3D en color que contiene alrededor de 300,000 puntos en cada cuadro. La 
integración de estos datos requiere una orientación de la cámara RGB en relación con 
el sistema de coordenadas de la profundidad [13]. 
En la práctica las imágenes de la cámara RGB son transmitidas en un tamaño redu-
cido; por ello, es más conveniente realizar una calibración estéreo con las imágenes 
reducidas en vez de con las imágenes completas. Los parámetros resultantes describen 
la relación entre las coordenadas 3D de cada punto y su correspondiente pixel-
coordenada en la imagen RGB reducida. Una vez estos parámetros se han estimado, 
se puede añadir color a la nube de puntos proyectando cada punto 3D a la imagen 
RGB e interpolando el color [13].  
 
2.3 Precisión y resolución de la profundidad 
 
Como se puede apreciar en el estudio realizado en [12] los factores que influyen en 
la precisión y resolución con los que el sensor Kinect proporciona información son los 
que se describen a continuación: 
     Condiciones del entorno en donde se realiza las medidas: El sensor Kinect solo 
funciona en zonas interiores, ya que se ve afectado por la interferencia de la luz solar, 
provocando falsas mediciones de profundidad. 
Propiedades de los objetos a medir: el sensor Kinect no es apto para realizar medi-
ciones en objetos reflectantes o transparentes, ya que no los detecta y por lo tanto no 
puede medir su profundidad. 
Rango de trabajo: la resolución del sensor Kinect se ve afectada por la distancia a 
la que se encuentren los objetos a medir, a mayor distancia, menor es la resolución 
con la que se obtiene los datos de profundidad. El rango de trabajo donde mejor preci-
sión tiene al obtener los datos de profundidad, es, según [12], de 1.4m a 5.0m, pero 
puede funcionar entre 0.5m y 5.0m. 
 
3 UTILIZACIÓN DEL  SENSOR KINECT CON UN PC 
Existen diferentes herramientas para controlar el funcionamiento el sensor Kinect 
desde un PC, aunque este dispositivo fue creado inicialmente para ser usado con el 
Microsoft Xbox 360. A continuación se describen los dos kit de desarrollo de softwa-
re (SDK) más usados. 
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3.1 SDK para Windows 7 
El SDK para Windows es una kit de herramientas para desarrollar aplicaciones que 
permite a los investigadores y aficionados crear aplicaciones utilizando la tecnología 
del sensor Kinect en computadores bajo Windows 7. El kit incluye lo siguiente: 
 Controladores, para usar el sensor Kinect en un computador con Windows 7. 
 Interface de programación de aplicaciones (API´s) e interfaces del dispositivo, 
junto con documentación técnica. 
 Código fuente de ejemplos. 
             Los requerimientos del sistema son: 
Hardware: 
 Ordenador con un procesador dual core 2.66 GHz o más rápido. 
 Tarjeta gráfica compatible con Windows 7 que soporte DirectX® 9.0c. 
 4 GB RAM recomendado aunque puede funcionar con 2 GB de RAM. 
Software:                   
 Windows 7 (x86 or x64). 
 Visual Studio 2010 Express (u otra edición 2010) 
 Microsoft .NET Framework 4.0 
3.2 OpenNi SDK 
 
El kit de desarrollo de software (SDK) llamado OpenNi es un marco de desarrollo 
confiable que incluye una colección de herramientas y librerías diseñadas para ayudar 
a los programadores en proyectos de detección 3D. 
 
Este SDK ofrece a los usuarios la posibilidad de iniciar y desarrollar soluciones 3D 
y middleware  de visión por computador por igual. 
 
Los requerimientos del sistema son: 
 Un procesador Pentium 4 de 1.4 GHz, o un AMD Athlon 64/FX de 1 GHz. 
 Por lo menos 64Mb de memoria disponible. 
 250Mb de espacio en disco duro disponible. 
 Puerto USB 2.0. 


























a de ROS se
 cámara IR. U
s imágenes c
 de puntos a c
Fig. 7.  
studio realiza
 del sensor Ki
cena, con el f
e este sensor,
 DE LA IN
NECT UT
nteriormente
r el sensor K
acceso a la cá
a operativo d
erating System





(a)             
Fig. 6.  (a) Ima
(a) 
(a) Mapa de di
do en [12], s
nect. Para ello
in de obtener






mara, y esto 
e robótica dis
) [14], es un
ensor puede 
 acceso a las
isualizador d
ra en la figur
stran la figura
                 




 la medida de




llo basta con 
se puede hac
eñado por W




a 6 además de
 7. 
                 (
magen IR [12]
ube de puntos 
 para evaluar
e una cantidad
 la distancia a
ntos tridimen
ENIDA DE
 de obtener l
instalar los co
er tanto en Li
illow Garage,
as más fácile
 Con el paqu
neradas por 
do rviz se pue






 de muestras 
 cada una de 
sional genera
L 











iento y la 
a lo largo 
las mues-
da por el 
10 
 
mismo. Luego usando el medidor de distancia laser Bosch profesional DLE50 que 
tiene un rango de medición comprendido entre 0.05m y 50m con una precisión de 
±1.5mm,  se obtiene la distancia real, de cada una de las muestras, pudiendo así valo-
rar la precisión del sensor. En la tabla 1 se ven reflejadas las medidas obtenidas. Los 
resultados de este estudio han sido muy positivos a favor del sensor Kinect, ya que se 
ha observado que, aunque sus cámaras poseen baja resolución, proporciona buenos 
resultados en un rango de trabajo de entre 1.4m y 5m, además de generar información 
en zonas de poca textura que otros sensores tridimensionales como las cámaras esté-
reo no pueden proporcionar de manera adecuada. Las principales desventajas que se 
han observado en éste estudio han sido que el sensor no funciona adecuadamente en 
entornos exteriores debido a la interferencia de la luz solar, que pierde información en 





















muestra Mundo Real 
(cm) 
Kinect (cm) Error(cm) 
1 145,8 146,1 0,300 
2 164,0 164,9 0,900 
3 169,0 170,6 1,600 
4 175,0 Sin Info Sin Info 
5 184,6 183,3 1,300 
6 193,4 196,9 3,500 
7 206,9 207,6 0,700 
8 207,9 208,8 0,900 
9 233,7 235,9 2,200 
10 241,4 249,6 8,200 
11 247,1 251,4 4,300 
12 252,8 229,7 23,100 
13 260,1 266,9 6,800 
14 299,1 301,9 2,800 
15 480,8 490,7 9,900 
16 490,4 483,8 6,600 
11 
 
5 ALGUNOS TRABAJOS REALIZADOS CON EL SENSOR 
KINECT 
5.1 “Visual Odometry and Mapping for Autonomous Flight Using an RGB-D 
Camera” [15]. 
En este trabajo los autores describen un Sistema para realizar odometría y mapeo 
visuales, utilizando el sensor Kinect como cámara RGB-D, y su aplicación en vuelo 
autónomo. Este sistema permite vuelo 3D en cualquier entorno usando solo datos del 
sensor a bordo. Todos los cálculos y sensado requeridos para el posicionamiento local 
se lleva a cabo a bordo del vehículo. Los autores evalúan la efectividad de su sistema 
para estabilizar y controlar un micro-vehículo aéreo y demuestran su uso para cons-
truir mapas 3D detallados. 
5.2  “RGBD-HuDaAct: A color-Depth Video Database for Human Daily 
Activity Recognition” [16]. 
En este trabajo los autores aportan dos contribuciones: (1) Han creado una base de 
datos con videos de actividades humanas llamada RGBD-HuDaAct que contiene un 
flujo de videos sincronizados de profundidades con color, para el reconocimiento de 
la actividad diaria de los humanos. (2) Han diseñado dos esquemas de fusión multi-
modal que combinan de forma natural información de color y profundidad a partir de 
dos métodos de representación de características para el reconocimiento. A estos es-
quemas les han llamado puntos de interés espacio temporal (STIPS) e imágenes del 
historial del movimiento (MHIs). 
5.3 “Unstructured Human Activity Detection from RGB Images” [17]. 
En este trabajo los autores realizan la detección y el reconocimiento de la actividad 
humana en entornos no estructurados. Para esto usan un sensor RGBD (el sensor Ki-
nect) como sensor de entrada y calculan un conjunto de características basados en la 
posición y los movimientos del humano, como también basados en imágenes e infor-
mación de nube de puntos. Prueban su algoritmo detectando y reconociendo 12 acti-
vidades diferentes, realizadas por 4 personas en distintos entornos y consiguen un 
buen funcionamiento incluso cuando la persona no ha sido vista en la etapa de entre-
namiento. 
5.4 “Real-time 3D visual SLAM with a hand-held RGB-D camera” [18]. 
Este artículo presenta un sistema de SLAM RGB-D para generar modelos 3D en 
color de objetos en entornos interiores utilizando el sensor Kinect. El sistema consta 
de cuatro importantes pasos: en primer lugar se extraen características SURF de las 
imágenes a color entrantes, luego se realizan correspondencias entre estas característi-
cas con las características de imágenes previas. En base a estas correspondencias, se 
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estima la transformación relativa entre cuadros usando RANSAC. El tercer paso es 
mejorar la estimación inicial usando una variante del algoritmo ICP. Por último, se 
optimiza el grafico de posición resultante usando un solucionador de gráficos de posi-
ción [4]. La salida del algoritmo es un modelo 3D global del entrono percibido, repre-
sentado como una nube de puntos a color. 
5.5 “RGB-D mapping: Using Kinect-Style depth cameras for dense 3D 
modeling of indoor environments” [19]. 
En este artículo los autores investigan el uso de las cámaras para construir mapas 
3D densos en entornos interiores. Presentan un sistema de mapeo RGB-D que utiliza 
un nuevo algoritmo de optimización combinando características visuales y alineación 
basado en la forma. Los autores evalúan el mapeo RGB-D en dos grandes entornos 
interiores y demuestran que combina eficientemente la información visual  disponible 
en cámaras RGB-D como el sensor Kinect. 
 
5.6 “Towards a benchmark for RGB-D SLAM evaluation” [20]. 
En este trabajo los autores presentan un conjunto de datos RGB-D con el objetivo 
de realizar una comparativa entre algoritmos de SLAM. Este conjunto de datos con-
tiene imágenes en color, mapas de profundidad e información de la posición de la 
cámara. Además proponen una métrica de evaluación que puede ser usada para eva-
luar el rendimiento de un sistema SLAM. La comparación se lleva a cabo utilizando 
el sensor Kinect. 
5.7 “Human Activity Detection from RGBD Images” [21].   
Los autores llevan a cabo un reconocimiento de actividad utilizando el sensor Ki-
nect. Muestran que pueden lograr un rendimiento muy fiable en la detección y reco-
nocimiento de actividades comunes realizadas en entornos típicos humanos. Su méto-
do está basado en técnicas de aprendizaje automático. Evalúan su método en 12 acti-
vidades diferentes realizadas por 4 personas distintas en 5 entornos diferentes. Los 
resultados muestran un rendimiento global de 84.3% en la detección de la actividad 
correcta cuando la persona fue vista en la etapa de entrenamiento y de 64.2% cuando 
la persona no fue vista antes. 
5.8 “Real-Time Plane Segmentation Using RGB-D Cameras” [22]. 
Los autores presentan un Sistema de obtención y procesado de información 3D, 
usando una cámara RGB-D, con velocidad de refresco superior a 30Hz que permite a 
un robot móvil detectar de forma fiable obstáculos y segmentar objetos manipulables 
y superficies de soporte como también la geometría de toda la escena. Usando imáge-
nes integrales calculan las normales de la superficie local. Los puntos son luego agru-
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pados, segmentados y clasificados en espacio normal y coordenadas esféricas. Los 
resultados demuestran que el sistema es capaz de detectar obstáculos de una manera 
fiable con altas velocidades de refresco, incluso en casos en que los obstáculos se 
mueven rápidamente o no se adhieren considerablemente al suelo. 
5.9  “An evaluation of the RGB-D SLAM system" [23]. 
  Los autores presentan un sistema para hacer SLAM utilizando una cámara RGB-D 
como el sensor Kinect. El sistema estima la trayectoria de un sensor Kinect y genera 
un modelo 3D denso del entorno.  Los autores presentan la característica clave de su 
propuesta y evalúan su funcionamiento a través de un conjunto de datos recientemen-
te publicado, incluyendo un conjunto de secuencias de diferentes escenas variando las 
condiciones de iluminación y las velocidades de la cámara. En particular, evalúan la 
precisión, robustez y tiempo de procesamiento para tres diferentes descriptores (SIFT, 
SURF, y ORB). Los experimentos demuestran que el sistema puede tratar con datos 
difíciles de una manera robusta en escenarios interiores y ser lo suficientemente rápi-
do para operaciones online. El sistema está disponible como código abierto. 
5.10 “Unsupervised Feature Learning for RGB-D Based Object Recognition” 
[24]. 
 
       En este trabajo los autores presentan un algoritmo de  búsqueda jerárquica de 
correspondencia llamado HMP. Proponen un aprendizaje no supervisado de caracte-
rísticas para el reconocimiento de objetos utilizando datos RGB-D haciendo una bús-
queda adecuada de correspondencias en imágenes de color y de profundidad. Exten-
sos experimentos utilizando varios conjuntos de datos revelan que el aprendizaje de 
características no supervisado de los datos sin procesar, puede producir reconocimien-
to con una precisión superior a la de los algoritmos de reconocimiento de objetos 
anteriores. Las innovaciones presentadas en este trabajo mejoran significativamente el 
funcionamiento de HMP aplicado a datos RGB-D. 
 
6 CONCLUSIONES 
Después de realizar este estudio sobre el sensor Kinect, se puede decir que es un 
dispositivo con notables características para el desarrollo de sistemas de visión artifi-
cial. Por su relación calidad-precio es un dispositivo altamente usado hoy en día por la 
comunidad científica y  tiene las características necesarias para seguir siendo usando 
por mucho tiempo. Las posibilidades de trabajar con este sensor son extensas, ya que 
hay gran variedad de código abierto que permite su utilización tanto en Windows 
como en Linux, permitiendo así que muchas personas tengan acceso al dispositivo, no 
solo para actividades de investigación, sino que también para entretenimiento. Su 
sucesor, conocido como Kinect 2, ya ha salido a la venta y trae consigo más resolu-
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ción, lo que permite obtener información con más precisión abriendo nuevas puertas 
para su uso en el mundo científico y de entretenimiento. 
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