Seismic anisotropy is a common feature in the upper mantle and measuring shear wave splitting in core phases is a common approach in estimating its characteristics. Large lateral variations in estimated splitting parameters are observed over small spatial distances in many differing tectonic regions, including areas of continental break-up such as the Main Ethiopian Rift (MER). We investigate the ability of shear wave splitting analysis to constrain spatial variations in anisotropy using a one-way wave equation modelling scheme to generate bandlimited waveforms for a suite of models representing regions with rapidly changing anisotropy. We show that shear wave splitting can identify lateral variation in anisotropy on the order of 20-50 km, where a change in fast direction demarcates the transition in anisotropy. In addition, variation in the amount of splitting is complicated close to the transition, and is sensitive to the vertical thickness of anisotropy. We have used these modelling results to interpret shear wave splitting measurements for the MER. The model that best fits the observations has a 100-km wide rift zone with a fast direction of 30
I N T RO D U C T I O N
Seismic anisotropy can be described as the variation of seismic wave speed with direction of propagation. In most studies the main cause of anisotropy in the upper mantle is assumed to be the lattice preferred orientation (LPO) of olivine where the olivine fast axis (a-axis) aligns in the direction of upper-mantle flow (Babuska & Cara 1991; Mainprice et al. 2000) . This could be caused by current mantle processes, or due to accumulated strain, which has 'frozen' in an anisotropic signature from previous deformation events. Other mechanisms that cause upper mantle anisotropy are fluid filled cracks (Crampin & Booth 1985) or the preferred orientation of inclusions (e.g. oriented melt pockets-OMP, see Kendall 1994; Blackman & Kendall 1997 ) mechanisms that can be very efficient at generating large amounts of anisotropy (Kendall 2000) .
A common way of constraining anisotropy in the upper mantle is shear wave splitting analysis. When a shear wave enters an anisotropic medium it splits into two quasi-shear waves that are polarized orthogonally to each other and propagate with different velocities. These split shear waves can be used to characterize anisotropy in terms of an apparent symmetry axis (typically fast shear wave direction, φ) and the time-lag between fast and slow shear waves (δt, a proxy for amount, or extent of anisotropy).
Many studies investigating upper mantle anisotropy based on shear wave splitting utilize SKS-phases. This is a wave that travels as an S wave through the mantle and a P wave through the outer core. It is advantageous to use this phase because it is a clear arrival over a range of epicentral distances (85
• -120 • ), making it observable in most regions. Also, it is possible to ignore source side anisotropy due to the fact that the seismic energy converts to a P wave at the core-mantle boundary (CMB), thus the measured anisotropy can be attributed to the mantle beneath the station. Another benefit is that the rays travel almost vertically in the uppermost mantle making SKS-wave splitting a useful tool to distinguish lateral variations in anisotropy (see Silver 1996; Savage 1999; Kendall 2000, for examples) . However, due to the near vertical ray paths it is very hard to place any constraints on the depth extent of anisotropy, which has led to much debate on whether anisotropy can be attributed to lithospheric fabric [fossil anisotropy (Silver 1996) , fluid filled cracks (Crampin & Booth 1985) ], or asthenospheric processes [for example, flow at plate boundaries (Blackman & Kendall 2002) , simple asthenospheric flow (Savage 1999) , density driven flow (Behn et al. 2004) ].
Some attempt has been made to constrain the depth extent of anisotropy based on consideration of SKS Fresnel zones (Alsina & Snieder 1995; Rümpker & Ryberg 2000) . For instance, it can be assumed that two different splitting results from nearby stations indicate that the SKS waves are sampling different anisotropic regions. Thus, the depth of origin of the anisotropy can be estimated as anywhere shallower than the depth where the Fresnel zones beneath each station overlap. Favier & Chevrot (2003) and Chevrot et al. (2004) apply a finite-frequency Frechet derivative approach and calculate 3-D sensitivity kernels for shear wave splitting intensity, which are similar to those estimated from Fresnel zone estimates (Alsina & Snieder 1995; Rümpker & Ryberg 2000) .
Other studies have utilized finite difference modelling schemes to investigate the ability of shear wave splitting to identify lateral and depth variations in anisotropy (e.g. Rümpker & Silver 2000) , and have placed some constraints on the distribution of anisotropy beneath transform faults and shear zones (Rümpker et al. 2003; Chevrot 2006; Chevrot & Monteiller 2009 ) and a plume setting (Rümpker & Silver 2000) . All these studies show that regions with laterally varying anisotropy give rise to complicated splitting measurements.
In this paper, we address the suitability of the SKS-wave splitting technique to constrain sharp lateral variations in anisotropy, and further investigate the ability of this seismological technique to constrain the depth extent of the anisotropy. This is done using a finite-frequency waveform modelling technique (Angus et al. 2004) . This study improves on previous modelling of laterally varying anisotropy by providing some general guidelines that can be applied to shear wave splitting observations in regions with sharp lateral changes in anisotropy. This study was motivated by observations of SKS-wave splitting beneath the Main Ethiopian Rift (MER) (Kendall et al. , 2006 , and these results are used as a case study to highlight the utility of the modelling. This approach is applicable to any region that has sharp boundaries in anisotropy, such as transform faults or suture zones.
F I N I T E F R E Q U E N C Y WAV E F O R M M O D E L L I N G
We construct synthetic seismograms using the one-way wave equation modelling scheme of Angus et al. (2004) and Angus & Thomson (2006) , for waves propagating vertically through a medium containing OMP (Fig. 1) . The model is constructed by calculating the elastic constants for vertically aligned melt pockets, using the approach of Hudson (1981) and applying these elastic constants at each node. The elastic constants are calculated using P-and S-wave velocities of 7.8 and 4.0 km s −1 (matrix material) and 2.5 and 0.0 km s −1 (crack material) and densities of 3.8 and 2.7 kg m −3 for the matrix material and crack material, respectively. The cracks consist of penny shaped inclusions with an aspect ratio of 0.01. Crack density is then varied to calculate elastic constants with varying magnitudes of anisotropy. We characterize this anisotropy in terms of maximum shear wave anisotropy (i.e. 10 per cent anisotropy refers to a maximum shear wave anisotropy of 10 per cent). Motivated by Kendall et al. (2005) a MER rift-like model is constructed (Fig. 1 ) (e.g. a rotated horizontal symmetry axis in the rift zone). The simulations are done in 3-D, but with only 2-D variations in anisotropy.
In the models the fast direction is oriented 30
• from north outside the rift, and north-south inside the rift. An SKS like wave (i.e. small waveform curvature (4.2 −12 s m −1 ), 8 s period) is then propagated through the 3-D anisotropic model using the finite-difference one-way wave propagator formulation (Angus et al. 2004; Angus & Thomson 2006) . There is a sharp transition between these two regions (i.e. gridpoints on either side of the transition between rift and flank have differing fast axis orientations and hence elastic constants). The one-way wave equation method models transmitted waves (it ignores backscattering which is not an issue in modelling SKS-wave arrivals), taking into account frequency dependent coupling effects due to, for instance, rapidly rotating wave polarization effects due to slowness surfaces (Crampin & Yedlin 1981) .
All waves are Ricker wavelets (although wavelet type has no effect on the result), have a dominant period of 8 s (except model 6, where frequency dependence is investigated), and initial source polarisation of 45
• (except model 7, where initial polarization dependence is investigated). The output waveforms are then analysed identically to the data (see Kendall et al. 2005) , and the apparent splitting is estimated for a profile spanning the 'rift' zone. To estimate the splitting we use the Teanby et al. (2004) cluster analysis method which is based on the Silver & Chan (1991) method. This technique performs a grid search over δt and φ, rotating the horizontal components by φ, and shifting their relative positions by δt. The values of δt and φ which provide the most linear particle motion provides our estimate of the splitting. A statistical F-test is used to asses the uniqueness of the result, thus providing an error estimate. The observed splitting depends on several parameters (outlined in Table 1 ) and each parameter is studied in turn (Figs 2-6 ). Finally, based on the modelling results, the observed splitting parameters of Kendall et al. (2005) (Fig. 7) are modelled to place estimates on the anisotropic characteristics beneath the MER.
Model class 1: Varying width of 'rift' zone
The first variable tested is rift width (all other variables are held constant: maximum S-wave anisotropy = 10 per cent, depth of anisotropy = 45 km (from surface), dominant period = 8 s, initial polarization = 45
• ). We vary the width of the rift zone between 100 and 10 km (Fig. 2) . A smooth transition in φ is seen for all rift widths. The inflexion point in the φ profile marks the boundary between anisotropic regions (Fig. 2 ). However, δt shows considerably more variation across the rift boundaries. The expected δt for this model is a constant value of 1.27 s, but we see large variations, similar to those seen for other studies of inhomogeneous anisotropic media [e.g. plume, Rümpker & Silver (2000) ; transform fault, Rümpker et al. (2003) ].
Model class 2: varying magnitude of anisotropy
The second variable tested is the magnitude of anisotropy (all other parameters are held constant: rift width = 40 km, depth of anisotropy = 45 km (from surface), dominant period = 8 s, initial polarization = 45
• ). All models within this class show a smooth transition in φ, with the inflexion point showing the transition between anisotropic regions. The δt profile shows a similar trend for all models. The magnitude of splitting depends on the amount of anisotropy, but the peaks and troughs of the δt curve all lie in the same place (see Fig. 3 ).
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Figure 1. Top panel: a schematic representation of the model used in the one-way wave equation modelling scheme. Bottom panel: hemispherical projections of the elastic constants applied at each node. The colour scheme shows the variation of magnitude of shear wave anisotropy, and the black ticks show the fast direction of a wave propagating through the anisotropic medium, as a function of direction of propagation. Elastic constants are calculated for vertically aligned melt pockets using the approach of Hudson (1981) , see text for details. For the modelling the symmetry plane on the rift flanks is oriented 30 • from north, and in the rift segment it is oriented north-south. All other parameters (rift width, amount of anisotropy, depth extent of anisotropy, frequency of incoming wave and initial polarization of incoming wave), are varied systematically (Table 1) 
Model class 3: varying thickness of anisotropic zone
The third variable tested is depth (i.e. thickness from the surface) of the anisotropic zone (all other parameters are held constant: rift width = 40 km, maximum S-wave anisotropy = 10 per cent, dominant period = 8 s, initial polarization = 45 • ). The variation of φ is smooth for nearly all models in this class, with the inflexion point showing the transition between anisotropic regions. An exception occurs in the model with an 85-km-thick layer (Fig. 4) . The variation in φ seen in the 85-km-thick layer has some deviation at the boundary between anisotropic regions. This may be due to multipathing effects; a result of the longer wave path through a complex, highly anisotropic medium. The δt curve shows similar variation to that seen in model 2. Although similar to model 2, where the magnitude of splitting increases with anisotropic strength rather than increasing path length, there is an observable moveout of the peaks with increasing thickness (Fig. 4 ). This sensitivity with depth can be used to interpret something about the depth to the anisotropic region. We discuss this further in relation to the MER results in Section 3.1.
Model class 4: varying frequency of propagating wave
The fourth variable tested is the dominant period of the incoming wave (all other parameters are held constant: rift width = 40 km, maximum S-wave anisotropy = 10 per cent, depth of anisotropy = 45 km, initial polarization = 45 • ). It is evident that varying the dom- inant period has a large effect on the variation observed in both δt and φ (Fig. 5) . For higher frequencies the curves match the input model well, with little deviation in δt and a sharp transition in φ. The observation that the inflexion points in φ describe the width of the rift zone still applies for all frequencies. For higher frequencies the peaks in δt are narrow, an effect of approaching the ray theoretical limit. This shows the importance of investigating shear wave splitting using a finite-frequency approach, where the influence of frequency dependent shear wave coupling is accounted for.
Model class 5: varying initial polarization of the incoming shear wave
The fifth variable tested is the initial polarization of the incoming wave (all other parameters are held constant: rift width = 40 km, maximum S-wave anisotropy = 10 per cent, depth of anisotropy = 45 km, dominant period = 8 s). The variation in φ is dependent on the initial polarization, but the inflexion points still define the width of the rift zone (Fig. 6 ). The transition in φ from 30
• to 0
• occurs over distances of ∼20-50 km. It is evident that δt is strongly dependent on the initial polarization, with the peaks in δt occurring either side, and on top of the transition between anisotropic regions (Fig. 6) . This is similar to previous studies of inhomogeneous anisotropic structure which show that the measured splitting parameters are highly dependent on the initial polarization of the shear wave (Silver & Savage 1994; Rümpker & Silver 2000; Rümpker et al. 2003) .
The variation in the δt profile depends on the relationship between the initial polarization and the two anisotropic symmetry axes. For example, model 5 shows that for an initial polarization of 105
• the peak in the δt curve lies directly above the transition zone. This initial polarization is oriented 75
• from both the 30
• fast direction outside the rift, and the 0
• inside the rift (105 • = −75 • ). However, when the initial polarization is preferentially close to one of the symmetry axis (assuming it is not so close that a null measurement is recorded), it will induce an asymmetry in the observed δt measurements. This result is consistent with the observation that the finite-frequency sensitivity kernel of the incoming shear wave depends on the initial polarization (Favier & Chevrot 2003; Chevrot et al. 2004) .
D I S C U S S I O N
For all the scenarios modelled in Section 2 it is evident that sharp lateral changes in anisotropic fabric can be detected using shear wave splitting. The sharpness of the transition in splitting parameters depends on three parameters, the thickness of the anisotropic layer (Fig. 4) , the frequency of the incoming wave (Fig. 5) and the initial polarization of the shear wave (Fig. 6 ). For example, for an 8 s wave (e.g. SKS), the transition in φ from 30
• to 0 • occurs over ∼20 km (25-km-thick layer) to ∼40 km (85-km-thick layer), assuming a constant initial polarization. For a constant thickness of anisotropy (45 km) the transition in φ varies from ∼20-50 km, depending on the initial polarization. In all model classes, except where the splitting is very large, the inflexion points in the φ curve define the transition in anisotropic fabric. For the MER this will indicate the rift width, but this phenomenon can also potentially be used to determine the location of transform faults and suture zones.
Having constrained the rift width from φ it is possible to use the variation in δt to place constraints on the thickness of the anisotropic layer. The position of the peaks and troughs in δt vary for differing rift widths, frequency content of the incoming wave, thickness of the anisotropic layer and initial polarization. By assuming a dominant period of the incoming SKS-phase of 8 s, we can use the position of the peaks and troughs to estimate the thickness of the anisotropic layer. This can only be done for one initial polarization (approximately the same as backazimuth for an SKS wave).
From studying the variations in φ and δt we can estimate the width and thickness of the anomalous anisotropic zone, and from this it is simple to estimate the magnitude of anisotropy. The magnitude of anisotropy is calculated by determining the amount needed to match the splitting results far from the rift. In our models we impose a vertical transition in anisotropic regions. We acknowledge that dipping boundaries may effect these results, and more modelling is need to constrain this.
This modelling exercise has highlighted other features which may be observable in data to detect lateral variations in anisotropy. It is evident that stations close to the transition will show large variation in δt as a function of backazimuth, whereas the same stations will show little variation of φ. This is notably different from what is expected from two horizontal layers of splitting, which causes variations in both φ and δt (Silver & Savage 1994) . Another feature which can be observed is the variation of δt as a function of frequency, again close to the transition in anisotropic domains. Kendall et al. (2005) observe a rotation in the splitting fast direction inside the MER valley, with the fast shear wave aligning with the magmatic segments (Fig. 7) . This pattern could be caused by OMP or along-rift flow, which causes a LPO of olivine. A study of surface waves (Kendall et al. 2006; Bastow et al. 2010 ) addresses this ambiguity, due to the azimuthal variations expected for observed phase velocities on interstation paths being different for OMP or LPO. Kendall et al. (2006) and Bastow et al. (2010) show that to satisfy both the SKS-wave splitting results and surface wave results an OMP source of anisotropy, down to depths of at least 70 km, must be present. Keir et al. (2005) analysed splitting in shear waves from local earthquakes <20 km beneath the MER, and found fast directions similar to Kendall et al. (2005) , aligning with the magmatic segments. They also found elevated splitting magnitudes above regions where melt has been inferred from wide-angle refraction (Mackenzie et al. 2005) and controlled source tomography .
Comparison with the Main Ethiopian Rift
Other SKS-wave splitting results around Ethiopia show similar results. Ayele et al. (2004) observed splitting in Kenya, Ethiopia and Djibouti, and noted that the magnitude of splitting increases with the amount of melt produced, inferred from a correlation between an increase in delay time and volcanism. Gashawbeza et al. (2004) performed shear wave splitting on a network of wider aperture, but similar location to Kendall et al. (2005) . They observed similar rift parallel trends in the fast directions, but argued that fossilized Precambrian anisotropy was the source of this splitting, with some more recent Neogene influence near the rift to explain the rotation in the fast directions.
Melt has been observed beneath the plateau in the form of highly conductive bodies in magneto-telluric surveys (Whaler & Hautot 2006) , and underplating is observed in wide-angle reflection profiles (Mackenzie et al. 2005) . It seems likely that a combination of both pre-existing fabric, and melt induced anisotropy could be present beneath the plateau region. Further evidence of melt beneath the MER comes from receiver function studies. High values of Poisson's ratio >0.3 for the average crust, and underplating highlight the likelihood of melt beneath Afar (Dugda & Nyblade 2006) and the MER . Kendall et al. (2005) . The orientation of the white bars shows the fast shear wave direction, and the length is proportional to the amount of splitting. Heavy black lines indicate major border faults and magmatic segments are marked in red. The solid white line perpendicular to the rift indicates the profile used to construct the top panels. The inset plot shows the location of the EAGLE array in Ethiopia. The top panels show shear wave splitting parameters as a function of distance from the rift axis. The red triangles show an interpolated fit to the data using a cubic B-spline interpolation with a knot spacing of 30 km. The shaded region shows the rms misfit of the data from the curve over a 30 km sliding window.
Using the criteria outlined in the previous section we can match the pattern of results observed by Kendall et al. (2005) (Fig. 7) , and thus place more constraints on melt induced anisotropy beneath the MER.
As was shown in the previous section, the variation of φ is relatively insensitive to all parameters (assuming an instantaneous change in anisotropic parameters at the transition), and the observation that the 'rift' width can be defined by the inflexion points is robust, except in the presence of very high splitting. For the EAGLE data set, this results in a rift width of ∼100 km, based on all the splitting results from different backazimuths, with a fast direction of 30
• outside the rift, and 20
• inside the rift (Fig. 8) .
We have shown that variation in δt is dependent on frequency, initial polarization and vertical thickness of the anisotropic zone. To model this event we take a real SKS waveform from the Ethiopian seismic station ADEE (Fig. 9 ) (see Bastow et al. 2008 , for station details), and propagate this through the model. However, an 8 s Ricker wavelet, as used in the previous sections, produces identical results. We cannot use all the data, as we did for measuring the rift width, as they come from differing backazimuths. To account for this we take results from one very well constrained SKS-wave splitting event that was recorded across the whole array. This event has a backazimuth of 40
• . We run a model, based on this information, to estimate the depth of the anisotropy. The model has a 100 km wide rift zone, 10 per cent anisotropy, a fast direction of 30
• outside the rift and 20
• inside, an initial polarization of 40
• and a period of 8 s (Fig. 10) . It is evident that the peaks are moving out with anisotropic thickness, and if we plot the peak-peak width as a function of depth it is evident that they lie on a straightline (Fig. 10) . This observation is valid for initial polarizations which fall outside the null planes of either of the anisotropic regions, and outside the null planes for effective splitting parameters observed near the transition between anisotropic regions. For the event with backazimuth of 40
• the peak-peak width is 133 km (Fig. 8) , which equates to a depth of 90 km. With this information we can estimate the magnitude of anisotropy needed to generate the amount of splitting observed. However, the peaks seen in δt vary in magnitude with the western plateau having elevated shear wave splitting compared to the eastern plateau. As a result we propose a model which has 9 per cent anisotropy on the western plateau and in the westernmost 30 km of the rift zone and 7 per cent anisotropy on the eastern plateau and easternmost 70 km of the rift zone (Fig. 8) . Unfortunately, no other events were suitably recorded across the whole array and thus comparisons of this model with splitting results from other backazimuths cannot be performed.
We estimate a region of anisotropy which extends to a depth of ∼90 km beneath the MER, extending beneath the two margins and the rift valley. On the margins the anisotropy is oriented with a fast direction of 30
• , and beneath the rift valley the anisotropy is perturbed with an orientation of 20
• . The anisotropy below the rift valley correlates with the magmatic segments, as described by Kendall et al. (2005) . The variation evident in δt can largely be explained as an effect of these two different anisotropic regimes interacting. The variation in δt is highest on the western margin and results in an estimate of 9 per cent anisotropy beneath this region compared to 7 per cent on the eastern margin. This model is summarized in Fig. 11 . This model was estimated using a trial and error approach. To fully constrain this model requires a more complete sampling of the whole model space, which is computationally impractical. As a result we cannot formally discuss errors of the fit to the data here. To provide confidence in our models we can compare our results with other geophysical data. To fully explore the model space, studies that invoke theoretical sensitivity kernels may be suitable (Chevrot 2006; Chevrot & Monteiller 2009 ).
If anisotropy is derived from OMP, as suggested by Kendall et al. (2005) then this suggests that melt present beneath the MER is aligned from a depth of 90 km, with an average anisotropy of 7-9 per cent. This equates to a melt fraction of 7-9 per cent, assuming vertically oriented isolated melt inclusions with an aspect ratio of 0.01, but the amount of melt needed to produce this amount of splitting would be smaller for inclusions with a lower aspect ratio.
This estimate of the depth extent of melt induced anisotropy is supported by other studies. Kendall et al. (2006) show that azimuthal anisotropy seen in surface wave results occurs at depths between 50 and 70 km, and may extend further but resolution decreases below these depths. Based on simple Fresnel zone estimates, Kendall et al. (2005) place the origin of the anisotropy seen in the EAGLE data to be <100 km, a fairly accurate estimate based on these results. P-and S-wave tomography show the lowest seismic velocities in the top 100 km (Bastow et al. , 2008 (Fig. 11) and Ayele et al. (2004) image a discontinuity at a depth of ∼90 km which they suggest is the base of the lithosphere. Based on geochemical evidence, Rooney et al. (2005) suggest that the base of the lithosphere is the origin of melt generation feeding the MER. Additionally, Keir et al. A good result will show similar fast/slow waveforms and any elliptical particle motion will be linearized. (vi and xii) The results of the grid search over δt and φ. The method used minimizes the second eigenvalue of the particle motion (i.e. the best result occurs where the particle motion is linear after removing the splitting). The optimum splitting parameters are represented by the cross, and the 1st surrounding contour denotes the 95 per cent confidence interval.
(2009) suggest that partial melting of the lithosphere and subsequent magma injection causes lower crustal earthquakes throughout the MER and western plateau.
Seismic tomography (Bastow et al. , 2008 (Fig. 11 ) and magneto-tellurics (Whaler & Hautot 2006) both show evidence for an asymmetry in melt production, with lower velocities and higher conductivities present beneath the western plateau compared to the eastern plateau. This is supported by our results, which show elevated anisotropy in the west, mainly at the region we define as the rift boundary. Holtzman & Kendall (in review) suggest that melt is concentrated in regions of higher strain, and cite the elevated δt seen by Kendall et al. (2005) as evidence for this. We show that an elevated δt can be explained by a simple variation in fast direction alone across the region, but we still require elevated anisotropy close to the western margin, as suggested by Holtzman & Kendall (in review) , to explain the asymmetry seen in δt. 
C O N C L U S I O N S
We have developed a modelling technique, using a one-way wave equation approach, to investigate the effects of laterally varying anisotropy on shear wave splitting. We have shown that: (i) SKS-wave splitting can be used to identify changes in fast direction over lateral distances of 20-50 km (dependent on depth and initial polarization).
(ii) The inflexion points in the φ profile demarcate the transition in anisotropy.
(iii) Variation in the position of the peaks and troughs seen in δt depend on anisotropic thickness from the surface, and for a given initial polarization can be used to place depth constraints on the anisotropic region.
(iv) With information on the depth of the anisotropic region, estimates can be placed on the percentage of anisotropy in the region.
(v) At stations close to the transition δt varies as a function of backazimuth and frequency, whereas φ shows little such variation. This can be used as an indicator of lateral changes in anisotropy (vi) For higher frequencies the modelled splitting approaches the ray theoretical limit, and shows little variation in δt. Thus, a frequency dependence of δt could indicate a lateral transition in anisotropy. This also shows the importance of performing finite frequency waveform modelling as opposed to ray-based approaches in regions where anisotropy varies over length scales comparable to the dominant seismic wavelength.
Determining the exact cause and symmetry of the anisotropy still requires analysis of other phases [e.g. joint shear wave splitting and surface waves Brisbourne et al. (1999) , Kendall et al. (2006) ]. However, we show that a simple rotation in the anisotropic characteristics in a 100 km wide 'rift' zone can explain much of the variation seen in the Kendall et al. (2005) MER splitting results. The anisotropy across the model is confined to the uppermost 90 km. This region of anisotropy coincides with regions with low velocities (Bastow et al. 2008) , high anisotropy (Kendall et al. 2006) , high conductivities (Whaler & Hautot 2006) , and the suggested base of the lithosphere (Ayele et al. 2004) . It has also been suggested that this region is where melt is generated that feeds the MER (Rooney et al. 2005) . However, a simple rotation alone is not enough to reproduce these results. We require elevated anisotropy at the western margin to match the higher δt seen in the splitting results in this region. This coincides with the lowest velocities (Bastow et al. 2008) (Fig. 11) , highest conductivities (Whaler & Hautot 2006 ) and regions of magmatic underplate (Mackenzie et al. 2005; Cornwell et al. 2006 ). Holtzman & Kendall suggested that the elevated splitting is caused Fig. 9 , plotted over the P-wave tomographic images of Bastow et al. (2008) . The red lines on the left plot highlight the modelled rift edges, and the dashed black line indicates the transition from 9 per cent anisotropy to 7 per cent. The white lines indicate the location of the tomographic cross-sections. There is a strong correlation between the slow velocity anomalies and the regions of 9 per cent anisotropy. Also the slowest anomalies appear to be present in the top 100 km, similar to where we constrain the anisotropy to be.
by focused melt along the margin, where strain is highest. The elevated anisotropy on the western margin required by our models supports this, with little effect seen on the eastern margin where smaller evidence of melt related phenomena are observed. These results show how observations of seismic anisotropy provides insights into the role of magma in rifting.
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