Purpose -This paper aims to improve the performance and speed of artificial neural network (ANN)-ball-bearing fault detection expert systems by eliminating unimportant inputs and changing the ANN structure. Design/methodology/approach -An algorithm is used to select the best subset of features to boost the success of detecting healthy and faulty ball. Some of the important parameters of the ANN are also optimized to make the classifier achieve the maximum performance. Findings -It was found that better accuracy can be obtained for ANN with fewer inputs. Research limitations/implications -The method can be used for other machinery condition-monitoring systems which are based on ANN. Practical implications -The results are useful for bearing fault detection systems designers and quality check centers in bearing manufacturing companies. Originality/value -The algorithm used in this research is faster than in previous studies. Changing ANN parameters improved the results. The system was examined using experimental data of ball-bearings.
Introduction
Recently, rotating machineries are widely used in industry and are of special importance. In this kind of machineries, bearings are very important parts that need precise condition monitoring. Higher reliability and safety demands require better fault detection systems, especially for bearings of huge, high speed or expensive machineries. These systems, must detect any fault before it can make a serious damage to other parts of the machinery. On the other hand, false alarms increase machine downtimes and therefore big losses in time and money. In addition, insensitivity to fault symptoms may cause catastrophic failures and make large-scale losses or even labor injuries. So, the more accurate the monitoring system, the lower the maintenance costs.
Ball bearings are of very high importance in rotating machinery. Large number of ball-bearings are used in industry, which makes ball-bearing failures the root cause of high percentage of machinery stoppages that may have terrible consequences. New industries need full loads and higher speeds. This makes the ball-bearings working condition tougher and increases the risk of unplanned failures in machinery. Because of growing knowledge about serious side effects of ball-bearing problems, in recent years, ball-bearing fault detection has become more important.
In addition, ball-bearings assessment schemes for determining healthy or defective ball-bearings are very important for both ball-bearing manufacturers and their customers. Hence, many quality control stations are designed on a number of specific points, in a production line. There is a quality control station at the end of the production line, which checks the vibration level of the final products. But, this kind of quality control does not have enough accuracy and therefore, sometimes, defective and healthy ball-bearings are misclassified. So, more accurate fault detection systems are also needed in ball-bearing manufacturing industry in addition to rotating machinery condition monitoring systems.
Vibration monitoring has been used as an effective way of bearing fault detection and diagnosis. Tandon and Choudhury (1999) , has a good review of these methods. Bakhtiari-Nejad et al. (2005) , presented a method for discriminating different fault conditions in noisy vibration signals of ball-bearings. Orhan et al.(2006) presented some case studies in defect diagnosis of rolling element bearings using vibration analysis. But, these types of vibration monitoring cannot satisfy new industry demands. It is necessary to replace old, slow and unreliable condition monitoring systems with new automatic and precise ones. Automatic fault detection systems eliminate the possibility of human mistakes. So, current attempts are focused on increasing the classification accuracy and decreasing reaction time in online monitoring systems. This objective can be achieved by replacing human-based systems by new ones which work based on artificial intelligence. The authors would like to acknowledge Prof. Cempel and Mr Tabaszewski for acquiring the ball-bearing dataset and for providing it for others on the internet at no cost to the authors.
New vibration monitoring systems apply soft-computing techniques like fuzzy logic, artificial neural networks (ANNs) and nero-fuzzy systems to eliminate human faults.
Fuzzy logic is a fast device for classification reasons. Many automatic fault detection and diagnosis systems have been designed by fuzzy logic. Da Silva Vicente (2001), presented a ball-bearing fuzzy diagnosis system based on 72 rules. Wang and Hu (2006) , used a fuzzy system oil pump diagnosis. But, the problem is that these systems need good knowledge of the fault symptoms to define appropriate rules.
ANNs are a model-free automatic device for fault detection and diagnosis. ANNs do not require any initial model of classification problem and have a strong learning ability. One of the mostly used ANN in bearing fault detection systems is multi-layer perceptron (MLP) neural network (Matsuura, 2004; Hoffman and van der Mervwe, 2002; Saxena and Saad, 2007) .
Another tool is genetic algorithm (GA) which is an optimization tool which works without application of derivation. and Saxena and Saad (2007) used GA to optimize the parameters of ballbearing diagnosis systems. Because of heavy computations of GA-optimization process, it must be used as a parallel device in online condition monitoring systems. Use of GA in ANNsbased condition monitoring systems increases the calculation volume, more significantly. The main reason is the repetition of network training (the most time-consuming step in ANNs preparation) for many times.
For any precise condition monitoring system, selecting sufficient and appropriate features of failure patterns is of primary order. These features should have the ability to effectively classify different conditions of machinery. This feature set may contain redundant or irrelevant features. Thus, using this initial set for classification may reduce the accuracy of the classifier. Missing relevant features has similar consequences. So, feature selection methods have been recently used in condition monitoring systems (Matsuura, 2004; . Like other applications of pattern recognition, especially, for online condition monitoring systems, computation burden should be decreased to its minimum level. This can be done by decreasing the number of input features. Because of heavy computation, it is not practical to appraise all the possible feature subsets. Traditional feature selection methods like backward or forward selections are not effective enough and there is a risk of missing salient features (Fukunaga, 1990) .
Implementation of Traditional or GA-based feature selection methods on ANN classifiers has a major drawback: it is necessary to train the ANN for each new subset of features. This makes the feature subset selection more timeconsuming and exhaustive. This shortcoming can be eliminated by using feature subset selection algorithms which work based on trained ANNs. Redondo and Espinosa (1999) have compared 19 different feature selection methods for trained ANNs and their performances on 15 bench-mark classification problems. Results show that Utans's et al. (1995) method (UTA) is the most effective method between all of them. Matsuura (2004) have used a feature selection method for ball-bearing fault detection, using output to input sensitivity of a number of trained MLPs. But, he has not compared the accuracies of the system before and after feature selection in his new method. In this paper, most of the vibration features that Matsuura (2004) have used, plus some other features will be used. But, Utans's et al. (1995) method is implemented for feature selection. This method has been used in other areas, while its application to the vibration condition monitoring has been extended for the first time in this paper. The advantage of this work comparing to and Saxena and Saad (2007) is in its simplicity and speed of the selection algorithm. The main achievement of this paper comparing to the other condition monitoring schemes which use MLP neural network is in the optimization of activation function of ANN which demonstrates noticeable improvement in the results.
So, the main aim of this paper is to improve the speed and accuracy of an ANN-based condition monitoring system for ball-bearing fault detection by changing the structure of the ANN classifier and also, selecting the most appropriate subset of vibration features for fault detection. The experimental dataset used in this paper is ball-bearing vibration signals. This approach can also be applied to other machinery condition monitoring systems.
Artificial neural networks
An ANN is a method of computing, based on the interaction of multiple connected processing elements. An ANN generally maps a set of inputs to a set of outputs. It has learning capability and can generalize its knowledge to new sets of data. In this paper, an ANN is used as a classifier. In this application of ANNs, one of the most commonly used networks is MLP.
The main components of a MLP are: output layer, input layer and hidden layers. Each layer consists of n nodes (n $ 1). Each node in any layer is connected to all the nodes in the previous layer by connections. It can also be connected to a constant number which is called bias. Each connection has an individual weight which is called synaptic weight. The number of nodes in input and output layers is determined by input and output data dimensions of the ANN, respectively. But the number of hidden layers and their nodes is determined heuristically. The more hidden layers and nodes used the greater classification power the MLP has. However, overdoing them leads to overfitting of the classifier and makes the computations substantially increase. Value of any node can be calculated from equation (1):
where _ a l , _ b l and l are output vector, bias vector and layer number, respectively. W is the synaptic weights matrix of the MLP. f l is activation function of the lth layer and can be used to create non-linear boundaries for the classifier.
After choosing an initial structure for a MLP ANN, it is ready to be trained. Training an ANN means adjusting the synaptic weights in a way that leads to desired outputs. It is done by different algorithms. One of the most commonly used learning algorithms is resilient back propagation which is used in this paper. For any learning algorithm, a limit should be defined to stop the learning process. This is called stopping criterion and usually consists of the following rules or all of them, simultaneously:
. error root mean square in an epoch falls to less than a predefined value;
. error gradient falls to less than a predefined value; and . the number of epochs reaches a predefined number.
Error vector for a MLP is defined as the difference between the network output vector and the desired output vector.
Choosing an appropriate structure, initial weights, training algorithm for a MLP and supplying it with enough training datasets, the MLP can operate as a powerful classifier. In this study, it classifies ball-bearings into faulty and healthy conditions according to symptoms fed into it as input vectors.
UTA feature selection algorithm
As mentioned above, UTA algorithm is simple, rapid and effective. So, it is used in this paper for feature selection. First, the algorithm is explained below:
UTA algorithm is based on substituting the mean value of one input feature for its values in feature vectors (this eliminates the effects of input variables on the ANN classifier output). The mean squared error (MSE) of ANN classifier is assessed after and before this substitution. This change in MSE is an easy but effective tool for input features appraisal. After replacing the mean value of one input feature, there is no need to train the ANN again for computing new MSE value. This process should be done for all the input features. So, the selection algorithm can be presented in the following concise steps (Utans et al., 1995) : 1 Choose the suitable ANN for the problem. Train the network and test it. 2 Replace the ith feature by its mean value in all dataset and test the previous ANN which has been trained in step 1. 3 Subtract the previous MSE value of ANN from its new value of it for each feature set. 4 Eliminate the feature which causes negative difference in MSE value or the smallest positive difference in MSE value (if all of them are positive values). 5 Prune the initial feature set until the classification performance decreases significantly or become lower than a desired margin.
One of the advantages of this algorithm is that there is no need to train ANN again and so it makes the selection algorithm faster especially for large ANN.
Application of UTA algorithm on a bench-mark problem
The standard dataset of this section is PIMA data (Pima Indian Diabetes, 2006) . This dataset has been generated by testing 768 different volunteers. For each person, eight parameters have been measured as his or her features. According to available standards, health condition of each patient has been determined. So, the problem is a classification problem with eight input features and one binary output (0 for ill and 1 for healthy person). The eight input features are normalized through dividing its value vector by the corresponding maximum value. For classification of this problem a MLP with one hidden layer and back propagation learning algorithm is used. The ANN is constructed and trained using MATLAB neural network toolbox with resilient back propagation learning algorithm (MathWorks Inc., 2005) . Learning parameters are adjusted on Table I values. To eliminate the influence of the initial weights on the results, for each step, 30 neural networks are created and trained and the average values of the results are used. Using trial and errors an ANN with six neurons in its hidden layer (8-6-1) is found suitable for this problem.
The initial set of features results in mean performance (successful classification percent) and mean MSE values of 74.12 and 0.1522, respectively. Results of the first implementation of UTA algorithm are shown in Table II . In this stage, the all eight features are ranked from the least important feature to the most important one. So, the least important feature for pruning is the 4th feature. The feature is eliminated. Then, new mean value of successful classification percentage and the mean MSE values for the new (7-6-1) ANN are calculated.
Repeating the UTA procedure, feature numbers 5, 3, 7, 6, 1 and 8 are eliminated, respectively. In Table III , it can be seen that the ANN performance gets better until four features have been eliminated. But, after that a fall in the performance value happens. So, for the maximum performance, the pruning process should be stopped in that stage. Table III , also shows the effectiveness of the 8th feature. Using this feature as the only member of feature set, a performance value of 74.72 can be achieved.
Experimental vibration data
In this section, an experimental dataset of a typical ballbearing is considered. In the rest of this paper, this dataset is used for all the processing and analysis purposes. These data are recorded by Tabaszewski and Cempel (1998) . The ball-bearing type that has been tested is 6402 (steel cage). The shaft rotational frequency and the sampling frequency of the analyzer for recording the acceleration (m/s 2 ) signal of the ball-bearing are 24.5625 and 16,384 Hz, respectively. Outer race of the ball-bearings is fixed during the tests. A constant radial force, F, is applied to the shaft in order to have similar conditions for all the tests. A schematic diagram of the tested ball-bearing is shown in Figure 1 .
This dataset includes five conditions of the ball-bearing. In each condition, a ball-bearing of the same type but with different health condition is used. These five different conditions are: 1 new ball-bearing; 2 completely broken outer race; 3 broken cage with one loose element; 4 damaged cage with four loose elements; and 5 badly worned ball-bearing.
The first group of data includes signals from healthy ballbearing and the other groups of signals (two to five) can be considered as defective ball-bearing signals. So, dividing all the signals to those major groups, the problem can be introduced as a pattern recognition problem of two classes.
It is clear that raw signal is not applicable for determining ball-bearing conditions. Time-domain features cannot propose a sufficient accuracy for making decision in this issue. The spectrums of the signals are more representative of ball-bearing conditions. Figure 2 , shows the vibration spectrums of a new ball-bearing and one of the damaged ball-bearings. Comparing these two spectrums, it can be found that some of the time-domain features like peak value, or overall RMS, may give irrelevant or misleading information for fault detection; Specially, when vibration of the other components or noise signals are mixed in the main signal. So, finding and eliminating these features will improve the accuracy of the automatic fault detection system. The total number of recorded ball-bearing signals in those five groups is 56 signals. Each signal has been recorded in 0.125 s with a sampling frequency of 16,384 Hz. To generate more samples for training and testing the fault detection system, eight bins can be used to divide each time signal of the ball-bearing into eight sections as Unnthorsson (2003) did. Consequently, the number of signals increases to 448.
Feature extraction
Before classification, a number of appropriate characteristic features should be selected from the vibration signals. Timedomain features are simple and effective features without heavy computations which especially are suitable for online condition monitoring systems. Frequency-domain features are more representative of the fault conditions, but, are more complex. In this section, the signal features used in this paper, are mentioned briefly.
Time-domain features
In this section, seven time-features are explained and used as the first seven features in the input features vector of the classifier (Matsuura, 2004) : Figure 1 The results of UTA feature selection algorithm for PIMA dataset 1,000 2,000 3,000 4,000 5,000 6,000 7,000 8,000
1 Maximum value:
2 Overall, RMS value:
3 Mean value:
4 Variant:
5 Kurtosis factor:
6 Crest factor:
7 Clearance factor:
Frequency-domain features
The frequency-domain features used in this paper are RMS values of low-, medium-and high-frequency components. These three parts of the raw signals are extracted by three filters created with MATLAB toolbox (MathWorks Inc., 2005) . The design method is fir (equiripple) and the specifications of the filters are shown in Table IV .
Normalization
Before classification, the dataset should be normalized. Feature normalization improves the speed and success of the ANN training process. Each feature is normalized by dividing its vector of values into its maximum absolute value. So, the new values are in [0,1] domain.
Ball-bearing fault detection problem description
Our problem is discriminating between defective and new ball-bearings by means of the above features. This is a classification problem in which, input data are classified into two classes. As mentioned in the introduction section, there are many classification tools, of which in this paper, an ANN is used.
As an improving assault, the 32 and 64 point FFT of the ball-bearing signals have been tried as input features in addition to other features. But, the classification accuracy has not been increased and in some cases, it has been decreased. Derivatives and integrals of the vibration signal have characteristics like low-pass and high-pass filtered signals, respectively.
ANN classifier for ball-bearing fault detection
An MLP ANN with only one hidden layer is used to classify the input features. One binary neuron in the output layer is used which can represent the output class with 0 or 1, i.e. defective and new (healthy) ball-bearing. The number of input features is ten. Using trial and error in order to find optimum number of hidden layer neurons, an MLP with (10:6:1) structure is found suitable for this problem. The MLP is created, trained, and simulated in MATLAB neural network toolbox. "LOGSIG" activation function is used for both of the hidden and output layers. The back propagation MLP is trained with resilient back propagation (Trainrp) learning function. Resilient back propagation is one of the fastest algorithms on pattern recognition problems and it also needs a small amount of memory in comparison to other learning algorithms (MathWorks Inc., 2005) . The learning process stops if one of the following conditions is satisfied: maximum training epochs of 500, or minimum MSE value of 10 2 10 , or minimum gradient of 10 2 10 . In each training and testing process, the first 60 percent part of the dataset is used for training and the rest is used for testing the network.
The results of each section are calculated by averaging on 30 MLP networks' results. These 30 MLPs are completely similar except their initial weight values that are different. This technique eliminates the dependence of the classification results to initial weights.
Results of ball-bearing fault detection scheme
Using all ten input features, a mean performance value of 99.39 and a mean MSE value of 0.005124 are obtained. For improving the speed and performance of the system and reducing the calculation burden, UTA algorithm is used at this point.
In the first step of implementing UTA algorithm, the 7th feature, the clearance factor is considered as the least important one and is eliminated in pruning process. By continuing the UTA algorithm, the results of the Table V will be achieved. It can be concluded that the importance of the features can be ranked in the following order from the least important to the most important ones: 
It is shown that the 10th feature (RMS value of highfrequency components) is the most important feature and according to Table V , this feature can supply 98.4 percent accuracy when it is used as the only input of the classifier.
10 Optimization of the classifier structure Verikas and Bacauskiene (2002) have recently discussed the effect of different ANN parameters on classification success and concluded that reducing the sensitivity values of the ANN output to its inputs will result in more successful classification.
In a typical MLP, Figure 3 , the output of the ANN can be computed using the following equations:
In these equations, f 1 and f 2 are the activation functions of hidden and output layers, respectively. v i is the ith weight of the connectors between hidden and output layers. W ij is the weight between the ith input and jth neuron of hidden layer. q is the number of hidden layer neurons, and b is the bias value. The output sensitivity of an MLP to its mth input can be calculated using differentiation by part:
Considering the output sensitivity of an MLP to its mth input (equation 12), it can be found that without putting any limitations on the network weights, the sensitivity values can be decreased by changing the activation functions'derivative values. The simplest change in the activation function is putting an arbitrary parameter like k in the following function:
So, by decreasing the value of k, the derivative values of the activation function decreases. Considering the behavior of the classifier in regard to changes in k, the best activation function can be found. Using trial and error, k ¼ 0.0005 and k ¼ 1 are chosen for activation functions of hidden and output layers, respectively. After substituting these values in a MLP with (10:6:1) structure, UTA algorithm is applied, again. The new performance is calculated by creating 100 similar new networks with different initial weights. After training and testing the networks, it is found that in 60 percent of them the performance of 100 percent is achieved and the mean value of performance increases to 99.86. A comparison is shown in Table VI , between the performance values of different classifiers. These results show the success of ANN and, also, the effect of feature selection and changing the activation function. The complete procedure of preparing ANN fault detection system is summarized and shown, in Figure 4 .
Conclusions
This paper has extended the application of UTA feature selection algorithm as a powerful method for finding an effective subset of features in ball-bearing fault detection and has shown that it can also be used in other machinery condition monitoring systems. Activation function optimization has also been found as a good resolution to improve the classification success of the ANN. UTA method eliminates the main drawback of GA that creates heavy computation burden and long-time processing. Use of UTA algorithm and optimization of activation function improved the accuracy of the system, effectively. The results have been compared to some usual classifiers and the effect of evolved neural network has been shown. 
