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INTRODUCTION
Melbourne's stored reservoir volume is managed by a water wholesaler, Melbourne
Water, who is responsible for 1) ensuring its quality and 2) partitioning it between environmental flows and water for urban consumption. Water for the latter category is transferred to three water retail authorities (City West Water, Yarra Valley Water, and South East Water), who are responsible for delivering it to consumers (e.g., homes and businesses within the greater Melbourne Metropolitan Area) (Fig. 1b) 
where V R (GL/y) is the total volume of reservoir water purchased from Melbourne Water by all three retailers each year (red star in Fig. 1 ), and P is the population of urban consumers the retailers service.
In order to estimate the fraction of S TOT caused by increased use of alternative water sources, information concerning their uptake and storage capacity was compiled from Low et al.,
2015.
Although centralized (and potable) supply alternatives were pursued during the drought (e.g., the Wonthaggi Desalination plant and the Sugarloaf pipeline), both projects were completed after the drought ended, and have since contributed minimally (or not at all) to A variety of non-potable projects were also pursued, intended to save potable water for required uses such as drinking. These include recycled water schemes (e.g., dual pipe systems for in- As such, we define alternative water sources as the sum total of these two technologies for the purposes of this paper. We also assume that potable substitution causes a corresponding decrease in potable water use, a reasonable assumption in light of the strict potable water restrictions during the Millennium Drought. Given these assumptions, the fraction of S TOT attributed to alternative source adoption (S ALT ) was calculated as follows:
where V RB and V RW (GL/year) are estimates of the stored water volume in rain barrels or recycled water schemes, respectively (see Low et al., 2015 for a detailed description of the procedures used to estimate V RB and V RW ).
In addition to the above-noted supply augmentation measures, Melbourne also explored a variety of NRW reduction strategies targeting both real (leaks and bursts) and apparent (theft and meter error) water loss. These strategies were intended to reduce waste through improved distribution efficiency, and included 1) zone metering programs, where flow meters installed across the water supply network were used to quantify zone-specific NRW, and prioritize leak repair, 2) altered burst repair protocols, where saving water during bursts was prioritized over continuity of customer service, and 3) water meter replacement programs targeting aging meters, poor quality meters, and incorrectly sized meters, amongst others [Gan and Purss, Water outlook for Melbourne, 2014]. The per-capita water savings due to these NRW reduction 9 measures (S NRW ) was calculated as follows:
where V NRW (GL/y) is the total reported volume of NRW summed across Melbourne's three water retailers. In instances where NRW data from water retailers was incomplete (e. Regions of significant wavelet power outside the COI were identified as those where power was consistently in excess (e.g., 95% of the time) of the expected power if the signal were red noise (i.e., generated by a first order autoregressive process with lag-1 autocorrelation characteristic of our respective R, T, I, or C timeseries, details in SI). All patterns in wavelet power were assessed relative to known climatological or anthropogenic events in Melbourne's water history such as major droughts or reservoir additions, to identify patterns that were consistently associated with specific events.
Wavelet Coherence Analysis
Wavelet coherence was used to identify shared patterns (i.e., correlated regions) between R, T, I, , and all pairwise interaction terms). Best-fit frequency-specific models were selected using Akaike's Information Criterion (corrected for small sample sizes), and then compiled into an overall best-fit model for C. Subsequently, inverse DWT was used to recover our modeled C timeseries. Because CWT provides higher fidelity timeseries decomposition than DWT 
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CHAPTER 3: RESULTS
The Millennium Drought
Annual urban water consumption peaked in 1997 at the start of the Millennium Drought (167 kL/p/y) and reached its lowest value in 2011, two years after the drought concluded (86 kL/p/y; 
The Historical Water Record
Frequency and Time-Specific Variability in Climate and Consumption
Although Melbourne's urban water consumption was elevated in 1997 at the start of the Millennium drought, the all-time summer high (1940-2012) occurred earlier (e.g., 1982), and the all-time summer low, later (e.g., 2011) (Fig. S2b) . Consumption exhibited the most power at annual frequencies (significant at the p < 0.05 level), diminishing in strength post 2002 (Fig. 2a) .
Power was also elevated between 1960 and 1990, at frequencies below 0.5 cpy. and I ranging from < 0-1700 GL/y (highest after the construction of the Thomson reservoir in 1984) (Fig. S2c-e) . All three variables exhibit high power at annual frequencies, particularly T (Fig. 2e) . Interestingly, R exhibits discontinuities in annual power during the Second World War and Millennium Droughts (Fig. 2d) , whereas I exhibits increases in power at all frequencies, coincident with reservoir additions (see vertical black lines, Fig. 2f ). (from left to right) the Upper Yarra, Cardinia, and Thomson reservoirs. Time (years) is on the xaxis, and frequency (cpy) is on the y-axis for all panels. Thick black contours denote regions of significant power (p < 0.05 level), and white shading (e.g., the cone of influence) indicates regions where estimates of wavelet power are unreliable.
Patterns in Wavelet Coherence and Phase Relationships
Significant coherence was observed at annual frequencies for all possible pairings of R, T, I, and C, consistent with the high power annual band observed for each timeseries (Fig. S3) Given that significant coherence was most consistently detected at annual frequencies, our exploration of phase relationships between R, T, I, and C was limited to the annual band. On average, T and C, and R and I were in phase (0.1 +/-0.2 and 0.4 +/-0.5 month lag, respectively; the pair R and I lead the pair T and C by ~ 5 months (Fig 3b, Table S1 ). However, phase relationships between variables were not constant, and exhibited small, but significant (p < 0.01), trends (statistical details in SI). For instance, the lag between R and I increased over time (total change of ~½ months between 1940 and 2012), whereas decreasing lags of similar magnitude were observed between R and T, R and C, I and T, and I and C (~½-1 months) (see trend lines, Fig. 3a , Table S1 ). Phase relationships for individual droughts generally reflect these trends, with R and I leading T and C by the greatest margin during the Second World War Drought, followed by the1960's Drought and the Millennium Drought (Fig. 3c-e ). 
Climatic and Anthropogenic Patterns in Urban Water Consumption
Climate variables alone (e.g., R, T, I, and all pairwise interaction terms) explained ~55% of the observed variance in Melbourne's urban water consumption (Fig. S4, Table S2 ). Different variables were significant at different frequencies (p < 0.05 level). For instance, R and T were significant predictors of consumption at all frequencies except 0.09 -0.2 cpy. In the latter frequency band no variable explained more variance in consumption than expected by chance (i.e., the best model was the null model; see Fig. S4f ). I only improved model fits at greater than or equal to annual frequencies, and was never itself a significant predictor of consumption; its inclusion was contingent upon the significance of pairwise interactions with R and/or T.
Importantly, the best-fit frequency-specific models presented here should be interpreted as one possible realization of a family of best-fit models, as their corrected Akaike weights fall between 0.17 and 0.52 (i.e., there is only a 17-52% chance that the models we selected are truly "best"; Table S2 ).
Our final "climate-only" model reproduced patterns in consumption most reliably at annual frequencies (> 80% variance explained), particularly between 1990 and 2002 (see box 1
in Fig. 2c ). This said, it clearly fails to capture the decrease in annual power observed post-2002 during the Millennium Drought (see box 2 in Fig. 2c) . The model also over-predicts power in greater than annual frequencies (during the Millennium Drought) as well as in sub-annual frequencies between 1950 and 1965 (see box 4 in Fig. 2c) . Finally, the model under-predicts power from 1965-1990 at sub-annual frequencies (see box 3 in Fig. 2c) . Importantly, there are no consistent biases between modeled and observed consumption, but rather a series of transient biases that reflect distinct historical or climatological events unresolved by our climate-only model.
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DISCUSSION
During the Millennium Drought demand-side approaches for reducing urban consumption (e.g., conservation: 69%, and NRW reduction: 29%) conferred more benefit than supply-side approaches (e.g., alternative water sources: 3%; desalination plant and Sugarloaf pipeline: 0%) (Fig. 1d) . Similar success with demand-side techniques has been reported by the city of (Fig. 3) .
Interestingly, the phase lag between R and I in Melbourne appears to have increased slowly but significantly over time, from in-phase around 1950 (peaking in winter/spring) to R leading I by ~ ½ month in 2012 (Fig. 3 , Table S2 Given the high shared power between climate and consumption at annual frequencies, it is unsurprising that our optimal climate-based consumption model performed best at those frequencies (Fig. 2c, box 1) . That said, post 2002 the model clearly overestimates the contribution of high frequency variability to urban water consumption (Fig. 2c, box 2 Another notable failure of our climate-only model is evident between 1960 and 1990, where power is underestimated at sub-annual frequencies (Fig. 2c, box 3 Fig 2a,c) . The intense model-data mismatch during these periods likely reflects 1) the short, sharp nature of the droughts themselves, and 2) their occurrence in a era when Melbourne's average water consumption was at an all-time high.
Although our analysis of residual consumption (discussed above) is intended to isolate patterns driven by anthropogenic factors from those driven by climate, it is important to recognize that this separation may be incomplete, as our best-fit "climate" model is unlikely to represent only climate. For instance, our inflow variable I (included in best-fit models at greater 23 than or equal to annual frequencies) is clearly influenced by human modification of the water supply catchment (e.g., reservoir additions), as well as rainfall, making it a hybrid variable (i.e., it reflects both human and climate drivers, Fig. 2c . S4 ), whereas the effects of anthropogenic factors varied: sometimes evident at low frequencies (e.g., between 1960 and 1990), and other times at high frequencies (e.g., during the Millennium Drought).
APPENDIX A: SUPPLEMENTAL METHODS
Significance tests for wavelet power and coherence
Regions of significant power or coherence (black contour lines in Figs. 2, and S3) were identified using Monte Carlo analysis. Briefly, 10,000 synthetic red noise timeseries (X n+1 ) were generated for rainfall (R), temperature (T), inflow (I), and consumption (C) as in EQ (1):
where n is an index spanning 1 to length X, r 1 is the lag-1 autoregressive coefficient for R, T, I, or C, σ x is the standard deviation of X, and Z n is a white noise process (e.g., randomly generated normal variable) with zero mean and unit variance. These red noise timeseries were used to generate frequency and time-specific null distributions for wavelet power and coherence from which an upper 95% confidence (CI) bound could be estimated (see below). All values of coherence or power from R, T, I or C data that exceeded this 95% CI bound were determined to be significant at a p < 0.05 level.
To estimate, the upper CI bound for spectral power, frequency and time-specific null distributions were generated by taking the continuous wavelet transform ( 
Discrete wavelet transformation and multiple linear regression
In practice, DWT is analogous to CWT in that it provides a complete representation of the original timeseries in time and frequency space, but differs in that the frequencies and timeframes (translations) evaluated are restricted to an orthonormal set. 2 This feature facilitates subsequent analyses like regression that require independence in time and scale, but comes at the cost of reduced signal fidelity (i.e., transient events and/or oscillatory behavior are harder to resolve). DWT uses simultaneous low and hi-pass filtering to repeatedly split a timeseries into detail coefficients, which capture variability at a given frequency, and approximation coefficients, which capture the remainder (e.g., lower frequency components) of the signal. 2, 3 At each step, the wavelet coefficients are downsampled by a factor of two and the approximation coefficients passed on to be filtered again at a lower frequency. In our analysis we use the Haar wavelet as a high-pass filter (e.g., mother wavelet) and the corresponding Haar scaling function as a low-pass filter (e.g., father wavelet) for R, T, I, and C, as in .
Once wavelet coefficients were obtained through DWT for each timeseries, the following steps were taken in order to construct a best-fit regression model for C using climate variables (see Fig. S2 ): 1) universal thresholding was applied to the wavelet coefficients of R, T, I, and C to reduce noise, as recommended by ; 2) the variance inflation factor (VIF)
was calculated for R, T, and I at each frequency to identify multicolinearity (variables with VIF > 5 at a given frequency were excluded from the regression at that frequency); 3) MLR was 31 performed for each frequency band, where the dependent variable was C and the independent variables were R, T, I, and their pairwise interaction terms: functional marginality was invoked so that no models included interaction terms without first including both parent variables; 4) The best model for each frequency was selected using Akaike's Information Criterion, corrected for small sample sizes, and 5) these models were compiled to construct an optimal climate model across all frequencies. After characterizing our optimal climate model in time-frequency space, an inverse DWT was used to recover the synthetic consumption timeseries represented by the model. CWT was then performed on both modeled and observed consumption: the residual (observations -model) was evaluated for time-frequency regions not well explained by climate that could reflect anthropogenic controls on urban water consumption.
Significance tests for long-term trends in phase: non-parametric bootstrapped regression
Non-parametric bootstrap statistics were used to estimate 95% confidence intervals for the slope of the long term trend in phase lag (estimated at an annual frequency) across all combinations of R, T, I, and C between 1940 and 2012 (trends are shown in Fig. 2) . A residual-based resampling (or fixed x) approach was employed for this analysis (as in Azizian et al., 2015) . Briefly, a first order polynomial was fit to each phase lag timeseries (e.g., Lag (y values) and year (x values).
The residuals were calculated and bootstrapped 10,000 times, producing 10,000 realizations of error. Each realization of error was added to the original linear fit and then re-fit. The slope estimates from these 10,000 fits were retained, and used to calculate 1) the average slope and 2)
95% confidence intervals about that average. Because the probability distribution of the slopes was observed to be symmetric, confidence intervals were calculated using a basic percentile approach where all 10,000 slope estimates were sorted and the 250 th and 9,750 th values retained 
