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Abstract
Recently, several authors have studied maps where a function, describing the local diffu-
sion matrix of a diffusion process with a linear drift towards an attraction point, is mapped
into the average of that function with respect to the unique invariant measure of the dif-
fusion process, as a function of the attraction point. Such mappings arise in the analysis
of infinite systems of diffusions indexed by the hierarchical group, with a linear attractive
interaction between the components. In this context, the mappings are called renormaliza-
tion transformations. We consider such maps for catalytic Wright-Fisher diffusions. These
are diffusions on the unit square where the first component (the catalyst) performs an au-
tonomous Wright-Fisher diffusion, while the second component (the reactant) performs a
Wright-Fisher diffusion with a rate depending on the first component through a catalyzing
function. We determine the limit of rescaled iterates of renormalization transformations
acting on the diffusion matrices of such catalytic Wright-Fisher diffusions.
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Part I
1 Introduction and main result
Several authors [BCGdH95, BCGdH97, dHS98, Sch98, CDG04] have studied maps where
a function, describing the local diffusion matrix of a diffusion process, is mapped into the
average of that function with respect to the unique invariant measure of the diffusion process
itself. Such mappings arise in the analysis of infinite systems of diffusion processes indexed by
the hierarchical group, with a linear attractive interaction between the components [DG93a,
DG96, DGV95]. In this context, the mappings are called renormalization transformations. We
follow this terminology. For more on the relation between hierarchically interacting diffusions
and renormalization transformations, see Appendix A.1.
Formally, such renormalization transformations can be defined as follows.
Definition 1.1 (Renormalization class and transformation) Let D ⊂ Rd be nonempty,
convex, and open. LetW be a collection of continuous functions w from the closure D into the
space Md+ of symmetric non-negative definite d× d real matrices, such that λw ∈ W for every
λ > 0, w ∈ W. We call W a prerenormalization class on D if the following three conditions
are satisfied:
(i) For each constant c > 0, w ∈ W, and x ∈ D, the martingale problem for the operator
Ac,wx is well-posed, where
Ac,wx f(y) :=
d∑
i=1
c (xi − yi) ∂∂yi f(y) +
d∑
i,j=1
wij(y)
∂2
∂yi∂yj
f(y) (y ∈ D), (1.1)
and the domain of Ac,wx is the space of real functions on D that can be extended to a
twice continuously differentiable function on Rd with compact support.
(ii) For each c > 0, w ∈ W, and x ∈ D, the martingale problem for Ac,wx has a unique
stationary solution with invariant law denoted by νc,wx .
(iii) For each c > 0, w ∈ W, x ∈ D, and i, j = 1, . . . , d, one has
∫
D
νc,wx (dy)|wij(y)| <∞.
If W is a prerenormalization class, then we define for each c > 0 and w ∈ W a matrix-valued
function Fcw on D by
Fcw(x) :=
∫
D
νc,wx (dy)w(y) (x ∈ D). (1.2)
We say that W is a renormalization class on D if in addition:
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(iv) For each c > 0 and w ∈ W, the function Fcw is an element of W.
If W is a renormalization class and c > 0, then the map Fc : W → W defined by (1.2)
is called the renormalization transformation on W with migration constant c. In (1.1), w is
called the diffusion matrix and x the attraction point. ✸
Remark 1.2 (Associated SDE) It is well-known that D-valued (weak) solutions y =
(y1, . . . ,yd) to the stochastic differential equation (SDE)
dyit = c (xi − yit)dt+
√
2
n∑
j=1
σij(yt)dB
j
t (t ≥ 0, i = 1, . . . , d), (1.3)
where B = (B1, . . . , Bn) is n-dimensional (standard) Brownian motion (n ≥ 1), solve the
martingale problem for Ac,wx if the d× n matrix-valued function σ is continuous and satisfies∑
k σikσjk = wij . Conversely [EK86, Theorem 5.3.3], every solution to the martingale problem
for Ac,wx can be represented as a solution to the SDE (1.3), where there is some freedom in
the choice of the root σ of the diffusion matrix w. ✸
In the present paper, we concern ourselves with the following renormalization class on [0, 1]2.
Definition 1.3 (Renormalization class of catalytic Wright-Fisher diffusions) We set
Wcat := {wα,p : α > 0, p ∈ H}, where
wα,p(x) :=
(
αx1(1− x1) 0
0 p(x1)x2(1− x2)
)
(x = (x1, x2) ∈ [0, 1]2), (1.4)
and
H := {p : p a real function on [0, 1], p ≥ 0, p Lipschitz continuous}. (1.5)
Moreover, we put
Hl,r := {p ∈ H : 1{p(0)>0} = l, 1{p(1)>0} = r} (l, r = 0, 1), (1.6)
and set W l,rcat := {wα,p : α > 0, p ∈ Hl,r} (l, r = 0, 1). ✸
By Remark 1.2, solutions y = (y1,y2) to the martingale problem for Ac,w
α,p
x can be represented
as solutions to the SDE
(i) dy1t = c (x1 − y1t )dt+
√
2αy1t (1− y1t )dB1t ,
(ii) dy2t = c (x2 − y2t )dt+
√
2p(y1t )y
2
t (1− y2t )dB2t .
(1.7)
We call y1 the Wright-Fisher catalyst with resampling rate α and y2 the Wright-Fisher reactant
with catalyzing function p.
For any renormalization class W and any sequence of (strictly) positive migration constants
(ck)k≥0, we define iterated renormalization transformations F
(n) :W →W, as follows:
F (n+1)w := Fcn(F
(n)w) (n ≥ 0) with F (0)w := w (w ∈ Wcat). (1.8)
We set s0 := 0 and
sn :=
n−1∑
k=0
1
ck
(1 ≤ n ≤ ∞). (1.9)
Here is our main result:
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Theorem 1.4 (Main result)
(a) The set Wcat is a renormalization class on [0, 1]2 and Fc(W l,rcat) ⊂ W l,rcat (c > 0, l, r = 0, 1).
(b) Fix (positive) migration constants (ck)k≥0 such that
(i) sn −→
n→∞
∞ and (ii) sn+1
sn
−→
n→∞
1 + γ∗ (1.10)
for some γ∗ ≥ 0. If w ∈ W l,rcat (l, r = 0, 1), then uniformly on [0, 1]2,
snF
(n)w −→
n→∞
w∗, (1.11)
where the limit w∗ is the unique solution in W l,rcat to the equation
(i) (1 + γ∗)F1/γ∗w
∗=w∗ if γ∗ > 0,
(ii) 12
2∑
i,j=1
w∗ij(x)
∂2
∂xi∂xj
w∗(x) + w∗(x)= 0 (x ∈ [0, 1]2) if γ∗ = 0. (1.12)
(c) The matrix w∗ is of the form w∗ = w1,p
∗
, where p∗ = p∗l,r,γ∗ ∈ Hl,r depends on l, r, and γ∗.
One has
p∗0,0,γ∗ ≡ 0 and p∗1,1,γ∗ ≡ 1 for all γ∗ ≥ 0. (1.13)
For each γ∗ ≥ 0, the function p∗0,1,γ∗ is concave, nondecreasing, and satisfies p∗0,1,γ∗(0) = 0,
p∗0,1,γ∗(1) = 1. By symmetry, analoguous statements hold for p
∗
1,0,γ∗.
Conditions (1.10) (i) and (ii) are satisfied, for example, for ck = (1 + γ
∗)−k. Note that the
functions p∗0,0,γ∗ and p
∗
1,1,γ∗ are independent of γ
∗ ≥ 0. We believe that on the other hand,
p∗0,1,γ∗ is not constant as a function of γ
∗, but we have not proved this.
The function p∗0,1,0 is the unique nonnegative solution to the equation
1
2x(1− x) ∂
2
∂x2
p(x) + p(x)(1 − p(x)) = 0 (x ∈ [0, 1]) (1.14)
with boundary conditions p(0) = 0 and p(1) > 0. This function occurred before in the work of
Greven, Klenke, and Wakolbinger [GKW01, formulas (1.10)–(1.11)]. In Section 4.1 we discuss
the relation between their work and ours.
Outline In Part I of the paper (Sections 1–4) we present our results and our main techniques
for proving them. Part II (Sections 5–9) contains detailed proofs. Since the motivation for
studying renormalization classes comes from the study of linearly interacting diffusions on the
hierarchical group, we explain this connection in Appendix A.
Outline of Part I In the next section, we place our main result in a broader context. We
give a more thorough introduction to the theory of renormalization classes on compact sets
and discuss earlier results on this topic. In Section 3, we discuss special properties of the
renormalization class Wcat from Definition 1.3. In particular, we show how techniques from
the theory of spatial branching processes can be used to prove Theorem 1.4. In Section 4 we
discuss the relation of our work with that in [GKW01] and mention some open problems.
Notation If E is a separable, locally compact, metrizable space, then C(E) denotes the space
of continuous real functions on E. If E is compact then we equip C(E) with the supremumnorm
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‖ · ‖∞. We let B(E) denote the space of all bounded Borel measurable real functions on E.
We write C+(E) and C[0,1](E) for the spaces of all f ∈ C(E) with f ≥ 0 and 0 ≤ f ≤ 1,
respectively, and define B+(E) and B[0,1](E) analogously. We let M(E) denote the space of
all finite measures on E, equipped with the topology of weak convergence. The subspaces of
probability measures is denoted by M1(E). We write N (E) for the space of finite counting
measures, i.e., measures of the form ν =
∑m
i=1 δxi with x1, . . . , xm ∈ E (m ≥ 0). We interpret
ν as a collection of particles, situated at positions x1, . . . , xm. For µ ∈ M(E) and f ∈ B(E)
we use the notation 〈µ, f〉 := ∫E f dµ and |µ| := µ(E). By definition, DE[0,∞) is the space
of cadlag functions w : [0,∞)→ E, equipped with the Skorohod topology. We denote the law
of a random variable y by L(y). If y = (yt)t≥0 is a Markov process in E and x ∈ E, then
P x denotes the law of y started in y0 = x. If µ is a probability law on E then P
µ denotes
the law of y started with initial law L(y0) = µ. For time-inhomogeneous processes, we use
the notation P t,x or P t,µ to denote the law of the process started at time t with initial state
yt = x or initial law L(yt) = µ, respectively. We let Ex, Eµ, . . . etc. denote expectation with
respect to P x, Pµ, . . ., respectively.
2 Renormalization classes on compact sets
2.1 Some general facts and heuristics
In this section, we explain that our main result is a special case of a type of theorem that
we believe holds for many more renormalization classes on compact sets in Rd. Moreover, we
describe some elementary properties that hold generally for such renormalization classes. The
proofs of Lemmas 2.1–2.8 can be found in Section 5.1 below.
Fix a prerenormalization class W on a set D where D ⊂ Rd is open, bounded, and convex.
Then W is a subset of the cone C(D,Md+) of continuous Md+-valued functions on D. We
equip C(D,Md+) with the topology of uniform convergence. Our first lemma says that the
equilibrium measures νc,wx and the renormalized diffusion matrices Fcw(x) are continuous in
their parameters.
Lemma 2.1 (Continuity in parameters)
(a) The map (x, c, w) 7→ νc,wx from D × (0,∞) ×W into M1(D) is continuous.
(b) The map (x, c, w) 7→ Fcw(x) from D × (0,∞) ×W into Md+ is continuous.
In particular, x 7→ νc,wx is a continuous probability kernel on D, and Fcw ∈ C(D,Md+) for all
c > 0 and w ∈ W. Recall from Definition 1.1 that λw ∈ W for all w ∈ W and λ > 0. The
reason why we have included this assumption is that it is convenient to have the next scaling
lemma around, which is a consequence of time scaling.
Lemma 2.2 (Scaling property of renormalization transformations) One has
(i) νλc,λwx = ν
c,w
x
(ii) Fλc(λw)=λFcw
}
(λ, c > 0, w ∈ W, x ∈ D). (2.1)
The following simple lemma will play a crucial role in what follows.
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Figure 1: Effective boundaries for w ∈ Wcat.
Lemma 2.3 (Mean and covariance matrix) For all x ∈ D and i, j = 1, . . . , d, the mean
and covariances of νc,wx are given by
(i)
∫
D
νc,wx (dy)(yi − xi) = 0,
(ii)
∫
D
νc,wx (dy)(yi − xi)(yj − xj) = 1cFcwij(x).
(2.2)
For any w ∈ C(D,Md+), we call
∂wD := {x ∈ D : wij(x) = 0 ∀i, j = 1, . . . , d} (2.3)
the effective boundary of D (associated with w). If y is a solution to the martingale problem
for the operator
∑d
i,j=1wij(y)
∂2
∂yi∂yj
(i.e., the operator in (1.1) without the drift), then, by
martingale convergence, yt converges a.s. to a limit y∞; it is not hard to see that y∞ ∈ ∂wD
a.s. The next lemma says that the effective boundary is invariant under renormalization.
Lemma 2.4 (Invariance of effective boundary) One has ∂FcwD = ∂wD for all w ∈ W,
c > 0.
For example, for diffusion matrices w from the renormalization class W = Wcat, there
occur four different effective boundaries, depending on whether w ∈ W1,1cat ,W0,1cat ,W1,0cat , orW0,0cat .
These effective boundaries are depicted in Figure 1. The statement from Theorem 1.4 (a) that
Fc(W l,rcat) ⊂ W l,rcat is just the translation of Lemma 2.4 to the special set-up there.
From now on, let W be a renormalization class, i.e., W satisfies also condition (iv) from
Definition 1.1. Fix a sequence of (positive) migration constants (ck)k≥0. By definition, the
iterated probability kernelsKw,(n) associated with a diffusion matrix w ∈ W (and the constants
(ck)k≥0) are the probability kernels on D defined inductively by
Kw,(n+1)x (dz) :=
∫
D
νcn,F
(n)w
x (dy)K
w,(n)
y (dz) (n ≥ 0) with Kw,(0)x (dy) := δx(dy), (2.4)
with F (n) as in (1.8). Note that
F (n)w(x) =
∫
D
Kw,(n)x (dy)w(y) (x ∈ D, n ≥ 0). (2.5)
The next lemma follows by iteration from Lemmas 2.1 and 2.3. It their essence, this lemma
and Lemma 2.6 below go back to [BCGdH95].
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Lemma 2.5 (Basic properties of iterated probability kernels) For each w ∈ W, the
Kw,(n) are continuous probability kernels on D. Moreover, for all x ∈ D, i, j = 1, . . . , d, and
n ≥ 0, the mean and covariance matrix of Kw,(n)x are given by
(i)
∫
D
Kw,(n)x (dy)(yi − xi) = 0,
(ii)
∫
D
Kw,(n)x (dy)(yi − xi)(yj − xj) = snF (n)wij(x).
(2.6)
We equip the space C(D,M1(D)) of continuous probability kernels on D with the topology
of uniform convergence (since M1(D) is compact, there is a unique uniform structure on
M1(D) generating the topology). For ‘nice’ renormalization classes, it seems reasonable to
conjecture that the kernels Kw,(n) converge as n→∞ to some limit Kw,∗ in C(D,M1(D)). If
this happens, then formula (2.6) (ii) tells us that the rescaled renormalized diffusion matrices
snF
(n)w converge uniformly on D to the covariance matrix of Kw,∗. This gives a heuristic
explanation why we need to rescale the iterates F (n)w with the scaling constants sn from (1.9)
to get a nontrivial limit in (1.11).
We now explain the relevance of the conditions (1.10) (i) and (ii) in the present more
general context. If the iterated kernels converge to a limit Kw,∗, then condition (1.10) (i)
guarantees that this limit is concentrated on the effective boundary:
Lemma 2.6 (Concentration on the effective boundary) If sn −→
n→∞
∞, then for any
f ∈ C(D) such that f = 0 on ∂wD:
lim
n→∞
sup
x∈D
∣∣∣ ∫
D
Kw,(n)x (dy)f(y)
∣∣∣ = 0. (2.7)
In fact, the condition sn → ∞ guarantees that the corresponding system of hierarchically
interacting diffusions with migration constants (ck)k≥0 clusters in the local mean field limit,
see [DG93a, Theorem 3] or Appendix A.1 below.
To explain also the relevance of condition (1.10) (ii), we observe that using Lemma 2.2, we
can convert the rescaled iterates snF
(n) into (usual, not rescaled) iterates of another transfor-
mation. For this purpose, it will be convenient to modify the definition of our scaling constants
sn a little bit. Fix some β > 0 and put
sn := β + sn (n ≥ 0). (2.8)
Define rescaled renormalization transformations F γ :W →W by
F γw := (1 + γ)F1/γw (γ > 0, w ∈ W). (2.9)
Using (2.1) (ii), one easily deduces that
snF
(n)w = F γn−1 ◦ · · · ◦ F γ0(βw) (w ∈ W, n ≥ 1), (2.10)
where
γn :=
1
sncn
(n ≥ 0). (2.11)
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We can reformulate the conditions (1.10) (i) and (ii) in terms of the constants (γn)n≥0.
Indeed, it is not hard to check1 that equivalent formulations of condition (1.10) (i) are:
(i) sn −→
n→∞
∞, (ii) sn −→
n→∞
∞, (iii)
∑
n
γn =∞. (2.12)
Since sn+1/sn = 1 + γn we see moreover that, for any γ
∗ ∈ [0,∞], equivalent formulations of
condition (1.10) (ii) are:
(i)
sn+1
sn
−→
n→∞
1 + γ∗, (ii)
sn+1
sn
−→
n→∞
1 + γ∗, (iii) γn −→
n→∞
γ∗. (2.13)
If 0 < γ∗ < ∞, then, in the light of (2.10), we expect snF (n)w to converge to a fixed point
of the transformation F γ∗ . If γ
∗ = 0, the situation is more complex. In this case, we expect
the orbit snF
(n)w 7→ sn+1F (n+1)w 7→ · · · , for large n, to approximate a continuous flow, the
generator of which is
lim
γ→0
γ−1
(
F γw − w
)
(x) = 12
d∑
i,j=1
wij(x)
∂2
∂xi∂xj
w(x) + w(x) (x ∈ D). (2.14)
To see that the right-hand side of this equation equals the left-hand side if w is twice contin-
uously differentiable, one needs a Taylor expansion of w together with the moment formulas
(2.2) for ν
1/γ,w
x . Under condition condition (2.12) (iii), we expect this continuous flow to reach
equilibrium.
In the light if these considerations, we are led to at the following general conjecture.
Conjecture 2.7 (Limits of rescaled renormalized diffusion matrices) Assume that
sn →∞ and sn+1/sn → 1 + γ∗ for some γ∗ ∈ [0,∞]. Then, for any w ∈ W,
snF
(n)w −→
n→∞
w∗, (2.15)
where w∗ satisfies
(i) F γ∗w
∗=w∗ if 0 < γ∗ <∞,
(ii) 12
d∑
i,j=1
w∗ij(x)
∂2
∂xi∂xj
w∗(x) + w∗(x)=0 (x ∈ D) if γ∗ = 0,
(iii) lim
γ→∞
F γw
∗=w∗ if γ∗ =∞.
(2.16)
We call (2.16) (ii), which is in some sense the γ∗ → 0 limit of the fixed point equation
(2.16) (i), the asymptotic fixed point equation. A version of formula (2.16) (ii) occured in
[Swa99, formula (1.3.5)] (a minus sign is missing there).
In particular, one may hope that for a given effective boundary, the equations in (2.16)
have a unique solution. Our main result (Theorem 1.4) confirms this conjecture for the
renormalization classWcat and for γ∗ <∞. In the next section, we discuss numerical evidence
that supports Conjecture 2.7 in the case γ∗ = 0 for other renormalization classes on compacta
as well.
1To see this, let s∞ ∈ (0,∞] denote the limit of the sn and note that on the one hand,
∑
n 1/(sncn) ≥∑
n log(1 + 1/(sncn)) = log(
∏
n sn+1/sn) = log(s∞/s1), while on the other hand
∑
n 1/(sncn) ≤
∏
n(1 +
1/(sncn)) =
∏
n sn+1/sn = s∞/s1.
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In previous work on renormalization classes, fixed shapes have played an important role.
By definition, for any prerenormalization class W, a fixed shape is a subclass Wˆ ⊂ W of the
form Wˆ = {λw : λ > 0} with 0 6= w ∈ W, such that Fc(Wˆ) ⊂ Wˆ for all c > 0. The next
lemma describes how fixed shapes for renormalization classes on compact sets typically arise.
Lemma 2.8 (Fixed shapes) Assume that for each 0 < γ∗ <∞, there is a 0 6= w∗ = w∗γ∗ ∈
W such that snF (n)w −→
n→∞
w∗γ∗ whenever w ∈ W, sn →∞, and sn+1/sn → 1 + γ∗. Then:
(a) w∗γ∗ is the unique solution in W of equation (2.16) (i).
(b) If w∗ = w∗γ∗ does not depend on γ
∗, then
Fc(λw
∗) = ( 1λ +
1
c )
−1w∗ (λ, c > 0). (2.17)
Moreover, {λw∗ : λ > 0} is the unique fixed shape in W.
(c) If the w∗γ∗ for different values of γ
∗ are not constant multiples of each other, then W
contains no fixed shapes.
Note that by Theorem 1.4, W0,1cat is a renormalization class satisfying the general assumptions
of Lemma 2.8. The unique solution of (2.16) (i) in W0,1cat is of the form w∗ = w1,p
∗
where
p∗ = p∗0,1,γ∗ . We conjecture that the p
∗
0,1,γ∗ for different values of γ
∗ are not constant multiples
of each other, and, as a consequence, that W0,1cat contains no fixed shapes.
Many facts and conjectures that we have discussed can be generalized to renormalization
classes on unbounded D, but in this case, the second moments of the iterated kernels Kw,(n)
may diverge as n → ∞. As a result, because of formula (2.6) (ii), the sn may no longer be
the right scaling factors to find a nontrivial limit of the renormalized diffusion matrices; see,
for example, [BCGdH97].
2.2 Numerical solutions to the asymptotic fixed point equation
Let t 7→ w(t, · ) be a solution to the continuous flow with the generator in (2.14), i.e., w is an
Md+-valued solution to the nonlinear partial differential equation
∂
∂tw(t, x) =
1
2
d∑
i,j=1
wij(t, x)
∂2
∂xi∂xj
w(t, x) + w(t, x) (t ≥ 0, x ∈ D). (2.18)
Solutions to (2.18) are quite easy to simulate on a computer. We have simulated solutions
for all kind of diffusion matrices (including nondiagonal ones) on the unit square [0, 1]2, with
the effective boundaries 1–6 depicted in Figure 2. For all initial diffusion matrices w(0, · ) we
tried, the solution converged as t → ∞ to a fixed point w∗. In all cases except case 6, the
fixed point was unique. The fixed points are listed in Figure 2. The functions p∗0,1,0 and q
∗
from Figure 2 are plotted in Figure 3. Here p∗0,1,0 is the function from Theorem 1.4 (c).
The fixed points for the effective boundaries in cases 1,2, and 4 are the unique solutions
of equation (1.12) (ii) from Theorem 1.4 in the classes W1,1cat , W0,1cat , and W0,0cat , respectively.
The simulations suggest that the domain of attraction of these fixed points (within the class
of “all” diffusion matrices on [0, 1]2) is actually a lot larger than the classes W1,1cat , W0,1cat , and
W0,0cat .
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case effective boundary fixed points w∗ of (2.18)
1
t
t
t
t (
x1(1− x1) 0
0 x2(1− x2)
)
2
t
t
t
t (
x1(1− x1) 0
0 p∗0,1,0(x1)x2(1− x2)
)
3
t
t
t
t (
q∗(x1, x2) 0
0 q∗(x2, x1)
)
4
t
t
t
t (
x1(1− x1) 0
0 0
)
5
t
t
t
t (
x1(1− x1)1{x2>0} 0
0 0
)
6
t
t
t
t
g∗(x1, x2)
(
m11 m12
m21 m22
)
Figure 2: Fixed points of the flow (2.18).
The function q∗ from case 3 satisfies q∗(x1, 1) = x1(1 − x1) and is zero on the other parts
of the boundary. In contrast to what one might perhaps guess in view of case 2, q∗ is not of
the form q∗(x1, x2) = f(x2)x1(1− x1) for some function f .
Case 5 is somewhat degenerate since in this case the fixed point is not continuous.
The only case where the fixed point is not unique is case 6. Here, m can be any positive
definite matrix, while g∗, depending on m, is the unique solution on (0, 1)2 of the equation
1 + 12
∑2
i,j=1mij
∂2
∂xi∂xi
g∗(x) = 0, with zero boundary conditions.
2.3 Previous rigorous results
In this section we discuss some results that have been derived previously for renormalization
classes on compact sets.
Theorem 2.9 [BCGdH95, DGV95] (Universality class of Wright-Fisher models)
Let D := {x ∈ Rd : xi > 0 ∀i,
∑d
i=1 xi < 1}, and let {e0, . . . , ed}, with e0 := (0, . . . , 0) and
e1 := (1, 0, . . . , 0), . . . , ed := (0, . . . , 0, 1) be the extremal points of D. Let w
∗
ij(x) := xi(δij−xj)
(x ∈ D, i, j = 1, . . . , d) denote the standard Wright-Fisher diffusion matrix, and assume that
W is a renormalization class on D such that w∗ ∈ W and ∂wD = {e0, . . . , ed} for all w ∈ W.
Let (ck)k≥0 be migration constants such that sn → ∞ as n → ∞. Then, for all w ∈ W,
uniformly on D,
snF
(n)w −→
n→∞
w∗. (2.19)
The convergence in (2.19) is a consequence of Lemmas 2.5 and 2.6: The first moment formula
(2.6) (i) and (2.7) show that K
w,(n)
x converges to the unique distribution on {e0, . . . , ed} with
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Figure 3: The functions p∗0,1,0 and q
∗ from cases 2 and 3 of Figure 2.
mean x, and by the second moment formula (2.6) (ii) this implies the convergence of snF
(n)w.
In order for the iterates in (2.19) to be well-defined, Theorem 2.9 assumes that a renormal-
ization classW of diffusion matrices w on D with effective boundary {e0, . . . , ed} is given. The
problem of finding a nontrivial example of such a renormalization class is open in dimensions
greater than one. In the one-dimensional case, however, the following result is known.
Lemma 2.10 [DG93b] (Renormalization class on the unit interval) The set
WDG := {w ∈ C[0, 1] : w = 0 on {0, 1}, w > 0 on (0, 1), w Lipschitz} (2.20)
is a renormalization class on [0, 1].
About renormalization of isotropic diffusions, the following result is known. Below, ∂D :=
D\D denotes the topological boundary of D.
Theorem 2.11 [dHS98] (Universality class of isotropic models) Let D ⊂ Rd be open,
bounded, and convex and let m ∈ Md+ be fixed and (strictly) positive definite. Set w∗ij(x) :=
mijg
∗(x), where g∗ is the unique solution of 1 + 12
∑
ijmij
∂2
∂xi∂xj
g∗(x) = 0 for x ∈ D and
g∗(x) = 0 for x ∈ ∂D. Assume that W is a renormalization class on D such that w∗ ∈ W
and such that each w ∈ W is of the form
wij(x) = mijg(x) (x ∈ D, i, j = 1, . . . , d), (2.21)
for some g ∈ C(D) satisfying g > 0 on D and g = 0 on ∂D. Let (ck)k≥0 be migration constants
such that sn →∞ as n→∞. Then, for all w ∈ W, uniformly on D,
snF
(n)w −→
n→∞
w∗. (2.22)
The proof of Theorem 2.11 follows the same lines as the proof of Theorem 2.9, with the
difference that in this case one needs to generalize the first moment formula (2.6) (i) in the
sense that
∫
DK
w,(n)
x (dy)h(y) = h(x) for any m-harmonic function h, i.e., h ∈ C(D) satisfying∑
ijmij
∂2
∂xi∂xj
h(x) = 0 for x ∈ D. The kernel Kw,(n)x now converges to the m-harmonic
measure on ∂D with mean x, and this implies (2.22).
Again, in dimensions d ≥ 2, the problem of finding a ‘reasonable’ class W satisfying the
assumptions of Theorem 2.11 is so far unresolved. The problem with verifying conditions (i)–
(iv) from Definition 1.1 in an explicit set-up is that (i) and (ii) usually require some smoothness
of w, while (iv) requires that one can prove the same smoothness for Fcw, which is difficult.
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The proofs of Theorems 2.9 and 2.11 are based on the same principle. For any diffusion
matrix w, let Hw denote the class of w-harmonic functions, i.e., functions h ∈ C(D) satisfying∑
ij wij(x)
∂2
∂xi∂xj
h(x) = 0 on D. If w belongs to one of the renormalization classes in Theo-
rems 2.9 and 2.11, then Hw has the property that T
c
x,th(Hw) ⊂ Hw for all c > 0, x ∈ D, and
t ≥ 0, where T cx,th(y) := h(x+(y−x)e−ct) is the semigroup with generator
∑d
i=1 c(xi−yi) ∂∂yi ,
i.e., the operator in (1.1) without the diffusion part. In this case we say that w has invariant
harmonics; see [Swa00]. As a consequence, one can prove that the iterated kernels satisfy∫
DK
w,(n)
x (dy)h(y) = h(x) for all h ∈ Hw and x ∈ D. If sn →∞, then this implies that Kw,(n)x
converges to the unique Hw-harmonic measure on ∂wD with mean x. Diffusion matrices from
Wcat do not in general have invariant harmonics. Therefore, to prove Theorem 1.4, we need
new techniques.
Note that in the renormalization classes from Theorems 2.9 and 2.11, the unique attraction
point w∗ does not depend on γ∗. Therefore, by Lemma 2.8, these renormalization classes
contain a unique fixed shape, which is given by {λw∗ : λ > 0}.
3 Connection with branching theory
From now on, we focuss on the renormalization class Wcat. We will show that for this renor-
malization class, the rescaled renormalization transformations F γ from (2.9) can be expressed
in terms of the log-Laplace operators of a discrete time branching process on [0, 1]. This will al-
low us to use techniques from the theory of spatial branching processes to verify Conjecture 2.7
for the renormalization class Wcat in the case γ∗ <∞.
3.1 Poisson-cluster branching processes
We first need some concepts and facts from branching theory. Finite measure-valued branching
processes (on R) in discrete time have been introduced by Jiˇrina [Jir64]. We need to consider
only a special class. Let E be a separable, locally compact, and metrizable space. We call a
continuous map Q from E into M1(M(E)) a continuous cluster mechanism. By definition,
an M(E)-valued random variable X is a Poisson cluster measure on E with locally finite
intensity measure µ and continuous cluster mechanism Q, if its log-Laplace transform satisfies
− logE[e−〈X , f〉] = ∫
E
µ(dx)
(
1−
∫
M(E)
Q(x,dχ)e−〈χ, f〉
)
(f ∈ B+(E)). (3.1)
For given µ and Q, such a Poisson cluster measure exists, and is unique in distribution,
provided that the right-hand side of (3.1) is finite for f = 1. It may be constructed as X =∑
i χxi , where
∑
i δxi is a (possibly infinite) Poisson point measure with intensity µ, and given
x1, x2, . . ., the χx1 , χx2 , . . . are independent random variables with laws Q(x1, · ),Q(x2, · ), . . .,
respectively.
Now fix a finite sequence of functions qk ∈ C+(E) and continuous cluster mechanisms Qk
(k = 1, . . . , n), define
Ukf(x) := qk(x)
(
1−
∫
M(E)
Qk(x,dχ)e−〈χ, f〉
)
(x ∈ E, f ∈ B+(E), k = 1, . . . , n), (3.2)
and assume that
sup
x∈E
Uk1(x) <∞ (k = 1, . . . , n). (3.3)
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Then Uk maps B+(E) into B+(E) for each k, and for eachM(E)-valued initial state X0, there
exists a (time-inhomogeneous) Markov chain (X0, . . . ,Xn) inM(E), such that Xk, given Xk−1,
is a Poisson cluster measure with intensity qkXk−1 and cluster mechanism Qk. It is not hard
to see that
Eµ
[
e
−〈Xn, f〉] = e−〈µ,U1 ◦ · · · ◦ Unf〉 (µ ∈ M(E), f ∈ B+(E)). (3.4)
We call X = (X0, . . . ,Xn) the Poisson-cluster branching process on E with weight functions
q1, . . . , qn and cluster mechanisms Q1, . . . ,Qn. The operator Uk is called the log-Laplace op-
erator of the transition law from Xk−1 to Xk. Note that we can write (3.4) in the suggestive
form
Pµ
[
Pois(fXn) = 0
]
= P
[
Pois
(
(U1 ◦ · · · ◦ Unf)µ
)
= 0
]
. (3.5)
Here, if µ is an M(E)-valued random variable, then Pois(µ) denotes an N (E)-valued random
variable such that conditioned on µ, Pois(µ) is a Poisson point measure with intensity µ.
3.2 The renormalization branching process
We will now construct a Poisson-cluster branching process on [0, 1] of a special kind, and show
that the rescaled renormalization transformations on Wcat can be expressed in terms of the
log-Laplace operators of this branching process.
By Lemma 5.4 below, for each γ > 0 and x ∈ [0, 1], the SDE
dy(t) = 1γ (x− y(t))dt+
√
2y(t)(1 − y(t))dB(t), (3.6)
has a unique (in law) stationary solution. We denote this solution by (yγx(t))t∈R. Let τγ be
an independent exponentially distributed random variable with mean γ, and set
Zγx :=
∫ τγ
0
δ
y
γ
x(−t/2)dt (γ > 0, x ∈ [0, 1]). (3.7)
Define constants qγ and continuous (by Corollary 5.10 below) cluster mechanisms Qγ by
qγ :=
1
γ + 1 and Qγ(x, · ) := L(Zγx ) (γ > 0, x ∈ [0, 1]), (3.8)
and let Uγ denote the log-Laplace operator with (constant) weight function qγ and cluster
mechanism Qγ , i.e.,
Uγf(x) := qγ
(
1−
∫
M([0,1])
Qγ(x,dχ)e−〈χ, f〉
)
(x ∈ [0, 1], f ∈ B+[0, 1], γ > 0). (3.9)
We now establish the connection between renormalization transformations on Wcat and log-
Laplace operators.
Proposition 3.1 (Identification of the renormalization transformation) Let F γ be
the rescaled renormalization transformation on Wcat defined in (2.9). Then
F γw
1, p = w1,Uγp (p ∈ H, γ > 0). (3.10)
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Fix a diffusion matrix wα,p ∈ Wcat and migration constants (ck)k≥0. Define constants sn and
γn as in (2.8) and (2.11), respectively, where β := 1/α. Then Proposition 3.1 and formula
(2.10) show that
snF
(n)wα,p = w1,Uγn−1 ◦ · · · ◦ Uγ0(
p
α). (3.11)
Here Uγn−1 , . . . ,Uγ0 are the log-Laplace operators of the Poisson-cluster branching process X =
(X−n, . . . ,X0) with weight functions qγn−1 , . . . , qγ0 and cluster mechanisms Qγn−1 , . . . ,Qγ0 .
We call X (started at some time −n in an initial law L(X−n)) the renormalization branching
process. By formulas (3.4) and (3.11), the study of the limiting behavior of rescaled iterated
renormalization transformations onWcat reduces to the study of the renormalization branching
process X in the limit n→∞.
3.3 Convergence to a time-homogeneous process
Let X = (X−n, . . . ,X0) be the renormalization branching process introduced in the last section.
If the constants (γk)k≥0 satisfy
∑
n γn = ∞ and γn → γ∗ for some γ∗ ∈ [0,∞), then X is
almost time-homogeneous for large n. More precisely, we will prove the following convergence
result.
Theorem 3.2 (Convergence to a time-homogenous branching process) Assume that
L(X−n) =⇒
n→∞
µ for some probability law µ on M([0, 1]).
(a) If 0 < γ∗ <∞, then
L(X−n,X−n+1, . . .) =⇒
n→∞
L(Yγ∗0 ,Yγ
∗
1 , . . .), (3.12)
where Yγ∗ is the time-homogenous branching process with log-Laplace operator Uγ∗ in each
step and initial law L(Yγ∗0 ) = µ.
(b) If γ∗ = 0, then
L
((X−kn(t))t≥0
)
=⇒
n→∞
L
((Y0t )t≥0
)
, (3.13)
where ⇒ denotes weak convergence of laws on path space, kn(t) := min{k : 0 ≤ k ≤ n,∑n−1
l=k γl ≤ t}, and Y0 is the super-Wright-Fisher diffusion with activity and growth parameter
both identically 1 and initial law L(Y00 ) = µ.
The super-Wright-Fisher diffusion was studied in [FS03]. By definition, Y0 is the time-homo-
geneous Markov process in M[0, 1] with continuous sample paths, whose Laplace functionals
are given by
Eµ
[
e
−〈Y0t , f〉] = e−〈µ,U0t f〉 (µ ∈ M[0, 1], f ∈ B+[0, 1], t ≥ 0). (3.14)
Here U0t f = ut is the unique mild solution of the semilinear Cauchy equation{
∂
∂tut(x)=
1
2x(1− x) ∂
2
∂x2
ut(x) + ut(x)(1 − ut(x)) (t ≥ 0, x ∈ [0, 1]),
u0= f.
(3.15)
For a further study of the renormalization branching process X and its limiting processes Yγ∗
(γ∗ ≥ 0) we will use the technique of embedded particle systems, which we explain in the next
section.
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3.4 Weighted and Poissonized branching processes
In this section, we explain how from a Poisson-cluster branching process it is possible to con-
struct other branching processes by weighting and Poissonization. We first need to introduce
spatial branching particle systems in some generality.
Let E again be separable, locally compact, and metrizable. For ν ∈ N (E) and f ∈
B[0,1](E), we adopt the notation
f0 := 1 and fν :=
m∏
i=1
f(xi) when ν =
m∑
i=1
δxi (m ≥ 1). (3.16)
We call a continuous map x 7→ Q(x, · ) from E into M1(N (E)) a continuous offspring mech-
anism.
Fix continuous offspring mechanisms Qk (1 ≤ k ≤ n), and let (X0, . . . ,Xn) be a Markov
chain in N (E) such that, given that Xk−1 =
∑m
i=1 δxi , the next step of the chain Xk is a sum
of independent random variables with laws Qk(xi, · ) (i = 1, . . . ,m). Then
Eν
[
(1− f)Xn] = (1− U1 ◦ · · · ◦ Unf)ν (ν ∈ N (E), f ∈ B[0,1](E)), (3.17)
where Uk : B[0,1](E)→ B[0,1](E) is defined as
Ukf(x) := 1−
∫
N (E)
Qk(x,dν)(1 − f)ν (1 ≤ k ≤ n, x ∈ E, f ∈ B[0,1](E)). (3.18)
We call Uk the generating operator of the transition law from Xk−1 to Xk, and we call X =
(X0, . . . ,Xn) the branching particle system on E with generating operators U1, . . . , Un. It is
often useful to write (3.17) in the suggestive form
P ν
[
Thinf (Xn) = 0
]
= P
[
ThinU1◦···◦Unf (ν) = 0
]
(ν ∈ N (E), f ∈ B[0,1](E)). (3.19)
Here, if ν is an N (E)-valued random variable and f ∈ B[0,1](E), then Thinf (ν) denotes an
N (E)-valued random variable such that conditioned on ν, Thinf (ν) is obtained from ν by
independently throwing away particles from ν, where a particle at x is kept with probability
f(x). One has the elementary relations
Thinf (Thing(ν))
D
= Thinfg(ν) and Thinf (Pois(µ))
D
= Pois(fµ), (3.20)
where
D
= denotes equality in distribution.
We are now ready to describe weighted and Poissonized branching processes. Let X =
(X0, . . . ,Xn) be a Poisson-cluster branching process on E, with continuous weight functions
q1, . . . , qn, continuous cluster mechanisms Q1, . . . ,Qn, and log-Laplace operators U1, . . . ,Un
given by (3.2) and satisfying (3.3). Let Zkx denote an M(E)-valued random variable with
law Qk(x, · ). Let h ∈ C+(E) be bounded, h 6= 0, and put Eh := {x ∈ E : h(x) > 0}. For
f ∈ B+(Eh), define hf ∈ B+(E) by hf(x) := h(x)f(x) if x ∈ Eh and hf(x) := 0 otherwise.
Proposition 3.3 (Weighting of Poisson-cluster branching processes) Assume that
there exists a constant K < ∞ such that Ukh ≤ Kh for all k = 1, . . . , n. Then there exists a
Poisson-cluster branching process X h = (X h0 , . . . ,X hn ) on Eh with weight functions (qh1 , . . . , qhn)
given by qhk := qk/h, continuous cluster mechanisms Qh1 , . . . ,Qhn given by
Qhk(x, · ) := L(hZkx) (x ∈ Eh), (3.21)
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and log-Laplace operators Uh1 , . . . ,Uhn satisfying
hUhk f := Uk(hf) (f ∈ B+(Eh)). (3.22)
The processes X and Xh are related by
L(X h0 ) = L(hX0) implies L(X hk ) = L(hXk) (0 ≤ k ≤ n). (3.23)
Proposition 3.4 (Poissonization of Poisson-cluster branching processes) Assume
that Ukh ≤ h for all k = 1, . . . , n. Then there exists a branching particle system Xh =
(Xh0 , . . . ,X
h
n) on E
h with continuous offspring mechanisms Qh1 , . . . , Q
h
n given by
Qhk(x, · ) :=
qk(x)
h(x)
P
[
Pois(hZkx ) ∈ ·
]
+
(
1− qk(x)
h(x)
)
δ0( · ) (x ∈ Eh), (3.24)
and generating operators Uh1 , . . . , U
h
n satisfying
hUhk f := Uk(hf) (f ∈ B[0,1](Eh)). (3.25)
The processes X and Xh are related by
L(Xh0 ) = L(Pois(hX0)) implies L(Xhk ) = L(Pois(hXk)) (0 ≤ k ≤ n). (3.26)
Here, the right-hand side of (3.24) is always a probability measure, despite that it may happen
that qk(x)/h(x) > 1. The (straightforward) proofs of Propositions 3.3 and 3.4 can be found in
Section 7.1 below. If (3.23) holds then we say that X h is obtained from X by weighting with
density h. If (3.26) holds then we say that Xh is obtained from X by Poissonization with
density h. Proposition 3.4 says that a Poisson-cluster branching process X contains, in a way,
certain ‘embedded’ branching particle systems Xh. Poissonization relations for superprocesses
and embedded particle systems have enjoyed considerable attention, see [FS04] and references
therein.
A function h ∈ B+(E) such that Ukh ≤ h is called Uk-superharmonic. If the reverse
inequality holds we say that h is Uk-subharmonic. If Ukh = h then h is called Uk-harmonic.
3.5 Extinction versus unbounded growth for embedded particle systems
In this section we explain how embedded particle systems can be used to prove Theorem 1.4.
Throughout this section (γk)k≥0 are positive constants such that
∑
n γn =∞ and γn → γ∗ for
some γ∗ ∈ [0,∞), and X = (X−n, . . . ,X0) is the renormalization branching process on [0, 1]
defined in Section 3.2. We write
U (n) := Uγn−1 ◦ · · · ◦ Uγ0 . (3.27)
In view of formula (3.11), in order to prove Theorem 1.4, we need the following result.
Proposition 3.5 (Limits of iterated log-Laplace operators) Uniformly on [0, 1],
(i) lim
n→∞
U (n)p=1 (p ∈ H1,1),
(ii) lim
n→∞
U (n)p=0 (p ∈ H0,0),
(iii) lim
n→∞
U (n)p= p∗0,1,γ∗ (p ∈ H0,1),
(3.28)
where p∗0,1,γ∗ : [0, 1]→ [0, 1] is a function depending on γ∗ but not on p ∈ H0,1.
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In our proof of Proposition 3.5, we will use embedded particle systems Xh = (Xh−n, . . . ,X
h
0 )
obtained from X by Poissonization with certain h taken from the classes H1,1, H0,0, and H0,1.
Lemma 3.6 (Embedded particle system with h1,1) The constant function h1,1(x) := 1
is Uγ-harmonic for each γ > 0. The corresponding embedded particle system Xh1,1 on [0, 1]
satisfies
P−n,δx
[|Xh1,10 | ∈ · ] =⇒n→∞ δ∞ (3.29)
uniformly2 for all x ∈ [0, 1].
In (3.29) and similar formulas below, ⇒ denotes weak convergence of probability measures
on [0,∞]. Thus, (3.29) says that for processes started with one particle on the position x at
times −n, the number of particles at time zero converges to infinity as n→∞.
Lemma 3.7 (Embedded particle system with h0,0) The function h0,0(x) := x(1 − x)
(x ∈ [0, 1]) is Uγ-superharmonic for each γ > 0. The corresponding embedded particle system
Xh0,0 on (0, 1) is critical and satisfies
P−n,δx
[|Xh0,00 | ∈ · ] =⇒n→∞ δ0 (3.30)
locally uniformly for all x ∈ (0, 1).
Here, a branching particle system X is called critical if each particle produces on average
one offspring (in each time step and independent of its position). Formula (3.30) says that
the embedded particle system Xh0,0 gets extinct during the time interval {−n, . . . , 0} with
probability tending to one as n→∞. We can summarize Lemmas 3.6 and 3.7 by saying that
the embedded particle system associated with h1,1 grows unboundedly while the embedded
particle system associated with h0,0 becomes extinct as n→∞.
We will also consider an embedded particle systems Xh0,1 for a certain h0,1 taken from
H0,1. It turns out that this system either gets extinct or grows unboundedly, each with a
positive probability. In order to determine these probabilities, we need to consider embedded
particle systems for the time-homogeneous processes Yγ∗ (γ∗ ∈ [0,∞)) from (3.12) and (3.13).
If h ∈ H0,1 is Uγ∗-superharmonic for some γ∗ > 0, then Poissonizing the process Yγ∗ with
h yields a branching particle system on (0, 1] which we denote by Y γ
∗,h = (Y γ
∗,h
0 , Y
γ∗,h
1 , . . .).
Likewise, if h ∈ H0,1 is twice continuously differentiable and satisfies
1
2x(1− x) ∂
2
∂x2
h(x)− h(x)(1 − h(x)) ≤ 0, (3.31)
then Poissonizing the super-Wright-Fisher diffusion Y0 with h yields a continuous-time branch-
ing particle system on (0, 1], which we denote by Y 0,h = (Y 0,ht )t≥0. For example, for m ≥ 4,
the function h(x) := 1− (1− x)m satisfies (3.31).
Lemma 3.8 (Embedded particle system with h0,1) The function h0,1(x) := 1− (1− x)7
is Uγ-superharmonic for each γ > 0. The corresponding embedded particle system Xh0,1 on
(0, 1] satisfies
P−n,δx
[|Xh0,10 | ∈ · ] =⇒n→∞ ργ∗(x)δ∞ + (1− ργ∗(x))δ0, (3.32)
2Since M1[0,∞] is compact in the topology of weak convergence, there is a unique uniform structure
compatible with the topology, and therefore it makes sense to talk about uniform convergence of M1[0,∞]-
valued functions (in this case, x 7→ P−n,δx[|Xh1,10 | ∈ · ]).
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locally uniformly for all x ∈ (0, 1], where
ργ∗(x) :=
{
P δx [Y
γ∗,h0,1
k 6= 0 ∀k ≥ 0] (0 < γ∗ <∞),
P δx [Y
0,h0,1
t 6= 0 ∀t ≥ 0] (γ∗ = 0).
(3.33)
We now explain how Lemmas 3.6–3.8 imply Proposition 3.5. In doing so, it will be more con-
venient to work with weighted branching processes than with Poissonized branching processes.
A little argument (which can be found in Lemma 7.12 below) shows that Lemmas 3.6–3.8 are
equivalent to the next proposition.
Proposition 3.9 (Extinction versus unbounded growth) Let h1,1, h0,0, and h0,1 be as
in Lemmas 3.6–3.8. For γ∗ ∈ [0,∞), put p∗1,1,γ∗(x) := 1, p∗0,0,γ∗(x) := 0 (x ∈ [0, 1]), and
p∗0,1,γ∗(0) := 0 and p
∗
0,1,γ∗(x) := h0,1(x)ργ∗(x) (x ∈ (0, 1]), (3.34)
with ργ∗ as in (3.33). Then, for (l, r) = (1, 1), (0, 0), and (0, 1),
P−n,δx
[〈X0, hl,r〉 ∈ · ] =⇒
n→∞
e
−p∗l,r,γ∗(x)δ0 +
(
1− e−p
∗
l,r,γ∗(x)
)
δ∞, (3.35)
uniformly for all x ∈ [0, 1].
Formula (3.35) says that the weighted branching process X hl,r exhibits a form of ‘extinction
versus unbounded growth’. More precisely, for large n the total mass of hl,rX0 is close to 0 or
∞ with high probability.
Proof of Proposition 3.5 By (3.4),
U (n)p(x) = − logE−n,δx[e−〈X0, p〉] (p ∈ B+[0, 1], x ∈ [0, 1]). (3.36)
We first prove formula (3.28) (ii). For (l, r) = (0, 0), formula (3.35) says that
P−n,δx [〈X0, h0,0〉 ∈ · ] =⇒
n→∞
δ0 (3.37)
uniformly for all x ∈ [0, 1]. If p ∈ H0,0, then we can find r > 0 such that p ≤ rh0,0. Therefore,
(3.37) implies that for any p ∈ H0,0,
P−n,δx [〈X0, p〉 ∈ · ] =⇒
n→∞
δ0. (3.38)
By (3.36) it follows that
U (n)p(x) = − logE−n,δx[e−〈X0, p〉] −→
n→∞
0, (3.39)
where the limits in (3.38) and (3.39) are uniform in x ∈ [0, 1]. This proves formula (3.28) (ii).
To prove formula (3.28) (iii), note that for any p ∈ H0,1 we can choose 0 < r− < r+ such that
r−h0,1 ≤ p+ h0,0 ≤ r+h0,1. Therefore, (3.35) implies that
P−n,δx [〈X0, p〉+ 〈X0, h0,0〉 ∈ · ] =⇒
n→∞
e
−p∗0,1,γ∗(x)δ0 +
(
1− e−p
∗
0,1,γ∗(x)
)
δ∞. (3.40)
18
Using moreover (3.37), we see that
P−n,δx[〈X0, p〉 ∈ · ] =⇒
n→∞
e
−p∗0,1,γ∗(x)δ0 +
(
1− e−p
∗
0,1,γ∗(x)
)
δ∞. (3.41)
By (3.36), it follows that
U (n)p(x) = − logE−n,δx[e−〈X0, p〉] −→
n→∞
p∗0,1,γ∗(x) (3.42)
where all limits are uniform in x ∈ [0, 1]. This proves (3.28) (iii). The proof of (3.28) (i) is
similar but easier.
4 Discussion, open problems
4.1 Discussion
Consider a ([0, 1]2)Z
2
-valued process x = (xξ)ξ∈Z2 = (x
1
ξ ,x
2
ξ)ξ∈Z2 , solving a system of SDE’s
of the form
dx1ξ(t)=
∑
η: |η−ξ|=1
(
x1η(t)− x1ξ(t)
)
dt+
√
2αx1ξ(t)(1− x1ξ(t)) dB1ξ (t),
dx2ξ(t)=
∑
η: |η−ξ|=1
(
x2η(t)− x2ξ(t)
)
dt+
√
2p(x1ξ(t))x
2
ξ(t)(1− x2ξ(t)) dB2ξ (t),
(4.1)
where α > 0 is a constant, p is a nonnegative function on [0, 1] satisfying p(0) = 0 and p(1) > 0,
and (Biξ)
i=1,2
ξ∈Z2 is a collection of independent Brownian motions. We call x a system of linearly
interacting catalytic Wright-Fisher diffusions with catalyzation function p. It is expected that
x clusters, i.e., x(t) converges in distribution as t → ∞ to a limit (xξ(∞))ξ∈Z2 such that
xξ(∞) = x0(∞) for all ξ ∈ Z2 and x0(∞) takes values in the effective boundary associated
with the diffusion matrix wα,p (see (2.3)). Heuristic arguments, based on renormalization, yield
a formula for the clustering distribution L(x0(∞)) in terms of the diffusion matrix w∗ which
is the unique solution of the asymptotic fixed point equation (2.16) (ii) in the renormalization
class W0,1cat ; see Conjecture A.3 in Appendix A.2 below.
The present paper is inspired by the work of Greven, Klenke and Wakolbinger [GKW01].
They study a model that is closely related to (4.1), but where x1 is replaced by a voter model.
They show that their model clusters and determine its clustering distribution L(x0(∞)), which
turns out to coincide with the mentioned prediction for (4.1) based on renormalization theory.
In fact, they believe their results to hold for the model in (4.1) too, but they could not prove
this due to certain technical difficulties that a [0, 1]-valued catalyst would create, compared
to the simpler {0, 1}-valued voter model.
The work in [GKW01] not only provides the main motivation for the present paper, but
also inspired some of our techniques for proving Theorem 1.4. This concerns in particular the
proof of Proposition 3.1, which makes the connection between renormalization transformations
and a branching process. We hope that conversely, our techniques may shed some light on the
problems left open by [GKW01], in particular, the question whether their results stay true if
the voter model catalyst is replaced by a Wright-Fisher catalyst. It seems plausible that their
results may not hold for the model in (4.1) if the catalyzing function p grows too fast at 0. On
the other hand, our proofs suggest that p with a finite slope at 0 should be OK. (In particular,
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while deriving formula (3.40), we use that p can be bounded from above by r+h0,1 for some
r+ > 0, which requires that p has a finite slope at 0.)
Our results are also interesting in the wider program of studying renormalization classes
in the sense of Definition 1.1. We conjecture that the class W0,1cat , unlike all renormalization
classes studied previously, contains no fixed shapes (see the discussion following Lemma 2.8).
In fact, we expect this to be the usual situation. In this sense, the renormalization classes
studied so far were all of a special type.
4.2 Open problems
The general program of studying renormalization classes in the sense of Definition 1.1 contains
a wealth of open problems. In our proofs, we make heavy use of the single-way nature of the
catalyzation in (1.7), in particular, the fact that y1 is an autonomous process which allows
one to condition on y1 and consider y2 as a process in a random environment created by y1.
As soon as one leaves the single-way catalytic regime one runs into several difficulties, both
technically (it is hard to prove that a given class of matrices is a renormalization class in the
sense of Definition 1.1) and conceptually (it is not clear when solutions to the asymptotic
fixed shape equation (2.16) (ii) are unique). Therefore, it seems at present hard to verify the
complete picture for renormalization classes on the unit square that arises from the numerical
simulations described in Section 2.2 and Figures 2 and 3, unless one or more essential new
ideas are added.
In this context, the study of the nonlinear partial differential equation (2.18) and its fixed
points seems to be a challenging problem. This may be a hard problem from an analytic point
of view, since the equation is degenerate and not in divergence form. For the renormalization
class Wcat, the quasilinear equation (2.18) reduces to the semilinear equation (3.15), which
is analytically easier to treat and moreover has a probabilistic interpretation in terms of a
superprocess. For a study of the semilinear equation (3.15) we refer to [FS03]. We do not
know whether solutions to equation (2.18) can in general be represented in terms of a stochastic
process of some sort.
Even for the renormalization class Wcat, several interesting problems are left open. One of
the most urgent ones is to prove that the functions p∗0,1,γ∗ are not constant in γ
∗, and therefore,
by Lemma 2.8 (c), W0,1cat contains no fixed shapes. Moreover, we have not investigated the
iterated renormalization transformations in the regime γ∗ = ∞. Also, we believe that the
convergence in (3.28) (ii) does not hold if the condition that p is Lipschitz is dropped, in
particular, if p has an infinite slope at 0 or an infinite negative slope at 1. For p ∈ H0,0, it seems
plausible that a properly rescaled version of the iterates U (n)p converges to a universal limit,
but we have not investigated this either. Finally, we have not investigated the convergence of
the iterated kernels Kw,(n) from (2.4) (in particular, we have not verified Conjecture A.2) for
the renormalization class Wcat.
Our methods, combined with those in [BCGdH95], can probably be extended to study the
action of iterated renormalization transformations on diffusion matrices of the following more
general form (compared to (1.4)):
w(x) =
(
g(x1) 0
0 p(x1)x2(1− x2)
)
(x =∈ [0, 1]2), (4.2)
where g : [0, 1] → R is Lipschitz, g(0) = g(1) = 0, g > 0 on (0, 1), and p ∈ H as before.
This would, however, require a lot of extra technical work and probably not generate much
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new insight. The numerical simulations mentioned in Section 2.2 suggest that many diffusion
matrices of an even more general form than (4.2) also converge under renormalization to the
limit points w∗ from Theorem 1.4, but we don’t know how to prove this.
Part II
Outline of Part II In Section 5, we verify that Wcat is a renormalization class, we prove
Proposition 3.1, which connects the renormalization transformations Fc to the log-Laplace
operators Uγ , and we collect a number of technical properties of the operators Uγ that will be
needed later on. In Section 6 we prove Theorem 3.2 about the convergence of the renormal-
ization branching process to a time-homogeneous limit. In Section 7, we prove the statements
from Section 3.5 about extinction versus unbounded growth of embedded particle systems,
with the exception of Lemma 3.7, which is proved in Section 8. In Section 9, finally, we
combine the results derived by that point to prove our main theorem.
5 The renormalization class Wcat
In this section we prove Theorem 1.4 (a) and Proposition 3.1, as well as Lemmas 2.1–2.8 from
Section 2. The section is organized according to the techniques used. Section 5.1 collects some
facts that hold for general renormalization classes on compact sets. In Section 5.2 we use the
SDE (1.7) to couple catalytic Wright-Fisher diffusions. In Section 5.3 we apply the moment
duality for the Wright-Fisher diffusion to the catalyst and to the reactant conditioned on the
catalyst. In Section 5.4 we prove that monotone concave catalyzing functions form a preserved
class under renormalization.
5.1 Renormalization classes on compact sets
In this section, we prove the lemmas stated in Section 2. Recall that D ⊂ Rd is open, bounded,
and convex, and that W is a prerenormalization class on D, equipped with the topology of
uniform convergence.
Proof of Lemma 2.1 To see that (x, c, w) 7→ νc,wx is continuous, let (xn, cn, wn) be a sequence
converging in D × (0,∞) × W to a limit (x, c, w). By the compactness of D, the sequence
(νcn,wnxn )n≥0 is tight, and each limit point ν
∗ satisfies
〈ν∗, Ac,wx f〉 = 0 (f ∈ C(2)(D)). (5.1)
Therefore, by [EK86, Theorem 4.9.17], ν∗ is an invariant law for the martingale problem
associated with Ac,wx . Since we are assuming uniqueness of the invariant law, ν∗ = ν
c,w
x and
therefore νcn,wnxn ⇒ νc,wx . The continuity of Fcw(x) is a simple consequence of the continuity
of νc,wx .
Proof of Lemma 2.2 Formula (2.1) (i) follows from the fact that rescaling the time in
solutions (yt)t≥0 to the martingale problem for A
c,w
x by a factor λ has no influence on the
invariant law. Formula (2.1) (ii) is a direct consequence of formula (2.1) (i).
Proof of Lemma 2.3 This follows by inserting the functions f(x) = xi and f(x) = xixj into
the equilibrium equation (5.1).
Proof of Lemma 2.4 If x ∈ ∂wD, then yt := x (t ≥ 0) is a stationary solution to the
martingale problem for Ac,wx , and therefore ν
c,w
x = δx and Fcw(x) = w(x) = 0. On the other
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hand, if x 6∈ ∂wD, then yt := x (t ≥ 0) is not a stationary solution to the martingale problem
for Ac,wx and therefore
∫
D ν
c,w
x (dy)|y − x|2 > 0. Let tr(w(y)) :=
∑
iwii(y) denote the trace
of w(y). By (2.2) (ii), 1c tr(Fcw)(x) =
1
c
∫
D ν
c,w
x (dy)tr(w(y)) =
∫
D ν
c,w
x (dy)|y − x|2 > 0 and
therefore Fcw(x) 6= 0.
From now on assume that W is a renormalization class. Note that
Kw,(n) = νcn−1,F
(n−1)w · · · νc0,w (n ≥ 1), (5.2)
where we denote the composition of two probability kernels K,L on D by
(KL)x(dz) :=
∫
D
Kx(dy)Ly(dz). (5.3)
Proof of Lemma 2.5 This is a direct consequence of Lemmas 2.1 and 2.3. In particular, the
relations (2.6) follow by iterating the relations (2.2).
Proof of Lemma 2.6 Recall that tr(w(y)) denotes the trace of w(y). Formulas (2.5) and
(2.6) (ii) show that ∫
D
Kw,(n)x (dy) |y − x|2 = sn
∫
D
Kw,(n)x (dy) tr(w(y)). (5.4)
Since D is compact, the left-hand side of this equation is bounded uniformly in x ∈ D and
n ≥ 1, and therefore, since we are assuming sn →∞,
lim
n→∞
sup
x∈D
∫
D
Kw,(n)x (dy)tr(w(y)) = 0. (5.5)
Since w is symmetric and nonnegative definite, tr(w(y)) is nonnegative, and zero if and only if
y ∈ ∂wD. If f ∈ C(D) satisfies f = 0 on ∂wD, then, for every ε > 0, the sets Cm := {x ∈ D :
|f(x)| ≥ ε+m tr(w(x))} are compact with Cm ↓ ∅ as m ↑ ∞, so there exists an m (depending
on ε) such that |f | < ε+m tr(w). Therefore,
lim sup
n→∞
sup
x∈D
∣∣∣ ∫
D
Kw,(n)x (dy)f(y)
∣∣∣ ≤ lim sup
n→∞
sup
x∈D
∫
D
Kw,(n)x (dy)|f(y)|
≤ ε+m lim sup
n→∞
sup
x∈D
∫
D
Kw,(n)x (dy)tr(w(y)) = ε.
(5.6)
Since ε > 0 is arbitrary, (2.7) follows.
Proof of Lemma 2.8 By (2.10), (2.12), and (2.13), w∗γ∗ = limn→∞(F γ∗)
nw for each w ∈ W.
By Lemma 2.1 (b), F γ∗ :W →W is continuous, so w∗γ∗ is the unique fixed point of F γ∗ . This
proves part (a).
Now let 0 6= w ∈ W and assume that Wˆ = {λw : λ > 0} is a fixed shape. Then
Wˆ ∋ snF (n)w −→
n→∞
w∗γ∗ whenever sn →∞ and sn+1/sn → 1+ γ∗ for some 0 < γ∗ <∞, which
shows that Wˆ = {λw∗γ∗ : λ > 0}. Thus,W can contain at most one fixed shape, and if it does,
then the w∗γ∗ for different values of γ
∗ must be constant multiples of each other. This proves
part (c) and the uniqueness statement in part (b).
To complete the proof of part (b), note that if w∗ = w∗γ∗ does not depend on γ
∗, then
w∗ ∈ W solves (2.16) (i) for all 0 < γ∗ < ∞, hence Fcw∗ = (1 + 1c )−1w∗ for all c > 0, and
therefore, by scaling (Lemma 2.2), Fc(λw
∗) = λFc/λ(w
∗) = λ(1 + λc )
−1w∗ = ( 1λ +
1
c )
−1w∗.
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5.2 Coupling of catalytic Wright-Fisher diffusions
In this section we verify condition (i) of Definition 1.1 for the class Wcat, and we prepare for
the verification of conditions (ii)–(iv) in Section 5.3. In fact, we will show that the larger
class Wcat := {wα,p : α > 0, p ∈ C+[0, 1]} is also a renormalization class, and the equivalents
of Theorem 1.4 (a) and Proposition 3.1 remain true for this larger class. (We do not know,
however, if the convergence statements in Theorem 1.4 (b) also hold in this larger class; see
the discussion in Section 4.2.)
For each c ≥ 0, w ∈ Wcat and x ∈ [0, 1]2, the operator Ac,wx is a densely defined linear
operator on C([0, 1]2) that maps the identity function into zero and, as one easily verifies,
satisfies the positive maximum principle. Since [0, 1]2 is compact, the existence of a solution
to the martingale problem for Ac,wx , for each [0, 1]2-valued initial condition, now follows from
general theory (see [RW87], Theorem 5.23.5, or [EK86, Theorem 4.5.4 and Remark 4.5.5]).
We are therefore left with the task of verifying uniqueness of solutions to the martingale
problem for Ac,wx . By [EK86, Problem 4.19, Corollary 5.3.4, and Theorem 5.3.6], it suffices to
show that solutions to (1.7) are pathwise unique.
Lemma 5.1 (Monotone coupling of Wright-Fisher diffusions) Assume that 0 ≤ x ≤
x˜ ≤ 1, c ≥ 0 and that (Pt)t≥0 is a progressively measurable, nonnegative process such that
supt≥0,ω∈Ω Pt(ω) <∞. Let y, y˜ be [0, 1]-valued solutions to the SDE’s
dyt= c (x− yt)dt+
√
2Ptyt(1− yt)dBt,
dy˜t= c (x˜− y˜t)dt+
√
2Pty˜t(1− y˜t)dBt,
(5.7)
where in both equations B is the same Brownian motion. If y0 ≤ y˜0 a.s., then
yt ≤ y˜t ∀t ≥ 0 a.s. (5.8)
Proof This is an easy adaptation of a technique due to Yamada and Watanabe [YW71]. Since∫
0+
dx
x =∞, it is possible to choose ρn ∈ C[0,∞) such that
∫∞
0 ρn(x)dx = 1 and
0 ≤ ρn(x) ≤ 1
nx
1(0,1](x) (x ≥ 0). (5.9)
Define φn ∈ C(2)(R) by
φn(x) :=
∫ x∨0
0
dy
∫ y
0
dz ρn(z). (5.10)
One easily verifies that φn(x), xφ
′
n(x), and xφ
′′
n(x) are nonnegative and converge, as n→∞,
to x ∨ 0, x ∨ 0, and 0, respectively. By Itoˆ’s formula:
E[φn(yt − y˜t)] =E[φn(y0 − y˜0)] (i)
+c (x− x˜)
∫ t
0
E[φ′n(ys − y˜s)]ds− c
∫ t
0
E[(ys − y˜s)φ′n(ys − y˜s)]ds (ii)
+
∫ t
0
E
[
Ps
(√
ys(1− ys)−
√
y˜s(1− y˜s)
)2
φ′′n(ys − y˜s)
]
ds. (iii)
(5.11)
Here the terms in (ii) are nonpositive, and hence, letting n → ∞ and using the elementary
estimate
|
√
y(1− y)−
√
y˜(1− y˜)| ≤ |y − y˜| 12 (y, y˜ ∈ [0, 1]), (5.12)
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the properties of φn, and the fact that the process P is uniformly bounded, we find that
E[0 ∨ (yt − y˜t)] ≤ E[0 ∨ (y0 − y˜0)] = 0, (5.13)
by our assumption that y0 ≤ y˜0. This shows that yt ≤ y˜t a.s. for each fixed t ≥ 0, and by
the continuity of sample paths the statement holds for all t ≥ 0 almost surely.
Corollary 5.2 (Pathwise uniqueness) For all c ≥ 0, α > 0, p ∈ C+[0, 1] and x ∈ [0, 1],
solutions to the SDE (1.7) are pathwise unique.
Proof Let (y1,y2) and (y˜1, y˜2) be solutions to (1.7) relative to the same pair (B1, B2) of
Brownian motions, with (y10,y
2
0) = (y˜
1
0, y˜
2
0). Applying Lemma 5.1, with inequality in both
directions, we see that y1 = y˜1 a.s. Applying Lemma 5.1 two more times, this time using that
y1 = y˜1 a.s., we see that also y2 = y˜2 a.s.
Corollary 5.3 (Exponential coupling) Assume that x ∈ [0, 1], c ≥ 0, and α > 0. Let y, y˜
be solutions to the SDE
dyt = c (x− yt)dt+
√
2αyt(1− yt)dBt, (5.14)
relative to the same Brownian motion B. Then
E
[|y˜t − yt|] = e−ctE[|y˜0 − y0|]. (5.15)
Proof If y0 = y and y˜0 = y˜ are deterministic and y ≤ y˜, then by Lemma 5.1 and a simple
moment calculation
E
[|y˜t − yt|] = E[y˜t − yt] = e−ct|y˜ − y|. (5.16)
The same argument applies when y ≥ y˜. The general case where y0 and y˜0 are random follows
by conditioning on (y0, y˜0).
Corollary 5.4 (Ergodicity) The Markov process defined by the SDE (3.6) has a unique
invariant law Γγx and is ergodic, i.e, solutions to (3.6) started in an arbitrary initial law L(y0)
satisfy L(yt) =⇒
t→∞
Γγx.
Proof Since our process is a Feller diffusion on a compactum, the existence of an invariant
law follows from a simple time averaging argument. Now start one solution y˜ of (3.6) in
this invariant law and let y be any other solution, relative to the same Brownian motion.
Corollary 5.3 then gives ergodicity and, in particular, uniqueness of the invariant law.
Remark 5.5 (Density of invariant law) It is well-known (see, for example [Ewe04, for-
mula (5.70)]) that Γγx is a β(α1, α2)-distribution, where α1 := x/γ and α2 := (1 − x)/γ, i.e.,
Γγx = δx (x ∈ {0, 1}) and
Γγx(dy) =
Γ(α1 + α2)
Γ(α1)Γ(α2)
yα1−1(1− y)α2−1dy (x ∈ (0, 1)). (5.17)
✸
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We conclude this section with a lemma that prepares for the verification of condition (iv) in
Definition 1.1 for the class Wcat.
Lemma 5.6 (Monotone coupling of stationary Wright-Fisher diffusions) Assume
that c > 0, α > 0 and 0 ≤ x ≤ x˜ ≤ 1. Then the pair of equations
dyt= c (x− yt)dt+
√
2αyt(1− yt)dBt,
dy˜t= c (x˜− y˜t)dt+
√
2αy˜t(1− y˜t)dBt
(5.18)
has a unique stationary solution (yt, y˜t)t∈R. This stationary solution satisfies
yt ≤ y˜t ∀t ∈ R a.s. (5.19)
Proof Let (yt, y˜t)t≥0 be a solution of (5.18) and let (y
′
t, y˜
′
t)t≥0 be another one, relative to the
same Brownian motion B. Then, by Lemma 5.3, E[|yt−y′t|]→ 0 and also E[|y˜t− y˜′t|]→ 0 as
t→∞. Hence we may argue as in the proof of Corollary 5.4 that (5.18) has a unique invariant
law and is ergodic. Now start a solution of (5.18) in an initial condition such that y0 ≤ y˜0.
By ergodicity, the law of this solution converges as t → ∞ to the invariant law of (5.18) and
using Lemma 5.1 we see that this invariant law is concentrated on {(y, y˜) ∈ [0, 1]2 : y ≤ y˜}.
Now consider, on the whole real time axis, the stationary solution to (5.18) with this invariant
law. Applying Lemma 5.1 once more, we see that (5.19) holds.
5.3 Duality for catalytic Wright-Fisher diffusions
In this section we prove Theorem 1.4 (a) and Proposition 3.1. Moreover, we will show that
their statements remain true if the renormalization class Wcat is replaced by the larger class
Wcat := {wα,p : α > 0, p ∈ C+[0, 1]}. We begin by recalling the usual moment duality for
Wright-Fisher diffusions.
For γ > 0 and x ∈ [0, 1], let y be a solution to the SDE
dy(t) = 1γ (x− y(t))dt+
√
2y(t)(1 − y(t))dB(t), (5.20)
i.e., y is a Wright-Fisher diffusion with a linear drift towards x. It is well-known that y has
a moment dual. To be precise, let (φ,ψ) be a Markov process in N2 = {0, 1, . . .}2 that jumps
as:
(φt, ψt)→ (φt − 1, ψt) with rate φt(φt − 1)
(φt, ψt)→ (φt − 1, ψt + 1) with rate 1γφt.
(5.21)
Then one has the following duality relation (see for example Lemma 2.3 in [Shi80] or Propo-
sition 1.5 in [GKW01])
Ey
[
ynt x
m
]
= E(n,m)
[
yφtxψt
]
(y ∈ [0, 1], (n,m) ∈ N2), (5.22)
where 00 := 1. The duality in (5.22) has the following heuristic explanation. Consider a
population containing a fixed, large number of organisms, that come in two genetic types,
say I and II. Each pair of organisms in the population is resampled with rate 2. This means
that one organism of the pair (chosen at random) dies, while the other organism produces one
child of its own genetic type. Moreover, each organism is replaced with rate 1γ by an organism
chosen from an infinite reservoir where the frequency of type I has the fixed value x. In the
limit that the number of organisms in the population is large, the relative frequency yt of type
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I organisms follows the SDE (5.20). Now E[ynt ] is the probability that n organisms sampled
from the population at time t are all of type I. In order to find this probability, we follow
the ancestors of these organisms back in time. Viewed backwards in time, these ancestors
live for a while in the population, until, with rate 1γ , they jump to the infinite reservoir.
Moreover, due to resampling, each pair of ancestors coalesces with rate 2 to one common
ancestor. Denoting the number of ancestors that lived at time t− s in the population and in
the reservoir by φs and ψs, respectively, we see that the probability that all ancestors are of
type I is Ey[ynt ] = E
(n,0)[yφtxψt ]. This gives a heuristic explanation of (5.22).
Since eventually all ancestors of the process (φ,ψ) end up in the reservoir, we have
(φt, ψt) → (0, ψ∞) as t → ∞ a.s. for some N-valued random variable ψ∞. Taking the limit
t→∞ in (5.22), we see that the moments of the invariant law Γγx from Corollary 5.4 are given
by: ∫
Γγx(dy)y
n = E(n,0)[xψ∞ ] (n ≥ 0). (5.23)
It is not hard to obtain an inductive formula for the moments of Γγx, which can then be solved
to yield the formula ∫
Γγx(dy)y
n =
n−1∏
k=0
x+ kγ
1 + kγ
(n ≥ 1). (5.24)
In particular, it follows that ∫
Γγx(dy)y(1− y) =
1
1 + γ
x(1− x). (5.25)
This is the important fixed shape property of the Wright-Fisher diffusion (see formula (2.17)).
We now consider catalytic Wright-Fisher diffusions (y1,y2) as in (1.7) with p ∈ C+[0, 1]
and apply duality to the catalyst y2 conditioned on the reactant y1. Let (y1t ,y
2
t )t∈R be a
stationary solution to the SDE (1.7) with c = 1/γ. Let (φ˜, ψ˜) be a N2-valued process, defined
on the same probability space as (y1,y2), such that conditioned on the past path (y1−t)t≤0,
the process (φ˜, ψ˜) is a (time-inhomogeneous) Markov process that jumps as:
(φ˜t, ψ˜t)→ (φ˜t − 1, ψ˜t) with rate p(y1−t)φ˜t(φ˜t − 1),
(φ˜t, ψ˜t)→ (φ˜t − 1, ψ˜t + 1) with rate 1γ φ˜t.
(5.26)
Then, in analogy with (5.22),
E[(y20)
nxm2 |(y1−t)t≤0] = E(n,m)[(y2−t)φ˜txψ˜t2 |(y1−t)t≤0] ((n,m) ∈ N2, t ≥ 0). (5.27)
We may interpret (5.26) by saying that pairs of ancestors in a finite population coalesce with
time-dependent rate 2p(y1−t) and ancestors jump to an infinite reservoir with constant rate
1
γ . Again, eventualy all ancestors end up in the reservoir, and therefore (φ˜t, ψ˜t)→ (0, ψ˜∞) as
t→∞ a.s. for some N-valued random variable ψ˜∞. Taking the limit t→∞ in (5.27) we find
that
E[(y20)
nxm2 |(y1−t)t≤0] = E(n,m)[xψ˜∞2 |(y1−t)t≤0] ((n,m) ∈ N2, t ≥ 0). (5.28)
Lemma 5.7 (Uniqueness of invariant law) For each c > 0, w ∈ Wcat, and x ∈ [0, 1]2,
there exists a unique invariant law νc,wx for the martingale problem for A
c,w
x .
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Proof Our process being a Feller diffusion on a compactum, the existence of an invariant
law follows from time averaging. We need to show uniqueness. If (y1,y2) = y1t ,y
2
t )t∈R is a
stationary solution, then y1 is an autonomous process, and L(y10) = Γ1/cx , the unique invariant
law from Corollary 5.4. Therefore, L((y1t )t∈R) is determined uniquely by the requirement
that (y1,y2) be stationary. By (5.28), the conditional distribution of y20 given (y
1
t )t≤0 is
determined uniquely, and therefore the joint distribution of y20 and (y
1
t )t≤0 is determined
uniquely. In particular, L(y10,y20) = νc,wx is determined uniquely.
Remark 5.8 (Reversibility) It seems that the invariant law νc,wx from Lemma 5.7 is re-
versible. In many cases (densities of) reversible invariant measures can be obtained in closed
form by solving the equations of detailed balance. This is the case, for example, for the one-
dimensional Wright-Fisher diffusion. We have not attempted this for the catalytic Wright-
Fisher diffusion. ✸
The next proposition implies Proposition 3.1 and prepares for the proof of Theorem 1.4 (a).
Proposition 5.9 (Extended renormalization class) The set Wcat is a renormalization
class on [0, 1]2, and
F γw
1, p = w1,Uγp (p ∈ C+[0, 1], γ > 0). (5.29)
Proof To see that Wcat is a renormalization class we need to check conditions (i)–(iv) from
Definition 1.1. By Lemma 5.2, the martingale problem for Ac,wx is well-posed for all c ≥ 0,
w ∈ Wcat and x ∈ [0, 1]2. By Lemma 5.7, the corresponding Feller process on [0, 1]2 has
a unique invariant law νc,wx . This shows that conditions (i) and (ii) from Definition 1.1 are
satisfied. Note that by the compactness of [0, 1]2, any continuous function on [0, 1]2 is bounded,
so condition (iii) is automatically satisfied. Hence W is a prerenormalization class. As a
consequence, for any p ∈ C+[0, 1], F γw1,p is well-defined by (1.2) and (2.9). We will now first
prove (5.29) and then show that Wcat is a renormalization class.
Fix γ > 0, p ∈ C+[0, 1], and x ∈ [0, 1]2. Let (y1t ,y2t )t∈R be a stationary solution to the
SDE (1.7) with α = 1 and c = 1/γ. Then
F γw
1,p
ij (x) = (1 + γ)E[w
1,p
ij (y
1
0,y
2
0)] (i, j = 1, 2). (5.30)
Since w1,pij = 0 if i 6= j, it is clear that F γw1,pij (x) = 0 if i 6= j. Since L(y10) = Γγx it follows
from (5.25) that F γw
1,p
11 (x) = x1(1− x1). We are left with the task of showing that
F γw
1,p
22 (x) = Uγp(x1)x2(1− x2). (5.31)
Here, by (2.2) (ii),
F γw
1,p
22 (x)= (1 + γ)E[p(y
1
0)y
2
0(1− y20)]
= ( 1γ + 1)E[(y
2
0 − x2)2].
(5.32)
By (5.28), using the fact that E[y20] = x2 (which follows from (5.27) or more elementary from
(2.6) (i)), we find that
E[(y20−x2)2] = E[(y20)2]− (x2)2 = E(2,0)[xψ˜∞2 ]− (x2)2 = P (2,0)[ψ˜∞ = 1]x2(1−x2) (t ≥ 0).
(5.33)
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Note that P (2,0)[ψ˜∞ = 1] is the probability that the two ancestors coalesce before one of them
leaves the population. The probability of noncoalescence is given by
P (2,0)[ψ˜∞ = 2] = E
[
e
− ∫ 12 τγ0 2p(y1−t)dt], (5.34)
where τγ is an exponentially distributed random variable with mean γ. Combining this with
(5.32) and (5.33) we find that
F γw
1,p
22 (x)= (
1
γ + 1)E
[
1− e−
∫ τγ
0 p(y
1
−t/2)dt
]
x2(1− x2)
= qγE
[
1− e−〈Z
γ
x , p〉]x2(1− x2)
=Uγp(x1)x2(1− x2),
(5.35)
where we have used the definition of Uγ .
We still have to show that Wcat satisfies condition (iv) from Definition 1.1. For any α > 0
and p ∈ C+[0, 1], by scaling (Lemma 2.2) and (5.29),
Fcw
α, p = αF c
α
w1,
p
α = α(1 +
α
c
)−1F c
α
w1,
p
α = w
( 1α +
1
c )
−1, ( 1α +
1
c )
−1U c
α
( pα). (5.36)
By Lemma 2.1, this diffusion matrix is continuous, which implies that U c
α
( pα) is continuous.
Our proof of Propostion 5.9 has a corollary.
Corollary 5.10 (Continuity in parameters) The map (x, γ) 7→ Qγ(x, ·) from [0, 1] ×
(0,∞) to M1(M[0, 1]) and the map (x, γ, p) 7→ Uγp(x) from [0, 1]× (0,∞)×C+[0, 1] to R are
continuous.
Proof By Lemma 2.1, the diffusion matrix in (5.36) is continuous in x, γ, and p, which implies
the continuity of Uγp(x). It follows that the map (x, γ) 7→
∫ Qγ(x,dχ)e−〈χ, f〉 is continuous
for all f ∈ C+[0, 1], so by [Kal76, Theorem 4.2], (x, γ) 7→ Qγ(x, ·) is continuous.
Proof of Theorem 1.4 (a) We need to show that Wcat is a renormalization class and that
Fc maps the subclasses W l,rcat into themselves. It has already been explained in Section 2 that
the latter fact is a consequence of Lemma 2.4. Since in Proposition 5.9 it has been shown
that Wcat is a renormalization class, we are left with the task to show that Fc maps Wcat into
itself. By (5.29) and scaling, it suffices to show that Uγ maps H into itself.
Fix 0 ≤ x ≤ x˜ ≤ 1. By Lemma 5.6, we can couple the processes yγx and yγx˜ from (3.6) such
that
yγx(t) ≤ yγx˜(t) ∀t ≤ 0 a.s. (5.37)
Since the function z 7→ 1− e−z on [0,∞) is Lipschitz continuous with Lipschitz constant 1,∣∣Uγp(x˜)− Uγp(x)∣∣
=
∣∣∣( 1γ + 1)E[1− e−
∫ τγ
0 p(y
γ
x˜(−t/2))dt]− ( 1γ + 1)E[1− e−
∫ τγ
0 p(y
γ
x(−t/2))dt]∣∣∣
≤ ( 1γ + 1)E
[ ∫ τγ
0
∣∣p(yγx˜(−t/2)) − p(yγx(−t/2))∣∣dt]
≤ ( 1γ + 1)LE
[ ∫ τγ
0
∣∣yγx˜(−t/2)− yγx(−t/2)∣∣dt]
= ( 1γ + 1)Lγ(x˜− x) = L(1 + γ)|x˜− x|,
(5.38)
where L is the Lipschitz constant of p and we have used the same exponentially distributed
τγ for y
γ
x and y
γ
x˜.
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5.4 Monotone and concave catalyzing functions
In this section we prove that the log-Laplace operators Uγ from (3.9) map monotone functions
into monotone functions, and monotone concave functions into monotone concave functions.
We do not know if in general Uγ maps concave functions into concave functions.
Proposition 5.11 (Preservation of monotonicity and concavity) Let γ > 0. Then:
(a) If f ∈ C+[0, 1] is nondecreasing, then Uγf is nondecreasing.
(b) If f ∈ C+[0, 1] is nondecreasing and concave, then Uγf is nondecreasing and concave.
Proof Our proof of Proposition 5.11 is in part based on ideas from [BCGdH97, Appendix A].
The proof is quite long and will depend on several lemmas. We remark that part (a) can be
proved in a more elementary way using Lemma 5.6.
We recall some facts from Hille-Yosida theory. A linear operator A on a Banach space V
is closable and its closure A generates a strongly continuous contraction semigroup (St)t≥0 if
and only if
(i) D(A) is dense,
(ii) A is dissipative,
(iii) R(1− αA) is dense for some, and hence for all α > 0.
(5.39)
Here, for any linear operator B on V , D(B) and R(B) denote the domain and range of B,
respectively. For each α > 0, the operator (1 − αA) : D(A)→ V is a bijection and its inverse
(1− αA)−1 : V → D(A) is a bounded linear operator, given by
(1− αA)−1u =
∫ ∞
0
Stu α
−1e−t/αdt (u ∈ V, α > 0). (5.40)
If E is a compact metrizable space and C(E) is the Banach space of continuous real functions
on E, equipped with the supremumnorm, then a linear operator A on C(E) is closable and its
closure A generates a Feller semigroup if and only if (see [EK86, Theorem 4.2.2 and remarks
on page 166])
(i) 1 ∈ D(A) and A1 = 0,
(ii) D(A) is dense,
(iii) A satisfies the positive maximum principle,
(iv) R(1− αA) is dense for some, and hence for all α > 0.
(5.41)
If A generates a Feller semigroup and g ∈ C(E), then the operator A + g (with domain
D(A + g) := D(A)) generates a strongly continuous semigroup (Sgt )t≥0 on C(E). If g ≤ 0
then (Sgt )t≥0 is contractive. If (ξt)t≥0 is the Feller process with generator A, then one has the
Feynman-Kac representation
Sgt u(x) = E
x[u(ξ(t))e
∫ t
0 g(ξ(s))ds
]
(t ≥ 0, x ∈ E, g, u ∈ C(E)). (5.42)
Let C(n)([0, 1]2) denote the space of continuous real functions on [0, 1]2 whose partial deriva-
tives up to n-th order exist and are continuous on [0, 1]2 (including the boundary), and
put C(∞)([0, 1]2) := ⋂n C(n)([0, 1]2). Define a linear operator B on C([0, 1]2) with domain
D(B) := C(∞)([0, 1]2) by
Bu(x, y) := y(1− y) ∂2
∂y2
u(x, y) + 1γ (x− y) ∂∂yu(x, y). (5.43)
Below, we will prove:
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Lemma 5.12 (Feller semigroup) The closure in C([0, 1]2) of the operator B generates a
Feller semigroup on C([0, 1]2).
Write
C+ :=
{
u ∈ C([0, 1]2) : u ≥ 0},
C1+ :=
{
u ∈ C(1)([0, 1]2) : ∂∂yu, ∂∂xu ≥ 0
}
,
C2+ :=
{
u ∈ C(2)([0, 1]2) : ∂2
∂y2
u, ∂
2
∂x∂yu,
∂2
∂x2
u ≥ 0}.
(5.44)
Let S denote the closure of a set S ⊂ C([0, 1]2). We need the following lemma.
Lemma 5.13 (Preserved classes) Let g ∈ C([0, 1]2) and let (Sgt )t≥0 be the strongly contin-
uous semigroup with generator B + g. Then, for each t ≥ 0:
(a) If g ∈ C1+, then Sgt maps C+ ∩ C1+ into itself.
(b) If g ∈ C1+ ∩ C2+, then Sgt maps C+ ∩ C1+ ∩ C2+ into itself.
To see why Lemma 5.13 implies Proposition 5.11, let (x(t),y(t))t≥0 denote the Feller process
in [0, 1]2 generated by B. It is easy to see that x(t) = x(0) a.s. for all t ≥ 0. For fixed x(0) = x,
the process (y(t))t≥0 is the diffusion given by the SDE (5.20). Therefore, by Feynman-Kac,
for each g ∈ C([0, 1]2),
Ey
[
e
∫ t
0 g(x,y(s))ds
]
= Sgt 1(x, y), (5.45)
where 1 denotes the constant function 1 ∈ C([0, 1]2). By (3.9),
Uγf(x) = ( 1γ + 1)
(
1−
∫
Γγx(dy)E
y
[
e
− ∫ τγ0 f(yx(s))ds]) (f ∈ C+[0, 1]), (5.46)
where Γγx is the invariant law of (y(t))t≥0 from Corollary 5.4 and τγ is an exponential time
with mean γ, independent of (y(t))t≥0. Setting g(x, y) := −f(y) in (5.45), using the ergodicity
of (y(t))t≥0 (see Corollary 5.4), we find that for each z ∈ [0, 1] and t ≥ 0,∫
Γγx(dy)E
y
[
e
− ∫ t0 f(y(s))ds]= lim
r→∞
∫
P z[y(r) ∈ dy]Ey[e− ∫ t0 g(x,y(s))ds]
= lim
r→∞
S0rS
g
t 1(x, z).
(5.47)
It follows from Lemma 5.13 that for each fixed r, t, and z, the function x 7→ S0rSgt 1(x, z) is
nondecreasing if f is nonincreasing, and nondecreasing and convex if f is nonincreasing and
concave. Therefore, taking the expectation over the randomness of τγ , the claims follow from
(5.46) and (5.47).
We still need to prove Lemmas 5.12 and 5.13.
Proof of Lemma 5.12 It is easy to see that the operator B from (5.43) is densely defined,
satisfies the positive maximum principle, and maps the constant function 1 into 0. Therefore,
by Hille-Yosida (5.41), we must show that the range R(1−αB) is dense in C([0, 1]2) for some,
and hence for all α > 0. Let Pn denote the space of polynomials on [0, 1]2 of n-th and lower
order, i.e., the space of functions f : [0, 1]2 → R of the form
f(x, y) =
∑
k,l≥0
akl x
kyl with ak,l = 0 for k + l > n. (5.48)
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Set P∞ :=
⋃
n Pn. It is easy to see that B maps the space Pn into itself, for each n ≥ 0. Since
each Pn is finite-dimensional, a simple argument (see [EK86, Proposition 1.3.5]) shows that
the image of P∞ under 1−αB is dense in C([0, 1]2) for all but countably many, and hence for
all α > 0.
As a first step towards proving Lemma 5.13, we prove:
Lemma 5.14 (Smooth solutions to Laplace equation) Let α > 0, g ∈ C(2)([0, 1]), g ≤ 0,
v ∈ C([0, 1]2), and assume that u ∈ C(∞)([0, 1]2) solves the Laplace equation
(1− α(B + g))u = v. (5.49)
(a) If g ∈ C1+, then v ∈ C+ ∩ C1+ implies u ∈ C+ ∩ C1+.
(b) If g ∈ C1+ ∩ C2+, then v ∈ C+ ∩ C1+ ∩ C2+ implies u ∈ C+ ∩ C1+ ∩ C2+.
Proof Let uy := ∂∂yu, u
xy := ∂
2
∂x∂yu, etc. denote the partial derivatives of u and similarly for
v and g, whenever they exist. Set c := 1γ . Define linear operators B
′ and B′′ on C([0, 1]2) with
domains D(B′) = D(B′′) := C(∞)([0, 1]2) by
B′ := y(1− y) ∂2
∂y2
+
(
c(x− y) + 2(12 − y)
)
∂
∂y ,
B′′ := y(1− y) ∂2
∂y2
+
(
c(x− y) + 4(12 − y)
)
∂
∂y .
(5.50)
Then
∂
∂yBu=(B
′ − c)uy, ∂∂yB′u=(B′′ − c− 2)uy,
∂
∂xBu=Bu
x + cuy, ∂∂xB
′u=B′ux + cuy.
(5.51)
Therefore, it is easy to see that
(i) (1− α(B′ − c+ g))uy = vy + αgyu,
(ii) (1− α(B + g))ux= vx + α(cuy + gxu),
(iii) (1− α(B′′ − 2c− 2 + g))uyy = vyy + α(2gyuy + gyyu),
(iv) (1− α(B′ − c+ g))uxy = vxy + α(cuyy + gyux + gxyu+ gxuy),
(v) (1− α(B + g))uxx= vxx + α(2cuxy + 2gxux + gxxu),
(5.52)
where in (i) and (ii) we assume that v ∈ C(1)([0, 1]2) and in (iii)–(v) we assume that v ∈
C(2)([0, 1]2). By Lemma 5.12, the closure of the operator B generates a Feller processes
in [0, 1]2. Exactly the same proof shows that B′ and B′′ also generate Feller processes on
[0, 1]2. Therefore, by Feynman-Kac, u is nonnegative if v is nonnegative and uy, . . . , uxx
are nonnegative if the right-hand sides of the equations (i)–(v) are well-defined and non-
negative. (Instead of using Feynman-Kac, this follows more elementarily from the fact that
B,B′, and B′′ satisfy the positive maximum principle.) In particular, if gy, gx ≥ 0 and
v ∈ C(1)([0, 1]2), v, vy, vx ≥ 0, then it follows that u, uy, ux ≥ 0. If moreover gyy, gxy, gxx ≥ 0
and v ∈ C(2)([0, 1]2), vyy, vxy, vyy ≥ 0, then also uyy, uxy, uyy ≥ 0.
In order to prove Lemma 5.13, based on Lemma 5.14, we will show that the Laplace equation
(5.49) has smooth solutions u for sufficiently many functions v. Here ‘suffiently many’ will
mean dense in the topology of uniform convergence of functions and their derivatives up to
second order. To this aim, we make C(2)([0, 1]2) into a Banach space by equipping it with the
norm
‖u‖(2) := ‖u‖+ ‖uy‖+ ‖ux‖+ ‖uyy‖+ 2‖uxy‖+ ‖uxx‖. (5.53)
Here, to reduce notation, we denote the supremumnorm by ‖f‖ := ‖f‖∞. Note the factor 2
in the second term from the right in (5.53), which is crucial for the next key lemma.
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Lemma 5.15 (Semigroup on twice diffferentiable functions) The closure in C(2)([0, 1]2)
of the operator B generates a strongly continuous contraction semigroup on C(2)([0, 1]2).
Proof We must check the conditions (i)–(iii) from (5.39). It is well-known (see for example
[EK86, Proposition 7.1 from the appendix]) that the space P∞ of polynomials is dense in
C(2)([0, 1]2). Therefore D(B) = C(∞)([0, 1]2) is dense, and copying the proof of Lemma 5.12
we see that R(1−αB) is dense for all but countably many α. To complete the proof, we must
show that B is dissipative, i.e., that
‖(1 − εB)u‖(2) ≥ ‖u‖(2) (ε > 0, u ∈ C(∞)([0, 1]2)). (5.54)
Using (5.51), we calculate
∂
∂y (1− εB)u=(1− ε(B′ − c))uy ,
∂
∂x(1− εB)u=(1− εB)ux − εcuy,
∂2
∂y2
(1− εB)u=(1− ε(B′′ − 2c− 2))uyy ,
∂2
∂x∂y (1− εB)u=(1− ε(B′ − c))uxy − εcuyy ,
∂2
∂x2
(1− εB)u=(1− εB)uxx − 2εcuxy .
(5.55)
Using the disipativity of B,B′, and B′′ with respect to the supremumnorm (which follows from
the positive maximum principle) we see that ‖(1− ε(B′− c))uy‖ = (1+ εc)‖(1− ε1+εcB)uy‖ ≥
(1 + εc)‖uy‖ etc. We conclude therefore from (5.55) that
‖(1 − εB)u‖(2) ≥‖(1− εB)u‖+ ‖(1− ε(B′ − c))uy‖+ ‖(1− εB)ux‖ − εc‖uy‖
+‖(1− ε(B′′ − 2c− 2))uyy‖+ 2‖(1 − ε(B′ − c))uxy‖ − 2εc‖uyy‖
+‖(1− εB)uxx‖ − 2εc‖uxy‖
≥‖u‖+ (1 + εc)‖uy‖+ ‖ux‖ − εc‖uy‖
+(1 + ε(2c + 2))‖uyy‖+ 2(1 + εc)‖uxy‖ − 2εc‖uyy‖
+‖uxx‖ − 2εc‖uxy‖ ≥ ‖u‖(2)
(5.56)
for each ε > 0, which shows that B is dissipative with respect to the norm ‖ · ‖(2).
Proof of Lemma 5.13 Let g ∈ C(2)([0, 1]2). Then u 7→ gu is a bounded operator on both
C([0, 1]2) and C(2)([0, 1]2), so we can choose a λ > 0 such that
‖gu‖ ≤ λ‖u‖ and ‖gu‖(2) ≤ λ‖u‖(2) (5.57)
for all u in C([0, 1]2) and C(2)([0, 1]2), respectively. Put g˜ := g − λ. By Lemma 5.12, B + g˜
generates a strongly continuous contraction semigroup (S g˜t )t≥0 = (e
−λtSgt )t≥0 on C([0, 1]2).
Note that R(1 − α(B + g˜)) is the space of all v ∈ C([0, 1]2) for which the Laplace equation
(1 − α(B + g˜))u = v has a solution u ∈ C(∞)([0, 1]2). Therefore, by Lemma 5.14, for each
α > 0:
(i) If g ∈ C1+, then (1− α(B + g˜))−1 maps R(1− α(B + g˜)) ∩ C+ ∩ C1+ into C+ ∩ C1+.
(ii) If g ∈ C1+ ∩ C2+, then (1− α(B + g˜))−1 maps R(1− α(B + g˜)) ∩ C+ ∩ C1+ ∩ C2+
into C+ ∩ C1+ ∩ C2+.
(5.58)
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By Lemma 5.15, the restriction of the semigroup (S g˜t )t≥0 to C(2)([0, 1]2) is strongly continuous
and contractive in the norm ‖ · ‖(2). Therefore, by Hille-Yosida (5.39), R(1 − α(B + g˜)) is
dense in C(2)([0, 1]2) for each α > 0. It follows that R(1 − α(B + g˜)) ∩ C+ ∩ C1+ is dense in
C+∩C1+ and likewise R(1−α(B+ g˜))∩C+ ∩C1+ ∩C2+ is dense in C+∩C1+∩C2+, both in the
norm ‖ · ‖(2). Note that we need density in the norm ‖ · ‖(2) here: if we would only know that
R(1−α(B+ g˜)) is a dense subset of C([0, 1]2) in the norm ‖·‖, then R(1−α(B+ g˜))∩C+∩C1+
might be empty. By approximation in the norm ‖ · ‖(2) it follows from (5.58) that:
(i) If g ∈ C1+, then (1− α(B + g˜))−1 maps C+ ∩ C1+ into itself.
(ii) If g ∈ C1+ ∩ C2+, then (1− α(B + g˜))−1 maps C+ ∩ C1+ ∩ C2+ into itself.
(5.59)
Using also continuity in the norm ‖ · ‖ we find that:
(i) If g ∈ C1+, then (1− α(B + g˜))−1 maps C+ ∩ C1+ into itself.
(ii) If g ∈ C1+ ∩ C2+, then (1− α(B + g˜))−1 maps C+ ∩ C1+ ∩ C2+ into itself.
(5.60)
For ε > 0 let
Gε := ε
−1
(
(1− ε(B + g˜))−1 − 1) (5.61)
be the Yosida approximation to B + g˜. Then
eGεt = e−ε
−1t
∞∑
n=0
tn
n!
(1− ε(B + g˜))−n (t ≥ 0), (5.62)
and therefore, by (5.60), for each t ≥ 0:
(i) If g ∈ C1+, then eGεt maps C+ ∩ C1+ into itself.
(ii) If g ∈ C1+ ∩ C2+, then eGεt maps C+ ∩ C1+ ∩ C2+ into itself.
(5.63)
Finally
e−λtSgt u = S
g˜
t u = lim
ε→0
e
Gεtu (t ≥ 0, u ∈ C([0, 1]2)), (5.64)
so (5.63) implies that for each t ≥ 0:
(i) If g ∈ C1+, then Sgt maps C+ ∩ C1+ into itself.
(ii) If g ∈ C1+ ∩ C2+, then Sgt maps C+ ∩ C1+ ∩ C2+ into itself.
(5.65)
Using the continuity of Sgt in g (which follows from Feynman-Kac (5.42)) we arrive at the
statements in Lemma 5.13.
6 Convergence to a time-homogeneous process
6.1 Convergence of certain Markov chains
Section 6 is devoted to the proof of Theorem 3.2. In the present subsection, we start by
formulating a theorem about the convergence of certain Markov chains to continuous-time
processes. In Section 6.2 we specialize to Poisson-cluster branching processes and superpro-
cesses. In Section 6.3, finally, we carry out the necessary calculations for the specific processes
from Theorem 3.2.
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Let E be a compact metrizable space. Let A : D(A) → C(E) be an operator defined on a
domain D(A) ⊂ C(E). We say that a process y = (yt)t≥0 solves the martingale problem for
A if y has sample paths in DE [0,∞) and for each f ∈ D(A), the process (Mft )t≥0 given by
Mft := f(yt)−
∫ t
0
Af(ys)ds (t ≥ 0) (6.1)
is a martingale with respect to the filtration generated by y. We say that existence (unique-
ness) holds for the martingale problem for A if for each probability measure µ on E there is
at least one (at most one (in law)) solution y to the martingale problem for A with initial
law L(y0) = µ. If both existence and uniqueness hold we say that the martingale problem
is well-posed. For each n ≥ 0, let X(n) = (X(n)0 , . . . ,X(n)m(n)) (with 1 ≤ m(n) < ∞) be a
(time-inhomogeneous) Markov process in E with k-th step transition probabilities
Pk(x,dy) = P
[
X
(n)
k ∈ dy
∣∣X(n)k−1 = x] (1 ≤ k ≤ m(n)). (6.2)
We assume that the Pk are continuous probability kernels on E. Let (ε
(n)
k )1≤k≤m(n) be positive
constants. Set
A
(n)
k f(x) := (ε
(n)
k )
−1
(∫
E
Pk(x,dy)f(y)− f(x)
)
(1 ≤ k ≤ m(n), f ∈ C(E)). (6.3)
Define t
(n)
0 := 0 and
t
(n)
k :=
k∑
l=1
ε
(n)
l (1 ≤ k ≤ m(n)), (6.4)
and put
k(n)(t) := max
{
k : 0 ≤ k ≤ m(n), t(n)k ≤ t
}
(t ≥ 0). (6.5)
Define processes y(n) = (y
(n)
t )t≥0 with sample paths in DE [0,∞) by
y
(n)
t := X
(n)
k(n)(t)
(t ≥ 0). (6.6)
By definition, a space A of real functions is called an algebra if A is a linear space and f, g ∈ A
implies fg ∈ A.
Theorem 6.1 (Convergence of Markov chains) Assume that L(X(n)0 ) ⇒ µ as n → ∞
for some probability law µ on E. Suppose that there exists at most one (in law) solution to the
martingale problem for A with initial law µ. Assume that the linear span of D(A) contains an
algebra that separates points. Assume that
(i) lim
n→∞
m(n)∑
k=1
ε
(n)
k =∞, (ii) limn→∞ sup
k: t
(n)
k ≤T
ε
(n)
k = 0, (6.7)
and
lim
n→∞
sup
k: t
(n)
k ≤T
∥∥A(n)k f −Af‖∞ = 0 (f ∈ D(A)) (6.8)
for each T > 0. Then there exists a unique solution y to the martingale problem for A with
initial law µ and moreover L(y(n))⇒ L(y), where ⇒ denotes weak convergence of probability
measures on DE [0,∞).
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Proof We apply [EK86, Corollary 4.8.15]. Fix f ∈ D(A). We start by observing that
f(X
(n)
k )−
k∑
i=1
ε
(n)
i A
(n)
i f(X
(n)
i−1) (0 ≤ k ≤ m(n)) (6.9)
is a martingale with respect to the filtration generated by X(n) and therefore,
f(y
(n)
t ) −
k(n)(t)∑
i=1
ε
(n)
i A
(n)
i f(y
(n)
t
(n)
i−1
) (t ≥ 0) (6.10)
is a martingale with respect to the filtration generated by y(n). Put
⌊t⌋(n) := t(n)
k(n)(t)
(t ≥ 0) (6.11)
and set
φ
(n)
t := A
(n)
k(n)(t)+1
f(y
(n)
⌊t⌋(n)
)1
{t<t
(n)
m(n)
}
(t ≥ 0) (6.12)
and
ξ
(n)
t := f(y
(n)
t ) +
∫ t
⌊t⌋(n)
φ(n)s ds (t ≥ 0). (6.13)
Then we can rewrite the martingale in (6.10) as
ξ
(n)
t −
∫ t
0
φ(n)s ds. (6.14)
By [EK86, Corollary 4.8.15] and the compactness of the state space, it suffices to check the
following conditions on φ(n) and ξ(n):
(i) sup
n≥N
sup
t≤T
E
[|ξ(n)t |] <∞,
(ii) sup
n≥N
sup
t≤T
E
[|φ(n)t |] <∞,
(iii) lim
n→∞
E
[(
ξ
(n)
T − f(y(n)T )
) r∏
i=1
hi(y
(n)
si )
]
= 0,
(iv) lim
n→∞
E
[(
φ
(n)
T −Af(y(n)T )
) r∏
i=1
hi(y
(n)
si )
]
= 0,
(v) lim
n→∞
E
[
sup
t∈Q∩[0,T ]
∣∣ξ(n)t − f(y(n)t )∣∣] = 0,
(vi) sup
n≥N
E
[‖φ(n)‖p,T ] <∞ for some p ∈ (1,∞],
(6.15)
for some N ≥ 0 and for each T > 0, r ≥ 1, 0 ≤ s1 < · · · < sr ≤ T , and h1, . . . , hr ∈ H ⊂ C(E).
Here H is separating, i.e., ∫ hdµ = ∫ hdν for all h ∈ H implies µ = ν whenever µ, ν are
probability measures on E. In (vi):
‖g‖p,T :=
(∫ T
0
|g(t)|pdt
)1/p
(1 ≤ p <∞) (6.16)
and ‖g‖∞,T denotes the essential supremum of g over [0, T ].
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The conditions (6.15) (i)–(vi) are implied by the stronger conditions
(i) lim
n→∞
sup
0≤t≤T
∥∥ξ(n)t − f(y(n)t )∥∥∞ = 0,
(ii) lim
n→∞
sup
0≤t≤T
∥∥φ(n)t −Af(y(n)t )∥∥∞ = 0, (6.17)
where we denote the essential supremumnorm of a real-valued random variable X by ‖X‖∞ :=
inf{K ≥ 0 : |X| ≤ K a.s.}. Condition (6.17) (ii) is implied by (6.7) (i) and (6.8). To see that
also (6.17) (i) holds, set
Mn := sup
0≤t≤T
∥∥φ(n)t ∥∥∞, (6.18)
and estimate
sup
0≤t≤T
∥∥ξ(n)t − f(y(n)t )∥∥∞ ≤Mn sup{ε(n)k : 1 ≤ k ≤ m(n), t(n)k ≤ T}. (6.19)
Condition (6.17) (ii) implies that lim supnMn <∞ and therefore the right-hand side of (6.19)
tends to zero by assumption (6.7) (ii).
6.2 Convergence of certain branching processes
In this section we apply Theorem 6.1 to certain branching processes and superprocesses.
Throughout this section, E is a compact metrizable space and A : D(A)→ C(E) is a linear
operator on C(E) such that the closure A of A generates a Feller process ξ = (ξt)t≥0 in E with
Feller semigroup (Pt)t≥0 given by Ptf(x) := E
x[f(ξt)] (t ≥ 0, f ∈ C(E)).
Let α ∈ C+(E) and β, f ∈ C(E). By definition, a function t 7→ ut from [0,∞) into C(E) is
a classical solution to the semilinear Cauchy problem{
∂
∂tut=Aut + βut − αu2t (t ≥ 0),
u0= f
(6.20)
if t 7→ ut is continuously differentiable (in C(E)), ut ∈ D(A) for all t ≥ 0, and (6.20) holds.
We say that u is a mild solution to (6.20) if t 7→ ut is continuous and
ut = Ptf +
∫ t
0
Pt−s(βus − αu2s)ds (t ≥ 0). (6.21)
Lemma 6.2 (Mild and classical solutions) Equation (6.20) has a unique C+(E)-valued
mild solution u for each f ∈ C+(E), and f > 0 implies that ut > 0 for all t ≥ 0. If moreover
f ∈ D(A) then u is a classical solution. For each t ≥ 0, ut depends continuously on f ∈ C+(E).
Proof It follows from [Paz83, Theorems 6.1.2, 6.1.4, and 6.1.5] that for each f ∈ C(E), (6.20)
has a unique solution (ut)0≤t<T up to an explosion time T , and that this is a classical solution
if f ∈ D(A). Moreover, ut depends continuously on f . Using comparison arguments based
on the fact that A satisfies the positive maximum principle (which follows from Hille-Yosida
(5.41)) one easily proves the other statements; compare [FS04, Lemmas 23 and 24].
We denote the (mild or classical) solution of (6.20) by Utf := ut; then Ut : C+(E) → C+(E)
are continuous operators and U = (Ut)t≥0 is a (nonlinear) semigroup on C+(E).
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Since E is compact, the spaces {µ ∈ M(E) : µ(E) ≤M} are compact for each M ≥ 0. In
particular, M(E) is locally compact. We denote its one-point compactification by M(E)∞ =
M(E) ∪ {∞}. We define functions Ff ∈ C(M(E)∞) by Ff (∞) := 0 and
Ff (µ) := e
−〈µ, f〉 (f ∈ C+(E), f > 0, µ ∈ M(E)). (6.22)
We introduce an operator G with domain
D(G) := {Ff : f ∈ D(A), f > 0}, (6.23)
given by GFf (∞) := 0 and
GFf (µ) := −〈µ,Af + βf − αf2〉 e−〈µ, f〉 (µ ∈ M(E)). (6.24)
Note that GFf ∈ C(M(E)∞) for all Ff ∈ D(G).
Proposition 6.3 ((A,α, β)-superprocesses) The martingale problem for the operator G is
well-posed. The solutions to this martingale problem define a Feller process Y = (Yt)t≥0 in
M(E)∞ with continuous sample paths, called the (A,α, β)-superprocess. If Y0 = ∞ then
Yt =∞ for all t ≥ 0. If Y0 = µ ∈ M(E) then
Eµ
[
e
−〈Yt, f〉] = e−〈µ,Utf〉 (f ∈ C+(E)). (6.25)
Proof Results of this type are well-known, see for example [EK86, Theorem 9.4.3], [Fit88],
and [ER91, The´ore`me 7]. Since, however, it is not completely straightforward to derive the
proposition above from these references, we give a concise autonomous proof of most of our
statements. Only for the continuity of sample paths we refer the reader to [Fit88, Corol-
lary (4.7)] or [ER91, Corollaire 9].
We are going to extend G to an operator Gˆ that is linear and satisfies the conditions of
the Hille-Yosida Theorem (5.41). For any γ ∈ C+(E) and µ ∈ M(E), let Clustγ(µ) denote a
random measure such that on {γ = 0}, Clustγ(µ) is equal to µ, and on {γ > 0}, Clustγ(µ) is a
Poisson cluster measure with intensity 1γµ and cluster mechanism Q(x, ·) = L(τγ(x)δx), where
τγ(x) is exponentially distributed with mean γ(x). It is not hard to see that
E
[
e
−〈Clustγ(µ), f〉] = e−〈µ,Vγf〉 (f ∈ C(E), f > 0), (6.26)
where Vγf(x) := ( 1f(x) + γ(x))−1. Note that since Vγ1 is bounded, the previously mentioned
Poisson cluster measure mentioned above is well-defined. By definition, we put Clustγ(∞) :=
∞.
Define a linear operator Gα on C(M(E))∞) by
GαF (µ) := lim
ε→0
ε−1
(
E[F (Clustεα(µ))]− F (µ)
)
(6.27)
with as domain D(Gα) the space of all F ∈ C(M(E)∞) for which the limit exists. Define a
linear operator Gβ by
GβF (µ) := lim
ε→0
ε−1
(
F ((1 + εβ)µ)− F (µ)) (6.28)
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with domain D(Gβ) := C(M(E))∞). Define P ∗t :M(E)∞ →M(E)∞ by 〈P ∗t µ, f〉 := 〈µ, Ptf〉
(t ≥ 0, f ∈ C(E), µ ∈ M(E)) and P ∗t∞ :=∞ (t ≥ 0). Finally, let GA be the linear operator
on C(M(E))∞) defined by
GAF (µ) := limε→0 ε
−1
(
F (P ∗ε µ)− F (µ)
)
, (6.29)
with as domain D(GA) the space of all F for which the limit exists. Define an operator Gˆ by
Gˆ := Gα + Gβ + GA, (6.30)
with domain D(Gˆ) := D(Gα) ∩ D(GA). If f ∈ D(A), f > 0, and Ff is as in (6.22), then it is
not hard to see that GˆFf (∞) = 0 and
GˆFf (µ) := −〈µ,Af + βf − αf2〉 e−〈µ, f〉 (µ ∈ M(E)). (6.31)
In particular, Gˆ extends the operator G from (6.24). Since D(A) is dense in C(E), it is easy to
see that {Ff : f ∈ D(A), f > 0} is dense in C(M(E)∞). Hence D(Gˆ) is dense. Using (6.27)–
(6.29) it is not hard to show that Gˆ satisfies the positive maximum principle. Moreover, by
Lemma 6.2, for f ∈ D(A) with f > 0, the function t 7→ FUtf from [0,∞) into C(M(E)∞) is
continuously differentiable, satisfies FUtf ∈ D(Gˆ) for all t ≥ 0, and
∂
∂tFUtf = GˆFUtf (t ≥ 0). (6.32)
From this it is not hard to see that Gˆ also satisfies condition (5.41) (ii), so the closure of
Gˆ generates a Feller semigroup (St)t≥0 on C(M(E)∞). It is easy to see that StFf = FUtf
(t ≥ 0). By [EK86, Theorem 4.2.7], this semigroup corresponds to a Feller process Y with
cadlag sample paths in M(E)∞. This means that Eµ[Ff (Yt)] = FUtf (µ) for all f ∈ D(A)
with f > 0. If µ =∞ this shows that Yt =∞ for all t ≥ 0. If µ ∈ M(E) we obtain (6.25) for
f ∈ D(A), f > 0; the general case follows by approximation.
Now let (qε)ε>0 be continuous weight functions and let (Qε)ε>0 be continuous cluster mecha-
nisms on E. Assume that
Zε(x) :=
∫
Qε(x,dχ)〈χ, 1〉 <∞ (x ∈ E) (6.33)
and define probability kernels Kε on E by∫
Kε(x,dy)f(y) :=
1
Zε(x)
∫
Qε(x,dχ)〈χ, f〉 (f ∈ B(E)). (6.34)
For each n ≥ 0, let (ε(n)k )1≤k≤m(n) (with 1 ≤ m(n) < ∞) be positive constants. Let X (n) =
(X (n)0 , . . . ,X (n)m(n)) be a Poisson-cluster branching process with weight functions qε(n)1 , . . . , qε(n)m(n)
and cluster mechanisms Q
ε
(n)
1
, . . . ,Q
ε
(n)
m(n)
. Define t
(n)
k and k
(n)(t) as in (6.4)–(6.5). Define
processes Y(n) by
Y(n)t := X (n)k(n)(t) (t ≥ 0). (6.35)
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Theorem 6.4 (Convergence of Poisson-cluster branching processes) Assume that
L(X (n)0 ) ⇒ ρ as n → ∞ for some probability law ρ on M(E). Suppose that the constants
ε
(n)
k fulfill (6.7). Assume that
(i) qε(x)
∫
Qε(x,dχ)〈χ, 1〉=1 + εβ(x) + o(ε),
(ii) qε(x)
∫
Qε(x,dχ)〈χ, 1〉2= ε 2α(x) + o(ε),
(iii) qε(x)
∫
Qε(x,dχ)〈χ, 1〉21{〈χ,1〉>δ}= o(ε)
(6.36)
for each δ > 0, and ∫
Kε(x,dy)f(y) = f(x) + εAf(x) + o(ε) (6.37)
for each f ∈ D(A), uniformly in x as ε→ 0. Then L(Y(n))⇒ L(Y), where Y is the (A,α, β)-
superprocess with initial law ρ.
Here ⇒ denotes weak convergence of probability measures on DM(E)[0,∞).
Proof We apply Theorem 6.1 to the operator G, where we use the fact that if we view
M1(DM(E)[0,∞)) as a subspace ofM1(DM(E)∞ [0,∞)) (note the compactification), equipped
with the topology of weak convergence, then the induced topology on M1(DM(E)[0,∞)) is
again the topology of weak convergence.
By Proposition 6.3, solutions to the martingale problem for G are unique. Since FfFg =
Ff+g and D(A) is a linear space, the linear span of the domain of G is an algebra. Using the
fact that D(A) is dense in C(E) we see that this algebra separates points. Therefore, we are
left with the task to check (6.8).
Define Uε : C+(E)→ C+(E) by
Uεf(x) := qε(x)
∫
Qε(x,dχ)
(
1− e−〈χ, f〉) (x ∈ E, f ∈ C+[0, 1], f > 0, ε > 0), (6.38)
and define transition probabilities Pε(µ,dν) on M(E)∞ by Pε(∞, · ) := δ∞ and∫
Pε(µ,dν)e
−〈ν, f〉 = e−〈µ,Uεf〉. (6.39)
We will show that
lim
ε→0
∥∥ε−1(Uεf − f)− (Af + βf − αf2)∥∥∞ = 0 (f ∈ D(A), f > 0). (6.40)
Together with (6.39) this implies that∫
Pε(µ,dν)Ff (ν) = Ff (µ) + εGFf (µ) + o(ε) (f ∈ D(A), f > 0), (6.41)
uniformly in µ ∈ M(E)∞ as ε→ 0. Therefore, the result follows from Theorem 6.1.
It remains to prove (6.40). Set g(z) := 1− z + 12z2 − e−z (z ≥ 0) and write
Uεf(x) = qε(x)
∫
Qε(x,dχ)
(〈χ, f〉 − 12〈χ, f〉2 + g(〈χ, f〉)). (6.42)
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Since
g(z) =
∫ z
0
dy
∫ y
0
dx
∫ x
0
dt e−t (z ≥ 0), (6.43)
it is easy to see that g is nondecreasing on [0,∞) and (since 0 ≤ e−t ≤ 1 and ∫ x0 dt e−t ≤ 1)
0 ≤ g(z) ≤ 12z2 ∧ 16z3 (z ≥ 0). (6.44)
Using these facts and (6.36) (ii) and (iii), we find that
qε(x)
∫
Qε(x,dχ)g(〈χ, f〉)
≤ ‖f‖∞qε(x)
{∫
Qε(x,dχ)g(〈χ, 1〉)1{〈χ,1〉≤δ} +
∫
Qε(x,dχ)g(〈χ, 1〉)1{〈χ,1〉>δ}
}
≤ ‖f‖∞qε(x)
{
1
6δ
∫
Qε(x,dχ)〈χ, 1〉21{〈χ,1〉≤δ} + 12
∫
Qε(x,dχ)〈χ, 1〉21{〈χ,1〉>δ}
}
= 16δ‖f‖∞
(
ε 2α(x) + o(ε)
)
+ o(ε).
(6.45)
Since this holds for any δ > 0, we conclude that
qε(x)
∫
Qε(x,dχ)g(〈χ, f〉) = o(ε) (6.46)
uniformly in x as ε→ 0. By (6.36) (i) and (6.37),
qε(x)
∫
Qε(x,dχ)〈χ, f〉 =
(
qε(x)
∫
Qε(x,dχ)〈χ, 1〉
)(∫
Kε(x,dy)f(y)
)
=
(
1 + εβ(x) + o(ε)
)(
f(x) + εAf(x) + o(ε)
)
= f(x) + εβ(x)f(x) + εAf(x) + o(ε).
(6.47)
Finally, write
qε(x)
∫
Qε(x,dχ)〈χ, f〉2
= qε(x)
∫
Qε(x,dχ)
(〈χ, f(x)〉2 + 2〈χ, f(x)〉〈χ, f − f(x)〉+ 〈χ, f − f(x)〉2). (6.48)
Then, by (6.36) (ii),
qε(x)
∫
Qε(x,dχ)〈χ, f(x)〉2 = f(x)2
(
ε 2α(x) + o(ε)
)
. (6.49)
We will prove that
qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉2 = o(ε). (6.50)
Then, by Ho¨lder’s inequality, (6.36) (ii), and (6.50),
∣∣qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉〈χ, f(x)〉
∣∣
≤
(
qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉2
)1/2(
qε(x)
∫
Qε(x,dχ)〈χ, f(x)〉2
)1/2
≤ (o(ε)(2α(x)ε + o(ε)))1/2 = o(ε).
(6.51)
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Inserting (6.49), (6.50) and (6.51) into (6.48) we find that
qε(x)
∫
Qε(x,dχ)〈χ, f〉2 = ε 2α(x)f(x)2 + o(ε). (6.52)
Inserting (6.46), (6.47) and (6.52) into (6.42), we arrive at (6.40). We still need to prove
(6.50). To this aim, we estimate, using (6.47),
qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉21{〈χ,1〉≤δ}
≤ δ‖f − f(x)‖∞qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉
= δ‖f − f(x)‖∞
(
εAf(x) + o(ε)
) (6.53)
and, using (6.36) (iii),
qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉21{〈χ,1〉>δ}
≤ ‖f − f(x)‖∞qε(x)
∫
Qε(x,dχ)〈χ, 1〉21{〈χ,1〉>δ} = o(ε).
(6.54)
It follows that
qε(x)
∫
Qε(x,dχ)〈χ, f − f(x)〉2 ≤ δε‖f − f(x)‖∞Af(x) + o(ε) (6.55)
for any δ > 0. This implies (6.50) and completes the proof of (6.40).
6.3 Application to the renormalization branching process
Proof of Theorem 3.2 (a) For any f0, . . . , fk ∈ C+[0, 1] one has
E
[
e
−〈X−n, f0〉 · · · e−〈X−n+k, fk〉]
= E
[
e
−〈X−n, f0〉 · · · e−〈X−n+k−1, fk−1 + Uγn−kfk〉]
= · · · = E[e−〈X−n, gk〉],
(6.56)
where we define inductively
g0 := fk and gm+1 := fk−m−1 + Uγn−k+mgm. (6.57)
By the compactness of [0, 1] and Corollary 5.10, the map (γ, f) 7→ Uγf from (0,∞)× C+[0, 1]
to C+[0, 1] (equipped with the supremumnorm) is continuous. Using this fact and (6.56) we
find that
E
[
e
−〈X−n, f0〉 · · · e−〈X−n+k, fk〉] −→
n→∞
E
[
e
−〈Yγ∗−n, f0〉 · · · e−〈Y
γ∗
−n+k, fk〉]. (6.58)
Since f1, . . . , fk are arbitrary, (3.12) follows.
Proof of Theorem 3.2 (b) We apply Theorem 6.4 to the weight functions qγ and cluster
mechanisms Qγ from (3.8) and to AWF = x(1− x) ∂2∂x2 with domain D(AWF) = C(2)[0, 1], and
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α = β = 1. It is well-known that AWF generates a Feller semigroup [EK86, Theorem 8.2.8].
We observe that∫
Qγ(x,dχ)〈χ, f〉 = E
[
2
∫ τγ
0
f(yγx(−t))
]
= 2E[τγ ]E
[
f(yγx(0))
]
= γ
∫
Γγx(dy)f(y), (6.59)
where Γγx is the equilibrium law of the process y
γ
x from Corollary 5.4. It follows from (5.24)
that
(i)
∫
Γγx(dy)(y − x)= 0,
(ii)
∫
Γγx(dy)(y − x)2=
γx(1− x)
1 + γ
,
(iii)
∫
Γγx(dy)(y − x)4=O(γ2),
(6.60)
uniformly in x as γ → 0. Therefore, for any δ > 0,
(i)
∫
Γγx(dy)(y − x)= 0,
(ii)
∫
Γγx(dy)(y − x)2= γx(1− x) + o(γ),
(iii)
∫
Γγx(dy)1{|y−x|>δ}= o(γ),
(6.61)
uniformly in x as γ → 0. Consequently, a Taylor expansion of f around x yields∫
Γγx(dy)f(x) = f(x) + γ
1
2x(1− x) ∂
2
∂x2
f(x) + o(γ) (f ∈ C(2)[0, 1]), (6.62)
uniformly in x as γ → 0. (For details, in particular the uniformity in x, see for example
Proposition [Swa99, B.1.1].) This shows that condition (6.37) is satisfied. Moreover,∫
Qγ(x,dχ)〈χ, 1〉 = E[2τγ ] = γ,∫
Qγ(x,dχ)〈χ, 1〉2 = E[(2τγ)2] =
∫ ∞
0
z2 1γ e
−z/γdz = 2γ2,∫
Qγ(x,dχ)〈χ, 1〉3 = E[(2τγ)3] =
∫ ∞
0
z3 1γ e
−z/γdz = 6γ3,
(6.63)
which, using the fact that qγ = (
1
γ + 1), gives
qγ
∫
Qγ(x,dχ)〈χ, 1〉 = 1 + γ,
qγ
∫
Qγ(x,dχ)〈χ, 1〉2 = 2γ + o(γ),
qγ
∫
Qγ(x,dχ)〈χ, 1〉3 = o(γ).
(6.64)
This shows that (6.36) is fulfilled. In particular,
qγ
∫
Qγ(x,dχ)〈χ, 1〉21{〈χ,1〉>δ} ≤ δ−1qγ
∫
Qγ(x,dχ)〈χ, 1〉3 = o(γ) (6.65)
for all δ > 0.
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7 Embedded particle systems
In this section we use embedded particle systems to prove Proposition 3.5. An essential
ingredient in the proofs is Proposition 7.15 (a), which will be proved in the Section 8.
7.1 Weighting and Poissonization
Proof of Proposition 3.3 Obviously qhk ∈ C+(Eh) for each k = 1, . . . , n. Since h ∈ C+(E)
and h is bounded, it is easy to see that the map µ 7→ hµ fromM(E) intoM(Eh) is continuous,
and therefore the cluster mechanisms defined in (3.21) are continuous. Since
Uhk f(x) =
qk(x)
h(x)
E
[
1− e−〈hZx, f〉] = Uk(hf)(x)
h(x)
(x ∈ Eh, f ∈ B+(Eh)), (7.1)
formula (3.22) holds on Eh. To see that (3.22) holds on E\Eh, note that by assumption
Ukh ≤ Kh for some K < ∞, so if x ∈ E\Eh, then Ukh(x) = 0. By monotonicity also
Uk(hf)(x) = 0, while hUhk f(x) = 0 by definition. Since supx∈Eh Uhk 1(x) = supx∈Eh Ukh(x)h(x) ≤
K < ∞, the log-Laplace operators Uhk satisfy (3.3). If X is started in an initial state X0,
then the Poisson-cluster branching process X h with log-Laplace operators Uh1 , . . . ,Uhn started
in X h0 = hX0 satisfies
E
[
e
−〈hXk, f〉]=E[e−〈X0,U1 ◦ · · · ◦ Uk(hf)〉]
=E
[
e
−〈X0, hUh1 ◦ · · · ◦ Uhk (f)〉] = E[e−〈X hk , f〉] (f ∈ B+(Eh)), (7.2)
which proves (3.23).
Proof of Proposition 3.4 We start by noting that by (3.2),
Ukf(x) = q(x)E
[
1− e−〈Zkx , f〉] = qk(x)P [Pois(fZkx) 6= 0] (x ∈ E, f ∈ B+(E)). (7.3)
Into (3.24), we insert
P
[
Pois(hZkx) ∈ ·
]
= P
[
Pois(hZkx ) ∈ ·
∣∣Pois(hZkx ) 6= 0]P [Pois(hZkx) 6= 0] + δ0P [Pois(hZkx) = 0]. (7.4)
Here and in similar formulas below, if in a conditional probability the symbol Pois( · ) occurs
twice with the same argument, then it always refers to the same random variable (and not to
independent Poisson point measures with the same intensity, for example). Using moreover
(7.3) we can rewrite (3.24) as
Qhk(x, · ) =
Ukh(x)
h(x)
P
[
Pois(hZkx) ∈ ·
∣∣Pois(hZkx) 6= 0]+ h(x)− Ukh(x)h(x) δ0( · ). (7.5)
In particular, since we are assuming that h is Uk-subharmonic, this shows that Qhk(x, · ) is
a probability measure. Let Xh be the branching particle system with offspring mechanisms
Qh1 , . . . , Q
h
k . Let Z
h,k
x be random variables such that L(Zh,kx ) = Qhk(x, · ). Then, by (3.18),
(3.24), (3.20), and (7.3),
Uhk f(x) = P [Thinf (Z
h,k
x ) 6= 0] =
qk(x)
h(x)
P [Thinf (Pois(hZkx)) 6= 0]
=
qk(x)
h(x)
P [Pois(hfZkx) 6= 0] =
1
h(x)
Uk(hf)(x) (x ∈ Eh).
(7.6)
43
If x ∈ E\Eh, then Uk(hf)(x) ≤ Uk(h)(x) ≤ h(x) = 0 =: hUh(f)(x). This proves (3.25). To
see that Qhk is a continuous offspring mechanism, by [Kal76, Theorem 4.2] it suffices to show
that x 7→ ∫ Qhk(x,dν)e−〈ν, g〉 is continuous for all bounded g ∈ C+(Eh). Indeed, setting f :=
1−e−g, one has ∫ Qhk(x,dν)e−〈ν, g〉 = ∫ Qhk(x,dν)(1−f)ν = 1−Uhk f(x) = 1−Uk(hf)(x)/h(x)
which is continuous on Eh by the continuity of qk and Qk.
To see that also (3.26) holds, just note that by (3.19), (3.25), and (3.5),
PL(Pois(hµ))[Thinf (X
h
n) = 0] = P [ThinUh1 ◦···◦Uhnf
(Pois(hµ)) = 0]
= P [Pois((hUh1 ◦ · · · ◦ Uhnf)µ) = 0] = P [Pois((U1 ◦ · · · ◦ Un(hf))µ) = 0]
= Pµ[Pois(hfXn) = 0] = Pµ[Thinf (Pois(hXn)) = 0].
(7.7)
Since this formula holds for all f ∈ B[0,1](Eh), formula (3.26) follows.
Remark 7.1 (Boundedness of h) Propositions 3.3 and 3.4 generalize to the case that h
is unbounded, except that in this case the cluster mechanism in (3.21) and the offspring
mechanism in (3.24) need in general not be continuous. Here, in order for (3.22) and (3.25)
to be well-defined, one needs to extend the definition of Ukf to unbounded functions f , but
this can always be done unambiguously [FS03, Lemma 9]. ✸
7.2 Sub- and superharmonic functions
This section contains a number of pivotal calculations involving the log-Laplace operators Uγ
from (3.9). In particular, we will prove that the functions h1,1, h0,0, and h0,1 from Lemmas 3.6,
3.7, and 3.8, respectively, are Uγ-superharmonic.
We start with an observation that holds for general log-Laplace operators.
Lemma 7.2 (Constant multiples) Let U be a log-Laplace operator of the form (3.2) sat-
isfying (3.3) and let f ∈ B+(E). Then U(rf) ≤ rUf for all r ≥ 1, and U(rf) ≥ rUf for all
0 ≤ r ≤ 1. In particular, if f is U-superharmonic then rf is U-superharmonic for each r ≥ 1,
and if f is U-subharmonic then rf is U-superharmonic for each 0 ≤ r ≤ 1.
Proof If X is a branching process and U is the log-Laplace operator of the transition law from
X0 to X1 then, using Jensen’s inequality, for all r ≥ 1,
e
−〈µ,U(rf)〉 = Eµ[e−〈X1, rf〉] = Eµ[(e−〈X1, f〉)r] ≥ (Eµ[e−〈X1, f〉])r = e−〈µ, rUf〉.
(7.8)
Since this holds for all µ ∈ M(E), it follows that U(rf) ≤ rUf . The proof of the statements
for 0 ≤ r ≤ 1 is the same but with the inequality signs reversed.
We next turn our attention to the functions h1,1 and h0,0.
Lemma 7.3 (The catalyzing function h1,1) One has
Uγ(rh1,1)(x) = 1 + γ1
r + γ
(γ, r > 0, x ∈ [0, 1]). (7.9)
In particular, h1,1 is Uγ-harmonic for each γ > 0.
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Proof Recall (3.7)–(3.9). Let σ1/r be an exponentially distributed random variable with mean
1/r, independent of τγ . Then
Uγ(rh1,1)(x) = ( 1γ + 1)E
[
1− e−
∫ τγ
0 rdt
]
= ( 1γ + 1)P [σ1/r < τγ ] = (
1
γ + 1)
γ
1
r + γ
, (7.10)
which yields (7.9).
Lemma 7.4 (The catalyzing function h0,0) One has Uγ(rh0,0) ≤ rh0,0 for each γ, r > 0.
Proof Let Γγx be the invariant law from Corollary 5.4. Then, for any γ > 0 and f ∈ B+[0, 1],
Uγf(x)= ( 1γ + 1)E
[
1− e−〈Z
γ
x , f〉] ≤ ( 1γ + 1)E[〈Zγx , f〉]
= ( 1γ + 1)E
[ ∫ τγ
0
f(yγx(−t/2)) dt
]
= (1 + γ)〈Γγx, f〉 (x ∈ [0, 1]),
(7.11)
where we have used that τγ is independent of y
γ
x and has mean γ. In particular, setting
f = rh0,0 and using (5.25) we find that Uγ(rh0,0) ≤ rh0,0.
The aim of the remainder of this section is to derive various bounds on Uγf for f ∈ H0,1. We
start with a formula for Uγf that holds for general [0, 1]-valued functions f .
Lemma 7.5 (Action of Uγ on [0, 1]-valued functions) Let yγx be the stationary solution
to (3.6) and let τγ/2 be an independent exponentially distributed random variable with mean
γ/2. Let (βi)i≥1 be independent exponentially distributed random variables with mean
1
2 , in-
dependent of yγx and τγ/2, and let σk :=
∑k
i=1 βi (k ≥ 0). Then
1− Uγf(x) = E
[ ∏
k≥0: σk<τγ
(
1− f(yγx(−σk))
)]
(γ > 0, f ∈ B[0,1][0, 1], x ∈ [0, 1]). (7.12)
Proof By Lemma 7.3, the constant function h1,1(x) := 1 satisfies Uγh1,1 = h1,1 for all γ > 0.
Therefore, by Proposition 3.4, Poissonizing the Poisson-cluster branching process X with the
density h1,1 yields a branching particle system X
h1,1 = (X
h1,1
−n , . . . ,X
h1,1
0 ) with generating
operators U
h1,1
γn−1 , . . . , U
h1,1
γ0 , where
U
h1,1
γ f = Uγf (f ∈ B[0,1][0, 1], γ > 0). (7.13)
By (3.18) and (7.5),
U
h1,1
γ f(x) = 1−E
[
(1−f)Pois(Z
γ
x )
∣∣Pois(Zγx ) 6= 0] (f ∈ B[0,1][0, 1], x ∈ [0, 1], γ > 0). (7.14)
Therefore, (7.12) will follow provided that
P
[
Pois(Zγx ) ∈ ·
∣∣Pois(Zγx ) 6= 0] = L( ∑
k≥0: σk<τγ/2
δ
y
γ
x(−σk)
)
. (7.15)
Indeed, it is not hard to see that
Pois(Zγx ) D=
∑
k>0: σk<τγ/2
δ
y
γ
x(−σk)
. (7.16)
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This follows from the facts that Zγx = 2
∫ τγ/2
0 δyγx(−s)ds and∑
k>0: σk<τγ/2
δ−σk
D
= Pois(2 1(−τγ/2 ,0]). (7.17)
Conditioning Pois(2 1(−τγ/2 ,0]) on being nonzero means conditioning on τγ/2 > σ1. Since
τγ/2 − σ1, conditioned on being nonnegative, is exponentially distributed with mean γ/2,
using the stationarity of yγx, we arrive at (7.15).
The next lemma generalizes the duality (5.22) to mixed moments of the Wright-Fisher diffusion
y at multiple times. We can interpret the left-hand side of (7.18) as the probability that
m1, . . . ,mn organisms sampled from the population at times t1, . . . , tn are all of the genetic
type I.
Lemma 7.6 (Sampling at multiple times) Fix 0 ≤ t1 < · · · < tn = t and nonnegative
integers m1, . . . ,mn. Let y be the diffusion in (5.20). Then
Ey
[ n∏
k=1
ymktk
]
= E
[
yφtxψt
]
, (7.18)
where (φs, ψs)s∈[0,t] is a Markov process in N
2 started in (φ0, ψ0) = (mn, 0), that jumps deter-
ministically as
(φs, ψs)→ (φs +mk, ψs) at time t− tk (k < n), (7.19)
and between these deterministic times jumps with rates as in (5.21).
Proof Induction, with repeated application of (5.22).
For any m ≥ 1, we put
hm(x) := 1− (1− x)m (x ∈ [0, 1]). (7.20)
The next lemma shows that we have particular good control on the action of Uγ on the
functions hm.
Lemma 7.7 (Action of Uγ on the functions hm) Let m ≥ 1 and let τγ be an exponentially
distributed random variable with mean γ. Conditional on τγ, let (φ
′
t, ψ
′
t)t≥0 be a Markov process
in N2, started in (φ′0, ψ
′
0) = (m, 0) that jumps at time t as:
(φ′t, ψ
′
t)→ (φ′t − 1, ψ′t) with rate φ′t(φ′t − 1),
(φ′t, ψ
′
t)→ (φ′t − 1, ψ′t + 1) with rate 1γφ′t,
(φ′t, ψ
′
t)→ (φ′t +m,ψ′t) with rate 1{τγ/2<t}.
(7.21)
Then the limit limt→∞ ψ
′
t =: ψ
′
∞ exists a.s., and
Uγhm(x) = E(m,0)
[
1− (1− x)ψ′∞] (m ≥ 1, x ∈ [0, 1]). (7.22)
Proof Let yγx, τγ/2, and (σk)k≥0 be as in Lemma 7.5. Then, by (7.12),
Uγhm(x) = 1− E
[ ∏
k≥0: σk<τγ/2
(
1− yγx(−σk)
)m]
. (7.23)
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Let (φ′, ψ′) = (φ′t, ψ
′
t)t≥0 be a N
2-valued process started in (φ′0, ψ
′
0) = (m, 0) such that condi-
tioned on τγ and (σk)k≥0, (φ
′, ψ′) is a Markov process that jumps deterministically as
(φ′t, ψ
′
t)→ (φ′t +m,ψ′s) at time σk (k ≥ 1 : σk < τγ/2) (7.24)
and between these times jumps with rates as in (5.21). Then (φ′t, ψ
′
t) → (0, ψ′∞) as t → ∞
a.s. for some N-valued random variable ψ′∞, and (7.22) follows from Lemma 7.6, using the
symmetry y ↔ 1 − y. Since σk+1 − σk are independent exponentially distributed random
variables with mean one, (φ′, ψ′) is the Markov process with jump rates as in (7.21).
The next result is a simple application of Lemma 7.7.
Lemma 7.8 (The catalyzing function h1) The function h1(x) := x (x ∈ [0, 1]) is Uγ-
subharmonic for each γ > 0.
Proof Since ψ′∞ ≥ 1 a.s., one has 1− (1 − x)ψ
′
∞ ≥ x a.s. (x ∈ [0, 1]) in (7.22). In particular,
setting m = 1 yields Uγh1 ≥ h1.
We now set out to prove that h7, which is the function h0,1 from Lemma 3.8, is Uγ-super-
harmonic. In order to do so, we will derive upper bounds on the expectation of ψ′∞. We derive
two estimates: one that is good for small γ and one that is good for large γ.
In order to avoid tedious formal arguments, it will be convenient to recall the interpreta-
tion of the process (φ′, ψ′) and Lemma 7.6. Recall from the discussion following (5.22) that
(yγx(t))t∈R describes the equilibrium frequency of genetic type I as a function of time in a
population that is in genetic exchange with an infinite reservoir. From this population we
sample at times −σk (k ≥ 0, σk < τγ/2) each time m individuals, and ask for the probability
that they are not all of the genetic type II. In order to find this probability, we follow the
ancestors of the sampled individuals back in time. Then φ′t and ψ
′
t are the number of ancestors
that lived at time −t in the population and the reservoir, respectively, and E[1 − (1 − x)ψ′∞ ]
is the probability that at least one ancestor is of type I.
Lemma 7.9 (Bound for small γ) For each γ ∈ (0,∞) and m ≥ 1,
1
m
E(m,0)[ψ′∞] ≤
1
m
m−1∑
i=0
1 + γ
1 + iγ
=: χm(γ). (7.25)
The function χm is concave and satisfies χm(0) = 1 for each m ≥ 1.
Proof Note that
E
[∣∣{k ≥ 0 : σk < τγ/2}∣∣] = 1 + γ. (7.26)
We can estimate (φ′, ψ′) from above by a process where ancestors from individuals sampled
at different times cannot coalesce. Therefore,
E(m,0)[ψ′∞] ≤ (1 + γ)E(m,0)[ψ∞], (7.27)
where (φ,ψ) is the Markov process in (5.21). Note that if (φ,ψ) is in the state (m+1, 0), then
the next jump is to (m, 1) with probability
1
γ (m+ 1)
1
γ (m+ 1) +m(m+ 1)
=
1
1 +mγ
(7.28)
47
and to (m, 0) with one minus this probability. Therefore,
E(m+1,0)[ψ∞] =
1
1 +mγ
E(m,1)[ψ∞] +
(
1− 1
1 +mγ
)
E(m,0)[ψ∞]
=
1
1 +mγ
(
E(m,0)[ψ∞] + 1
)
+
(
1− 1
1 +mγ
)
E(m,0)[ψ∞]
=E(m,0)[ψ∞] +
1
1 +mγ
.
(7.29)
By induction, it follows that
E(m,0)[ψ∞] =
m−1∑
i=0
1
1 + iγ
. (7.30)
Inserting this into (7.27) we arrive at (7.25). Finally, since
∂2
∂γ2
1 + γ
1 + iγ
=
2i(i − 1)
(1 + iγ)3
≥ 0 (i ≥ 0, γ ≥ 0), (7.31)
the function χm is convex.
Lemma 7.10 (Bound for large γ) For each γ ∈ (0,∞) and m ≥ 1,
E(m,0)[ψ′∞] ≤ ( 1γ + 1)
m∑
k=1
1
k
+
3
2
. (7.32)
Proof We start by observing that ∂∂tE[ψ
′
t] =
1
γE[φ
′
t], and therefore
E[ψ′∞] =
1
γ
∫ ∞
0
E[φ′t]dt. (7.33)
Unlike in the proof of the last lemma, this time we cannot fully ignore the coalescence of
ancestors sampled at different times. In order to deal with this we use a trick: at time zero we
introduce an extra ancestor that can only jump to the reservoir when t ≥ τγ and there are no
other ancestors left in the population. We further assume that all other ancestors do not jump
to the reservoir on their own. Let ξt be one as long as this extra ancestor is in the population
and zero otherwise, and let φ′′t be the number of other ancestors in the population according
to these new rules. Then we have at a Markov process (ξ, φ′′) started in (ξ0, φ
′′
0) = (1,m) that
jumps as:
(ξt, φ
′′
t )→ (ξt, φ′′t − 1) with rate (φ′′t + 1)φ′′t ,
(ξt, φ
′′
t )→ (ξt, φ′′t +m) with rate 1{τγ/2<t},
(ξt, φ
′′
t )→ (ξt − 1, φ′′t ) with rate 1γ 1{τγ/2≥t}1{φ′′t =0}.
(7.34)
It is not hard to show that (ξ, φ′′) and φ′ can be coupled such that ξt + φ
′′
t ≥ φ′t for all t ≥ 0.
We now simplify even further and ignore all coalescence between ancestors belonging to the
process φ′′ that are introduced at different times. Let φ
(k)
t be the number of ancestors in the
population that were introduced at the time σk (k ≥ 0). Thus, for t < σk one has φ(k)t = 0,
for t = σk one has φ
(k)
t = m, while for t > σk, the process φ
(k)
t jumps from n to n−1 with rate
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(n+1)n. Then it is not hard to see that, for an appropriate coupling, φ′′t ≤
∑
k≥0:σk<τγ/2
φ
(k)
t
for all t ≥ 0. We let ξ′ be a process such that ξ′0 = 1 and ξ′t jumps to zero with rate
1
γ
1{τγ/2≥t}
∏
k≥0:σk<τγ/2
1
{φ
(k)
t =0}
. (7.35)
Then for an appropriate coupling ξ′t ≥ ξt (t ≥ 0). Thus, we can estimate∫ ∞
0
E[φ′t]dt ≤
∫ ∞
0
E[ξ′t]dt+
∫ ∞
0
E
[ ∑
k≥0:σk<τγ/2
φ
(k)
t
]
dt. (7.36)
Set ρ := inf{t ≥ τγ/2 : φ(k)t = 0 ∀k ≥ 0 with σk < τγ/2} and pi := inf{t ≥ 0 : ξ′t = 0}. Then∫ ∞
0
E[ξ′t]dt = E[τγ/2] + E[ρ− τγ/2] + E[pi − ρ] =
3
2
γ + E[ρ− τγ/2]. (7.37)
Since
E[ρ− τγ/2]≤
∫ ∞
0
E
[
1
{
∑
k≥0:σk<τγ/2
φ
(k)
t 6=0}
]
dt
≤
∫ ∞
0
E
[ ∑
k≥0:σk<τγ/2
1
{φ
(k)
t 6=0}
]
dt,
(7.38)
using moreover (7.36) and (7.37), we can estimate∫ ∞
0
E[φ′t]dt ≤
3
2
γ +
∫ ∞
0
E
[ ∑
k≥0:σk<τγ/2
(φ
(k)
t + 1{φ(k)t 6=0}
)
]
dt. (7.39)
Since E
[∣∣{k ≥ 0 : σk < τγ/2}∣∣] = 1 + γ, we obtain∫ ∞
0
E[φ′t]dt ≤
3
2
γ + (1 + γ)
∫ ∞
0
E[φ
(0)
t + 1{φ(0)t 6=0}
]dt. (7.40)
Since φ
(0)
t jumps from n to n − 1 with rate (n + 1)n, the expected total time that φ(0)t = n
equals 1/((n + 1)n), and therefore
∫ ∞
0
E[φ
(0)
t + 1{φ(0)t 6=0}
]dt =
m∑
n=1
1
(n + 1)n
(n+ 1{n 6=0}) =
m∑
n=1
1
n
. (7.41)
Inserting this into (7.40), using (7.33), we arrive at (7.32).
Lemma 7.11 (The catalyzing function h0,1) One has Uγ(h0,1) ≤ h0,1 for each γ > 0.
Moreover, for each r > 1 and γ > 0,
sup
x∈(0,1]
Uγ(rh0,1)(x)
rh0,1(x)
< 1. (7.42)
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Proof Recall that h0,1(x) = h7(x) = 1− (1− x)7 (x ∈ [0, 1]). We will show that
E(7,0)[ψ′∞] < 7 (7.43)
for each γ ∈ (0,∞). The function χm(γ) from Lemma 7.9 satisfies
χm(1) =
1
m
m∑
n=1
2
n
< 1 (m ≥ 5). (7.44)
Since χm(γ) is concave in γ and satisfies χm(0) = 1, it follows that χm(γ) < 1 for all 0 < γ ≤ 1
and m ≥ 5. By Lemma 7.10, for all γ ≥ 1,
E(m,0)[ψ′∞] ≤ 2
m∑
k=1
1
k
+
3
2
< m (m ≥ 7). (7.45)
Therefore, if m ≥ 7, then m′ := E(m,0)[ψ′∞] < m. It follows by (7.22) and Jensen’s inequality
applied to the concave function z 7→ 1− (1− x)z that
Uγhm(x) ≤ 1− (1− x)E(m,0)[ψ′∞] = 1− (1− x)m′ ≤ hm(x) (x ∈ [0, 1], γ > 0). (7.46)
This shows that hm is Uγ-superharmonic for each γ > 0. By Lemma 7.2, for each r > 1,
Uγ(rhm)(x)
rhm(x)
≤ rUγ(hm)(x)
rhm(x)
≤ 1− (1− x)
m′
1− (1− x)m (x ∈ (0, 1]). (7.47)
By Lemma 7.3 and the monotonicity of Uγ ,
Uγ(rhm)(x)
rhm(x)
≤ Uγ(r)(x)
rhm(x)
≤ 1 + γ
1 + rγ
1
(1− (1− x)m) (x ∈ (0, 1]). (7.48)
Since the right-hand side of (7.47) is smaller than 1 for x ∈ (0, 1) and tends to m′/m < 1 as
x→ 0, since the right-hand side of (7.48) is smaller than 1 for x in an open neighborhood of
1, and since both bounds are continuous, (7.42) follows.
7.3 Extinction versus unbounded growth
In this section we show that Lemmas 3.6–3.8 are equivalent to Proposition 3.9. (This follows
from the equivalence of conditions (i) and (ii) in Lemma 7.12 below.) We moreover prove
Lemmas 3.6 and 3.8 and prepare for the proof of Lemma 3.7. We start with some general
facts about log-Laplace operators and branching processes.
For the next lemma, let E be a separable, locally compact, metrizable space. For n ≥ 0,
let qn ∈ C+(E) be continuous weight functions, let Qn be continuous cluster mechanisms on E,
and assume that the associated log-Laplace operators Un defined in (3.2) satisfy (3.3). Assume
that 0 6= h ∈ C+(E) is bounded and Un-superharmonic for all n, let Eh := {x ∈ E : h(x) > 0},
and define generating operators Uhn : B[0,1](E
h) → B[0,1](E) as in (3.25). For each n ≥ 0,
let (X (n)0 ,X (n)1 ) be a one-step Poisson cluster branching process with log-Laplace operator Un,
and let (X
(n),h
0 ,X
(n),h
1 ) be the one-step branching particle system with generating operator U
h
n .
(In a typical application of this lemma, the operators Un will be iterates of other log-Laplace
operators, and X (n)0 ,X (n)1 will be the initial and final state, respectively, of a Poisson cluster
branching process with many time steps.)
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Lemma 7.12 (Extinction versus unbounded growth) Assume that ρ ∈ C[0,1](Eh) and
put
p(x) :=
{
h(x)ρ(x) if x ∈ Eh,
0 if x ∈ E\Eh. (7.49)
Then the following statements are equivalent:
(i) P δx
[|X(n),h1 | ∈ · ] =⇒n→∞ ρ(x)δ∞ + (1− ρ(x))δ0
locally uniformly for x ∈ Eh,
(ii) P δx
[〈X (n)1 , h〉 ∈ · ] =⇒n→∞ e−p(x)δ0 + (1− e−p(x))δ∞
locally uniformly for x ∈ E,
(iii) Un(λh)(x) −→
n→∞
p(x)
locally uniformly for x ∈ E ∀λ > 0,
(iv) ∃0 < λ1 < λ2 <∞ : Un(λih)(x) −→
n→∞
p(x)
locally uniformly for x ∈ E (i = 1, 2).
Proof of Lemma 7.12 It is not hard to see that (i) is equivalent to
P δx [Thinλ(X
(n),h
1 ) 6= 0] −→n→∞ ρ(x) (7.50)
locally uniformly for x ∈ Eh, for all 0 < λ ≤ 1. It follows from (3.19) and (3.25) that
h(x)P δx [Thinλ(X
(n),h
1 ) 6= 0] = hUh(λ)(x) = U(λh)(x) (x ∈ E), so (i) is equivalent to
(i)′ Un(λh)(x) −→
n→∞
p(x)
locally uniformly for x ∈ E ∀0 < λ ≤ 1.
By (3.4), condition (ii) implies that
e
−Un(λh)(x) = Eδx[e−λ〈X1, h〉] −→
n→∞
e
−p(x) (7.51)
locally uniformly for x ∈ E for all λ > 0, and therefore (ii) implies (iii). Obviously (iii)⇒
(i)′ ⇒(iv) so we are done if we show that (iv)⇒(ii). Indeed, (iv) implies that
Eδx
[
e
−λ1〈X (n)1 , h〉 − e−λ2〈X
(n)
1 , h〉] −→
n→∞
0 (7.52)
locally uniformly for x ∈ E, which shows that
P δx
[
c < 〈X (n)1 , h〉 < C
] −→
n→∞
0 (7.53)
for all 0 < c < C <∞. Using (iv) once more we arive at (ii).
Our next lemma gives sufficient conditions for the n-th iterates of a single log-Laplace operator
U to satisfy the equivalent conditions of Lemma 7.12. Let E (again) be separable, locally com-
pact, and metrizable. Let q ∈ C+(E) be a weight function, Q a continuous cluster mechanism
on E, and assume that the associated log-Laplace operator U defined in (3.2) satisfies (3.3).
Let X = (X0,X1, . . .) be the Poisson-cluster branching process with log-Laplace operator U in
each step, let 0 6= h ∈ C+(E) be bounded and U -superharmonic, and let Xh = (Xh0 ,Xh1 , . . .)
denote the branching particle system on Eh obtained from X by Poissonization with a U -
superharmonic function h, in the sense of Proposition 3.4.
51
Lemma 7.13 (Sufficient condition for extinction versus unbounded growth) Assume
that
sup
x∈Eh
Uh(x)
h(x)
< 1. (7.54)
Then the process Xh started in any initial law L(Xh0 ) ∈ M1(Eh) satisfies
lim
k→∞
|Xhk | =∞ or ∃k ≥ 0 s.t. Xhk = 0 a.s. (7.55)
Moreover, if the function ρ : Eh → [0, 1] defined by
ρ(x) := P δx [Xhn 6= 0 ∀n ≥ 0] (x ∈ Eh) (7.56)
satisfies infx∈Eh ρ(x) > 0, then ρ is continuous.
Proof of Lemma 7.13 Let A denote the tail event A = {Xhn 6= 0 ∀n ≥ 0} and let (Fk)k≥0
be the filtration generated by Xh. Then, by the Markov property and continuity of the
conditional expectation with respect to increasing limits of σ-fields (see Complement 10(b)
from [Loe63, Section 29] or [Loe78, Section 32])
P [Xhn 6= 0 ∀n ≥ 0|Xk] = P (A|Fk) −→
k→∞
1A a.s. (7.57)
In particular, this implies that a.s. on the event A one must have P [Xhk+1 = 0|Xhk ] → 0 a.s.
By (3.19) and (3.25), P δx [Xh1 6= 0] = Uh1(x) = (Uh(x))/h(x), which is uniformly bounded
away from one by (7.54). Therefore, P [Xhk+1 = 0|Xhk ] → 0 a.s. on A is only possible if the
number of particles tends to infinity.
The continuity of ρ can be proved by a straightforward adaptation of the proof of [FS04,
Proposition 5 (d)] to the present setting with discrete time and noncompact space E. An
essential ingredient in the proof, apart from (7.54), is the fact that the map ν 7→ P ν [Xhn ∈ · ]
from N (E) to M1(N (E)) is continuous, which follows from the continuity of Qh.
We now turn our attention more specifically to the renormalization branching process X . In
the remainder of this section, (γk)k≥0 is a sequence of positive constants such that
∑
n γn =∞
and γn → γ∗ for some γ∗ ∈ [0,∞), and X = (X−n, . . . ,X0) is the Poisson cluster branching
process on [0, 1] defined in Section 3.2. We put U (n) := Uγn−1 ◦ · · · ◦ Uγ0 . If 0 6= h ∈ C[0, 1]
is Uγk -superharmonic for all k ≥ 0, then X h and Xh denote the branching process and the
branching particle system on {x ∈ [0, 1] : h(x) > 0} obtained from X by weighting and
Poissonizing with h in the sense of Propositions 3.3 and 3.4, respectively.
Proof of Lemma 3.6 By induction, it follows from Lemma 7.3 that
U (n)(λh1,1) =
∏n−1
k=0(1 + γk)∏n−1
k=0(1 + γk)− 1 + 1λ
(λ > 0). (7.58)
It is not hard to see (compare the footnote at (2.12)) that
∞∏
k=0
(1 + γk) =∞ if and only if
∞∑
k=0
γk =∞. (7.59)
Therefore, since we are assuming that
∑
n γn =∞,
U (n)(λh1,1) −→
n→∞
h1,1, (7.60)
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uniformly on [0, 1] for all λ > 0. The result now follows from Lemma 7.12 (with h = h1,1 and
ρ(x) = 1 (x ∈ [0, 1])).
Remark 7.14 (Conditions on (γn)n≥0) Our proof of Lemma 3.6 does not use that γn → γ∗
for some γ∗ ∈ [0,∞). On the other hand, the proof shows that ∑n γn = ∞ is a necessary
condition for (3.29). ✸
We do not know if the assumption that γn → γ∗ for some γ∗ ∈ [0,∞) is needed in Lemma 3.7.
We guess that it can be dropped, but it will greatly simplify proofs to have it around.
We will show that in order to prove Lemmas 3.7 and 3.8, it suffices to prove their analogues
for embedded particle systems in the time-homogeneous processes Yγ∗ (γ∗ ∈ [0,∞)). More
precisely, we will derive Lemmas 3.7 and 3.8 from the following two results. Below, (U0t )t≥0
is the log-Laplace semigroup of the super-Wright-Fisher diffusion Y0, defined in (3.15). The
functions p∗0,1,γ∗ (γ
∗ ∈ [0,∞)) are defined in (3.34).
Proposition 7.15 (Time-homogeneous embedded particle system with h0,0)
(a) For any γ∗ > 0, one has (Uγ∗)nh0,0 −→
n→∞
0 uniformly on [0, 1].
(b) One has U0t h0,0 −→
t→∞
0 uniformly on [0, 1].
Proposition 7.16 (Time-homogeneous embedded particle system with h0,1)
(a) For any γ∗ > 0, one has (Uγ∗)n(λh0,1) −→
n→∞
p∗0,1,γ∗ uniformly on [0, 1], for all λ > 0.
(b) One has U0t (λh0,1) −→t→∞ p
∗
0,1,0 uniformly on [0, 1], for all λ > 0.
Proposition 7.15 (a) will be proved in Section 8.2.
Proof of Proposition 7.16 (a) By formula (7.42) from Lemma 7.11, for each r > 1 the
function rh0,1 satisfies condition (7.54) from Lemma 7.13. Set ρ(x) := P
δx [Y
γ∗,rh0,1
n 6= 0 ∀n].
Then, by (3.19) and (3.25),
ρ(x)= lim
n→∞
P δx [Y
γ∗,rh0,1
n 6= 0] = lim
n→∞
(U
rh0,1
γ∗ )
n1(x)
= lim
n→∞
(Uγ∗)n(rh0,1)(x)
rh0,1(x)
≥ h1(x)
rh0,1(x)
(x ∈ (0, 1]),
(7.61)
where h1(x) = x (x ∈ [0, 1]) is the Uγ∗-subharmonic function from Lemma 7.8. It follows that
infx∈(0,1] ρ(x) > 0 and therefore, by Lemma 7.13, ρ is continuous in x.
By Lemma 7.13, we see that the Poissonized particle system Xrh0,1 exhibits extinction
versus unbounded growth in the sense of Lemma 7.12, which implies the statement in Propo-
sition 7.16 (a).
Proof of Propositions 7.15 (b) and 7.16 (b) These statements follow from results in
[FS03]. Indeed, [FS03, Proposition 2] implies that for any f ∈ B+[0, 1] and x ∈ [0, 1],
U0t f(x) −→t→∞ 0 if f(0) = f(1) = 0,
U0t f(x) −→
t→∞
p∗0,1,γ∗(x) if f(0) = 0, f(1) > 0.
(7.62)
To see that the convergence in (7.62) is in fact uniform in x ∈ [0, 1] we use the fact that
each function f ∈ B+[0, 1] with f(0) = f(1) = 0 can be bounded as f ≤ r1(0,1) for some
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r ≥ 1, and that each function f ∈ B+[0, 1] with f(0) = 0 and f(1) > 0 can be bounded as
ε1{1} ≤ f ≤ r1(0,1] for some 0 < ε ≤ 1 and r ≥ 1. Therefore, by the monotonity of U0t , it
suffices to show that U0t (r1(0,1)), U0t (r1(0,1]), and U0t (ε1{1}) converge uniformly on [0, 1]. By
[FS03, Lemma 15], these functions are continuous for each t > 0, and since moreover the limit
functions are continuous, it suffices to show that the convergence is monotone. Thus, we claim
that
U0t (r1(0,1)) ↓ 0 (r ≥ 1),
U0t (r1(0,1]) ↓ p∗0,1,γ∗ (r ≥ 1),
U0t (ε1{1}) ↑ p∗0,1,γ∗ (0 < ε ≤ 1).
(7.63)
By (an obvious analogue of) Lemma 7.2, it suffices to show that 1(0,1) and 1(0,1] are U0t -
superharmonic, while 1{1} is U0t -subharmonic for each t ≥ 0. Let (Y0,h1,1t )t≥0 be the branching
particle system obtained from (Y0t )t≥0 by Poissonization with the constant function h1,1 := 1.
Then Y0,h1,1 is a system of binary splitting Wright-Fisher diffusions, which was also studied
in [FS03]. One has (compare (3.19))
U0t 1(0,1)(x) = P [ThinU0t 1(0,1)(δx) 6= 0] = P
δx [Thin1(0,1)(Y
0,h1,1
t ) 6= 0] = P δx [Y 0,h1,1t ((0, 1)) > 0].
(7.64)
Likewise,
U0t 1(0,1](x) = P δx [Y 0,h1,1t ((0, 1]) > 0] and U0t 1{1}(x) = P δx [Y 0,h1,1t ({1}) > 0]. (7.65)
Using the fact that the points 0, 1 are traps for the Wright-Fisher diffusion and that in a binary
splitting Wright-Fisher diffusion, particles never die, it is easy to see that P δx [Y
0,h1,1
t ((0, 1)) >
0] and P δx [Y
0,h1,1
t ((0, 1]) > 0] are nonincreasing in t, while P
δx [Y
0,h1,1
t ({1}) > 0] is nonde-
creasing in t.
We now show that Propositions 7.15 and 7.16 imply Lemmas 3.7 and 3.8, respectively.
Proof of Lemma 3.7 We start with the proof that the embedded particle system Xh0,0 is
critical. For any f ∈ B+[0, 1] and k ≥ 1, we have, by Poissonization (Proposition 3.4) and the
definition of X ,
h0,0(x)E
−k,δx [〈Xh0,0−k+1, f〉] = E−k,L(Pois(h0,0δx))[〈X
h0,0
−k+1, f〉] = E−k,δx [〈Pois(h0,0X−k+1), f〉]
= E−k,δx [〈X−k+1, h0,0f〉] = ( 1γ + 1)E[〈Zγx , h0,0f〉] = ( 1γ + 1)〈Γ
γk−1
x , h0,0f〉,
(7.66)
where Γγx is the invariant law of y
γ
x from Corollary 5.4. In particular, setting f = 1 gives
h0,0(x)E
−k,δx [|Xh0,0−k+1|] = h0,0(x) by (5.25).
To prove (3.30), by Lemma 7.12 it suffices to show that
U (n)(λh0,0) −→
n→∞
0 (7.67)
uniformly on [0, 1] for all 0 < λ ≤ 1. We first treat the case γ∗ > 0. Then, by Theorem 3.2 (a),
for each fixed l ≥ 1 and f ∈ C+[0, 1],
Uγn−1 ◦ · · · ◦ Uγn−lf −→n→∞ (Uγ∗)
lf (7.68)
uniformly on [0, 1]. Therefore, by a diagonal argument, we can find l(n)→∞ such that∥∥(Uγ∗)l(n)h0,0 − Uγn−1 ◦ · · · ◦ Uγn−l(n)h0,0∥∥∞ −→n→∞ 0. (7.69)
54
Using the fact that the function h0,0 is Uγ-superharmonic for each γ > 0 and the monotonicity
of the operators Uγ , we derive from Proposition 7.15 (a) that
U (n)(λh0,0) ≤ Uγn−1 ◦ · · · ◦ Uγn−l(n)h0,0 −→n→∞ 0 (7.70)
uniformly on [0, 1] for all 0 < λ ≤ 1. This proves (7.67) in the case γ∗ > 0.
The proof in the case γ∗ = 0 is similar. In this case, by Theorem 3.2 (b), for each fixed
t > 0 and f ∈ C+[0, 1],
Uγn−1 ◦ · · · ◦ Uγkn(t)f(xn) −→n→∞ U
0
t f(x) ∀xn → x ∈ [0, 1], (7.71)
which shows that Uγn−1 ◦ · · · ◦ Uγkn(t)f converges to U0t f uniformly on [0, 1]. By a diagonal
argument, we can find t(n)→∞ such that∥∥U0t (h0,0)− Uγn−1 ◦ · · · ◦ Uγkn(t(n))(h0,0)∥∥∞ −→n→∞ 0, (7.72)
and the proof proceeds in the same way as before.
Proof of Lemma 3.8 By Lemma 7.12 and the monotonicity of the operators Uγ it suffices
to show that
(i) lim sup
n→∞
U (n)(h0,1) ≤ p∗0,1,γ∗,
(ii) lim inf
n→∞
U (n)(12h0,1) ≥ p∗0,1,γ∗,
(7.73)
uniformly on [0, 1]. We first consider the case γ∗ > 0. By (7.68) and a diagonal argument, we
can find l(n)→∞ such that∥∥(Uγ∗)l(n)h0,1 − Uγn−1 ◦ · · · ◦ Uγn−l(n)h0,1∥∥∞ −→n→∞ 0. (7.74)
Therefore, by Proposition 7.16 (a), the fact that h0,1 is Uγk -superharmonic for each k ≥ 0,
and the monotonicity of the operators Uγ , we find that
U (n)h0,1 ≤ Uγn−1 ◦ · · · ◦ Uγn−l(n)h0,1 −→n→∞ p
∗
0,1,γ∗, (7.75)
uniformly on [0, 1]. This proves (7.73) (i). To prove also (7.73) (ii) we use the Uγ-subharmonic
(for each γ > 0) function h1 from Lemma 7.8. By Lemma 7.2 also
1
2h1 is Uγ-subharmonic. By
bounding 12h1 from above and below with multiples of h0,1 it is easy to derive from Proposi-
tion 7.16 (a) that
(Uγ∗)n(12h1) −→n→∞ p
∗
0,1,γ∗ (7.76)
uniformly on [0, 1]. Arguing as before, we can find l(n)→∞ such that∥∥(Uγ∗)l(n)(12h1)− Uγn−1 ◦ · · · ◦ Uγn−l(n)(12h1)∥∥∞ −→n→∞ 0. (7.77)
Therefore, by (7.76) and the facts that 12h1 is Uγk -subharmonic for each k ≥ 0 and 12h1 ≤ 12h0,1,
U (n)(12h0,1) ≥ Uγn−1 ◦ · · · ◦ Uγn−l(n)(12h1) −→n→∞ p
∗
0,1,γ∗ , (7.78)
uniformly on [0, 1], which proves (7.73) (ii). The proof of (7.73) in case γ∗ = 0 is completely
analogous.
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8 Extinction on the interior
8.1 Basic facts
In this section we prove Proposition 7.15 (a). To simplify notation, throughout this section
h denotes the function h0,0. We fix 0 < γ
∗ < ∞, we let Y h := Y γ∗,h denote the branching
particle system on (0, 1) obtained from Yγ∗ = (Yγ∗0 ,Yγ
∗
1 , . . .) by Poissonization with h in the
sense of Proposition 3.4, and we denote its log-Laplace operator by Uhγ∗ . We will prove that
ρ(x) := P δx
[
Y hn 6= 0 ∀n ≥ 0
]
= 0 (x ∈ (0, 1)). (8.1)
Since for each n fixed, x 7→ ρn(x) := P δx [Y hn 6= 0] is a continuous function that decreases to
ρ(x), (8.1) implies that ρn(x)→ 0 locally uniformly on (0, 1), which, by an obvious analogon
of Lemma 7.12, yields Proposition 7.15 (a).
As a first step, we prove:
Lemma 8.1 (Continuous survival probability) One has either ρ(x) = 0 for all x ∈ (0, 1)
or there exists a continuous function ρ˜ : (0, 1) → [0, 1] such that ρ(x) ≥ ρ˜(x) > 0 for all
x ∈ (0, 1).
Proof Put p(x) := h(x)ρ(x). We will show that either p = 0 on (0, 1) or there exists a
continuous function p˜ : (0, 1) → (0, 1] such that p ≥ p˜ on (0, 1). Indeed,
p(x) = h(x)P δx
[
Y hn 6= 0 ∀n ≥ 0
]
= lim
n→∞
h(x)P δx
[
Y hn 6= 0
]
= h(x) lim
n→∞
(Uhγ∗)
n1(x) = lim
n→∞
(Uγ∗)nh(x) (x ∈ (0, 1)),
(8.2)
where we have used (3.19) and (3.25) in the last two steps. Using the continuity of Uγ∗ with
respect to decreasing sequences, it follows that
Uγ∗p = p. (8.3)
We claim that for any f ∈ B[0,1][0, 1], one has the bounds
〈Γγx, f〉 ≤ Uγf(x) ≤ (1 + γ)〈Γγx, f〉 (γ > 0, x ∈ [0, 1]). (8.4)
Indeed, by Lemma 7.5, Uγf(x) ≥ 1 − E[(1 − f(yγx(0)))] = 〈Γγx, f〉, while the upper bound in
(8.4) follows from (7.11).
By Remark 5.5, (0, 1) ∋ x 7→ 〈Γγx, f〉 is continuous for all f ∈ B[0,1][0, 1]. Moreover,
〈Γγx, f〉 = 0 for some x ∈ (0, 1) if and only if f = 0 almost everywhere with respect to
Lebesgue measure.
Applying these facts to f = p and γ = γ∗, using (8.3), we see that there are two possibilities.
Either p = 0 a.s. with respect to Lebesgue measure, and in this case p = 0 by the upper bound
in (8.4), or p is not almost everywhere zero with respect to Lebesgue measure, and in this case
the function x 7→ p˜(x) := 〈Γγx, f〉 is continuous, positive on (0, 1), and estimates p from below
by the lower bound in (8.4).
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8.2 A representation for the Campbell law
(Local) extinction properties of critical branching processes are usually studied using Palm
laws. Our proof of formula (8.1) is no exception, except that we will use the closely related
Campbell laws. Loosely speaking, Palm laws describe a population that is size-biased at a
given position, plus ‘typical’ particle sampled from that position, while Campbell laws describe
a population that is size-biased as a whole, plus a ‘typical’ particle sampled from a random
position.
Let P be a probability law on N (0, 1) with ∫N (0,1) P(dν)|ν| = 1. Then the size-biased law
Psize associated with P is the probability law on N (0, 1) defined by
Psize( · ) :=
∫
N (0,1)
P(dν) |ν|1{ν ∈ · }. (8.5)
The Campbell law associated with P is the probability law on (0, 1) ×N (0, 1) defined by
PCamp(A×B) :=
∫
N (0,1)
P(dν) ν(A)1{ν ∈ B} (8.6)
for all Borel-measurable A ⊂ (0, 1) and B ⊂ N (0, 1). If (v, V ) is a (0, 1) × N (0, 1)-valued
random variable with law PCamp, then L(V ) = Psize, and v is the position of a ‘typical’
particle chosen from V .
Let
Px,n( · ) := P δx[Y hn ∈ · ] (8.7)
denote the law of Y h at time n, started at time 0 with one particle at position x ∈ (0, 1).
Note that by criticality,
∫
N (0,1) Px,n(dν)|ν| = 1. Using again criticality, it is easy to see that
in order to prove the extinction formula (8.1), it suffices to show that
lim
n→∞
Px,nsize
({1, . . . , N}) = 0 (x ∈ (0, 1), N ≥ 1). (8.8)
In order to prove (8.8), we will write down an expression for Px,nCamp. Let Qh denote the offspring
mechanism of Y h, and, for fixed x ∈ (0, 1), let QhCamp(x, · ) denote the Campbell law associated
with Qh(x, · ). The next proposition is a time-inhomogeneous version of Kallenberg’s famous
backward tree technique; see [Lie81, Satz 8.2].
Proposition 8.2 (Representation of Campbell law) Let (vk, Vk)k≥0 be the Markov pro-
cess in (0, 1) ×N (0, 1) with transition laws
P
[
(vk+1, Vk+1) ∈ ·
∣∣ (vk, Vk) = (x, ν)] = QhCamp(x, · ) ((x, ν) ∈ (0, 1) ×N (0, 1)), (8.9)
started in (v0, V0) = (δx, 0). Let (Y
h,(k))k≥1 be branching particle systems with offspring
mechanism Qh, conditionally independent given (vk, Vk)k≥0, started in Y
h,(k)
0 = Vk − δvk .
Then
Px,nCamp = L
(
vn, δvn +
n∑
k=1
Y
h,(k)
n−k
)
. (8.10)
Formula (8.10) says that the Campbell law at time n arises in such a way, that an ‘immortal’
particle at positions v0, . . . ,vn sheds off offspring V1− δv1 , . . . , Vn− δvn , distributed according
to the size-biased law with one ‘typical’ particle taken out, and this offspring then evolve
under the usual forward dynamics till time n. Note that the position of the immortal particle
(vk)k≥0 is an autonomous Markov chain.
We need a bit of explicit control on QhCamp.
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Lemma 8.3 (Campbell law) One has
QhCamp(x,A×B) =
1
γ∗ + 1
h(x)
∫
P [Pois(hZγ∗x ) ∈ dχ]χ(A)1{χ∈A}, (8.11)
where the random measures Zγ∗x are defined in (3.7).
Proof By the definition of the Campbell law (8.6), and (3.24),
QhCamp(x,A×B)=
∫
Qh(x,dχ)χ(A)1{χ∈B}
=
1
γ∗ + 1
h(x)
∫
P [Pois(hZγ∗x ) ∈ dχ]χ(A)1{χ∈B} +
(
1−
1
γ∗ + 1
h(x)
)
· 0.
(8.12)
Recall that by (3.7),
Zγ∗x :=
∫ τγ∗
0
δ
y
γ∗
x (−t/2)
dt, (8.13)
where (yγ
∗
x (t))t∈R is a stationary solution to the SDE (3.6) with γ = γ
∗. By Lemma 8.3, the
transition law of the Markov chain (vk)k≥0 from Proposition 8.2 is given by
P [vk+1 ∈ dy|vk = x] =
1
γ∗ + 1
h(x)
E[Pois(hZγ∗x )(dy)] =
1 + γ∗
h(x)
h(y)Γγ
∗
x (dy), (8.14)
where Γγ
∗
x is the invariant law of y
γ∗
x from Corollary 5.4. In the next section we will prove the
following lemma.
Lemma 8.4 (Immortal particle stays in interior) The Markov chain (vk)k≥0 started in
any v0 = x ∈ (0, 1) satisfies
(vk)k≥0 has a cluster point in (0, 1) a.s. (8.15)
We now show that Lemma 8.4, together with our previous results, implies Proposition 7.15 (a).
Proof of Proposition 7.15 (a) We need to prove (8.1). By our previous analysis, it suffices
to prove (8.8) under the assumption that ρ 6= 0. By Proposition 8.2,
Px,nsize = L
(
δvn +
n∑
k=1
Y
h,(k)
n−k
)
. (8.16)
Conditioned on (vk, Vk)k≥0, the (Y
h,(k)
n−k )k=1,...,n are independent random variables with
P
[
Y
h,(k)
n−k 6= 0
] ≥ P [Y h,(k)m 6= 0 ∀m ≥ 0] = P [Thinρ(Vk − δvk) 6= 0]. (8.17)
Therefore, (8.8) will follow by Borel-Cantelli provided that we can show that
∞∑
k=1
P [Thinρ(Vk − δvk) 6= 0|vk−1] =∞ a.s. (8.18)
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Define f(x) := P [Thinρ(Vk − δvk) 6= 0|vk−1 = x] (x ∈ (0, 1)). We need to show that∑∞
k=1 f(x) =∞ a.s. Using Lemma 8.1 and Lemma 8.3 we can estimate
f(x) ≥ P [Thinρ˜(Vk − δvk) 6= 0|vk−1 = x] =
∫
N (0,1)
QhCamp(x,dy,dν){1− (1− ρ˜)ν−δy
}
> 0
(8.19)
for all x ∈ (0, 1). Since Qγ∗ , defined in (3.8), is a continuous cluster mechanism, also
QhCamp(x, ·) is continuous as a function of x, hence the bound in (8.19) is locally uniform
on (0, 1), hence Lemma 8.4 implies that there is an ε > 0 such that
P [Thinρ(Vk − δvk) 6= 0|vk−1] ≥ ε (8.20)
at infinitely many times k − 1, which in turn implies (8.18).
8.3 The immortal particle
Proof of Lemma 8.4 Let K(x,dy) denote the transition kernel (on (0, 1)) of the Markov
chain (vk)k≥0, i.e., by (8.14),
K(x,dy) = (1 + γ∗)
y(1− y)
x(1− x)Γ
γ∗
x (dy). (8.21)
It follows from (5.24) that∫
K(x,dy)y(1− y) = x(1− x) + γ
∗(1 + γ∗)
(1 + 2γ∗)(1 + 3γ∗)
. (8.22)
Set
g(x) :=
∫
K(x,dy)y(1− y)− x(1− x) (x ∈ (0, 1)). (8.23)
Then
Mn := vn(1− vn)−
n−1∑
k=0
g(vk) (n ≥ 0) (8.24)
defines a martingale (Mn)n≥0. Since g > 0 in an open neighborhood of {0, 1},
P [(vk)k≥0 has no cluster point in (0, 1)] ≤ P [ lim
n→∞
Mn = −∞] = 0, (8.25)
where in the last equality we have used that (Mn)n≥0 is a martingale.
9 Proof of the main result
Proof of Theorem 1.4 Part (a) has been proved in Section 5.3. It follows from (2.12), (2.13),
(3.10), and (3.11) that part (b) is equivalent to the following statement. Assuming that
(i)
∞∑
n=1
γn =∞ and (ii) γn −→
n→∞
γ∗ (9.1)
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for some γ∗ ∈ [0,∞), one has, uniformly on [0, 1],
Uγn−1 ◦ · · · ◦ Uγ0(p) −→n→∞ p
∗
l,r,γ∗, (9.2)
where p∗l,r,γ∗ is the unique solution in Hl,r of
(i) Uγ∗p∗= p∗ if 0 < γ∗ <∞,
(ii) 12x(1− x) ∂
2
∂x2
p∗(x)− p∗(x)(1 − p∗(x))= 0 (x ∈ [0, 1]) if γ∗ = 0.
(9.3)
It follows from Proposition 3.5 that the left-hand side of (9.2) converges uniformly to a limit
p∗l,r,γ∗ which is given by (3.34). We must show 1
◦ that p∗l,r,γ∗ ∈ Hl,r and 2◦ that p∗l,r,γ∗ is the
unique solution in this class to (9.3). We first treat the case γ∗ > 0.
1◦ Since p∗0,0,γ∗ ≡ 0 and p∗1,1,γ∗ ≡ 1, it is obvious that p∗0,0,γ∗ ∈ H0,0 and p∗1,1,γ∗ ∈ H1,1.
Therefore, by symmetry, it suffices to show that p∗0,1,γ∗ ∈ H0,1. By Lemmas 7.8 and 7.11,
x ≤ p ≤ 1− (1− x)7 implies x ≤ Uγkp ≤ 1− (1− x)7 for each k. Iterating this relation, using
(9.2), we find that
x ≤ p∗0,1,γ∗(x) ≤ 1− (1− x)7. (9.4)
By Proposition 5.11, the left-hand side of (9.2) is nondecreasing and concave in x if p is, so
taking the limit we find that p∗0,1,γ∗ is nondecreasing and concave. Combining this with (9.4)
we conclude that p∗0,1,γ∗ is Lipschitz continuous. Moreover p
∗
0,1,γ∗(0) = 0 and p
∗
0,1,γ∗(1) = 1 so
p∗0,1,γ∗ ∈ H0,1.
2◦ Taking the limit n → ∞ in (Uγ∗)np = Uγ∗(Uγ∗)n−1p, using the continuity of Uγ∗
(Corollary 5.10) and (9.2), we find that Uγ∗p∗l,r,γ∗ = p∗l,r,γ∗. It follows from (9.2) that p∗l,r,γ∗ is
the only solution in Hl,r to this equation.
For γ∗ = 0, it has been shown in [FS03, Proposition 3] that p∗l,r,0 is the unique solution
in Hl,r to (9.3) (ii). In particular, it has been shown there that p∗0,1,0 is twice continuously
differentiable on [0, 1] (including the boundary). This proves parts (b) and (c) of the theorem.
A Appendix: Infinite systems of linearly interacting diffusions
A.1 Hierarchically interacting diffusions
For any N ≥ 2, the hierarchical group with freedom N is the set ΩN of all sequences ξ =
(ξ1, ξ2, . . .), with coordinates ξk in the finite set {0, . . . , N −1}, which are different from 0 only
finitely often, equipped with componentwise addition modulo N . Setting
‖ξ‖ := min{n ≥ 0 : ξk = 0 ∀k > n} (ξ ∈ ΩN ), (A.1)
‖ξ − η‖ is said to be the hierarchical distance between two sites ξ and η in ΩN .
Let D ⊂ Rd be open and convex, and let W be a renormalization class on D. Let σ
be a continuous root of a diffusion matrix w ∈ W as in Remark 1.2. Consider a collection
x = (xξ)ξ∈ΩN of D-valued processes, solving a system of SDE’s of the form
dxξ(t) =
∞∑
k=0
ck
Nk
(
xk+1ξ (t)− xξ(t)
)
dt+
√
2σ(xξ(t))dBξ(t) (t ≥ 0, ξ ∈ ΩN ), (A.2)
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where (Bξ)ξ∈ΩN is a collection of independent standard Brownian motions, with initial condi-
tion
xξ(0) = θ ∈ D (ξ ∈ ΩN ). (A.3)
Here the (ck)k≥0 are positive constants satisfying
∑
k ck/N
k < ∞, and xkξ (t) denotes the
k-block average around ξ:
xkξ (t) :=
1
Nk
∑
η:‖ξ−η‖≤k
xη(t) (k ≥ 0). (A.4)
(Note that |{η : ‖ξ − η‖ ≤ k}| = Nk.) Under suitable additional assumptions on σ, one can
show that (A.2) has a unique (weak or strong) solution (see [DG93a, DG96, Swa00]). We call
x a system of hierarchically interacting D-valued diffusions with migration constants (ck)k≥0
and local diffusion rate wij =
∑
k σikσjk. Such systems are used to model gene frequencies or
population sizes in population biology [SF83].
The long-time behavior of the system in (A.2) depends crucially on the recurrence versus
transience of the continuous-time random walk on ΩN which jumps from a point ξ to a point
η 6= ξ with rate
a(η − ξ) :=
∞∑
k=‖ξ−η‖
ck−1
N2k−1
. (A.5)
This random walk is recurrent if and only if
∞∑
k=0
1
dk
=∞, where dk :=
∞∑
n=0
ck+n
Nn
(A.6)
(see [DG93a, Kle96]; a similar problem is treated in [DE68]). Assuming that the law of x(t)
converges weakly as t→∞ to the law of some DΩN -valued random variable x(∞), one expects
that in the recurrent case x(∞) must have the following properties:
(i) xξ(∞) = xη(∞) a.s. ∀ξ, η ∈ ΩN ,
(ii) xξ(∞) ∈ ∂wD a.s. ∀ξ ∈ ΩN . (A.7)
Here ∂wD is the effective boundary of D, defined in (2.3). If x(t) converges in law to a limit
x(∞) satisfying (A.7), then we say that x clusters. In the transient case, it is believed that
solutions of (A.2) do not cluster. (For compact D these facts were proved in [Swa00].)
An important tool in the study of solutions to (A.2) is the so-called interaction chain.
This is the chain (x00(t),x
1
0(t), . . .) of block-averages around the origin. Heuristic arguments
suggest that in the local mean field limit N →∞, the interaction chain converges to a certain
well-defined Markov chain.
Conjecture A.1 Fix w ∈ W, θ ∈ D, and positive numbers (ck)k≥0 such that for N large
enough,
∑
k ck/N
k < ∞. For all N large enough, let xN be a solution to (A.2)–(A.3), and
assume that tN are constants such that, for some n ≥ 1, limN→∞N−ntN = T ∈ [0,∞). Then(
xN,n0 (tN ), . . . ,x
N,0
0 (tN )
)
=⇒
N→∞
(Iw−n, . . . , I
w
0 ), (A.8)
where (Iw−n, . . . , I
w
0 ) is a Markov chain with transition laws
P [Iw−k ∈ dy|Iw−k−1 = x] = νck,F
(k)w
x (dy) (x ∈ D, 0 ≤ k ≤ n− 1) (A.9)
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and initial state
Iw−n = yT , where dyt = cn(θ − yt)dt+
√
2σ(n)(yt)dBt, y0 = θ, (A.10)
and σ(n) is a root of the diffusion matrix F (n)w.
Rigorous versions of conjecture A.1 have been proved for renormalization classes on D = [0, 1]
and D = [0,∞) in [DG93a, DG93b].
Note that the iterated kernels Kw,(n) defined in (2.4) are the transition probabilities from
time −n to time 0 of the interaction chain in the mean-field limit:
Kw,(n)x (dy) = P [I
w
0 ∈ dy|Iw−n = x] (x ∈ D, n ≥ 0). (A.11)
Lemma 2.6 expresses the fact that the system xN clusters in the local mean-field limit N →∞.
The condition sn → ∞ in Lemma 2.6 means that
∑
k≥0
1
ck
= ∞, which, in a sense, is the
N →∞ limit of condition (A.6).
A.2 The clustering distribution of linearly interacting diffusions
Let D ⊂ Rd be open, bounded, and convex, and let W be a renormalization class on D.
Fix migration constants (ck)k≥0 and assume that sn → ∞ and sn+1/sn → 1 + γ∗ for some
γ∗ ∈ [0,∞]. Recall the definition of the iterated probability kernels Kw,(n) in (2.4). Recall
Conjecture 2.7. Assuming that the rescaled renormalized diffusion matrices snF
(n)w converge
to a limit w∗, we can make a guess about the limit of the iterated probability kernels Kw,(n).
Conjecture A.2 (Limits of iterated probability kernels) Assume that snF
(n)w → w∗
as n→∞. Then, for any w ∈ W,
Kw,(n) −→
n→∞
K∗, (A.12)
where K∗ has the following description:
(i) If 0 < γ∗ <∞, then
K∗x = limn→∞
P x[Iγ
∗
n ∈ · ], (A.13)
where (Iγ
∗
n )n≥0 is the Markov chain with transition law P [I
γ∗
n+1 ∈ · |Iγ
∗
n = x] = ν1/γ
∗,w∗.
(ii) If γ∗ = 0, then
K∗x = lim
t→∞
P x[I0t ∈ · ], (A.14)
where (I0s )s≥0 is the diffusion process with generator
∑d
i,j=1w
∗
ij(y)
∂2
∂yi∂yj
.
(iii) If γ∗ =∞, then
K∗x = limγ→∞
ν1/γ,w
∗
x . (A.15)
For each N ≥ 2, let xN = (xNξ )ξ∈ΩN be a system of hierarchically interacting diffusions as in
(A.2) and (A.3). If γ∗ = 0, then because of Conjectures A.1 and A.2, we expect3 that
lim
n→∞
lim
N→∞
L(xN0 (NnT )) = K∗θ (T > 0), (A.16)
3For γ∗ > 0, the situation is more complex. In this case at the right-hand side of (A.16) we expect the law∫
D
P θ[yT ∈ dx]K∗x, where y solves the SDE dyt = 1γ∗ (θ−yt)dt+
√
2σ∗(yt)dBt and σ
∗ is a root of the diffusion
matrix w∗. Note that in this case the right-hand side of (A.16) depends on T .
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where K∗ is the kernel in (A.14).
In particular, consider the case that the migration constants (ck)k≥0 are of the form ck = r
k
for some r > 0. In this case, sn+1/sn → 1r ∨ 1, and sn → ∞ if and only if r ≤ 1. One can
check (see (A.6)) that for fixed N ≥ 2, the random walk with the kernel a in (A.5) is recurrent
if and only if r ≤ 1. The critical case r = 1 corresponds to a critically recurrent random walk.
For a precise definition of critical recurrence, see [Kle96, formula (1.15)]. For r = 1, we expect
that the double limit in (A.16) can be replaced by a single limit. More precisely, for each fixed
N ≥ 2, we expect that
lim
t→∞
L(xN0 (t)) = K∗θ . (A.17)
In this case, we call K∗θ the clustering distribution of x
N . The clustering distribution of linearly
interacting isotropic diffusions was studied in [Swa00]. We expect (A.17) to hold, even more
generally, for all systems of linearly interacting diffusions with a critically recurrent migration
mechanism. In particular, we expect (A.17) to hold for symmetric nearest-neighbor interaction
on Zd in the critical dimension d = 2. If one is ready to make this enormous leap of faith,
then combining Conjectures 2.7 and A.2, one arrives at the following conjecture.
Conjecture A.3 (Critical clustering) Let D ⊂ Rd be open, bounded, and convex, and let
W be a renormalization class on D. Assume that the asymptotic fixed point equation (2.16) (ii)
has a unique solution w∗ in W. Let σ be a continuous root of a diffusion matrix w ∈ W. Let
x = (xξ)ξ∈Z2 be a D
Z2
-valued process, solving the system of SDE’s
dxξ(t) =
∑
η: |η−ξ|=1
(
xη(t)− xξ(t)
)
dt+ σ(xξ(t))dBξ(t), (A.18)
with initial condition xξ(0) = θ ∈ D (ξ ∈ Z2). Then
xξ(t) =⇒
t→∞
Iθ∞ (ξ ∈ Z2), (A.19)
where (Iθs )s≥0 is the diffusion with generator
∑
i,j w
∗
ij(y)
∂2
∂yi∂yj
and initial condition Iθ0 = θ.
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