I. INTRODUCTION
In this paper, to find out that TS errors (or called residual's interchangeably)follows any particular patterns or not and to obtain the residual values of TSs, we conducted two classical methods of TS decomposition and then we analyzed the residual terms of TSs for both decomposition method to find anomaly in residual distributions. To evaluate the TS residual values, Durbin-Watson (DW) and Breusch-Godfrey (BG) test as well as visualization method are applied [1] - [7] .
II. TIME-SERIES DECOMPOSITION
Generally, there are plenty of time-series decomposition methods that have been proposed in the field literature [8] - [16] . Among those methods, there are two classical and well known industrial applicable methods: additive and multiplica-
(moving average(m)) and if m an odd number then T = (moving average(m))
2. De-trend the Ts using yt T 3. To obtain the St for each season, take the average for the de-trended values for that season. For example, for weekly data, St for the first week is the average of de-trended values of first weeks in TS. 4 . The residual values will be [18] :
B. Multiplicative Decomposition (MD) of TSs
In this model, TS is considered to be as (3):
Like AD method, the corresponding steps for MD are as follows: 1. If m is an even number, the trend-cycle T is 2 (moving average(m)) and if m an odd number then T = (moving average(m)) 2. De-trend the TS using yt tive. In following both are described.
3. To obtain the ^
T t
In this model, the TS yt is considered to be consists of components including trend, seasonal and residual (errors) term. This model can be formulated as follows [17] : data, St for the first week is the average of de-trended values of first weeks in TS. 4. The residual value is as: 
A. Additive Decomposition (AD) of TSs
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A. Durbin-Watson (DW) Test
On eof the most common tests to find out the randomness of error term is DW test. Consider the first order auto-regression model (from the part 1 of this paper), we have yt = α0 + γyt−1+εt. If the error term is not random, then it is reasonable to assume that there is a correlation between error at the time t and the first lag of errors as follows:
Under DW test, the hypothesis is as follows: 
Equation (6) emphasizes that under the Null hypothesize, there is no auto-correlation between errors, however the H, shows the auto-correlation. Based on DW test, the DW statistic
Let's define the transformed variables as below (xt in the TS is yt−1):
is defined as follows [24] : Σn
If DW test is less than a critical value, the we reject the H0, which means there is auto-correlation between error term and their first lag and thus, there is possibility of cyber-attacks toward the electricity grid. As an intuition to DW statistic, it can be mentioned that if we have auto-correlation, the next error term would be as similar as the current error term,
therefore the (εt−εt−1) 2 would be a small value. In contrast, if the error term is random, (ε − ε ) 2 in general is a big term.
Unlike the common h
there is not a certain critical value for DW statistic [25] - [26] . But instead, there are upper du and lower dl critical values so that: -DW statistic > du we cannot reject H0 -DW statistic < dl we reject H0 and conclude H1 -dl < D < du we cannot include eighter auto-correlation or randomness. DW test only checks the first lag auto-correlation and longer lags are not considered. It is proven that DW statistic 2(1 ρ) and as a role of thumb it can be concluded: -for DW statistic greater than 2, there is no auto-correlation (we cannot reject H0 -for DW close to zero, there is perfect auto-correlation in errors. The auto correlation consequences can be listed as below: 1. Regression coefficients remain unbiased, but are not longer minimum variance estimates.
Multiplying (12) by ρ and subtracting from (11), we will have:
The last towo terms in (14) would be the equal to Ut which follows he normal distribution and we can then run the LS to find the β0, β0, β1 and Ut. The flowchart for the DW test and transformed TS is show in Fig. [1] Considering the DW test there are major drawbacks that can be listed as follows; 1. DW interpretation is hard and complicated 2. ρ is inconsistent even for large samples 3. DW only considers the auto correlation of order 1. Regrading the above-mentioned condition, there is another comprehensive statistical test for auto correlation in the next section.
In case of AR(1) model for the TS the transformation would (7) (εt) 2 n t=1 DW = be as: (εt) 2 n t=1 DW = , there are that can be implemented on data [19] - [23] . In following these 
B. Breusch-Godfrey or (LM) Test
In this model, we use an auxiliary regression equation for modelling the error. To run the LM test, the step by step procedure is as follows: 1) Estimate yt = α + βxt)+ε t by ordinary least square method 2) Obtain the residuals εt 3) Run an auxiliary regression as follows;
Since in (15) , it is considered that xt is exogenous regressor, so it doesn't influence on ρ1, ..., ρk. So the test hypothesis is as follows: 4) Form the test hypothesis as; degree of freedom, then we cannot reject Null hypothesis and there is no auto-correlation.
As a good rule of thumb choosing the k can be based on seasonality of your data, if the data is seasonal k = 4, if daily k = 7 and if monthly k = 12 are good estimation. However, Akaike information criteria (AIC) can be applied as explained in the first part of this paper.
IV. RESULTS FOR NEW ENGLAND BIG DATA
In this section, first electricity price and demand for 9 different operational zones of NE are decomposed using both AD and MD methods. Then DW and GB test are applied to these data to find possible auto-correlation as source of cyber-.
attack to the system. In (16) the Null hypothesis emphasizes that there is no autocorrelation while H1 states that there is some sort of autocorrelation. The Breusch-Godfrey test needs LM statistic which proven to follow χ 2 distribution in which k is number of auto-correlation lags that we have considered. 5) Calculate LM statistic as following;
T is the total number of samples. If LM statistic is greater than the critical value from χ 2 with k degree of freedom, we will reject the H0, so there si auto-correlation of K lag in this case. If LM statistic is less than critical value from χ 2 with k The AD and MD decomposition for electricity prices and demands are depicted in Figs. [2]- [3] . The test results for DW and GB test are listed in Table. [1].
B. Decomposition and Auto-Correlation for Zone 2
The AD and MD decomposition for electricity prices and demands are depicted in Figs. [4]- [5] . The test results for DW and GB test are listed in Table. [2].
C. Decomposition and Auto-Correlation for Zone 3
The AD and MD decomposition for electricity prices and demands are depicted in Figs. [6] - [7] . The test results for DW and GB test are listed in Table. [3]. 
A. Decomposition and Auto-Correlation for Zone 1
0 ∀ i = 1, ..., k or R 2 > 0 H1 : ρi
D. Decomposition and Auto-Correlation for Zone 4
The AD and MD decomposition for electricity prices and demands are depicted in Figs. [8]- [9] . The test results for DW and GB test are listed in Table. [4]. 
TABLE II PORTLAND DAY-AHEAD PRICE PREDICTION ERROR
RTP Prediction Error
E. Decomposition and Auto-Correlation for Zone 5
The AD and MD decomposition for electricity prices and demands are depicted in Figs. [10]- [11] . The test results for DW and GB test are listed in Table. [5].
F. Decomposition and Auto-Correlation for Zone 6
The AD and MD decomposition for electricity prices and demands are depicted in Figs. [12]- [13] . The test results for DW and GB test are listed in Table. [6].
G. Decomposition and Auto-Correlation for Zone 7
The AD and MD decomposition for electricity prices and demands are depicted in Figs. [14] - [15] . The test results for DW and GB test are listed in Table. [7] . 
H. Decomposition and Auto-Correlation for Zone 8
The AD and MD decomposition for electricity prices and demands are depicted in Figs. [16] - [17] . The test results for DW and GB test are listed in Table. [8]. 
