Abstract. Wind power point forecasting is the primary method to deal with its uncertainty. However, in many applications, the probabilistic interval of wind power is more useful than traditional point forecasting. Methods to determine the probabilistic interval of wind power point forecasting value is very essential to power system operations. Based on the bootstrap method, this paper proposed a wavelet transform combined with a neuro-fuzzy network model to estimate the prediction interval of wind power. In the model, to account for the ramp event of wind power series, a wavelet-based ramp event was used and the moving block bootstrap method, which considers the dependence of wind power series, was used to construct sampling datasets. Then, the bootstrapped datasets were estimated by a neuro-fuzzy network inference system. A case study provided a 90% confidence level of prediction intervals, which was constructed to examine the effectiveness of the model.
Introduction
With the rapid increase of wind turbine installed capacity in power systems, wind energy has become the most important and efficient renewable energy from a marginal energy source. However the variability and uncertainty of wind power brings some new challenges to load balance, economic dispatch and unit commitment in power system operations. Reliable and accurate wind power forecasting systems are the primary method to deal with the uncertainty of wind power, which can smooth operation of power systems.
Based on the data used in the forecasting system, there are two primary groups of forecasting methods for wind power: physical methods and data mining methods [1, 8] . Physical methods use meteorological data and physical laws to obtain wind speed and wind direction information, which is then transformed into corresponding wind power based on the power curves of wind turbines. Data mining methods use historical datasets of wind power or wind speed to extract typical features and develop prediction models [2] . A variety of intelligent algorithms such as neural networks [16] , fuzzy neural networks [25] and support vector machines [18] have been proposed for nonlinear forecasting model in the literatures.
Traditionally, most research has focused on developing accurate point forecasting methods for wind power [3] . However, due to the chaotic nature of meteorological systems and the non-stationarity of wind power series, the output of traditional point forecasting methods can hardly correlate to the real measured values, which may lead to uncertainties and risks for power system operations [9] . And Ferreira and Gama pointed out that dealing with the sudden and large changes of ramp events in wind power has become the major issue in wind power generation [10] . Previous Bossavy and Girard further pointed out that the deterministic point forecast models based on minimum least square criterion have poor performance on forecasting of ramp events [4] . Probabilistic interval forecasting provides a more effective approach to estimate and quantify the potential uncertainty of wind power than point forecasting method [11] . Therefore, the prediction of intervals of wind power generation considering ramp events is a significant research topic.
Custom interval estimation methods were based on the predefined probability distribution, so that many applications of wind power forecasting require the knowledge of the probability distribution of forecasting error before generating the interval. However, in practice, the wind power forecasting error is generally acquired from the real prediction value and measured values of one wind farm. The forecasting method and the topographic feature of the wind farm have remarkable influence on forecasting error. When the wind farm participates in the electric market with some bidding strategy as an independent participant, the statistical method of forecasting error distribution may no longer be valid. The bootstrap method as a statistical inference approach can be used to achieve interval estimation without a predefined probability distribution. However, the custom bootstrap method does not consider the dependence of data. Wind power series are a typical dependence time series, and have some special dependence features; especially the ramp event should be considered when using the bootstrap method to estimate the interval of wind power output.
Ramp forecasting is a relatively new study field compare to general wind power forecasting. Ramp is simply defined as a sudden change in wind power which has large amplitude in a relatively short period of time, but there is no consensus on the accepted formal definition of a ramp event [23] . So far, much literature has defined a ramp event as an indicator function by a specified threshold, but Gallego and Costa reported that wavelet transform can describe wind power ramp characterizations more efficiently than many ramp binary definitions using indicator functions [12] .
Wavelet transform is a relatively new mathematical approach for signal analysis and wavelet analysis, has been used in many research fields in the last few decades. The time-frequency decomposition of wavelet analysis has been successfully applied in image processing [19] , signal de-nosing [24] and condition monitoring [20] . Wavelet combined with some expert models such as neural networks was also used efficiently in stochastic time-series forecasting [21] . In the electrical engineering field, the wavelet transform has been successfully used to forecast electrical load and electricity price. Zhang reported a neuralwavelet model to determine short-term electrical load forecasting [6] . And a wavelet transform combined with ARIMA and GARCH models was developed for day-ahead electricity price forecasting [28] . Because the wavelet transform can efficiently describe wind power ramp characterizations [12] and wavelet transform can effectively deal with the dependence of wind power series when use with the bootstrap method, this paper combines a wavelet transform with a fuzzy neural network model to predict interval of wind power considering ramp events.
The rest of the paper is organized as follows. Section 2 introduces the wavelet-based ramp event characterization. Section 3 describes the phase space reconstruction prediction interval formulation of wind power. A wavelet transform fuzzy neural network model is developed in Section 4. Comprehensive numerical studies are implemented and analyzed in Section 5. Finally, the conclusion is drawn.
Wavelet-based wind power ramp event characterization

Wavelet transforms
Wavelet is a set of mathematical functions which can scale and shift in a time period. The shifted and scaled mathematical function of wavelet is denoted as the mother wavelet, which can be expressed as in the following equation [17] :
where b represents the translation parameter and a denotes the dilation or scaling parameter. Figure 1 depicts some basic wavelets.
Wavelet-based ramp event
The ramp event makes reference to a large variation in wind power output that is observed on a wind farm over a short period of time. To characterize a ramp event, the following three parameters are usually employed [10, 23] : direction, duration and magnitude.
Many studies have relied on the definition of specific thresholds to decide whether a certain event can be considered a ramp in a binary manner. However, the thresholds which should be set by the end-user arise from different ramp definitions. Gallego and Costa developed a wavelet-based ramp event description which provides an alternative to avoiding the sensitivity inherent to the binary classification [12] . Figure 2 depicts the coefficients of wind power time series after haar wavelet transform.
As shown in Fig. 2 , the ramp event of wind power time series is visually defined by the coefficients of wavelet transform, i.e. the coefficients of wavelet transform contain information regarding a ramp event. Therefore, the reconstruction signal of the coefficients was used to predict intervals in the following section.
Prediction interval formulation and neuro-fuzzy networks
Prediction intervals
Given a set of distinct pairs
the measured data can be modeled by a regression prediction model with noise for each input x i ,
where t i is the ith measured target, function f denotes the underling true regression function, x i denotes rele- vant input variables, and ε denotes the random variation. Theoretically, the trained regression functionŷ(x i ) of a prediction model tries to fit the true regression function f , but there are some unavoidable errors between the output of true regression function f and the trained regression functionŷ(x i ). Therefore, the prediction or forecasting error can be written as follows:
where t i −ŷ(x i ) denotes the error between the measured data and the output of the trained regression functionŷ(x i ), and f (x i ) −ŷ(x i ) denotes the error between the trained regression function and the true regression function. In real applications, the true regression function is difficult to obtain, so it is important to quantify the accuracy of our trained regression prediction model. For regression prediction problems, we can distinguish two different aspects: confidence intervals and prediction intervals. Confidence intervals are developed to measure the variance between the true regression function f (x i ) and the trained regression functionŷ(x i ), i.e. f (x i ) −ŷ(x i ) in Equation (4) . The prediction intervals are developed to measure the variance between the measured data t i and the output of the trained regression functionŷ(x i ). Based on Equation (4), the variance of the total prediction errors σ 2 t can be expressed as:
where the term σ 2 y (x i ) originates from the variance of prediction model uncertainty, and σ 2 ε (x i ) is the noise variance between the measured data and the true regression function. As described by Equation (5), the prediction intervals contain the uncertainty of prediction model and the data noise.
A prediction interval with (1 − α)% confidence level of the measured target t i can be expressed as I α t (x i ):
such that the coverage rate is equal to:
where L(x i ) denotes the lower bound of the prediction interval and U(x i ) denotes the upper bound of the prediction interval which, can be obtained as follows:
where z 1−α/2 is the critical value of the standard Gaussian distribution.
Neuro-fuzzy network
Due to the universal approximation and learning capabilities, neural network models are often developed and used for point forecasting and prediction. A neurofuzzy network is "a fuzzy inference system that uses learning algorithm derived from or inspired by neural network theory to determine its parameters by processing data samples" [14] . The fuzzy inference system is defined by a set of given fuzzy rules which have formal structures of the form "IF. . . Then. . . " that associates a condition to a consequence by means of fuzzy sets.
The neuro-fuzzy network used as a prediction model for prediction intervals is the adaptive network-based fuzzy inference system [18] which is depicted in Fig. 3 . where x ∈ R n is an input variable, A i ∈ R n are n-dimensional fuzzy sets characterized by membership functions µ A i ∈ [0, 1], y i are output variables and a ij ∈ R are constants. When we assume the system has only one output, i.e. m = 1, multi-dimensional fuzzy sets are often represented as conjunctions of one-dimensional fuzzy sets for readability pursuits [13] . In such case, the input variable is decomposed into one-dimensional variables x = (x 1 ,x 2 , · · · x n ) and the rule condition is rewritten as:
where A ij are one-dimensional fuzzy sets with membership functions µ A ij ∈ [0, 1] that are calculated in the membership layer. As a consequence, the multidimensional membership function is computed in the rule layer by aggregating one-dimensional membership functions with t-norm operator as follows:
Once the membership values µ A i are available, the model output is inferred by the output layer with the following weighted average formula: (12) In this paper, the more popular Takagi-Sugeno fuzzy rule [26] is used to replace the formal IF-THEN rule. The Takagi-Sugeno fuzzy rule can be expressed as:
Prediction intervals construction
Moving block bootstrap method
Compared to other approaches, the bootstrap approach is able to flexibly approximate the nonconstant variance and heterogeneous noise, so bootstrap as an approach has been popularly used to obtain prediction intervals for neural network based methods [5] . However, the standard bootstrap assumes that the observations in the data are independent and identically distributed [7] . The moving block bootstrap method extends the standard bootstrap method in include correlated observations [15] . To maintain the temporal dependence in data, sequential observations are randomly sampled in blocks, rather than single observations. Mathematically, the overlapping blocks with l observations can be expressed as:
There will be n−l+1 blocks for a time series with n observations. Then, the sampled blocks are combined to form a time series of length n. One of the blocks must be truncated to form a sample of length n when n/ l is not an integer. The entire procedure is repeated B times to form the datasets {D} B b=1 required for training models. A time series with a length of nine and a of block length three was used to illustrate the schematic diagram of moving block bootstrap in Fig. 4, 
Prediction intervals construction
The bootstrap-based approach assumes that an ensemble of neural network models will reach approximation of true regression of the measured targets. According to this assumption, the true regression is estimated by averaging the point forecasts of B neural networks, expressed as: y(
whereỹ b (x i ) is the prediction value of the input samples generated by the bth bootstrapped neural network model. The variance of model misspecification uncertainty can be estimated using the variance of B neural networks outputs:
The framework of B neural networks is depicted in Fig. 5 .
From Equations (4) and (5), the variance of errors σ 2 ε can be calculated as follows:
A set of variance squared residuals is developed:
Associated with the input x i , we can obtain the transformed datasets: (18) Then, a new neural network model can be indirectly trained to estimate the unknown values of σ 2 ε (x i ), so as to maximize the probability of observing samples [27] .
Prediction intervals evaluation
Prediction interval coverage probability (PICP) is introduced to evaluate the performance of prediction interval.
The PICP is measured by counting the number of target values covered by the constructed prediction intervals:
where n is the number of test samples, and c i is the indicator of PICP, defined as follows:
Case study
In the case study, the wind power data of a wind farm with a 114 MW nominal generation capacity was used to test the proposed approach. First, the wind power series was bootstrapped and sampled to obtain the test datasets {x i , t i } B b=1 . In order to contain the dependence of the wind power series, the autocorrelation function which can describe the degree of correlation at different time t 1 , t 2 of stochastic signal was used to determine the length of the moving block. The autocorrelation function can be expressed as:
The autocorrelation function of the wind power time series is shown in Fig. 6 . As shown in Fig. 6 , the wind power series has obvious dependence of 16 lengths time interval span, so we chose a moving block with 16 lengths.
The bootstrapped datasets were then processed by wavelet transform to obtain the coefficients to describe the ramp event of wind power. For example, the coefficients of one dataset after wavelet transform by Harr wavelet in shown in Fig. 7 . The coefficients with normal fuzzy membership function as input were trained by the fuzzy inference system. The prediction intervals with a 90% confidence level were predicted by the neural-fuzzy networks, as shown in Fig. 8 .
Conclusion
Accurate and reliable forecasting of wind power is essential for the optimal management of wind farms and power system operations. However, due to the chaotic nature of meteorological systems and the nonstationarity of wind power series, traditional point forecasting can hardly be accurate. Prediction interval forecasting provides an effective solution to estimate and quantify the potential impacts and risks facing system operation with wind penetration. In this paper, a neuro-fuzzy network model was proposed to estimate the prediction intervals of wind power. In the model, ramp events which have became a major issue in wind power generation can be flexibly expressed based on the shifted and scaled wavelet. The moving block bootstrap method with a matched length is more reasonable for the dependence of wind power stochastic series. The construction of prediction intervals with a confidence level of 90% based on historical wind power series shows the effectiveness of the neuro-fuzzy network model.
