Abstract. The present work splits in two parts: first, we perform a straightforward generalization of results from [Re], proving autoquasitriangularity of quantum groups U M q (g) and their unrestricted specializations at roots of 1, in particular the function algebra F [H] of the Poisson group H dual of G; second, as a main contribution, we prove the convergence of the (specialized) R-matrix action to a birational automorphism of a 2ℓ-fold ramified covering of Spec U M ε (g) ×2 when ε is a primitive ℓ-th root of 1, and of a 2-fold ramified covering of H, thus giving a geometric content to the notion of triangularity (or autoquasitriangularity) for quantum groups. § 1 Definitions
1.1 Quantum enveloping algebras. We briefly recall some definitions. The quantized universal enveloping algebra U h (g) is the associative algebra with 1 over C [[h] ] generated by Y 1 , . . . , Y n , H 1 , . . . , H n , X 1 , . . . , X n with relations (for i, j = 1, . . . , n)
Typeset by A M S-T E X Let M be a lattice such that Q ≤ M ≤ P : the quantized universal enveloping algebra U M q (g) (cf.
[DP], §9) is the associative algebra with 1 over C(q) generated by F 1 , . . . , F n , L µ (∀ µ ∈ M ), E 1 , . . . , E n with relations (i, j = 1, . . . , n; µ, ν ∈ M )
A Hopf algebra structure on U M q (g) is defined by (i = 1, . . . , n; µ ∈ M )
It is clear that U
′ ≤ P , this being a Hopf algebra embedding. In the sequel we shall also use notation L i := L ω i , K i := L α i (for all i = 1, . . . , n). An interesting property that Hopf algebras can enjoy is quasitriangularity: Definition 1.2. (cf. [Dr] 
) A Hopf algebra H is called quasitriangular if there exists an invertible element R ∈ H ⊗ H (or an element of an appropriate completion of H ⊗ H) such that
R · ∆(a) · R −1 = Ad(R)(∆(a)) = ∆ op (a) (1.1) (∆ ⊗ id)(R) = R 13 R 23 (1.2) (id ⊗ ∆)(R) = R 13 R 12 (1.3)
where ∆ op is the opposite comultiplication, i. e. ∆ op (a) = σ • ∆(a) with σ: A ⊗2 → A ⊗2 , a ⊗ b → b ⊗ a , and R 12 , R 13 , R 23 ∈ H ⊗3 (or the appropriate completion of H ⊗3 ), R 12 = R ⊗ 1 , R 23 = 1 ⊗ R , R 13 = (σ ⊗ id)(R 23 ) = (id ⊗ σ)(R 12 ) .
As a corollary of this definition, R satisfies the Yang-Baxter equation in H ⊗3 (cf. [Ta] )
The quantum universal enveloping algebra U h (g) is quasitriangular (for any Kac-Moody algebra g indeed; cf. [Dr] , [LS] , [KR] ): its R-matrix is
where α∈R + denotes an ordered product (with respect to a fixed convex ordering of R + ), q α := q d α (where d α is one-half the square length of the root α; in particular
i,j=1,...,n , and X α , Y α are q-analogue of root vectors (not unique, however) attached to roots α, −α. On the other hand, this is not true -strictly speaking -for the C(q)-algebras U M q (g): to be precise we need a slight modification of the notion of quasitriangularity, suggested by Reshetikin, as follows: 
Here R 12 , R 13 , R 23 are the automorphisms of
It follows from this definition that R satisfies the Yang-Baxter equation in End(H ⊗3 ):
Furthermore, it is clear that if (H, R) is quasitriangular, then H, Ad(R) is autoquasitriangular. Again from [Re] we resume another definition (but notice that, because of later convenience, the present definition is slightly different from the original one in [Re] 
13 · R
13 R
(1) 23
is an autoquasitriangular Hopf algebra, and the element
Finally we recall from [Ta] the strictly related notion below: Definition 1.5. (cf. [Ta] , § 4) Let H be a Hopf algebra, let Φ be an algebra automorphism of H ⊗ H and C ∈ H ⊗ H be an invertible element such that
then we will say that (H, C, Φ) is a pretriangular Hopf algebra. § 2 Some q-calculus 2.1. In this section we introduce some material to be used in the sequel; as standard references for q-special functions and related matters we quote [Ex] and [GR] .
Let us introduce some q-symbols. We have q-numbers
∈ C q, q −1 , and the symbol (a; q) n := n−1
we regard it as an element of C(q) [[z] ]. The infinite product expressing (z; q) ∞ converges to an analytic function of z in any finite part of C if q is a complex number such that |q| < 1; its Taylor series is then
Also the series
both converge to analytic functions of z; moreover, one has
We claimed above that (z; q) ∞ is an analytic function of z for |q| < 1 ; the following lemma describes the behavior of this function for q → ε , ε a root of 1. Lemma 2.2. ( [Re] , Lemma 3.4.1) Let ε be a primitive ℓ-th root of 1, with ℓ odd. The asymptotic behavior of the function (of q) (z; q) ∞ for q → ε is given by
Proof. Taylor expansion of log(1 − t) shows that the two expressions in right-hand-side of (2.1) are equivalent. Now, the function (z; q) ∞ satisfies the difference equation
and it is uniquely determined by this property along with the condition (0; q) ∞ = 1 . But
has the asymptotic behavior, for q → ε , of the solution of (2.2); in fact we have
when q → ε we have lim q→ε
= 1 . Moreover from definition ψ 0 (q) = 1 . The claim follows. § 3 Autoquasitriangularity of quantum enveloping algebras 3.1. As we said, it is well known that quantum algebras U h (g) are quasitriangular; this is proved by means of Drinfeld's method of the "quantum double" (cf. [Dr] and others). On the other hand, for the C(q)-algebras U M q (g) the correct statement is that they are autoquasitriangular; for g = sl(2) , this is proved in [Re] : here we quickly perform the (straightforward) generalization.
To begin with we define a suitable completion of
as Hopf algebra. From now on, as in [DD] , [DP], we set
is an autoquasitriangular Hopf algebra, with R (1) as R-matrix.
Proof. We just outline the main steps, details being trivial. First of all, direct computation on generators shows that (1.9) and (1.10) hold. Then define
where Q + := Q ∩ P + is the positive root lattice and C β is the canonical element of the bilinear pairing
, Φ is a pretriangular Hopf algebra; the same proof also works for
Remark 3.3. Applying the remarks in §2 we can provide a multiplicative formula for the universal R-matrix R
(
where
Furthermore, for any c ∈ C we let
(q − c) ) be the corresponding specialized algebra.
Remark 3.5. The previous definition is different but equivalent to the original one in [DP], §12, equivalence arising from the very description of
3.6. Our goal now is to show that U M q (g) is autoquasitriangular: to be precise, we could say that the autoquasitriangular structure of U M q (g) gives by restriction an autoquasitriangular structure for U M q (g). To begin with, we define a suitable completion of
as Hopf algebra; moreover we have
Moreover, let
Proof. The first part of the statement is trivial. As for the second, we must recall that the specialization
[DP], §12). Now from (3.1) we have
−1 for all α ∈ R + , and Lemma 2.2 (for ε = 1 ) gives
where we set ϕ(z) := ∞ n=1 1 n 2 z n , as usual. Therefore we fall within the framework of [Re] , §3, hence we can apply Reshetikin's trick to conclude: namely, applying Lemma 3.2.2 of [Re] we get for all α ∈ R
as claimed. Then Theorem 3.2 yields the claim. In this section we turn to geometry: our aim is to show that the series describing the adjoint action of the R-matrix of a quantum group are more than formal objects, for they do converge, in a proper sense, so that such action does yield well-defined automorphisms of geometric objects.
Let G be a connected simply connected semisimple Poisson algebraic group over C with g as tangent Lie bialgebra; then there exists a uniquely defined connected simply connected semisimple affine algebraic Poisson group H over C with tangent Lie bialgebra g * and algebra of polynomial functions F [H], which is called the Poisson group dual of G (cf. e. g. [DP], §11).
Let ℓ ∈ N be odd, ℓ > d := max i {d i } , or ℓ = 1 ; then let ε ∈ C be a primitive ℓ-th root of 1. As a matter of notation, let U ε := U P ε (g) , Z ε := Z (U ε ) (the centre of U ε ). Everything in the sequel can then be suitably extended to the case of quantum group U M q (g) with general lattice M . From the analysis in [DP] (cf. also [DK] , [DKP]) we recall the following results: 
Recall that in [DK] , [DKP] , [DP] the spectra Spec U ε , Spec Z ε , and Spec Z 0 are introduced as the set of isomorphism classes of finite dimensional representations of the corresponding algebras U ε , Z ε , and Z 0 ; in particular Spec Z ε and Spec Z 0 can be identified with usual geometric objects, namely complex affine algebraic varieties describing the maximal spectrum of Z ε and Z 0 ; since Z 0 ∼ = F [H] as Poisson Hopf algebras, we also have Spec Z 0 ∼ = H as Poisson affine algebraic groups (over C); thus in the sequel we will also set H ε := Spec Z ε and S ε := Spec U ε . The analysis in [DP] describes Spec U ε as (espaceétalé of) a sheaf -or a fibre bundle -of algebras over Spec Z 0 or Spec Z ε ; in particular we can think at U ε as the algebra of global sections of this sheaf. Now set
Following [DK] , §3.5, we denote by Z 0 the algebra of all formal power series in the y α 's, z ±1 i 's, x α 's which converge to meromorphic functions for all complex values of the y α 's, x α 's, and all non-zero complex values of the z i 's; then let
In other words we can think at U ε as the algebra of global meromorphic sections of the corresponding bundle of algebras over Spec Z 0 ∼ = H . Similar notations and definitions will be used when dealing with square tensor powers, like Z 0 ⊗2 , Z ε ⊗2 , and so on. Notice also that
Warning: when dealing with cross-product spaces like X ×Y , we shall use left subscripts to denote functions of either of the two spaces, viz. 
. Fix now ℓ > 1 : we are ready for the next result, which claims that the "formal automorphism" R ε giving the autoquasitriangular structure of U ε actually does converge in a proper sense.
, which restricts to meromorphic Poisson automor- 
where R
(1)
Now again we apply Reshetikin's trick: from [Re] , Lemma 3.2.2 and formulas (3.2.10-11), and from our Lemma 2.2 we get
Notice that
(by Taylor expansion again), and then
together with (4.3) this gives
Therefore we have to show that the formal series
). But notice that the following obvious identity holds (for all n ∈ N )
, observe that
and let m(x): y → xy (left multiplication by x); then formula (4.4) gives
(4.5) one trivially checks that 1 e α ⊗ m ( 2 y α ) and m ( 1 x α ) ⊗ 2 f α are operators which commute with each other, thus (4.5) gives
It is proved in [DK] , §3, that exp (t · f α ) converges to a holomorphic automorphism of the algebra of global holomorphic sections of S ε (as a bundle over H), for all t ∈ C ; when t is replaced with any meromorphic function on H, the series we get does converge to an automorphism of the algebra of meromorphic sections (cf. formulas in the proof of Proposition 3.5 of [DK] ); since
; the same holds for exp (ψ(x α ⊗ y α ) · 1 e α ⊗ m( 2 y α )) , and
For the second part, notice that R
ε clearly leaves invariant both Z ε ⊗2 and Z 0 ⊗2 , hence
ε is a product of terms
⊗2 and Z 0 ⊗2 are closed for the Poisson bracket, and since
thus we conclude that R *
and H (∞) × H (∞) invariant. Finally, it clearly preserves the Poisson structure because R ε is defined by specializing an algebra automorphism of U P q (g) ⊗2 , whence
The proof of the last part of the statement is completely trivial, by functoriality.
A deeper analysis yelds to improve the previous result, proving that the convergence already holds on finite ramified coverings, as the following shows.
, and R * ε,ℓ enjoys the dual properties of (1.4-6). The same holds with H ε , resp. H instead of S ε , with a birational Poisson automorphism 
Proof. It is clear that for R (0)
ε everything is o.k. As for R
(1) ε , from the proof of Proposition 4.2 we see that it is enough to show that
(for any x, y in U ε ) is a rational section of the bundle S (2ℓ) ε on a 2ℓ-fold ramified covering H (2ℓ) of H : this again amounts to perform some computations. In particular (cf. (4.4-7)) we are reduced to check the same for functions
We deal with the first function above, the proof for the second following by symmetry.
Since
, its exponential is an automorphism of U ε ⊗2 ; now
· 1 e α (1⊗y) = 0 , whence exp
for all y ∈ U ε ; therefore we have only to compute exp
· 1 e α (x ⊗ 1) for x = 1 x ∈ U ε : in particular, it is enough to take x to be a generator of U ε , namely x ∈ F i , L λ , E j i, j = 1, . . . , n; λ ∈ P .
Like in the proof of [DK] , Proposition 3.5, exploiting the braid group action we can restrict to the case of simple roots α = α i , i = 1, . . . , n (thus we set 1 E i := 1 E α i , 1 e i := 1 e α i , and so on), using formulas
(cf. [DK] , §3.4), where T w denotes the unique element of the braid group associated to w ∈ W . Moreover, from direct computation or resuming formulas in the proof of [DK] , Proposition 3.5, we get, mutatis mutandis,
for any indeterminate t which commutes with 1 E i (where
; when instead of t we have the meromomorphic function
(which does commute with 1 E i !) the previous formulas give
and both these are rational functions on S
. Now we are left with the case x = E j , j = 1, . . . , n . Consider 1 e i 1 E j ; if a ij = 2 (i. e. i = j) or a ij = 0 we have 1 e i 1 E j = 0 , hence
Therefore we are reduced to make computations in the connected rank 2 case. To this end, we will follow conventions and notations of [DP], Appendix, and skip for a while left bottom indices "1" (i. e. 1 E i = E i , etc.).
We develop the A 2 case; the procedure is the same in the remaining cases but the computations are longer (cf. also the Remark after the proof).
In this case we have d 1 = 1 = d 2 . Define the root vector E 12 := E α 1 +α 2 ∈ U P q (g) as
Let C(q)(E 1 ) be the field of rational functions in the indeterminate E 1 with coefficients in C(q); let M be the C(q)(E 1 )-vector space with basis E 2 , E 12 : then (4.12) tells us that the operation ρ E 1 of right multiplication by E 1 yields an endomorphism of M defined by the matrix (with respect to the ordered C(q)(E 1 )-basis E 2 , E 12 )
therefore multiplication by E n 1 yields the endomorphism of M defined by the matrix
(4.13)
Thus for e 1 E 2 we have
; on the other hand, for e 1 E 12 , (4.12) gives
therefore we conclude that e 1 restricts to an endomorphism of M defined by the matrix
is given by the matrix
n (for all n ∈ N , where δ x∈Y := 1 for x ∈ Y and δ x∈Y := 0 for x / ∈ Y ), so that
where t denotes any indeterminate which commute with E 1 ; in particular for t =
which is a rational section of a S
, q. e. d. As for exp
· 1 e 2 , everything comes from above by symmetry, namely
−1 ; on the other hand, in the other cases of rank 2 (that is B 2 and G 2 ) such a symmetric situation does not occur, hence we must perform direct computation for exp
· 1 e 2 too (this is entirely similar, although longer, to the previous one).
Finally, it is clear that restricting to subalgebras Z ε and Z 0 we get (bi)rational Poisson automorphisms of their spectra, by the same argument of the end of the proof of Proposition 4.2.
Remark: the very (theoretical) reason why computations do work in all rank two cases, so that Theorem 4.3 does hold, lies in the availability of the commutation formulas for quantum root vectors (the so-called Levendorskij-Soibel'man formulas, cf.
[DP], Theorem 9.3), strictly related with the existence of a convex ordering on the set of positive roots.
The previous result can be still improved when considering the central Hopf subalgebra Z 0 , hence the Poisson group H, as the following shows:
(the "twist" map of H (2) × H (2) ), and R * ε,ℓ enjoys the dual properties of (1.4-6) : in particular, m R * ε,ℓ (x, y) = y · x for all elements x, y of the Poisson group H (2) (where m and " · " denote the product of H (2) ).
Proof. As for Theorem 4.3, the proof amounts to check that some series do converge on an appropriate covering. Namely, we have to check that
does converge to a rational function on a covering H (2) × H (2) as claimed for all α ∈ R + and for all i w ∈ 1, i x β , i z λ , i y γ β, γ ∈ R + ; λ ∈ P , i = 1, 2 . This again amounts to prove the same for functions
for all α and i w like above. As for Theorem 4.3, we deal with the first function, the proof for the second one following by symmetry. By the braid group action we can again reduce to the case of simple roots α = α i . Furthermore (cf. [DK] , §3.4, and [DP], §19), with respect to coordinates
, the formulas for derivations e α are independent of ℓ : therefore we can fix ℓ = 1 and perform computations in U 1 .
Again direct computation (or formulas in the proof of [DK] , Proposition 3.5) gives
for any indeterminate t which commutes with 1 E i = 1 x i ; then for t =
which is a rational function on a 2-fold ramified covering
Now consider exp
· 1 e i ( 1 x γ ) , with γ ∈ R + (notice that now simple root vectors E j = x j (j = 1, . . . , n) are not enough to generate U + 1 (the "positive part" of U 1 ): we do need all root vectors E γ = x γ , γ ∈ R + ). For any fixed pair (α, γ) of positive roots, let us denote by R + β,γ the rank 2 root system spanned by {α, γ} in R + . The following is well known (cf. e. g. [DP] , first Lemma of §15.4):
Claim: For any fixed pair (α i , γ) of positive roots with α i simple, there exists w ∈ W and α 1 , α 2 ∈ R + such that w R + α 1 ,α 2 = R + α i ,γ and w(α 1 ) = α i . Thanks to Claim and (4.10) we are reduced to make computations in the rank 2 case; the same holds when considering exp
· 1 e i ( 1 y γ ) , with γ ∈ R + (now again negative simple root vectors F j = y j (j = 1, . . . , n) are not enough to generate U − 1 (the "negative part" of U 1 ): we do need all negative root vectors F γ = y γ , γ ∈ R + ). We denote by T the type of a root system of rank 2 (hence T ∈ A 1 × A 1 , A 2 , B 2 , G 2 ). T = A 1 × A 1 : First of all, since e j (x j ) = e j E j = 0 (j = 1, 2), we have
second, since a 12 = 0, we have e i (x j ) = 0 (for i, j ∈ {1, 2} , i = j) whence
(for i, j ∈ {1, 2} , i = j) thus we are done with generators x α 's. As for negative root vectors y α = F α , we have e i (y j ) = δ ij · (z α i − z −α i ) , whence
(thanks to (4.14)) for all n ∈ N + , thus
for any indeterminate t which commutes with 1 x i ; for t =
which is a rational function on a 2-fold ramified covering H (2) × H (2) of H × H ( = Spec(Z 0 ) × Spec(Z 0 ) ) . Since for T = A 1 × A 1 we have R + = {α 1 , α 2 } , we are done. T = A 2 : We follow again conventions and notations of [DP], Appendix. In the present case we have d 1 = 1 = d 2 , and R + = {α 1 , α 12 := α 1 + α 2 , α 2 } , and we define the root vector E 12 := −E 1 E 2 − q −1 E 2 E 1 (cf. (4.11)). For γ = α 1 we have as above exp log(1 − 1 x 1 · 2 y 1 ) 1 x 1 · 1 e 1 ( 1 x 1 ) = 1 x 1 .
Then let M be the C(q)(E 1 )-vector space with basis {x 2 , x 12 } = E 2 , E 12 : then (4.12) tells us that the operation of right multiplication by E 1 yields an endomorphism of M defined by the matrix (with respect to E 2 , E 12 )
Thus for e 1 (x 2 ) we have
on the other hand, for e 1 (x 12 ) , (4.12) gives e 1 (x 12 ) := E 1 , E 12
therefore we conclude that e 1 restricts to an endomorphism of M defined by the matrix − · 1 x 12 and these are rational functions on a 2-fold ramified covering H (2) × H (2) of H × H, q. e. d. For negative root vectors y α = F α 's, define F α 12 ≡ F 12 := T 1 (F 2 ) = −F 2 F 1 + qF 1 F 2 ; then we have again e 1 (y j ) = δ 1j · (z α 1 − z −α 1 ) (j = 1, 2), whence exp log(1 − 1 x 1 · 2 y 1 ) 1 x 1 · 1 e 1 ( 1 y j ) = = 1 y j − δ 1j · (1 − 1 x 1 · 2 y 1 ) −1 − 1 1 x 1 · z α 1 + (1 − 1 x 1 · 2 y 1 ) − 1 1 x 1 · z −α 1 (j = 1, 2) which is a rational function on the proper covering; this takes care of γ = α 1 and γ = α 2 . At last, for γ = α 12 := α 1 + α 2 , we have e 1 (y 12 ) = E 1 , F 12
now, since for all n ∈ N we have e n 1 (z α 1 · y 2 ) = e n 1 (z α 1 ) · y 2 = (−x 1 ) n · z α 1 · y 2
we get, for all n ∈ N + e n 1 (y 12 ) = e n−1 1 (z α 1 · y 2 ) = e n−1 1 · z α 1 y 2 = (−x 1 ) n−1 · z α 1 y 2 = − (−x 1 ) n x 1 · z α 1 y 2 whence exp (t · e 1 ) (y 12 ) = y 12 − · 1 e 2 , everything follows by symmetry; on the other hand, in cases B 2 and G 2 such a symmetric situation does not occur, hence we must perform direct computation for exp log(1− 1 x 2 · 2 y 2 ) 1 x 2 · 1 e 2 too (which is completely similar, although quite longer, to the previous one).
We stress the fact that the proof of Theorem 4.4 above also contains the proof of the following one, which means that the adjoint action of the R-matrix does specialize for q → 1 to something more than formal, with a very precise geometric meaning: 
