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Abstract
This dissertation investigates global and local minima in two models: the Lotka–Volterra model for popu-
lation dynamics and a tractable polarized opinion social dynamic model.
This dissertation contains stability results of the Lotka–Volterra model when induced by a cycle graph
food web network. Results such as orbits, chaos and the probability of stability are given. A result showing
convexity of the weighted connections of the food web is sufficient for global stability is given as well.
Stability results of food webs which are perturbed from the cycle graph are explored as well for comparison.
This dissertation goes on to investigate how algebraic relationships within the community matrix predict
stability for the generalized Lotka–Volterra model. In particular, it is shown that there is a strong relation-
ship between the transversal eigenvalues with respect to a subset of the species in a system and the Schur
compliment of the Jacobian at the interior fixed point with the submatrix determined by the same subset of
species. This relationship gives an alternate proof to many well known results.
This dissertation also analyzes the global and local stability of an opinion dynamic model which con-
sists of a W-well potential and a graph Laplacian for coupling. The global minimizers and their lack of
confinement to an orthant are investigated. The number of local minimizers are also investigated for var-
ious W-well potentials. This dissertation investigates the different types of bifurcations that can be seen
depending on the differential properties of the W-potentials.
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ABBREVIATIONS AND TERMS
• N0 = N ∪ {0}
• R+ = {x ∈ R : x > 0}
• R>0 = {x ∈ R : x > 0} (often used when superscripts are reserved for higher dimensions)
• R+0 = {x ∈ R : x ≥ 0}
• R≥0 = {x ∈ R : x ≥ 0} (often used when superscripts are reserved for higher dimensions)
•
∑
i>j
≡
n∑
i=2
i−1∑
j=1
when n is understood
• CLT is the central limiting theorem
• LLN is the law of large numbers
• cdf continuous distribution function
• pdf probability density function
• r.v. means random variable
vii
Introduction
Population dynamics is the study of the size of populations of species over time as a dynamical system,
based on environmental and biological influences. One major biological influence is the Lotka–Volterra
model, a dynamical system based on how different species relate to each other in terms of predator-prey,
competition, and cooperation within the environment, see [HS98], [HV83], [Hir88], [Zee93], [Tak96], and
[ZvdD98]. A food web is often given to represent how the species relate. In the Lotka–Volterra model the
community matrix is an implementation of the food web with weights. Ideally, the food web will contain
a structure which may be exploited for analysis of the dynamical systems. Chapter 1 exploits the cycle
graph structure on the weighted food web, where the species’ graph geodesic determines the the weights
of the community matrix. The dynamics of the system depends on the choice of these weights. Chapter 2
analyzes the Jacobian at fixed points of the dynamical system of the general Lotka–Volterra model, without
any particular assumptions on the food web. Using tools such as the Schur complement, the Jacobian at a
fixed point where some set of species survive is compared to a Jacobian at a fixed point where strictly less
species survive. Known results for Lotka–Volterra, which once depended on Murty’s theorem [Tak96], can
be proved with the results of these comparisons.
Chapters 3 and 4 involve a particular class of tractable social models (which may be related to spin
glasses) with a focus on the study of opinion formation on a network. The social models investigated
incorporate a double well potential which affects each member and the social network which indicates
a coupling between members in the dynamical system. Stable configurations for a model of dynamical
systems over social networks is a topic of great interest, see [Str01, NBW11, NG04, JGN01, WS98, CFL09].
Opinion dynamics have been studied in the form of the voter model, see [HL75, HL78, DL94, Lig99], and
has been generalized to some extent, see [SAR08]. Of course there are more complex opinion dynamical
models as well, see [SWS00, KLB09, YAO+11, Alt12, KSL+10, GS13, AJGA14, DPLM14, DGM14, BRG16].
These models consist of two major forces, which may be thought of as a force due to a "polar opinion"
phenomenon, see [ABS17], and a force due to social pressure based on their relationships. These forces are
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a double well potential for each individual, and a weighted graph Laplacian respectively. In the absence
of a network, any one individual’s opinion tends towards one of the two local minima of the double well
potential. When exposed to others, an individual is influenced by "friends" and "enemies" via a weighted
network used to represent the attraction or repulsion between. The force due to the social network is given
by the quadratic form of the graph Laplacian. The model is similar to that of [ACTA17] and generalizes
the model in [BFG07a, BFG07b]. In the model, all of the dynamics may be represented as a gradient flow
in a potential, hence the stable configurations can be compared by their associated energy and therefore a
globally "most stable" configuration may be discussed.
2
Chapter 1
Population Dynamics of Lotka–Volterra
with Cycle Structure
1.1 The Cycle Structure on the Lotka–Volterra Model
Throughout this chapter a cycle structure is given for the species adhering to the Lotka–Volterra model. The
nodes of the graph structure represent the food web interactions of the different populations of species.
When confined to a cycle, each species has exactly two neighbors. The community matrix of the Lotka–
Volterra model is determined only by the graph geodesic. The species are assumed to have identical prop-
erties, so the growth rate vectors’ components will all be the same. One could imagine an annulus-shaped
petri dish with competing species of bacteria all separated by equal slices of the dish. The cycle graph has
a great amount of symmetrical structure, which is exploited for finding properties of stability.
1.1.1 Background
Consider an undirected graph G = (V,E). The elements of V are called nodes and the elements of E are
edges denoted by a sequence of two nodes. Define a path from i ∈ V to j ∈ V as a finite sequence of edges
in E so that the first node of the first edge is i and the second node of the last edge is j, the second node
of the kth edge is the first node of the k + 1th node. The empty path takes any node to itself. Say that G is
connected if for any i, j ∈ V there exists a path from i to j. The length of a path is the number of edges. The
distance on the graph d : V × V → R+ is the shortest path between two nodes, or the graph geodesic. The
diameter of a connected graph G is defined as
diam(G) := max
i,j
d(i, j).
Consider a path graph G = ([N ], {(i, i+ 1) : i ∈ [N − 1]}). Then
diam(G) ≥ d(1, N) = |{(i, i+ 1) : i ∈ [N − 1]}| = N − 1.
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Propositions 1.1 and 1.2 follow from Proposition 1.3.3 of [Die18].
Proposition 1.1. For any connected graph G with N nodes, diam(G) ≤ N − 1.
Proof. Suppose diam(G) = M ≥ N , then there exists v, w so that d(v, w) = M . There is a sequence
{un}M+1n=1 so that u1 = v, uM+1 = w, and (un, un+1) ∈ E for each 1 ≤ n ≤ M . Since M + 1 > N ,
the "pigeon hole principle" implies that there exists 1 ≤ i < j ≤ M so that ui = uj . Now the path
(u1, u2, ..., ui−1, , uj , uj+1, ..., uM , uM+1) is a path from v to w of length M − (j − i). This contradicts that
d(v, w) = M . Thus diam(G) ≤ N − 1.
Consider a graph G with graph geodesic d, where each node represents a population and an edge rep-
resents neighboring populations. Suppose that these populations interact according to the Lotka-Volterra
model,
x˙i = xi
ri − ∑
j∈[N ]
Aijxj
 ,∀i ∈ [N ] and xi ≥ 0, (1.1)
where Aij are rates which determine how populations i and j compete, and ri is the growth rate of i.
Assume that the populations compete over resources and hence have a nonpositive response to the size of
the other populations; that is all inputs of A are nonnegative. Consider the sequence of nonnegative real
numbers {c0, c1, ..., cD}, where D = diam(G). The competition rates are determined by the distance of two
populations on the graph, i.e. our community matrixA = (cd(i,j)). We call c or {c0, c1, ..., cD} the competition
rates.
1.1.2 Cycle Graph
The cycle graph RN = ([N ], E) is a graph with V = [N ] and (i, j) ∈ E iff i = j± 1 (mod N). This graph has
many symmetries, most importantly that of rotation, as will be seen. First note that the diameter of a cycle
RN is the largest integer less than or equal to N/2.
Proposition 1.2. Consider the cycle graph with N nodes RN . Then diam(RN ) = bN/2c.
Proof. First show diam(RN ) ≤ bN/2c. Assume 1 ≤ i < j ≤ N , and let k = j − i. Then there are paths
(i, i+ 1, i+ 2, ..., i+ k− 1, i+ k) and (j, j+ 1 (mod N), ..., j+N − k− 1 (mod N), j+N − k (mod N)) from
i to j which are of lengths k and N − k respectively. Thus d(i, j) ≤ min{k,N − k} ≤ bN/2c. Since i, j were
arbitrary, diam(RN ) ≤ bN/2c.
Next show d(0, bN/2c) = bN/2c, asserting that diam(RN ) ≥ bN/2c. Fix k. Suppose there exists an M
and a path (v0 = 0, v1, ..., vM = k) which does not contain all integers between {0, 1, 2, ..., k} or {0, N −
4
1, N − 2, ..., k}. Then there exists 0 < n < k < m < N so that vi 6= n,m for each i. Then ∃i so that
vi ∈ {m+1, ..., N−1, 0, 1, ..., n−1} and vi+1 ∈ {n+1, ..., k, ...,m−1}. But this is a contradiction as vi = vi+1±1
(mod N). Thus d(0, k) ≥ min{k,N − k}. So d(0, bN/2c) = bN/2c. Thus diam(RN ) = bN/2c.
Given the cycle graph RN with N nodes, the corresponding community matrix A = (cd(i,j)) is both
symmetric and circulant. For example if N = 6 then
A =

c0 c1 c2 c3 c2 c1
c1 c0 c1 c2 c3 c2
c2 c1 c0 c1 c2 c3
c3 c2 c1 c0 c1 c2
c2 c3 c2 c1 c0 c1
c1 c2 c3 c2 c1 c0

RN =
1
2
3
4
5
6
.
Circulant matrices have eigenvalues of the form λj = c0 + cN−1ωj + · · · + c1ωN−1j and the eigenvectors
vj = (1, ωj , ω
2
j , ..., ω
N−1
j )
T , where ωj = exp(2piij/N) and i =
√−1, see Theorem 6 of [KS12]. Note that
ωkj + ω
N−k
j = 2 cos(2pijk/N). There is another choice of eigenvectors that is often more convenient

v0 = 1
vj = (1, cos(2pij1/N), cos(2pij2/N), ..., , cos(2pij(N − 1)/N))T , for 1 ≤ j < N/2
vN/2 = (1,−1, 1,−1, ..., 1,−1)T if 2|N
vN−j = (0, sin(2pij1/N), sin(2pij2/N), ..., , sin(2pij(N − 1)/N))T , for 1 ≤ j < N/2
For convenience define cN−k := ck, for k = 1, 2, ..., , bN/2c, and write the diameter as D = bN/2c. Since A
is circulant the eigenvalues of A are
λj =c0 + cN−1ωj + · · ·+ c1ωN−1j
=c0 +
N−1∑
k=1
cos(
2pij
N
k)ck, (1.2)
for any j. Notice λN−j = c0 +
∑N−1
k=1 cos(
2pi(N−j)
N k)ck = λj , because
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cos( 2pi(N−j)N k) = cos(
2pij
N k). Since 1 +
∑N−1
k=1 cos(
2pij
N k) = 0, for j 6= 0, it holds that Eq (1.2) can be written as
λj = c0 − c+
N−1∑
k=1
cos
(
2pij
N
k
)
(ck − c) for any c ∈ R. (1.3)
1.1.3 Model on the Cycle Graph
Consider a cycle RN with competition rates {c0, c1, ..., cD} and the associated Lotka-Volterra equation
x˙i = xi
r − ∑
j∈[N ]
Aijxj
 ,∀i ∈ [N ] and xi ≥ 0, (1.4)
with community matrix A = (cd(i,j)). The growth rate for any i is given by r =
∑n
j=1Aij , so that 1 is a fixed
point. The growth rate vector is the sum of the rows of the community matrix, this choice will normalize the
trajectories of the dynamics. It is natural to assume that c0 ≥ c1 ≥ ... ≥ cD ≥ 0, this would be interpreted
as the closer a population the larger the influence. Also assuming c0 > 0 will keep the populations from
blowing up.
1.2 Dynamics on the Cycle Graph
This section exploits the symmetries of the cycle and restrict the possible behaviors of the induced system.
It is shown that under assumptions of symmetry and boundedness all solutions of Eq (1.1) converge to
some fixed point and furthermore that asymptotic global stability is assured when A > 0.
Theorem 1.3. Consider Eq (1.1) given an N × N symmetric community matrix A, r, and p > 0 so that r = Ap.
Then Eq (1.1) has no periodic solutions. Furthermore, if A > 0 then p is globally asymptotically stable.
Proof. Suppose that x(0) ≥ 0. Consider the function
V (x) := (x− p)∗A(x− p). (1.5)
Suppose that x(t) solves the dynamics of Eq (1.1) and is not a fixed point. Then there exists an i so that both
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xi > 0 and e∗iA(x− p) 6= 0. Thus,
d
dt
[V (x(t))] =
∑
i∈[N ]
∂V (x)
∂xi
dxi
dt
=
∑
i∈[N ]
2e∗iA(x− p)xie∗iA(p− x)
= −
∑
i∈[N ]
2xi(A(x− p))2i < 0.
Thus V is a Lyapunov-Like function. Suppose that x(t) is periodic, with period P . Since there is a t so that
d
dt [V (x(t))] < 0 and the composition is continuous with respect to time.
0 = V (x(P ))− V (x(0)) =
∫ P
0
d
dt
[V (x(t))]dt < 0,
a contradiction. Thus x(t) is not periodic. Furthermore, suppose thatA > 0. Then V is a Lyapunov function
and so p is globally attracting.
The issue chaos is dealt with next, where it is shown that a solution must converge to something under
reasonable conditions. Supposing that the trajectories of the model are bounded, in addition to a symmetric
community matrix, we have that every trajectory converges to a fixed point.
Theorem 1.4. Consider Eq (1.1) given an N ×N nondegenerate, symmetric, community matrix A, p > 0, so that
r = Ap. Suppose that A,p are such that all the trajectories of Eq (1.1) are bounded. Then any solution to Eq (1.1)
converges to a fixed point.
Proof. Suppose that x is a solution to Eq (1.1), and that it does not converge to a fixed point. First, it is
shown that x gets arbitrarily close to some non-fixed point for arbitrarily large time. The fixed points are
discrete since A is nondegenerate. Fix  > 0. Since x does not converge there exists a sequence of times
where tn > n so that x(tn) is more than  distance from all fixed points. Since x is bounded there exists an
accumulation point of the set {x(tn) : n ∈ N}, say y, which is not a fixed point because  > 0. Thus x(t)
does not converge to y but gets arbitrarily close to y for arbitrarily large time.
It will be shown that the value of V given by Eq (1.5) blows up at y contradicting that V is continuous.
Since y is not a fixed point
∑
i∈[N ] yi(A(y − p))i 6= 0, hence ddt [V (y)] = −
∑
i∈[N ] 2yi(A(y − p))2i < 0. Fix
 > 0, so that ddt [V (x(t))] ≤ 12 ddt [V (y)] whenever ‖x(t)− y‖2 < . Since x is bounded x˙ is bounded, thus
there exists a time δ > 0 so that if ‖x(t)− y‖2 < 2 then ‖x(t+ δ)− y‖2 < . Let NT be the number of times
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that x(t) passes into the ball B(y, /2). Then,
V (x(T )) =
∫ T
0
d
dt
[V (x(t))]dt+ V (x(0))
≤ V (x(0)) +
NT∑
n=0
1
2
d
dt
[V (y)]δ, upper bounded by simple functions.
But limT→∞ V (x(T )) = −∞ a contradiction since x is bounded. Thus x converges to a fixed point.
1.3 Convexity and Global Stability
In this section it will be shown that convexity of {c0, c1, ..., cD} guarantees stability of Eq (1.4), see Theorem
1.8. To that end Lemma 1.5 is proved.
Lemma 1.5. . The series
∑M−1
k=1 (M − k) cos(ωk) = −M2 + 12 1−cos(Mω)1−cos(ω) .
Proof. Let z = eiω . Then
M−1∑
k=1
(M − k) cos(ωk) = <
{
M−1∑
k=1
(M − k)eiωk
}
= <
{
M−1∑
k=1
(M − k)zk
}
= <
{
M−1∑
k=1
Mzk −
M−1∑
k=1
kzk
}
= <
{
M(z − zM )
1− z −
z(1− zM −MzM−1 +MzM )
(1− z)2
}
= <
{
M(z − z2 − zM + zM+1)
(1− z)2 −
(z − zM+1 −MzM +MzM+1)
(1− z)2
}
= <
{
M(z − z2)
(1− z)2 −
(z − zM+1)
(1− z)2
}
= <
{
Mz
1− z +
zM − 1
z−1(1− z)2
}
= <
{
M +Mz−1
(1− z)(1 + z−1) +
zM − 1
2 cos(ω)− 2
}
=
−M
2
+
1
2
1− cos(Mω)
1− cos(ω)
Lemma 1.5 could also be proved using convolution theory of z-transforms. Before dealing with convex
competition rates, consider the case when (the competition rates) ck is linearly decreasing. The eigenvalues
of the community matrix of Eq (1.4) are found for this tractable example to be utilized later. Moreover, this
is significantly more simple than trying to deal with the general convex competition rates.
Theorem 1.6. Consider the cycleRN with the associated system given by Eq (1.4) and competition rates {c0, c1, ..., cD}.
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Suppose that there is an integer M ≤ D such that ci = M−iM for i = 0, 1, ...,M − 1 and ci = 0 for i = M, ...,D.
Suppose that cN−j = cj with
∑N−1
i=0 ci ≥ 0. Then the matrix A = (cd(i,j)) is positive semi-definite with eigenvalues
λj =

∑N−1
i=0 ci, for j = 0
1
M
1−cos( 2pijN M)
1−cos( 2pijN )
, for j ∈ {1, 2, ..., N − 1}.
Furthermore, if gcd(N,M) = 1 then the fixed point 1 is globally asymptotically stable.
Proof. Consider an integer M ≤ D, and c0 − c1 = · · · = cM−1 − cM = 1M , cM = cM+1 = · · · = cbN2 c = 0.
Now we have that the eigenvalues are
λj = c0 +
N−1∑
k=1
cos(
2pij
N
k)ck,
= 1 +
2
M
M−1∑
k=1
(M − k) cos(2pij
N
k)
=
1
M
1− cos( 2pijN M)
1− cos( 2pijN )
, Lemma 1.5 (1.6)
Clearly since gcd(N,M) = 1 we have a strict negative definite Jacobian for the nonlinear Eq (1.4). Indeed,
if gcd(N,M) = 1 then for j ∈ {1, 2, ..., N − 1}we have that MjN /∈ N and thus λj = 1M
1−cos( 2pijN M)
1−cos( 2pijN )
> 0. Also,
λ0 =
∑N−1
k=0 ck = 1. By Theorem 1.3 we have that 1 is globally attracting.
Remark 1.7. On the other hand if gcd(N,M) > 1 we can let j = Ngcd(N,M) ∈ {2, ..., N − 1}. Then one can check
that λj , λN−j = 0, so the Jacobian is singular. Thus vj , vN−j ∈ kerA implies thatA(cvk+1) = A1 for k = j,N−j.
Thus we have a hyperplane of fixed points.
The case for convexity may be broken down into a sum of linear cases. This fact is exploited in the proof
of the following theorem.
Theorem 1.8. Consider the cycleRN with the associated given by Eq (1.4) and competition rates {c0, c1, ..., cD} and
cN−j = cj for i = 1, ..., N − 1. Define αD := cD−1 − cD and αk := ck−1 − 2ck + ck+1, for k = 1, 2, ..., D − 1.
Then the eigenvalues of A are
λj =

∑N−1
i=0 ci, for j = 0∑D
i=1 αi
1−cos( 2pijN i)
1−cos( 2pijN )
, for j ∈ {1, 2, ..., N − 1}
(1.7)
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Furthermore if {c0, c1, ..., cN−1} is strictly convex and
∑N−1
i=0 ci > 0 then the fixed point 1 of Eq (1.4) is globally
asymptotically stable.
Proof. By Eq (1.3) we have that for j 6= 0
λj = c0 − cD +
N−1∑
k=1
cos(
2pij
N
k)(ck − cD),
= c0 − cD + 2
D−1∑
k=1
cos(
2pij
N
k)(ck − cD),
=
D∑
i=1
iαi + 2
D−1∑
k=1
cos(
2pij
N
k)
[
D∑
i=k+1
(i− k)αi
]
,
=
D∑
i=1
iαi + 2
∑
1≤k≤i−1≤D−1
cos(
2pij
N
k)(i− k)αi,
= α1 +
D∑
i=2
[
iαi + 2αi
i−1∑
k=1
(i− k) cos(2pij
N
k)
]
,
=
D∑
i=1
αi
1− cos( 2pijN i)
1− cos( 2pijN )
, by lemma 1.5, (1.8)
now strict convexity implies that each αi is positive, and hence all eigenvalues are positive, which finishes
the proof.
It was proven in [Ing56] that the circulant matrix

c0 cN−1 . . . c2 c1
c1 c0 cN−1 . . . c2
... c1 c0 . . .
...
cN−2 . . . . . .
. . . cN−1
cN−1 cN−2 . . . c1 c0

has rank N − d where d is the rank of the polynomial gcd(c0 + c1x + ... + cN−1xN−1, xN − 1). Hence the
following corollary.
Corollary 1.9. Suppose that {c0, c1, ..., cbN/2c} is a strictly convex sequence and that cj = cN−j for j = 1, 2, ..., N−
1. If
∑N−1
i=0 ci 6= 0 then the degree of gcd(c0 + c1x+ ...+ cN−1xN−1, xN − 1) is zero.
Remark 1.10. Suppose that N is even and that {c0, c1, ..., cD} is strictly concave and decreasing then λ2 < 0. Note
that we cannot guaranty instability for odd N , but we can say that having concave, decreasing c′is is equivalent to
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αi ≤ 0 and αM ≥
∑M
i=1 |αi|, and so there always exists an ω ∈ [0, 2pi) so that
∑M
i=1 αi
1−cos(ωi)
1−cos(ω) < 0. Then we can
ask whether or not a j ∈ N exists so that ω = 2pijN .
1.3.1 On Adding and Removing Edges
Suppose that edges may be added to RN to get some new graph G, and RN contains a Hamiltonian cycle.
Allow edges to be added or removed to this new graph G so that the original edges from RN remain intact.
Suppose that the dynamical system given by Eq (1.1) is stable. Adding or removing edges from G relates
to changing the closeness of populations. At this point it is a natural question to ask if adding or removing
edges from G as previously mentioned, will cause loss of stability.
An example is given where stability is in fact lost after both adding or removing edges. Consider the
cycle R6 and let G have edges (1, 3), (2, 4), and (1, 5) in addition to R6. Let c0 = 1.51, c1 = 1, c2 = .5, c3 = .3.
Then we have the following community matrices and graphs.
 1.51 1 .5 .3 .5 11 1.51 1 .5 .3 .5.5 1 1.51 1 .5 .3
.3 .5 1 1.51 1 .5
.5 .3 .5 1 1.51 1
1 .5 .3 .5 1 1.51

{4.81, 1.71, 1.71, 0.31, 0.31, 0.21}
RN =
1
2
3
4
5
6
 1.51 1 1 .5 1 11 1.51 1 1 .5 .51 1 1.51 1 .5 .5
.5 1 1 1.51 1 .5
1 .5 .5 1 1.51 1
1 .5 .5 .5 1 1.51

{5.5, 1.6, 1.1, 0.5, 0.4,−0.08}
G =
1
2
3
4
5
6
.
Stability was lost after adding edges.
Now let C be the complete graph with N edges. Then the community matrices and graphs are given as
follows.
 1.51 1 1 1 1 11 1.51 1 1 1 11 1 1.51 1 1 1
1 1 1 1.51 1 1
1 1 1 1 1.51 1
1 1 1 1 1 1.51

{6.51, 0.51, 0.51, 0.51, 0.51, 0.51}
C =
1
2
3
4
5
6
.
So stability was lost after removing edges.
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The next most natural question may be to ask what happens to the stability if a population goes extinct.
That is when some of the initial populations, xi, are zero. In this case the corresponding principal subma-
trix may be used to model the new system. In fact, the smallest eigenvalue increases after a population
goes extinct, hence the stability increases with each population removed, see the "inclusion principle" for
matrices [HJ85]. The proof utilizes the Courant-Fisher theorem.
Theorem 1.11. [Inclusion Principle]
If B is a principal submatrix of a symmetric matrix A. Then for 1 ≤ k ≤ n− 1 we have λk(A) ≤ λk(B), where the
λk takes a matrix to the kth smallest eigenvalue.
1.3.2 Probability of Convergence Bounds
Consider Eq (1.4) given a cycle withN nodes. Suppose the community weight vectors are random variables
such that C0 > 0, C1 > 0, .... The probability that the community matrix is stable is of interest.
Define the Markov process Ci so that C0 ∼ Unif(0, 1) and Ck ∼ Unif(0, Ck−1) for integers k > 0 which
implies that C0 > C1 > ... > 0. For convenience define X0 := C0 and Xi := CiCi−1 . Then Xi’s are i.i.d. with
distribution Unif(0, 1), and Ci =
∏i
k=0Xk. Thus
E
[
Ci
C0
∣∣∣∣C1 < C04
]
= E
[
i∏
k=1
Xk
∣∣∣∣∣X1 < 14
]
=
1
2i−1
E
[
X1|X1 < 1
4
]
=
1
8
1
2i−1
.
Using Markov’s inequality
P
[
2
D∑
i=1
Ci
C0
≥ 1
∣∣∣∣∣C1 < C04
]
≤ E
[
2
D∑
i=1
Ci
C0
∣∣∣∣∣C1 < C04
]
= 2
D∑
i=1
E
[
Ci
C0
∣∣∣∣C1 < C04
]
=
1
4
D∑
i=1
1
2i−1
≤ 1
2
.
By the law of total probability
P
[
2
D∑
i=1
Ci ≥ C0
]
≤ P
[
2
D∑
i=1
Ci ≥ C0
∣∣∣∣∣C1 < C04
]
P
[
X1 <
1
4
]
+ P
[
X1 >
1
4
]
≤ 1
2
· 1
4
+
3
4
=
7
8
.
Using Gershgorin disks, the probability that the community matrix A is positive definite is bounded below
by
P [A > 0] ≥ P
[
2
D∑
i=1
Ci ≤ C0
]
≥ 1
8
.
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On the other hand, if C0 < C1 < ... then P [A > 0] = 0, which follows immediately from the Courant–
Fischer theorem. Indeed, (ei − ej)∗A(ei − ej) = Aii +Ajj −Aij −Aji = C0 + C0 − Cd(i,j) − Cd(j,i) < 0.
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Chapter 2
Restrictions for Locally Stable Equilibria
of the Generalized Lotka–Volterra
2.1 Non-Degenerate Lotka–Volterra Model on Projected Subspaces
The Lotka–Volterra system is a biological model of quadratic equations which has been thoroughly studied;
see [HS98], [HV83], [Hir88], [Zee93], [Tak96], and [ZvdD98]. Given the number of species of the system the
stable equivalence classes completely characterize the solutions of the system. For the case of 3 species
[Zee93] completely characterized the Lotka–Volterra into 33 stable equivalence classes. A relationship is
found between the Jacobian of fixed points, which show numerous restrictions in the stable equivalence
classes in higher dimensions.
Properties of the non-autonomous generalized Lotka–Volterra model are exploited yielding restrictions
for stable equilibria. In Section 2.2.1 it is shown that the Jacobian at a fixed point on the boundary has
two principal submatrices of interest; one correspond to the surviving species and the other to the extinct
species. In Section 2.3 the relationships between those two principal submatrices are exploited to gain
properties of the stability for the fixed point. Theorem 2.8 shows that if two equilibria are stable and the
sets corresponding to their surviving species are such that S1 ⊂ S2, then |S1|+ 1 6= |S2|.
2.1.1 Generalized Lotka–Volterra
The non-autonomous generalized Lotka–Volterra is defined for a given environment and set of N interact-
ing species. The environment applied to the species determines a real N × N community matrix A = (Aij)
and population rate vector r ∈ RN , where the population of species i is given by x. Then the generalized
Lotka–Volterra is given by the dynamical system
d
dt
xi = xi
ri − ∑
j∈[N ]
Aijxj
 ,∀i ∈ [N ] and xi(0) > 0. (2.1)
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A fixed point equilibrium of (2.1) must satisfy either xi = 0 or ri =
∑
j∈V Aijxj , for each i ∈ [N ]. If A is
nonsingular, then the solution to r = Ax is unique.
The system of equations given by Eq (2.1) may also be written in vector form. The Schur product is the
point-wise product  : RN × RN → RN such that (x y)i = xiyi. Consider the following systems
x˙ = x (r−Ax), with x(0) ∈ RN . (2.2)
The vector form of Eq (2.1) is Eq (2.2) when x(0) ∈ RN>0. Equation Eq (2.2) generalizes Eq (2.1) to allow
some species to be extinct, or even have negative populations, which makes it possible to avoid claims
with excessive special cases. Given A, r the system given by Eq (2.2) is often referred to as LV(A, r) for
convenience. Removing a given set of columns and their associated rows from the community matrix, as
well as the same rows of the growth vector, gives a new system called a subsystem of LV(A, r). To that end
define the projection PS = diag(
∑
i∈S ei) ≤ I for S ∈ [N ].
If extinct, a species cannot reproduce, that is if xi(t) = 0 for any t > 0 then xi ≡ 0. If not extinct, a species
cannot die off in finite time, that is if xi(0) > 0 then xi(t) > 0 for all t ∈ R≥0. Nevertheless understanding
Eq (2.2) for the case when some species are extinct plays a role in the local behavior of Eq (2.1) where no
species are extinct. This is clear by the form of the Jacobian of Eq (2.2) at any fixed point. See Appendix A
for definitions of terms used.
2.1.2 Notation
The notation is somewhat terse and is motivated by the frequent use of principal submatrices and Schur
compliments. Assume N ×N matrix A and p ∈ RN is given. Consider the non-empty ordered set S ⊂ [N ],
with order ≤, and let Si denote the ith largest element of S. Denote PS as the N × |S| matrix defined by
PSi,j := δi,Sj . Denote the associated projection PS := P
S(PS)∗. For example, if S = {1, 3, 4} ⊂ [4] with
N = 4, then
P {1,3,4} =

1 0 0
0 0 0
0 1 0
0 0 1

, P{1,3,4} =

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

.
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In general PS = diag(
∑
i∈S ei) ≤ I . Rearranging the columns and rows of these matrices allows tools such
as determinant products and Schur compliments to be applied in more generic ways. Consider a second
non-empty ordered set T ⊆ [N ] so that T and S are disjoint. Define
PS,T :=

| | | |
eS1 ... eS|S| eT1 ... eT|T |
| | | |
 .
Notice that PS,T (PS,T )∗ = PS∪T = PS∪T (PS∪T )∗.
Denote the pseudo inverse of a matrix with a superscript †. Suppose that S, T ⊂ [N ] are non-empty,
i ∈ S ∪ T and (PS)∗APS , (PT )∗APT are invertible principal submatrix of A, then denote the following
well-defined terms:
AS := (PS)∗APS AS := PSAPS
rS := (PS)∗r rS := PSr
pS := (AS)−1rS pS := A
†
SrS
AS,T := (PS,T )∗APS,T =
(PS)∗APS (PS)∗APT
(PT )∗APS (PT )∗APT

AS,i := AS,{i} =
(PS)∗APS (PS)∗Aei
e∗iAP
S e∗iAei
 .
The subscript is always dropped in the case where S = [N ]. If i > j for each j ∈ S then the Schur
compliment AS∪{i}/AS = Aii − e∗iAA†SAei. For i /∈ S, AS,i/AS = Aii − e∗iAA†SAei, this is an important
equation. In general pS = PSpS and A
†
S = P
S((PS)∗APS)−1(PS)∗. If ever AS is not invertible, one could
define pS as (AS)†rS instead. Hence given A and either r or p, the other is inferred as well as rS and pS
for any non-empty S ⊆ [N ]. Also notice that AS,i is simply one row and one column operation applied
to AS∪{i}. The vector pS may not always be in the domain of Eq (2.1), hence is not a fixed point. Even if
pS ≥ 0 it may not be stable, for example if diag(pS)AS has a negative eigenvalue.
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2.1.3 Non-Degeneracies
This section covers two definitions related to degenerate situations which will be excluded by assumption
in later analysis. Also a remark is given which relates the fixed points of LV(A, r) to the fixed points of its
subsystems. Consider the following simple example for clarity.
Example 2.1. Let
A =

2 −1 2
1 2 1
−3 1 1
 and r =

2
4
1
 .
The fixed point of Eq (2.2) associated with the surviving species given by S = {1, 2}.
PSAPS =

2 −1 0
1 2 0
0 0 0
 , PSr =

2
4
0
 , and y = (PSAPS)†r =

8/5
6/5
0
 .
Then y is a fixed point of Eq (2.2) because

8/5
6/5
0

r−A

8/5
6/5
0

 =

8/5
6/5
0


0
0
23/5
 = 0.
See Remark 2.2.
Remark 2.2. Suppose that S is given. If x = PSx then
x˙ = x (r−Ax) = PSx (r−APSx) = PSx (PSr− PSAPSx). (2.3)
Thus (PSAPS)†r is a fixed point for LV(A, r).
Notice that, given LV(A, r), pS = (PSAPS)†r. Consider Eq (2.2) and some set S ⊆ [N ]. By Remark 2.2,
pS fixes x˙ = x (r−Ax). Furthermore, the principal submatrix associated with S is invertible if and only
if the solution x to ASx = PSr such that x = PSx is unique. Thus the number of fixed points to Eq (2.2)
is at most 2N if every principal submatrix of A is invertible, and otherwise the number of fixed points is
uncountable. Due to such differences it is important to know whether or not all the principal submatrices
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are nonsingular; both cases are interesting and should be studied separately. The case where all submatrices
are invertible is the more generic case, the other case is not covered here. Even a single singular principal
submatrix is not natural without assuming additional structure for the system. Indeed, if a small amount
of noise is added along the diagonal of A then any principal submatrix of A would be nonsingular with
probability 1. To that end, consider the following definition originally given by [MY88].
Definition 2.3. A matrix is nondegenerate if all its principal submatrices are nonsingular.
There is another kind of degeneracy for Eq (2.2) which deserves consideration. Suppose that A is nonde-
generate, and S ⊆ [N ]. Suppose the vector pS contains a zero component corresponding to species i /∈ S,
and let T = S ∪ {i}. Then pT = pS . This is indeed a degenerate case, since adding small noise to the vector
r assures that pS has no zero components corresponding with any of the species in S with probability 1. If
for all sets S ⊆ [N ] this degenerate case does not happen then Eq (2.2) has exactly 2N distinct fixed points.
Definition 2.4. Given the matrix A and vector r, the pair (A, r) is called nondegenerate if A is nondegenerate and
if 0 = x (r−Ax) implies that for each i ∈ [N ], exactly one of xi = 0 or ri −
∑
j∈[N ]Aijxj = 0 is true.
It immediately follows that if (A, r) is nondegenerate then S = T whenever pS = pT . This means that
Eq (2.2) cannot have both that e∗ix = 0 and e
∗
i (A(p− x)) = 0 for any i ∈ [N ] and x ∈ RN . This is equivalent
to there being exactly 2N solutions to x (Ax− r) = 0; each corresponding to exactly one subset S ⊂ [N ].
Moreover, (A, r) is nondegenerate implies that A is nondegenerate and the Jacobian at each equilibria is
nonsingular; see Theorem 2.6. The fact that when there are exactly 2N solutions to x  (Ax − r) = 0
implies that A is nondegenerate and the Jacobian of Eq (2.2) at each equilibria is nonsingular is somewhat
surprising. Working in the paradigm of nondegenerate pairs (A, r) simplifies the analysis. See Appendix B
for basic properties of the terms denoted in this section.
Theorem 2.5. Suppose A is an N × N matrix and r ∈ RN . Then (A, r) is nondegenerate if and only if there are
exactly 2N distinct solutions to x (r−Ax) = 0.
Proof. Fix S ⊂ [N ]. Assume that (A, r) is nondegenerate. Since A is nondegenerate, for any S ∈ [N ] there is
only one solution to PSr−ASx = 0 for x = PSx. Also x(r−Ax) = PSx(r−APSx) = x(PSr−ASx) = 0.
This implies that there are at most 2N solutions to x  (r − Ax) = 0. Consider S 6= T ⊂ [N ]. If x solves
PS(r − Ax) = 0 with x = PSx then it cannot solve PT (r − Ax) = 0 with x = PTx, because (A, r) is
nondegenerate. Thus there are 2N solutions to x (r−Ax) = 0.
For the other direction first suppose A is degenerate. There exists an S ∈ [N ] so that AS is singular and
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so there are infinitely many solutions to PSr − ASx = 0 for x ∈ R|S| or no solutions at all. Thus there are
less than 2N solutions to x (r−Ax) = 0 or infinitely many.
Now suppose that A is nondegenerate and (A, r) is degenerate. Recall that this implies that there are at
most 2N solutions. Since (A, r) is degenerate there exist S ⊂ T ∈ [N ] and a solution x to PT r−ATx = 0 and
PSr−ASx = 0 and xi = 0 for i ∈ T\S. Thus there are at most 2N −1 solutions. The conclusion follows.
2.2 Criterion for Locally Stable Equilibria
Consider an environment and a set of species. The environment determines the community matrix and
growth rate vector for any set. Suppose that for this set, the Lotka–Volterra model has a globally stable
equilibrium in the positive orthant. This globally stable equilibria often tells little about its local stability in
the system after introducing additional species. Further analysis of locally stable equilibria is explored in
this section.
2.2.1 Jacobian and Criterion
In this section a criterion for fixed points to be stable for the Lotka–Volterra system is discussed. Assume
that there are N species throughout.
Let gi(x) = xi(ri −
∑N
j=1 aijxj), then
∂
∂xj
gi(x) =

−aijxi, for i 6= j
ri − aiixi −
∑N
k=1 aikxk, for i = j
∂
∂xj
gi(x) = (A(p− x))iδij − aijxi
In general the Jacobian, denoted J , at x is
J(x) = diag(A(p− x))− diag(x)A. (2.4)
By the form of the Jacobian, stability requires that A(p − x) ≤ 0. It is mentioned in [Tak96] that the
saturated fixed points of the Lotka–Volterra are the solutions to the linear complementarity problem; see
Proposition A.7.
Theorem 2.6. Suppose (A, r) is nondegenerate, given A ∈ GL(N,R) and r ∈ RN . For any non-empty S ⊂ [N ]
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the Jacobian J(pS) is nonsingular. Moreover, the point pS ∈ RN is asymptotically stable for the system LV(A, r) iff
A(p− pS) ≤ 0 and the matrix −diag(pS)AS is stable.
Proof. Without loss of generality suppose that there is a k < N so that S = [k]. Notice that A(p − pS) =
PS¯(r−ApS) and that diag(pS)A = PSdiag(pS)A. Thus
J(pS) = diag(A(p− pS))− diag(pS)A
=
−diag(pS)AS B
0|S¯|×|S| diag(A(p− pS))S¯
 , for some matrix B.
Note the entries of (P S¯)∗A(p− pS) are called transversal eigenvalues. By Proposition B.6
det (J(pS)− λI) = det
(−diag(pS)AS − λI|S|×|S|) · det(diag(A(p− pS))S¯ − λI|S¯|×|S¯|) .
The eigenvalues of J(pS) are exactly the accumulation of eigenvalues of −diag(pS)AS and the entries of
(P S¯)∗A(p − pS). Since det
(−diag(pS)AS) = det (−diag(pS)) det (AS), the eigenvalues of −diag(pS)AS
are non-zero. Since each input of (P S¯)∗A(p− pS) is nonzero, det
(
diag(A(p− pS))S¯
)
6= 0, and so J(pS) is
nonsingular.
Finally since A(p− pS) ≤ 0 if and only if diag(A(p− pS))S¯ < 0. We have that J(pS) is stable if and only
if A(p− pS) ≤ 0 and the matrix −diag(pS)AS is stable.
Remark 2.7. There is another way to word Theorem 2.6 for those familiar with LCPs. Suppose the pair (A, r) is
nondegenerate. Fix a non-empty S ⊂ [N ], then the Jacobian J(pS) is nonsingular. Furthermore, pS is a stable
equilibrium of LV(A, r) iff pS solves LCP(A, r) definition A.6 and pS is stable in LV(AS , rS).
The assumption that S was non-empty in Theorem 2.6 was due to there being no meaning assigned to
A{}. The special case where S is empty is simple to handle. Suppose (A, r) is a nondegenerate. The Jacobian
at 0 is J(0) = diag (Ap), so all species go extinct if and only if r = Ap < 0.
If one was to attempt to generalize Theorem 2.6 to the case (A, r) is a not nondegenerate, they would have
to additionally consider the nature of the quadratic term x  Ax, as well as the uncountable fixed points.
This extension is not covered here.
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2.3 Main Result
The main results of this chapter are given in Proposition’s B.2 and B.3, which are proven in Appendix B.
Suppose that the pair (A, r) is nondegenerate with N species and S = [k] ⊂ [N ], for some k < N . Then
Proposition B.2 gives that the transversal eigenvalues with respect to S are
(
PS
)∗
(r−ApS) =
(
A/AS
) (
PS
)∗
p (2.5)
While Proposition B.3 gives that
(diag(p)A) / (diag(p)A)
S
= diag
((
PS
)∗
p
) (
A/AS
)
. (2.6)
To put it more eloquently
J(pS)
S = diag
((
A/AS
) (
PS
)∗
p
)
, and
J(p)/J(p)S = diag
((
PS
)∗
p
) (
A/AS
)
.
(2.7)
This means that the Jacobian at pS relates to the Jacobian at p. Specifically, this shows that there is a strong
relationship between the transversal eigenvalues (i.e. the diagonal elements of J(pS)S) corresponding to S
and the Schur compliment (i.e. J(p)/J(p)S) of the Jacobian at p over its principal submatrix corresponding
to S! This is not obvious and can be useful as seen in Ex 2.20. In section 2.4 this relationship is explored, in
this section only Proposition B.2 is applied.
Theorem 2.8. Suppose (A, r) is nondegenerate, given N × N matrix A and r ∈ RN . Assume that S ⊆ [N ] is
non-empty and pS ≥ 0 is an asymptotically stable point for Eq (2.1). If S ⊂ T ⊆ [N ] so that |T | = |S| + 1, then
pT ≥ 0 is not a stable fixed point for Eq (2.1).
Proof. Assume that S = [N − 1], without loss of generality. It only needs to be shown that p is not a stable
fixed point. Since pS is stable it is a saturated fixed point so
pNA/A
S = A/ASe∗Np = e
∗
NA(p− pS) < 0 as in the proof of Theorem 2.6 (see Proposition B.2).
Suppose that p was also stable. Then diag(p)A and diag(pS)AS have positive determinate. Now by the
Schur determinate identity and since A/AS ∈ R, we have that
0 < det(diag(p)A)/(diag(pS)AS) = det(diag(p)) det(A)
det(diag(pS)) det(AS)
= det(diag(p))
det(diag(pS))
det(A)
det(AS)
= det(diag(p))
det(diag(pS))
A/AS > 0. But
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Figure 2.1: Left shows a trajectory approaching a fixed point with only one species persisting. Right shows a trajectory
approaching a fixed point where all three species are permanent in Ex. 2.9.
then pNA/AS > 0, a contradiction. Thus p is not stable.
Example 2.9 shows that Theorem 2.8 doesn’t generalize to |T \S| > 1. Section 2.4 illustrates that the result
may be extended in other ways.
Example 2.9. Theorem 2.8 doesn’t generalize to |T \ S| > 1. Here is an example, by (Hutson and Vickers, 1983)
[HV83], where S ⊂ T and |T \ S| = 2, and in fact both pS and pT are stable. Consider the following community
and growth rate vector
A =

8 4 1
4.04 1 1
−1 −1 0
 and r =

16
8
−2.5
 .
Then the system has two stable points at (2, 0, 0) and (0.520833..., 1.979166..., 3.9166...).
The next example illustrates Theorem 2.8 by comparing two similar environments.
Example 2.10. Consider the two similar Lotka–Volterra systems with 3 species, LV(A1, r1) and LV(A2, r2) where
A1 =

8 4.04 1
4.04 1 1
−1 −1 −0.001
 , r1 =

16
8.06
−2.5

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Figure 2.2: LV(A1, r1) has stable points at (2, 0, 0) and (0.384, 2.112, 4.397), in Ex. 2.10.
Figure 2.3: LV(A2, r2) has a stable point at (1.805, 0.263, 0), in Ex. 2.10.
and
A2 =

8 4.04 1
4.04 3 1
−1 −1 −0.001
 , r2 =

15.5
8.08
−2.5
 .
There are exactly 2 stable fixed points for LV(A1, r1) and the sets of surviving species at these stable points are {1}
and {1, 2, 3}. By Theorem 2.8 if the sets of surviving species at this stable point included {1, 2} then neither {1}
nor {1, 2, 3} can be sets of surviving species, because {1, 2} has the property that {1} ⊂ {1, 2} ⊂ {1, 2, 3} and
|{1}| + 1 = |{1, 2}| = |{1, 2, 3}| − 1. There is only 1 stable fixed point for LV(A2, r2) and the sets of surviving
species at this stable point is {1, 2}. The change from system LV(A1, r1) to LV(A2, r2) was enough to alternate the
stability each of these fixed points associated with these sets. The plots in Figs. 2.2 and 2.3 and have similar initial
conditions, for the purpose of contrasting.
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2.4 Open Direction
Consider the following assumption, given the N ×N matrix A, the vector r ∈ RN , and S ⊂ T ⊂ [N ]:
• Assumption AS,T : Suppose (A, r) is nondegenerate and that S, T are non-empty so that
diag
((
PT\S
)∗
pT
)(
AS,T\S/AS
)
diag
((
PT\S
)∗
pT
)
1 /∈ R|T\S|<0 .
In this section lemmas are given which illustrate how AS,T might be used to discover new properties of
stability of Lotka–Volterra. The following result illustrates that AS,T is useful.
Theorem 2.11. Suppose AS,T of (A, r). If S ⊂ T ⊆ [N ] and pS is a stable point of LV(A, r) then pT is not a stable
point of LV(A, r). In fact, pT is not a stable point of LV(AT , rT ).
Proof. Suppose AS,T of (A, r) with S ⊂ T ⊆ [N ] so that pS > 0 is a stable point of LV(A, r). By Theorem 2.6
it is enough to show that pT > 0 is not a stable point of LV(AT , rT ).
Suppose pT is a stable point of LV(AT , rT ). Then
(
PT\S
)∗
AT (pT − pS) ≤ 0 and since (A, r) is nonde-
generate,
(
PT\S
)∗
A(pT − pS) < 0. Thus by Proposition B.2
(
AS,T\S/AS
)
diag
((
PT\S
)∗
pT
)
1 =
(
PT\S
)∗
A(pT − pS) < 0.
Since pT > 0,
diag
((
PT\S
)∗
pT
)(
AS,T\S/AS
)
diag
((
PT\S
)∗
pT
)
1 < 0,
contradicting AS,T . Thus pT is not a stable point of LV(AT , rT ).
The following results illustrates that AS,T is not rare.
Lemma 2.12. Assume (A, r) is nondegenerate and that A is symmetric. Suppose that S ⊆ [N ] and pS ≥ 0. Then
AS > 0 if and only if −diag(pS)AS is stable.
The proof is given immediate from because stable symmetric matrices are D-stable, see Lemma 3.2.1
in [Tak96].
Lemma 2.13. Suppose (A, r) is nondegenerate for symmetric A > 0, then for any S ⊂ T ⊂ [N ], (A, r) satisfies
AS,T .
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Proof. Suppose that there is a non-empty S ⊂ T ⊂ [N ] such that −diag(pS)AS is stable and pS ≥ 0. By
Lemma 2.12 AS , AT > 0.
By Haynsworth’s inertia additivity formula B.7,
In
(
AS,T\S/AS
)
= (|S¯|, 0, 0),
thus the matrix is positive definite. This means that
diag
((
PT\S
)∗
pT
)(
AS,T\S/AS
)
diag
((
PT\S
)∗
pT
)
is positive definite as well. By definition of positive definite
1∗diag
((
PT\S
)∗
pT
)(
AS,T\S/AS
)
diag
((
PT\S
)∗
pT
)
1 > 0.
Thus
diag
((
PT\S
)∗
pT
)(
AS,T\S/AS
)
diag
((
PT\S
)∗
pT
)
1 < 0,
is false. Hence the assumption AS,T is satisfied.
To that end a known result is given with a new proof.
Corollary 2.14. Suppose (A, r) is nondegenerate. If S ⊂ T ⊆ [N ], AT is symmetric, and pS is a stable point of
LV(A, r), then pT is not a stable point of LV(A, r).
Proof. Immediate from Lemmas 2.12 and 2.13, and Theorem 2.11.
The following theorem by [Tak96] completely generalizes the result of Corollary 2.14. But the proof
depends on Murty’s Theorem A.9, where Theorem 2.11 does not depend on Murty’s Theorem.
Theorem. Suppose thatA is irreducible and has only cycles of length≥ 2. Then system LV(A, r) and every reduced
system have a nonnegative and globally stable equilibrium point for each r ∈ RN iff −A is a P -matrix.
Corollary 2.14 was proven without the dependance of Murty’s Theorem A.9. This direction should be
explored further, as it may be used to produce new important results for Lotka–Volterra systems.
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Figure 2.4: Plotted are two instances with initial conditions near two different fixed points, showing each species’
population converges to 1. On the left |S| = 2 and on the right |S| = 1, in Ex. 2.15.
2.5 Examples
In this section examples were constructed to illustrate the usefulness of some of the terms and results of
local stability.
Example 2.15. Consider an environment with 3 species and community matrix and growth rate vector
A =

5 −2 −2
−2 5 −2
−2 −2 5
 and r =

1
1
1
 .
Since A is symmetric V (x) = x∗Ax is a Lyapunov function for this system if and only if A is positive definite. Thus,
it is clear that any reduced system with less than 3 species has a global equilibrium, since AS > 0 when |S| < 3. Yet
only the equilibrium 1 is stable in the full system as it is globally stable by Lyapunov’s theorem, contradicting our
running hypothesis. Indeed, A(p− pS) ≥ 0 for |S| < 3, thus pS is not even a saturated fixed point, see Fig. 2.4.
In Ex 2.16 it is shown that even if pS is stable in the reduced system LV(AS , rS) for every T with S ⊂ T so
that pT is not stable, it is not necessarily true that pS is stable in the original system. That is if there doesn’t
exist a strictly better option. The converse is also false, that is there exists examples so that S ⊂ T and both
pS and pT are stable; see Ex. 2.9.
Example 2.16. Consider an environment and 4 species. Assume species 4 is extinct. Assume that the community
matrix and growth rate vector of the remaining three species are given as
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Figure 2.5: The fourth species is left out of the environment, and the other 3 species prosper, in Ex. 2.16.
A{1,2,3} =

1 .5 0 0
.5 1 0 0
0 0 1 0
0 0 0 0

and r{1,2,3} =

1.3
1.3
0.8
0

.
With these parameters, Eq (2.1) has a globally stable equilibrium at p{1,2,3} =

0.8666...
0.8666...
0.8
0

.
Suppose the fourth species is reintroduce back into the environment. Then depending on how it interacts with the
other species, completely different dynamics can be seen. It should be noted that the new interactions are completely
independent of the currently observed parameters. Suppose that the full community matrix and growth rate vector are
A =

1 .5 0 2
.5 1 0 2
0 0 1 2
2 2 2 1

and r =

1.3
1.3
0.8
5.9

, hence p =

1
1
1
−0.1

,
The Jacobian at p, given by Eq (2.4), has a positive eigenvalue and thus p is not stable. Also, the points

0.8666...
0.8666...
0.8

and (5.9) are asymptotically stable in the subsystems with existing species {1, 2, 3} and {4} respectively. Only the
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Figure 2.6: To the left, the dynamics appears to converge to p{1,2,3} at first, but over time the population of x4
eventually prevails. To the right, the initial populations of each species is larger. The value of x4 starts off diminishing
even at a greater rate than the other species, but unavoidably, the population x4 persists in defiance of the other three,
in Ex. 2.16.
fixed point p{4} is saturated in LV(A, r). If the hypothesis were correct then p{1,2,3} would be locally stable, but this
is indeed false. In fact p{1,2,3} is not even a saturated equilibrium since e∗4A(p− p{1,2,3}) > 0; see Fig. 2.6. Having
even a small initial value for x4 makes it impossible for the point p{1,2,3} to be attracting.
In Ex. 2.16, the running hypothesis is refined to only consider stability in a reduced system if there is no
strictly larger system with a stable point in its interior. Then an environment is found such that even these
stable equilibria are not necessarily stable in the full system. To that end suppose that the fixed point in the
full system is also saturated. Recall pS ∈ R|S| is the vector given after removing the zero components of
pS . Hence the hypothesis becomes that pS is stable if pS is a saturated fixed point and pS is stable in its
corresponding subsystem of LV(A, r) corresponding to S; see Theorem 2.6. The next example shows that if
(A, r) is not nondegenerate then the Jacobian at pS could be singular.
Example 2.17. Consider a set S such that pS is a saturated fixed point and pS is stable in its corresponding reduced
system. It is possible that the Jacobian at pS is singular, giving cause to assume (A, r) is nondegenerate.
Consider an environment with 3 species and with the nondegenerate community matrix and growth rate vector
given as
A =

1 0 3
−2 1 0
2 0 1
 and r =

1
−2
1
 .
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Then p{1} =

1
0
0
 and p =

0.4
−1.2
0.2
. SoA(p−p{1}) =

0
0
−1
 ≤ 0, thus p{1} is a saturated equilibrium. Clearly
p{1} = 1 is stable in the reduced system because 1(r1−A{1}1) = 0, and p{1} = p{1,2} = (1, 0, 0)T . Yet, the Jacobian
at p{1} is singular since diag(A(p−p{1}))−diag(p{1})A =

0 0 0
0 0 0
0 0 −1
−

1 0 0
0 0 0
0 0 0
A =

−1 0 −3
0 0 0
0 0 −1
;
see Eq (2.4).
As mentioned at the end of Section 2.1, assuming that (A, r) is nondegenerate rectifies the issue of sin-
gular Jacobians at equilibria. Section 2.2.1 connects the properties of the populations of the living with the
dead in the Jacobian at an equilibrium.
The following example appears to be coincidental but is in fact a simple case of a generic property.
Example 2.18. Consider the nondegenerate pair (A, r)
A =

2 1 1
4 3 4
2 4 3
 and r =

2
5
4
 .
This example is interesting because the points p{1},p{1,2},p{1,2,3} ∈ RN>0 with sets {1} ⊂ {1, 2} ⊂ {1, 2, 3}
with cardinality one apart. The point p{1,2} = (1/2, 1, 0)T and so diag(p{1,2})A{1,2} =
1 1/2
4 3
 has all of its
eigenvalues with positive real part, and A(p− p{1,2}) = (0, 0,−1)T ≤ 0. Thus p{1,2} is asymptotically stable.
The point p or p{1,2,3} is a saturated fixed point since A(p − p{1,2,3}) = 0. But the point p is not stable because
diag(p)A =

4 2 2
20 15 20
8 16 12
 which has eigenvalues with negative real part.
The point p{1} = (1, 0, 0)T has that diag(p{1})A{1} = 2, but A(p − p{1}) = (0, 1, 2)T and hence p{1} is not a
saturated fixed point. This is always the case, as is seen in Theorem 2.8, that if pS is stable and |T∆S| = 1 then pT
is not stable.
Example 2.19 indicates all of its stable points. The sets of surviving species at the stable points do not
contain any other in this example, which is common. The values of the community matrix are chosen to be
somewhat evenly distributed.
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Figure 2.7: The Lotka–Volterra system given by A and p in Ex. 2.19.
Example 2.19. Suppose there are 6 species in the Lotka–Volterra system with matrix A and vector r so that
A =

0.99 −0.04 −0.846 0.069 −0.677 −0.893
0.518 0.025 0.716 −0.51 −0.316 0.288
−0.544 −0.014 0.822 −0.375 0.39 0.561
−0.144 0.17 0.472 0.45 −0.925 0.484
0.808 0.279 0.268 −0.164 0.255 0.863
−0.353 0.26 0.593 0.937 0.308 0.721

,p =

1
1
1
1
1
1

.
The three plots in Fig. 2.7 show the evolution of the dynamical system starting near the fixed point p. The
solutions converge to a stable fixed point after some species has died off. From left to right the surviving species are
{1, 6}, {2, 3, 5}, and {1, 3, 4, 5}, none of which contain another. The periodic waves indicate that the 6 dimensional
population vectors are rotating, essentially spiraling towards the stable fixed point.
Example 2.20. Consider the nondegenerate (A, r),
A =

2 −2 4
0 2 −1
0 −1 2
 , r =

2
2
2
 , so p = (−1, 2, 2)T . Let us analyze if either p{1} or p{2,3} are stable.
Let S = {1}, then A/AS =
 2 −1
−1 2
 and so A/ASP S¯p =
2
2
, thus p{1} = (1, 0, 0)T is unstable by
Proposition B.2.
Let T = {2, 3}, then A/AT = 2 and so A/ATP T¯p = −2. Also, pT = (0, 2, 2)T and so −diag(pT )AT is stable.
Thus p{2,3} is stable and by Theorem 2.8, p{2},p{3},p{1,2,3} are not stable as well.
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2.6 Impact on Chapter 1
The hypothesis on (A, r) in Chapter 1 allows the application of Corollary 2.14. Suppose that the cycle is RN
and competition weights are c0, c1, ..., cbN/2c. Suppose that x ≥ 0 and let S = {i : xi = 0} ⊆ [N ]. Suppose
that y ≥ 0 and let T = {i : yi = 0} ⊆ [N ]. If x is a fixed point of the system and either S ⊂ T or T ⊂ S then
by Corollary 2.14, y is not stable. On the other hand if z ≥ 0 so that zi+1 = xi for i < N and z1 = xN , then
z is stable. Moreover if x is an unstable fixed point, and if the transversal eigenvalues at x are all negative
and S ⊂ T then y is unstable.
31
Chapter 3
Configurations of Global Minimizers for
Social Network with Polarized Opinions
3.1 Background
The next two chapters involve a particular set of opinion based dynamical models. The social models
investigated incorporate a double well potential which affects each member and the social network which
indicates a coupling between members in the dynamical system.
These models consist of two major forces. These forces are a double well potential for each individual
which may be thought of as a force due to a "polar opinion" phenomenon, see [ABS17], and a weighted
graph Laplacian due to social pressure based on their relationships. The force due to the social network is
given by the quadratic form of the graph Laplacian. In the model, all of the dynamics may be represented
as a gradient flow in a potential, hence the stable configurations can be compared by their associated energy
and therefore a globally "most stable" configuration may be discussed.
Many of the following results were captured in [BDFL18]. In this chapter the configurations of global
minimizers are analyzed, depending on the assumed structure of the social network. In Section 3.2 the
form of the global minimizer of the energy is described for when the graph topology is "balanced". In
Section 3.3 the configuration of the global minimizer of the energy investigated for more general networks.
3.1.1 Description of Model
Since the class of models depend on a social network and an energy potential, a class of graphs and a class
of energy potentials are defined first.
Definition 3.1. Let G be an undirected weighted graph with vertex set {1, . . . , n} and edge set a subset of
{{i, j} : i 6= j}. To each edge {i, j} there is an associated weight γij so that γij = γji. Let Gn denote the set of such
graphs.
Definition 3.2. LetW be the set of twice continuously differentiable even functions W : R→ R whose only critical
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points are at some given ±m and 0 which are local minima and a local maxima respectively. Further if W ∈ W then
lim
x→±∞
W (x)
x2
=∞. (3.1)
Now the class of models may be defined.
Definition 3.3. Given a graph G ∈ Gn, a function W ∈ W , and a parameter κ ∈ [0,∞) then define the energy
EW,G,κ (denoted Eκ when W and G are understood) by
EW,G,κ(x) :=
n∑
i=1
W (xi) +
κ
2
∑
i>j
γij(xi − xj)2. (3.2)
The model considered in this chapter is the gradient flow for this energy
dxi
dt
=
∂
∂xi
EW,G,κ(x) = −κ(L(G)x)i −W ′(xi), (3.3)
where L(G) is the graph Laplacian whose components are given by
(L(G))ij =

−γij , i 6= j,∑
k 6=i γik, i = j.
(3.4)
The last equation in Definition 3.2, Eq. (3.1), assures that Eq (3.3) cannot diverge to infinity as t → ∞.
Denoting L := L(G) then Eκ(x) =
∑n
i=1W (xi) +
κ
2x
∗Lx because
xTLx =
∑
i
∑
j
Lijxixj
=
∑
i 6=j
∑
j
Lijxixj +
∑
i
Liix
2
i
=
∑
i 6=j
∑
j
−γijxixj +
∑
i 6=j
∑
j
γijx
2
i
=
∑
i 6=j
∑
j
−γijxixj + 1
2
∑
i 6=j
∑
j
γijx
2
i +
1
2
∑
i 6=j
∑
j
γijx
2
j
=
1
2
∑
i
∑
j
γij(xi − xj)2 =
∑
i>j
γij(xi − xj)2.
The attracting fixed points of Eq. (3.3) via gradient flow are exactly the local minima of Eq. (3.2). The
main object of study in this chapter is to understand the nature of these minima. A functionW corresponds
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to the dynamics of an individual’s opinion when uninfluenced by others, and as seen in Eq. (3.2) this is
chosen to be the same for each member. Moreover, L(G) represents how each member is influenced by the
entire network with γij as the strength of the interaction between individuals i and j. By setting κ = 0,
there are no social interaction and hence each individual independently moves to a local minimum of the
function W . That is, if κ = 0 then there are 2n minima of the energy given in Eq. (3.2) at the points
(±m,±m, . . . ,±m); in this case these are all also global minima. Setting κ large makes the interactions
between individuals relatively dominant, but due to Eq. (3.1) the opinions will never blow up. In many
cases the minima can desist under bifurcations and in fact it is shown in [BFG07a] that all bifurcations cause
minima to disappear under certain conditions. This model does not assume that γij ≥ 0, which would lead
to only friendly attracting forces between individuals. Indeed γij < 0 is allowed, and hence individuals
may be thought to be "enemies" and have repelling opinions. Consider W as the individual’s potential and
γij as the interaction strengths between i and j.
3.2 Balanced graphs and global minima
This section explores the relationship between the form of global minima when the structure of the graph
is "balanced".
Definition 3.4. A graph G is said to be balanced if every cycle contains an even number of negative edges.
One way of describing this type of graph colloquially is with the two phrases "the enemy of my enemy is
my friend" and "the friend of my friend is my friend". For example, if the graph contains a triangle, then by
the definition above, the three vertices in this triangle must all be friends, or exactly two of the pairs must
be enemies. A major result of Cartwright and Harary [CH56, CH68] is that all balanced graphs have a type
of signed bipartite structure, which is summarized in the following theorem.
Theorem 3.5 (Cartwright-Harary). A graph G is balanced if and only if its vertex set V can be decomposed into
two mutually exclusive subsets V1 and V2 (referred to as cliques in [CH56] p. 11) such that γij ≥ 0 if i and j belong
to the same subset and γij ≤ 0 if i and j belong to different subsets.
The following result, from [BDFL18], uses Theorem 3.5 to show that with a balanced social network
the global minima of Eκ requires that all opinions of members of one clique is in one well and the other
members’ opinions are in the other well.
34
Theorem 3.6. Suppose that G is a balanced graph, W ∈ W , κ > 0, and x is a global minimum of the energy Eκ.
Then xi 6= 0 for all i and xi and xj have the same sign if and only if i and j belong to the same clique.
Proof. Notice that Eκ(0) = nW (0) > nW (±m) = Eκ(±m1), so that 0 is never a global minimum. Thus fix
x 6= 0, and without loss of generality assume x1 > 0 and 1 ∈ V1. Define x˜ by
x˜i =

|xi| if i ∈ V1,
−|xi| if i ∈ V2.
It is first shown that γij x˜ix˜j ≥ 0 for all i and j. If i and j belong to the same clique, then by Theorem 3.5,
γij ≥ 0 and x˜i and x˜j have the same sign. However, if i and j belong to different cliques, then γij ≤ 0 and
x˜i and x˜j have different signs. Since W is even, the transformation x 7→ x˜ does not change the W terms
in (3.2) and can only make the quadratic terms more negative, so Eκ(x˜) ≤ Eκ(x).
Suppose that x is a global minimum and xi = 0 for some i. Repeating the argument above gives a
sign-definiteness of γij x˜j : if i ∈ V1, then γij x˜j ≥ 0 for all j, and if i ∈ V2, then γij x˜j ≤ 0 for all j. Indeed
∑
j 6=i
γij x˜j =
1
2κ
(W ′(x˜i)− (∇Eκ(x˜))i) = 0,
but since all γij x˜j have the same sign, this implies γij x˜j = 0 for all j. Therefore for every j either γij = 0 or
xj = x˜j = 0. This implies that xj = 0 for every j that is a neighbor of i in the graph. By induction xj = 0
for any j path-connected to i. Since G is connected, xj = 0 for all j, but 0 is not a global minimum. This is
a contradiction, and thus xi 6= 0 for all i if x is a global minimum.
Finally it is shown that if x 6= x˜ for any nonzero x, then Eκ(x˜) < Eκ(x). Consider the quantity γij(x˜ix˜j −
xixj). Note that this is either exactly zero, or equal to 2γij x˜ix˜j > 0. (Moreover, this is positive whenever
exactly one of the xi, xj changes parity when x 7→ x˜.) Thus
Eκ(x)− Eκ(x˜) = κ
2
n∑
i,j=1
γij(x˜ix˜j − xixj),
and since each term is nonnegative the sum is positive as long as at least one term is positive. Choose i so
that xi 6= x˜i. Since G is connected, there is a path from 1 to i, i.e. there is a sequence of vertices n1, n2, ..., nk
such that n1 = 1, nk = i, and γn`n`+1 6= 0 for ` = 1, . . . , k − 1. Since x1 = x˜1 and xi 6= x˜i, there exists an `
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such that xn` = x˜n` and xn`+1 6= x˜n`+1 , which implies
γn`n`+1(x˜n` x˜n`+1 − xn`xn`+1) = 2γn`n`+1 x˜n` x˜n`+1 > 0,
and therefore Eκ(x˜) < Eκ(x).
3.3 A global minimizer’s orthant may depend on κ
Suppose that G is a balanced graph, with cliques V1 and V2 and without loss of generality 1 ∈ V1. Suppose
that x is a global minimizer of Eκ, with x1 > 0. Then by Theorem 3.6, xi > 0 if and only if i ∈ V1, and
moreover −x is the only other global minimizer. This means that for any κ > 0 the global minimizer of Eκ
stays in the same orthant. In this section it is investigated how common it is for the global minimizers to
stay in an orthant.
Notice that for arbitrarily small κ > 0, the global minimizer of Eκ must minimize
∂
∂κ
Eκ(x) =
1
2
∑
i>j
γij(xi − xj)2,
where x = (±1,±1, ...,±1), because at κ = 0 all minimizers are also global minimizers. So the question of
whether global minimizers stay in an orthant for κ > 0 reduces to whether or not a global minimizer, x, has
the property that sgn (x) ∈ argmin
x∈{±1}n
∑
i>j
γij |xi − xj | for all κ > 0. For example, when G is balanced then for
any κ > 0, x ∈ argmin
x
Eκ(x) if and only if sgn (x) ∈ argmin
x∈{±1}n
∑
i>j
γij |xi − xj |.
Suppose that the graph Laplacian L = L(G) ≥ 0, then for any κ > 0, x ∈ argmin
x
Eκ(x) if and only if
sgn (x) ∈ argmin
x∈{±1}n
∑
i>j
γij |xi − xj |.
Theorem 3.7. Suppose that W (x) := 14 (x
2 − 1)2 and let the graph G be such that L = L(G) ≥ 0. Then for any
κ > 0, x ∈ argmin
x
Eκ(x) if and only if sgn (x) ∈ argmin
x∈{±1}n
∑
i>j
γij |xi − xj |.
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Proof. Suppose that x is a global minimizer. For any κ > 0,
Eκ(±1) =
n∑
i=1
W (±1) + κ
2
∑
i>j
γij(1− 1)2
=
n∑
i=1
0 +
κ
2
∑
i>j
γij(0)
2
= 0.
In general, since
n∑
i=1
W (xi) ≥ 0 and x∗Lx ≥ 0,
Eκ(x) =
n∑
i=1
W (xi) +
κ
2
∑
i>j
γij(xi − xj)2 = 0
implies that
n∑
i=1
W (xi) = 0 and x∗Lx = 0. Now
n∑
i=1
W (xi) = 0 implies that xi = ±1 for each i. Hence
x ∈ {±1}n. Thus argmin
x
Eκ(x) = argmin
x∈{±1}n
x∗Lx = argmin
x∈{±1}n
∑
i>j
γij |xi − xj |, and x = sgn(x), so the result
follows.
By Theorem 3.6 the balanced graph of two nodes with a negative edge weight also has the property that
for any κ > 0, x ∈ argmin
x
Eκ(x) if and only if sgn (x) ∈ argmin
x∈{±1}n
∑
i>j
γij |xi − xj |. But the graph Laplacian is
negative definite, contrasting Theorem 3.7.
The next most natural question to ask is if it is always true that for any κ > 0, x ∈ argmin
x
Eκ(x) if and
only if sgn (x) ∈ argmin
x∈{±1}n
∑
i>j
γij |xi − xj |. It will be shown that the previous statement is false. To that end
see the following three Lemmas.
Lemma 3.8. Assume that α, β ∈ R are given. Suppose the functions f : R→ R, g : R→ R given by
f(x) = x3 − αx+ β
g(x) = x3 − αx+ β + γ
(3.5)
with solutions x1, x2, x3 and y1, y2, y3 respectfully such that <(x1) ≤ <(x2) ≤ <(x3) and <(y1) ≤ <(y2) ≤ <(y3).
Suppose that x3, y3 ∈ R. Then the signs of γ and x3 − y3 are the same. Suppose that x1, y1 ∈ R. Then the signs of γ
and x1 − y1 are the same.
Proof. Suppose γ > 0. Since x3 is the largest solution to the cubic f(x) = 0, we have that for any x ≥ x3,
f ′(x) > 0. Hence if x ≥ x3 then g′(x) = f ′(x) > 0. But since g(x3) = γ > 0, we have that if x ≥ x3 then
g(x) > f(x) = 0. Thus x3 > y3. For the other cases the argument is same.
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Lemma 3.9. Assume that α, β, γ ∈ R are given. Suppose the functions f : R→ R, g : R→ R given by
f(x) = x3 − αx+ β + γθ
g(x) = x3 − αx+ β + γx
(3.6)
with solutions x1, x2, x3 and y1, y2, y3 respectively such that <(x1) ≤ <(x2) ≤ <(x3) and <(y1) ≤ <(y2) ≤ <(y3).
Suppose that x3, y3 ∈ R. Then the signs of γ(x3 − θ) and x3 − y3 are the same. Suppose that x1, y1 ∈ R. Then the
signs of γ(x1 − θ) and x1 − y1 are the same.
Proof. Suppose γ > 0. Now
f(x) = x3 − αx+ β + γx+ γ(θ − x)
= g(x) + γ(θ − x).
So 0 = f(x3) = g(x3) + γ(θ − x3) or g(x3) = −γ(θ − x3) < 0. Since lim
x→∞ g(x) = ∞, we have that y3 > x3.
The argument is the same for the other cases.
Lemma 3.10. Suppose that p < 0 < q and that α1, α2, β1, β2 > 0 such that βi ∈ (0, 2αi) for i = 1, 2. Suppose that
the solutions to the set of equations
x3 − α1x+ β1q = 0
y3 − α2y + β2p = 0
(3.7)
are x1, x2, x3 and y1, y2, y3 respectively such that x1 < <(x2) ≤ <(x3) and <(y1) ≤ <(y2) < y3. Then the solution
(x˜, y˜) to the equations
x3 − α1x+ β1y = 0
y3 − α2y + β2x = 0, with x < 0 and y > 0,
(3.8)
exists and is unique. Moreover:
1. If x1 < p and y3 > q then x˜ < x1 and y˜ > y3.
2. If q > y3 and p = x1 then q > y˜.
3. If p < x1 and q = y3 then p < x˜.
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Proof. First notice that x1, y3 ∈ R since at β1q > 0 and β2p < 0 for cubic polynomials. Suppose that z ≥ 0.
Consider the implied function, f , which takes z ≥ 0 to the only negative solution of
x3 − α1x+ β1z = 0.
Then df(z)dz is found implicitly to be
f ′(z) =
−β1
3f(z)2 − α1
Now f(0) = −√α1 and by Lemma 3.8 f(z) < −√α1 for all z > 0. Thus 0 > f ′(z) > −β12α1 ∈ (−1, 0). Likewise
the implied function, g, which takes x ≤ 0 to the only positive solution of
y3 − α2y + β2x = 0
has that dg(x)dx ∈
(
−β1
2α1
, 0
)
⊂ (−1, 0). Thus there is a c ∈ (0, 1) so that dg◦f(z))dz ∈ (0, c), for z ≥ 0. Since
g(0) =
√
α2 > 0 and
dg◦f(z)
dz ∈ (0, c), there is a unique positive solution to g ◦ f(z) = z, call it z∗, which is
globally attracting. Thus (x˜, y˜) = (f(z∗), g ◦ f(z∗)) is the unique solution of Eq. (3.8). Moreover, if q > y3
and p = x1 then q > y3 = g ◦ f(q) and thus q > z∗ = y˜ asserting statement 2. Similarly statement 3 holds.
Suppose that x1 < p and y3 > q. Then by Lemma 3.8 the largest solution, g(x1), to
y3 − α2y + β2x1 = 0
is larger than y3. Recall that f(q) = x1, then g ◦ f(q) = g(x1) > y3 > q and thus q < z∗, since z∗ is a globally
attracting fixed point of g ◦f . Now since g ◦f is increasing, y˜ > y3. Likewise x˜ < x1. This implies statement
1.
Theorem 3.11. Suppose that W (x) := 14 (x
2 − 1)2. It is not always the case that for any κ > 0, x ∈ argmin
x
Eκ(x)
if and only if sgn (x) ∈ argmin
x∈{±1}n
∑
i>j
γij |xi − xj |.
Proof. Let  ∈ (0, 0.0001), δ12, δ13, δ14, δ23, δ24, δ34 ∈ [0, ]. Assume that γ12 = −10 + δ12, γ13 = 1.11 + δ13,
γ14 = δ14, γ23 = 1 + δ23, γ24 = −.1 + δ24, γ34 = −.2 + δ34. First we show
argmin
x∈{±1}n
∑
i>j
γij |xi − xj | = (−1, 1,−1, 1)T . Notice that x = (−1, 1,−1, 1)T yields
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∑
i>j
γij
1
2
|xi − xj | = γ12 + 0 + γ14 + γ23 + 0 + γ34 ≤ (−10) + 0 + 0 + 1 + 0 + (−.2) +
∑
i>j
δji ≤ −9.2 + .0006
.
Suppose that x ∈ {±1}4. Without loss of generality suppose x1 = −1. If x2 = −1 then
∑
i>j
γij
1
2
|xi − xj | ≥ γ24 + γ34 ≥ −.3− .0006,
so x2 = 1. If x3 = 1 then
∑
i>j
γij
1
2
|xi − xj | ≥ γ12 + γ13 + γ24 + γ34 ≥ −9.19− .0006,
so x3 = −1. If x4 = −1 then
∑
i>j
γij
1
2
|xi − xj | = γ12 + γ23 + γ24 ≥ −9.1− .0006,
so x4 = 1. Thus argmin
x∈{±1}n
∑
i>j
γij |xi − xj | = (−1, 1,−1, 1)T .
Define
D =

δ12 + δ13 + δ14 −δ12 −δ13 −δ14
−δ12 δ12 + δ23 + δ24 −δ23 −δ24
−δ13 −δ23 δ13 + δ23 + δ34 −δ34
−δ14 −δ24 −δ34 δ14 + δ24 + δ34

.
If x is a minimum of Eκ then
κ

−8.89 10 −1.11 0
10 −9.1 −1 .1
−1.11 −1 1.91 .2
0 .1 .2 −.3

x+ κDx+

x31 − x1
x32 − x2
x33 − x3
x34 − x4

= 0. (3.9)
Moreover, the solutions to the cubic equations inferred must have the property that the derivative at that
point is positive. Indeed, suppose that the ith row is given as an equation after replacing xi with the variable
x; i.e. the 1st equation would be x3−x+κ((−8.89+δ12+δ13+δ14)x+(10−δ12)x2+(−1.11−δ13)x3−δ14x4) = 0.
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Suppose this equation has three solutions. Then this equation is a cubic equation without a quadratic term
and leading coefficient of 1 > 0. In order for the fixed point x to be a local minimum the aforementioned
cubic equation is solved by x = xi such that xi is not the central solution. In the case when there is less than
three solutions, if x is a solution with multiplicity greater than 1 then x 6= xi, else x is unstable.
Suppose that κ = 10. We show that sgn
(
argmin
x
Eκ(x)
)
6= (−1, 1,−1, 1)T , by showing no minima exist
in the orthant containing (−1, 1,−1, 1)T . Suppose that p = (p1, p2, p3, p4)T is a minimum of Eκ(p) and
sgn(p) = (−1, 1,−1, 1)T . Proceed by contradiction for each of four cases.
Case 1: p3 ≤ p1 ≤ 0 ≤ p2 ≤ p4.
The values p3, p4 are bounded. Consider the equations given by Eq. (3.9)
x3 − x+ κ(−1.11p1 − p2 + 1.91x+ .2p4) + κ((δ13 + δ23 + δ34)x− δ13p1 − δ23p2 − δ34p4) = 0
x3 − x+ κ(.1p2 + .2p3 − .3x) + κ((δ14 + δ24 + δ34)x− δ14p1 − δ24p2 − δ34p3) = 0,
whose smallest and largest solutions give p3 and p4 respectively.
Notice that −1.11(p3 − p1) ≥ 0, −1(p3 − p2) ≥ 0, −δ13(p3 − p1) ≥ 0, −δ23(p3 − p2) ≥ 0, 0 ≥ −δ34p4,
−δ34(p3 − 0) ≥ 0, and the smallest solution to
x3 − 3x+ 2p4 = x3 − x+ κ(−1.11x− x+ 1.91x+ .2p4) + 0 = 0
is less than p3 by Lemmas 3.8 and 3.9. On the other hand since 0 ≤ .1p2,−δ24(p4−p2) ≤ 0,−δ14(p4−0) ≤ 0,
−δ34(p4 − 0) ≤ 0, 0 ≤ −δ14p1, 0 ≤ −δ34p3, so the greatest solution to
x3 − 4x+ 2p3 = x3 − x+ κ(0 + .2p3 − .3x) + κ((δ14 + δ24 + δ34)x− (δ14 + δ34)x− 0− δ24x− 0) = 0,
is greater than p4 by Lemmas 3.8 and 3.9.
Consider the functions
f(x) = x3 − 3x+ 2p4,
g(x) = x3 − 4x+ 2p3.
Let x1 < <(x2) ≤ <(x3) be the three solutions to f(x) = 0 and let <(y1) ≤ <(y2) < y3 be the three solutions
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Figure 3.1: This figure illustrates the forces applied to the particles which represent the coordinates of p. Imagine that
gravity pulls down on the particles, and the red and blue lines illustrate repelling and attracting forces between the
particles respectively. Finally, the longer and more opaque the line the stronger the repelling or attracting force.
In this figure, it appears that the forces of gravity and attraction would cause p3 to move to the right of p1, but for the
repelling force of p4. As the proof shows, the magnitude of p4 required so that p3 < p1 forces instability.
to g(x) = 0. As previously stated x1 < p3 and y3 > p4. Now consider the solutions x˜, y˜ to
x˜3 − 3x˜+ 2y˜ = 0
y˜3 − 4y˜ + 2x˜ = 0, where x˜ < 0 and y˜ > 0.
By Lemma 3.10, statement 1, x˜ < x1 < p1 and y˜ > y3 > p2 because x1 < p1 and y3 > p2. Now consider the
solution to
x3 − 3x+ 2y = 0
y3 − 4y + 2 · (−2.5) = 0, where x < 0 and y > 0.
Solving for y in the second line first, gives that y < 2.5, so by Lemma 3.8 the solution to the first line is
x > −2.5. Thus by Lemma 3.10, statement 3, −2.5 < x˜ < p3. Similarly, by Lemma 3.10, p4 < 2.5.
Recall that the largest solution to
x3 − x+ κ(10p1 − 9.1x− p3 + .1p4) + κ((δ12 + δ23 + δ24)x− δ12p1 − δ23p3 − δ24p4) = 0
is p2. Since −p3 < 2.5, p4 < 2.5, 10p1 ≤ 0, δ24(p2 − p4) ≤ 0, −δ12p1 ≤ −δ13p3 < 0.0001 · 2.5, the largest
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solution to
x3 − 91.998x+ 27.55 =
x3 − x+ κ(0− 9.1x− (−2.5) + .1 · 2.5) + κ((0.0002 + δ24)x− (0.0002)(−2.5)− δ24x) = 0
is less than p2, by Lemmas 3.8 and 3.9. Then p2 > 9 > 2.5 > p4 a contradiction so p3 ≤ p1 ≤ 0 ≤ p2 ≤ p4 is
false.
Case 2: p1 ≤ p3 ≤ 0 ≤ p2 ≤ p4.
Outer bounds for p1, p2 are found. The smallest and largest solutions to the equations
x3 − x+ κ(−8.89x+ 10p2 − 1.11p3) + κ((δ12 + δ13 + δ14)x− δ12p2 − δ13p3 − δ14p4) = 0
x3 − x+ κ(10p1 − 9.1x− p3 + .1p4) + κ((δ12 + δ23 + δ24)x− δ12p1 − δ23p3 − δ24p4) = 0
are p1, p2 respectively.
Consider the functions
f(x) = x3 − x+ κ(−10x+ 10p2)
g(x) = x3 − x+ κ(10p1 − 9.1x).
(3.10)
Let x1 < <(x2) ≤ <(x3) be the three solutions to f(x) = 0 and let <(y1) ≤ <(y2) < y3 be the three solutions
to g(x) = 0.
Now x1 < p1 because −1.11(p1 − p3) ≥ 0, −δ12(p1 − p2) ≥ 0, −δ13(p1 − p3) ≥ 0, −δ14(p1 − p4) ≥ 0, and
y3 > p2 because 0 ≤ −p3, −δij(p2 − 0) ≤ 0, 0 ≤ −δ12p1, 0 ≤ −δ23p3, −0.1p4 ≤ −δ24p4, by Lemmas 3.8 and
3.9.
Now consider the solutions x˜, y˜ to
x3 − 101x+ 100y = 0
y3 − 92y + 100x = 0, where x < 0 and y > 0.
(3.11)
By Lemma 3.10, statement 1, x˜ < x1 < p1 and y˜ > y3 > p2 because x1 < p1 and y3 > p2. Now consider the
solution to
x3 − 101x+ 100y = 0
y3 − 92y + 100(−14.5) = 0, where x < 0 and y > 0.
(3.12)
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Figure 3.2: This figure indicates that with p1 < −9 and p4 < 4 the particle p2 has more forces pushing it upwards than
p4 does. As the proof shows, it is almost intuitive that p2 < p4 is false.
Solving for y in the second line first, gives that y < 14, so by Lemma 3.8 the solution to the first line is
x > −14.5. Thus by Lemma 3.10, statement 3, −14.5 < x˜ < p1. Similarly, by Lemma 3.10, p2 < 14.
Recall that p4 is the largest solution to
x3 − x+ κ(.1p2 + .2p3 − .3x) + κ((δ14 + δ24 + δ34)x− δ14p1 − δ24p2 − δ34p3) = 0.
By Lemma 3.8 because p3 ≥ p1 > −15 and by Lemma 3.9 because (δ14+δ24+δ34)p2−δ14p1−δ24p2−δ34p3 ≥ 0
the solution to
x3 − 4x− 30 = 0,
which is less than 4, is greater than p4. Hence p4 < 4.
Now we find an upper bound for p1, recall that p1 is the smallest solution to
x3 − x+ κ(−8.89x+ 10p2 − 1.11p3) + κ((δ12 + δ13 + δ14)x− δ12p2 − δ13p3 − δ14p4) = 0.
By Lemmas 3.8 and 3.9 the solution to
x3 − 89.899x− 0.008 = 0
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is greater than p1 because 10p2 − 1.11p3 − δ13p3 ≥ 0, −δ12p2 ≥ −0.0001p4, −δ14p4 ≥ −0.0001p4,
(δ12 + δ13 + δ14)p1 ≥ 3 · 0.0001p1, and p4 < 4. Thus p1 < −9.
The largest solution to
x3 − x+ κ(10p1 − 9.1x− p3 + .1p4) + κ((δ12 + δ23 + δ24)x− δ12p1 − δ23p3 − δ24p4) = 0
is p2. The solution to
x3 − 91.998x− 806.018 = x3 − 92x+ κ(9 · (−9) + .4) + κ(0.0002x− 0.0002(−9)) = 0,
is less than p2 because −p3 ≤ −p1, p1 < −9, p4 < 4, κ(δ24p2− δ24p4) ≤ 0, by Lemma 3.8. Hence 12 < p2. But
then p4 < 4 < 12 < p2, a contradiction.
Case 3: p3 ≤ p1 ≤ 0 ≤ p4 ≤ p2.
The smallest solution to
x3 − x+ κ(−1.11p1 − p2 + 1.91x+ .2p4) + κ((δ13 + δ23 + δ34)x− δ13p1 − δ23p2 − δ34p4) = 0
is p3. The smallest solution to
x3 − x+ κ(−1.11p1 − p2 + 1.91x+ .2p4) = 0
is smaller than p3 by Lemma 3.9 because (δ13 + δ23 + δ34)p3− δ13p1− δ23p2− δ34p4) ≤ 0. By Lemma 3.9 and
since −1.11p1 < −1.11p3 the smallest solution to
x3 − x− 10p2 + 8x+ 2p4 = 0
is smaller than p3. By Lemma 3.8 and p4 ≤ p2 the only solution to
x3 + 7x− 8p2 = 0
is smaller than p3 and greater than 0. Thus p3 > 0, which is a contradiction.
Case 4: p1 ≤ p3 ≤ 0 ≤ p4 ≤ p2.
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Figure 3.3: This figure simply indicates that the particle p3 has more forces pulling it downwards than p1 does. As the
proof shows, it is almost intuitive that p3 < p1 is false.
Recall that the smallest and largest solutions to the equations
x3 − x+ κ(−8.89x+ 10p2 − 1.11p3) + κ((δ12 + δ13 + δ14)x− δ12p2 − δ13p3 − δ14p4) = 0
x3 − x+ κ(10p1 − 9.1x− p3 + .1p4) + κ((δ12 + δ23 + δ24)x− δ12p1 − δ23p3 − δ24p4) = 0
are p1, p2 respectively.
The smallest and largest solutions to the equations
x3 − x+ κ(−8.89x+ 10p2 − 1.11p3) = 0
x3 − x+ κ(10p1 − 9.1x− p3 + .1p4) = 0
are less than p1 and greater than p2 by Lemma 3.9 because (δ12 + δ13 + δ14)p1 − δ12p2 − δ13p3 − δ14p4 ≤ 0
and (δ12 + δ23 + δ24)p2 − δ12p1 − δ23p3 − δ24p4 ≥ 0.
Since −p1 ≥ −p3 and p2 ≥ p4, by Lemmas 3.8 and 3.9 respectfully the smallest and largest solutions to
x3 − x+ κ(−10x+ 10p2) = 0
x3 − x+ κ(10p1 − 9.1x) = 0
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Figure 3.4: This figure indicates that with p1 ∈ [−15,−13] and p2 ∈ [13, 15] where the other particles might lay. The
fact that p4 < 0 is not intuitive from this figure, but this figure helps explain the choices for the weights γij .
give the outer bounds for p1 and p2 and likewise the solutions to
x3 − x+ κ(−8.89x+ 10p2) + κ(0.0003x− 0.0003p2) = 0
x3 − x+ κ(9p1 − 9x) + κ(0.0003x− 0.0003p1) = 0
give the inner bounds. Applying Lemma 3.10, as in Case 1, gives the bounds p1 ∈ [−15,−13] and p2 ∈
[13, 15].
Recall that the smallest solution to
x3 − x+ κ(−1.11p1 − p2 + 1.91x+ .2p4) + κ((δ13 + δ23 + δ34)x− δ13p1 − δ23p2 − δ34p4) = 0
is p3. The smallest solution to
x3 − x+ κ(−1.11p1 − p2 + 1.91x+ .2p4)− 0.015 = 0
is less than p3 by Lemma 3.9 because (δ13 + δ23 + δ34)p3 − δ13p1 − δ23p2 − δ34p4 ≤ −0.0001p1. Since p4 < p2
and −1.11p1 ≤ −1.11(−15) < 17 we have that, Lemma 3.8, the smallest solution to
x3 − x+ κ(17− .8p2 + 1.91x)− 0.015 = 0
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is less than p3. Moreover, since −p2 < 0 we have that, by Lemma 3.8, the smallest solution to
x3 + 18.1x+ 169.97 = 0
is less than p3. Hence p3 > −4.5. Recall that p4 is the largest solution to
x3 − x+ κ(.1p2 + .2p3 − .3x) + κ((δ14 + δ24 + δ34)x− δ14p1 − δ24p2 − δ34p3) = 0.
The largest solution to
x3 − x+ κ(.1p2 + .2p3 − .3x)− 0.001(15) = 0.
is greater than p4 by Lemma 3.9 because (δ14 + δ24 + δ34)p4 − δ14p1 − δ24p2 − δ34p3 ≥ −0.0001p2.
By Lemma 3.8 we have that the largest solution to
x3 − 4x+ 4.985 = x3 − 4x+ 1 · (13) + 2(−4.5)− 0.015 = 0
is greater than p4. But since it has no positive solutions, we conclude that p4 < 0, which is a contradiction.
Thus no minimum, x, of E10 has the property sgn(x) = (−1, 1,−1, 1)T .
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3.4 Probability that global minimizers remain in their orthant
The dynamics of equation (3.3) are modeled over a distribution of parameters to illustrate how rare the
example described in Theorem 3.11 is. As in Theorem 3.11, the 4 dimensional case is considered as well as
the value 10 for κ. The distribution of the parameters, i.e. γij , is normal with mean 0 and standard deviation
σ1 = 10. The expected maximum of the six independent values of γij is 10
∫∞
−∞ t
d
dtΦ(t)
ndt ≈ 12.67, where
Φ is the standard normal cdf. Thus this distribution for the parameters gives values similar to that in the
example of Theorem 3.11.
Given parameters for the model, the Monte Carlo method is used to determine if the global minimizer
at our choice of κ is in the same orthant as would be for arbitrarily small κ. This was done using Python’s
function fmin from the scipy.optimize package. The starting points for the Monte Carlo simulations are
chosen according to a normal distribution with mean 0 and standard deviation σ2 = 10. The standard
deviation was chosen to be 10, as the stable points of the models with the aforementioned parameters, γij ,
were of that magnitude.
Consider a sequence of simulations. With 4 dimensions there are 16 orthants, so originally 100 starting
points were selected for each Monte Carlo simulation to cover these orthants. Let Xi be 1 if the ith sim-
ulation indicates that x ∈ argmin
x
E10(x) if and only if sgn (x) ∈ argmin
x∈{±1}n
∑
i>j
γij |xi − xj |, and 0 otherwise.
Assume that X ′is are i.i.d. as each simulation has its own unique seed. Now X1 has a Bernoulli distribution
with unknown parameter p, so mean and variance of X1 are p and p(1− p) respectively.
Let Sn :=
∑n
i=1Xi/n. By the central limiting theorem the distribution of Sn − p can be approximated by
the normal distribution with mean 0 and standard deviation
√
p(1− p)/√n. In determining confidence, it
is assumed that this normal distribution is a sufficient approximation, such that for any r ∈ R,
P[|Sn − p| > r] < P[|Y − p| > r] where Y ∼ N(p, p(1−p)n−1 ).
One set of 1000 simulations gave an empirical mean of q = 0.888. Let us call this realization ω, and the
simulations {X1, ..., X1000}, so that
∑1000
i=1 Xi(ω)/1000 = q. From this a confidence interval for the value p is
determined using two methods of analysis.
In the first method it is assumed that the variance of the empirical set {X1(ω), ..., X1000(ω)} approx-
imates the variance given by the distribution p(1 − p). The variance of the set {X1(ω), ..., X1000(ω)} is∑1000
i=1
(Xi(ω)−q)2
1000 =
1000q(1−q)2+1000(1−q)(q)2
1000 = q(1− q). Now the distribution of
S1000 :=
∑1000
i=1 Xi/1000 is sufficiently approximated by N(p,
q(1−q)
999 ) as previously discussed. Hence
P[|q − p| > 2.576 q(1−q)999 )] < P[|Y − p| > 2.576 q(1−q)999 )] < 0.01 where Y ∼ N(p, q(1−q)n−1 ), because 2.576 is
greater than the 99.5th percentile for the standard normal distribution. Thus, given the aforementioned
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assumptions there is a 99% chance that p ∈ (0.8623, 0.9147).
Now the assumption that {X1(ω), ..., X1000(ω)} approximates the variance given by the distribution p(1−
p) may be dropped. Instead, the fact that the Bernoulli distribution depends on a single variable is exploited.
The assumption that for any r ∈ R, P[|Sn − p| > r] < P[|Y − p| > r] where Y ∼ N(p, p(1−p)n−1 ) implies that
P[|S1000 − p| > 2.576p(1−p)999 ] < 0.01. Thus P[|q − p| > 2.576p(1−p)999 ] < 0.01. If p /∈ (0.859, 0.912) then
|q− p| > 2.576p(1−p)999 . Thus with probability at least 0.99, p ∈ (0.859, 0.912), which is similar to the values in
the first method.
Since the expected simulation had the property that x ∈ argmin
x
E10(x) if and only if
sgn (x) ∈ argmin
x∈{±1}n
∑
i>j
γij |xi − xj | about 88.8% of the time, with confidence 0.99, it is not surprising that the
counter example chosen in Theorem 3.11 was so contrived.
Remark 3.12. For p near 0 or 1, both these methods may fail, as will be demonstrated by an example. Note that
the assumption that the corresponding normal distribution approximates the Sn − p requires that n is quite large
since the variance would be small. In fact, any r.v. X with distribution lim
σ→0+
N(p, σ2) is constantly p. Suppose that
p = 0.999, then the variance of X1 would be 0.000999. Since p = 0.999, the probability that Xi(ω) = 1 for each i
is quite high. This would mean that the variance of {X1(ω), ..., X1000(ω)} is 0 which is close to 0.000999, but the
first method would imply that there was a 100% chance that p = 1, which is false. As for the other method, consider
the inequality |1 − p| > 2.576p(1−p)999 which implies that p < 9992.576 for p 6= 1, which indicates that p ∈ [0, 1) with
probability .01. Thus indicating that with probability at least 0.99%, p = 1. So the second method is an improvement
for this example. There are two obvious ways to rectify the issue of p near 0 or 1, to choose n to be large when there is
a small sampling variance, or after sampling to artificially add a sample for each output which was not drawn.
Some additional tests were run. For κ = 0.01, σ1 = 1, σ2 = 1 and n = 1000 the first simulation was run
with empirical mean 1. For κ = 1, σ1 = 1, σ2 = 1 and n = 1000 the first simulation was run with empirical
mean 0.905 and the first method gives that p ∈ (0.881, 0.929) with probability 0.99. For κ = 10, σ1 = 1,
σ2 = 1 and n = 1000 the first simulation was run with empirical mean 0.883 and the first method gives that
p ∈ (0.856, 0.91) with probability 0.99. For κ = 100, σ1 = 1, σ2 = 1 and n = 1000 the first simulation was run
with empirical mean 0.879 and the first method gives that p ∈ (0.852, 0.906) with probability 0.99. Perhaps
the results are not significantly different provided κσ1 > 1. For κσ1 near 0 obviously the probability p is
near 1, as indicated in the simulations.
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Chapter 4
Additional Stable Points for Social
Networks with Double Well Opinion
4.1 Background
This chapter refers to the same energy
EW,G,κ(x) :=
n∑
i=1
W (xi) +
κ
2
∑
i>j
γij(xi − xj)2 (4.1)
as in Chapter 3, and its corresponding model described by Definitions 3.1, 3.2, and 3.3. In this chapter the
focus is on local minima instead of global minima as in Chapter 3. Also, many of the following results were
captured in [BDFL18].
Example 4.1 and the examples in Section 4.2.3 were captured in [BDFL18].
Example 4.1. Consider the graph on three vertices with edge weights 1, 1, and −2, where W (x) = 14 (1 − x2)2, so
that the relevant energy function is
Eκ(x) =
1
4
(1− x21)2 +
1
4
(1− x22)2 +
1
4
(1− x23)2 +
κ
2
(x1 − x2)2 + κ
2
(x1 − x3)2 − κ(x2 − x3)2.
Figures 4.1 and 4.2 give plots which indicate how the minima evolve as κ increases from zero to infinity.
Consider the bifurcation at x0 = (0, 0, 0) and κ0 = 1/6 and set y = x− x0 and µ = κ− κ0. Rewrite the system
dy
dt
=
1
3

4 1 −2
1 1 1
−2 1 4
y + 2µ

1 1 −2
1 −2 1
−2 1 1
y − y3.
The eigenvalues of the left most matrix are 0, 1, and 2. Let V be the matrix whose rows are the corresponding
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Figure 4.1: Plots of the potential W from Example 4.1 as well as the number number of minima of the energy denoted
by mW,G. Explicitly computing the points of discontinuity yields κ = 1/6, φ/6, 1/3 with x = (0, 0, 0), x = ±(0, φ,−φ),
and x = ±(1, 1, 1) respectively. Here φ is the golden ratio, i.e. the positive root of x2 − x− 1 = 0.
Figure 4.2: This plot is the union of the fixed points of the dynamics (3.3) for Example 4.1 for each κ ≥ 0 (the handles
of the pitchforks extend out to infinity). The points x plotted black are stable, while grey are the unstable fixed points.
The pitchfork bifurcation happens at κ = φ/6.
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Figure 4.3: The phase portrait of dw1
dt
= −µw1 − w31 .
eigenvectors and make the change of variables w = V y. Then the system is equivalent to
dw
dt
=

0 0 0
0 1 0
0 0 2
w + 6µ

−1 0 0
0 0 0
0 0 1
w − V (V >w)3.
From basic bifurcation theory it is clear that a center manifold which is locally represented by two functions
w2(w1, µ) and w3(w1, µ) which vanish along with their first partial derivatives at (w1, µ) = (0, 0). Plugging these
functions into the system yields the following
w2(w1, µ) = O(w
3
1) and w3(w1, µ) = O(w
3
1) hence
d
dt
w1 = −6µw1 − 1
2
w31 +O(w
6
1).
This last equation however is locally topologically equivalent to
dw1
dt
= −µw1 − w31
which represents a pitchfork bifurcation, as can be seen from its phase portrait in Fig. 4.3, see [Wig03]. Note that
this equation only governs the dynamics on the center manifold and that the the system is unstable in the directions
corresponding to the other variables w2 and w3 since their corresponding eigenvalues are positive. Therefore when
µ < 0, namely, κ < κ0 = 1/6 there are three fixed points two of which are 2-saddles and one of which is a maximum
w1 = 0 which corresponds to x = (0, 0, 0). When µ > 0, namely, κ > κ0 = 1/6 there is only one fixed point,
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x = (0, 0, 0), which is a 2-saddle.
A similar calculation can be used to understand the two other bifurcations. The Jacobian of the bifurcation at
x = (0,−φ, φ) and κ = φ/6 has eigenvalues 0, −3−√5, and −3− 2√5. Since there are two negative eigenvalues,
there are two stable directions by symmetry and the interesting dynamics occurs on a two dimensional center manifold.
It is easy to see from Figure 4.2 that this is a pitchfork bifurcation and therefore conclude that this bifurcation consists
of two minima colliding with a 1-saddle to form a single minimum. This pitchfork bifurcation can be shown using the
same methods as used above, but the computations are conceptually the same as before. In the same way the Jacobian
for the bifurcation at x = (1, 1, 1) and κ = 1/3 has eigenvalues 0, −2, and −4. Thus there are two stable directions.
Again by a normal form argument, this is a pitchfork bifurcation that consists of a minima and two 1-saddles colliding
to form a single 1-saddle.
4.2 Non-monotone potentials
4.2.1 Overview
It was shown in [BFG07a] that in the case where the underlying graph is a cycle with equal weights, and
all of the connections are friendly, that increasing the interaction intensity can only decrease the number of
minima, i.e. the number of minima of Eq. (4.1) is a decreasing function of κ. In this section, some pairs
(W,G) are studied that do not have this monotonicity property. It is shown that given an arbitrary network
G and integer m, a double well potential W and κ > 0 exist so that this number of minima of Eκ is at least
m.
4.2.2 Main Results
Many of the results in this chapter apply the Poincaré-Miranda Theorem [Maw13].
Poincaré-Miranda Theorem. Consider n continuous functions of n variables, f1, ..., fn. For each i ∈ [N ], denote
the faces S±i := {x ∈ [−1, 1]n : xi = ±1}. If for each i ∈ [N ] the following holds fi
∣∣∣S+i > 0 and fi ∣∣∣S−i < 0, then
there exists a y ∈ [−1, 1]n so that f(y) = 0.
The strongest result in this chapter is Theorem 4.4 which generalizes Theorem 4.2. Theorem 4.4 shows
that a potential W can be constructed so that the pair (W,G) is non monotone. Theorem 4.4 was shown
in [BDFL18]. First Theorem 4.2 shows that given any network G ∈ Gn there exists a W ∈ W and κ > 0 so
that the number of minimizers of Eκ is more than 2n.
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Theorem 4.2. Let G ∈ Gn be a nonempty connected graph with n ≥ 2 and graph Laplacian L = L(G). Then there
exists a function W ∈ W and a κ > 0 so that the energy Eκ, defined by Eκ(x) :=
∑
W (xi) +
κ
2x
TLx, has more
than 2n minimizers, despite that E0 has only 2n.
Proof. Suppose thatm = 1 without loss of generality. DenoteL = L(G). Consider the disconnected compact
intervals I1 < I2 < 0. That is, each point in I2 lies strictly between 0 and all the points of I1.
Consider a function W : R→R in W so that W ′′(x) ≥ 1 for x ∈ I1 ∪ I2, and that W ′(w) = 0 for some
w ∈ int(−I1), and finally that for x ∈ I2, W ′(x) > 0. Call the subset of such functions S ⊂ W . Fix
κL ∈
(
0, 12‖L‖2
)
. Then for any κ ∈ [0, κL], W ∈ S, and x ∈ (±I1∪±I2)n the Hessian of EW,G,κ(x) is positive
definite.
Define V1 so that γ1,j ≤ 0,∀j ∈ V1 and V2 so that γ1,j > 0,∀j ∈ V2. Let δ := 12 minx∈I2(w − |x|)
∑
j |γ1,j | > 0
since n ≥ 2 and G is connected. Fix xj = −w for j ∈ V1, and xj = w for j ∈ V2. Then for any x1 ∈ I2
(Lx)1 =
∑
j
x1γ1,j −
∑
j
xjγ1,j
=
∑
j
x1γ1,j − w
∑
j∈V1
|γ1,j | − w
∑
j∈V2
|γ1,j |
≤ (|x1| − w)
∑
j
|γ1,j | ≤ −2δ < 0.
Since L is continuous, I2 is compact, and (Lx)1 ≤ −2δ then there exists an  := I1,L > 0 so that for any
k 6= 1, x˜k ∈ B(xk, ) ⊂ int(±I1) and x˜1 ∈ I2 implies that (Lx˜)1 ≤ −δ. Let K := B1 × · · · ×Bn, where
Bj =
 I2, for j = 1B(xj , ), for j 6= 1 .
Fix W ∈ S. Let S,W ⊂ S so that for any function f ∈ S,W it is the case that f(x) = W (x) for all x ∈
B(−w, ) ∪B(w, ). Now for p ∈ {−w,w}n the Implicit Function Theorem applies to get a neighborhood
Up of 0 and a function gp : Up→
(
B(−w, ) ∪B(w, )
)n
so that gp(0) = p and ∇EW (κ, gp(κ)) = 0, for
κ ∈ Up. There are 2n such fixed points of EW and thus 2n of such sets Up. Call the intersection of these sets
U . Now fix κ ∈ (0, κL) ∩ U .
Since (Ly)1 ≤ −δ for any y ∈ K, an R := Rκ,L > 0 and r := r,δ,κ > 0 exist so that 1R + κ(Ly)1 < 0,
R + κ(Ly)1 > 0, −r + κ(Ly)j < 0, and r + κ(Ly)j > 0, for each j 6= 1 in V . Fix W ∈ S,W so that
W ′(min I1) = −r, W ′(max I1) = r, W ′(min I2) = 1R , and W ′(max I2) = R.
The Hessian of EW,G,κ(x) is positive definite for x ∈ K ∪
(
B(−w, ) ∪B(w, )
)n
. By Poincaré-Miranda
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Theorem [Maw13] a minimizer in K at κ exists. By the construction of the implicit functions there are still
2n minimizers in
(
B(−w, ) ∪B(w, )
)n
at κ. Hence the conclusion.
My coauthors of the paper [BDFL18] saw that Theorem 4.2 could be generalized so that one particular
W potential was all that was needed. This result is summed up in Theorem 4.4. The following definition is
convenient for purposes of proving Theorem 4.4.
Definition 4.1. Define the functional ‖·‖L : RN×N → R by ‖M‖L = max1≤i≤n
∑
j 6=i |Mij |.
Remark 4.3. For symmetric zero-row-sum matrices this functional has the following properties:
1. ‖M‖L ≥ 0 with equality if and only if M = 0
2. ‖αM‖L = |α|‖M‖L
3. ‖M1 +M2‖L ≤ ‖M1‖L + ‖M2‖L
Thus ‖·‖L is a norm on the space of all zero-row-sum matrices (but is only a seminorm on matrices). In fact it is
comparable to the norm ‖·‖1→1. Note that every Laplacian matrix, L(G), is a symmetric zero-row-sum matrix.
Lemma 4.2. If λ is an eigenvalue of L(G), then |λ| ≤ 2 ‖L(G)‖L.
Proof. Gershgorin’s theorem states that
λ ∈
N⋃
i=1
γii −∑
j 6=i
|γij |, γii +
∑
j 6=i
|γij |
 ,
and since
N⋃
i=1
γii −∑
j 6=i
|γij |, γii +
∑
j 6=i
|γij |
 ⊂
−2 max
1≤i≤n
∑
j 6=i
|γij |, 2 max
1≤i≤n
∑
j 6=i
|γij |
 ,
it is the case that |λ| ≤ 2 ‖L(G)‖L.
Lemma 4.3. Fix 0 < ` < m < r and M > 0, and let W ∈ W be such that W ′′ ≥ M on [`, r]. Further let G ∈ Gn
and choose κ so that
κ‖L(G)‖L = M min{r −m,m− `}
2r
.
Then there exists continuous functions fp : [0, κ]→ ([−r,−`] ∪ [`, r])n for p ∈ {−m,m}n satisfying the following
conditions:
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1. fp(0) = p,
2. ∇Eκ(fp(κ′), κ′) = 0 for all κ′ ∈ [0, κ],
3. ∇2Eκ(fp(κ′), κ′) is positive definite for all κ′ ∈ [0, κ].
Remark 4.4. The lemma gives a lower bound on κ so that the minima of the energy Eκ evolving according to the
implicit function theorem starting from the various minima of E0 remain in the region ([−r,−`] ∪ [`, r])n.
Proof. By Lemma 4.2, all of the eigenvalues of L(G) are in the range [−2 ‖L(G)‖L , 2 ‖L(G)‖L], and by
assumption, W ′′ ≥ M . From this it follows that ∇2Eκ(x, κ) is positive definite on ([−r,−`] ∪ [`, r])n if
0 ≤ κ < M2‖L(G)‖L .
Fix p ∈ {−m,m}n. Then the implicit function theorem gives a function fp : [0, κ) → Up for some κ,
where Up is some deleted neighborhood of p ∈ Rn.
Since for any i
κp :=
−W ′(fp(κ)i)
(L(G)fp(κ))i =
|W ′(fp(κ)i)|
|(L(G)fp(κ))i| ≥
min{|W ′(`)|, |W ′(r)|}
2r
∑
j 6=i |γij |
≥ M min{r −m,m− `}
2r‖L(G)‖ > 0
the implicit function may be extended to fp : [0, κp]→ ([−r,−`]∪[`, r])n. Since pwas arbitrary in {−m,m}n,
the desired result is obtained.
Theorem 4.4. Let d ≥ 1. Then there exists a potential W ∈ W such that for any n ≥ 2 and G ∈ Gn there exists a
κ > 0 such that the difference of the number of minimizers of Eκ and E0 is at least d.
Proof. First consider the cases of d ≤ 2. Fix 0 < `′ < r′ < ` < m < r and M > 0. Choose a W ∈ W satisfying
W ′′ ≥M on [`′, r′] ∪ [`, r] and
W ′(`′) < −M(r + r
′) min{r −m,m− `}
2r
, W ′(r′) > −M(`− r
′) min{r −m,m− `}
2r
, (4.2)
W ′(`) < −M min{r −m,m− `}, W ′(r) > M min{r −m,m− `}. (4.3)
Fix G ∈ Gn and choose κ according to Lemma 4.3. It will be shown that Eκ(x) has a non-zero fixed point
x0 /∈ ([−r,−`]∪ [`, r])n and therefore conclude that Eκ(x) has at least 2n+2 fixed points, namely, each fp(κ)
and ±x0.
To find x0, choose a vertex i such that ‖L(G)‖ =
∑
j 6=i |γij | and let j denote a generic vertex not equal to
i. DefineR to be the rectangular region consisting of all x ∈ Rn such that xi ∈ [`′, r′], xj ∈ [−r,−`] if γij ≥ 0,
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and xj ∈ [`, r] if γij < 0. It will be shown that x0 in R. First note that
M(`− r′) min{r −m,m− `}
2r
≤ κ(L(G)x)i ≤ M(r + r
′) min{r −m,m− `}
2r
,
−M min{r −m,m− `} ≤ κ(L(G)x)j ≤M min{r −m,m− `},
for all x ∈ R and therefore conclude that
∇Eκ(x)i
∣∣∣∣
xi=`′
< 0 < ∇Eκ(x)i
∣∣∣∣
xi=r′
and ∇Eκ(x)j
∣∣∣∣
xj=`
< 0 < ∇Eκ(x)j
∣∣∣∣
xj=r
for all x in the indicated faces of R. Therefore by the Poincare–Miranda theorem [Maw13] there exists a
critical point x0 in R. Finally since the lower bound for W ′′ is as in Lemma 4.3 it is the case that∇2Eκ(x) is
positive definite for all x ∈ R and therefore conclude that x0 is in fact a local minimum.
In general, choose s so that 2s ≥ d and choose numbers
0 < `′1 < r
′
1 < · · · < `′s−1 < r′s−1 < ` < m < r and impose the same restrictions to W ′ and W ′′ as above for
each pair `′t and r′t for t ∈ {1, . . . , s− 1}. This results in 2s ≥ d fixed points all of which are distinct since the
ith component lies in the interval ±(`′t, r′t) which is disjoint from the others.
Remark 4.5. The portion of the potential W with x ∈ (−r′, `′) ∪ (`, r) forms something like a "shelf" on which a
new fixed point can sit. It appears that a shelf tends to produce substantially many new fixed points as is seen in the
following examples.
4.2.3 Examples
Example 4.6. This example shows that many more minima may actually be achieved than Theorem 4.4 predicts. Let
κ = 1,  = .01, and W be the classical W potential on the set (−∞,−1)∪ (−1/4+2, 1/4−2)∪ (1,∞), decreasing
and smooth on (1/4− 2, 1), increasing and smooth on (−1,−1/4 + 2), and even. Additionally, suppose that
W ′(x) =

 for x = −1/4,−1/2, and −3/4,
10 for x = −1/4 + ,−1/2 + ,−3/4 + , and −1 + ,
−10 for x = 1/4− , 1/2− , 3/4− , and 1− ,
− for x = 1/4, 1/2, and 3/4,.
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Now consider the graph with two nodes and edge of weight 1. Let L be the corresponding graph Laplacian. Then the
gradient of the energy is
∇Eκ(x) =
W ′(x1) + x1 − x2
W ′(x2)− x1 + x2

Let f1(x1, x2) = W ′(x1) + x1− x2 and f2(x1, x2) = W ′(x2)− x1 + x2. Consider the sets An = [−n/4,−n/4 + ]
and Bn = [n/4 + , n/4] for n = 1, 2, 3, 4. Suppose that W ′′(x) > 0 for x in the interior of these sets. There are 16
Cartesian products of the form Ai ×Bj .
Consider (x1, x2) ∈ Ai × Bj for some 1 ≤ i, j ≤ 4. Then certainly x1 − x2 ∈ [−2,−2/4 + 2] and −x1 + x2 ∈
[2/4− 2, 2]. So
f1(x1, x2) =

W ′(x1) + x1 − x2 ≤ −2/4 + 3 < 0
for x1 = −1/4,−1/2,−3/4, and −1,
W ′(x1) + x1 − x2 ≥ 10− 2 > 0
for x1 = −1/4 + ,−1/2 + ,−3/4 + , and −1 + ,
and
f2(x1, x2) =

W ′(x2)− x1 + x2 ≥ 2/4− 3 > 0
for x2 = 1/4, 1/2, 3/4, and 1,
W ′(x2)− x1 + x2 ≤ −10 + 2 < 0
for x2 = 1/4− , 1/2− , 3/4− , and −1 + .
Applying the Poincare–Miranda theorem gives 16 local extrema, one for each of the 16 sets, of the form x1 < 0 < x2.
By symmetry there are another 16 of the form x2 < 0 < x1. These extrema happen in the regions with positive
Hessian. Indeed,
D2E(x) =
W ′′(x1) 0
0 W ′′(x2)
+ κ
 1 −1
−1 1

is positive definite. There are an additional 2 local minima at (1, 1) and (−1,−1), giving a total number of 34 minima
at κ = 1.
Example 4.7. The main drivers in the increase of minima in the proofs are the inflection points in the potential which
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gave rise to "shelves" that would separate out the different points. This example shows that these shelves are useful
but not necessary for non-monotonicity.
Let κ = 0.1. Let W be a smooth, even function with only two inflection points so that W (x) = (|x| − 1)4 on
(−∞,−1/2] ∪ [1/2,∞). Now consider the graph with two nodes and edge of weight 1. Then the gradient of the
energy is
∇Eκ(x) =
W ′(x1)− .1x1 + .1x2
W ′(x2) + .1x1 − .1x2
 .
Let f1(x1, x2) = W ′(x1)− .1x1 + .1x2 and f2(x1, x2) = W ′(x2) + .1x1 − .1x2. Then
f1(x1, x2) =

W ′(x1)− .1x1 + .1x2 < 0− .1− .1 < 0 for x1 = 1, x2 ∈ (−2,−1)
W ′(x1)− .1x1 + .1x2 > 4− .2− .2 > 0 for x1 = 2, x2 ∈ (−2,−1)
and
f2(x1, x2) =

W ′(x2) + .1x1 − .1x2 < −4 + .2 + .2 < 0 for x2 = −2, x1 ∈ (1, 2)
W ′(x2) + .1x1 − .1x2 > 0 + .1 + .1 > 0 for x2 = −1, x1 ∈ (1, 2).
By the Poincare–Miranda theorem there exists an extrema in the square (−2,−1) × (1, 2), and by symmetry a
second extrema. Also
f1(x1, x2) =

W ′(x1)− .1x1 + .1x2 < −1/2− .05− .1 < 0 for x1 = 1/2, x2 ∈ (1, 2)
W ′(x1)− .1x1 + .1x2 > 0− .1 + .1 > 0 for x1 = 1, x2 ∈ (1, 2)
and
f2(x1, x2) =

W ′(x2) + .1x1 − .1x2 < 0 + .1− .1 = 0 for x2 = 1, x1 ∈ (1/2, 1)
W ′(x2) + .1x1 − .1x2 > 4 + .05− .1 > 0 for x2 = 2, x1 ∈ (1/2, 1).
By the Poincare–Miranda theorem there exists an extrema in the square (1/2, 1)× (1, 2). By symmetry there are three
more extrema in (1, 2) × (1/2, 1), (−1,−1/2) × (−2,−1), and (−2,−1) × (−1,−1/2), all of which have positive
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Hessian. Indeed,
D2E(x) =
12(|x1| − 1)2 0
0 12(|x2| − 1)2
+ κ
 1 −1
−1 1
 .
Thus there are a total of 6 minima at κ = 0.1. Based on this example, one may conjecture that for any W potential
there exists a graph with negative edge weights so that minima increase locally.
Example 4.8. This example gives an increase in minima with only two inflection points and without negative edge
weights. Let κ = 3/40 and  = 0.01. LetW be a smooth, even function with only two inflection points so thatW is the
classical potential on (−∞,−1]∪[1,∞), is smooth, and has second derivativeW ′′(x) > 0 on (−1,−1+)∪(1−, 1).
Also suppose the following about W ′,
W ′(x) =

10 for x ∈ [−1 + ,−1/2− ]
1/10 for x ∈ [−1/2 + ,−]
−1/10 for x ∈ [, 1/2− ]
−10 for x ∈ [1/2 + , 1− ].
Now consider the graph with two nodes and edge of weight 1. Consider the gradient of the energy
∇Eκ(x) =
W ′(x1) + 340x1 − 340x2
W ′(x2)− 340x1 + 340x2
 .
Let f1(x1, x2) = W ′(x1) + 340x1 − 340x2 and f2(x1, x2) = W ′(x2)− 340x1 + 340x2. Then
f1(x1, x2) =

W ′(x1) + 340x1 − 340x2 < 0 + 340 (−1− ) < 0
for x1 = −1, x2 ∈ (, 1/2− )
W ′(x1) + 340x1 − 340x2 > 10 + 340 (−1 + − (1/2− )) > 0
for x1 = −1 + , x2 ∈ (, 1/2− )
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and
f2(x1, x2) =

W ′(x2)− 340x1 + 340x2 < −1/10 + 340 (−(−1) + ) < 0
for x2 = , x1 ∈ (−1,−1 + )
W ′(x2)− 340x1 + 340x2 > −1/10 + 340 (−(−1 + ) + 1/2− ) > 0
for x2 = 1/2− , x1 ∈ (−1,−1 + ).
By the Poincare–Miranda theorem there exists an extrema in the square (−1,−1+)×(, 1/2−), and by symmetry
a second extrema. Now for any point in the open set (−1,−1 + )× (, 1/2− ) then
D2E(x) =
W ′′(x1) 0
0 0
+ κ
 1 −1
−1 1

which is positive. Now
f1(x1, x2) =

W ′(x1) + 340x1 − 340x2 < 0 + 340 (−1− ) < 0
for x1 = −1, x2 ∈ (1− , 1)
W ′(x1) + 340x1 − 340x2 > 10 + 340 (−1 + − (1/2− )) > 0
for x1 = −1 + , x2 ∈ (1− , 1).
By the Poincare–Miranda theorem there exists an extrema in the square (−1, 1 + ) × (1 − , 1), and has positive
Hessian. By symmetry there is another minima. There are 2 more minima at (1, 1) and (−1,−1). Thus there are at
least 6 minima at κ = 3/40. This example shows that minima may increase locally on some W potentials with graphs
of all positive edge weights.
4.3 Class of W-potentials with multiple minimizers in a single orthant
In light of Example 4.8 another extension of Theorem 4.2 exists. Recall that Theorem 4.4 extends Theorem
4.2 showing that for any number, K, of local minimizers there exists a double well potential so that for any
graph the energy, Eκ, has at leastK minimizers. The next theorem shows that for any double well potential
in a space of double well potentials, there exists a graph and a κ so that a minimizer of E has bifurcated
into existence with respect to increasing κ.
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Theorem 4.5. Suppose that W ∈ W , and (without loss of generality) suppose that ±1 are the minimizers of W .
Assume that there exists a p ∈ (0, 1) which is a strict local minimizer of W ′′ so that W ′′(p) is negative. Denote
M := −W ′′(p). Suppose that W ′(p) +Mp ∈ (−M,M) and that there exists a q ∈ (0, p) so that
W ′(q) + Mq < W ′(p) + Mp. Then there exists a graph G so that the energy EW,G,κ has two minimizers in one
octant.
Proof. Since p is a strict local minimizer of W ′′ and W ′(q) + Mq < W ′(p) + Mp, there is an  > 0 and
p˜ ∈ (0, p) so that W ′′(p˜) = −M +  < 0, W ′′ is convex on [p˜, p], and W ′(q) + (M − )q < W ′(p) + (M − )p.
Without loss of generality  is small enough so that W ′(p) + (M − )p ∈ (−M,M). Denote Ip := [p˜, p]. Since
W ′′ +M −  is negative on Ip, W ′(p˜) + (M − )p˜ > W ′(p) + (M − )p.
Since W ′(q) + (M − )q < W ′(p˜) + (M − )p˜ and W is smooth, there exists q1 < q2 ∈ [q, p˜] so that
W ′(q1)+(M−)q1 < W ′(q2)+(M−)q2 ∈ [W ′(p)+(M−)p,W ′(p˜)+(M−)p˜] and thatW ′(x)+(M−)x is
strictly increasing on [q1, q2]. Moreover sinceW ′(p)+(M−)p < W ′(1)+(M−)1 there exists p1 < p2 ∈ [p, 1]
so that W ′(p1) + (M − )p1 < W ′(p2) + (M − )p2 ∈ [W ′(q1) + (M − )q1,W ′(q2) + (M − )q2] and that
W ′(x) + (M − )x is strictly increasing on [p1, p2].
Fix δ ∈ (0, 1), such that W is strictly convex on (0, δ). By density of rationals 1 ≤ k ≤ n ∈ N exist so that
[(n−2kn − δ + δ kn )(M − ), (n−2kn + δ kn )(M − )] ⊂ (W ′(p1) + (M − )p1,W ′(p2) + (M − )p2). Also without
loss of generality choose n so that W ′(−1 + δ) + M−n (−1 + δ−x1) > 0 and W ′(1− δ) + M−n (1− δ−x1) < 0.
Suppose that G is a star graph with all the edge weights being 1, and let the center node be node 1. Let
κ := M−n . Suppose that x2, ..., xk+1 ∈ (−1,−1 + δ) and xk+2, ..., xn+1 ∈ (1− δ, 1). Then
(
n− 2k
n
− δ + δ k
n
)(M − ) = −k
n
(M − ) + n− k
n
(M − )(1− δ)
< κ
k+1∑
i=2
xi + κ
n+1∑
i=k+2
xi = κ
n+1∑
i=2
xi
< −k
n
(M − )(1− δ) + n− k
n
(M − )
= (
n− 2k
n
+ δ
k
n
)(M − ),
and so κ
∑n+1
i=2 xi ∈ (W ′(p1) + (M − )p1,W ′(p2) + (M − )p2). This implies that
W ′(p1) + (M − )p1 − κ
∑n+1
i=2 xi < 0 and W
′(p2) + (M − )p2 − κ
∑n+1
i=2 xi > 0.
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Consider the box B1 = [q1, q2]× [−1,−1 + δ]k × [1− δ, 1]n−k, and fix x ∈ B1. Note that
(∇E(x))1 = W ′(x1) + κ(nx1 −
n+1∑
i=2
xi)
(∇E(x))i = W ′(xi) + κ(xi − x1), for i 6= 1.
Now
(∇E(x))1 = W ′(x1) + (M − )x1 − κ
n+1∑
i=2
xi
=

W ′(q1) + (M − )q1 − κ
n+1∑
i=2
xi < 0 if x1 = q1 and
W ′(q2) + (M − )q2 − κ
n+1∑
i=2
xi > 0 if x1 = q2,
by construction. Also for i = 2, ..., k
(∇E(x))i = W ′(xi) + κ(xi − x1)
=

W ′(−1) + κ(−1− x1) = κ(−1− x1) < 0 if xi = −1 and
W ′(−1 + δ) + κ(−1 + δ − x1) > 0 if xi = −1 + δ by our choice of n.
Finally for j = k + 2, ..., n+ 1
(∇E(x))j = W ′(xj) + κ(xj − x1)
=

W ′(1− δ) + κ(1− δ − x1) < 0 if xj = 1− δ by our choice of n and
W ′(1) + κ(1− x1) > 0 if xj = 1.
By the Poincare–Miranda theorem there exists an extrema in B1.
Consider the box B2 := [p1, 1]× [−1,−1 + δ]k × [1− δ, 1]n−k, and fix x ∈ B2. Now
(∇E(x))1 = W ′(x1) + (M − )x1 − κ
n+1∑
i=2
xi
=

W ′(p1) + (M − )p1 − κ
n+1∑
i=2
xi < 0 if x1 = p1 and
W ′(1) + (M − )1− κ
n+1∑
i=2
xi > W
′(p2) + (M − )p2 − κ
n+1∑
i=2
xi > 0 if x1 = p2,
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by construction. The other coordinates follow as before. Thus by the Poincare–Miranda theorem there
exists an extrema in B2.
Consider an n+ 1× n+ 1 matrix, A, of the form
Aij =

1, if exactly one of the following happen i = 1, j = 1
0, otherwise.
For example

0 1 1
1 0 0
1 0 0
 .
The characteristic polynomial of A is (±1)n+1(λn+1−nλn−1), which has zeros only at±√n and 0. Thus the
eigenvalues of 1nA are approaching 0 as n approaches infinity.
Consider the Hessian of Eκ at x ∈ B1 ∪B2.
D2E(x) =

W ′′(x1) 0 . . . 0
0 W ′′(x2) . . . 0
...
...
. . .
...
0 0 . . . W ′′(xn+1)

+ κ(A+ ne1e
∗
1)
=

W ′′(x1) +M −  0 . . . 0
0 W ′′(x2) . . . 0
...
...
. . .
...
0 0 . . . W ′′(xn+1)

+
M − 
n
A.
The matrix on the right has all positive inputs by construction of δ, p1, p2, q1, and q2, and the matrix on the
left has eigenvalues approaching 0 as n → ∞. Therefore there exists an n so that there is a local minimizer
in B1 and another in B2. Hence the conclusion.
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Conclusion
In Chapter 1, results of stability were given for the Lotka–Volterra model with community matrix induced
by the structure of a cycle graph food web network. Generic results of global stability, periodic orbits, and
chaos were given for this structure. Further assumptions relating to convexity on the weights of the food
web based on the graph geodesic were given which implied global stability. Stability results of food webs
which are perturbed from the cycle graph are explored as well for comparison. In addition, bounds were
given for the probability of global stability of the dynamical system depending on the distribution of the
food web’s weights.
In Chapter 2 relationships within the community matrix were shown to predict stability for the general-
ized Lotka–Volterra model. A strong relationship exists between the transversal eigenvalues with respect
to a subset of the species in a system and the Schur compliment of the Jacobian at the interior fixed point
with the submatrix determined by the same subset of species. It was shown that this relationship simplified
many known results.
For the opinion dynamics model, there were two directions that were explored. In Chapter 3 the global
minimizers of the energy function depending on the graph topology was explored. In Chapter 4 the non-
monotonicity of the number of minimizers was explored.
In Chapter 3 a particular class of graphs was considered which had a clique like structure which forced
a clique like structure for the signs of the coordinates of the global minimizer. The configuration of the
global minimizer of the energy was independent of the coupling strength κ. Arbitrary social network
configurations were analyzed, showing that the global minimizer is not necessarily confined to an orthant.
The results of Chapter 4 are a bit technical, but they show a surprising fact when considering the ther-
malization of such potentials. An observer who could only observe the nonequilibrium behavior of the
potentials would not be able to detect the "shelves" in the one-dimensional potentials, yet these shelves
play a huge role when these potentials are coupled together. Adding small white noise to any of these
ODEs, the (local) minima found now become metastable.
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In terms of social dynamics, this increase of minima illustrates the complexities of social network inter-
actions. A slight increase in the significance of the social interactions can arbitrarily increase the number of
stable configurations thus making the network’s values more densely distributed and more difficult to lo-
cate, while too much significance often causes a reduction of configurations due to bifurcations. Too much
significance on the social network could cause loss in individuality and likewise too little significance could
cause an excess of individual bias. In a stable configuration each member has found a balance between so-
cial pressures and their own natural response. Having more stable configurations may allow a member to
explore the “opinion dimension" with less energy exerted, balancing one’s own bias with social pressure.
67
Appendix A
Prerequisites of Lotka–Volterra
A matrix P is a projection matrix if P 2 = P . Furthermore, P is an orthogonal projection if P 2 = P = P ∗. A
matrix M is said to be a P -matrix if it is a complex valued square matrix with every principal minor greater
than 0. Finally, M is said to be stable if the real part of all of its eigenvalues are negative.
Given N species, a solution to (2.1), x(t), will remain in RN>0. Yet it is possible for xi(t) to get arbitrarily
close to zero for t ∈ R≥0, and move away again. To that end consider the following definitions.
Definition A.1. The system given by (2.1) is permanent if there exists an  > 0 so that for any x(0) > 0,
lim inft→∞ x(t) > 1 and lim supt→∞ x(t) >
1
1.
Definition A.2. The system given by (2.1) is persistent if there exists an  > 0 so that for any x(0) > 0 and i ∈ [N ],
lim supt→∞ xi(t) > .
A persistent system means that the population is compactly bounded above zero, but this bound may
depend on the initial condition. A permanent system means that each of its populations are bounded away
from zero. Clearly, permanent implies persistent.
Definition A.3. Suppose that A is a real valued N × N matrix, and r ∈ RN . A fixed point x is a saturated fixed
point for the Lotka–Volterra system LV(A, r) if r−Ax ≤ 0.
Definition A.4. An N ×N real valued matrix A (many authors require A to be symmetric) is positive definite if
〈Ax,x〉 > 0,∀x ∈ RN ,
and positive semi-definite if
〈Ax,x〉 ≥ 0,∀x ∈ RN .
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Denote a positive definite matrix by A > 0 and a positive semi-definite matrix by A ≥ 0. For N ×N matrices A and
B, A > B is written to mean that A−B > 0 (respectively for positive semi-definite).
Definition A.5. Suppose the matrices A,B,C,D have dimensions n× n, n×m, m× n, m ×m respectively. Let
M be the n+m by n+m block matrix
M =
A B
C D
 .
Define the Schur complement to be the block D of the matrix M is the m×m matrix denoted M/D = A−BD†C.
Likewise the Schur complement of the block A of the matrix M is the n× n matrix denoted M/A = D − CA†B.
Definition A.6. The linear complementarity problem (sometimes denoted as LCP(A, r)) is the system of inequalities
Ax− r ≥ 0
x ≥ 0
〈Ax− r,x〉 = 0, (A.1)
given A is an N ×N matrix and r ∈ RN .
LCPs are often used to model contact forces between rigid bodies, and are used in many applied indus-
trial problems. There need not always be a solution x to LCP(A, r).
Proposition A.7. Solutions to LCP(A, r) are equivalent to saturated equilibrium points for the LV(A, r), [Tak96].
The proof of Theorem A.7 is in [Tak96] and is immediate from Theorem A.8.
Theorem A.8. Consider the system x˙i = xifi(x1, ..., xn),∀i ∈ [n] where fi’s are continuous. If p ≥ 0 is stable,
then fi(p1, ..., pn) ≤ 0,∀i ∈ [n].
Murty’s Theorem A.9 [MY88] proven by Murty in 1972 proves to be a powerful tool for finding stable
points for the Lotka–Volterra.
Theorem A.9. The LCP(A, c) has a unique solution for each c ∈ RN iff A is a P -matrix.
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Appendix B
Exploiting Jacobian of Lotka–Volterra
Some necessary properties are covered in this appendix.
Proposition B.1. Given that (A, r) is nondegenerate, the following are true:
1. pS = PSpS
2. (PT )∗APT = AT (PT )∗
3. (PT )∗A(p− pT ) = 0
4. (PS)∗AS∪{i}ei = (PS)∗Aei
5. A†S = P
S((PS)∗APS)−1(PS)∗
6. (A†S)S,T =
(AS)−1 0|S|×|T |
0|T |×|S| 0|T |×|T |

7. AT (PT )∗pS = AT (PT )∗A
†
SP
TATpT , for S ⊂ T
8. AS,T −AS,T (A†S)S,TAS,T =
0|S|×|S| 0|S|×|T |
0|T |×|S| AS,T /AS
, for disjoint S and T .
Proof. The first six are trivial and left to the reader. For item 7
AT (PT )∗pS = AT (PT )∗A
†
SrS
= AT (PT )∗A†SrT
= AT (PT )∗A†SP
TATpT .
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For item 8
AS,T−AS,T (A†S)S,TAS,T = AS,T −AS,T
(AS)−1 0|S|×|T |
0|T |×|S| 0|T |×|T |
AS,T , by item 6,
=
(PS)∗APS (PS)∗APT
(PT )∗APS (PT )∗APT
−
(PS)∗APS (PS)∗APT
(PT )∗APS (PT )∗APS(AS)−1(PS)∗APT
 , product,
=
0|S|×|S| 0|S|×|T |
0|T |×|S| AS,T /AS
 , definition.
The following two propositions are exploited in section 5. As can be seen, the first of these propositions
relates to the property of saturated fixed points, and the second is a property of the Schur compliment of
two Jacobians.
Proposition B.2. Suppose (A, r) is nondegenerate. If S ⊂ T ⊆ [N ] is non-empty then
(PT\S)∗A(pT − pS) = (AS,T\S/AS)diag((PT\S)∗pT )1.
Proof. Using the above properties gives us
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(PT\S)∗A(pT − pS) = (PT\S)∗PTAPT (pT − pS), by item 1,
= (PT\S)∗PTAT (PT )∗(pT − pS), by item 2,
= (PT\S)∗PT (AT −AT (PT )∗A†SPTAT )pT , by item 7,
= (PT\S)∗PT (AT −AT (PT )∗A†SPTAT )(PT )∗pT
= (PT\S)∗(AT −ATA†SAT )pT
= (PT\S)∗PT (A−APTA†SPTA)PTpT
= (PT\S)∗PS,T\S(AS,T\S −AS,T\S(A†S)S,T\SAS,T\S)(PS,T\S)∗pT
= (PT\S)∗PS,T\S
 0|S|×|S| 0|S|×|T\S|
0|T\S|×|S| AS,T /AS
 (PS,T\S)∗pT , by item 8,
=
(
0|T\S|×|S| AS,T\S/AS
) (PS)∗pT
(PT\S)∗pT

= (AS,T\S/AS)diag((PT\S)∗pT )1.
Proposition B.3. Suppose (A, r) is nondegenerate. If S ⊂ T ⊆ [N ] is non-empty then
(diag(pT )AT )
S,T\S/(diag(pT )AT )S = diag((PT\S)∗pT )(AS,T\S/AS).
Proof. First notice that
(diag(pT )AT )
S,T\S = (PS,T\S)∗diag(pT )ATPS,T\S
= (PS,T\S)∗diag(pT )PS,T\S(PS,T\S)∗ATPS,T\S
= (diag(pT ))
S,T\SAS,T\S
=
diag((PS)∗pT ) 0
0 diag((PT\S)∗pT )

 AS (PS)∗APT\S
(PT\S)∗APS AT\S

=
 diag((PS)∗pT )AS diag((PS)∗pT )(PS)∗APT\S
diag((PT\S)∗pT )(PT\S)∗APS diag((PT\S)∗pT )AT\S
 .
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Thus
(diag(pT )AT )
S,T\S/(diag(pT )AT )S =
= diag((PT\S)∗pT )AT\S − ...
−diag((PT\S)∗pT )(PT\S)∗APS(diag((PS)∗pT )AS)−1diag((PS)∗pT )(PS)∗APT\S
= diag((PT\S)∗pT )AT\S − diag((PT\S)∗pT )(PT\S)∗APS(AS)−1(PS)∗APT\S
= diag((PT\S)∗pT )(AS,T\S/AS).
Due to the use of principal submatrices, the following results are relevant.
Proposition B.4. Suppose S ⊂ T ⊂ [N ] then AS is a principal submatrix of AT .
Proof. Notice that PSPT = PS , so AS = PSA(PS)∗ = PSPTAP ∗T (P
S)∗ = PS(PT )∗ATPT (PS)∗. Thus AS
is a |S| × |S| principal submatrix of AT .
Proposition B.5. Suppose S ⊂ T ⊂ [N ] and AT is a P -matrix, then AS is a P -matrix (respectively symmetric
positive definite).
Proof. By Proposition B.4 and the definition of P -matrix (respectively symmetric positive definite).
The following is the Schur determinant identity [CH69].
Proposition B.6. Consider the block matrix M and assume A is nonsingular,
M =
A B
C D
 .
Then det(M) = det(A) det(D − CA−1B).
Define the inertia of a matrix In(M) := (pi(M), ν(M), δ(M)) where pi, ν, δ are the number of positive,
negative and zero eigenvalues of the input matrix respectively. The following is known as the Haynsworth’s
inertia additivity formula [PS05],
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Proposition B.7. Let
M =
 A B
B∗ D

be a self-adjoint matrix. Then the inertia of M is
In(M) = In(A) + In(M/A) = In(A) + In(D −B∗A−1B).
Proposition B.8. Suppose A is nondegenerate and S ⊂ [N ], then
(
Aii − e∗iAA†SAei
)
6= 0, for each i ∈ S¯.
Proof. Let i ∈ S¯. Then
AS,i :=
 AS (PS)∗ASei
e∗iASP
S Aii
 .
So by Proposition B.6
det(AS∪{i}) = det(AS,i) = det(AS)
(
Aii − e∗iAA†SAei
)
.
By definition both det(AS∪{i}) and det(AS) are nonzero, hence the conclusion.
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