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Abstract Coarse Grid Projection (CGP) methodology
is used to accelerate the computations of sets of decou-
pled nonlinear evolutionary and linear static equations.
In CGP, the linear equations are solved on a coarsened
mesh compared to the nonlinear equations, leading to
a reduction in central processing unit (CPU) time. The
accuracy of the CGP scheme has been assessed for the
advection-diffusion equation along with the pressure
Poisson equation. Here we add another decoupled equa-
tion to this set: the energy equation. In this article, we
examine the influence of CGP methodology for the first
time on thermal fields. To this purpose, a semi-implicit-
time-integration unstructured-triangular-finite-element
CGP version is selected. The CGP platform is validated
with two different test cases: first, natural convection
induced by a hot circular cylinder located in the center
of a cold square cylinder, and second, the flow over a
circular cylinder with the condition of constant cylin-
der temperature. Regarding the first test case, the CGP
and non-CGP simulations are carried out for different
Rayleigh numbers. The velocity and temperature fields
as well as the local Nusselt number on the surface of
the inner hot cylinder calculated by CGP reveal good
agreement with the non-CGP data. Concerning the sec-
ond test case, the temperature variable is used as the
passive scalar. For different Prandtl numbers, we com-
pare the CGP and non-CGP configurations according
to the Nusselt number and the spatial structure of the
scalar field obtained. The phase lag between the stan-
dard and CGP approaches is transmitted from the ve-
locity field into the temperature filed, and thus into the
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local transient Nusselt number. For one and two lev-
els of coarsening, the numerical predictions by CGP for
the unsteady local heat transfer coefficients agree well
with available data in the literature. In general, CGP
is able to maintain excellent to reasonable accuracy of
the temperature filed, while achieves speedup factors
ranged approximately from 1.7 to 3.7.
Keywords Coarse grid projection · Multiresolution
methods · Pressure-correction schemes · Thermally-
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1 Introduction
Pressure projection schemes are widely used for the
unsteady incompressible flow computations [1–4]. Tak-
ing the advantages of these techniques, the saddle-
point issue of the continuity and momentum equa-
tions disappears [3, 4]. Hence, one only deals with two
decoupled cascading elliptic equations: the advection-
diffusion equation and the pressure Poisson one. Dif-
ferent multigrid schemes have been already introduced
to lessen the computational times associated with the
numerical pressure correction methods (see e.g., Refs.
[5–9]). Coarse Grid Projection (CGP) methodology is
a recently used multiresolution scheme to accelerate
these computations [10–13]. CGP saves a considerable
amount of CPU time by reducing the degree of freedom
for the discretized Poisson equation, which is the most
time consuming subproblem. Accordingly, the nonlin-
ear advection-diffusion equation is solved on a fine grid
and the linear pressure Poisson equation is solved on a
corresponding coarsened grid. Mapping functions trans-
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fer data between the grids. The CGP procedure is de-
scribed in detail in Sect. 2.2.
In 2010 Lentine et al. [10] first introduced CGP for
accelerating inviscid flow computations. In 2013 San
and Staples [11] used the CGP technique for the nu-
merical simulation of the incompressible Navier-Stokes
equations. In 2014 the CGP algorithm was used in the
fast fluid dynamics (FFD) models by Jin and Chen
[12]. In 2018 a finite element version of CGP with a
semi-implicit time integration scheme was presented by
Kashefi and Staples [13]. In 2019 Kashefi [14] discussed
CGP as a guide for partial mesh refinement of incom-
pressible flow computations.
In all the literature cited above, the authors [10–14]
studied the performance of CGP in terms of the level of
accuracy obtained in the velocity or pressure fields and
achieved speedup factors. Nonetheless, the influence of
the CGP algorithm on the energy equation has not yet
been investigated.
The study of the energy equation in a numerical sim-
ulation performed by the CGP technique is important
in two aspects. First, since the advection term in the
energy equation is based on the velocity field obtained
by CGP, preserving the accuracy level of the thermal
field should be investigated. Second, in order to obtain
the velocity and thermal fields using pressure projection
schemes, one has to deal with three decoupled elliptic
equations at each time step: a linearized equation for
the intermediate velocity field, a linear Poisson equa-
tion for the pressure field, and a linearized equation for
the thermal field. Hence, the contribution of the CGP
scheme to accelerating the computations becomes sig-
nificant. To this end, we consider two different practical
situations.
First, when the buoyancy force leads to the
thermally-driven flows with the so-called Boussinesq
approximation. By this assumption, the solution of the
energy equation appears in the momentum balance as
the source term [15]. The natural convection in a square
enclosure with a circular cylinder for different Rayleigh
numbers is considered as a standard test case for this
condition.
Second, for small scalar differences, the energy equa-
tion is, indeed, the conservation equation of a passive
scalar and can be independently solved for a given ve-
locity field [15]. An external unsteady flow past a cylin-
der is a physically meaningful benchmark case and a
model for canonical studies of demanding fluid mechan-
ics problems [17]. Thus, this test case is solved for dif-
ferent Prandtl numbers in order to investigate the per-
formance of the CGP strategy for the study of trans-
porting passive scalars.
The rest of this article is structured as follows. Sec-
tion 2.1 gives the governing equations for incompress-
ible flows and conservation of energy. We discuss coarse-
grid projection methodology in Sect. 2.2. Computa-
tional aspects of the problem are described in Sect. 2.3.
Numerical results and their relevant discussions are pre-
sented in Sect. 3. Conclusions and notes for extensions
of the work are provided in Sect. 4.
2 Problem formulation
2.1 Governing equations
The equations of conservation of momentum, mass, and
energy for an incompressible flow of a Newtonian fluid
are given by
ρ
[
∂u
∂t
+ (u · ∇)u
]
− µ∆u +∇p = f in V, (1)
∇ · u = 0 in V, (2)
u = uΓD on ΓD, (3)
−pn + µ∇u · n = tΓN on ΓN , (4)
ρ
[
∂θ
∂t
+ (u · ∇)θ
]
=
κ
cp
∆θ in V, (5)
θ = θΩD on ΩD, (6)
∇θ · n = bΩN on ΩN , (7)
where u is the velocity vector, p stands for the pres-
sure, and θ represents the temperature of the fluid in
domain V . f is the vector of external force. tΓN and
bΩN denote the stress vectors applied to the velocity
and temperature fields, respectively. ρ is the fluid den-
sity and µ is the dynamic viscosity. κ is the conductiv-
ity of the fluid and cp is the specific heat at a constant
pressure. ΓD and ΓN respectively represent the veloc-
ity Dirichlet and Neumann boundaries, while ΩD and
ΩN respectively denote the temperature Dirichlet and
Neumann boundaries of the domain V . n is the out-
ward unit vector normal to the boundaries. There is no
overlapping between ΓD and ΓN subdomains. Similarly
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no overlap exists between ΩD and ΩN subdomains as
well.
We discretize the system of equations using a first-
order semi-implicit time integration formula [18]. Then,
we apply a non-incremental pressure correction scheme
[4] to the time-discretized system, yielding to
ρ
[
u˜n+1 − un
δt
+ (un · ∇)u˜n+1
]
− µ∆u˜n+1 = f n in V,
(8)
u˜n+1 = un+1ΓD on ΓD, (9)
µ∇u˜n+1 · n = tn+1ΓN on ΓN , (10)
∆pn+1 =
ρ
δt
∇ · u˜n+1 in V, (11)
∇pn+1 · n = 0 on ΓD, (12)
pn+1 = 0 on ΓN , (13)
un+1 = u˜n+1 − δt
ρ
∇pn+1 in V, (14)
ρ
[
θn+1 − θn
δt
+ (un+1 · ∇)θn+1
]
=
κ
cp
∆θn+1 in V, (15)
θn+1 = θn+1ΩD on ΩD, (16)
∇θn+1 · n = bn+1ΩN on ΩN , (17)
where δt represents the time step and u˜ is the interme-
diate velocity vector. For a more detailed description of
the pressure projection scheme implemented here, one
may refer to Refs. [1–4].
The finite-element Galerkin scheme [3, 19] with the
piecewise linear basis function P1 is used to spatially
discretize the space of the velocity, pressure, and tem-
perature fields. The finite-element form of Eqs. (8)–(17)
is expressed as
1
δt
(
MvU˜
n+1−MvUn
)
+
[
Nn+Lv
]
U˜
n+1
= MvF
n, (18)
LpP
n+1 =
ρ
δt
DU˜
n+1
, (19)
MvU
n+1 = MvU˜
n+1 − δtGPn+1, (20)
1
δt
(
MθΘ
n+1 −MθΘn
)
+
[
Nn+1 + Lθ
]
Θn+1 = Qn+1,
(21)
where Mv, Mθ, Lv, Lp, Lθ, D, and G denote the matri-
ces associated, respectively, to the velocity mass, tem-
perature mass, velocity laplacian, pressure laplacian,
temperature laplacian, divergence, and gradient opera-
tors. Nn and Nn+1 indicate the advection operators at
time tn and tn+1, respectively. The vectors U˜, U, Θ, P,
F, and Q represent the nodal values of the intermedi-
ate velocity, the end-of-step velocity, the temperature,
the pressure, the forcing term on the velocity domain,
and the stress term on the temperature domain, respec-
tively.
2.2 Coarse grid projection methodology
In the CGP scheme, first we balance the advection-
diffusion equation on a fine grid and obtain the interme-
diate velocity field data U˜n+1f . Then, we restrict U˜
n+1
f
to a corresponding coarsened grid and set U˜n+1c . We
take the divergence of the restricted intermediate ve-
locity U˜n+1c in order to set the source term of the pres-
sure Poisson equation. We solve the Poisson equation on
the coarsened grid and obtain Pn+1c . In the next stage,
we prolong the resulting pressure data Pn+1c from the
coarse grid to the fine grid and set Pn+1f . We correct
the velocity domain and obtain Un+1f on the fine grid.
Now, we create the advection matrix Nn+1 based to
the obtained velocity field data Un+1f . Finally, we solve
the last conservation equation for the energy on the fine
grid to obtain Θn+1f .
In practice we consider four nested spaces: V1 ⊂
V2 ⊂ V3 ⊂ V4 = V . We uniformly subdivide each
triangular element of the discretized space of Vl (for
1≤ l ≤3) into four triangles. This procedure provides
the discretized space of Vl+1. Hence, for each CGP
simulation we have a fine mesh and a corresponding
coarsened mesh respectively with M and N elements
such that N = 4−kM , where k indicates the coarsening
level. The restriction R : V4 → V4−l and prolongation
P : Vl → Vl+1 operators and their matrix representa-
tions, respectively R4-l4 and P
l+1
l , are constructed using
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Geometric Multigrid (GMG) tools. R4-l4 injects the in-
termediate velocity data from a fine grid (V4) into the
corresponding coarse grid (V4−l). P
l+1
l corresponds to
the finite-element shape functions. Since we implement
P1 in this study, P
l+1
l prolongs the pressure data from
the coarse grid (Vl) to the next nested space (Vl+1)
using a linear interpolation. Finally, we derive the pres-
sure laplacian L¯p and divergence D¯ operators on a rel-
atively coarse mesh (V4−l) by taking the inner products
of the coarse grid finite-element shape functions. One
may see Sect. 2.3 of Ref. [13] for further details.
Eqs. (22)–(27) summarize the CGP algorithm at
each time step, δt, of the simulation.
1. Calculate U˜n+1f on V by solving
(
Mv + δtN
n + δtLv
)
U˜
n+1
f = δtMvF
n + MvU
n
f . (22)
2. Map U˜n+1f onto V4−l and obtain U˜
n+1
c via
U˜
n+1
c = R
4-l
4 U˜
n+1
f . (23)
3. Calculate Pn+1c on V4−l by solving
L¯pP
n+1
c =
ρ
δt
D¯U˜
n+1
c . (24)
4. Remap Pn+1c onto V and obtain P
n+1
f via
Pn+1f = P
l+1
l P
n+1
c . (25)
5. Calculate Un+1f via
MvU
n+1
f = MvU˜
n+1
f − δtGPn+1f . (26)
6. Build up the advection operator Nn+1 using the ob-
tained velocity field Un+1f .
7. Calculate Θn+1f on V by solving(
Mθ + δtN
n+1 + δtLθ
)
Θn+1f = δtQ
n+1 + MθΘ
n
f . (27)
2.3 Computational consideration
We employ an in-house C++ object oriented code. We
use the ILU(0) preconditioned GMRES(m) algorithm
[20, 21] to solve Eqs. (22), (24), and (27). The Gmsh
application [22] is used for generating unstructured fi-
nite element meshes. All simulations are performed on a
single Intel(R) Xeon(R) processor with 2.66 GHz clock
rate and 64 Gigabytes of RAM.
3 Results and discussion
To assess the performance of the CGP configuration,
two standard test cases are investigated: The natural
convection in a square enclosure with a circular cylinder
and transport of passive scalars in flows over a circu-
lar cylinder. Note that each subproblem has own Nus-
selt number definition. Notations in the form of M :
N demonstrate the grid resolutions of the advection-
diffusion and energy equation solvers, M elements, and
the pressure Poisson equation solver, N elements.
3.1 Natural convection in a square enclosure with a
circular cylinder
One goal of the thermally-driven flow problem is an
investigation of the effects of the temperature solution
on the velocity field in the CGP framework. A second
goal of this test case is to check the capability of the
CGP method for heat transfer in complex geometries.
To perform this test case, the geometry and boundary
conditions are accorded to Lee et al. [15]. In this way,
an opportunity for validation of our results is provided.
A rectangular computational field V := [0, L]×[0, L]
is considered. A circular cylinder with the diameter b is
located at the center of the domain such that b = 0.4L.
No-slip conditions are imposed at all the boundaries.
For the temperature, θ = θh is imposed at the cylinder
surface, while θ = θc is enforced at the remaining sur-
faces. According to the Boussinesq approximation [15],
the forcing term is given by
f n = ρgβ(θn − θref )jˆ, (28)
where g indicates the magnitude of the gravity acceler-
ation. β is the thermal expansion. θref stands for the
reference temperature. jˆ is the unit vector in the di-
rection of y axis. The Rayleigh number is expressed as
Ra =
ρ2cpgβ(θh − θc)L3
κµ
. (29)
The local Nusselt number on the cylinder surface is de-
termined as
Nuϕ =
−b
θh − θc
∂θ
∂n
|ϕ, (30)
where ϕ is the angle from the negative x-axis indicating
the position of a point located on the cylinder surface.
The density (ρ), specific heat (cp), hot temperature
(θh), box length (L), gravity acceleration (g), and ther-
mal expansion (β) are set to 1.00; and the cold tem-
perature (θc) and reference temperature (θref ) are set
to 0.00 in the International Unit System. We consider
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different viscosity (µ) and conductivity (κ) values to set
the Rayleigh number. A constant time step of δt = 0.01
s is selected and the numerical computations are exe-
cuted until the following criterion is satisfied
max(
||Un+1||2 − ||Un||2
||Un||2 ,
||Θn+1||2 − ||Θn||2
||Θn||2 ) < 10
−7,
(31)
where ||...||2 is the L2 norm.
Figure 1 illustrates the grids utilized by the Pois-
son solver for the Rayleigh number of Ra = 105 for
the standard resolution (k = 0), one level coarsening
(k = 1), and two levels (k = 2) coarsening. It should
be noted that we use grids with higher resolutions for
the Rayleigh number of Re = 106 in comparison with
Ra = 105.
Figures 2–3 depict, respectively, the vorticity lines
and isotherms in the buoyancy-driven flow simulation
using both the normal and the CGP processes for two
different Rayleigh number of Ra = 105 and Ra = 106.
The vorticity and thermal fields with one (k = 1) and
two levels (k = 2) of coarsening agree well with the full
fine scale normal computations, and they present sig-
nificantly more reliable outputs in comparison with the
corresponding full coarse scale simulations. This fact,
for instance, is noticeable from Fig. 2, when one com-
pares the vorticity lines of the simulations performed
on grids with three resolutions of the non-CGP full
fine scale (k = 0 with 14720:14720), CGP (k = 2 with
14720:920), and non-CGP full coarse scale (k = 0 with
920:920) at the Rayleigh number of Ra = 105. If one
compares the outputs of these three resolutions (men-
tioned in the last sentence) with each other, but now
for the temperature field illustrated in Fig. 3, it can
be realized that the efficiency of the CGP technique
becomes more pronounced in the vorticity field rather
than the temperature field. In the velocity-pressure for-
mulation of the Navier-Stokes equation, the vorticity is
a post-processed quantity and is proportional to the
spatial gradient of the components of the velocity vec-
tor. Hence, CGP is able to maintain excellent accuracy
of the velocity gradient as well. We will demonstrate
that the fact is true for the temperature gradient when
we compute the local Nussult number on the cylinder
surface.
More specifically, Table 1 compares the efficiency
and the accuracy of the velocity and temperature fields
for the standard approach (k = 0) and the CGP al-
gorithm (k = 1, and 2) for the Rayleigh number of
Ra = 106. The resulting data captured from the CGP
simulations (k = 1, and 2) is considerably more ac-
curate than the outputs of standard simulations exe-
cuted on the full coarse scale grid resolutions (k = 0
with 18720:18720, and k = 0 with 4680:4680), as can
be seen from the computed error norms relative to the
simulation performed on the finest mesh (k = 0 with
74880:74880). Interestingly, the flow field reaches sta-
tionary for a relatively equal number of iterations (i.e.,
time steps) for both the CGP and non-CGP schemes for
all the spatial resolutions. However, the CGP method
reduces the CPU time per iteration. The maximum
achieved speedup is a factor of approximately 2.0.
To more precisely examine the performance of the
results produced by CGP, the local Nusselt number
(Nuϕ) on the surface of the cylinder for different spa-
tial resolutions for the Rayleigh number of Ra = 105
and Ra = 106 is plotted in Fig. 4. The obtained re-
sults by both the CGP and non-CGP methods reveal
good agreement with the numerical data reported by
Lee et al. [15]. For all levels of coarsening, the CGP ap-
proach provides more accurate data compared to that
modeled with a full coarse scale computation, with ref-
erence to the prediction of full fine scale computations.
This trend becomes more obvious for the calculation of
the maximum local Nussult number, where it occurs at
the bottom surface of the cylinder (pi < ϕ < 2pi), as
can be seen from Fig. 4.
3.2 Transport of passive scalars in flows over a circular
cylinder
We consider a rectangular computational domain V :=
[0, 38] × [0, 32]. The cylinder is represented by a circle
with diameter d in two dimensions. The center of the
circle lies at the point (8, 16). At the inflow bound-
ary, we impose a free stream velocity u∞ perpendicular
to the vertical axis, while the outflow boundary is de-
scribed with a natural Neumann condition
µ∇u · n = 0. (32)
The velocity at the top and bottom of the field is
perfectly slipped with the magnitude and direction of
u∞. The circle is considered as a rigid body with no-
slip conditions. For the temperature we take boundary
conditions from Ref. [17] such that θ = θw is enforced
at the circle, while θ = θ∞ is imposed at the remaining
boundaries. The conditions correspond to a problem
with constant cylinder temperature. Note that while
homogenous natural Neumann conditions are enforced
on ΓN , temperature Dirichlet conditions are imposed
on ΩD, indicating two different types of boundary con-
ditions at the outflow boundary. The Reynolds number
is expressed as
Re =
ρdu∞
µ
, (33)
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(c)(a) (b)
Fig. 1 The finite element grids utilized for the solution of Poisson’s equation in the simulation of natural convection in a
square enclosure with a circular cylinder: a Standard resolution (k = 0), 7560 nodes and 14720 elements; b After one level
coarsening (k = 1), 1940 nodes and 3680 elements; c After two levels coarsening (k = 2), 510 nodes and 920 elements.
Table 1 Comparison of relative norm errors for the velocity and temperature fields, total CPU times, number of iterations,
and speedup between the standard and CGP algorithms for the buoyancy induced-convection problem at the Rayleigh number
of Ra = 106. Grid resolution in the structure of M : N represents the spatial resolution of the advection-diffusion and energy
solvers, M elements, and Poisson’s equation, N elements.
k Resolution ‖u‖L∞(V ) ‖u‖L2(V ) ‖θ‖L∞(V ) ‖θ‖L2(V ) CPU time (s) Iterations Speedup
0 74880:74880 - - - - 113922.00 3774 1.000
1 74880:18720 1.88739E−8 1.65035E−9 4.75281E−8 4.45308−9 67023.60 3772 1.699
2 74880:4680 1.35787E−7 9.69478E−9 4.47647E−7 2.93357−8 58342.30 3769 1.952
0 18720:18720 3.57519E−8 5.13453E−9 7.9001E−8 1.12249−8 9244.02 3772 1.000
0 4680:4680 4.32146E−7 9.70076E−8 1.0556E−6 2.21036−7 723.75 3775 1.000
and the Prandtl number is determined as
Pr =
cpµ
κ
. (34)
We determine each point on the circular cylinder
surface by the angle α from the negative x-axis. Thus,
the local Nusselt number on the cylinder surface is for-
mulated as
Nuα =
−d
θw − θ∞
∂θ
∂n
|α. (35)
The time-averaged Nusselt number per time cycle, tp ,
is expressed by
Nu =
1
tp
∫ tp
0
Nuαdt. (36)
And the time- and space-averaged Nusselt number is
calculated by
Nu =
1
tp
∫ tp
0
(
1
2pi
∫ 2pi
0
Nuαdα)dt. (37)
The density (ρ), free stream velocity (u∞), specific heat
(cp), cylinder temperature (θw), and cylinder diameter
(d) are set to 1.00; and the temperature at infinity (θ∞)
is set to 0.00 in the International Unit System. The
viscosity (µ) and conductivity (κ) of the fluid vary to set
the Reynolds and Prandtl numbers. A fixed time step
of δt = 0.05 s is chosen and we execute the numerical
simulations until time t = 150 s.
The Poisson solver uses the meshes with 108352
nodes and 215680 elements, 27216 nodes and 53920 ele-
ments, 6868 nodes and 13480 elements, and 1749 nodes
and 3370 elements, respectively, for k = 0, k = 1, k = 2,
and k = 3. Figure 5 shows those grids for k = 2 and
k = 3.
The detailed results related to the velocity field were
presented in one of our previous works (see Sect. 3.3 of
Ref. [13]) and are not repeated here again.
Table 1 lists the CPU times devoted to each sub-
problem and speedup factors achieved for the simula-
tions with several spatial resolutions. The most time-
consuming component of the simulations with standard
resolutions (215680:215680, 53920:53920, 13480:13480,
and 3370:3370) is the Poisson equation. Taking the ad-
vantages of the CGP method into account, the price of
the Poisson equation portion becomes less than 1.2%
only for two levels (k = 2) of coarsening. The max-
imum achieved speedup is a factor of 3.694. In prac-
tice, one must solve the linear system of Eq. (22) and
Eq. (27) to compute respectively the intermediate ve-
locity field (U˜
n+1
f ) and the temperature field (Θ
n+1
f ).
From a numerical linear algebra point of view, the
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Fig. 2 Vorticity lines for the buoyancy-driven flow for two different Rayleigh numbers of Ra = 105 and Ra = 106. Labels
in the form M : N specify the grid resolution of the advection-diffusion and energy equation solvers, M elements, and the
pressure Poisson equation solver, N elements. k indicates the coarsening level.
(
Mv+δtN
n+δtLv
)
and
(
Mθ+δtN
n+1+δtLθ
)
matrices
are similar to each other. Hence, the value of the ratio
of the computational cost to the number of unknowns
is the same for the both systems. The nodal value of the
velocity field is twice the nodal value of the temperature
field. And this is why for all the simulations with and
without the CGP technique, the computational cost
of the advection-diffusion equation is roughly twice as
much as the cost of the conservation equation of the
temperature field. As discussed earlier, the prolonga-
tion and restriction operators are constructed based on
the idea proposed in Sect. 2.3 of Ref. [13]. Following
the data structure introduced in Ref. [13], the numeri-
cal expense of the mapping part becomes insignificant,
as can be seen from Table 2.
Figure 6 visually compares the temperature fields
obtained for Re = 100 and Pr = 2 with and without
CGP for different grid resolutions at time t = 150 s. The
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Fig. 3 Isotherms for the buoyancy-driven flow for two different Rayleigh numbers of Ra = 105 and Ra = 106. Labels in the
form M : N indicate the mesh resolution of the advection-diffusion and energy equation solvers, M elements, and the pressure
Poisson equation solver, N elements. k shows the coarsening level.
temperature fields obtained by the CGP procedure for
one level (k = 1) and two levels (k = 2) of the Pois-
son grid coarsening are close to that simulated with the
standard full fine grid resolution (215680: 215680). For
three (k = 3) levels of coarsening; however, a consider-
able reduction in the fidelity of the temperature field is
observed. Nonetheless, the resulting field of CGP with
the 215680:3370 spatial resolution is still better than
those that are performed on the standard full coarse
grid resolution (3370:3370). Similar observation is re-
ported by Kashefi and Staples [13] for the velocity field
(see e.g., Figs. 9–10 of Ref. [13]).
From a general point of view, the spatial discretiza-
tion of the advection-diffusion domain acts as a low-
pass filter on the grid, and the Poisson solver also
acts as a pre-filtering process [11]. The CGP procedure
specifically uses the belief in order to increase saving
in computational time without negatively affecting the
A coarse grid projection method for accelerating heat transfer computations 9
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Fig. 4 Distribution of the local Nusselt number along the surface of the cylinder for the buoyancy-driven flow for two different
Rayleigh numbers of Ra = 105 and Ra = 106. Resolution in the form of M : N represents the spatial resolution of the
advection-diffusion and energy solvers, M elements, and Poisson’s equation, N elements.
Table 2 Total CPU times and their component percentages: the advection-diffusion equation, the pressure Poisson equation,
the conservative equation of the passive scalar field, and the mapping function, for the simulation with the Reynolds number
of Re = 100 and the Parndtl number of Pr = 2. M : N represents the grid resolution of the advection-diffusion and the passive
scalar solvers (M elements), and Poisson’s equation (N elements).
k Resolution %Adv-Dif %Poisson %Passive %Map CPU (s) Speedup
0 215680:215680 18.25 72.61 9.14 0.000 810363.0 1.000
1 215680:53920 56.513 15.185 28.301 0.001 246887.0 3.282
2 215680:13480 65.845 1.171 32.983 0.001 221521.0 3.658
3 215680:3370 66.524 0.102 33.373 0.001 219351.0 3.694
0 53920:53920 19.976 69.962 10.062 0.000 45032.3 1.000
0 13480:13480 18.248 72.486 9.266 0.000 3848.9 1.000
0 3370:3370 8.889 86.922 4.189 0.000 51.1 1.000
10 A. Kashefi
(a) (b)
Fig. 5 Representation of the triangular finite element meshes used for solving Poisson’s equation in the simulation of flow
over a cylinder. a After two levels coarsening (k = 2), 6868 nodes and 13480 elements; b After three levels coarsening (k = 3),
1749 nodes and 3370 elements. This figure is reproduced from Ref. [13].
Fig. 6 Temperature fields for the flow over a circular cylinder for Re = 100 and Pr = 2 at t = 150 s. Labels in the form of
M : N illustrate the grid resolutions of the advection-diffusion and passive scalar fields, M elements, and the pressure field, N
elements.
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properly-resolved velocity field, and consequently the
temperature field. A visual demonstration of these ef-
fects is displayed in Fig. 7. Figure 7 depicts the tem-
perature distributions along the horizontal centerline in
the wake region behind the cylinder for Re = 100 and
Pr = 2 at time t = 150 s. While the outputs of the pure
coarse grid are contaminated by spurious fluctuations
at the end of the fluid domain, these fluctuations are
filtered in the temperature field obtained by the CGP
framework.
There could be a phase lag between the velocity out-
puts of the standard and CGP approaches, depending
on the time increment (δt) [13]. As can be seen in Fig.
6 and Fig. 7, these phase lags are transmitted from the
velocity field into the temperature one.
Figure 8 compares the local Nusselt number (Nuα)
computed for Re = 100 and Pr = 0.5 by the standard
and CGP algorithms at two different angels of α = pi
and α = 5pi/3. For one (k = 1 with 215680:53920)
and two (k = 2 with 215680:13480) levels of the
Poisson grid coarsening, the CGP results are close to
the outputs of the full fine scale simulation (k = 0
with 215680:215680). More importantly, they are sig-
nificantly more accurate than the local Nusselt number
(Nuα) computed on the full coarse grids (k = 0 with
53920:53920, and k = 0 with 13480:13480). For one
level (k = 1) of mesh coarsening, there is a phase lag be-
tween the local Nusselt number (Nuα) obtained by the
standard and CGP simulations at both angels of α = pi
and α = 5pi/3 (see Fig. 8a and Fig. 8c). On the other
hand, there is no phase lag between the standard and
CGP outputs for two levels (k = 2) of grid coarsening at
these angles (see Fig. 8b and Fig. 8d). Comparing these
results with the temperature fields presented in Fig. 7,
we experience the same observation. From a mathemat-
ical point of view, this phenomena is expected since
the local Nusselt number (Nuα) is proportional to the
normal derivative of the temperature variable, and the
phase of a continuous bounded oscillatory function gets
transmitted to its derivative.
As can be seen in Fig. 8, for two levels (k = 2)
of the Poisson grid coarsening, the local Nusselt num-
ber (Nuα) predicated by the CGP approach is slightly
underestimated at angle of α = pi in comparison
with the outcomes of the full fine scale simulation
(215680:215680). We observe, in contrast, an over pre-
diction at angle of α = 5pi/3. It is because the archi-
tecture of the unstructured coarse grid (with 13480 el-
ements) at these two different zones. Depending on the
morphology of a fine grid and the corresponding coars-
ened grid, the CGP outputs can be slightly over- or
under-predicted. We will discuss this issue further in
the next paragraph. All in all, the important thing is
that although the local Nusselt number (Nuα) obtained
by the CGP computation (215680:13480) is slightly de-
viated from the full fine scale (215680:215680) result, it
is still significantly more accurate than those that are
solely computed on the full coarse mesh (13480:13480).
The distribution of the time-averaged Nusselt num-
ber (Nu) for Re = 100 and Pr = 0.5 on the bottom
surface of the cylinder is plotted for the standard and
CGP computations with different grid resolutions in
Fig. 9. This variable for the simulations with one level
(k = 1 with 215680:53920) and two levels (k = 2 with
215680:13480) of coarsening agrees well with the data
obtained by the standard simulations with the full fine
grid resolution (k = 0 with 215680:215680), approxi-
mately from α = pi to α = 7pi/4. For the rest of the
bound, even though the local Nusselt number (Nuα)
predicted by the CGP mechanism has a good agree-
ment with the study presented in Ref. [23], a reduc-
tion in the accuracy level, in comparison with the full
fine scale simulation (k = 0 with 215680:215680), is ob-
served. This is due to the architecture of the triangular
unstructured grids established in this zone. Note that
we use the simplest strategy for generating the unstruc-
tured grids, while using advanced techniques for mesh
generation can significantly affect the performance of
GMG tools like CGP.
The data collected in Table 3 demonstrates that
the prediction of the time- and space-averaged Nus-
selt number (Nu) by the CGP technique is generally
reliable and has an excellent agreement with the corre-
lations reported in the literature [24, 25]. By increas-
ing the Prandtl number (Pr), a deviation from the full
fine scale computation occurs. In fact at low Prandtl
numbers (Pr) the conduction term (∆θn+1) dominates
the advection term ((un+1 · ∇)θn+1) in the conserva-
tion equation (Eq. (15)) of the temperature. Since a
linear mapping function is used here, a higher level of
accuracy is obtained at a lower Prandtl number (Pr).
Taking the advantages of more advanced data interpo-
lation schemes (see e.g., Ref. [26]) can be a solution to
this issue. However, even using the simple extrapola-
tion technique, the outcomes of the CGP configuration
are still more accurate than the resulting data captured
from the full coarse scale simulations.
4 Conclusions and future directions
In this article, we used for the first time the CGP multi-
grid scheme to reduce the computational cost for ob-
taining a numerical solution to the temperature field.
In order to examine the performance of CGP, two stan-
dard test cases were investigated: Natural convection in
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Fig. 7 Comparison of the temperature in the wake region of the flow past a cylinder for different grid resolutions for Re = 100
and Pr = 2 at t = 150 s for a k = 0, 1, and 0; b k = 0, 2, and 0. Labels in the form of M : N illustrate the grid resolutions of
the advection-diffusion and passive scalar fields, M elements, and the pressure field, N elements.
Table 3 Prediction of the time- and space-averaged Nusslet number Nu for the Reynolds number of Re = 100 for different
spatial resolutions. The error percentages are measured with reference to the finest grid resolution. M : N demonstrates the
grid resolution of the advection-diffusion and the passive scalar solvers (M elements), and Poisson’s equation (N elements).
k Resolution Pr = 0.5 %Error Pr = 3.0 %Error
0 215680:215680 4.4162 – 9.5254 –
1 215680:53920 4.3723 0.994 9.1850 3.574
2 215680:13480 4.2350 4.103 7.5469 20.770
0 53920:53920 4.3102 2.400 8.7447 8.195
0 13480:13480 4.0242 8.876 7.3741 22.585
Fand [24] 4.8070 – 8.2285 –
Churchill and Bernstein [25] 3.5908 – 8.7382 –
a square enclosure with a circular cylinder, and trans-
port of passive scalars in flows past a circular cylinder
with constant temperature. The speedup factors ranged
approximately from 1.7 to 3.7. The minimum speedup
occurred in the thermally-driven flow problems with
velocity Dirichlet boundary conditions. However, the
maximum speedup belonged to the flow past a cylin-
der with stress free boundary conditions. A similar con-
clusion was reported by Kashefi and Staples [13]. For
one and two levels of the Poisson grid coarsening, the
isotherms and vorticity lines for the buoyancy-driven
flow, the structure of the von Karman street for the
passive scalars, and generally the heat transfer coeffi-
cients were in excellent agreement with those simulated
using pure fine grid computations. However, only a rea-
sonable level of accuracy was obtained for three levels
of the Poisson mesh coarsening.
The objective of our future research is to perform a
comparison between the CGP approach with one level
of coarsening (k = 1) and the standard finite element al-
gorithm with Taylor-Hood mixed finite elements P2/P1
(see e.g., Ref. [19]). From a grid resolution point of
view, for an assumed number of grid points of the ve-
locity component, the Poisson solver utilizes a space
with an equal pressure node numbers, discretized us-
ing either the CGP (k = 1) method or Taylor-Hood
elements. In this sense, a detailed investigation of the
similarity/difference between these two concepts may
introduce novel mapping functions for the CGP tool.
Acknowledgements AK would like to thank Dr. Peter
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Fig. 8 The local Nusselt number around the cylinder in the simulation of transport of passive scalars for Re = 100 and
Pr = 0.5 with and without the CGP algorithm for a one level coarsening (k = 1) at angle of α = pi; b two levels coarsening
(k = 2) at angle of α = pi; c one level coarsening (k = 1) at angle of α = 5pi/3; d two levels coarsening (k = 2) at angle of
α = 5pi/3. Legends in the form of M : N indicate the spatial resolutions of the advection-diffusion and passive scalar fields, M
elements, and the pressure field, N elements.
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