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Abstract
This paper presents a new interpretation of a digital circle in terms of the distribution of square numbers in discrete intervals. The
number-theoretic analysis that leads to many important properties of a digital circle succinctly captures the original perspectives
of digital calculus and digital geometry for its visualization and characterization. To demonstrate the capability and efficacy of
the proposed method, two simple algorithms for the construction of digital circles, based on simple number-theoretic concepts,
have been reported. Both the algorithms require only a few primitive operations and are completely devoid of any floating-point
computation. To speed up the computation, especially for circular arcs of high radii, a hybridized version of these two algorithms has
been given. Experimental results have been furnished to elucidate the analytical power and algorithmic efficiency of the proposed
approach. It has been also shown, how and why, for sufficiently high radius, the number-theoretic technique can expedite a circle
construction algorithm.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Characterization and construction of the simple yet prevalent geometric primitives, especially straight lines and
circles, in the discrete domain, hail long back from their successful realization in graphics display [1,20]. Today, with
the evolution of new in-theory digital paradigms, such as digital calculus [36], digital geometry [28], theory of words
and numbers in the digital perspective [29,34], etc., the analytical studies and theoretical interpretations of these geo-
metric primitives have become inevitable in order to augment different inter-theoretical relations and applications, and
to actuate and observe the comeback of classical theories into the formation and augmentation of emerging theories.
Digital circles, abiding with their weird and challenging nature in the discrete domain, have drawn immense
research interest since the early adoption of the scan-conversion technique [2,6,12,14,17,24,30,38,42] for their
efficient approximation from the continuous domain to the digital domain. Subsequent improvements of these
algorithms meant for generation of circular arcs were achieved by different researchers in the later periods, which
may be seen in [5,7,26,33,43,46–48]. Further, apart from the circle-generation algorithms, since the properties,
parameterization, characterization, and recognition of digital circles and circular arcs shape up a very engrossing
area of research, several other interesting works on digital circles and related problems have also appeared from time
to time, some of which are as follows:
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Table 1
A comparative study of some existing approaches with the proposed one
Algorithm Features Scan
conversiona
Readiness
for
hybridization
Interval
searchingb
1. Incremental algorithm [6] Decision function based on minimum-residual
criterion
Yes No No
2. Optimized midpoint
algorithm ([20], DCB: Fig. 7)
First- and second-order differences to expedite the
computation of decision function
Yes No No
3. Short run algorithm [26] Selection of minimum-distance pixels No No No
4. Hybrid run length slice
algorithm [48]c
(i) uses run length properties Noe Yes No
(ii) uses decision variable (d)d
5. Number-theoretic algorithm
[proposed]
(i) uses run length properties No Yes Yes
(ii) run lengths are binary searched in integer intervals using the predicted upper and lower bounds of
runs
a pixels are generated one in each iteration in accordance with the decision function derived from some chosen criterion.
b instead of pixels, runs are generated by searching the largest square number in an integer interval.
c an improvement and hybridization of the algorithm by [26].
d computation of d is aided by double-step and quadruple-step forward differencing for non-singular runs.
e scans the “runs of pixels” instead of scanning the “pixels of runs”.
– polygonal approximation of digital circles: [3,25];
– characterization of digital circles: [4,18,22,35,45];
– detection/segmentation of circular arcs/objects in digital images: [9–11,13,15,23,27,31,36,39,40];
– parameterization of circular arcs: [8,16,44,49];
– anti-aliasing solutions for digital circles: [19]; etc.
It may be mentioned that there exist various composite techniques [5,26,46–48], designed to expedite and contend
the procedure of Bresenham’s Circle Drawing algorithm [6]. However, these algorithms do not have considerably
large gains over Bresenham’s method. In fact, Bresenham’s algorithm cannot be overtaken by a great margin by
some other algorithm, which has been verified by the other algorithms developed in later years. For instance, for
radii from 1 to 128, the most efficient ones (please see, for example, the algorithms and results by Hsu et al. [26],
and by Yao and Roken [48]) of these algorithms are 0.62 times to 1.53 times faster on the average with respect
to Bresenham’s algorithm. This is quite expected for the inherent brevity and simplicity of Bresenham’s algorithm
owing to the judicious usage of primitive arithmetic operations, which have been worked out sensibly and skillfully
from the fundamentals of digital calculus.
However, the essence of all these algorithms is that, although a circle drawing algorithm primarily originates
from the naive concept of intelligent digital applications of first-order and second-order derivatives (differences) as in
Bresenham’s, a digital circle is endowed with some other interesting properties contributed by the classical theories
in the discrete domain. It has been gradually made apparent from these works that digital circles, similar to digital
straight lines [29], possess some striking characteristics, which, if interpreted rightly and exploited properly, may
produce interesting results and scope for subsequent potential applications in the discrete domain.
This paper reveals the relation between perfect squares (square numbers) in discrete (integer) intervals and few
interesting and useful properties of a digital circle. Based on these number-theoretic properties, the problem of
constructing a digital circle or a circular arc maps to the new domain of number theory. However, the construction of
a digital circle using these properties should not be treated only in terms of its performance compared to Bresenham’s
algorithm or any other similar algorithm; rather, these number-theoretic properties enrich the understanding of digital
circles from a perspective that is different from the customary aspects of digital calculus. It is also discussed in this
paper how these intervals can be obtained for the given radius of a circle, and what effects these intervals have on the
construction of a digital circle. For a brief overview, in Table 1, we have presented a comparison of our method with
some existing methods.
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Fig. 1. The digital circular arc CZ,I (O, 41) for a real circle (shown in red) of radius 41. The chain codes of the eight neighbors of the grid point
(i, j) are shown aside, with the convention of the right point (i, j + 1) as ‘0’, followed by the other points in counterclockwise direction. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
An instance of the digital circle for radius 41 is shown in Fig. 1. It may be seen that the corresponding chain
code [21] for this part of the circle, starting from the point (0, 41), is given by 067037037070707073073, whence it
is easy to observe that the runs of 0 “usually” decrease or continue to be same in length in the first octant as long as
7 appears as a singular character in the chain code. Alternatively, as shown in this paper, the topmost run length (no.
of grid points with ordinate = 41) is given by the number of perfect squares in the (closed) interval [0, 40], the next
run length (no. of grid points with ordinate = 40) given by that in [41, 120], the next one (ordinate = 39) by that
in [121, 198], and so on. To elaborate, if s[v,w] denotes the number of perfect squares in the closed interval [v,w],
then we get s[0, 40] = 7 (since 7 perfect squares, i.e., 0, 1, 4, . . . , 36, lie in [0, 40]), s[41, 120] = 4 (since 49, 64,
81, 100 lie in [41, 120]), s[121, 198] = 4 (since 121, 144, 169, 196 lie in [121, 198]), etc. Hence, the square numeric
code of the above circle in the first octant is given by 〈7, 4, 4, 2, 2, 2, 2, 1, 1, 2, 1, 1, 1〉, which can be shortened
to 〈7, 42, 24, 12, 2, 13〉, whence it is again apparent that the numbers of perfect squares are either non-increasing
(predominant) or increasing by at most unity (occasional).
The brief outline of the paper is as follows. In Section 2, we start with some fundamental properties of a digital
circle, followed by the basic principle for its generation in Section 2.1. In Section 2.2, we have explored few properties
on the distribution of grid points for a digital circle based on the square numbers in discrete intervals, which may
be used to design an algorithm (DCS) on generation of the circle using few primitive integer operations only, given
in Section 2.3, along with its analysis in Section 2.4 and comparison with Bresenham’s algorithm (DCB) in Section 2.5.
Some other excellent properties have been presented in Section 3, which have been derived using the rudimentary
number-theoretic concepts once again. These properties improve the former algorithm (DCS) to actualize another
algorithm (DCR), given in Section 3.1, using a modified binary search technique and without using any floating-point
operation at any stage, which has been shown to be very effective for circles of higher radii, as evident from its
analysis given in Section 3.2. In Section 3.3, we have given a hybridized version (DCH) to ensure the optimization
of computations in the adopted scheme. Section 4 exhibits some test results that demonstrate the analytical strength
and algorithmic applications of the novel approach proposed in this paper. In Section 5, procedures for construction,
segmentation, and characterization of digital circles/circular arcs by judicious and intelligent deployment of such
number-theoretic properties, have been discussed.
2. Properties of digital circles
Let CZ(p, r) be the digital circle with center at p ∈ Z2 and radius r ∈ Z+. For simplicity of notations, CZ(p, r) is
also used to denote the set of grid points (pixels) constituting the digital circle with center at p and radius r in an ap-
propriate context. Further, if q ∈ Z2 be such that q ∈ (set) CZ(p, r), then q is said to be “lying on” (circle) CZ(p, r).
To start with, we observe a simple and very useful representation of a digital circle, which is required for
construction of the digital circle about any grid point p as its center. The most convenient and customary representation
of any digital curve (and a digital circle, thereof) is by means of Freeman’s chain code [21], where the locally
represented enumeration of the digital curve is mapped to the global coordinate system using a defined (global)
point of reference, customized to specific requirements. For the digital circle CZ(p, r), if we consider the center p as
the origin (point of reference) of the local coordinate system in Z2, then it can be shown that the set of grid points,
enumerated in chain coded form w.r.t. p, representing the circle CZ(p, r), will be always independent of p and will be
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Fig. 2. A real circle, CR(O, 11), and the eight octants of the corresponding digital circle, CZ(O, 11).
depending only on its radius r . Hence, we can draw a digital circle CZ(p, r) centered at any point p ∈ Z2, provided
CZ(O, r) is known, where, O = (0, 0).
It may be noted that, the conversion of a digital circle CZ(O, r) from the corresponding real circle CR(O, r) is done
using the property of 8-axes symmetry of digital circles (see [6,20]). A sample digital circle CZ(O, 11) along with its
eight octants, and the corresponding real circle CR(O, 11) are shown in Fig. 2 for a ready reference. In order to obtain
the complete circle CZ(O, r), therefore, generation of the first octant, CZ,I (O, r), (pixels or grid points in the closed
interval [00, 450], measured w.r.t. +y-axis in clockwise direction) of CZ(O, r) suffices.
2.1. Generation of a digital circle
While generating CZ,I (O, r), decision is taken to select between east pixel (E := (i + 1, j)) or south-east pixel
(SE := (i + 1, j − 1)), standing at the current pixel (P := (i, j)), depending on which one between E and SE is closer
to the point of intersection of the next ordinate line (i.e., x = i + 1) with the real circle CR(O, r). In the case of ties,
any one between E and SE may be selected. It is, however, interesting to note that such a tie is possible only if there
is any computation error, the proof being as follows.
Suppose a tie occurs when the real circle CR(O, r) has (i, j + 1/2) as the corresponding point of intersection in
the first octant with the vertical grid line x = i . Since (i, j + 1/2) lies on CR(O, r), we have
i2 + ( j + 1/2)2 = r2,
or, r2 − (i2 + j2 + j) = 1/4,
which is impossible, since r2 ∈ Z, and (i2 + j2 + j) ∈ Z. Hence we observe the following lemma.
Lemma 2.1. A tie for selecting one of the two candidate pixels can never occur.
Remark. Ideally, a tie as described above is impossible. Due to errors in finite-precision floating-point computation,
a tie may apparently occur. However, since most of the algorithms on circle construction work in the integer domain
only, the question of a tie does not arise. We have used the “impossibility of a tie” in establishing some strict inequality
in Section 2.2.
2.2. Relation of digital circles with square numbers
If P(i, j) be a grid point that lies in CZ,I (O, r), then the point of intersection Q of CR(O, r) with the vertical grid
line x = i should have distance less than 12 from P, as shown in Fig. 3. Hence, if (i, j − δ) are the coordinates of Q,
then we have − 12 < δ < 12 , where it may be noted that |δ| can never be equal to 12 , as evident from Lemma 2.1.
Now, since Q(i, j − δ) lies on the real circle CR(O, r), we get
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Fig. 3. P(i, j) lies on CZ,I (O, r) provided the point of intersection Q of CR(O, r) with the vertical line x = i lies between M (i, j − 12 ) and N
(i, j + 12 ).
i2 + ( j − δ)2 = r2,
or, δ2 − 2 jδ + (i2 + j2 − r2) = 0,
or, δ = 1
2
(
2 j ±
√
4 j2 − 4(i2 + j2 − r2)
)
,
or, δ = j −
√
r2 − i2, since − 1
2
< δ <
1
2
. (1)
Therefore, extending Eq. (1) and using the fact that − 12 < δ < 12 , we get
−1
2
< j −
√
r2 − i2 < 1
2
,
or, − 1
2
− j < −
√
r2 − i2 < 1
2
− j,
or,
1
2
+ j >
√
r2 − i2 > j − 1
2
,
or,
(
j − 1
2
)2
< r2 − i2 <
(
j + 1
2
)2
,
or, j2 − j + 1
4
< r2 − i2 < j2 + j + 1
4
. (2)
In the above equation, the terms j2 − j , r2 − r , and j2 + j are in Z, as i, j, r ∈ Z. Hence, j2 − j + 14 < r2 − i2
implies ( j2 − j)− (r2 − i2) < − 14 < 0, or, j2 − j < r2 − i2. Similarly, the expression (r2 − i2)− ( j2 + j), being
in Z and less than 14 , is never positive. Thus,
j2 − j < r2 − i2 6 j2 + j,
or, − j2 − j 6 i2 − r2 < − j2 + j,
or, r2 − j2 − j 6 i2 < r2 − j2 + j. (3)
Eq. (3) reveals the pattern of the grid points that would represent the digital circle CZ(O, r) in the first octant. Since
the first grid point in the first octant is always (0, r) (considering the clockwise enumeration), Eq. (3) for the topmost
grid points (i.e. j = r ) becomes 0 6 i2 < r2 − r2 + r = r , or, 0 6 i2 6 r − 1. This implies that, in the first octant,
the grid points, having their ordinates as r , will have the squares of their abscissae in the (closed) interval [0, r − 1].
Let us denote the interval [0, r − 1] by I0 (zeroth interval).
Let I1 be called the first interval, which is obtained by substituting j = r − 1 in Eq. (3). So, I1 = [r2 − (r − 1)2 −
(r − 1), r2 − (r − 1)2 + (r − 1)− 1] = [r, 3r − 3], which contains the squares of abscissae of all the grid points (in
the first octant) whose ordinates are r − 1. Thus, in general, if Ik denotes the kth (k > 1) interval, given by
Ik =
[
r2 − (r − k)2 − (r − k), r2 − (r − k)2 + (r − k)− 1
]
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= [(2k − 1)r − k(k − 1), (2k + 1)r − k(k + 1)− 1] , (4)
which is obtained by substituting j = r − k in Eq. (3), then, proceeding in this way, for a digital circle with radius
r > 1 and center at (0, 0), we get the following lemma.
Lemma 2.2. The interval Ik = [(2k − 1)r − k(k − 1), (2k + 1)r − k(k + 1)− 1] contains the squares of abscissae
of the grid points of CZ,I (O, r) whose ordinates are r − k, for k > 1.
The length lk of the interval Ik (k > 1) is, therefore, given by
lk = ((2k + 1)r − k(k + 1)− 1)− ((2k − 1)r − k(k − 1))+ 1
= 2r − 2k. (5)
Using Eq. (5), the length lk+1 for interval Ik+1 is given by lk+1 = 2r − 2(k + 1) = lk − 2, whence we have the
following lemma.
Lemma 2.3. The lengths of the intervals containing the squares of equi-ordinate abscissae of the grid points in
CZ,I (O, r) decrease constantly by 2, starting from I1.
2.3. Algorithm DCS: Digital circle using square numbers
An algorithm for construction of digital circles can be designed, therefore, based on (numbers of) square numbers
in the intervals
I0 = [0, r − 1],
I1 = [r, 3r − 3],
I2 = [3r − 2, 5r − 7], . . . ,
Ik = [(2k − 1)r − k(k − 1), (2k + 1)r − k(k + 1)− 1] , . . . ,
as shown in Section 2.2. The length of the first interval I1 is greater than that of I0 by r − 2, as given by Eq. (5).
More interestingly, for k > 1, the length of each interval Ik+1 is less than that of Ik by 2, which is a constant. Hence,
in the algorithm DCS, using square numbers, we search for the number of perfect squares in each interval Ik, k > 0,
which, in turn, gives the number of grid points with ordinate r − k. The following theorem contains the above facts
and findings in a concise way.
Theorem 2.4. The squares of abscissae of grid points, lying on CZ,I(O, r) and having ordinate r−k, lie in the interval
[uk, vk := uk + lk − 1], where uk and lk are given as follows.
uk =
{
uk−1 + lk−1 if k > 1
0 if k = 0 (6)
lk =
lk−1 − 2 if k > 22r − 2 if k = 1r if k = 0. (7)
This follows easily from Lemmas 2.2 and 2.3.
It is worth mentioning that, since j − 12 <
√
r2 − i2 < j + 12 (as shown in Section 2.2), we get j =
NI (the nearest integer to) (r2 − i2) 12 ; or, as mentioned in [38], we get i = NI (r2 − j2) 12 on interchanging i and
j . This helps in searching for integer points near a circle of radius r , starting from the point (r, 0). As a further
sophistication, we can generate the parabolic arcs y2 = 2x + 1, 4x + 4, 6x + 9, etc., from a direct algorithm [37].
This is analogous to the (change in) interval lengths stated in Theorem 2.4.
Exerting Theorem 2.4, therefore, the algorithm DCS may be designed, as shown in Fig. 5. It may be noted that, the
(i + 1)th square number Si+1 = (i + 1)2 can be obtained easily (without using any multiplication) from the previous
square number Si = i2, since Si+1 = (i + 1)2 = Si + 2i + 1, which is equivalent to adding a “gnomon” [41], as
shown in Fig. 4 (courtesy, http://mathworld.wolfram.com). This is incorporated in the algorithm (steps 5–7), shown
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Fig. 4. Generation of a square number Si+1 by adding a “gnomon” to Si . All circles in the previous square number Si are shown by unfilled circles
in Si+1, whereas the gray ones (2i numbers) and the black one denote the gnomon added to Si to get Si+1.
Fig. 5. Algorithm DCS.
Fig. 6. A demonstration of DCS for r = 11.
in Fig. 5, where the gnomon addition of 2i + 1 is realized by adding i with the previous square s, followed by
adding an incremented value (i + +) of i , in order to optimize the primitive arithmetic operations. It is evident
that, in step 4, the procedure include 8 sym points (i, j) includes the set of eight symmetric grid points, namely
{(±x,±y) : {x} ∪ {y} = {i, j}}, in CZ(O, r). A demonstration ofDCS for r = 11 is given in Fig. 6, the corresponding
digital circle having been already shown in Fig. 2.
It is worthwhile mentioning here that, although, from the two recurrence equations for uk and lk in Theorem 2.4,
the run length λ(r − k) (and the “square numeric code”, thereof) at ordinate r − k in the first octant can be obtained by
λ(r − k) =
⌊√
uk + lk − 1
⌋
−
⌊√
uk − 1
⌋
. (8)
The realization of Eq. (8) needs square root operations, invoking unwanted floating-point computation, corresponding
to each run. The algorithm DCS, given in Fig. 5, is a circumvention of Eq. (8), using few primitive operations in the
integer domain.
2.4. Analysis of algorithm DCS
We discuss here the number of elementary operations, namely comparison, addition (subtraction), and increment
(decrement), required over all the iterations in the algorithm DCS. The inside do–while loop (steps 4–7) will find out
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Fig. 7. Bresenham’s algorithm.
the consecutive equi-ordinate (ordinate = j) grid points (to be precise, the squares of their abscissae) in CZ,I (O, r) at
each iteration of the outside while loop (step 3).
Now, each iteration of the outside while loop corresponds to a particular ordinate j , which gets decremented by
unity (step 10) for the next iteration corresponding to the next ordinate, i.e. j − 1, for which, it may be observed, the
upper limit w and the interval length l of the corresponding interval are being updated (steps 8 and 9) in accordance
with Theorem 2.4. Hence, the total number of iterations of the outside while loop is given by the number of south-east
(SE) transitions in the digital arc representing CZ,I (O, r). The total number of comparisons required for checking the
condition ( j > i) is, therefore, given by |SE|+1, where, |SE| denotes the total number of SE transitions in CZ,I (O, r).
The total number of comparisons for checking the condition (s 6 w) involved in the do–while loop, would be given by
the total number of grid points in CZ,I (O, r), i.e. |E|+ |SE|, where, |E| denotes the total number of east (E) transitions
in CZ,I (O, r). Also, for each transition (whether E or SE), two additions (step 5 and step 7) and one increment (step
6) are mandatory. In the case of each SE transition, two extra additions (step 8 and step 9) and one extra increment
(step 10) are required. Hence, for the entire algorithm, the total numbers of comparisons (nc), additions (na), and
increments (ni ) are given by
nc = |E| + 2|SE| + 1,
na = 2|E| + 4|SE|,
ni = |E| + 2|SE|.
(9)
2.5. Comparison with Bresenham’s algorithm
Similar to the analysis given in Section 2.4, for Bresenham’s algorithm [6], given in Fig. 7, the total numbers of
comparisons (nbc), additions (nba), and increments (nbi ) would be given by
nbc = 2|E| + 2|SE| + 1,
nba = 3|E| + 3|SE|,
nbi = |E| + 2|SE|.
(10)
Hence, it is easy to observe that the algorithm DCS and Bresenham’s algorithm are very much similar in their
efficiency and ease in implementation. However, the algorithm DCS can be further endowed with some other (run
length) properties of digital circles, which are discussed in the following section.
3. Run length properties of digital circles
Lemma 3.1. The number of perfect squares in a closed interval [v,w] is at most one more than the number of perfect
squares in the preceding closed interval [u, v−1] of equal length, where the intervals are taken from the non-negative
integer axis.
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Fig. 8. Square numbers on the number axis.
Let p and q denote the numbers of perfect squares in the closed intervals [u, v − 1] and [v,w] respectively. Let
Sn = n2 be the largest square number less than u. Then, the square numbers lying in [u, v − 1] are Sn+1, Sn+2,
. . . , Sn+p, and those lying in [v,w] are Sn+p+1, Sn+p+2, . . . , Sn+p+q , as shown in Fig. 8. Now, using the relation
Sm+1 = (m + 1)2 = Sm + 2m + 1 and applying the method of induction, we get
Sn+k = Sn + 2kn + k2. (11)
Considering the fact that the difference between the highest and the lowest square numbers in [v,w] is at most the
difference between its upper and lower bounds, that is w − v (see Fig. 8), we have
Sn+p+q − Sn+p+1 6 w − v, (12)
where, it may be noted, the equality holds true when both v and w are perfect squares and, therefore, become equal
to Sn+p+1 and Sn+p+q respectively. Similarly, considering the square number (Sn+p+1) just greater than the largest
square in [u, v − 1] and the square number (Sn) just less than the smallest square in [u, v − 1] (Sn would be equal to
0 for the degeneracy when u = 0), we get
Sn+p+1 − Sn > v − u. (13)
Hence, combining Eqs. (12) and (13) with our consideration that w − v = v − 1− u (i.e., w − v < v − u), we get
Sn+p+q − Sn+p+1 6 w − v < v − u < Sn+p+1 − Sn,
or, Sn+p+q − Sn+p+1 < Sn+p+1 − Sn,
or, Sn + 2(p + q)n + (p + q)2 − Sn − 2(p + 1)n − (p + 1)2 < Sn + 2(p + 1)n + (p + 1)2 − Sn,
or, 2qn + (p + q)2 − 2n − (p + 1)2 < 2(p + 1)n + (p + 1)2,
or, 2(q − 1)n + (2p + q + 1)(q − 1) < 2(p + 1)n + (p + 1)2,
or, (q − 1)(2n + 2p + q + 1) < (p + 1)(2n + p + 1). (14)
Since the second factor in the left-hand side of Eq. (14) never falls short of the second factor in the right-hand side,
i.e., 2n + 2p + q + 1 > 2n + p + 1 for all cases, including the degenerate cases when p = 0 or/and q = 0 or/and
n = 0, the validity of Eq. (14) implies that the first factor in its left-hand side is strictly less than the first factor in its
right-hand side. Hence, q − 1 < p + 1, or, q 6 p + 1.
Theorem 3.2. The run length of grid points of CZ,I (O, r) with ordinate j − 1 never exceeds one more than the run
length of its grid points with ordinate j .
From Lemma 2.3, it is obvious that the length of the interval, containing the squares of abscissae (of grid points of
CZ,I (O, r)) with ordinate j − 1, is 2 less than that corresponding to ordinate j . Even if the interval corresponding to
ordinate j − 1 had been equal in length to the preceding interval corresponding to ordinate j , then from Lemma 3.1,
the maximum number of grid points with ordinate j − 1 would not have exceeded one more than the number of grid
points with ordinate j . Hence the proof.
To uphold the significance of Theorem 3.2 apropos the state of the art, it should be mentioned here that, in [48],
a similar theorem has been stated and proved. The proof in [48] is, however, different from the proof of this paper;
there the proof has been done – for the analogous theorem as well as for others – by using floor function (over the
difference of two square roots); whereas, the proofs in this paper are based on the distribution of square numbers in
integer intervals.
It is interesting to note that Theorem 3.2 provides a good and useful upper bound on the number of grid points
with ordinate j w.r.t. that corresponding to ordinate j − 1. The derivation of lower bound that we have obtained is,
however, not so straightforward, as evident in the following discussion.
If p and q denote the numbers of perfect squares in the closed intervals [u, v − 1] and [v,w] (of equal length, i.e.,
v − 1 − u = w − v) (Fig. 8) respectively, and Sn = n2 is the largest square number less than u, as discussed earlier,
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then we have
Sn+p+q+1 > w and − Sn+p > −v, which imply Sn+p+q+1 − Sn+p > w − v;
and
Sn+p 6 v − 1 and − Sn+1 6 −u, which imply Sn+p − Sn+1 6 v − 1− u (=w − v).
Hence,
Sn+p+q+1 − Sn+p > Sn+p − Sn+1,
or, 2n(p + q + 1)+ (p + q + 1)2 − 2np − p2 > 2np + p2 − 2n − 1,
or, 2n(q + 1)+ 2p(q + 1)+ (q + 1)2 > 2n(p − 1)+ p2 − 1. (15)
Now, since our concern is to find a lower bound of q in terms of p, we consider q + 1 6 p − 1, i.e., 2n(q + 1) 6
2n(p − 1), whence Eq. (15) produces the following relation.
2p(q + 1)+ (q + 1)2 > p2 − 1,
or, (p + q + 1)2 > 2p2 − 1,
or, (p + q + 1)2 > 2p2,
or, q > (
√
2− 1)p − 1,
or, q >
⌈
(
√
2− 1)p − 1
⌉
,
or, q >
⌊
(
√
2− 1)p
⌋
, (16)
since p and q are integers and (
√
2− 1)p − 1 is irrational.
The bound for q in Eq. (16) has two weaknesses. The first one is that we get a loose lower bound of q that
would cause some redundant operations while deciding the run length of grid points at ordinate j − 1 from that in
the preceding ordinate j . Secondly, and more importantly, computation of the lower bound of q in accordance with
Eq. (16) requires a square root operation followed by a floor/truncation operation, which is computationally expensive
and not desirable in the run length finding procedure of a circle construction algorithm.
In order to circumvent the aforesaid problems, therefore, we turn around in a different way from Eq. (15) to obtain
a nicer bound for q as follows.
(q + 1)(2n + 2p + q + 1) > (p − 1)(2n + p + 1),
or, (q + 1)(p + q) > (p − q − 2)(2n + p + 1). (17)
From Eq. (17), it may be observed that, if the interval [u, v − 1] containing p perfect squares is the interval Ik
(Section 2.3), k > 1, and Sn is the largest square number less than u, then by Theorem 3.2, p < n + 2. Since
n + 2 6 2n for n > 2, we get p < 2n for n > 2,1 or, p < 2n for r > 2.2
Now, it is evident that Eq. (17) is true for any two consecutive intervals [u, v − 1] and [v,w] of equal length;
whereas, p < 2n for n > 2 is true when the interval [u, v − 1] is identical with the interval Ik that contains (the
squares of abscissae of) the grid points whose ordinates are r − k, for k > 1 (Lemma 2.2). Since the length of Ik+1
is smaller than that of Ik by 2 but [v,w] is of same length as [u, v − 1] in Eq. (17), we cannot consider [v,w] to be
identical with Ik+1 if we consider Ik as [u, v − 1]. However, from Theorem 3.2 (and its preceding paragraph), we
always have q 6 p + 1, whether or not [u, v − 1] is identical with Ik .
1 If k = 1, then I0 contains first n perfect squares. If k > 1, then I0 ∪ I1 ∪ . . . Ik−1 contains first n perfect squares. Hence, the relation p < 2n
loses its tightness as k goes on increasing. In other words, p falls shorter and shorter of 2n as k increases.
2 Since k > 1 is not valid for r = 1 but from r = 2 on, we consider r > 2.
r = 1: only I0 exists, and therefore, k = 0.
r = 2: I0 and I1 exist (k = 0, 1); for k = 1, we have n = 1, p = 0.
r = 3: I0, I1, and I2 exist (k = 0, 1, 2); for k = 1, we have n = 1, p = 1; for k = 2, we have n = 2, p = 0.
etc.
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Thus, if we consider [u, v − 1] to be Ik , then we have q 6 p + 1 and p < 2n for n > 2, which, in combination,
gives q < 2n + 1, or, p + q < p + 2n + 1. Hence, if [u, v − 1] = Ik (k > 1) and w − v = v − 1− u, then from Eq.
(17), we get
q + 1 > p − q − 2,
or, 2q > p − 3,
or, q >
p − 1
2
− 1,
or, q >
p − 1
2
>
⌊
p − 1
2
⌋
. (18)
From the result obtained in Eq. (18), we can, therefore, make the following observation.
Lemma 3.3. If [u, v − 1] is the interval Ik, k > 1, and [v,w] is the interval of same length as [u, v − 1], then the
number of perfect squares in [v,w] is at least (floor of) half the number of perfect squares less one in [u, v − 1].
Putting together the above findings, therefore, we get the following theorem that captures the run length properties
of a digital circle in a precise form.
Theorem 3.4. If λ( j) be the run length of grid points of CZ,I (O, r) with ordinate j , then the run length of grid points
with ordinate j − 1 for j 6 r − 1 and r > 2, is given by
λ( j − 1) >
⌊
λ( j)− 1
2
⌋
− 1.
From Lemma 2.3, the length of the interval containing the squares of abscissae of grid points with ordinate j −1 is
2 less than that corresponding to ordinate j for j 6 r−1.3 Had the interval corresponding to ordinate j−1 been equal
in length to the preceding interval (ordinate j), then from Lemma 3.3, the number of grid points with ordinate j − 1
would have been at least b(λ( j)− 1) /2c for r > 2. In case the next integer or the next-to-next integer immediately
after the interval corresponding to ordinate j − 1 is a perfect square, the minimum possible value of λ( j − 1) would
be further less by unity. Note that, for r = 1, we have only one run in the first octant corresponding to j = 1, and
hence the case of λ( j − 1) is inapplicable. This is also justified by the fact that Lemma 3.3 is for k > 1, which implies
r > 2 as explained earlier.
3.1. Algorithm DCR
Combining Theorems 3.2 and 3.4, therefore, we obtain Eq. (19), which can be used to derive the horizontal run of
grid points with ordinate j − 1, from the previous run with ordinate j , for j 6 r .⌊
λ( j)− 1
2
⌋
− 1 6 λ( j − 1) 6 λ( j)+ 1. (19)
The algorithm DCR that incorporates the relation between the consecutive runs, as captured in Eq. (19), is given
in Fig. 9. It may be noted that, in Fig. 9, only the upper limit (λ( j)+ 1) of the term λ( j − 1) has been considered for
simplicity. The lower limit (b 12 (λ( j)−1)c−1) of λ( j−1)may be considered in a similar fashion. Since we search for
λ( j − 1) in an integer interval whose upper and lower limits are computed every time using its preceding run length,
λ( j), resorting to both the limits in the run-finding procedure is computationally effective for a sufficiently large
value of λ( j − 1). The computation of the lower (or upper) limit involves a fixed number of operations, whereas the
operations in a binary search is logarithmic on the length of the corresponding interval. As r increases sufficiently, the
top runs also increase in length, whose interval searching would, therefore, be improved by constraining the concerned
intervals using both the upper and the lower limits. The algorithm presented in Fig. 9 and the related results presented
in this paper are, however, based on usage of the upper limit only.
3 While deriving Eq. (18) from Eq. (17), the consideration of [u, v − 1] to be Ik in which k > 1, implies that j 6 r − 1.
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Fig. 9. Algorithm DCR using run length properties in part (see the text for explanation).
In order to find the exact value of λ( j − 1), binary search has been used. The binary search assumes the minimum
value (lower limit) as 1 and the maximum value (upper limit) as λ( j)+1 to start with, for finding λ( j−1). The binary
search is performed on the Look-Up Table, implemented in the form of a one-dimensional array, namely square[ ],
that contains the square Sn of each integer n = 0, 1, 2, . . . , N , where N 2 is the largest square not exceeding the
maximum value R of radius r . For example, for R = 1000, N (and the size of the Look-Up Table, thereof) equals 31.
It may be noted that, the binary search procedure incorporated in Fig. 9 is a modified one, based on our
requirements, from the conventional one found in the literature [32]. In accordance with the conventional procedure,
one has to check at first whether the middle element (m in our figure) equals the search key, failing which, one of
two other checks (smaller or greater) is performed. We have modified this (steps 7–10) to reduce the number of
comparisons in each iteration of the inner while loop.
A demonstration of the algorithm DCR for r = 106 has been graphically shown in Fig. 10 until a run of unit
length is found. For each row, the binary search is illustrated by circular dots, where each dot corresponds to the
middle element (m) of the respective sub-array (square[s..t]). It may be noticed that, m in Fig. 9 (step 6) denotes
the abscissa (vertical) line x = m − 1 in Fig. 10. As the binary search, associated with a particular row, proceeds
and converges to produce the final run of the corresponding row, the respective dots have been gradually darkened to
depict the impact of the run length finding procedure. The end of the run at each row is emphasized by highlighted
abscissa lines passing through the end point of that run for visual clarity. For instance, for the topmost row, m starts
with 53, followed by 26, 13, and so on, until s = t = 11, whence m finally becomes 11, thereby yielding the
run length equal to 11. Similarly, for the next row, since the start values of s and t are 11 and 23 respectively,
the subsequent values of m are 17, 20, 19, and (finally) 18, which makes the corresponding run length equal to
18 − 11 = 7. Thus, the run length of a particular row (y = j) is given by the cumulative run length up to that
row minus the preceding cumulative run length, which is realized by the function include run (i, s − i, j) in step
6 of the algorithm. The “square numeric code” of a circle with radius 106 in the first octant, therefore, turns out
to be 〈11, 7, 5, 5, 3, 3, 3, 3, 2, 2, 2, 3, 1, 2, 2, 2, 1, 2, 1, 2, 1, 1, 2, 1, 1, 1, 2, 1, 1, 1, 1, 1〉, which can be compressed
to 〈11, 7, 52, 34, 23, 3, 1, 23, 1, 2, 1, 2, 12, 2, 13, 2, 15〉, which, in turn, can be used to easily derive the chain code
representation of the circular arc, as mentioned in Section 1 for Fig. 1.
It is worth mentioning here that, implementation of the Look-Up Table in the form, mentioned above, avoids
floating-point operations of any sort at any stage, such as square root operation to find out the run for j = r in the
algorithm proposed in [48]. Also, the above algorithm will not be so efficient for circles (1st octant) of small radii, or
to find a run length of small value, such as when j/ i 6 4 or so (see Section 4) since the operations (comparisons etc.)
needed in the binary search for small run lengths would raise the overall time of the algorithm. Hence, the algorithm
DCR may be used in some model of hybridization, whose one possible realization is given in Section 3.3.
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Fig. 10. Demonstration of algorithm DCR for radius 106 (see the text for explanation).
3.2. Analysis of algorithm DCR
We analyze the algorithm DCR for showing its fitness to hybridize a circle construction algorithm, e.g., DCS given
in Fig. 5. We assume that some of the top runs (i.e., j = r, r − 1, r − 2, . . .) are generated by the algorithm DCR,
followed by the generation of the remaining runs by a simpler algorithm like DCS. The problem is, therefore, for the
generation of how many runs (starting from the topmost one) should the algorithm DCR be used, so that the overall
time of the resultant hybrid algorithm is minimized.
The analysis of the algorithm DCS, as put in Section 2.4, shows that the total number of operations (comparisons,
additions, and increments) for generation of k + 1 runs is given by 4|E| + 8|SE| + 1, from which, by dropping ‘+1’,
the lower bound is given by 4|E| + 8|SE|. Now, observe that |SE| is the number of south-east transitions, which is
simply k, and |E| is the number of east transitions, given by
|E| =
⌊√
kr + r(k + 1)− k(k + 1)− 1
⌋
− k [from Eq. (4)]
>
⌊√
kr
⌋
− k [since r > k].
For producing the top k + 1 runs (i.e., for j = r, j = r − 1, . . . , j = r − k) by the algorithm DCS, the total number
of primitive operations is given by
n(k+1)1 > 4
(⌊√
kr
⌋
− k
)
+ 8k = 4
⌊√
kr
⌋
+ 4k. (20)
For the algorithm DCR, in accordance with the simple implementation, as shown in Fig. 9, for the topmost row (i.e.,
j = r ), the number of iterations of the inner while loop (step 4), meant for binary search as discussed in Section 3.1,
is given by dlog re, the base of log(·) being 2 in this discussion. For the binary search on finding out each run length
at j < r , the number of iterations depends on the length of the search interval (i.e., initial values of s and t for
the corresponding j , see Fig. 9), which depends on the preceding run length due to the inherent recursive nature of
Eq. (19) used in the algorithm. This poses a problem in deriving the number of primitive operations in the algorithm
for the individual runs. However, it is easy to observe that for each subsequent value of j (<r), the inner while loop
iterates for not more than
⌈
log(
√
r)
⌉ = ⌈ 12 log r⌉ times, since the run length for j 6 r − 1 would be always less than
that for j = r (which is ⌊√r⌋+ 1); in fact, for j 6 r − 1, the value ⌊√r⌋ turns out to be a loose upper bound for its
run length, where the actual run length for j = r − k (k > 0) falls shorter and shorter of ⌊√r⌋ as k goes higher and
higher.
Now, for each iteration of the inner while loop, including the check (s < t) in step 4, and assuming that the logical
expression (w 6 square[m]) in step 7 is always false (worst case), thereby requiring one addition in step 10 at each
iteration, the total number of operations (comparisons, additions, right shifts, and increments) per iteration turns out
to be 5 in the worst case.
Similarly, for each iteration of the outer while loop, the total number of all primitive operations can be shown to
be at most 11. Further, for the outer while loop, the total number of iterations is simply the number of SE transitions,
which becomes k, if k + 1 runs are produced by the algorithm DCR.
Thus, for producing k + 1 runs, the total number of primitive operations (worst case) required by the algorithm
DCR is given by
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n(k+1)2 < 5 (dk/2e + 1) dlog re + 11k. (21)
Hence, from Eqs. (20) and (21), the algorithm DCR would be faster than DCS for generating the top k + 1 runs,
provided
5 (dk/2e + 1) dlog re + 11k < 4
⌊√
kr
⌋
+ 4k,
or, 5 (dk/2e + 1) dlog re + 7k < 4
⌊√
kr
⌋
. (22)
It may be noted that, while deriving the lower bound for n(k+1)1 and upper bound for n
(k+1)
2 in Eqs. (20) and (21)
respectively, we have resorted to some rough approximations. The relation shown in Eq. (22), therefore, does not
effectuate a tight restriction on the number of runs (i.e., k + 1) that should be produced by the algorithm DCR.
However, from Eq. (22), we get, for a given value of radius r , the least number of runs that should be generated by
DCR, followed by the remaining runs by the algorithm DCS (or Bresenham’s algorithm) for an efficient hybridization.
3.3. Hybrid algorithm DCH
As explained in Section 3.2, the algorithm DCR is computationally attractive in the case of production of long
horizontal runs, which occurs in the upper part of octant 1 (i.e., for j = r, r − 1, . . .). In particular, for circles with
high radii, we get quite many long runs for which DCR works with higher efficiency compared to DCS. However,
towards the end of octant 1 (i.e., as j approaches i), the runs go on decreasing in length, whereby the efficiency
of DCR decreases. To generate a small run length, therefore, it is wiser to use the algorithm DCS (or Bresenham’s
algorithm) instead of the algorithm DCR. Hence, a proper hybridization of these two algorithms is a solution to ensure
the efficiency of a circle construction algorithm.
The hybrid algorithm, namely DCH, designed and experimented by us, is shown in Fig. 11. In the algorithm DCH,
the argument p acts as the hybridizing parameter, which decides the minimum run length generated by the run length
finding procedure (DCH: steps 3–21). A lower value of p makes the algorithm DCH more dependent on DCR than
on DCS (steps 22–34), whereas a higher value of p makes DCH more dependent on DCS than on DCR. For example,
if we make p = 5, then only the first five top runs ( j = 106, 105, . . . , 102) of the circle with radius r = 106 (Fig. 10)
will be generated by steps 3–21 of DCH, and the remaining twenty eight runs/rows (each of length less than 5) will
be produced by steps 22–34. Similarly, if p = 4, then steps 3–21 produce the top five runs; if p = 3, then top nine
runs, and so on. As an illustration, the number of top runs generated by DCH for some typical circles corresponding
to few different values of p, are shown in the Appendix.
4. Test results
Implementations of the two algorithms DCS and DCR, whose pseudocodes are given in Figs. 5 and 9, are as simple
as that of Bresenham’s. As mentioned in Section 1, since the construction of a digital circle using the number-theoretic
properties, discussed in this paper, should not be considered as contending Bresenham’s algorithm, but supplementing
it in theoretical perspectives, we have not produced here the results on (CPU) run times; rather, few results on the
number of primitive operations required for the algorithms are presented below. It may be noted that, for a given
radius r , the number of primitive operations to generate (first octant of) the corresponding digital circle is always
fixed (i.e., deterministic) for any one of the algorithms on circle construction. Furthermore, since the CPU times are
dependent on the machine configuration and code optimization by the associated compiler, CPU times not necessarily
reflect the true picture of the speed and efficiency of an algorithm.
In Fig. 12, the major primitive operations, namely comparisons, additions, and increments, have been shown for
the algorithm DCS in log10 scale for the values of radius from 1 to 1000. It is evident from these plots, which are
just experimental authentications of the theoretical values of the number of operations, given in Eq. (9), that the
number-theoretic algorithm DCS is no less efficient and no less dependable than Bresenham’s algorithm.
In Fig. 13, the total number of primitive operations that include comparisons, additions, right shifts, and increments,
has been shown for the algorithm DCR. The plots in this figure are for the generation of some initial parts (till
j > ti, t = 1, 2, 4, 16) of the first octant, starting from the topmost row (i.e., j = r ). As discussed in Sections 3
and 3.2, proper hybridization techniques may be designed that would first generate the runs (using a binary search
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Fig. 11. The hybrid algorithm DCH for construction of digital circles.
technique, as discussed earlier, and an example illustrated in Fig. 10), starting from the topmost row, and then useDCS
(or Bresenham’s algorithm, or any similar algorithm) for the remaining part of the first octant. The top runs would
be generated by a number-theoretic algorithm, such as the algorithm DCR, as long as the run-generation procedure is
appreciably faster than the other, as explained in Sections 3.2 and 3.3.
That the trade-off in the hybridization is a critical issue has been exhibited by the plots in Fig. 13. From these
plots, it is apparent that for radius exceeding 100 or so, the number-theoretic algorithm (DCR) has appreciable margin
over Bresenham’s algorithm. Further, as evident from the plots, the gain for the run length finding approach using the
number-theoretic technique goes on increasing as the radius increases. For a very large radius, say exceeding 1000,
the number-theoretic technique would contribute substantial improvements to a circle-generation procedure.
To demonstrate the need of hybridization, especially for generating circles with high radii, some experimental
results have also been given in this paper. The plots shown in Fig. 14 give a comparative idea of the total number of
operations used in the algorithm DCH versus those used in DCS and in DCB, for radius r = 1–10 000 (in log10 scale)
corresponding to the hybridizing parameter p = 1–50. The radius and the hybridizing parameter have been sampled
selectively at regular intervals for visual clarity of the two pair of plots. It is evident from these plots that, although
the algorithm DCS behaves marginally better than DCB, the performance of the algorithm DCH (hybridized between
DCS and DCR) is, however, appreciably better than that of DCB, especially for circles with high radii.
For example, for r = 10 000, the number of operations in DCB is higher than that in DCH by about 40%, provided
p lies in the range 10–50. For p in the range 1–5, however, DCH is not computationally attractive compared to DCB,
since a low value of p makesDCH too much dependent onDCR than onDCS even for producing smaller runs, thereby
bringing down its efficiency, as explained in Section 3.3.
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(a) Number of comparisons. (b) Number of additions.
(c) Number of increments. (d) Total number of operations.
Fig. 12. Primitive operations in DCS algorithm and Bresenham’s algorithm for radius r from 1 to 1000. The plots have been given in log10 scale.
(a) j > i . (b) j > 2i .
(c) j > 4i . (d) j > 8i .
Fig. 13. Total number of operations (given in log10 scale) in DCR algorithm (given in Fig. 9) and Bresenham’s algorithm for different starting parts
( j > i , j > 2i , . . .) of the 1st octant.
5. Conclusion
We have shown how the number-theoretic method can be used to establish some fundamental and interesting
properties of a digital circle, which are of immense significance for its interpretation and construction. As mentioned
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Fig. 14. Plots showing how the number of operations used by three algorithms (DCB, DCS, and DCH) varies with radius r of the digital circle and
with the hybridizing parameter p.
earlier, these properties not only conform to, but also supplement and enrich the properties underlying the conventional
concepts of digital calculus, such as Bresenham’s circle construction algorithm.
Although we have discussed in this paper about the scope and merits of designing circle construction algorithms
(regular as well as hybridized) using number-theoretic properties, the improvements of these algorithms still remain
an open problem. For instance, to explore the possibility of finding all the run lengths in the first octant for a given
radius r , without using the information of the other (preceding) run length(s) is really an engrossing problem that may
be worked upon, which, if realized, would bring down the present linear time complexity for circle construction to a
sub-linear one, and would also facilitate the parallelization of a circle construction algorithm.
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Further, although there exist several schemes for segmentation and characterization of digital circles and circular
arcs using geometric properties, as indicated in Section 1, an intricate problem lies in discovering some advanced
number-theoretic properties that may aid and expedite the process of segmentation/characterization of circular arcs
in a digital image. For instance, given the chain code representation (the “square numeric code”, thereof) of a digital
curve, how one can determine whether or not the corresponding curve is an arc of a digital circle. In order to design an
efficient algorithm, using the primitive operations in the integer domain only, several other necessary (and desirably,
sufficient) number-theoretic properties have to be discovered. The segmentation of circular arcs in a digital image is
a challenging problem, the solution of which would have numerous applications in image processing and computer
vision.
Appendix
Number of runs (m(p)r , generated by steps 1–21 of DCH) versus radius (r ) and the hybridizing parameter (p > 3).
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