Abstract-High-dimensional data usually incur learning deficiencies and computational difficulties. We present a novel semi-supervised dimensionality reduction technique that embeds high-dimensional data in an optimal lowdimensional subspace, which is learned with a few user supplied constraints as well as the structure of input data. We study two types of constraints that indicate whether or not pairs of data points originate from the same class. Data partitions that satisfy both types of constraints may be conflicting. To solve this problem, our method projects data into two different subspaces, one in the kernel space and one in the original input space, each is designed for enforcing one type of constraints. Projections in the two spaces interact and data are embedded in an optimal lowdimensional subspace where constraints are maximally satisfied. Besides constraints, our method also preserves the intrinsic data structure, such that nearby/far away data points in the original space are still near to/far from each other in the embedded space. Compared to existing techniques, our method has the following advantages: 1) It can benefit from constraints even when only a few are available. 2) It is robust and does not suffer from overfitting. 3) It handles nonlinearly separable data, but learns a linear data transformation. Thus the method can be easily generalized to new data points and is efficient in dealing with large data sets. Experiments on real data from multiple domains clearly demonstrate that significant improvements in learning accuracy can be achieved after dimensionality reduction by employing only a few constraints.
I. INTRODUCTION
There are two major difficulties in analyzing or learning from high-dimensional data. First, the learning accuracy is low due to the redundancies in high-dimensional feature spaces and the relatively small amount of training available compared to the dimensionality. Second, the computational cost is so high that many techniques are not readily applicable to handle large amount of highdimensional data [9] . Dimensionality reduction is the technique that solves the high dimensionality problem and has been extensively studied and widely applied in text categorization, face recognition and microarray gene expression analysis where data are usually expressed as vectors of high dimensionality. Two representative dimensionality reduction techniques are Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA). PCA is an unsupervised method that maximally preserves the variance of the data, and LDA is a supervised method that achieves maximal class separation by maximizing the ratio of between-class variance to the within-class variance. Both PCA and LDA are global methods since they do not preserve local data structures. To overcome the drawbacks of global methods and their variants, a number of local dimensionality reduction methods have been proposed, such as Locally Linear Embedding (LLE) [7] and Locality Preserving Projections (LPP) [5] . These methods embed data in the low-dimensional space such that nearby data points in the original space are still near to each other in the embedded space.
Recently, semi-supervised dimensionality reduction has stirred many research interests. This is due to the fact that supervision in the form of pairwise constraints is often easier to get than labeled data, and is naturally available in many real application domains. For example, it may be difficult, tedious or costly for users to label thousands of images into pre-set class labels. However, when users are presented with a few simple binary questions of the form "are objects in image a and b the same?", answering Yes/No to the questions is a lot easier. Moreover, for the task of Web document clustering, documents which share large number of similar hyperlinks, or a group of documents with strong co-citation (i.e., coreference) patterns can be viewed as similar in content.
Constraints take two general forms: the must-links are pairs of points that originate from the same class and thus should be grouped together, and the cannot-links are pairs of points that should be put into different groups. To incorporate constraints in dimensionality reduction, [2] proposed relevant component analysis (RCA) that exploits must-links only. [6] extends RCA by exploring cannot-links. Recently, [1] proposed to incorporate constraints using a modified LPP cost function. All these methods exploit constraints only and do not consider the usefulness of abundant unconstrained data. With limited constraints, the methods face the overfitting problem. That is, the subspace that best satisfies a few pairs of constraints does not necessarily reveal the structure of the entire dataset. To this end, [10] and [3] proposed semisupervised dimensionality reduction methods that exploit both constraints and unconstrained data. However, both methods need users to intuitively set parameters to balance the constrained and the unconstrained data. Besides, all the aforementioned existing methods for semisupervised dimensionality reduction have their kernelspace equivalents to deal with non-linearly separable data. However, because the projection is non-linear, in order to compute the projection of testing points all the training points besides the transformation matrix need to be stored, and the inner product between the testing points to all the training points need to be calculated and stored. Therefore, such extra storage and computational cost limit their application to large datasets.
In this paper, we propose a novel semi-supervised dimensionality reduction technique named as DSP (Dual Subspace Projections) which can simultaneously preserve the structure of original high-dimensional data and the pairwise constraints specified by users. Thus, the method does not overfit. Furthermore, our method has a closed-form solution of an generalized eigenvalue problem, and therefore can be solved efficiently in the training phase. Moreover, the method uses kernel trick to handle nonlinearly separable data, but the learned projection is still linear. So handling testing data is very efficient.
II. METHOD OVERVIEW
The motivation in this paper is to enforce a set of pairwise constraints in dimensionality reduction such that the intrinsic structure of data in the reduced space can be easily captured by the following data analysis phases, such as clustering and classification. Without loss of generality, we evaluate our dimensionality-reduction technique for clustering tasks, although the technique is equally applicable to classification problems too.
The two types of constraints often lead to conflicting data partitions, even if constraints by themselves are consistent. This is because data are not linearly separable in the input space. The problem can be solved by using the kernel trick. It is always possible to find a data partition that satisfies all the constraints in the highdimensional space. However, kernel machine will overfit with limited constraints.
Our proposed method alleviates the conflicting constraints problem by exploiting two types of constraints separately in two different subspaces. First, data points are projected to a high-dimensional kernel space, where we further embed data to a subspace such that the two data points constrained by a must-link will be mapped to a single point. This idea originates from [8] , where must-link constraints are explored to improve kernel Mean Shift clustering performance. Second, the pairwise distances of embedded data are further explored in the original input space. In particular, we enforce the cannotlink constraints and the intrinsic structure of the input data at this step. We embed data into the second subspace such that nearby/far away data points in the original input space are still near to/far from each other. Besides, cannot-linked data points are also projected to be well separated. The second subspace is therefore a desirable projection direction since it embodies both types of constraints as well as the original data structure.
III. MAIN PROPOSAL

A. Problem Setting
Let X be the input space containing n data points in f dimensions, {x i } n i=1 ∈ X. We are given two types of pairwise constraints organized in two sets. Let
be the set of m pairs of must-link constraints, and
be the set of c pairs of cannot-link constraints. Let r be a desired subspace dimensionality. We want to embed the f -dimensional data in an r-dimensional subspace, s.t. r f by learning a linear data transformation Z ∈ R f ×r , such that y = Z T x where y is the low-dimensional embedding of x. The Euclidean distance between two points y 1 and y 2 in the reduced space can be expressed as
which only depends on the original data points and the learned transformation matrix.
B. Integrating Must-link Constraints
Given a pair of must-link constraint (x, x ), following the idea presented in [8] , we can project the input space onto the null space of the difference vector (x − x ) T , which is the direction orthogonal to the difference vector.
Hence, x and x will be mapped to the same point, and the must-link constraint is maximally satisfied. This method does not scale well with the increasing number of must-links. For data with f -dimensional features, if the number of must-link constraints exceeds f − 1 all the data points will collapse to a single point. For this reason, we first map data to an enlarged feature space, and then apply the same technique to exploit mustlink constraints. We call this method kernel null space projection. Figure 1 illustrates this idea using a onedimensional data set. Formally, let K : X × X → R be a positive definite kernel function satisfying for all x, x ∈ X
where φ is a nonlinear mapping function φ : X → H that maps input space X into the f φ -dimensional feature space H. Define the m × f φ must-link constraint matrix M as follows:
Then, the projection matrix
where
projects data in H to the null space of M, and is the desired projection. # stands for the pseudo-inverse. One can prove that in the null space of M, every pair of must-linked data points collapse to a single point, and thus the must-link constraints are maximally satisfied (see Appendix).
By simple algebra formulation, the projected kernel function is given by
Since all the computations of K(x, x ) can be expressed in terms of K(x, x ), the subspace projection is performed implicitly in the kernel space. Note that, null space projection P is the optimal projection in the sense that it preserves the variance along the orthogonal directions to the projection direction. Therefore, the original distance measure is best preserved.
C. Integrating Cannot-link Constraints and Data Structure
The kernel null space projection introduced in the last section guarantees the enforcement of must-link constraints by pulling data from the same class close to each other. Thus, the pairwise distances of the embedded data d(φ(x),φ(x )) fit the intra-class structure better than the pairwise distances in the original space d(x, x ). However, the kernel null space projection can also mistakenly pull data points from different clusters close to each other, thus leading to clustering mistakes. Figure 2 illustrates this issue using the same data as in Figure 1 but with a different pair of must-link constraint. As a result, the pairwise distances of embedded data d(φ(x),φ(x )) do not capture the inter-class structure well.
This problem can be solved by further exploiting cannot-link constraints based on the kernel null space projection result. The goal of adopting cannot-link constraints is to embed data in a subspace where data points from different classes are further pushed away from each other while the intra-class distance measure is still best preserved. Before presenting how to find such a subspace, let us first make the following declaration and define a few concepts.
Without loss of generality, we assume all the distances have been normalized to [0, 1] in our discussion. Then the similarity between any two points x i and x j is evaluated as 1 − d(x i , x j ). Let N (x i ) denotes the set of k-nearest neighbors of point x i for a given k. Let S be the adjacency matrix, such that
is the kernel distance defined as:
and satisfiesd φ (
We adopt the kernel distances in the adjacency matrix because they fit the intra-class structure better. Let N (x i ) ⊥ be the set of k points that are farthest from x i for a given k. In consequence, points in N (x i ) ⊥ tend to originate from a different class than x i . Let R be a matrix which is called the disjoint matrix, such that
Because the disjoint matrix mostly encodes the interclass structure, the distance measure of the original input space preserves the structure better. Let Z = z 1 · · · z r be the matrix containing r transformation vectors z i | r i=1 that embeds data points in the f -dimensional input space in the r-dimensional subspace by y i = Z T x i , x i ∈ R f , y i ∈ R r . In order to preserve both the intra and inter-class structures, we minimize the following objective function
The numerator incurs heavy penalties if nearby data points (i.e. S i,j is big) are mapped far apart. Therefore, minimizing it is an attempt to ensure that if x i and x j are close then y i and y j are close as well. The denominator assigns big rewards if nearby data points from different classes (i.e. R i,j is big) are mapped far away. Therefore, maximizing the denominator has the effect of pushing different classes farther away. Overall, minimizing Eq. (9) both preserves the structure of data and makes the structure more evident. Similarly, the goal of pushing apart cannot-linked data points is achieved by maximizing the following objective function
If we modify the disjoint matrix R to incorporate cannotlink constraints as
then the two objectives in Eq. (9) and Eq. (10) can be integrated into a single optimization problem as
where L S = D S − S and L R = D R − R are the graph Laplacians [4] related to the adjacency matrix S and the disjoint matrix R respectively, and D S and D R are diagonal matrices with
can be found by solving the general eigenvalue problem
The r eigen vectors related to the r smallest eigen values are the solution.
Obviously, the performance of the above optimization problem strongly depends on the pairwise distances of data points, which are encoded in matrices L S and L R . By adopting the kernel distanced φ (x i , x j ), and distances d(x, x ) of the original input space, the modification to the feature space in the kernel null space projection step is incorporated. Therefore, the final optimal projection direction is determined by both types of constraints as well as the intrinsic structure of data.
IV. EXPERIMENT
A. Datasets
We use multiple real datasets from different domains to evaluate our proposal. Datasets are summarized in Table I . The datasets used are very diverse in terms of size of data, size of feature spaces and number of clusters. In particular, 10 datasets are gathered from the UCI machine learning database 1 because of their popularity in the field of machine learning. Besides, we use the COIL-20 database 2 , which is widely used in 3D object recognition research. This database contains gray-scale images of 20 objects. Each object has 72 1 http://archive.ics.uci.edu/ml/ 2 http://www.cs.columbia.edu/CAVE/software/softlib/coil-20.php Fig. 3 .
COIL-20 database. Left: 6 random samples, right: 6 orientations of one object images taken at different orientations. Thus, the entire database contains 1,440 images. Each image is of size 128 × 128 = 16, 384 pixels. We further perform bicubic interpolation to downsize every image to 16 × 16 pixels. This is a commonly used technique to achieve tradeoff between complexity and accuracy. Thus, each image is represented as a vector of dimension 256. Samples of the COIL-20 database are listed in Figure 3 .
B. Competitive Techniques and Evaluation
Our proposal has been compared to four state-of-theart and representative semi-supervised and unsupervised dimensionality reduction techniques. LPPSI [1] is a recent semi-supervised dimensionality reduction method that has been successfully applied to solve face recognition problem. We compare to the kernel version of LPPSI since it is reported to have better performance than the non-kernel version. LPP [5] is an unsupervised dimensionality reduction technique that preserves the local structures of data, and has been widely adopted in visualization and text indexing. SLPP is the supervised version of LPP. PCA is the classical unsupervised dimensionality reduction technique. We test the dimensionality reduction performance achieved by each method in a clustering setting. A better dimensionality reduction technique should reveal the intrinsic structure of the data, and thus leads to higher clustering accuracy. k-means is used as the underlying clustering model for all the experiments. We use the F -score, which is a harmonic mean of precision and recall ranging in [0, 1], to evaluate clustering accuracy. The clustering error rate is defined as 1 − F -score. All the reported results are based on the average of 20 independent runs.
C. Parameter Setting
For all the kernel methods, we use the RBF kernel, which is defined as:
The parameter δ often significantly influences the performance of kernel methods. With the help of constraints, we choose the δ value by a simple grid search. For a given δ, we perform the kernel null space projection only, and cluster the projected data. Since the kernel null space projection guarantees that all must-linked data points will be trivially clustered together, we pick the δ value that achieves the maximal clustering accuracy on cannot-link constraints. Empirical results show that this method works very well even with a few pairs of constraints. The δ values chosen for each dataset are listed in Table I . The number of nearest neighbors used in constructing the adjacency and disjoint matrices is set to 5 and is kept the same for all the methods and all the datasets.
D. Fixed Subspace Dimensions
In this experiment, we test the dimensionality reduction performance on datasets with moderate sizes. The purpose is to learn the best projection direction by using all the available data and evaluate the performance. For each dataset and each cluster, we run the experiments by alternatively generating 5 and 20 random pairs of mustlink and cannot-link constraints each based on class labels. This end up with 2×k×5(20) pairs of constraints in total for each dataset, where k is the number of clusters. For easy reference, we refer to them as "5(20) pairs" of constraints hereafter. We fix the subspace dimension to be half of the original dimension. Table II shows the evaluation result. On 5 out of 7 datasets, DSP achieves the best F-scores. For the remaining 2 datasets, DSP still shows satisfactory F-scores. Most importantly, when the number of constraints is small (i.e. the 5 pairs case), the performance of DSP is still robust and is better than or similar to the performances of the two unsupervised method PCA and LPP. This means that DSP does not suffer from overfitting, unlike competing methods.
E. Various Subspace Dimensions
In this experiment, we evaluate the dimensionality reduction techniques for various subspace dimensions. Due to limited space, we show the results on the COIL-20 database for 3D object recognition and the Multiple Features dataset for handwritten digit recognition only, in Figures 4 and 5 respectively. For each dataset 5/10/20/30 pairs of constraints per cluster are generated following the last experiment. The reduced dimensions range from 2 to 200. DSP significantly outperforms other dimensionality reduction techniques for both datasets under all experiment settings. The stable performance of DSP given a few constraints and very low subspace dimensionality is particularly impressive. It is interesting to notice that although LPPSI and SLPP perform well for the COIL-20 dataset, their performances on the digit dataset are worse than the unsupervised LPP for low dimensions and small number of constraint pairs. This effect could be the result of overfitting due to few training data.
F. Generalization
In this experiment, we evaluate how well DSP handles new data points on four large scale datasets. For each dataset, we do 5-fold cross validation. Four folds of data are used for training, which includes generating 20 pairs of constraints and learning the best subspace embedding. Then the one fold testing data points are projected to the learned subspace for further clustering evaluation. Table III shows the generalization performance, compared to the clustering result of testing data without dimensionality reduction. Because the subspace dimensions are significantly smaller than the dimensions of the full feature space, clustering in the subspace will most of the time sacrifice accuracy for efficiency. With the help of constraints, for three out of four datasets, the clustering accuracy after DSP reduction is in fact being improved. This indicates that DSP is effective in exploiting constraints and generalizing to new data points.
V. CONCLUSION
We propose a novel semi-supervised dimensionality reduction technique based on subspace projections in both the kernel space and the original input space. Projections in the two spaces interact and data are embedded in an optimal low-dimensional subspace where the intrinsic structure of data is more evident, and thus eases the subsequent data analysis. Experiments on multiple real datasets clearly demonstrate that significant improvement in learning accuracy can be achieved after our dimensionality reduction is employed with only a few constraints.
VI. APPENDIX
We prove that in the null space of M, every pair of must-linked data points collapse to a single point, and 
Given P as defined in Eq. (4), we then havê
The identity U(φ(x i ) − φ(x i )) = (φ(x i ) − φ(x i )) follows from the fact that (φ(x i ) − φ(x i )) is in the row space of M. Since P is not null, we get
Thus the two points are mapped to the same point.(q.e.d)
