Stochastic processes offer a flexible mathematical formalism to model and reason about systems. Most analysis tools, however, start from the premises that models are fully specified, so that any parameters controlling the system's dynamics must be known exactly. As this is seldom the case, many methods have been devised over the last decade to infer (learn) such parameters from observations of the state of the system. In this paper, we depart from this approach by assuming that our observations are qualitative properties encoded as satisfaction of linear temporal logic formulae, as opposed to quantitative observations of the state of the system. An important feature of this approach is that it unifies naturally the system identification and the system design problems, where the properties, instead of observations, represent requirements to be satisfied. We develop a principled statistical estimation procedure based on maximising the likelihood of the system's parameters, using recent ideas from statistical machine learning. We demonstrate the efficacy and broad applicability of our method on a range of simple but non-trivial examples, including rumour spreading in social networks and hybrid models of gene regulation.
Introduction
Stochastic processes are fundamental tools for modelling and reasoning about many physical and engineered systems. Their elegant mathematical formulation allows to capture quantitatively the mechanisms underlying the intrinsically noisy dynamics frequently encountered in many applications, ranging from computer networks to systems biology. At the same time, their importance has motivated intense research in analytical and computational tools to characterize emergent properties of models, and to efficiently simulate system trajectories by sampling from stochastic processes. While the predictive power of stochastic models is a key to their success in scientific applications, the development of algorithms and methodologies to reason about stochastic models has been a consistent focus of research in theoretical computer science over the past five decades. Of particular importance in verification, and for this paper, is (stochastic) model checking: given a property (formalised as a formula in a suitable logic), estimate the probability that it is satisfied by a random trajectory of the model [3] .
Model checking tools, either numerical or statistical, however, can only be deployed if a model is fully specified (or, at least, if sample trajectories can be computed effectively). This requirement is often conceptually and practically untenable in many situations: modelling is the result of a mathematical formalisation of scientific expertise, and while such expertise is often able to define suitable model structures, it is implausible to expect to be able to pinpoint uniquely defined values for the many parameters which are involved in many complex models. The increasing awareness of this limitation has motivated considerable research in statistical machine learning and systems engineering; while parameter synthesis is still an open research question, there are several approaches which estimate the parameters of a stochastic process from observations of the state of the modelled system. These approaches assume that (noisy) observations of the actual state of the system are available, usually in the form of time series [2, 34] .
In this paper, we shift the focus from observations of the state of the system to observations of the emergent properties of the system: we assume to observe truth values or satisfaction probabilities of logical formulae over sample trajectories of the system, and use such data to identify the parameters of the stochastic process. The rationale for exploring this problem, that to our knowledge has not been extensively studied (see below for related work), is three-fold: in the first instance, in many applications gathering and storing (multiple) time series data is difficult and expensive, while qualitative global properties (e.g. phenotypes in a biological application) may be more readily available. Secondly, learning a model from logical constraints more closely matches the modelling process itself: generally a suitable model is chosen to capture some qualitative behaviour of the system (e.g. a negative feedback loop for an oscillator); it is therefore natural to also attempt to recover plausible parametrisations from such data. Thirdly, this approach illustrates the close relationship between the system identification and the system design problem: one could equally well imagine the satisfaction probabilities to be not the result of observations, but requirements set out by a user which need to be matched.
Solving these problems presents considerable computational and statistical challenges: in order to define a suitable objective function for parameter optimisation (e.g. a likelihood function), one needs to be able to explicitly determine the functional dependence of satisfaction probabilities on the parameters, which is impossible in all but the simplest cases. One can however obtain an approximate estimate of this likelihood at specific parameter values by using a Statistical Model Checking (SMC) procedure. This enables us to leverage a powerful class of machine learning algorithms for optimising unknown (but computable) functions, Bayesian Optimisation. Within the Bayesian Optimisation family, we select a provably convergent, recently developed global optimisation algorithm, the Gaussian Process Upper Confidence Bound (GP-UCB) optimisation algorithm. We show that this approach is effective and accurate in both the system identification and the system design problems on a range of non-trivial examples.
The rest of the paper is organised as follows: we start by briefly recapitulating the fundamental notions about stochastic processes and temporal logics. We then introduce the main methodological tools underpinning our approach. The approach is evaluated on a number of model examples, including continuous-time Markov chains and hybrid stochastic systems. We conclude by discussing the merits and limitations of this approach.
Related work. This paper grows out of a conference paper of the same title [13] . While the core idea is the same, it is extended in several directions: we now apply the methodology to a broader class of stochastic processes (including SDEs and hybrid models), we improve the algorithm by incorporating a hyper-parameter optimisation routine, we provide approximate estimates of the uncertainty over the optimal parameters, and we devise methodology to handle the non-homogeneous nature of the noise in SMC. Furthermore, the paper is completed by a new experimental section on different examples. Within the recent literature, earlier attempts were made to use model checking methods for parameter estimation in [22] ; while the underlying idea of constraining a model with logical properties is shared, the quantitative semantics we employ here and the more powerful algorithmic solutions lead to considerable differences. Also related is the idea of model repair [8] , whereby the parametrisation of an original model is locally modified to increase the satisfaction probability of a logical property. However, this approach is based on parametric model checking [26] , which heavily suffers from state space explosion.
Optimisation methods can be fruitfully employed in other formal modelling scenarios: [6] uses similar algorithmic procedures to optimise the robustness with which a formula is satisfied, while [7] attacks the converse problem of identifying properties with high satisfaction probability within a parametric family of formulae (given a fixed model).
Within the machine learning literature, [20] has developed novel approximation techniques to solve the problem of Bayesian inference from (continuous-time) constraints on trajectories. The considerably harder nature of this problem (involving estimation of a whole posterior process, as opposed to just the parameters) implied however that only a very restricted class of models and constraints could be considered in that paper.
Background
In this section, we provide a brief introduction to the fundamental mathematical and logical concepts underpinning our approach. We will start in Section 2.1 by briefly recalling the broad class of systems we consider. We then introduce in Section 2.2 the logical formalism in which system properties will be encoded, namely Metric Interval Temporal Logic (MiTL). We stress that this particular choice of logic is not essential for our approach, which will work for any logic whose predicates are verified on individual, time bounded trajectories. Once these preliminaries are established, we will formally define the system identification problem (Section 3.1) and the system design problem (Section 3.2). In both cases, we limit ourselves to the problem of identifying parameters of a model with fixed structure, leaving structural identification to further work.
Stochastic Processes.
Here we provide a quick and informal introduction to the classes of stochastic processes considered in this paper, briefly introducing the simulation algorithms used for drawing samples from them. The reader interested in a more thorough introduction is referred to standard textbooks like [23, 33, 16] .
Let the state of the system at any one time t ∈ [0, T ] be defined by a state variable V taking values in a suitable measurable space D. A stochastic process is a family of Dvalued random variables indexed by t; equivalently, this defines a measure over the space of trajectories of the system T = {f : [0, T ] → D}. Selecting a finite subset of indices t 0 , . . . , t N , one obtains finite-dimensional random variables given by the configurations of the system at those times; the distribution of such random variables are the finite-dimensional marginals of the process. The process is Markovian if, given any finite set of state values V(t 1 ), . . . , V(t N ), the finite-dimensional joint marginal distribution factorises as
The conditional probability p (V(t + δt)|V(t)) is usually termed transition probability; its derivative (transition rate) is called the generator of the Markov process. We will assume that the parametric dependence of the system is contained in the generator of the Markov process, and that the generator does not explicitly depend on time (time homogeneous process). The Markov property implies that the transition probabilities satisfy deterministic differential equations which in general are known as Chapman-Kolmogorov equations. We will consider the following three types of Markovian stochastic processes:
• Continuous-Time Markov Chains (CTMCs) CTMCs are a common mathematical model of stochastic dynamical processes in many areas of science; they are Markovian stochastic processes with discrete state space (i.e. D ⊂ Z d ). We will adopt the population view of CTMCs [10] , in which the state space is described by a collection of n integer-valued variables V = (V 1 , . . . , V n ), describing the number of entities in each population of the model, and will borrow the notation of chemical reactions [40] to describe CTMCs. The transition probability of a CTMC obeys the Chemical Master Equation (CME), a (potentially infinite) set of coupled ordinary differential equations. The CME cannot be solved in all but the simplest cases; however, an exact algorithm, Gillespie's Stochastic Simulation Algorithm, exists to draw samples from a (time homogeneous) CTMC [25] . • Stochastic Differential Equations (SDEs) SDEs [33] define stochastic processes with continuous state space (usually D = R n ) and continuous (but nowhere differentiable) trajectories. We can think of SDEs as ordinary differential equations associated with a vector field which is randomly perturbed at each point by a white noise process. SDEs play an important role in science and engineering; in recent years, they have attracted considerable attention in computer science as fluid approximations to CTMCs. We will confine ourselves to Itô SDEs, which can be written as
where W is a d-dimensional Wiener process (whose derivative is known as white noise), F is the n-dimensional drift function and G is the n × d diffusion matrix. SDEs can be simulated using a variety of numerical schemes; here we will use the Euler-Maruyama scheme, which fixes a time step h and iteratively computes
Gaussian random variable with mean 0 and diagonal covariance matrix hI d . It is important to notice that, in contrast to the CTMC case, this simulation procedure is no longer exact, but introduces an error which reduces to zero only in the h → 0 limit. • Stochastic Hybrid Systems (SHS) More generally, one may also consider stochastic processes with hybrid state space, i.e. D ⊂ Z d × R D . These may arise e.g. as approximations to CTMCs where some of the populations have large numbers (which can be well approximated as continuous variables) while others have sufficiently small numbers to require a discrete treatment [14, 12, 32] . The models so obtained are known as stochastic hybrid systems (SHS) [16] , and their dynamics can be seen as a sequence of discrete jumps, instantaneously modifying population variables, interleaved by periods of continuous evolution along a trajectory of the SDE. As the rates of discrete transitions can depend on the continuously evolving variables, and vice versa, these systems can exhibit rich dynamics; nonetheless, the Markovian nature of the SHS still implies that effective (approximate) simulation algorithms can be obtained, see for instance [36] .
2.2.
Metric interval Temporal Logic. We will consider properties of stochastic trajectories specified by Metric interval Temporal Logic (MiTL), see [1, 30] . This logic is a linear temporal logic, so that the truth of a formula can be assessed over single trajectories of the system. MiTL, in particular, is used to reason on real-time systems, like those specified by CTMC or SDEs. Here we consider the fragment of MiTL in which all temporal operators are all time-bounded; this choice is natural in our context, as we want to compare a model with properties of experimental observations of single time-bounded realisations (essentially, time-bounded samples from its trajectory space). The syntax of MiTL is given by the following grammar:
where tt is the true formula, conjunction and negation are the standard boolean connectives, and there is only one temporal modality, the time-bounded until U 
A MiTL formula is interpreted over a real valued function of time v, and its satisfaction relation is given in a standard way, see e.g. [1, 30] . We report here the semantic rules for completeness:
•
. A MiTL formula ϕ can be verified [30] over a real valued function v by first converting v into a vector of boolean signals µ j (v(t)), where µ j are all the atomic predicates appearing in ϕ, and then processing these signals bottom up from the parse tree of the formula 2 . A standard assumption is that the so obtained boolean signals change truth value only a finite number of times in [0, T ] (finite variability).
The temporal logic MiTL can be easily extended to the probabilistic setting, and interpreted over CTMC or other stochastic models like SDE or SHS [27, 18] . Essentially, the quantity of interest is the path probability of a formula ϕ, defined as 3
i.e. as the probability of the set of time-bounded trajectories that satisfy the formula 4 . Here v 0:T denotes a trajectory v restricted to the time interval [0, T ].
Note that trajectories of a CTMC with bounded transition rates, or more generally non-explosive [23] , will always enjoy the finite variability property, as they are piecewise constant and their number of jumps is finite in [0, T ] with probability one. A more complex argument, based on first passage times for Brownian motion, can be employed to show that trajectories of SDEs and SHS also have finite variability [23] .
Problem definition
We give here a precise definition of the two related problems we set out to solve in this work.
3.1. System identification. Consider now a stochastic process V depending on a set of parameters θ, and a set of d MiTL formulae ϕ = {ϕ 1 , . . . , ϕ d }. We assume that the truth values of the d formulae have been observed over N independent runs of the process and gather the observations in the d×N design (or data) matrix D. Given a specific value of the parameters θ, the probability of observing the design matrix, p(D|θ), is uniquely determined, and can be computed by model checking (possibly using a randomized algorithm such as SMC). The system identification problem addresses the inverse problem of finding the value(s) of parameters θ which best explain the observed design matrix.
The key ingredient in the identification of probabilistic systems is the likelihood, i.e. the probability of observing the data matrix D for a given set of parameters θ; under the assumptions that observations are independent and identically distributed the likelihood factorises as the product of the probabilities of observing the individual columns of the design matrix
(3.1)
The system identification problem then corresponds to finding the parameter configuration θ * that maximises the likelihood (3.1) (maximum likelihood, ML). Equivalently, we can maximise the logarithm of L(D, θ), the so called log-likelihood, as is common practice in statistics (the result is the same due to monotonicity of the logarithm). 3 We use the notation p(x) to denote the probability density of x of x, while p(x|y) is used for the conditional probability density of x given y. 4 We assume implicitly that T is sufficiently large so that the truth of ϕ at time 0 can always be established from v. The minimum of such times can be easily deduced from the formula ϕ, see [27, 30] If prior knowledge over the parameters is available as a prior distribution p(θ) on the space of parameters Θ, we can consider the un-normalised posterior distribution
and alternatively seek to maximise this quantity, giving rise to maximum a posteriori (MAP) estimation.
System Design.
Consider again d MiTL formulae ϕ = (ϕ 1 , . . . , ϕ d ) and a stochastic process V(t) depending on parameters θ. We fix a target probability table P for the joint occurrence of the d formulae. The system design problem then consists of determining the parameters of the stochastic process which optimally match these probabilities. This problem is intimately linked to system identification: in fact, one could characterise system design as inference with the data one would like to have [4] . In our case, we are given a probability table for the joint occurrence of a number of formulae ϕ 1 , . . . , ϕ N . 5 However, in the design case, we do not aim to use this function to estimate the likelihood of observations, rather to match (or be as near as possible to) some predefined values. We therefore need to define a different objective function that measures the distance between two probability distributions; we choose to use the Jensen-Shannon Divergence (JSD) due to its information theoretic properties and computationally good behaviour (being always finite) [19] . This is defined as
where p and q are two probability distributions over a finite set. The Jensen-Shannon divergence is symmetric and always non negative, being zero if and only if q = p. Hence, system design corresponds to finding the parameter configuration θ * that minimises the JSD between the target probability distribution P and the joint probability distribution p(ϕ|θ) of the formulae ϕ. Notice that our approach requires the specification of a full joint probability distribution over the truth values of multiple formulae; should such a level of specification not be required, i.e. only some probability values need to be matched, the remaining values can be filled arbitrarily, compatibly with normalisation constraints.
Methodology
Solving the system design and system identification problems requires us to optimise a function depending on the joint probability distribution of the satisfaction of d-input formulae ϕ 1 , . . . , ϕ d , which has to be computed for different values of the model parameters θ. As numerical model checking algorithms for MiTL formulae suffer severely from state space explosion [18] , we will revert to statistical model checking (SMC), which will be introduced in Section 4.1. While SMC provides a feasible way to estimate the joint satisfaction probability, it remains a computationally intensive method, providing only noisy estimates. A possible solution, relying on the fact that estimation noise will be approximately Gaussian due to the Central Limit Theorem, is to adopt a Bayesian viewpoint: we can treat the unknown function as a random function (arising from a suitable prior stochastic process) and the numerical estimations based on SMC as (noisy) observations of the function value, which in turn enable a posterior prediction of the function values at new input points. This is the idea underlying statistical emulation [29] , and leads to a very elegant algorithm for optimisation. This framework will be introduced in Sections 4.2 and 4.3. We will conclude discussing a first example based on the Poisson process, for which we can compare the numerical results against analytical formulae.
Statistical model checking.
We briefly review the estimation of the probability of MiTL formulae by Statistical Model Checking (SMC [42, 43, 27] ). Given a stochastic process with fixed parameters θ, a simulation algorithm is used to sample trajectories of the process. For each sampled trajectory, we run a model checking algorithm for MiTL (for instance, the offline monitoring procedure of [30] ), to establish whether ϕ is true or false, thus generating samples from a Bernoulli random variable Z ϕ , equal to 1 if and only if ϕ is true. SMC uses a statistical treatment of those samples, like Wald sequential testing [43] or Bayesian alternatives [27] , to establish if the query P (ϕ|θ) > q is true, with a chosen confidence level α, given the evidence seen so far. Bayesian SMC, in particular, uses a Beta prior distribution Beta(q|a, b) for the probability of q = P (ϕ = 1); by exploiting the conjugacy of the Beta and Bernoulli distributions [9] , applying Bayes' theorem we get
where D ϕ is the simulated data, k 1 is the number of times Z ϕ = 1 and k 0 the number of observations of 0. The parameters a and b of the Beta prior distribution (usually set to 1) can be seen as pseudo-counts that regularise the estimate when a truth value is rarely observed. Our best guess about the true probability P (Z ϕ = tt) is then given by the predictive distribution [9] :
The Bayesian approach to SMC, especially the use of prior distributions as a form of regularization of sampled truth values of formulae, is particularly relevant for our setting, since we need to estimate probabilities over 2 d joint truth values of d formulae, i.e. we need to sample from a discrete distribution Z ϕ 1 ,...,ϕ d with values in D = {tt, ff} d . Some of these truth combinations will be very unlikely, hence regularization is a crucial step to avoid errors caused by keeping reasonably small the number of runs. In order to extend Bayesian SMC to estimate the joint truth probabilities of d formulae, we choose a Dirichlet prior distribution, which is a distribution on the unit simplex in R n , so that it can be seen as the multidimensional extension of the Beta distribution, and it also enjoys the conjugate prior property. The Dirichlet distribution has density
depending on 2 d parameters α i , which can be seen as pseudo-counts, and which we fix to one. 6 Given observations D ϕ 1 ,...,ϕ d of the truth values of Z ϕ 1 ,...,ϕ d 7 , analogous calculations yield the posterior distribution over multinomial distributions on D as p(q|D ϕ 1 ,...,ϕ d ) =
where k j is the number of times we observed the jth truth combination, corresponding to a point d j ∈ D. Using the fact that the marginals of the Dirichlet distributions are Beta distributed, the predictive distribution is readily computed as
This probability is then used to estimate the likelihood L(D, θ), as L(D, θ) = N i=1 P (D i |θ) or the JSD. By the law of large numbers, with probability one, this quantity will converge to the true likelihood when the number of samples in the SMC procedure becomes large, and the deviation from the true likelihood will become approximately Gaussian.
Gaussian Process Regression.
A Gaussian Process (GP) is a probability measure over the space of continuous functions (over a suitable input space) such that all of its finite-dimensional marginals are multivariate normal. A GP is uniquely defined by its mean and covariance functions, denoted by µ(x) and k(x, x ). By definition, we have that for every finite set of points
where µ is the vector obtained evaluating the mean function µ at every point, and K is the matrix obtained by evaluating the covariance function k at every pair of points. In the following, we will assume for simplicity that the prior mean function is identically zero (a non-zero mean can be added post-hoc to the predictions w.l.o.g.).
The choice of covariance function determines the type of functions which can be sampled from a GP (more precisely, it can assign prior probability zero to large subsets of the space of continuous functions). A popular choice of covariance function is the radial basis function (RBF) covariance
which depends on two hyper-parameters, the amplitude γ and the lengthscale λ. Sample functions from a GP with RBF covariance are with probability one infinitely differentiable functions. GPs are a very natural framework for carrying out the regression task, i.e. estimating a function from observations of input-output pairs. Noisy observations of function values (a training set) can be combined with a GP prior to yield Bayesian posterior estimates of the function values at novel query input values. If the observation noise is Gaussian (as is the case we consider in this paper), the required computations can be performed analytically to yield a closed form for the predictive posterior. Assuming for simplicity a zero prior mean function, we have that the predictive distribution at a new input x * is Gaussian with mean
Here, y is the vector of observation values at the training points x 1 , . . . , x N and
with σ 2 i the observation noise variance at point x i (see below section 5.2 for how this quantity is estimated in our case). Notice that the first term on the r.h.s of equation (4.4) is the prior variance at the new input point; therefore, we see that the observations lead to a reduction of the uncertainty over the function value at the new point. The variance however returns to the prior variance when the new point becomes very far from the observation points.
GPs are a rich and dynamic field of research in statistical machine learning, and this quick introduction cannot do justice to the field. For more details, we refer the interested reader to the excellent review book of Rasmussen and Williams [35] . 4.3. Bayesian optimisation. We now return to the problem of finding the maximum of an unknown function with the minimum possible number of function evaluations. The underlying idea of Bayesian Optimisation (BO) is to use a probabilistic model (e.g. a GP) to estimate (with uncertainty) a statistical surrogate of the unknown function (this is sometimes called emulation in the statistics literature [29] ). This allows us to recast the optimisation problem in terms of trade off between the exploitation of promising regions (where the surrogate function takes high values) with the exploration of new regions (where the surrogate function is very uncertain, and hence high values may be hidden).
Optimal trade-off of exploration and exploitation is a central problem in reinforcement learning, and has attracted considerable theoretical and applicative research. Here we use the GP Upper Confidence Bound (GP-UCB) algorithm [37] , an exploration-exploitation trade-off strategy which provably converges to the global optimum of the function. The idea is intuitively very simple: rather than maximising the posterior mean function, one maximises an upper quantile of the distribution, obtained as mean value plus a constant times the standard deviation (e.g. the 95% quantile, approximately given as µ + 2σ). The GP-UCB rule is therefore defined as follows: let µ t (x) and var t (x) be the GP posterior mean and variance at x after t iterations of the algorithm. The next input point is then selected as
where β t is a constant that depends on the iteration of the algorithm. The importance of the work of [37] lies in the first proof of convergence for such an algorithm: they showed that, with high probability, the algorithm is no-regret, i.e.
where x * is the true optimum and x t is the point selected with the UCB rule at iteration t.
Remark: The use of a GP with RBF covariance implicitly limits the set of possible emulating functions to (a subset of the set of) smooth functions. This is not a problem when optimising parameters of a CTMC: it was recently proved in [11] that the satisfaction probability of a MiTL formula over a CTMC is a smooth function of the model parameters, which immediately implies that the likelihood of truth observations is also smooth. In general, we conjecture that smoothness will hold for purely stochastic processes, i.e. systems where it is impossible to find a (strict) subset of state variables X J such that the system dynamics conditioned on X J are deterministic. It is easy to show that smoothness does not hold for deterministic systems, where the satisfaction probability can jump from zero to one as the parameters are varied. In hybrid deterministic/ stochastic processes, smoothness may therefore not hold; in these cases, the algorithm will still execute, but its convergence guarantees will be lost, so that application of our method to this class of systems should be considered as heuristic.
4.4.
Example: Poisson process. As a simple example illustrating our approach, we consider observing the truth values of an atomic proposition over realisations of a Poisson process. We briefly recall that a Poisson process with rate µ is an increasing, integer valued process such that
Poisson processes are fundamental in many applications, ranging from molecular biology to queueing theory, where they often form the basic building blocks of more complex models. We consider a very simple scenario where we have observed the truth value of the formula
i.e. the formula expressing the fact that k has become bigger than 3 within 1 time unit, evaluated on individual trajectories sampled from a process with µ = 2. The probability of ϕ being true for a trajectory given the value of µ can be calculated analytically as
This leads to the following analytical formula for the log-likelihood, given a fixed set of observations D of its truth:
where # true (D) counts the number of times the formula was observed true in D, and # f alse (D) counts the occurences of f alse in D. This gives us an ideal benchmark for our approach. Figure 1 shows a generic step of the GP-UCB algorithm at work. The starting point is the set D, in this case containing 40 independent observations of process trajectories. The exact log likelihood is computed according to equation (4.8), and shown in Figure 1(a) , together with 10 samples of the log-likelihood, computed by SMC (red dots). In Figure 1(b) , we show the result of running GP-regression over these 10 observations. The predictive posterior mean is in red, while the dashed black lines represent the upper and lower confidence bounds of the distribution on functions defined by the posterior GP, for β t ≡ 2. The vertical line is the maximum identified by the global search procedure needed to optimise the GP upper confidence bound. The log-likelihood is then sampled at this new point, again by SMC, and the GP regression is run again on such an enlarged input set. The result is shown in Figure 1(c) . As can be seen, the variance of the prediction, i.e. the width of the upper confidence bound, has been considerably reduced in the region around the new input point for the GP regression task. In this case, however, the maximum of the upper confidence bound is not changed, hence we increase β t from 2 to 4. The result is shown in Figure 1(d) , where we can see that the maximum is now shifted on the right, on a high uncertainty region. The log-likelihood is sampled again at this newly identified point, and the result is a large reduction of variance for small µ, as can be seen in Figure 1 (e).
Enhancing the methodology
We briefly discuss here some further improvements to the basic methodology presented in Section 4; an extensive tutorial introduction of the statistical concepts used is beyond the scope of this paper, however full details can be found in the referenced literature. The (1(c)) Illustration of the GP-UCB algorithm, after sampling the log-likelihood (by SMC estimation) at the maximum value previously identified. Lines have the same meaning as before. Notice the reduced variance near the new sampled point. The maximum, however is predicted at the same place. (1(d) ) Illustration of the GP-UCB algorithm after increasing β t from 2 to 4. Now the maximum of the upper confidence bound is in an area of high uncertainty, on the left. (1(e)) Illustration of the GP-UCB algorithm, after sampling the log-likelihood at the maximum identified in 1(d).
Again, notice how the uncertainty is reduced.
methodological enhancements are discussed in the context of system identification using the likelihood, but similar considerations apply for design or MAP identification.
Laplace approximation.
The GP-UCB algorithm enables us to find the maximum of a function (in our case, the likelihood function or the un-normalised posterior); in many cases, however, it is very desirable to be able to provide uncertainty estimates over the parameter values returned. Given the intractable nature of the likelihood, which requires a computationally expensive statistical model checking procedure at every parameter value, a fully Bayesian treatment (e.g. based on Markov chain Monte Carlo simulations) is ruled out. A cheaper alternative is to compute a local Gaussian approximation: this procedure, known as Laplace approximation in statistics and machine learning, approximates the uncertainty as the inverse of the local curvature at the optimum (see e.g. [9] , Ch 4.4). This is equivalent to locally approximating the log-likelihood with a quadratic form. In our case, we cannot directly compute derivatives of the unknown likelihood function: instead, we compute a Laplace approximation to the GP mean function at the optimum. In practice, as the GP is only estimated on a discrete subset of points, we perform a local optimisation step around the GP-UCB solution (by using the Newton-Raphson algorithm applied to the posterior GP mean function), and compute the Hessian at the resulting maximum. The inverse of the Hessian matrix then provides a local approximation to the covariance structure of the estimated parameters: in particular, its diagonal entries can be used to provide confidence values over the estimated parameters. Naturally, the local properties of the GP posterior mean are influenced both by the true underlying function, but also on the hyper-parameters of the GP prior; we discuss below how such hyperparameters can be set automatically using an additional optimisation step.
5.2.
Heteroschedastic noise. One drawback of the method introduced in Section 4 is that it assumes the observation noise to be uniform in the whole parameter space. This is an oversimplification, as the noise in the SMC estimation of the likelihood is heteroschedastic, i.e. it depends on the joint satisfaction probability and on the variability of the estimate. A non-homogeneous treatment of noise will reduce the variability in the estimation of the likelihood function. 8 We propose two approaches to compute the noise in the log-likelihood, the first one computational, based on bootstrapping, and the second one analytic, exploiting the nature of the posterior distribution of Bayesian SMC.
5.2.1.
Bootstrapping. Bootstrapping is a standard statistical technique to obtain estimates of confidence intervals [9] . In our setting, it works by resampling with repetition from the set of observed joint truth values, and recomputing the log-likelihood from each sampled set. In this way, one obtains an empirical distribution of the log-likelihood, from which statistics and confidence intervals can be extracted. In our case, the bootstrapped statistic is the standard deviation of the empirical bootstrap distribution.
Posterior estimate.
As an alternative to bootstrapping, we can exploit the fact that Bayesian SMC gives us a posterior distribution on the space of probability distributions over the joint truth value of d MiTL formulae ϕ 1 , . . . , ϕ d . We recall that, assuming a Dirichlet prior with 2 d parameters α = (α i ), and if k j simulations resulted in the truth value d j , then the posterior distribution is again Dirichlet with parameters α + k.
A typical Bayesian treatment of noise is to compute the average distribution of the quantity of interest with respect to the posterior distribution, thus taking into account the full noise distribution. Recall that the likelihood can be seen as a function of q, with q ∼ Dirichlet(α + k), and let h be the vector counting truth value in the observations D, h j = #(d j , D). 
is the multinomial Beta function and Γ(x) = ∞ 0 y x−1 e −y dy is the gamma function. 8 Notice that the only difference in GP regression is that now the covariance matrix of observation added toKN is diagonal with non-constant elements on the diagonal.
Optimisation of hyperparameters.
A delicate issue about GP-UCB optimisation is that the emulation of the log-likelihood or of the JSD depends on the choice of hyperparameters of the kernel, which in the case of the RBF Gaussian kernel are the amplitude α and the lengthscale λ. The problem of leaving this choice to the user is that the results of the optimisation and its computational complexity (number of log-likelihood evaluations) depend in unpredictable ways on these parameters, particularly on the lengthscale. In fact, the lengthscale governs the Lipschitz constant of the functions sampled from the GP, hence of the posterior prediction, especially at a low number of input points. It would be wise, therefore to try to estimate such hyperparameters from the batch of initial observations. There are two main approaches to do this [35] . One way is to take a Bayesian perspective and put a prior on hyperparameters, estimating their posterior distribution from observed data via Monte Carlo sampling, which is unfeasible in our setting. Alternatively, we can treat the estimation of hyperparameters as a model selection problem, which can be tackled in a maximum-likelihood perspective by optimising the model evidence
Essentially, p(y|X, α, λ) is the marginal likelihood of the observed data, computed by marginalising the product of the likelihood times the GP prior, and is a function of the hyperparameters for which an analytic expression can be derived [35] . The idea behind is that the larger this value, the better the hyperparameters, and hence the GP, explain the observed data. In this paper, we take this second approach. As the model evidence can potentially have multiple local maxima, we use a simple global optimisation scheme, running several times a Newton-Raphson local optimisation algorithm from random starting points [17] . Experimentally, we found that the model evidence tends to behave quite well, with a global optimum having a large basin of attraction, a phenomenon often observed in practice [35] , so that few runs, on the order of five, of the optimisation routine suffice.
Grid sampling strategies.
A final improvement of the algorithm we consider in this paper is related to the sampling strategies for the initial set of points at which the likelihood or the JSD is evaluated, and the sampling strategy for the points at which the emulated likelihood is computed to look for a maximum. The goal is to maximise the coverage of the parameter space, keeping the number of sampled points to a minimum. Simple but effective schemes in this respect are based on the latin hypercube sampling strategy (LHS) [31] , which splits a d-dimensional cube into k d smaller cubes, and samples k points, at most one for each smaller cube, with the constraint that two sampled points cannot belong to cubes that overlap when projected in any of the d dimensions. For d = 2, LHS samples a latin square, from which it derives the name. The sampling approach we use is a variation of LHS, called orthogonal LHS, which further subdivides the space into equally probable subspaces. Points sampled still satisfy the LHS property, with the further constraint that each subspace contains the same number of points, thus improving the coverage [38] .
Experiments
In this section we will discuss two examples in more detail: a simple CTMC model of rumour spreading in a social network, which resembles the diffusion of an epidemics, and a more complex SHS model of the toggle-switch, a simple genetic network composed of two genes repressing each other that shows bistable behaviour.
6.1. Rumour spreading. The spreading or rumours or information in a social network is a phenomenon that has received a lot of attention since the sixties. Here we consider a simple model [21] , in which agents are divided into three classes: those that have not heard the rumour, the ignorants (I), those that have heard the rumour and are actively spreading it, the spreaders (S), and those that have stopped spreading it, the repressors (R). The dynamics is given by three simple rules: when an ignorant comes into contact with a spreader, the rumour is transmitted at rate k s , while when a spreader comes into contact with another spreader or with a repressor, it stops spreading the rumour. This happens at rate k r . We further multiply those rates by the average degree of connectivity k in the social network, i.e. the average number of people one is in contact with. The use of the average degree corresponds to the hypothesis of a homogeneous social network, see [5] . Summarising, the model is a CTMC on three populations, V I , V S , and V R , subject to three types of events, which in the reaction-rate style [25] are:
; Notice the normalisation factor N (the total population), which corresponds to a density dependence assumption, i.e. to a constant rate of contact per person, which is then multiplied by the probability of finding a spreader or a repressor, assuming random neighbours, see [21, 5] . For this system, we considered four temporal logic properties, expressed as MiTL formulae, concerned with the number of spreaders and repressors, fixing the total population to 100. The properties are:
( Table 1 : Results for the maximum likelihood learning problem for the rumours spreading model. We report mean, median, and standard deviation on 20 runs, for 10 different true parameter combinations.
using statistical model checking, for 48 points sampled randomly according to the orthogonal LHS strategy from the log-normalized space, and then uses the GP-UCB algorithm to estimate the position of a potential maximum of the upper bound function in a grid of 500 points, again sampled using orthogonal LHS. Noise is treated heteroschedastically, using bootstrapping, and the other hyperparameters are optimised after the computation of the likelihood for the initial points. If in the larger grid a point is found with value greater than those of the observation points, we run a local optimisation algorithm (a Newton-Raphson scheme) to find the exact local maximum nearby, and then compute the likelihood for this point and add it to the observations (thus changing the GP approximation). Termination happens when no improvement can be made after three grid resamplings. The algorithm terminated after only 10-15 additional likelihood evaluations on average. Results are reported for ML and MAP, in this case using independent, vaguely informative Gamma priors, with mean 1 for k s and 0.8 for k r , and shape equal to 10. We also compare the effect of different enhancements, fixing the "true" parameter values to k s = 1.0 and k r = 0.8 and the 40 observations, and running 100 times the algorithm for each combination of features. 6.1.2. Results. Results for maximum likelihood are shown in Table 1 , where we compare the true value of parameters, against the predicted mean, median, and standard deviation of the prediction in a batch of 20 runs. As we can see, the algorithm is able to reconstruct the true parameterisation with a good accuracy. As a metric to assess the quality, we consider the average observed error (euclidean distance from the true configuration), which is 0.131 for the data shown in Table 1 , the average normalised error, obtained by dividing the absolute error by the diameter of the search space, which is 1.03%, and the mean relative error, i.e. the absolute error for each parameter divided by the true parameter and averaged over all parameters and runs, which equals 9.23%. In Table 2 , instead, we similarly report the results for the maximum a posteriori estimate. In this case the average observed error is 0.074, the average normalised error is 0.58%, and the average relative error is 5.12%. These results show that the use of (good) prior information can improve the performances of the true k s mean k s median k s std dev k s true k r mean k r median k r std dev k r 0.8321 0. Table 2 : Results for the maximum a posteriori learning problem for the rumours spreading model. We report mean, median, and standard deviation on 20 runs, for 10 different true parameter combinations.
algorithm, as expected, as its effect is to increase the likelihood near the optimal point and decrease it in other areas of the parameter space. We also run some tests to check if and to what extent the enhancements of Section 5 are improving the search algorithm. To this end, we fixed the true parameter value to k s = 1.0 and k r = 0.8, we sampled 40 observations, and run the optimisation routine for 100 times, for each possible combination of the following three features: heteroschedastic noise estimation (with bootstrapping), hyperparameter optimisation, and orthogonal LHS. We then compared the distribution of the predicted parameters for each pair of combination of features, by running a Kolmogorov-Smirnoff 2 sample test, at 95% confidence level. The p-values of the tests are reported in Table 3 . Data show that hyperparameter optimisation consistently and significantly improves the quality of the results. Heteroschedastic noise estimation has a milder effect (it is significant in 2 cases out of four), but it relieves the user from guessing the intensity of noise. Orthogonal sampling, instead, produces a significant improvement only in one case out of four. We can check the quality of results from the standard deviations of the predictions, shown in Table 4 : the smallest standard deviation is obtained when both heteroschedastic noise and hyperparameter optimisation were turned on.
As a final test, we consider the effect of changing the set of observable formulae, restricting to two formulae only: the one constraining the extinction time of the gossiping process, and the one concerned with the final number of people knowing the rumour. The effect of this removal is dramatic, as can be seen from Figure 2 , where we compare the emulated log-likelihood for the full case with the emulated log-likelihood for the two formulae case. While in the first case we have a clear peak standing out, in the second setting we have an U-shaped ridge of points of almost equivalent likelihood. Not surprisingly, in this case the algorithm can return one point from the ridge without much preference, increasing the variability of the outcome. This suggests that the choice of the logical observables is a crucial step of the method, and they should somehow capture and constrain the key features of the dynamics of the process. Further investigation on this relationship between logic and identifiability, in the light of identifying a minimal set of properties that can describe a model, is a promising future research direction. 001 010 011 100 101 110 111 000 < 10 −5 0.3439 < 10 −5 0.0314 < 10 −5 0.1400 < 10 −5 001 < 10 −5 0.0082 < 10 −5 0.3439 < 10 −5 0.6766 010 < 10 −5 0.2606 < 10 −5 0.8938 < 10 −5 011 < 10 −5 0.1930 < 10 −5 0.0314 100 < 10 −5 0.4431 < 10 −5 101
< 10 −5 0.4431 110 < 10 −5 Table 3 : P-values for the two sample Kolmogorov-Smirnoff test for the comparison of the different enhancements discussed in Section 5. We compared the predicted values of parameter k s . Results for k r are similar. The three-digit labels of rows and columns refer to the presence (1) or absence (0) of a specific feature in the optimisation. The first digit from the left is the estimation of heteroschedastic noise, the second is the orthogonal grid sampling, the third is the hyperparameter optimisation. Significant values at 95% confidence are in bold. 000 001 010 011 100 101 110 111 std(k s ) 0.0319 0.0203 0.0333 0.0197 0.0315 0.0200 0.0312 0.0196 std(k r ) 0.0338 0.0203 0.0352 0.0196 0.0320 0.0202 0.0326 0.0196 Table 4 : Standard deviations of predicted parameter values for the comparison of the different enhancements discussed in Section 5. The three-digit labels of columns are as in the caption of Table 3 . 6.2. Genetic Toggle-Switch. We consider now a model of a simple genetic network implementing a toggle-switch, i.e. a form of local memory [24, 39] . The gene circuit is composed of two genes G 1 and G 2 , expressing proteins X 1 and X 2 that act as mutual repressors: X 1 represses G 2 and X 2 represses G 1 . For certain values of the parameter space, this circuit has two stable states, one in which the first protein is expressed and the second is not, and the symmetric one. Internal noisy fluctuations or external stimuli, like an increase in temperature, can force the system to jump from one stable state to the other. Hence, a proper treatment of stochastic behaviour is fundamental to properly understand (and design) this kind of circuit. The model we consider here follows the approach of [32] , and describes the genetic network as a stochastic hybrid system, where genes are modelled as a two-state telegraph processes, while proteins are represented as continuous species, subject to a noisy continuous evolution given by an SDE with drift modulated by the state of the gene. More specifically, protein X i evolves according to the SDE
, j = i, and jumps back to the active state with constant rate c i . The toggle-switch genetic network is known to be bistable. The two stable equilibria correspond to one protein expressed and the other not expressed. Hence, we consider four MiTL formulae, two per protein, expressing the active and inactive status. Furthermore, we require the protein to remain active or inactive for some time. Specifically, the formulae we consider are 
for T 1 time units. If all formulae are true for both proteins, we are in a situation in which the process jumps from one stable state to the other during its observed life span of T time units. 6.2.1. Experimental Setup. We consider a scenario in which genes are symmetric, having a total of six parameters: two for the protein dynamics (λ and µ), three for the telegraph process (k, c, and α), and one for the noise (σ). In the experiments, we decided to fix the production rate λ = 2 and the degradation rate µ = 0.01, exploring the other four parameters. As for the rumour spreading model, we consider 40 observations, generated from random parameters values sampled uniformly according to k ∈ [0.08, 0.12], c ∈ [0.03, 0.07], α ∈ [0.08, 0.12], and σ ∈ [0.8, 1.2]. For each of the 5 parameter combinations generated, we run 6 times the optimisation of the log-likelihood. Parameters were searched in the space k ∈ [0.01, 1.0], c ∈ [0.005, 0.5], α ∈ [0.01, 1.0], and σ ∈ [0.1, 10], after log-standardising parameter ranges. Parameters of the formula where set as follows: th low = 20, th high = 80 (the average concentration of a protein in absence of regulation is 200), T = 7000, T 1 = 1000, and T 2 = 200. In particular, notice that we look at a very long temporal window, and require properties to hold for a long time. We run the GP-UCB optimisation starting from 96 points sampled using the orthogonal LHS scheme, and we evaluated the emulated function on a random grid of 1024 points, again sampled according to LHS. We used bootstrapping estimation of (heteroschedastic) noise, and we optimised hyperparameters at each run. 10 Notice that we do not require the protein to remain constantly above th high , because we will choose a large value for the threshold, and the noisy evolution will easily make the protein fall below th high in T1 time units.
6.2.2.
Results. The results for the exploration of 4 parameters are reported in Table 5 . We obtained an average distance from the true parameter configuration of 0.8537 and an average normalised distance of 0.0853. Inspecting the data in more detail, we can see that parameters are captured less accurately than in the rumour spreading case and that there is a remarkable variability between the simulation runs. To better validate the accuracy of the data, in Table 5 we also show the mean value of the standard deviation estimated by the Laplace method. If we consider the fraction of optimisation runs in which the true parameter value falls within the 95% confidence interval constructed using the Laplace approximation (data not shown, but derivable from Table 5 ), we can observe that the parameters captured more accurately are k and c, as they almost always fall within the 95% confidence interval. The estimate of α and σ, instead, are subject to a much larger variability. This is a sign of a rugged log-likelihood landscape. To understand the origin of such a behaviour and check if it is caused by an intrinsic lack of identifiability of some of the parameters, given the observed data, we rerun the optimisation on different subsets of two parameters, fixing the other two to a nominal value of k = 0.1, c = 0.05, α = 0.1, and σ = 1. What we observed is reported in Figure 3 , in which the left and middle charts show the estimated log-likelihood surface for k and α and for k and σ. In both cases, we see a ridge or multiple maxima aligned on a line parallel to the α or σ axes, of approximatively constant height. This basically shows that the system is largely insensitive to the precise value of α and σ, provided they remain within a reasonable range. On the other hand, k is predicted reasonably accurately. This is in agreement with [32] , where insensitivity with respect to α has also been observed. In the right chart of Figure 3 , instead, we show the estimated log-likelihood as a function of k and c, varying them in the region k ∈ [0.01, 0.2], c ∈ [0.005, 0.1]. As we can see, there is a flat region in the upper left corner, corresponding to small values of k and c. This shows that k and c, for the current formulae, cannot be identified precisely, explaining the results in Table 5 . Note that this region is nonetheless relatively small, and the Laplace approximation manages to capture, at least partially, the variability in the prediction. We note here that looking at the 2 dimensional landscape of the log-likelihood, for pairs of parameters, can be a potentially interesting direction to investigate, in order to get insights on parameter identifiability, and to infer possible relationships between parameters, also to reduce the search space. This can be also combined with sensitivity analysis, to identify the most relevant parameters to explore. Table 5 : Results for the maximum likelihood learning problem for the toggle switch model, for the joint optimisation of k, c, α and σ. We report mean plus/minus standard deviation, median, and mean standard deviation estimated by the Laplace method. We consider 6 runs, for 5 different true parameter combinations.
parameter mean median std Laplace std λ 2.9651 1.9561 2.0725 0.2432 k 0.0946 0.0736 0.0704 0.2856 c 0.4307 0.3606 0.2364 0.3096 Table 6 : Results for the design problem for the toggle switch model, for the joint optimisation of k, c, and λ. We report mean, median, and standard deviation of 25 optimisation runs plus the mean standard deviation estimated by Laplace method.
section, only for one protein. Notice that one formula describes a state in which the protein is expressed, while the other a state in which the protein is repressed. They can be both true in the same trajectory only if the system jumps from one stable state to the other within time T = 7000. In this experiment, we will try to force this phenomenon not to happen, at least for within time [0, T ]. This can be obtained by a distribution of truth values putting mass 0.5 on the situation in which the first formula is true and the second is false, and 0.5 on the symmetric case. The choice of this distribution is due to the symmetry of the system, and the fact that we start simulations from a symmetric state, hence we expect a symmetry in the probability distribution of the truth of the two formulae. With this target probability in mind, we run the optimisation of the JSD exploring a space of three parameters: the production rate λ ∈ [0.2, 20], the binding strength k ∈ [0.01, 1], and the unbinding rate c ∈ [0.01, 1]. We run the optimisation 25 times, obtaining an average JSD of 0.0011. The probability distribution obtained match the targeted probabilities quite well: the mean difference between probability values is of 0.011, while the max difference is 0.026. The mean, median and the standard deviation of the parameters returned by the optimisation are shown in Table 6 , where we can see that there is a large variability on λ, meaning that the parameter is not very important for the design task, provided it is large enough, and a much small variability in k and c. In particular, k here is consistently smaller than c, and this seems a crucial aspect in matching the design specification.
Conclusions
The role of uncertainty in formal modelling has historically been a controversial one: while stochastic processes are now common modelling tools in computer science [3] , much less work has been dedicated to stochastic models with parametric uncertainty. In this paper we argue that considering parametric classes of stochastic models can be a natural scenario in many real applications, and explore how advanced verification tools can be coupled with ideas from machine learning to yield effective tools for integrating logical constraints in modelling and design tasks. Our paper is part of a growing family of works which attempt to bring tools from continuous mathematics and machine learning into formal modelling. The main reference for this paper is the earlier conference paper [13] : this is considerably expanded in this work, in particular by providing an automated procedure to set all the parameters involved in the framework. Related ideas which embed a stochastic model in a local family have been explored in the context of analysing the robustness of logical properties [6] and in the context of model repair [8] . GP optimisation in a formal modelling context has also been employed in the converse problem of learning temporal logic specifications from data [7] , and is the basis of a recent novel approach to reachability computations [15] .
The methodology presented in this paper offers both a promising avenue to tackle practically relevant modelling problems, and intriguing further challenges. A natural extension of our work would be to consider the identification of model structures, as opposed to model parameters only. While in principle straightforward, algorithmic adjustments will be needed to enforce sparsity constraints in the optimisation. From the modelling point of view, the idea of performing system identification from logical constraints immediately begs the question of a minimal set of logical properties that enable the identification of a system within a parametric family. We don't have an answer to this question, but it is likely that ideas from continuous mathematics will be useful in further exploring this fascinating question. From the computational point of view, the methods we use are limited to exploring systems with a handful of parameters. Scaling of Bayesian optimisation algorithms is a current topic of research in machine learning, and innovative novel ideas on randomisation [41] may hold the key to applying these methodologies to large scale formal models.
