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Abstract
We consider the problem of constructing nonnegative matrices with prescribed extremal singular values. In particular, given
2n−1 real numbers σ ( j)1 and σ
( j)
j , j = 1, . . . , n, we construct an n×n nonnegative bidiagonal matrix B and an n×n nonnegative
semi-bordered diagonal matrix C , such that σ ( j)1 and σ
( j)
j are, respectively, the minimal and the maximal singular values of
certain submatrices B j and C j of B and C , respectively. By using a singular value perturbation result, we also construct an n × n
nonnegative matrix with prescribed singular values σ1 ≥ · · · ≥ σn .
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
A singular value decomposition of a matrix A ∈ Cm×n is a factorization A = UΣV ∗, where Σ = diag(σ1, σ2,
. . . , σr ) ∈ Rm×n, r = min{m, n}, σ1 ≥ σ2 ≥ · · · ≥ σr ≥ 0 and both U ∈ Cm×m and V ∈ Cn×n are unitary. The
diagonal entries of Σ are called the singular values of A. The columns u j of U are called left singular vectors of A
and the columns v j of V are called right singular vectors of A. Every A ∈ Cm×n has a singular value decomposition
A = UΣV ∗ and the following relations hold: Av j = σ ju j , A∗u j = σ jv j and u∗j Av j = σ j . If A ∈ Rm×n , then U
and V may be taken to be real (see [1,2]).
In this paper we consider the following two special nonnegative inverse singular value problems, related with real
matrices of the form:
B =

a1 0
. . .
. . . 0
b1 a2
. . .
. . .
. . .
0 b2 a3
. . .
. . .
. . .
. . .
. . .
. . . 0
0
. . . 0 bn−1 an

(1)
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and
C =

a1 b1 b2 · · · bn−1
0 a2 0 · · · 0
. . . 0 a3
. . .
...
. . .
. . .
. . .
. . . 0
0
. . .
. . . 0 an
 . (2)
Problem 1: Given 2n − 1 positive real numbers σ ( j)1 and σ ( j)j , j = 1, . . . , n, to construct an n × n nonnegative lower
bidiagonal matrix B of the form (1), such that σ ( j)1 and σ
( j)
j are, respectively, the minimal and the maximal singular
values of the leading principal submatrix B j of B, j = 1, . . . , n.
Problem 2: Given 2n − 1 positive real numbers σ ( j)1 and σ ( j)j , j = 1, . . . , n, to construct an n × n nonnegative semi-
bordered diagonal matrix C of the form (2), such that σ ( j)1 and σ
( j)
j are, respectively, the minimal and the maximal
singular values of the j × n submatrix C j of C, j = 1, . . . , n, of the form
C j =

a1 b1 · · · b j · · · bn−1
0 a2 0
. . .
. . . 0
. . .
. . .
. . .
. . .
. . .
. . .
0
. . .
. . . a j
. . . 0
 . (3)
To solve Problem 1 and Problem 2 we use results related with similar problems for extremal eigenvalues of
symmetrical tridiagonal matrices and symmetrical bordered diagonal matrices considered in [3,4], respectively. The
inverse singular value problem has been considered, among others, in [1,5]. However, as far as we know, the problem
of constructing a nonnegative matrix A from the minimal and maximal singular values σ ( j)1 and σ
( j)
j of its leading
principal submatrices A j , j = 1, . . . , n, has not been considered.
In [3], the authors solve the following extremal inverse eigenvalue problem: Given 2n − 1 real numbers λ( j)1 and
λ
( j)
j , j = 1, . . . , n, find necessary and sufficient conditions for the existence of a real symmetrical tridiagonal matrix
A of the form
A =

a1 b1 0 · · · 0
b1 a2 b2 · · ·
...
0 b2 a3
. . . 0
...
...
. . .
. . . bn−1
0 · · · 0 bn−1 an
 , (4)
with bi 6= 0, i = 1, 2, . . . , n − 1, such that λ( j)1 and λ( j)j are, respectively, the minimal and the maximal eigenvalues
of the leading principal submatrix
A j =

a1 b1
. . . 0
b1 a2
. . .
. . .
. . .
. . .
. . . b j−1
0
. . . b j−1 a j

of A, j = 1, 2, . . . , n.
Moreover we shall need the following results in [3]:
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Lemma 1 ([3]). Let A be an n × n matrix of the form (4) and let A j be the j × j leading principal submatrix of
A, with characteristic polynomial Pj (λ) , j = 1, 2, . . . , n. If λ( j)1 and λ( j)j are, respectively, the minimal and the
maximal eigenvalues of A j , then
1. For µ < λ( j)1 , we have (−1) j Pj (µ) > 0.
2. For µ > λ( j)j , we have Pj (µ) > 0.
Theorem 2 ([3]). Let λ( j)1 and λ
( j)
j , j = 1, . . . , n, be 2n − 1 given real numbers. Then, there exists an n × n
symmetrical tridiagonal matrix A of the form (4), such that λ( j)1 and λ
( j)
j are, respectively, the minimal and the
maximal eigenvalues of the leading principal submatrix A j of A, j = 1, 2, . . . , n, if and only if
λ
(n)
1 < λ
(n−1)
1 < · · · < λ(2)1 < λ(1)1 < λ(2)2 < · · · < λ(n−1)n−1 < λ(n)n . (5)
The proof is constructive and it generates an algorithmical procedure to compute the required solution matrix.
Corollary 3 ([3]). Let λ( j)1 and λ
( j)
j , j = 1, . . . , n, be 2n − 1 given real numbers. Then, there exists an n × n
nonnegative symmetrical tridiagonal matrix A of the form (4), such that λ( j)1 and λ
( j)
j are, respectively, the minimal
and the maximal eigenvalues of the leading principal submatrix A j , j = 1, . . . , n, of A if and only if
λ
(n)
1 < λ
(n−1)
1 < · · · < λ(2)1 < λ(1)1 < λ(2)2 < · · · < λ(n−1)n−1 < λ(n)n (6)
λ
(1)
1 ≥ 0 (7)
λ
( j)
1
λ
( j)
j
≥
Pj−1
(
λ
( j)
j
)
Pj−2
(
λ
( j)
1
)
Pj−1
(
λ
( j)
1
)
Pj−2
(
λ
( j)
j
) , j = 2, 3, . . . , n. (8)
The paper is organized as follows: In Section 2 we discuss Problem 1 and give a necessary and sufficient condition
for the problem to have a solution. In Section 3 we consider Problem 2 and we also give a necessary and sufficient
condition for a solution. In Section 4 we use a singular value perturbation result to construct nonnegative matrices
with prescribed singular values σi , i = 1, . . . , n. Finally, in Section 5 we give some examples to illustrate the results.
2. Nonnegative bidiagonal matrices with prescribed extremal singular values
Theorem 4. Let σ ( j)1 and σ
( j)
j , j = 1, . . . , n, be 2n − 1 given positive real numbers. Then, there exists an n × n
nonnegative lower bidiagonal matrix B of the form (1), with positive diagonal and codiagonal entries, such that σ ( j)1
and σ ( j)j are, respectively, the minimal and the maximal singular values of the leading principal submatrix B j of
B, j = 1, 2, . . . , n, if and only if
σ
(n)
1 < σ
(n−1)
1 < · · · < σ (2)1 < σ (1)1 < σ (2)2 < · · · < σ (n−1)n−1 < σ (n)n . (9)
Proof. Let σ ( j)1 and σ
( j)
j , j = 1, . . . , n, be 2n − 1 given positive real numbers satisfying (9). Consider the squares
[σ ( j)1 ]2 and [σ ( j)j ]2, j = 1, . . . , n, which also satisfy (9). Then, from Theorem 2, there exists an n × n symmetrical
tridiagonal matrix
A =

α1 β1
. . . 0
β1 α2
. . .
. . .
. . .
. . .
. . . βn−1
0
. . . βn−1 αn
 , (10)
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such that [σ ( j)1 ]2 and [σ ( j)j ]2, j = 1, . . . , n, are, respectively, the minimal and the maximal eigenvalues of the leading
principal submatrix A j of A, j = 1, 2, . . . , n. From the proof of Theorem 2 in [3], the β j can be chosen positive. Then,
in order that A be nonnegative [σ ( j)1 ]2 and [σ ( j)j ]2, j = 1, . . . , n, must satisfy conditions (7) and (8) of Corollary 3.
Clearly, α1 = [σ (1)1 ]2 > 0. From Lemma 1, the right-hand side of (8) is always a negative number and since [σ ( j)1 ]2
and [σ ( j)j ]2 are positive, then the condition (8) is always satisfied. Observe that if B is the lower bidiagonal matrix of
the form (1) then
BBT =

a21 + b20 a1b1 0
. . . 0
a1b1 a
2
2 + b21 a2b2
. . .
. . .
0 a2b2 a23 + b22
. . . 0
. . .
. . .
. . .
. . . an−1bn−1
0
. . . 0 an−1bn−1 a2n + b2n−1

, (11)
with b0 = 0. Now we set
a2j + b2j−1 = α j and a jb j = β j , j = 1, . . . , n, (12)
to compute the nonzero entries of an n × n nonnegative lower bidiagonal matrix B with the prescribed extremal
singular values.
To prove the converse, let B be an n×n nonnegative lower bidiagonal matrix of the form (1), with positive diagonal
and codiagonal entries, such that σ ( j)1 and σ
( j)
j are, respectively, the minimal and the maximal singular values of the
leading principal submatrix B j of B, j = 1, 2, . . . , n. Then
[
σ
( j)
1
]2
and
[
σ
( j)
j
]2
are, respectively, the minimal
and maximal eigenvalues of the principal submatrix (BBT) j of order j , of BBT, and since BBT is an irreducible
symmetrical tridiagonal matrix, from the Cauchy Interlacing Theorem we have[
σ
(n)
1
]2
< · · · <
[
σ
(2)
1
]2
<
[
σ
(1)
1
]2
<
[
σ
(2)
2
]2
< · · · <
[
σ (n)n
]2
. 
Observe that if σ ( j)1 and σ
( j)
j , j = 1, . . . , n, are all positive, then the nonnegative symmetrical tridiagonal matrix
A in (10) is positive definite. Hence, the entries a j and b j of the lower bidiagonal matrix B of the form (1), can be
computed from the Cholesky decomposition of A. Although, in general, the Cholesky algorithm does not preserve
nonnegativity, in our case the resulting bidiagonal matrix B is nonnegative. In fact, from the Cholesky decomposition
the diagonal entries of B must be positive and since the codiagonal entries of the tridiagonal matrix A are also positive,
then the codiagonal entries bi of B become positive.
Also observe that by permuting the columns of the lower bidiagonal matrix B in (1) we obtain the lower anti-
bidiagonal matrix
BP =

0 . . 0 a1
. . . a2 b1
. . . b2 0
0 . . . .
an bn−1 0 . 0
 , (13)
where P is the appropriate permutation matrix. Both matrices have the same singular values. However they have not
the same extremal singular values. Since (BP)(BP)T = BBT we may consider the submatrices
B j Pj =

. . . a1
. . a2 b1
. . . .
a j b j−1 . .
 (14)
of BP to establish the following
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Corollary 5. Let σ ( j)1 and σ
( j)
j , j = 1, . . . , n, be 2n − 1 given positive real numbers. Then, there exists an n × n
nonnegative anti-bidiagonal matrix BP of the form (13), with positive anti-diagonal and anti-codiagonal entries,
such that σ ( j)1 and σ
( j)
j are, respectively, the minimal and the maximal singular values of the submatrix B j Pj of the
form (14), j = 1, 2, . . . , n, if and only if σ ( j)1 and σ ( j)j , j = 1, . . . , n, satisfy (9).
Now, consider the n × (n + 1) bidiagonal matrix of the form
B =

a1 a1
. . .
. . .
. . .
. . . a2 b2
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . an bn
 , (15)
with submatrix
B j =

a1 a1
. . .
. . .
. . .
. . . a2 b2
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . a j b j
 . (16)
Observe that BBT and B j BTj are n × n and j × j tridiagonal matrices of the form (11), respectively. Then we have
the following
Corollary 6. Let σ ( j)1 and σ
( j)
j , j = 1, . . . , n, be 2n−1 given positive real numbers. Then, there exists an n× (n+1)
nonnegative upper bidiagonal matrix B of the form (15), with positive diagonal and codiagonal entries, such that
σ
( j)
1 and σ
( j)
j are, respectively, the minimal and the maximal singular values of the submatrix B j of the form (16),
j = 1, 2, . . . , n, if and only if σ ( j)1 and σ ( j)j , j = 1, . . . , n, satisfy (9).
Remark 7. We may compute, for the symmetrical tridiagonal nonnegative matrix A in (10), an eigenvector u =
(u1, u2, . . . , un)T associated to the eigenvalue λ as follows: From the characteristic equation (A − λI )u = 0, we
have
(α1 − λ) u1 + β1u2 = 0
βi−1ui−1 + (αi − λ) ui + βiui+1 = 0, 2 ≤ i ≤ n − 1
βn−1un−1 + (αn − λ) un = 0.
Let u1 = 1. Then u2, . . . , un are determined as functions of λ, from the first (n− 1) equations. From the last equation
let
un+1 (λ) = (αn − λ) un + βn−1un−1.
Hence, if λ is a root of un+1 (λ) then λ is an eigenvalue of A with eigenvector u (λ) = (1, u2 (λ) , . . . , un (λ)). Then,
the left singular vectors of the nonnegative lower bidiagonal matrix B in Theorem 4 are of the form
u = u(λi ) = u(λi )‖u(λi )‖ , i = 1, . . . , n.
If λ is the Perron root of A,u(λ) = u1 is the Perron vector of A and from the relation BTui = σivi we may compute
the right singular vectors vi of B. Since B is nonnegative, v1 is a nonnegative vector.
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3. Nonnegative semi-bordered diagonal matrices with prescribed extremal singular values
In this section we consider the Problem 2: to construct an n × n nonnegative semi-bordered diagonal matrix of the
form
C =

a1 b1 b2 · · · bn−1
0 a2 0 · · · 0
. . . 0 a3
. . .
...
. . .
. . .
. . .
. . . 0
0
. . .
. . . 0 an
 , (17)
with prescribed extremal singular values. That is, given 2n − 1 positive real numbers, σ ( j)1 and σ ( j)j , j = 1, . . . , n, to
construct a matrix C of the form (17) such that σ ( j)1 and σ
( j)
j are, respectively, the minimal and the maximal singular
values of the submatrix C j of C, j = 1, 2, . . . , n, where
C j =

a1 b1 · · · b j · · · bn−1
0 a2 0
. . .
. . . 0
. . .
. . .
. . .
. . .
. . .
. . .
0
. . .
. . . a j
. . . 0
 . (18)
To solve this problem, we shall use the following results in [4] There, given 2n − 1 positive real numbers, λ( j)1 and
λ
( j)
j , j = 1, . . . , n, the authors solve the problem of constructing an n × n real symmetrical bordered diagonal matrix
A =

a1 b1 b2 · · · bn−1
b1 a2 0 · · · 0
b2 0 a3 · · · 0
...
...
...
. . .
...
bn−1 0 0 · · · an
 , (19)
such that λ( j)1 and λ
( j)
j are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix
A j of A, j = 1, 2, . . . , n.
Lemma 8 ([4]). Let A be a matrix of the form (19) with bi 6= 0, i = 1, . . . , n − 1. Let λ( j)1 and λ( j)j , respectively, be
the minimal and the maximal eigenvalues of the leading principal submatrix A j , j = 1, 2, . . . , n, of A. Then
λ
( j)
1 < · · · < λ(3)1 < λ(2)1 < λ(1)1 < λ(2)2 < λ(3)3 < · · · < λ( j)j ,
and
λ
( j)
1 < ai < λ
( j)
j , i = 2, 3, . . . , j,
for each j = 2, 3, . . . , n.
Theorem 9 ([4]). Let the real numbers λ( j)1 and λ
( j)
j , j = 1, 2, . . . , n, be given. Then there exists an n×n symmetrical
bordered diagonal matrix A of the form (19), with a j ∈ R and b j > 0, such that λ( j)1 and λ( j)j are, respectively, the
minimal and the maximal eigenvalues of the leading principal submatrix A j , j = 1, . . . , n, of A, if and only if
λ
(n)
1 < · · · < λ(3)1 < λ(2)1 < λ(1)1 < λ(2)2 < λ(3)3 < · · · < λ(n)n . (20)
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Corollary 10 ([4]). Let λ( j)1 and λ
( j)
j , j = 1, 2, . . . , n, be real numbers satisfying (20). Then, there exists an n × n
nonnegative symmetrical bordered diagonal matrix A of the form (19), such that λ( j)1 and λ
( j)
j are, respectively, the
minimal and the maximal eigenvalues of the leading principal submatrix A j , j = 1, 2, . . . , n, of A if and only if
λ
(1)
1 ≥ 0 (21)
and
λ
( j)
1
λ
( j)
j
≥
Pj−1
(
λ
( j)
j
) j−1∏
i=2
(
λ
( j)
1 − ai
)
Pj−1
(
λ
( j)
1
) j−1∏
i=2
(
λ
( j)
j − ai
) , j = 2, 3, . . . , n. (22)
Now we are in position to solve Problem 2.
Theorem 11. Let σ ( j)1 and σ
( j)
j , j = 1, . . . , n, be 2n − 1 given positive real numbers. Then, there exists an n × n
nonnegative semi-bordered diagonal matrix C of the form (17), such that σ ( j)1 and σ
( j)
j are, respectively, the minimal
and the maximal singular value of the submatrix C j of C, of the form (18), j = 1, 2, . . . , n, if and only if
σ
(n)
1 < σ
(n−1)
1 < · · · < σ (2)1 < σ (1)1 < σ (2)2 < · · · < σ (n−1)n−1 < σ (n)n . (23)
Proof. Let σ ( j)1 and σ
( j)
j , j = 1, . . . , n, be 2n − 1 given positive real numbers satisfying (23). Consider the squares
[σ ( j)1 ]2 and [σ ( j)j ]2, j = 1, . . . , n, which also satisfy (23). Then, from Theorem 9, there exists an n × n symmetrical
bordered diagonal matrix
A =

α1 β1 β2 · · · βn−1
β1 α2 0 · · · 0
β2 0 α3 · · · 0
...
...
...
. . .
...
βn−1 0 0 · · · αn
 , (24)
with α j ∈ R and β j > 0 such that [σ ( j)1 ]2 and [σ ( j)j ]2, j = 1, . . . , n, are, respectively, the minimal and the maximal
eigenvalues of the leading principal submatrix A j of A, j = 1, 2, . . . , n. In order that A be nonnegative, [σ ( j)1 ]2
and [σ ( j)j ]2, j = 1, . . . , n, must satisfy conditions (21) and (22) of Corollary 10. Clearly, α1 = [σ (1)1 ]2 > 0.
From Lemmas 8 and 1, the right-hand side of (22) is always a negative number and since [σ ( j)1 ]2 and [σ ( j)j ]2 are
positive, then the condition (22) is always satisfied. Observe that if C is the semi-bordered diagonal matrix of the form
(17) then
CCT =

a21 +
n−1∑
j=1
b2j a2b1 a3b2 · · · anbn−1
a2b1 a
2
2 0
. . .
...
a3b2 0 a23
. . .
...
· · · . . . . . . . . . 0
anbn−1 0
. . . 0 a2n

.
Now we set α1 = a21 +
∑n−1
j=1 b2j , α j = a2j , j = 2, . . . , n, and β j = a j+1b j , j = 1, 2, . . . , n − 1, to compute the
entries of an n × n nonnegative semi-bordered diagonal matrix C , of the form (17), with the prescribed extremal
singular values for the submatrices C j .
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To prove the converse, let C be an n × n nonnegative semi-bordered diagonal matrix of the form (17), such that
σ
( j)
1 and σ
( j)
j are, respectively, the minimal and the maximal singular values of the submatrix C j of C , of the form
(18) , j = 1, 2, . . . , n, Then [σ ( j)1 ]2 and [σ ( j)j ]2 are, respectively, the minimal and maximal eigenvalues of the leading
principal submatrix (CCT) j of order j , of CCT, and since CCT is an irreducible symmetric matrix, then from the
Cauchy Interlacing Theorem we have[
σ
(n)
1
]2
< · · · <
[
σ
(2)
1
]2
<
[
σ
(1)
1
]2
<
[
σ
(2)
2
]2
< · · · <
[
σ (n)n
]2
. 
Remark 12. It is easy to see that an eigenvector of the bordered diagonal matrix A of the form (24), associated with
the eigenvalue λ, is given by
u(λ) =
(
1,
−β1
α2 − λ,
−β2
α3 − λ, . . . ,
−βn−1
αn − λ
)T
.
If λ is the Perron root of A, then from Lemma 8, u(λ) is the Perron vector of A. Then the left singular vectors of C
are
ui = u(λi )‖u(λi )‖ , i = 1, . . . , n,
and from the relation CTui = σivi , we may compute the right singular vectors vi of C, i = 1, . . . , n. In particular, u1
and v1 are nonnegative vectors.
4. Matrices with prescribed singular values
In [6–8] the authors have exploited, in connection with the nonnegative inverse eigenvalue problem, a perturbation
result due to Brauer [9], which shows how to modify one single eigenvalue of a matrix via a rank-one perturbation,
without changing any of the remaining eigenvalues. This result has been extended by Rado and presented by Perfect
in [10], to modify r eigenvalues of a matrix of order n, r ≤ n, via a perturbation of rank-r , without changing any of
the n − r remaining eigenvalues. Here, we give a singular value version of these results and apply them to construct
n × n nonnegative matrices with prescribed singular values σi and prescribed extremal singular values σ1 and σn .
Theorem 13. Let A be an m × n matrix with singular values σ1 ≥ σ2 ≥ · · · ≥ σr ≥ 0 and r = min {m, n}. Let
U = [u1,u2, . . . .up] and V = [v1, v2, . . . ., vp] , p ≤ r,
matrices of order m× p and n× p, respectively; whose columns are the left and right singular vectors, respectively,
corresponding to σi , i = 1, . . . , p. Let D = diag{d1, d2, . . . , dp} with σi + di ≥ 0. Then A + UDV ∗ has singular
values{
σ1 + d1, . . . , σp + dp, σp+1, . . . , σr
}
.
Proof. Let r = m and letW =
[
U
... U˜
]
and Z =
[
V
... V˜
]
be unitary matrices, where U˜ = [up+1, . . . .ur ] , V˜ =[
vp+1, . . . ., vr
]
and W ∗AZ = Σ is the singular value decomposition of A. Then, V ∗V˜ = U˜∗U = 0,U∗AV =
diag{σ1, . . . , σp} and
U∗AV˜ = U∗ [Avp+1, . . . ., Avr ] = [σp+1U∗up+1, . . . .σrU∗ur ] = 0
U˜∗AV = U˜∗ [Av1, . . . ., Avp] = [σ1U˜∗u1, . . . .σpU˜∗up] = 0
U˜∗AV˜ = U˜∗ [Avp+1, . . . ., Avr ] = [σp+1U˜∗up+1, . . . .σpU˜∗up]
= diag{σp+1, . . . , σr }.
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Hence
W ∗
(
A +UDV ∗) Z = W ∗AZ +W ∗UDV ∗Z
=
∑
+
(
U∗
U˜∗
)
UDV ∗
(
V
... V˜
)
=
∑
+
(
D 0
0 0
)
=

σ1 + d1 0 . . . . . . . . . 0 0 · · · 0
0
. . .
. . .
. . .
. . .
...
...
...
...
. . .
. . . σp + dp 0 . . .
...
...
...
...
. . .
. . . 0 σp+1
. . .
...
...
...
...
. . .
. . .
. . .
. . .
. . .
...
...
...
...
0
. . .
. . .
. . . 0 σr 0 · · · 0

. 
The singular values of A + UDV ∗ are not necessarily in nondecreasing order. However we can order them by an
appropriate permutation.
Corollary 14. Let A be an m × n matrix with singular values σ1 ≥ σ2 ≥ · · · ≥ σr ≥ 0 and r = min {m, n}. Let
ui and vi , respectively, the left and right singular vectors corresponding to σi , i = 1, . . . , r . Let α ∈ R such that
α + σi ≥ 0, i = 1, . . . , r . Then A + αuivTi has singular values
σ1, . . . , σi−1, σi + α, σi+1, . . . , σr .
Corollary 15. Let A be an n × n real symmetrical matrix with singular values σ1 ≥ · · · ≥ σn ≥ 0. Let u1, . . . ,ur
and v1, . . . , vr be, respectively, the left and right singular vectors corresponding to σi , i = 1, . . . , r, r ≤ n. Let
U = [u1, . . .ur ] and V = [v1, . . . , vr ] be n × r matrices and let D = diag{d1, . . . , dr } with σi + di ≥ 0. Then
A +UDV ∗ is symmetric with singular values
{σ1 + d1, . . . , σr + dr , σr+1, . . . , σn}.
Proof. From Theorem 13, we only need to show that UDV ∗ is a symmetric matrix. Since A is symmetric, then
σi = |λi |, where λi is an eigenvalue of A, i = 1, . . . , n. Then there exists an orthogonal matrix Q such that
A = QΛQT, with Λ = {λ1, λ2, . . . , λn}. Let Λ′ = diag{± |λ1| , . . . ,± |λn|}. Then
A = Q diag{±1, . . . ,±1}diag{|λ1| , . . . , |λn|}QT.
Now, under the notation of Theorem 13, let W = Q diag{±1, . . . ,±1}, Z = Q and Σ = diag{|λ1| , . . . , |λn|}. Hence
W ∗AZ = Σ . Observe that the columns of W and Z are equal or they differ in sign. Then
UDV ∗ =
r∑
i=1
±divivTi . 
Now we consider the problem of constructing n × n nonnegative matrices with prescribed singular values
σ1 ≥ · · · ≥ σn > 0 and prescribed extremal singular values σ1 and σn . We have the following simple result:
Theorem 16. Given the real numbers σ1 ≥ σ2 ≥ . . . ≥ σn > 0, there exists an n × n nonnegative lower bidiagonal
matrix with singular values σi , i = 1, . . . , n.
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Proof. Let µi = σ 2i and consider the set {µ1, µ2, . . . , µn}. The 2× 2 nonnegative symmetric matrix
Ai =

1
2
(µi + µn−i+1) 12 (µi − µn−i+1)
1
2
(µi − µn−i+1) 12 (µi + µn−i+1)

has eigenvalues µi = σ 2i and µn−i+1 = σ 2n−i+1, i = 1, . . . , n2 for even n. If n is an odd number, we also consider the
1×1 matrix A n+1
2
= (µ n+1
2
). Then the direct sum matrix A = A1⊕· · ·⊕ A n2 (A = A1⊕· · ·⊕ A[ n2 ]⊕ A n+12 for odd n)
is an n × n nonnegative symmetrical tridiagonal matrix of the form
A =

α1 β1 0
. . . 0
β1 α2 β2
. . .
. . .
0 β2 α3
. . . 0
. . .
. . .
. . .
. . . βn−1
0
. . . 0 βn−1 αn

with spectrum {µ1, . . . , µn} = {σ 21 , . . . σ 2n }, where
α2 j−1 = 12 (σ
2
j + σ 2n− j+1), α2 j =
1
2
(σ 2j + σ 2n− j+1), j = 1, . . . ,
[n
2
]
β2 j−1 = 12 (σ
2
j − σ 2n− j+1), β2 j = 0, j = 1, . . . ,
[n
2
]
αn = µ n+1
2
, for odd n
 . (25)
Observe that if
B =

a1 0 0
. . . 0
b1 a2 0
. . .
. . .
0 b2 a3
. . . 0
. . .
. . .
. . .
. . . 0
0
. . . 0 bn−1 an

, (26)
with b2 j = 0, j = 1, . . . ,
[
n−1
2
]
, then
BBT =

a21 a1b1
. . .
. . .
. . . 0
a1b1 a
2
2 + b21 0
. . .
. . .
. . .
. . . 0 a23 a3b3
. . .
. . .
. . .
. . . a3b3 a
2
4 + b23
. . .
. . .
. . .
. . .
. . .
. . .
. . . an−1bn−1
0
. . .
. . .
. . . an−1bn−1 a2n + b2n−1

and the following relations,
b2 j−1 =
√
2
2
σ 2j − σ 2n− j+1
(σ 2j + σ 2n− j+1)
1
2
, b2 j = 0, j = 1, . . . ,
[n
2
]
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a2 j−1 =
(
1
2
(σ 2j + σ 2n− j+1)
) 1
2
, a2 j =
√
2
σ jσn− j+1
(σ 2j + σ 2n− j+1)
1
2
, j = 1, . . . ,
[n
2
]
,
allow us to obtain the required nonnegative lower bidiagonal matrix B with singular values σi . 
Corollary 17. Given the real numbers σ1 > σ2 ≥ · · · ≥ σn > 0, there exists an n× n nonnegative tridiagonal matrix
with singular values σi , i = 1, . . . , n.
Proof. Let µi = σ 2i and consider the set {µ2, µ2, . . . , µn}. From Theorem 16 we construct the nonnegative lower
bidiagonal matrix B of the form (26), with singular values σ2 = σ2 ≥ σ3 ≥ · · · ≥ σn > 0. Now we use Corollary 14,
with α = σ1 − σ2, to obtain the matrix B + αu1vT1 , with singular values σ1 = σ2 + α > σ2 ≥ · · · ≥ σn > 0.
Because of the structure of the singular vectors of B, the matrix B + αu1vT1 becomes tridiagonal. Since u1 is the
Perron vector of the nonnegative matrix BBT and BTu1 = σ1vT1 , then v1 is nonnegative and the nonnegativity of
B + αu1vT1 follows. 
In Section 2 we constructed an n × n nonnegative bidiagonal matrix B, with positive diagonal and codiagonal
entries, such that the leading principal submatrix B j has prescribed minimal and maximal singular values. Now, by
applying Corollary 14 we may construct, from the matrix B, an n × n positive matrix with prescribed maximal and
minimal singular values σ1 and σn . In the same way, we may construct, from the n × n nonnegative semi-bordered
diagonal matrix C in Section 3, an n × n positive matrix with prescribed maximal and minimal singular values σ1
and σn .
Corollary 18. There exists an n × n positive matrix A with prescribed maximal and minimal singular values
σ1 > σn > 0.
Proof. Let
µ1 > µ2 > . . . > µ2n−1
be positive real numbers, such that µ1 = σ1 − α > µ2, µ2n−1 = σn, α > 0. From Theorem 11 (Theorem 4) we
construct an n × n nonnegative semi-bordered diagonal matrix C of the form (17) (n × n nonnegative bidiagonal
matrix B of the form (1)), such that µ1 = σ1−α and µ2n−1 = σn are, respectively, its maximal and minimal singular
values. Next we compute, respectively, the left and right singular vectors u1 and v1, of the matrix C (matrix B)
according to Remark 12 (Remark 7). Since CCT(BBT) is irreducible, u1 and v1 are positive vectors. Now we apply
Corollary 14 to obtain the positive matrix A = C + αu1vT1 (A = B + αu1vT1 ), with maximal and minimal singular
values σ1 = µ1 + α and σn , respectively. 
5. Examples
Example 19. Consider the following given real numbers
σ
(5)
1 σ
(4)
1 σ
(3)
1 σ
(2)
1 σ
(1)
1 σ
(2)
2 σ
(3)
3 σ
(4)
4 σ
(5)
5
0.51338 0.56793 0.6448 0.76537 1.0 1.8478 2.5080 3.0651 3.5554.
From Corollary 3 we first compute the symmetrical nonnegative tridiagonal matrix
A =

1 1 0 0 0
1 3 2 0 0
0 2 5 3 0
0 0 3 7 4
0 0 0 4 9

with extremal eigenvalues
λ
(5)
1 λ
(4)
1 λ
(3)
1 λ
(2)
1 λ
(1)
1 λ
(2)
2 λ
(3)
3 λ
(4)
4 λ
(5)
5
0.26356 0.32255 0.41577 0.58579 1.0 3.4142 6.2899 9.3951 12.641,
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which are the squares of σ ( j)1 and σ
( j)
j , j = 1, . . . , 5 and then we compute from (12), the nonnegative lower bidiagonal
matrix
B =

1 0 0 0 0
1
√
2 0 0 0
0
√
2
√
3 0 0
0 0
√
3 2 0
0 0 0 2
√
5

with the required extremal singular values for its leading principal submatrix B j , j = 1, . . . , 5.
Example 20. In this example we construct a nonnegative bidiagonal matrix B with singular values S = {7, 6, 5,
4, 3, 2, 1}. From Theorem 16 we compute the nonnegative symmetrical matrix
A =

25 24 0 0 0 0 0
24 25 0 0 0 0 0
0 0 20 16 0 0 0
0 0 16 20 0 0 0
0 0 0 0 17 8 0
0 0 0 0 8 17 0
0 0 0 0 0 0 16

with spectrum Λ = {49, 36, 25, 16, 9, 4, 1} and the nonnegative bidiagonal matrix
B =

5 0 0 0 0 0 0
24
5
7
5
0 0 0 0 0
0 0 2
√
5 0 0 0 0
0 0
8
5
√
5
6
5
√
5 0 0 0
0 0 0 0
√
17 0 0
0 0 0 0
8
17
√
17
15
17
√
17 0
0 0 0 0 0 0 4

with the required singular values.
Example 21. Let the real numbers
σ
(5)
1 = 0.550000 σ (5)5 = 6.847400
σ
(4)
1 = 1.92400 σ (4)4 = 6.337400
σ
(3)
1 = 3.324300 σ (3)3 = 5.837400
σ
(2)
1 = 3.943500 σ (2)2 = 5.542900
σ
(1)
1 = 4.579300
be given. From Theorem 11 we construct the semi-bordered diagonal matrix
C =

0.744997 1.445222 1.807503 3.017283 2.440335
0 5.030402 0 0 0
0 0 4.828542 0 0
0 0 0 4.698715 0
0 0 0 0 5.608178

in such a way that σ ( j)1 and σ
( j)
j are, respectively, the minimal and maximal singular values of the submatrix C j of C
of the form (18), j = 1, . . . , 5. Now, by applying Corollary 14 and Remark 12, with α = 0.1526, we construct the
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positive matrix A = C + αuivTi
A =

0.75202 1.4748 1.8414 3.0711 2.5102
0.00236 5.0404 0.01142 0.01811 0.02354
0.00260 0.01096 4.8411 0.01991 0.02588
0.00401 0.01692 0.01937 4.7294 0.03994
0.00623 0.02625 0.03006 0.04768 5.6702

with extremal singular values σ5 = 7 and σ1 = 0.55000.
References
[1] M.T. Chu, G.H. Golub, Inverse Eigenvalue Problems: Theory, Algorithms and Applications, Oxford University Press, New York, 2005.
[2] R.A. Horn, C.R. Johnson, Topics in Matrix Analysis, Cambridge University Press, Cambridge, 1991.
[3] H. Pickmann, R.L. Soto, J. Egan˜a, M. Salas, An inverse eigenvalue problem for symmetric tridiagonal matrices, Comput. Math. Appl.
54 (2007) 699–708.
[4] H. Pickmann, J. Egan˜a, R.L. Soto, Extremal inverse eigenvalue problem for bordered diagonal matrices, Linear Algebra Appl. 427 (2007)
256–271.
[5] C.K. Li, R. Mathias, Construction of matrices with prescribed singular values and eigenvalues, BIT 41 (1) (2001) 115–126.
[6] R.L. Soto, Existence and construction of nonnegative matrices with prescribed spectrum, Linear Algebra Appl. 369 (2003) 169–184.
[7] R.L. Soto, O. Rojo, Applications of a Brauer theorem in the nonnegative inverse eigenvalue problem, Linear Algebra Appl. 416 (2006)
844–856.
[8] R.L. Soto, O. Rojo, J. Moro, A. Borobia, Symmetric nonnegative realization of spectra, Electron. J. Linear Algebra 16 (2007) 1–18.
[9] A. Brauer, Limits for the characteristic roots of a matrix IV: Applications to stochastic matrices, Duke Math. J. 19 (1952) 75–91.
[10] H. Perfect, Methods of constructing certain stochastic matrices II, Duke Math. J. 22 (1955) 305–311.
