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ABSTRACT
The objectives of this project are to design the M-band perfect 
reconstruction parallel QMF banks and to implement a sub-band coder using 
the designed filter banks.
A design procedure for the M-band perfect reconstruction parallel QMF 
banks is presented. The filter design uses the concept of lossless lattice 
structure. Several structures of the lossless unitary matrices used in the design 
are presented. Algorithms are devised to design the M-band perfect 
reconstruction parallel QMF banks and implemented on the UNIVAC 1100 
system using Fortran. A number of 3-band, 4-band and 5-band perfect 
reconstruction parallel QMF banks are designed by using the proposed 
algorithm.
A simple and yet efficient method for encoding sub-band signals is 
given. This encoding method is based on APCM with the quantizer step size 
adaptable to changing variance of the input speech samples. Experimental 
results show that the step size is related to the standard deviation of the 
speech samples via a step size constant. This constant is a function of the 
number of bits per sample. Tables of the best values of this constant obtained 
from experiments are given.
An experimental sub-band coder using the perfect reconstruction 
parallel QMF banks is described. The performance of the 3-band, 4-band and 
5-band perfect reconstruction parallel sub-band coders are tested, using 
digitized speech signal (14 bits resolution) sampled at 8 kHz, at bit rates of 9.6, 
13, 16 and 32 kbits/s. The results of both subjective and objective testing are
presented. Performance comparisons of the three perfect reconstruction 
parallel sub-band coder systems are also given.
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1
Introduction
1-1 In troduction
During the past several years there has been (and will continue to be) a 
great deal of activity in the area of efficient coding of speech. A large number 
of digital coding algorithms are being investigated in order to produce speech 
of good quality at a reduced bit rate. Recent developments in digital 
technology augur well for research in digital speech coding, particularly in the 
practical implementation of coding algorithms. This increased capability and 
the decreased cost of digital hardware are prompting an increased interest in 
more complex and sophisticated coding algorithms which offer better quality at 
lower bit rates. To achieve this improved performance, coding techniques must 
exploit, to a greater degree, information about the mechanism of speech 
production and speech perception (Flanagan, et al., 1979).
Speech coders in general can be classified into two broad groups, 
namely, source coders and waveform coders. Source coders, better known as
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'vocoders', use the models of speech production and perception to obtain the 
lower bit rate. Vocoders extract the perceptually significant parameters from 
the input speech and then use these parameters to synthesize the output 
speech. The synthesized speech is still useful to the human receiver, although 
its waveform is no longer a waveform replica of the original speech. Waveform 
coders, on the other hand, attempt to reproduce the original speech waveform 
(sometimes called 'waveform preserving coders') according to some fidelity 
criteria. Generally, waveform coders have been more successful at producing 
good quality, robust speech, whereas vocoders are more fragile and more 
dependent on the validity of speech production model. Vocoders, however, 
are capable of operating at bit rates down to about 2 kbits/s (Tribolet and 
Crochiere, 1979).
Recent efforts have focussed on taking greater advantage of speech 
production and speech perception models to reduce the bit rate of waveform 
coders. Unlike vocoders, these waveform coders are designed such that they 
are not totally dependent on the models. One particular class of waveform 
coders which has been quite successful in achieving this goal is the class of 
frequency domain coders. The basic concept in this class of coders is to divide 
the speech into a set of frequency components. This division into frequency 
components removes some of the redundancy present in the speech and 
provides a set of uncorrelated signals which can be separately encoded. One 
advantage frequency domain coding techniques have is that the number of 
bits used to encode each frequency component can be variable, so that the 
encoding accuracy is always placed where it is needed in the frequency 
domain. In fact, frequency bands with little or no energy may not be encoded at 
all. This variable bit allocation feature can, in principle, provide arbitrary forms 
of noise shaping.
A large variety of frequency domain coding algorithms, from simple to 
complex, are available. The main differences are usually determined by the 
way in which source statistics are modelled, and the degree to which source 
redundancy is exploited. Two common coding algorithms in this class are 
transform coding and sub-band coding. Transform coding is complex to 
implement as it uses a block by block transform analysis technique to 
decompose the speech band into, typically, 64-512 frequency components. 
Sub-band coding is less complex and the speech band is divided into a set of, 
typically, 4-8 consecutive sub-bands by means of analysis filter banks.
In this thesis, the implementation of a speech coder using a parallel 
sub-band coding technique is carried out. The key issue in implementing the 
sub-band coder is the design of the analysis and the synthesis filter banks. 
These filter banks must possess certain properties so that distortions on the 
reconstructed speech are minimized. Several suitable designs for such filter 
banks have been proposed and the Quadrature Mirror Filter (QMF) designs 
are shown to be the most suitable (Johnston, 1980). The perfect reconstruction 
two-band QMF design is well known (Smith and Barnwell, 1984). Recently, 
Vaidyanathan (1987a,b) proposed an M-band parallel QMF which also has a 
perfect reconstruction property. This M-band parallel structure has some 
advantages over the two-band tree-structured filter banks. For example, an 
arbitrary number of sub-bands can be constructed in the parallel structure. In 
the case of tree-structured filter banks, the number of sub-bands are usually 
restricted to 2b. The parallel structure also introduces shorter time delays in the 
reconstructed signal for systems using more than two sub-bands.
Other issues in the design of a parallel sub-band coder are the choice 
of bit allocation and the control of the step size in the encoder algorithm. One 
consideration in the bit allocation method is based on the human perceptual
characteristics in different frequency bands. Each frequency band can be 
encoded according to its degree of importance. More bits can be allocated to 
the lower frequency bands, where the pitch and formant structure of the 
speech must be accurately preserved. In upper frequency bands, where 
fricative and noise-like sounds occur in speech, fewer bits/sample can be 
used. In fact, the upper band frequency, which has little or no energy, may not 
be encoded at all.
1.2 Organization of the Thesis
This section summarizes the purposes and contents of each of the six 
chapters in this thesis.
A literature survey on the various filters used in the sub-band coding is 
presented in Chapter Two. Some of the techniques used in earlier designs of 
filter banks and the evolution of these earlier designs into the recent filter 
banks that have perfect reconstruction properties are outlined. A number of 
encoding methods for the sub-band signal are also reviewed. The material 
described in this chapter will provide background information for the work 
described in later chapters. A summary of the contributions of this thesis is 
presented as the last section of this chapter.
Chapter Three discusses the theoretical background of the Quadrature 
Mirror Filter (QMF) banks. It begins with the early two-band non aliasing 
design and is followed by the two-band design with the perfect reconstruction 
property. The perfect reconstruction M-band design is discussed in detail since 
it is to be used in the sub-band coding system. Design examples of the 
pairwise symmetrical analysis filters are presented later in the chapter.
Chapter Four presents the encoding algorithm which appears to be 
most suitable for the sub-band signals. The Adaptive Pulse Code Modulation 
(APCM) with the quantizer step size adaptation based on the changing of the 
input variance is discussed. The variance is computed from a block of samples 
and related to the quantizer step size through a step size constant. The value 
of the step size constant depends on the number of bits allocated per sample. 
Tables of the step size constant for various bits per sample are also presented 
in this chapter.
Experimental results of a system implementing the parallel sub-band 
filters described in Chapter Three and the encoding technique described in 
Chapter Four are presented in Chapter Five. The input speech signal is split 
into three, four and five frequency bands. In each of these groups, the speech 
signal is tested both objectively and subjectively at various transmission bit 
rates, i.e., 9.6 kbits/s, 13 kbits/s, 16 kbits/s and 32 kbits/s. For objective tests, 
both the segmental signal to noise ratio and the signal to noise ratio were 
used. For subjective tests, pairwise comparison of informal listenings were 
used.
Finally Chapter Six presents the conclusion that can be drawn from this 
thesis. Possible future areas of research that may improve the quality of the 
sub-band coded speech are also suggested.
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2
Literature Survey and 
Contribution of this
Thesis
2.1 Introduction
Sub-band coding of speech has received considerable attention in the 
past few years because of the possible reduction in transmission rate without 
degrading the quality of the processed speech significantly. It is used 
efficiently to encode speech signals at medium bit rates by taking advantage of 
the time varying properties of the speech spectrum as well as some well 
known properties of speech perception (Crochiere, Webber and Flanagan, 
1976 and Flanagan, et al., 1979).
Figure 2.1 shows a basic block diagram of a sub-band coder. The 
input signal x(n) is split into a set of sub-band signals by using a set of analysis
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filter banks. Each sub-band signal is decimated, typically at its nominal Nyquist 
frequency (twice the width of band), and independently encoded. In this way, 
each sub-band can be encoded according to the perceptual criteria that are 
specific to that band. The bits in the coded signals are then multiplexed into a 
single data stream for transmission over a communication channel. At the 
receiver, the transmitted signal is demultiplexed, and applied to the 
appropriate decoders. Finally, the sub-band signals are interpolated (up­
sampled) to their original sampling frequency by means of synthesis filter 
banks and then summed together to give the reconstructed signal x(n).
TRANSMIT RECEIVE
Figure 2.1 Block diagram of a sub-band coder
Encoding speech in sub-bands offers several advantages over full- 
band coding. By appropriately allocating the bits in different bands, the 
number of quantizer levels and hence reconstruction error variance can be 
separately controlled in each band, and the shape of the overall reconstruction 
error spectrum can be controlled as a function of frequency. In the lower 
frequency bands, where pitch and formant structure must be accurately
8
preserved, a larger number of bits/sample can be used; whereas in upper 
frequency bands, where fricative and noise-like sounds occur in speech, fewer 
bits/sample can be used. Further, quantization noise can be contained within 
each band to prevent masking of a low level signal in one frequency range by 
quantizing noise in another frequency range.
The transmission rate Tr of the sub-band coder (Figure 2.1) is 
computed as the sum of the bit rates needed to code individual sub-bands, 
that is
M-1
Tr = ^  f sj Rj kbits/s (2.1)
i=0
where each sub-band signal is sampled at a rate fSj and encoded using Rj bits 
per sub-band sample.
As illustrated in Figure 2.1, there are two basic issues in sub-band 
coding system. Firstly, if the encoders-decoders are excluded, sub-band 
coding can be thought of as a frequency variant analysis followed by an 
interpolated resynthesis which, by itself, exhibits analysis-synthesis distortion. 
This analysis-synthesis distortion can be classified into three separate types of 
distortion: interband aliasing distortion; frequency distortion; and phase 
distortion. Clearly, the overall quality of sub-band coded speech can be no 
better than the intrinsic quality of the analysis-synthesis filters. Secondly, the 
inclusion of the coders in each sub-band introduces coding distortion to the 
system. The severity of the coding distortion depends on the coders used and 
the stopband rejection characteristics of the individual bandpass filters. In 
other words, the better the quality of the bandpass filters, the better the 
rejection of the coding noise among the bands (Barnwell, 1982).
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From the above discussion, it can be seen that one of the most 
important issues in the implementation of a sub-band coder is the design of 
the analysis and synthesis filter banks. The following section presents a 
summary on a number of designs which are of particular relevance to the work 
presented in this thesis. It begins with a two-band filter banks design, and 
followed by the design of parallel structure filter banks. Several encoder 
methods used to code the sub-band signals are then reviewed in Section 2.3. 
Finally, a summary of contributions of this thesis is given in Section 2.4.
2.2 Development of Sub-band Coding Filter Banks
2.2.1 The Integer-Band Filter Banks
The original concept of coding speech digitally in sub-bands of the 
total signal spectrum was first introduced by Crochiere, Webber and Flanagan 
(1976) and Crochiere (1977). The logical reason behind its introduction was 
the fact that quantization of the full-band signal produced distortion/noise 
which were not equally detectable at all frequencies. Coding the signal in sub­
bands, on the other hand, offered the possibility of controlling the distribution 
of quantization noise across the signal spectrum and, hence, realizing an 
improvement in the output signal quality.
Some of the distinct advantages of partitioning speech spectrum into 
sub-bands were reported in Crochiere (1977). Bit allocations for quantization 
of each sub-band could be made on a perceptually palatable basis. 
Quantization noise in a given sub-band was confined to that sub-band and did 
not "spill over" into adjacent frequency ranges. Selection of sub-band widths 
can also be made according to perceptual criteria, namely, for equal 
contribution to the so-called articulation index (Al) which correspond to the
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word intelligibility (Jayant and Noll, 1984). As a result, sub-band coding could 
produce a speech quality that was better than a single full-band coding at the 
same total bit rate. The trade-off, however, was the complexity of the resulting 
system. It requires substantial processing power, complicated filter bank 
design and coding of individual sub-bands. It also introduces additional time 
delay which is a function of the filter banks used.
Two approaches for implementing sub-band coders have been 
proposed by Crochiere, et al., (1976) and Crochiere (1977). The first one 
involved low-pass translation of sub-bands before coding. After bandpass 
filtering the signal, the individual sub-band was modulated to its baseband 
frequency before encoding. This facilitates sampling-rate reduction and 
realizes any benefits which might accrue from coding the lowpass signal. The 
second was the integer-band sampling approach. An advantage of this 
approach is that it does not require the use of modulators. However, there are 
restrictions in the choice of sub-band widths. This approach is especially 
attractive for implementing the bandpass filters using charge-coupled-device 
(CCD) tranversal filters.
Crochiere and Sambur (1977) proposed to modify the standard fixed 
band sub-band coding scheme (Crochiere, 1977) with a variable-band coding 
scheme in order to further reduce the bit rate. In the four bands case, the two 
lower bands were fixed bands that covered the region of primary speech 
energy for voiced sounds. The two upper bands were variable bands with their 
centre frequencies allowed to vary with the dynamic movement of the vocal 
track. By varying the centre frequencies of these two bands, the encoder 
attempted to capture the maximum amount of speech energy and the 
frequencies that were perceptually most significant. Thus, this variable-band
system could be seen as a hybrid-type coder that combined the simplicity of a 
sub-band coder with a vocoder type system.
2.2.2 Two-Band Filter Banks
x(n)
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Figure 2.2 Two-band sub-band coding with QMF banks
The sub-band coder has received much attention since the 
introduction of a new approach to split the signal spectrum, called quadrature 
mirror filters (QMF), proposed by Croisier, Esteban and Galand (1976) and 
Esteban and Galand (1977). Figure 2.2 shows the division of a full-band signal 
into two equal widths by using a constrained pair of lowpass H0(z) and 
highpass Fh(z) analysis filters. Each of the sub-band signals is 
decimated/down sampled by a factor of 2. This reduction of sub-band 
sampling rates is necessary in order to maintain a minimum overall bit rate in 
encoding these signals. This reduction of sampling rates introduces aliasing in 
each of the sub-band signals because of the finite rate of roll-off in filter 
responses. In the reconstruction process, each sub-band is interpolated by a 
factor of 2. This increase in sampling rate introduces an image of the signal 
spectra in the sub-band. The QMF analysis and synthesis filters are designed
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in such a way that the aliasing and the image cancel each other during the 
reconstruction process.
In comparison, the earlier work by Crochiere, Webber and Flanagan 
(1976) was straightforward and took advantage of a bank of non-overlapping 
bandpass filters. Unfortunately for elimination of the aliasing effects due to 
decimation, this approach needed sophisticated band-pass filters (high-order 
filters). On the other hand, the proposed QMF technique could provide a 
reduction in filter order, because of the elimination of the need to suppress 
aliasing. Furthermore, by choosing suitable types of filters to implement the 
QMF banks, it is possible to minimize the phase and frequency distortions.
The two-band sub-band coding of Figure 2.2 is of little interest for 
speech coding, since it offers little gain over the full-band coder (ADPCM) 
(Crochiere, Cox and Johnston, 1982). However such two band structure can 
be cascaded in tree structure to produce an interesting sub-band coding 
system. This cascaded tree structure may be symmetric, providing equally 
spaced bands, or asymmetric providing octave bands.
Esteban and Galand (1977) suggested an efficient implementation of 
the QMF band splitting design, using a symmetrical finite impulse response 
(FIR) half band filter with an even order (note: if odd order of filter is used, the 
original signal cannot be properly reconstructed). This symmetrical FIR filter 
design had the advantage of linear phase response, and it was shown that 
overall analysis-synthesis transfer function had linear phase property. The 
cascade of this linear phase filter would also result in a filter banks system with 
linear phase response. More detailed description of the work by Esteban and 
Galand (1977) will be discussed in the next chapter.
Based on the two-band QMF technique, Crochiere (1979), Barabel 
and Crochiere (1979) developed sub-band speech coding systems using the 
octave band tree structure. The octave band structure has the advantage that it 
can approximate the critical band structure of the ear. Such systems have 
been reported to exhibit an overall system transfer function which has linear 
phase, and as such, they can be used to code data signals as well as speech 
signals.
To further improve the performance of the octave band sub-band 
coding system Crochiere (1979) and Barabel and Crochiere (1979) proposed 
a pitch predicting sub-band coder which performed pitch prediction inside the 
sub-bands. The pitch predictor used a digital linear phase shifter to extract the 
pitch frequency and pitch gain, and these parameters were then transmitted as 
side information. The filters used by Barabel and Crochiere 1979) were 
designed by Johnston (1980).
Johnston (1980) suggested an approach to the design of QMF 
analysis filter banks based on the conventional Hanning window design. The 
Hanning window design was chosen because of the nearly flat frequency 
response and very good out of band characteristics. In sub-band coding of 
speech, where the filtering is intended to separate various frequency bands for 
independent processing, out of band characteristics are very important. This is 
because the dynamic variation of the spectral energy of speech across a 
300 Hz - 3000 Hz band may exhibit a difference of = 40 dB. The filters, 
therefore, require a minimum of 40 dB of far band rejection in order to make 
the interband aliasing leakage insignificant. Since APCM is commonly used in 
sub-band encoders, quantization noise are proportional to total band energy. It 
is therefore undesirable to code a signal that is predominantly aliasing.
Theoretical results (Johnston, 1980) suggested that the QMF design 
based on linear phase lowpass FIR filter (Esteban and Galand, 1977) could 
not have a flat reconstruction error, except when filter length N = 2 or when N 
approaches infinity. Johnston (1980) used computer-aided optimization 
technique based on the Hooke and Jeaves algorithm (Hooke and Jeaves, 
1961) to achieve QMF designs with better lowpass characteristics and smaller 
reconstruction (analysis-synthesis) error. The filter design problem was 
formulated in the framework of a nonlinear optimization problem by defining a 
single-valued objective function which encompasses the desired criteria. It 
incorporates simultaneously the ideal lowpass filter characteristics and the flat 
reconstruction error constraint. An optimization program was used to 
systematically search the filter coefficients which minimize this objective 
function. A QMF banks with a reconstruction error as little as 0.0015 dB was 
reported (Johnston, 1980).
In a later work, Jain and Crochiere (1983) proposed another 
optimization algorithm which converged more rapidly, was numerically stable 
and did not require manual intervention or multiple starting points as in the 
earlier algorithm (Johnston, 1980).
An alternative implementation of QMF banks has been proposed by 
Esteban and Galand (1981) who suggested a variation of half-band filters, 
called Half-band Quadrature Mirror Filters (HQMF). There were two distinct 
advantages of HQMF reported by Esteban and Galand (1981):
1. the number of multiplications needed was halved at the expense of 
some extra additions.
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2. the frequency response of a tree-structured HQMF banks exhibited 
'comb-like' filtering of the quantizing noise which can be used to 
affect its subjective perception.
The HQMF requires a more complex filter design procedure.
Galand and Nussbaumer (1984) reported that the conventional QMF 
approach (Esteban and Galand, 1977) can be extended to Complex 
Quadrature Mirror Filters (CQMF). The CQMF split the input signal into M 
adjacent complex sub-bands where the real and imaginary parts were sub­
sampled by 1/2M with respect to the original sampling frequency. The division 
of sub-bands into two analytic signals with rc/2 phase difference were often 
required for the efficient coding of quasi-periodic signals.
Galand and Nussbaumer (1984) also reported that QMF banks could be 
designed with odd order half-band filters, provided the two-band QMF banks is 
modified by introducing a one sample delay in the low-pass filter. The odd 
order filters have been reported to have an advantage in reducing the number 
of multiplications by half. However, the disadvantages were that there was a 
relative time shift between the sub-band signals (although it was negligible in 
most speech processing applications) and a comb filter was needed to 
equalize the overall frequency response.
The next interesting contribution was made by Jain and Crochiere 
(1984), who presented a new technique for designing quadrature mirror filter 
banks by formulating the necessary equations in the time domain instead of 
the frequency domain as in the earlier designs. This formulation resulted in an 
optimization problem minimizing a quadratic polynomial. An iterative solution 
was suggested which involves the computation of eigenvalue and eigenvector
1 6
of a matrix with dimension equal to one half the number of filter taps. The 
desired filter coefficients were given by the eigenvector of the matrix with the 
lowest eigenvalue. Similar to Johnston's (1980) technique, the new 
optimization algorithm allowed the stop-band frequency, the relative weights of 
the passband ripple energy, the stop-band residual energy and the filter length 
to be specified. However, the new method showed that the convergence to the 
optimum filter coefficients was stable and needed no manual intervention (Jain 
and Crochiere, 1983).
Smith and Barnwell (1984) proposed, for the first time, a procedure for 
designing perfect reconstruction filter banks for a tree-structured sub-band 
coder. The paper developed conditions for exact reconstruction and presented 
a general method for designing analysis and synthesis filters which satisfy the 
required conditions. The analysis filters were different from the QMF (Esteban 
and Galand, 1977 and Johnston, 1980) in that the filters were not required to 
be of linear phase type. The filter coefficients were not symmetric and therefore 
polyphase structure could not be used in implementation. Consequently, the 
computation operation in this non-symmetrical filter was double when 
compared with the conventional QMF of same order. A similar design 
procedure was also presented by Mintzer (1985) to achieve a distortion-free 
two-band system. This topic will further be discussed in the next chapter.
Galand and Nussbaumer (1985) proposed an approach which 
replaced the shifted sampling technique originally presented in Smith and 
Barnwell (1984) by a synchronous sampling technique. This approach had the 
advantage that all sub-band signals were sampled simultaneously.
Galand and Nussbaumer (1985) reported that the design of the filter 
banks were easier for the synchronous sampling technique and the required
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arithmetic operation was reduced by 25%. The performance of the new filter 
banks was compared with the earlier QMF banks, and it was shown that by 
allowing a slight overall ripple in the reconstructed signal as in Galand and 
Nussbaumer (1984), the computation load could be decreased to 1.2 times the 
computation load of earlier QMF banks.
Grenez (1986, 1988) designed a non-linear phase and a linear phase 
QMF using linear programming techniques. In both of these designs, a 
Chebyschev approximation method was used to generate a linear 
programming problem.
Grenez (1988) also presented performance comparison between the 
linear and the non-linear phase system. It was shown that the linear phase 
solution required a much longer filter length to achieve the same 
reconstruction error. This is due to the fact that the non-linear phase filter is 
able to give perfect reconstruction, whereas this is not possible for a finite 
length linear phase filter.
FIR filters have been used most frequently in sub-band coding systems 
because of their better phase characteristics. They can be cascaded in tree 
structures without the necessity of phase compensation. However, effective 
FIR designs imply significant coding delays. In order to implement sub-band 
coding systems with small delays, there have been proposals to implement 
QMF banks based on infinite impulse response (MR) filters (Barnwell, 1982, 
Ramstad and Foss, 1980 and Yrjo Neuvo and Mitra,1986).
Barnwell (1982) used HR filter to implement QMF banks such that the 
analysis-synthesis system resulted in no interband aliasing among the sub­
bands and in which the overall analysis-synthesis transfer function had no
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phase distortion or no frequency distortion, but not both. Three types of HR filter 
design with a) no frequency distortion; b) no phase distortion; or c) Mixture of 
both distortions, have been compared with FIR filters designed by Johnston 
(1980). The experimental results showed that none of the HR systems 
performed better than the reference FIR system. It was also reported that an 
octave band sub-band coding system with the mixture of HR and FIR filters 
resulted in higher quality coding systems using fewer multipliers than for a 
system based on FIR filters alone. However, this was only true if the HR filters 
were used in the outermost bands, where the frequency characteristics of the 
analysis filters were most important.
2.2.3 M-Band Parallel Filter Banks
Two-band QMF banks which can be cascaded into a binary tree 
structure to produce a sub-band coding system has been reviewed. This 
procedure has the advantage of making full use of the properties of half-band 
quadrature mirror filters in a more complex environment. However it has the 
specific disadvantage of "stacking" the frequency and phase distortions 
inherent in each separate band-splitting operation. An M-band parallel filter 
banks, on the other hand, is sometimes preferred because of its structural 
simplicity (less computational complexity) and introduces less delay in the 
system. However, it has the disadvantage of a very complex filter design 
procedure. This section presents a survey on published work on parallel sub­
band filters. The concept of M-band parallel structure is shown in Figure 2.3.
The M-band parallel sub-band filters split the input signal into M 
adjacent sub-bands. Each of these equal width sub-bands are decimated by a 
factor of M. At the reconstruction process, the sub-band signals are 
interpolated and recombined together to form the reconstructed signal.
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Figure 2.3 M-band parallel filter banks with equal width sub-bands
Galand and Esteban (1983) designed Parallel Quadrature Mirror Filter 
(PQMF) banks which produced no aliasing distortion. The PQMF technique 
was somewhat more complicated than the tree-structured system. To design 
the PQMF analysis and synthesis filters, Galand and Esteban (1983) first 
designed the equivalent tree structured filters and then derived the PQMF 
bandpass filters from an equivalent tree-structured arrangement (Crochiere 
and Rabiner, 1983). It was shown that the PQMF required more multiplications 
and additions than the tree structure approach.
Galand and Nussbaumer (1984), suggested modifications to the 
original PQMF approach by using the impulse response truncation method. 
Experimental results using the truncated PQMF and the tree-structured QMF 
banks with similar constraints showed that the truncated PQMF required less 
arithmetic operation and the delay introduced was less than half the tree- 
structured arrangement.
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The equal bandwidth parallel filters (Galand and Esteban, 1983, 
Galand and Nussbaumer, 1984), which directly derived from the QMF tree- 
structured arrangement, were constrained to have a number of bands equal to 
a power of two (2b). This tree-structured arrangement becomes quite a severe 
constraint as n increases in value. Chu (1985) and Rothweiler (1983) 
presented a parallel bandpass filter structure with an arbitrary number of equal 
bandwidth sub-bands.
Chu (1985) proposed the design of the bandpass filters by simple 
transformation of lowpass prototype filters. To achieve exact reconstruction of 
the input signal, the analysis bandpass filters must satisfy certain magnitude 
constraint criteria which include constraints on attenuation, flatness and anti­
aliasing. This magnitude constraint criteria required that the upper band edge 
characteristics of the filters were the mirror image of the adjacent channel's 
lower band edge characteristics and vice versa.
Three methods of design using frequency translation of the lowpass 
prototypes have been suggested by Chu (1985). A computer optimization 
technique to design the lowpass prototype filter has also been suggested. The 
optimization algorithm used an approach which was a variant of the method of 
steepest descent and in which the objective function to be minimized was 
based on that proposed by Johnston (1980). The objective function for a 
starting filter impulse response was evaluated, and the gradient of the error 
with respect to the filter taps was found. The filter coefficients are stepped in 
the opposite direction of the gradient by a step size. The iteration ended when 
increases and decreases in step size produced larger errors. With this 
technique, local convergence often occurred within five iterations, but it did not 
guarantee a global convergence.
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A 16 bands sub-band coding has been implemented and it was 
reported that the computational operation was significantly less than the tree 
structured QMF with the same number of bands.
Wackersreuther (1986) presented a method for the design of prototype 
filters for possible use in conventional polyphase filter banks, Single Side 
Band (SSB) filter banks, and Generalized Quadrature Mirror Filter (GQMF) 
banks. The designed filters are required to have an overall flat frequency 
response and to be linear in phase. The design was based on an analytical 
approach. In order to achieve an ideally flat overall frequency response, 
Wackersreuther (1986) suggested the design of two low-pass filters (analysis 
filter H(z) and synthesis filter F(z)) such that the discrete convolution p(n) of 
their impulse responses h(n) and f(n) has equidistant zeros. A Fourier 
approach to design an ideal low-pass, with cut-off frequency tt/M, and an 
appropriate window sequence to obtain the product filter p(n) was used. Three 
window sequences: (a) Kaiser window; (b) window based on auto-correlation 
sequences (ACF window) and (c) Modified ACF window (MACF window) were 
tried. The analysis and synthesis filters were then obtained by spectral 
factorization of the product filter P(z).
Yrjo Neuvo and Mitra (1986) introduced a class of uniform filter banks 
based on recursive Nth-band filters. The filter banks were designed to satisfy 
the power complementary and allpass complementary constraints. A near 
aliasing free analyzer-synthesizer system could be obtained in the critically 
sampled case. The performance of the proposed design was only slightly 
better than the FIR filter banks of Galand and Nussbaumer (1984), and the 
number of sub-bands were constrained to be even.
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In a recent paper, Vaidyanathan (1987a,b) derived a general class of 
maximally decimated M-band parallel quadrature mirror filter banks based on 
the concept of a lossless transfer matrix which leads to a perfect reconstruction 
property. The perfect reconstruction property guarantees that the reconstructed 
signal was a delayed version of the input signal. An arbitrary number of sub­
bands, M, can be designed and when M equalled two, the result reduced to 
the perfect reconstruction two-band QMF by Smith and Barnwell (1984).
It was suggested that the design of the filters for M > 2 should not be 
approached from the point of view of spectral factorization of Mth band filters, 
because such an approach cannot lead to filters with good stop-band 
attenuation while at the same time forcing the overall system to be lossless. A 
design procedure, based on FIR cascaded-lattice structures, was presented for 
optimal design of such FIR M-band filter banks. On a later development, 
Nguyen and Vaidyanathan (1988) extended the work of Vaidyanathan 
(1987a) so that the frequency response of the analysis filters had a pairwise 
symmetry at tc/2. More detailed work on this issue will be discussed, and 
methods to design such filters presented in Chapter Three.
2.3 Sub-band Coder Algorithms and their Performances
This section presents some algorithms that have been employed to 
encode the sub-band signals.
Crochiere, Webber and Flanagan (1976) and Crochiere (1977) 
reported that the sub-band signals were best encoded by using Adaptive PCM 
(APCM). APCM encoding is preferred over Adaptive Differential PCM 
(ADPCM) methods in this case due to the low sample-to-sample correlation of 
the sub-band signals. Encoding based on differential or fixed prediction,
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commonly used for full-band encoding, did not lead to good results for 
encoding sub-band signals. The step-size adaptation strategy used for the 
APCM coders was based on the one word step-size memory approach 
proposed by Jayant (1973). In this, the coder continuously adapts its step-size 
in an attempt to track the short-time variance of the input signal.
Crochiere (1977) proposed a slight modification to the above APCM 
algorithm, by allowing the sub-band signal to be encoded at an average bit 
rate of 1+1/K bits/sample, where K is an integer. This 1+1/K bit coder was 
found to be useful for encoding the uppermost bands when the overall bit rates 
must be kept low. The upper bands contained primarily the fricative and noise 
like sounds in the speech and could therefore be quantized more coarsely 
than lower bands without perceived loss in quality.
The performance of the sub-band coder with the integer band 
sampling and APCM one-word step-size memory coder was demonstrated for 
transmission bit rates of 7.2 kbits/s, 9.6 kbits/s and 16 kbits/s (Crochiere et al., 
1976 and Crochiere, 1977). At these bit rates, potential applications existed in 
areas of narrow-band communication, mobile radio, mobile telephony, and 
voice storage. Informal subjective testing showed that the 16 kbits/s 4-band 
sub-band coder was comparable to that of 22 kbits/s ADPCM. Crochiere 
(1977) reported that a significant improvement can be made to the 16 kbits/s 
by replacing the 4-band coder with a 5-band coder design. The quality of the 
16 kbits/s 5-band coder was found to be comparable to approximately 26.5 
kbits/s ADPCM. This was obtained by allowing less overlap of the sub-bands 
and trading the extra bandwidth for more bits/sample in the lower sub-bands. 
The 9.6 kbits/s 4-band sub-band coder was shown to be comparable to that of 
19 kbits/s Adaptive Delta Modulation (ADM) and the 7.2 kbits/s 4-band coder 
was comparable to approximately 18 kbits/s ADM. In this subjective test, it was
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also found that the signal to noise ratio (SNR) was not a reliable indicator of 
listener preference.
Crochiere and Sambur (1977) used the APCM with step-size 
adaptation based on the one-word memory to code the sub-bands. However, 
two bit allocation methods were employed, fixed and dynamic bit allocations. 
The dynamic bit allocation was based on the voiced or unvoiced/silence 
regions of the sub-band signals. For the voiced regions, more bits were 
allocated to the lower frequency bands, because they had stronger energy 
during this interval. For unvoiced/silence regions, the higher frequency bands 
were encoded more accurately, since stronger energy is in the higher 
frequency bands during this interval. The voiced or unvoiced regions could be 
decided by observing the value of the variable step size of the APCM coder in 
the lowest band. If it were less than the minimum allowable step size, the 
unvoiced regions were assumed.
The quality of the 4.8 kbits/s variable-band coder (Crochiere and 
Sambur, 1977) was observed to be slightly less than that of the 7.2 kbits/s 
fixed-band coder reported in (Crochiere, 1977). The movement of the two 
upper bands produced a noticeable 'swishy' noise in the background. Also, 
the quantization noise of the coders gave a slightly hoarse sound to the 
speech. Little difference was reported between the quality of the fixed and 
dynamic bit-allocation methods employed, only slight improvement was 
obtained during unvoiced regions. The quality of the speech was also affected 
by the interband frequency gaps which caused a reverberant quality in the 
output speech.
Comparing the performance of the sub-band coding system 
incorporating the QMF approach and pitch prediction (Crochiere, 1979 and
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Barabell and Crochiere, 1979) with the system by Crochiere (1977), it was 
reported that the sub-band coding with pitch prediction gave a wider, more 
natural sounding (no interband gaps) than the earlier design by Crochiere 
(1977) for* the same bit rates. However, the exact trade-offs in performance 
between the two systems were not entirely clear.
Esteban and Galand (1977) employed the block companded PCM 
(BCPCM) coding scheme to encode the sub-band signal. The principles of 
BCPCM coding could be summarized as follows :
- The samples were encoded on a block basis. For each block of N¡ 
samples, a scale factor is chosen in such a way that the larger 
sample in the block will not fall out of the coded range.
- The N¡ samples were then quantized with respect to the obtained 
scaling factor and both the coded values and the scaling factor 
were transmitted.
Thus, the advantages of BCPCM were a large dynamic range, and no 
transient clipping. The disadvantage was that the scaling factor had to be 
transmitted as side information.
The performance of the sub-band coder with the proposed QMF 
concept and BCPCM encoding (Esteban and Galand, 1977), called Sub-band 
Voice Coding Schemes (SVCS), has been compared with full-band BCPCM 
encoding. The results showed that SVCS had better SNR and was more 
acceptable subjectively. The speech quality of 16 kbits/s was reported to be 
sufficiently good for telephony applications, and the 32 kbits/s achieved a 
quality comparable to that provided by the standard 64 kbits/s A-Law PCM
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Esteban and Galand (1978) added a new feature to the SVCS 
(Esteban and Galand, 1977) by replacing the fixed bit allocation scheme with 
the adaptive bit allocation scheme to further improve its quality. The 32 kbits/s 
SVCS reported in this paper has been able to meet the specifications 
recommended by CCITT and the subjective quality of the 32 kbits/s was the 
same as the standard 64 kbits/s A-Law PCM recommended by CCITT. A 16 
kbits/s real time SVCS system with adaptive bit allocation has been 
successfully implemented by Galand and Esteban (1980) on a basic 16-bit 
microprocessor. Variations of the previous BCPCM method with variable 
overhead information was also suggested by Galand and Esteban (1982).
Barnwell (1982) used the ADPCM to encode the sub-band signals. 
The effective performance of the optimum ADPCM encoder used has been 
compared with the backward adapting APCM encoder (Jayant, 1973). It was 
found that an SNR gain of about 4 dB could be obtained using forward 
adapting ADPCM with optimum quantizer, but no significant perceptual quality 
improvement was observed.
2.4 Contribution of this Thesis
The contributions of this thesis are briefly summarized below:
Section 3.5 presents a procedure for designing an M-band perfect 
reconstruction parallel QMF banks based on the theoretical work of Nguyen 
and Vaidyanathan (1988). The design of a 3-band perfect reconstruction 
parallel QMF banks is given in Section 3.5.1. An algorithm is devised in 
Section 3.5.1.1 to show how the implementation of the 3-band perfect 
reconstruction parallel QMF banks was carried out. Design examples of the 3- 
band perfect reconstruction parallel QMF banks are presented in Section
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3.5.1.2. Design procedure and implementation of the 4-band and 5-band 
perfect reconstruction parallel QMF banks are given in Sections 3.5.2 and
3.5.3 respectively.
fn the APCM encoder used for encoding sub-band signals, the best 
values of the step size constant $ for the 3-band, 4-band and 5-band perfect
reconstruction parallel sub-band coding systems are computed and tabulated 
in Section 4.3. These results show that the quantizer step size level Aj is 
related to the input standard deviation c\ through the step size constant <{>.
An experimental system has been designed and implemented 
(Section 5.2) to test the performance of the perfect reconstruction parallel QMF 
banks. The test data is digitized speech with 14 bits resolution, and sampled at 
8 kHz. The experimental sub-band coder system is implemented in C 
language and run on the IBM PC/AT. Experimental results show that the 
reconstructed speech signal of the back-to-back analysis-synthesis filter banks 
is the delayed version of the input signal (Section 5.4.1). Both objective and 
subjective performance evaluation of the 3-band, 4-band and 5-band speech 
sub-band coder systems at transmission bit rates of 9.6, 13, 16 and 32 kbits/s 
are given in Sections 5.4.2, 5.4.3 and 5.4.4 respectively. The performance 
comparisons of the three systems are given in Section 5.4.5.
2 8
3
Perfect Reconstruction 
Quadrature Mirror Filter
Banks
3.1 Introduction
The perfect reconstruction QMF banks have continued to receive much 
attention since their introduction by Smith and Barnwell (1984). In their 
approach, Smith and Barnwell (1984) used a different set of filter constraints to 
achieve the exact reconstruction of the input signal. These encouraging results 
were pursued further by Vaidyanathan (1987a) to obtain a perfect 
reconstruction M-band parallel QMF.
This chapter begins with a discussion on the background theory of the 
two-band QMF banks. Topics considered include the filter frequency response 
suitable for QMF design, filter design procedure and the constraints required to
29
obtain the perfect reconstruction property. The design of a perfect 
reconstruction two-band system is extended to the M-band parallel QMF in 
Section 3.3. The requirements for perfect reconstruction M-band and the 
design for analysis filters with symmetrical frequency response are discussed 
in Section 3.4. Finally, the algorithms for 3-band, 4-band and 5-band QMF 
banks, together with design examples are presented in Section 3.5.
3.2 Two-band Quadrature Mirror Filter (QMF) Banks
The two-band quadrature mirror filter (QMF) banks shown in Figure
3.1 has been the basis of most of the filter banks used in frequency-domain 
speech coders since its development by Croisier, Esteban and Galand (1976) 
and later by Esteban and Galand (1977). The analysis section of the QMF 
banks splits the input signal x(n) into two equal width sub-band signals and 
maximally decimates each of the sub-band signals by a factor of two to obtain 
x0(m) and x-i(m). At the synthesis section, the decimated sub-bands are 
interpolated and recombined through the synthesis filter pair to produce the 
output x(n).
Figure 3.1 Two-band analysis/synthesis QMF banks.
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The QMF banks has the desirable property that when the analysis and 
synthesis filter banks are connected together, the input signal can be 
reconstructed at the output with an arbitrarily small error. This is because :
1. The filter frequency responses are designed to overlap and add in 
such a way that the overall frequency response approximates a 
delay at all frequencies.
2. The analysis and synthesis filters are designed so as to completely 
cancel the aliasing components caused by the decimation process.
3.2.1 F ilter Frequency Response Consideration
The decimation of the sub-band signals given in Figure 3.1 results in 
the sampling rate reduction for the sub-bands. The sub-bands are decimated 
with 2:1 factor, since the width of the sub-bands are half of the full-band signal.
Figure 3.2 Magnitude response consideration for two-band QMF banks
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This reduction of the sub-band sampling rates is necessary in order to 
maintain a minimal overall bit rate in encoding these signals. However, 
depending on the frequency response of the analysis filters, this reduction of 
sampling rate would also introduce unwanted aliasing components in each of 
the sub-band signals. Let Ho(ei<°) and Hi(ei05) be the frequency responses of 
the analysis filters, with transfer functions Ho(z) and H-i(z) respectively. Some 
of the possible analysis filter responses are shown in Figure 3.2.
The best solution for this aliasing distortion problem is to make the 
responses very sharp, approximately as the ideal response as given in Figure 
3.2c. However it is well known that sharp cut off filters require very high order, 
are highly sensitive to quantization, and cause an undesirable delay in the 
output. The compromise from this ideal response is to choose the response of 
the analysis filter as given in Figure 3.2a. Since there is no overlapping in the 
analysis filter, the 2:1 decimation of the sub-bands would not produce any 
aliasing distortion. However, some frequency range of the input will be left out 
by using this analysis filter (spectral hole is undesirable, because it can cause 
a degradation in the output quality). In order that no frequency range shall be 
left out by the analysis bank, the analysis filter responses should be 
overlapping as shown in Figure 3.2b. Since the responses overlap and 
because the filters have bandwidth exceeding tc/2, there is aliasing due to the
decimation operation.
3.2.2 Filter Design Procedure
The approach adopted by Croisier, et. al. (1976) and Esteban and 
Galand (1977) in the QMF bank in order to overcome this problem is to allow 
aliasing at the output of the decimators, by designing the analysis filter as 
shown in Figure 3.2b, and then choosing the synthesis filters Fq(z) and F-|(z)
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such that the imaging produced by the interpolators cancels the aliasing 
components. Redrawing Figure 3.2b as Figure 3.3, Hotel®) and H^ei®) is the 
response of lowpass and highpass filter respectively.
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Figure 3.3 Responses of analysis filters that provides alias-image cancellation (Johnston,
1980)
Consider the two-band QMF given in Figure 3.1. Let Ho(z) and H-j(z) 
be the z-transform of the lowpass and highpass analysis filters respectively, 
then the z-transform X0(z) of sub-band signal x0(n) is derived as (Crochiere 
and Rabiner, 1983)
X0(z) = i  [ X(z 1/2)H0(z1/2) + X(-z1/2)H0(-z1/2)] (3.1 a)
and, similarly, the z-transform X-i(z) of sub-band signal x^n) is
X-i(z) = i  [ X(z1/2)H-|(Z1/2) + X(-z1/2)H l(-z1/2)] (3.1b)
where X(z) is the z-transform of the input signal x(n).
In the synthesis section, the sub-band signals xo(n) and x-i(n) are 
recombined through the synthesis filters F0(z) and Fi(z) with impulse
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responses fo(n) and f-i(n) respectively, to form the reconstructed signal x(n). 
Letting X(z), X0(z) and Xi(z) be the z-transforms of x(n), x0(n) and x^n) 
respectively, the synthesis relationship of the form:
A A __ A
X(z) = X0(z2)F0(z) + X1 (z2)Fi (z) (3.2)
is derived.
Assuming that there is no quantization and transmission errors, such
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that Xo(z) = X0(z) and Xi(z) = X-i(z), the input to output frequency domain 
relationship of the filter banks (Equation (3.3)) is obtained by substituting 
Equation (3.1) into Equation (3.2)
X(z) = i  [X(z)H0(z) + X(-z)H0(-z)] F0(z)
+ l[X (z)H 1(z) + X(-z)H1(-z)]F1(z) (3.3)
By combining similar terms in Equation (3.3), this becomes
X(z) = i[H o (z )F 0(z) + H1(z)F1(z)] X(z)
+ i  [H0(-z)F0(z) + Hi(-z)F-|(z)] X(-z) (3.4)
The first term of this equation is the desired input to output relation of the filter 
banks, while the second term with X(-z) represents the unwanted aliasing 
components.
To eliminate these aliasing components, the second term is required 
to be made equal to zero, that is
H0(-z)F0(z) + H1(-z)F1(z) = 0 (3.5)
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To satisfy the requirement of Equation (3.5), Esteban and Galand (1977) 
suggested that Ho(z) be the lowpass half-band filter and H-i(z) be the 
corresponding highpass half-band mirror filter. The relationship is given of the 
form
H0(z) = H(z) (3.6a)
and
H-i(z) = H(-z) (3.6b)
where H(z) is the common lowpass filter design. Evaluating Equation (3.6) on 
the unit circle z = ei03,
H0(ei®) = H(ei“ ) (3.7a)
and .
Hifei®) = H feK^)) (3.7b)
is obtained. The condition above implies that the frequency response of filters 
Hoiei®) and H-iiei“ ) have mirror image symmetry at the frequency co = %!2 as 
illustrated in Figure 3.3. The shaded region in Figure 3.3 show the regions 
where aliasing and imaging between the two-bands occur.
The requirements on the synthesis filters Fo(z) and F-i(z) can now be 
stated by applying Equations (3.6a) and (3.6b) to Equation (3.5), which give 
us
H(-z)F0(z) + H(z)F1(z) = 0 (3.8)
Since Fo(z) is required to recover the lowpass frequency component, it can 
safely be assigned
Fo(z) = 2H(z) (3.9a)
where the factor 2 applies to the gain factor associated with the interpolation 
filter (Crochiere and Rabiner, 1983). F-|(z) can now be obtained by applying 
Equation (3.9a) to Equation (3.8), such that
F-i(z) = -2H(-z) (3.9b)
which is a highpass filter as expected. Equations (3.6) and (3.9) can be shown 
to satisfy the aliasing cancellation requirement in Equation (3.5).
The corresponding impulse responses of the analysis and synthesis 
filters are given in term of the lowpass prototype filter h(n), that is
h0(n) = h(n) (3.10a)
h-|(n) = (-1)n h(n) (3.10b)
and
fo(n) = h(n) (3.11a)
f^ n ^ -H jn h O 'i)  (3.11b)
Under the conditions in Equations (3.6) and (3.8), the input to output relation 
of the filter bank in Equation (3.3) then becomes
X(z) = [H2(z) - H2(-z)] X(z) (3.12)
where the second term, due to aliasing, is now cancelled. This condition 
(Equation (3.12)) implies that the aliasing due to decimation in the analysis 
structure is exactly cancelled by the imaging due to the interpolation in the
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synthesis structure. The overall transfer function of the QMF bank can now be 
written as
C(z) = !(z )  = IH2(Z) '  H2('Z>1 (3-13)
From Equation (3.13) it can be seen that the back-to-back filter bank becomes 
a unity gain system if the condition that the prototype lowpass filter H(z) satisfy 
the relation
|C(z)| = |H2(z) - H2(-z)| = 1 (3.14)
is imposed. The condition in Equation (3.14) cannot be satisfied exactly; 
however it can be closely approximated for modest size filters, as will be seen 
in the next section.
3.2.3 Design of Finite Impulse Response (FIR) QMF Banks
In this section, the QMF bank described in the previous section will be 
realized by using a linear phase symmetric FIR filter (Esteban and Galand, 
1977 and Johnston, 1980). This class of FIR filters has the particular 
advantage of linear phase response (i.e., flat group delay), which allows the 
two-band design to be conveniently cascaded in tree structure, without the 
necessity for phase compensation. Some issues involved in the design will be 
discussed in this section.
Assume that h(n) is a symmetric FIR filter with N taps in the range 
0 < n < N-1, the symmetry property implies that,
h(n) = h(N-1-n) (3.15)
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and with the corresponding z-transform of the form (Rabiner and Gold, 1975), 
H(z) = |H(z)| z-(N-i)/2 (316)
Evaluating Equation (3.16) on the unit circle z = ei®, resulting in the frequency 
transform of h(n), gives
H(ei®) = |H(ei®)| e-i®(N-iV2 (3>17j
where IHiei")! is the magnitude response of H(eJ'®) and e-i®(N-1)/2 is the linear 
phase term due to the flat delay of (N-1)/2 samples in the response.
The overall frequency response of the filter bank can now be obtained 
by applying Equation (3.17) to Equation (3.13), that is,
C(ei®) = [|H(ej“ )|2e-i“ (N- i) - |H (e i(^ )(N-1))|2e-K^)(N-1)]
= [|H(eiC0)|2 - (-1)(N-1) |H(ej( ^ ) ) |2] e-i®(N-1) X(ei<°) (3.18)
This shows that the overall response of the filter bank has a linear phase 
delay due to the term e_i®(N*1) (i.e., it has a flat delay of N-1 samples). The term 
in brackets defines the magnitude response of the filter bank, and its 
magnitude depends on the choice of whether N-1 is even or odd. If N-1 is 
even, Equation (3.18) has the form
C(ei®) = [|H(ei®)|2 - |H(ei(®^))|2] e-i®(N-1) (3.19)
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By referring to Figure 3.3, it is seen that at the frequency co = kJ2, the 
magnitude response of C(ek°) is zero. This implies severe amplitude distortion. 
If N-1 is odd, Equation (3.18) has the form
C(ek°) = [|H(ei<°)|2 + |H(ei(®«t))|2] e-k°(N-1) (3.20)
which means that the frequency response of the filter banks has a constant 
delay of N-1 samples, and indicates that phase distortion does not appear in 
the system. Hence by designing the QMF filter banks with linear phase FIR 
filters, both the aliasing distortion and phase distortion can be eliminated. To 
have the amplitude distortion cancelled, the magnitude response of C(ek°) 
should have a flat response. Equation (3.20) then gives
|C(ek»)| = |H(ei®)|2+ |H(ei(®**))|2 = g for all co (3.21)
or writing it in terms of H0(ej“ ) and Hi(ei°>), gives
|C(ei®)| = |H0(ek°)|2 + |H«| (ek»)|2 = g for all co (3.22)
where g is a constant. In practice, this magnitude response can only be 
approximated as in Johnston (1980). Smith and Barnwell (1984) and (Mintzer, 
1985) showed that the two linear phase FIR transfer functions H0(z) and Hi(z) 
could not satisfy Equation (3.22) unless they are trivial combination of delays. 
In other words, for the choice of filters as in Equations (3.10) and (3.11), there 
does not exist a non-trivial linear phase transfer function Ho(z) and Hi(z) such 
that phase distortion and amplitude distortion are simultaneously cancelled.
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3.2.4 Distortion Free Two-band QMF Banks
In a later development by Smith and Barnwell (1984) and Galand and 
Nussbaumer (1985) the three distortions can be cancelled altogether to 
achieve a perfect reconstruction system. One set of transfer function 
(Vaidyanathan, 1987a) that achieved this perfect reconstruction is
H-i(z) = Z‘(N‘1)H0(-Z'1) (3.23)
F0(z) = Z'(N'1)H0(z'1) (3.24a)
F1(z ) = z-(N-1)H1(z-1) (3.24b)
where Ho(z) does not need to be a linear phase filter as before and N is even.
By substituting these values into Equation (3.5), it is found that the 
unwanted aliasing distortion is eliminated. The input to output relationship of 
the filter banks (Equation (3.4)) becomes
X(z) = i  z-(N-D [H0(z)H0(z-i) + H0(-z)H0(-z-i)] X(z) (3.25)
Thus, the transfer function of the filter banks is given as
C(2) = W ) = i  Z"(N‘1) [Ho(z)Ho(z-1) + H0(-z )Ho(-z -1)] (3.26)
Since the aliasing distortion is automatically cancelled by the choice of filter in 
Equations (3.23)-(3.24), a perfect reconstruction system is achieved if C(z) in 
Equation (3.26) is a delay function of the form
C(z) = g z-(N-1) g = constant (3.27)
4 0
with the set of filters (Equations (3.23)-(3.24)) are required to satisfy the 
constraint
Equation (3.27) implies that the reconstructed signal x(n) is a delayed version 
of the input signal x(n), i.e., x(n) = x(n-N+1).
One approach by Vaidyanathan (1987a) to design filters that satisfy 
Equation (3.28) is by exploiting a property of linear phase FIR half-band filters. 
The design procedure is based on the design of linear phase FIR half-band 
filter P(z) of order 2(N-1), assuming that the required order of H0(z) is N-1. The 
linear phase half-band filter P(z) is given of the form (Rabiner and Gold, 1975)
P(z) = |P(z)| z-(N'1) (3.29)
where |P(z)| is the magnitude response of P(z). From Equation (3.29), a new 
half-band filter
can be constructed, where P+(z) has a positive amplitude response. Let H0(z) 
be the spectral factor of P+(z) such that
H0(z )H0(z ‘1) + H0(-z)H0(-z"1) = 1 (3.28)
P+(z) = P(z) + 5z-(N-1) (3.30)
P+(z) = z-(N-DHo(z)Ho(z-1) (3.31)
and the corresponding symmetrical half-band filter is given by
P+(-z) = (-1)(N-1> z-(N-i )H 0(-z)H0(-z-1) (3.32)
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Summation of Equations (3.31) and (3.32) resulted in relation of the form
i  [P+(z) + (-1)<N-1> P+(-z)] = i  z-(N-D [H0(z)H0(z-i) + H0(-z)H0(-z-i)] (3.33)
The right hand term of Equation (3.33) is identical to the overall frequency 
response of the filter banks given in Equation (3.26). Evaluating the left hand 
term of Equation (3.33), gives
i  [P+(z) + (-1)<N-1)P+(-z)] = i  [P(Z) + (-1)(N-1)P(-z) + 25z-(N-1)]
= i(1  +28)Z-(N-1) (3.34)
since by definition of the half-band filter (Crochiere and Rabiner, 1983),
P(z) + (-1 )(N-i)p(-Z) = z-(N'1) (3.35)
In this case, N-1 can be assumed to be odd without loss of generality of a half­
band filter (Vaidyanathan, 1987a). Equating both Equations (3.33) and (3.34), 
results in C(z) of the form
C(z) = i  (1 + 25) z-(N-i) (3.36)
which is identical to the perfect reconstruction condition in Equation (3.27) 
with g = i  (1+25).
In summary, a perfect reconstruction system is possible if the analysis 
and synthesis filters as in Equations (3.23) - (3.24) are chosen and if H0(z) is 
the spectral factor of a positive valued amplitude response linear phase FIR 
half-band filter P+(z), which satisfies the constraint on Equation (3.31).
42
3.3 M-band Parallel QMF Banks
The M-band parallel QMF banks is shown in Figure 3.4 where the 
input signal x(n) is divided into M adjacent frequency components by the 
analysis filters Hj(z), 0 < i <M-1. These sub-band signals are then maximally 
decimated to reduce the sampling rates by a factor of M and followed by the 
processes of encoding, transmitting and decoding of these decimated signals. 
At the reconstruction stage, the sampling rates of these sub-band signals are 
first increased to the initial/input sampling rate by interpolating them by a 
factor of M. The synthesis filters Fj(z) then select appropriate frequency 
component corresponding to each sub-band and the reconstructed signal x(n) 
is obtained by summing all these sub-band signals.
ANALYSIS SYNTHESIS
Figure 3.4 M-band parallel QMF banks
The input to output frequency domain relationship of the M-band QMF 
bank may be written in general form (Smith and Barnwell, 1985)
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„ -j M-1 M-1
= m E  X(zW-P) £  Hj(zW-P)Fi (2 )
p=0 i=0
(3.37)
where W = e-i¡27U/M. The desired input to output relation of this M-band QMF 
banks is achieved when p = 0. This is so, since the rest of the terms represent 
the unwanted aliasing components. Equation (3.37) can also be expressed in 
matrix form
T
-  X(z) - j “  H„(z) Hi(z)
X(zW'1) Ho(zW') H^zW1)
X(zW-(M*1)) H0(zW-(M-1)) Ĥ zW-iM-D)
Hm-i(z)
Hm-i(zW"1)
r  po(z) n
Fi(z)
(3.38)
Hm.1(zW-(m-D)
L  FM.-,(z) J
where the superscript T denotes matrix transposition. The elimination of the 
aliasing distortion from the output signal X(z) is possible, if and only if the 
following relation holds (Vaidyanathan, 1987a):
-  Ho(z) H ^ z ) ... HM-i (z) “ -  F0(z) - -  C (z)"
H0(zW -1) H ^zW -1) ... HM-i (zW-1) F i(z )
=
0
-  H0(zW-(M-i)) H^zW-fM-1)) ... HM. 1(zW-<M-D)- -  F M-i (z) _ -  0 -
or
r  c(z) i
H( z)F(z) =
0
0 _
(3.40)
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where H(z) is referred to as the alias component matrix in Smith and Barnwell 
(1985) and F(z) is the synthesis filter bank matrix. Thus, the alias free system 
is basically obtained by making all the terms that contributed to aliasing 
distortion to be zero. By applying Equation (3.39) into Equation (3.40), the 
input to output of the alias free system is defined of the form
X(z) = C(z)X(z) (3 .4 1 )
where C(z) is the overall transfer function of the filter bank system. If C(z) is an 
allpass function, the amplitude distortion disappeared. If C(z) is linear phase 
function, the system is free from linear phase distortion. Therefore, a perfect 
reconstruction system is achieved when C(z) is of the form (Equation (3.27)), 
which is a pure delay function with a constant scale factor g.
In the previous section, it has been shown that it is possible to have a 
perfectly reconstructed output signal x(n) by deriving the analysis filters as a 
spectral factor of a positive amplitude response FIR half-band filter (Section 
3.2.4). A logical extension of this two-band case is to design the M-band 
analysis filters based on the factorization of FIR Mth band filters. However, it 
was shown by Vaidyanathan (1987a) that the approach did not work for all M 
(except for restricted M, such as the Smith and Barnwell (1984) case, where 
M = 2). As an alternative, Vaidyanathan (1987a,b) proposed the design of the 
analysis filters based on a lossless digital filter structure. This lossless 
structure is formed by cascading several lossless building blocks. The 
advantages of this approach is that the stopband characteristics of the filters 
can be easily controlled and, most importantly, the perfect reconstruction 
property exhibited by the analysis and synthesis filters can be preserved.
45
3.3.1 Identities on Sampling Rate Conversion System
The following identities, Figures 3.5 and 3.6, involving a system with 
sampling rate conversions (Crochiere and Rabiner, 1983) will be used in the 
M-band parallel QMF design.
(a)
(b)
Figure 3.5 Identity systems with L-fold decim ator
(a)
(b)
Figure 3.6 Identity systems with L-fold interpolator
The system on the left side in Figure 3.5a illustrates the decimation of 
a signal by a factor L and applies a unit sample delay to the decimated signal. 
This system can be replaced by an identical system in which the input signal 
is delayed by L-sample and followed by L-1 decimator. The identity system in 
Figure 3.5b follows directly from the identities in Figure 3.5a. The shifting of
4 6
the transfer function G(z) to the left of the decimator would result in an identical 
system as long as each z in G(z) is replaced with zL. The identity systems in 
Figure 3.6 are similar to those of Figure 3.5, with the L-fold interpolator 
replaces the L-fold decimator.
3.3.2 Lossless Digital System
x Q(n)
x 1 (n)
X P .-| (°)
: U(z)
* .  y0<n>
►  y 1 (n)
►
►  yQ-i<n>
Figure 3.7 A digital system with multi input - multi output transfer function
Figure 3.7 shows a system having P input lines and Q output lines with 
the matrix transfer function U(z). The system is said to be lossless 
(Vaidyanathan and Mitra, 1984) if the transfer function U(z) is stable and 
satisfy the condition
U*(z)U(z) = U(z)U*(z) = 1 z = ei® (3.42)
where the superscript * denotes complex conjugate transpose, i.e. U*(z) = 
UT(z-1), and I is an identity matrix. The condition in Equation (3.42) implies that 
U(z) is unitary on the unit circle of the z-plane. Now, if Equation (3.42) holds 
everywhere on the unit circle, then it must be true for all z, by analytic 
continuation. This class of matrix U(z) is called unitary matrix. The unitary 
matrix whose elements are real is known as the orthogonal matrix.
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3.3.3 Two-band Filters with Perfect Reconstruction Structure
This section presents the design procedure and the necessary 
conditions to obtain a perfect reconstruction system based on the concept of 
losslessness in digital filter structures as proposed by Vaidyanathan (1987a,b) 
and Nguyen and Vaidyanathan (1988).
Consider the two-band QMF banks in Figure 3.1, the alias component 
matrix is defined of the form Equation (3.38)
H( z) =
" H0(z) H-i(z) - 
.Hoizei71) H^zei71) .
'  H0(z) H-j(z) “ 
. H0(-Z) H-i (-Z) _
(3.43)
Applying condition in Equation (3.23) into Equation (3.43), it can be 
verified that columns of H(z) have the orthogonality property, that is,
Ho(z -1)H1(z ) + H0(-z-1)H1(-z ) = 0
and
H-|(z-1)Ho(z) + Hi(-z*1)H0(-z) = 0 where N is even. (3.44)
By employing Equations (3.23) and (3.28), it can be further verified that each 
column of H(z) also satisfies:
Hi(z-i)Hi(z) + H,(-z-i)Hi(-z) = 1 ¡ = 0.1 (3.45)
Properties in Equations (3.44) and (3.45) show that the alias component 
matrix H(z) is lossless, i.e., satisfies the condition
H \z)H (z) = I (3.46)
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From Equations (3.44)-(3.46), it can be seen that the two-band QMF filter 
banks will have a lossless alias component matrix H (z) as long as the filters 
Ho(z) and H-i(z) satisfy the filter perfect reconstruction conditions in Equations 
(3.23) and (3.24).
Figure 3.8 Polyphase implementation of two-band QMF bank
Consider now the implementation of Ho(z), Fh(z) in polyphase form as 
illustrated in Figure 3.8. Let H0(z) and Hi (z) be defined in terms of the 
polyphase components of the forms
H0(z) = E0o(z2) + Z'1E0i(z2) (3.47a)
and
H1(z) = E10(z2) + z-iE11(z2) (3.47b)
where E0o(z), E0i(z), E10(z) and En(z) are components of a matrix E(z), which 
defined as
E(z) =
E00(z) E0i(z)
_ Eio(z) En(z) 
E(z) = [ Eip(z) ] 0 < i,p < 1 (3.48)
Rewriting the analysis filter in terms of E(z), gives
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'  Ho(z) -
= E(z2)
1
z-1
(3.49)
while the synthesis filters Fo(z), F-i(z) are obtained similarly from Figure 3.8, 
that is
'  F0(z) -
= Z-2rE(Z'2)
-z-1-
-F i(z)_ . 1 _
n  i
= z-(2r-DE(z-2) (3.50)
where r is a positive integer and is chosen such that causality of Fo(z) and 
F-|(z) is guaranteed. The synthesis filter can now be related to the analysis 
filters by substituting Equation (3.49) into Equation (3.50), giving
■ F0(z) - ’ H0(z'1) '
= Z-(2r+1)
-F i(z ). -Hi(z-1)_
(3.51)
The relationship in Equation (3.51) is in agreement with the condition given by 
Smith and Barnwell (1984) as stated in Equation (3.24), with 2r+1 = N-1.
The alias components matrix H{z) can be expressed in term of E(z), to
give
H( z) =
'Ho(z) H-j(z) " ■ 1 z-1 ■
_H0(-z) H-|(-z). _1 - Z - 1 _
ET(Z2) (3.52)
Rewriting the lossless condition of H(z) in terms of E(z), Equation (3.46)
becomes
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H \ z ) H ( z )  = E(z-2)
“ 1
z
1 IP
-z 1
z-1
-z-1
ET(z2)
= 2 E(z-2)ET(Z2) (3.53)
which implies that H (z) is lossless if and only if V2"E(z) is lossless.
By utilising system identities described in Section 3.3.1, the polyphase 
structure of Figure 3.8 can be redrawn as in Figure 3.9. Based on the 
losslessness of H(z) in Equation (3.46) and the relation of Equation (3.53), it is 
easy to conclude that E(z) is lossless in the two-band perfect reconstruction 
QMF (Smith and Barnwell, 1984). Figure 3.10a, which is an equivalent 
structure of Figure 3.9 when E(z) is lossless, can now be drawn.
Figure 3.9 An equivalent structure for Figure 3.8
Figure 3.10 (a) An equivalent structure for Figure 3.9 with lossless E(z)
(b) Equivalent two-band system with perfect reconstruction property
51
This is the simplest structure of a two-band QMF filter banks which 
satisfy a perfect reconstruction system. The system in Figure 3.10a can be 
proved to have a perfect reconstruction property by shifting the z'r to the output 
end (using system identity Figure 3.6b) as shown in Figure 3.10b. By 
inspection of Figure 3.10b, the output of the interpolator can be given by
D(z) = z '1X(z) (3.54)
which shows that the structure is free from aliasing distortion caused by the 
decimation. It follows from Figure 3.10b that the final reconstructed signal x(n) 
is given by
X(z) = z-0+2r)X(z) (3.55)
or
X(z) = z'(N' 1)X(z) (3.56)
for the case N = 2(r+2). This implies that the reconstruction signal is a delayed 
version of the input signal i.e., x(n) = x(n-(N-1 )).
3.3.4 M-band Parallel Filter with Perfect Reconstruction 
Structure
Based on the perfect reconstruction results shown in the two-band 
system, it is attempted to extend the results further to the M-band case. 
Consider Figure 3.11 which is the extension of Figure 3.8, for the perfect 
reconstruction M-band case. The polyphase implementation of the M-band 
analysis filters are given of the form
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x(n)
Figure 3.11 Polyphase implementation of M-band parallel QMF banks
-  H0(z) - "  1 -
Hi(z) z-1
H(z) =
H2(z)
= E(zM)
Z-2
- H M-’i (z) -
(3-57)
and, similarly, the polyphase implementation of the synthesis filters are of the 
form
“  Fo(z) “ pZ-(M-1) -
Fi(z) Z -(M -2 )
F(z) = = Z'rME(z'M)
z -'i
-  F m - i  ( z )  - -  1 J
(3.58)
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where r is a positive integer large enough to make the synthesis filters 
realizable (causal). Equations (3.57) and (3.58) are of similar form to the two- 
band polyphase filter representation in Equations (3.49) and (3.50).
Based on the system identities for a multirate system, the M-band 
structure in Figure 3.11 can be redrawn as Figure 3.12. The structure of
Figure 3.12 An equivalent structure of Figure 3.11
Figure 3.13 Simplified structure of the perfect reconstruction M-band
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Figure 3.12 can be further simplified into Figure 3.13 by assuming that E(z) is 
lossless, and hence satisfy E‘ (z)E(z) = I. As already described in the two- 
band case, the structure of Figure 3.13 is a perfect reconstruction structure 
which exhibited no distortions. The reconstructed output signal x(n) is simply a 
delayed version of x(n), i.e.,
x(n) = x(n-((M-1)+rM)) 
or
X(z) = z'((M_1)+rM))X(z) (3.59)
Let the polyphase matrix E(z) be of the form
E(z) = [ Eip(z) ] 0 < i,p < M-1 (3.60)
The analysis and synthesis filters of Equations (3.57) and (3.58) can be written 
in terms of its polyphase components as
M-1
Hi(z) = X  z-pEip(zM) 
p=o
and
(3.61)
M-1
Fj(z) = Z'rM X  Z'(M' 1'P)EjP(zM) (3.62)
P=0
respectively. If the matrix E(z) is lossless, the set of analysis and synthesis 
filters of the forms Equations (3.61) and (3.62) lead to perfect reconstruction. It 
is obvious that the orders of the analysis and synthesis filters are the same. 
Notice also that if Hj(z) are infinite impulse response (HR) filters, there does not 
exist finite r such that z_rE*(z) is causal and stable. Therefore the above results 
are meant to be used only for FIR QMF banks.
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3.3.5 Relationship of Matrices in the Lossless Structure
Some properties of the perfect reconstruction QMF banks based on 
the lossless structure are summarized below. They make clear the 
relationship of the matrices H(z), E(z) and F(z) and are helpful in the design of 
perfect reconstruction parallel QMF banks. The derivation and proofs of these 
properties can be found in Vaidyanathan (1987a).
The first property relates the alias component matrix H(z) of the form 
Equation (3.39) and the polyphase matrix E(z) of the form Equation (3.60), 
given by
H\z)H(z) = ME(z'M)ET(zM) (3.63)
which implies establishing the following:
Property 3.1 : H(z) is lossless if and only if VM E(z) is lossless.
The second property relates Hj(z) and Fj(z) of a perfect reconstruction 
QMF bank. The perfect reconstruction QMF banks has to satisfy
f  1 0
W(N'1)
H(z)F(z) = gz'(N_1) W2(N-1) (3.64)
L 0 W(M-1)(N-1) J
where F(z) is defined by
r  Fq(z) F0(zW-i) ... F0(zW_M+i) "I
F( z) =
Fi(z) F-i (zW_1 ) F-i (zW'M+1)
(3.65)
L F m-ì Iz) FM-i (zW-1) ... FM-i (zW-m+1) J
Property 3.2 : The maximally decimated M-band QMF structure of Figure
3.4 gives rise to perfect reconstruction if and only if 
Equation (3.64) holds, where H(z) is the alias components 
matrix and F(z) is defined as in Equation (3.65).
This property gives rise to an important corollary. Let H(z) be lossless. 
According to (3.42), H(z) have the relation
H {z ) H \ z ) = I 
or
H(z)//T(z-1) = I (3.66)
If, in addition, Fj(z) are such that there is perfect reconstruction, Equation 
(3.64) holds; hence,
r  1
F(z) = gz-(N-W(z-1)
W(N‘1)
W2(N-1)
0
(3.67)
LO W(M-1)(N-1) J
which shows that Fj(z) must be of the form
Fi(z) = gz(N-i)Hi(z-i) (3.68)
In fact, the following can be stated:
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Property 3.3 : Let the alias component matrix H(z) be lossless. The 
structure of Figure 3.4 then gives rise to perfect 
reconstruction if and only if Fj(z) are related to Hj(z) as in 
Equation (3.68) where g is an arbitrary constant and (N-1 ) is 
a delay required to make Fj(z) causal.
The importance of this property is that, if it is known how to choose Hj(z) such 
that H(z) is lossless, there exists a unique way to choose Fj(z) so that the 
reconstruction is perfect. Notice also that if H(z) is lossless but Hj(z) are not 
FIR, Fj(z) in (3.68) are unstable (assuming Hj(z) are stable), and hence there 
does not exist a stable perfect reconstruction system.
Next, assume that Figure 3.4 performs perfect reconstruction so that 
Equation (3.64) holds. If, in addition, Equation (3 .6 8 ) holds, by direct 
substitution into Equation (3.65) it can be verified that
tf(z)/YT(z-i) = I (3.69)
In other words:
Property 3.4 : Let the structure of Figure 3.4 be such that it performs 
perfect reconstruction. Furthermore, let Fj(z) be related to 
H¡(z) as in Equation (3.68); then H (z) is necessarily 
lossless.
3.3.6 Design of Lossless FIR Lattice Structure
The QMF structure of Figure 3.11 has been shown to exhibit perfect 
reconstruction property as long as E(z) is a lossless transfer matrix and the
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analysis filters Hj(z) are defined as in Equation (3.57). The corresponding 
perfect reconstruction synthesis filters F,(z) are obtained from Equation (3.68). 
A simple way (Vaidyanathan, Doganata and Nguyen, 1987) to obtain a 
lossless M x M matrix E(z) is to construct it as a cascade of lossless building 
block Kk, 0 < k < S-1, separated by delays Ad, 0 < d < S-2, as shown in Figure 
3.14. S is the number of Kk required to form E(z).
Figure 3.14 Cascade of lossless building blocks to construct E(z)
Kk is basically an M x M orthogonal matrix which satisfies
Kk*Kk = I (3.70)
Kk can be generated as a sequence of [ 2 ]  planar rotations (Murnaghan,
1962). One possible form of Kk is given by Gondokusumo and Ng (1988) for 
M = 3, i.e.,
cos0ik sinGik 0 " - 1  0 0 -
Kk = sin0ik -cos0-ik 0 0 COS02k sin02k
__ 0 0 1 - _ 0 sin02k -C O S02k-
(3.71)
Figure 3.15 illustrates the lattice structure to implement Kk given in Equation 
(3.71). Ad, which separates successive Kk, is diagonal matrix with delay
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elements. The diagonal matrix ensures that Ad(z) is lossless, i.e., Ad*(z) Ad(z) = 
I. A typical example of Ad(z) for M = 3 is of the form
r i  o o i
Ad(z) = 0  1 0
L 0 0 z-1 J
(3.72)
The construction of E(z) from the cascading of lossless K r and Ad(z) will
ensure the losslessness of E(z). Note that this is not a general form of Kk, 
since for M = 3, £ \  ]  = 3 planar rotation angles is needed. A more general
structure to construct Kr was suggested by Vaidyanathan, Doganata and 
Nguyen (1987). However the general form does not lead to easier design 
procedure.
COS01R
Figure 3.15 Lattice Structure to implement K k
The analysis filters Hj(z), derived by using Equation (3.57), are 
automatically guaranteed to satisfy the power complementary condition
M-1
X  |H,(ei»)|2 = 1 <3-73)
i=o
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The losslessness of E(z), which is induced by the orthogonality of Equation 
(3.70), ensures that the alias components matrix H{z) is lossless (see Property 
3.1).
To ensure that the analysis filters will have good attenuation 
characteristics, an objective function, O, can be set up to represent the
stopband energies of the various transfer function, i.e.,
f ( 7t / M ) - £  nIH o ie i^ l2 dco + J IHi (ei® )|2 dec + J |H1(ei(0) |2 dco + ..... +
(7l/M )+£ 0  (2 k/M)+£
((M-1)7t/M)-e
J |HM-i(e i" ) | 2 dco (3.74)
o
The quantity e depends on the desired stopband edges. The minimization of O 
so as to optimize the planar rotation angles in K|< automatically ensures good 
passband responses, since the constraint in Equation (3.73) is enforced by 
the lossless structure of Figure 3.14. An optimization program to obtain the 
planar rotation angles in K|< using Equation (3.74) was discussed in 
Gondokusumo and Ng (1S88) for the case M = 3.
3.4 Pairwise Mirror-image Analysis (and Synthesis) 
Frequency Responses
In the previous section, the design of analysis filters from the lossless 
unitary matrix E(z) has been described. The analysis filters which resulted 
from this lossless lattice structures are not related to each other in an explicit 
way. Unlike the two-band QMF case, where frequency responses of the 
analysis filters are symmetrical with respect to k/2 (which is the "quadrature" of
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the sampling frequency 2k), the frequency responses of the M-band parallel 
QMF banks are not generally symmetrical with respect to k/2 (Gondokusumo 
and Ng, 1988 and Vaidyanathan, 1987a).
In this section, a design procedure for analysis filters H,(z) having 
pairwise symmetry of frequency responses about k /2 ,  while still maintaining a
perfect reconstruction structure (Nguyen and Vaidyanathan, 1988) is 
discussed. For odd number of bands, the analysis filters relationship is 
constrained to have the form:
HM-i-i(z) = Hj(-z) M = odd (3.75)
and for even number of bands, it is of the form:
Hm-ih(z) = z_rHi(-Z‘1) M = even (3.76)
for 0 < i < M-1. In the case of even M (Equation (3.76)), the term z*r is required 
to guarantee the causality of H m - i - i ( z ) .  The symmetrical constraint imposed on 
the analysis filters resulted in a much reduced number of parameters that 
need to be optimized. This in turn makes the convergence of the optimization 
program faster.
3.4.1 Odd Bands Perfect Reconstruction Structure
To satisfy the pairwise symmetrical condition of Equation (3.75), let the 
analysis filters Hj(z) of the QMF banks in Figure 3.4 be written in the form 
(Nguyen and Vaidyanathan, 1988):
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'  H|(z) - 1 _ 1 1 ' ’  «¡(z2) "
. Hm-h (z) . ~<2 . 1 -1 _ . z-c'aM-i-iiz2) .
(3.77)
For example, for the case of M = 3, the following set of equations would apply:
Ho(z) = [<*o(z2) + z-doc2(z2)]/V2"
H-i(z) = a-|(z2)
H2(z) = [a0(z2) - z_dcx2 (z2)]/V2  ̂ (3.78)
In order to satisfy the pairwise image symmetry condition, Equation (3.75) has 
to be satisfied, i.e., H2(z) = Ho(-z). This requires that d in Equation (3.78) must 
be an odd integer. The analysis filters with pairwise image symmetry property 
can now be drawn as in Figure 3.16, where L = (M-1)/2 and the matrix R could 
be of the form
r  1 0 ............ 0 1
1
V2
0 1 ............ 1 0
0 1 .
V2 .. : 
........... -1 0
1 0 ............ 0 -1
(3.79)
By writing ocj(z) in the form:
M-1
0Ci(z) = X  z'PEip(zM) 0  < i < M-1 (3.80)
p= 0
Figure 3.16 can be redrawn as in Figure 3.17, where T(z) is a lossless 
diagonal matrix defined as
r ' u i  0  -
0 Z - d | L
T(z) = (3.81)
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H0(z)
H 1 (z)
Hl(z)
h l+1W
lI
HM-2^
Figure 3.16 The M-odd analysis filters with pairwise symmetry structure
V 2>
H^z)
H M-2 ^
h m-i (z>
Figure 3.17 Polyphase form of structure in Figure 3.16
If E(z) is a lossless unitary matrix and R is defined as an orthogonal 
matrix, the structure as shown in Figure 3.18 is a perfect reconstruction 
system. This can be seen by drawing it as in Figure 3.19 and recognizing that 
E*(z2)T*(z)RtRT(z)E(z2) = I.
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Figure 3.18 Perfect reconstruction system with pairwise sym m etry property
Figure 3.19 An equivalent system of Figure 3.18
By investigation of Figure 3.19, notice that it is equivalent to the perfect 
reconstruction structure of Figure 3.13, where the reconstructed signal x(n) is 
a delayed version of x(n). The synthesis filters F,(z) of this perfect 
reconstruction system can be obtained from
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Fj(z) = z-(rM+2(M-i))Hj(z-1) (3.82)
which satisfy Property 3.3. If N is the length of the analysis filters Hj(z), 
rM+2(M-1) can be assigned to equal N-1 to ensure the causality of Fj(z). 
Equation (3.82) implies that the frequency response of the synthesis filters are 
also pairwise symmetry with respect to k! 2 if the analysis filters are.
The important question now is what are the general form of T(z) and R 
such that the pairwise mirror-image requirement of Equation (3.75) is satisfied. 
Nguyen and Vaidyanathan (1988) suggested that the requirement of Equation 
(3.75) holds if the M xM  diagonal matrix is of the form
~ Il+1 0
T(z) = T’(zM) =
0 z-M|l
(3.83)
and the M x M  orthogonal matrix R is given as
R = PiRB (3.84)
where Pi is the L x L permutation matrix given by
r  0 1 H
Pl = (3.85)
L  1 0
The M x M  matrix R is of the form
Il 0 i n
0  V2 0
L lL 0 lL J
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(3.86)
and B is defined as a L x L orthogonal matrix of unity norm. For L = 2, B can 
have the form
cos0b sin0b
B =
-sin0b cos0b
(3.87)
Figure 3.17, consequently, can now be redrawn as Figure 3.20. In 
summary, let E(z) is a lossless unitary matrix, and R is given of the form 
Equation (3.86), then the analysis filter bank in Figure 3.20 is the analysis filter 
bank of an odd bands perfect reconstruction structure in which the filters 
satisfy the pairwise image property.
Ho<z> 
Hi (z)
H|_ (z)
I
I
HM.2 (Z)
H
M-1 (z)
Figure 3.20 Pairwise symmetry structure for odd M
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3.4.2 Optimization Procedure for Odd M
The lossless E(z) in Figure 3.20 can be generated by cascading the M 
x M orthogonal matrix Kk with the diagonal block of delay elements Ad(z) 
separates successive Kk as discussed in Section 3.3.6. The parameters 
(planar rotation angles of Kk) of E(z) have to be optimized, in order that the 
analysis filter Hj(z) have a good passband and stopband attenuation.
Due to the symmetry of the analysis filters, the objective function now 
becomes
n (n/M)-e n
0 = J |H0 (ek*>)|2 dco + J |H-j(eJ00) !2 dco + J IH ^ e i^ l2 dco + ..... +
(7t/M)+e 0 2(7t/M)+e
(I_7t/M)-£ n
J |HL(ei» ) | 2 dco + J  |HL(ei® )|2 dco (3.88)
0 (L+1)(7l/M)-£
The other half of the filters (Hl+i (z), ..., Hm-i (z)) do not need to be included in 
the objective function, since a good response of a filter will result in a good 
response of the corresponding mirror image filter. It is clear that the number of 
parameters need to be optimized is much reduced. For the case of M = 3, it is 
reduced by 1/3, while for M = 5, it is reduced by 2/5. As the number of 
parameters to be optimized are quite large, this reduction improves 
substantially the convergence rate of the optimization algorithm.
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3.4.3 Even Bands Perfect Reconstruction Structure
Consider the design of analysis filters Hj(z) based on the orthogonal 
matrix Kk as illustrated on Figure 3.21. A lossless diagonal matrix with delay 
elements Ad of the form
r»L
Ad =
0
0  " 
z-M|l _
0 < d < S-2 and L = M/2 (3.89)
separates successive Kk. The cascading of orthogonal matrix Kkand the 
lossless diagonal matrix Ad guarantee the system to have a perfect 
reconstruction property. One approach (Nguyen and Vaidyanathan, 1988) to 
satisfy the symmetrical requirement of (3.76) is to design each Kk such that the 
pairwise symmetry property propagates throughout the structure. In other 
words, let H j^z) denote the transfer function from the input x(n) to the ith output 
of Kk (Figure 3.22), and suppose that H ^-iiz) in Figure 3.22 satisfy (3.76), i.e.,
HM-H k-i(z) = z-(WM-1)Hi> 1(-z-1) (3.90)
The idea is to find an orthogonal matrix Kk such that the same property is 
conserved at the kth stage, i.e.,
HM-i-i,k(z) = z'((k+1)M' 1)Hi)k(-z*1) (3.91)
The only matrix Kk (Nguyen and Vaidyanathan, 1988) for which (3.91) holds 
for any set of Hjtk-i(z) satisfying Equation (3.90) is
Kk =
Jk,1 Jk,2 - 
-P-|Jk,2Pl p 1 Jk,lP l -
(3.92)
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x(n)
VI
t i
H0,0
Hi,o (2L
K
1
HL-i,0<2
i
■ ii
h l.o (2)»
A
0 K 1 As-2
HM -2,0^
i
i
i
i
i
■
Hq(z)
Hl(z)
HL-1
HM-2<Z>
HM-1
Figure 3.21 Pairwise symmetrical structure for even M
H0,k-1 w
H1 ,k-1 (z)
HL-1.k-1<Z>
HL,k-l(z)
HM-1,k-l(z)
H0,k<z)
Hi,k<z>
HL-1,k<2>
HL,k<z)
HM-2,k<z>
HM-1,k<z>
Figure 3.22 Individual building block of Figure 3.21
where Pi is the permutation matrix defined in Equation (3.85) and Jk.i and 
Jk,2 are arbitrary L x L matrices. However, this general form of Kk (Equation 
(3.92)) can not be applied for K0 since the delay chain (1 z-1 ... z-<M-1))T does 
not satisfy the pairwise symmetry condition in Equation (3.90). Hence, the 
induction process needs to be initiated by an orthogonal matrix Kq such that
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Hj)0(z) satisfies Equation (3.76). Notice that:
-  H0,o(z) - -  1 "
Hi.o(z) z-1
= K0
-  Hm-i ,o(z) - _ Z-(M-1) _
(3.93)
The only Ko in Equation (3.93) for which Hj)0(z) satisfies Equation (3.76) 
(Nguyen and Vaidyanathan, 1988) has the form
Ko =
Jo ,1 Jo,2 
■P1 Jo,2^3 P1 Jo, 1 P2
(3.94)
where J 0)i, Jo,2 are arbitrary L x L matrices and the L x L matrices P2 and P3 
are defined as
r 0 r °  . . . - 1
P 2 =
- 1
and P3 =
- 1
1 1
- . . .  0 - - - 1  0  -
(3.95)
Rewriting K[<and K0 in different forms, gives
Kk =
" Il 0 ' 
. O P , .
Tk
■Il 0 * 
. 0  P i .
K0 =
- I l 0 '
To
"Il 0 '
_0 P , . . 0  P i .
(3.96)
(3.97)
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Figure 3.23 Lossless analysis filters with pairwise symmetry property
where
Tk =
Jk,1 Jk,2Pl " 
-Jk,2Pl Jk,1 .
(3.98)
T0 =
" Jo.1
_ -^0,2^3
-Jo,2P3
Jo ,1
(3.99)
Figure 3.21 can now be redrawn as in Figure 3.23 which illustrates the 
analysis filter bank of a perfect reconstruction structure in which the frequency 
responses of the analysis filters Hj(z) and Hm-1 -¡(z) have the pairwise symmetry 
property. This condition is true, provided that T k and To are orthogonal 
matrices.
Consider now unitary matrices of the form
Uk = Jk,1 + jJk,2p 1 (3.100)
7 2
and
Uo = Jo,i + jJo,2P3 (3.101)
By inspection, the unitariness of Ur and U0 satisfy
Uk‘ Uk = l  (3.102)
and
U0*U0 = I (3.103)
and hence satisfy the orthogonality of Tk and To in Equations (3.98) and 
(3.99). Consequently, to form orthogonal M x M matrices Tk and T0 in the 
specific form of Equations (3.98) and (3.99), arbitrary L x L unitary matrices Uk 
and U0 are first constructed. Tk and T0 are then constructed as follows
f  Re(Uk) lm(Uk) 1
Tk =
L -lm(Uk) Re(Uk) J
and
Re(Uo) -lm(U0)-
Im(Uo) Re(Uo)_
(3.104)
(3.105)
This procedure guarantees that Tk and T0 are orthogonal and, hence, Figure 
3.23 is the analysis bank of a perfect reconstruction system with pairwise 
symmetric response analysis filters.
3.4.4 Optimization Procedure for Even M
The L x L unitary matrix can be constructed by following the procedure 
described by Murnaghan (1962). A general L x L unitary matrix would require
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at most L2 parameters. The typical element of a 3 x 3 unitary matrix with 9 
parameters is of the form:
Uk -  D(Pik» p2k, p3k) U23(©3k.rl3k) Ui2(02k»rl2k) U-|3(0-|k,Tllk) (3.106)
where D(p-|k, p2k> p3k) is a diagonal 3 x 3  matrix whose diagonal elements are 
exp(jp-ik), exp(jp2k) and exp(jp3k). The unitary matrix UjP is of the form
COS0 -sin0 e-J7i 0
Uip(0;n) = sinOeft cos0 0
_  0 0 1 _
(3.107)
Equation (3.106) is a general expression for constructing the L x L unitary 
matrix using all available parameters. The number of unitary matrix UjPin 
Equation (3.106) can be reduced. This reduces the number of parameters, 
while still maintaining the unitariness of Uk-
The number of parameters (L2) required to characterize the orthogonal
r m  i  .
matrix Tk is substantially less than the o parameters required to
characterize Kk in the previous method described in Section 3.3.6. Consider 
the design of a 4-band analysis filter bank. The number of parameters 
required to characterize Tk is only 4, while the required parameters to 
characterize Kk is o = 6 . These parameters are optimized to minimize the
objective function which represents the stopband energies of the analysis 
filters, that is
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n (n/M)-e n
<E> =  J  | H 0( e i “ )|2 d c o  +  J  | H - | ( e i40)!2 d c o  +  J  I H ^ e i “ )!2 d c o  + . . . . . +
fa/M)+£ 0 2(7t/M)+£
(L-1)Qi /M)-£ n
J  | H L - i ( e i “ )|2 d c o  +  J  | H l - i ( e i “ )|2 d c o  (3. 108)
0 (je/2)+£
where s is the desired stopband edge. The stopband energies of H^ei®), 
HM -iie j“ ) are not included in <X> since they will be small if the stopband 
energies of their images Ho(ei®), H|_-i(ei®) are small, due to the pairwise 
symmetry property. Moreover, because of the lossless structural form of Figure
M-1
3.23, the constraint X  |Hj(eJ‘® )|2 = 1 automatically holds, hence, the passband
¡=o
errors automatically come out to be small.
3,5 A lgorithm s and Experimental Results
In this section, the design of perfect reconstruction QMF banks for 3- 
band, 4-band and 5-band analysis filter banks are presented. These designs 
are obtained by employing the lossless building blocks concept described in 
Section 3 .4 . The resulting analysis filters satisfy the pairwise symmetry 
constraints as stated in Equations (3.75) and (3.76). The programs for 
designing the filters are written in Fortran language and run on the UNIVAC 
1 1 0 0  mainframe.
3.5.1 3-band QMF Analysis Filter
Figure 3.24 illustrates the perfect reconstruction structure that is used 
to design analysis filters Ho(z), H-i(z) and H2(z) of a 3-band QMF based on the 
lossless unitary matrix E(z6).
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1
H 0 (z) 
H -| (z) 
H2 (z)
Figure 3.24 3-band analysis filter bank with pairwise symmetrical property
The three analysis filters Ho(z), H-i(z) and H2(z) are constrained to satisfy the 
pairwise symmetry condition, such that,
Hj(z) = H2-i(-z), 0 < i < 1 (3.109)
The lossless unitary matrix Ê (z6) is constructed by using a cascade of 
orthogonal matrix K|<, 0 < k < S-1, separated by a diagonal delay matrix Ad(z6), 
0 <d  <S-2,
Ê(z6) = Ks-i As-2(z6)Ks-2 ••• Ao(z6)Kq (3.110)
where S is the number of orthogonal matrix Kk. Each of the diagonal delay 
matrix Ad(z6) has the form
r i  o o i
Ad(z6) = 0 1 0
L q 0 z‘6 -l
(3.111)
and the orthogonal matrix K k is given by the multiplication of 3 orthogonal
matrix U, i.e.,
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K k = U 12kU1 3k ^23k
cos0 ik -s in0 ik  0 
sin0-ik cos0 ik  0 
0  0  1
cos02k 0 -s in02k 
0  1 0 
_  s in02k 0 cos02k -
r  1 0 0 “ I
O cos03k -sin03k
_ 0  sin03k cos03k _
(3.112)
The lattice structure implementing Kkis shown in Figure 3.25, in which each 
lattice structure is characterized by three planar rotation angles, 0 1k, 0 2k and 
03k. The form of diagonal matrix T(z3) is defined as
r i  o o 1
T(z3) = 0  1 0
L 0  0 Z"3 J
(3.113)
and the unity norm orthogonal matrix B is of form
B =
1 0 0 
0  1 0 
LO 0  1
The matrix Rpt is the multiplication of R and P1, that is
Rpi
J _  _1_-
V2  °  V2
0  1 0
_L _L
V2  °  V 2 \
(3.114)
(3.115)
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Figure 3.25 Lattice structures implementing Kk
The three transfer functions H0(z), H-|(z) and H2(z) of the analysis bank 
(Figure 3.24) are automatically guaranteed to satisfy the power 
complementary condition (see Section 3.3.6) :
|H0(ejco)|2 + |H1(eiC0)|2 + |H2(eiC0)|2= 1 (3.116)
The length of the filter depends on the number of K k employed. In this design 
the filter length is 5+(6x6)+3 = 44. The number of planar rotation angles Gjk 
required to form È(z6) is 7 x 3 = 21 since there are 7 orthogonal matrices.
Optimization of these angles are needed to minimize the stopband 
energies of the analysis filters. These stopband energies are represented in 
the objective function:
n (* /3 )-e
0 3 = J |H0(ei®)|2 dco + J |H-i(eiœ) |2 dco (3.117)
(n/3 )+e 0
The stopband edge e is given values of 0.05tc and 0.1 k in two different 
designs.
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3.5.1.1 Algorithm for 3-band Analysis Filters Design
The minimization of the objective function O3 is carried out by using a 
non-linear optimization routine ZXMWD (IMSL library, 1984). The ZXMWD 
routine can be invoked by supplying it with a subroutine (subroutine OPT3) 
that computes <I>3 for a given set of values of the parameters, 0 jk, to be 
optimized. There is no need to supply the initial values of 0jk because the 
ZXMWD routine will generate these initial values automatically. The complete 
program comprises two parts:
I. Main program 
n. Subroutine OPT3
I. Main program
This part requires the user to supply the following variables:
- number of parameters to be optimized (NPAR)
- number of significant digits required in the parameter estimates 
(NSIG)
- number of starting points to be generated (NSRCH)
II. Subroutine OPT3
Subroutine OPT3 computes the objective function based on the 
values of the parameters supplied. Basically, there are three sections in 
subroutine OPT3 : 12
1 . Variable initialization.
2. Compute the filter's coefficients.
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3. Compute the objective function.
1. Variable initialization
- Initialize array K which contains elements of orthogonal matrix Kk 
according to Equation (3.112).
- Initialize array B which contains elements of orthogonal matrix B 
according to Equation (3.114).
- Initialize array R which contains elements of matrix of Rp, according 
to Equation (3.115).
2. Compute the filter's coefficients
This section computes the polynomial coefficients of H0(z), H-i(z) and 
H2(z). In this subroutine, the resulting filter coefficients are stored in arrays HO, 
H1 and H2 respectively. The computation procedure is best described by 
referring to Figure 3.26.
H 0,k<Z> 
H 1,k<z> 
H 2,k <Z>
Figure 3.26 A structure to compute the polynomial coefficients of the analysis filters
The 3 x 3  matrix Kk is given of the form
Kk =
300k S o ik  a 02k 
Slok 3l1k 3l2k (3.118)
L  a 20k 321k 322k J
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where a0ok. a0 ik , ..., a22k are the elements of Kk satisfying Equation (3.112).
By observation of Figure 3.26, it shows that the structure is made up of 
repetitive building blocks. Hence, the computation of the coefficients of H0lk, 
H iik and H2 ,kcan be done recursively, i.e.
”  H0,k(z) - ”  aook aoik ao2k" “  H0lk-i(z) -
H ilk(z) = a-iok auk a i2k Hi,k-i(z)
- H 2,k(z )- - a2ok a2ik ^22k - -  Z’6H2,k-i (z) -
Ho,k(z) = aookHo.k-i(z) + a0ikHi,k-i(z)+ a02kZ'6H2ik-i(z)
H i(k(z) = aiokHo,k-i(z) + a1ikH1)k-i(z)+ a12kz'6H2,k-i(z)
H2,k(z) = a2okH0,k-i(z) + S2ikHi,k-i(z)+ a22kZ'6H2ik-i(z) (3.119)
with the exception that H0,o(z), H1f0(z), H2f0(z) are initialized as follows
Ho,o(z) ~
Hi,o(z)
1
~V3
I-- I ro o -
aooo aoio ao2o 
aioo ano a i2o
1
z-2 
L z-4
Ho,o(z) = (aooo + aoio2'2 + ao2oz'4)/^3~
H i(o(z) = (a-| oo + anoz’2 + a-i2oz‘4)/V3^
H2,o(z) = (a 200 + a2 ioz ‘2 + a22oz'4)/V3” (3.120)
Implementing Equation (3.120) in the computer program, the elements 
of array HO at this initial stage will be; H0[1] = aoooA/3i H0[3] = aoio/V3^ H0[5] = 
ao2o/V3 ] and the rest of the elements of HO are zero. Similarly, the elements of 
H1 will be; H1[1] = aW0/j3 ,  H1[3] = a n o /V i H1[5] = a^o/VS", and the rest of the 
elements of H1 are zero. The elements of H2 are assigned values in a similar
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manner. The rest of the coefficients can be obtained recursively by using 
Equation (3.119). By this arrangement, the first element of the arrays HO, H1 
and H2 corresponds to the coefficient of the filters with z-° term, the second 
element correspond to z ’ 1 term, and so on.
The final coefficients of Ho(z), H-i(z) and H2 (z) with the pairwise mirror 
image property are obtained from
‘  H0(z) - Ho,6 “
Hi(z) = RP1BT(z3) H i i6
-  H2(z) _ - H2.6 -
(3.121)
3. Compute the objective function
The objective function is computed by summing the stopband 
energies of the analysis filters, as defined in Equation (3.117). The stopband 
energy of each filter is approximated by using a numerical integration solution 
based on the trapezoidal rule (Borse, 1985). This trapezoidal rule is 
implemented in Function XINTG and Function FVALUE. These functions 
divide the stopband frequency range into some smaller frequency intervals 
(NITV). The energy at each interval is approximated and the sum of the 
energies in all intervals represents the approximation of the stopband energy 
of the filter. Thus, if the stopband frequency range is divided into finer 
intervals, the stopband energy obtained will be more accurate.
3.5.1.2 Experimental Results
Table 3.1 lists all the parameters used In the design of two 3-band 
analysis filters. FILTER 3A Is the analysis filter bank with the stopband edge
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e = 0.0571, and FILTER 3B is the analysis filter bank with the stopband edge 
e = 0.17L The length of the filter in FILTER 3A and FILTER 3B is 44. The filter 
length can be increased by increasing the number of orthogonal matrix K|<. 
This will increase the required CPU time. The optimization algorithm 
converges faster for FILTER 3A than for FILTER 3B, as shown by the values of 
CPU time in Table 3.1.
Table 3.1 Design specification for the 3-band analysis filter bank.
FILTER 3A FILTER 3B
NPAR 21 21
NSIG 2 2
NSRCH 400 400
£ 0.05n 0.1 7C
NITV 20 20
CPU time 7:44 hours 8:12 hours
No. of matrix K* 7 7
Filter lenqth 44 44
Figure 3.27 shows the frequency response of the three analysis filters 
of FILTER 3A. The solid curve shows the frequency response of the lowest 
band Hc^ei®) and the dotted curve shows its mirror image H2(ej(0). The 
stopband attenuation (measured at the first stopband peak) of Ho(z) and H2(z) 
are 29 dB. The stopband attenuation of Fh(z) at the low and high frequency 
sides are both 29 dB. Figure 3.28 and Figure 3.29 show the overall response 
of the back-to-back analysis and synthesis filter banks of FILTER 3A. The flat 
magnitude response in Figure 3.28 indicates that there is no amplitude 
distortion and the linear phase response in Figure 3.29 indicates that there is 
no phase distortion in the overall system. This shows that the designed 
analysis and synthesis filter banks do have the perfect reconstruction property. 
This also implies that there is no reconstruction error in the overall system.
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Figure 3.27 Frequency response of the optim ized 3-band analysis filters with e = 0.05ti
(FILTER 3A)
xlO-4
Figure 3 28 Overall frequency response of the analysis and synthesis filter banks due to
FILTER 3A
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Figure 3.29 Overall phase response of the analysis and synthesis filter banks due to
FILTER 3A
Table 3.2 lists the optimized values of the planar rotation angles Gjk 
that characterize the lossless orthogonal matrix K|<. Each of the orthogonal 
matrices is characterized by the three values in each row of Table 3.2. The 
corresponding optimized values of the coefficients of the 3 analysis filters 
H0(z), H-i(z) and H2(z) are shown in Table A.1 in Appendix A. Notice that the 
coefficients of H0(z) and H2(z) are identical except for the signs of the odd 
numbered coefficients. This is used to an advantage in the sub-band coding 
system where the computation between the two sub-bands is shared for even
Table 3.2 Optimized values of the planar rotation angles 0jk for M = 3 and e = 0.05tl
(FILTER 3A)
k 01k 02k 03k
0 -1 .1855270 -0.6707251 0 .9705 687
1 -0 .4190987 -0 .8940186 2 .6596 500
2 -0 .5308018 -1 .1740990 1 .6573090
3 -0.3234331 -1 .1805820 1 .4108000
4 -0 .9683278 2 .0522950 2 .0442 360
5 -2 .3880030 2 .2360970 1 .9409880
6 -0 .8109974 -2 .2785710 1 .6043980
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and odd coefficients of the filters (polyphase structure implementation). The 
coefficients of the synthesis filters can be derived from Fj(z) = z-(N'1) Hj(z-1) 
where N is 44 in FILTER 3A.
Figure 3.30 shows the frequency response of the three analysis filters 
of FILTER 3B. The analysis filter in FILTER 3B is less sharp than FILTER 3A, 
but its stop-band attenuation is higher. The measured stop-band attenuations 
of H0(z) and H2(z) are 49 dB. The stopband attenuation of H-i(z) at the low and 
high frequency sides are both 49 dB. These are almost 20 dB higher than 
FILTER 3A. The overall response of the back-to-back analysis and synthesis 
filter banks of FILTER 3B also shows no reconstruction error, it is similar to the 
overall response in Figures 3.28 and 3.29. Table 3.4 lists the optimized values 
of the planar rotation angles Gjk and the corresponding analysis filter 
coefficients are shown in Table A.2 (Appendix A).
Figure 3 30 Frequency response of the optim ized 3-band analysis filters with e 0.1 tt 
y ' (FILTER 3B)
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Table 3.3 Optim ized values of the planar rotation angles ejk for M = 3 and e = 0.1rc.
(FILTER 3B)
k ©ik 02k 03k
o • 0 .68080881 1.44188130 1 .18311570
1 0 .14338079 0.63574219 1.08738310
2 0 .4 6 1 12239E-01 1.35471110 1.21731900
3 -0 .41614014 0 .73669946 , 1 .22606160
4 -0 .23803 857 2.02820440 -1 .93810360
5 1 .90621310 -1 .66714660 2 .34589220
6 2 .31823090 1.53223580 -2 .71840300
3.5.2 4-band QMF Analysis Filters
Figure 3.31 shows the structure of a 4-band analysis filter bank based 
on the lossless matrix TV The frequency responses of analysis filters Hj(z) are 
required to satisfy the pairwise symmetry condition
H3.j(z) = z'(4S' 1)H',(-Z'1), 0 < i < 1 (3.122)
where S is the number of orthogonal matrix T|<.
Ho<z) 
H1 (z)
H2 (z)
h 3 <z)
Figure 3.31 4-band analysis filter bank with paiiw ise symmetrical property
The 4 x 4  orthogonal matrix Tk are constructed by forming the 2 x 2  
unitary matrix U|<as
Uk =
cosGkj -sinÔkjCOsGk^+jsinGk.isinÔk^"
sin0 k(ico s 0 k,2+jsin0kiis in 0k)2 cos0 k,i _
(3.
where 1 < k<  S-1. Substituting Equation (3.123) into Equation (3.104),
Tk =
cos0 k,i -sin0 k,icos0 k,2 0  sin0 kfis in 0 k,2 “
sin0 k)icos0 k,2 cos0 k,i sin0 k,isin0 k,2 0
0  -sin0 k,isin0 k,2 cos0 k,i -sin0 k,icos0 k,2
-sin0 k,isin0 k,2 0 sin0k(icos0 k,2 cos0 k,i -
(3.124)
be obtained and, similarly To can be shown to have the form
T0 =
COS0 O.1 sin0 o,icos0 o,2 0  sin0 o,isin0 o,2 
-sin0 O)iCOS0 o,2 cos0o,i sin0 o,isin0 o,2 0
0  -sin0 o,isin0 o,2 cos0 o,i sin0 o,icos0 o,2 
-sin0 o,isin0 o,2 0 -sin0 o,icos0 o,2 cos0 o,i
(3.125)
by defining the unitary matrix U0 in Equation (3.105) as
U0 =
COS0O.1 sin0OiiCOS0ot2“jsin0Ofisin0of2'
_-sin0 o,icos0 o,2-jsin0 o,isin0 o,2 cos0 o,i
(3.126)
In this design, the number of orthogonal matrix Tk is chosen to be 12, 
and the corresponding filter length is 1 2  x 4 = 48. There are 24 angles 0jk
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which characterize the lossless structure of Figure 3.31. These angles are 
optimized by using the ZXMWD routine (IMSL library, 1984) to minimize the 
following objective function
n (7i/4)-e %C>4 = J |H0(ei<o)|2 dco + J |H-i(ei«>)J2 doo + J |H,(ei®)|2 dco (3 .127)
(7l/4)+e 0 (7t/2)+£
The stopband edge e parameter is specified to be 0.05ti and 0.17u in two 
separate designs.
3.5.2.1 Algorithm for 4-band Analysis Filters Design
A procedure similar to the minimization of <£3 is carried out to minimize 
the objective function O4. The complete program comprises two parts:
I. Main program 
n. Subroutine OPT4
I. Main program
This part requires the user to supply the following variables:
- number of parameters to be optimized (NPAR)
- number of significant digits required in the parameter estimates 
(NSIG)
- number of starting points to be generated (NSRCH)
89
II. Subroutine OPT4
This subroutine computes the objective function based on the values 
of the parameters supplied. Subroutine OPT4 consist of three sections:
1. Variable initialization.
2 . Compute the filter's coefficients.
3. Compute the objective function
1. Variable initialization
- Initialize array TO which contains elements of orthogonal matrix To 
according to Equation (3.125).
- Initialize array TK which contains elements of orthogonal matrix Tk 
according to Equation (3.124).
2 . Compute the filter's coefficients.
In this section, coefficients of the polynomial Ho(z), H-i(z), H2(z) and 
H3(z) are computed and these coefficients are stored in arrays HO, H1, H2 and 
H3 respectively. The computation of these coefficients can be done 
recursively, since the structure of Figure 3.31 is similar to the repetitive 
structure of Figure 3.26. Consider the 4 x 4  matrix Tk of the form
took toik to2k to3k
Tk =
tiok  t i i k  ti2k  t-|3k
t20k t21k t22k t23k
-  t30k t3ik t32k t33k -
(3.128)
with its elements took, toik. •••> t33k satisfying Equation (3.124). The recursive 
computation of the coefficients of the analysis filters is shown in the following 
relation,
“  H 0,k ( z )  “ ”  took to ik  to2k to3k "" -  H 0, k - i ( z )  “
H i , k ( z ) tlOk t n k t-(2k t i 3k H i , k - i ( z )
H 2,k (z ) t 20k t 2 lk  t22k t23k
-  H 3,k ( z )  _ -  t30k t3i k t32k t33k _ - Z ^ H a . k - U z ) .
Ho,k(z) = tookH0,k-i(z) + t0i kH iik-i(z) + t02kZ'4H2)k-i(z) + t03kZ-4H3fk.1(z)
Hi fk(z) = tiokHo)k-l(z) + t i i kH-|(k.-|(z) + t-|2kZ"4H2,k-l(z) + t i3kZ-4H3)k_i(z)
H2,k(z) = t20kH0lk-l(z) + t21kH1ik.1(z) + t22kZ-4H2,k-l(z) + t23kZ-4H3ik.-, (z)
H3,k(z) = t30kH0ik-l(z) + Î31 kH 1 k_i (z) + t32kZ'4H2,k-l (z) + t33kZ‘4H3ik_i (z) (3.129)
with the exception that the coefficients of H0lo(z), H ii0(z), H2,o(z) and H3|0(z) 
are computed separately from the relation
“  H 0,o(z) “ ”  toOO to io to20 to30 ”
IOoo
“  1 "
H i,o (z ) 1 tioo  tu o  ti20  ti30 0 1 0  0
z-1
H 2,o(z )
" 2
t200 t210 t220 t230 0 0 0 1 Z-2
-  H 3,o(z ) - -  t300 Î310 Î320 t330 - _ 0 0 - 1 0 « -  Z' 3 -
Ho,o(z) = (toOO + t010Z-1 - to30z‘2 + to20z'3)/2
H ifo(z) = (tioo + tnoZ'1 - tl3oZ'2 + t i20z‘3)/2
H2,o(z) = (Ì200 + Ì210z_1 - t230z'2 + t220z'3)/2
H3,o(z) = (Ì300 + f310z‘1 ■ t330z'2 + t32oZ'3)/2 (3.1 30)
Implementing Equation (3.130) in a computer program, the elements 
of array HO at the initial stage are set to; H0[1] = tooo/2, H0[2] = toio/2, H0[3] =
~to3o/2 , H0[4] -  to2o/2, and the rest of the elements of HO are zero. Similarly, the 
elements of H1 are set to; H1[1] = t100/2, H1[2] = t110/2, H1[3] = t130/2, H1 [4 ] = 
-t 120/2 , and the rest of the elements of H1 are zero. The elements of H2  and H3 
are assigned values in a similar manner. The rest of the coefficients can be 
obtained recursively by using Equation (3.129)
3. Compute the objective function
The procedure for computing the objective function is similar to the 3 
bands case, but the objective function used is defined in Equation (3.127).
3.5.2.2 Experimental Results
Table 3.4 lists all the parameters used in the design of two 4-band 
analysis filters. FILTER 4A is the analysis filter bank with the stopband edge 
e = 0.057c, and FILTER 4B is the analysis filter bank with the stopband edge 
8 = 0.17c. The length of the filter in FILTER 4A and FILTER 4B is 48. The filter 
length can be increased by increasing the number of orthogonal matrix T|<. 
This will increase the required CPU time. Attempts have been made to design
Table 3.4 Specification for the 4-band analysis filter design.
FILTER 4A FILTER 4B
NPAR 24 24
NSIG 2 2
NSRCH 750 500
e 0.05tc 0.1 n
NITV 20 20
No. of matrix Tk 12 12
Filter length 48 48
CPU time 20:26 hours 25:35 hours
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the analysis filters with filter length greater than 48, but it was unsuccessful 
due to the restriction on the use of CPU time.
Figure 3.32 shows the frequency response of the analysis filters of 
FILTER 4A. The solid curve shows the frequency response of the lowest band 
Ho(eJCO) and the dashed curve shows the frequency response of H1 (ei03). The 
other two filters and Hafek0) are the mirror image symmetry of Hi (ei03)
and Hoiei®) respectively. The stopband attenuation of H0(z) is 26 dB. The 
stopband attenuation of Fh(z) at the low and high frequency sides are both 26 
dB. There is no reconstruction error introduced by the back-to-back analysis 
and synthesis filter banks of FILTER 4A (and FILTER 4B).
Figure 3.32 Frequency response of the optimized 4-band analysis filters with e = 0.057t
(FILTER 4A)
Table 3.5 lists the optimized values of the planar rotation angles 0jk 
that characterize the lossless orthogonal matrix Tr. Each of the orthogonal 
matrices is characterized by the two values in each row of Table 3.5. The
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optimized values of the coefficients of H0(z), H^z), H2(z) and H3 (z) are shown 
in Table A.3. Notice that the symmetric filter coefficients symmetry present in 
the 3-band (odd-band) filters is absent here. Thus the polyphase structure 
cannot be used in implementation. The amount of computation consequently 
increases to almost twice as high as in the odd bands case.
Table 3.5 Optimized values of the planar rotation angles 0jk for M =4 and e = 0.05tl
(FILTER 4A)
k 01k 02k
0 0 .56512037 -2 .74011680
1 2.86704060 -2.42065660
2 -0.66880244 -0.19333968
3 -2.51444090 -1 .31637200
4 1.95451640 -1.98843910
5 -2.59980710 -0 .31901345
6 1.53554030 -1 .94530100
7 0.36963719 2 .57413800
8 -2.70309000 2 .28120010
9 2.24305960 -1 .07015380
10 1.86705880 1 .88711850
11 2.16825400 -2.51392530
Figure 3.33 Frequency response of the optimized 4-band analysis filters with e -  0.1 rc
(FILTER 4B)
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Figure 3.33 shows the frequency response of the analysis filters of 
FILTER 4B. The stopband attenuation of H0 (z) is 36.5 dB. The stopband 
attenuation of H1 (z) at the low frequency side is 36 dB and the high frequency 
side is 41 dB. Table 3.6 lists the optimized values of the planar rotation angles 
0jk and the corresponding analysis filter coefficients are shown in Table A.4.
Table 3.6 Optimized values of the planar rotation angles 0jk for M = 4 and e = 0.1tc.
(FILTER 4B)
k ©1k 02k
0 -0.66537184 -0 .83661544
1 0.49579668 -3 .13289420
2 0.62445828 -0 .72224623
3 0.63031495E-01 0.44243383
4 -2 .07003100 -0.30868798E-01
5 1.05952630 -1 .75198770
6 -0.98657525 -0 .28047714
7 -2.10017010 2 .13096930
8 -1 .94251950 1.94557760
9 2 .76693750 -2 .72017090
10 1.95137180 3 .05040190
11 -2.51520800 2 .26343490
3.5.3 5-band QMF Analysis Filters
The design procedure for 5 -band analysis filters is similar to the 
design for 3-band case, as illustrated in Figure 3.34.
Figure 3.34 5-band analysis filter bank with pairwise symmetrical property
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The five analysis filters are constrained to satisfy the pairwise frequency 
response symmetry:
Hj(z) = H4.j(-z) 0 < i < 2 (3.131)
which implies that the frequency response Hj(z) is the mirror image of H4-,(-z) 
The lossless matrix E(z10) is constructed by using cascades of orthogonal 
matrix Kk and diagonal delay matrix Ad(z10) i.e.,
Ê(z10) = Ks.-| As.2 (z10)Ks.2 .... A0(z10)K0 (3.132)
where S is the number of orthogonal matrix Kk. The diagonal delay matrix 
Ad(z10) is of the form
Ad(z10) =
" 1 0  0  0  
0 1 0  0 
0 0 1 0  
0 0 0 1
0  " 
0  
0 
0
L o  0  0  0  z-10J
0  < d < S-2 (3.133)
and the orthogonal matrix Kkis given by the multiplication of 5 orthogonal 
matrix U, i.e.,
Kk = U35k U25k U-|5k U-|4k Ui3k U12k (3.134)
The form of diagonal matrix T(z5) is defined as
T(z5)=
- 1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 Z - 5 0
- 0 0 0 0 z-i
(3.135)
and the orthogonal matrix B is of the form
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B =
“ 1 0  0  0
0  1 0  0
0 0 1 0
0  -| 
0 
0
0 0 0  cosGb sinGb
_ 0 0 0  -sinGb cosGb -
(3.136)
The matrix Rp-, is the result of multiplying R and P-j, to yield
r» 1
R p i= v f
1 0 0  1 0 ~ 
0 1 0  0 1
0 0 V2 0 0  
0 1 0  0 1 
_ 1 0  0 1 0 .
(3.137)
The number of orthogonal matrix Kk used in this design is 4. The number of 
planar rotation angles is 4 x 6  = 24, since each orthogonal matrix is 
characterized by 6 angles. The length of the analysis filter is equal to 4 x 10  + 
9 + 5 = 44. The total number of parameters to be optimized is 24 + 1 = 25, 
where 24 is the planar rotation angles of K k and the additional 1 
angle/parameter is from the matrix B. The objective function used to optimize 
the 25 angles is given:
n rc/5-e
0 5 = J |Hoiei00) |2 dco + J  |H i(e i03) | 2 dec
71/5+8 0
n 271/5-8
+ J (Hi(ei^ ) | 2 dco + J |H2 (eJ'C0) |2 dco (3.138)
271/5-8 0
where the stopband edge e is given values 0.057i and 0.1 k in two separate 
designs.
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3.5.3.1 Algorithm for 5-band Analysis Filters Design
The algorithm used to design the 5-band analysis filters is similar to 
the 3-bands algorithm. The minimization of 0 5 is carried out using the ZXMWD 
routine (IMSL library, 1984) and the invoking subroutine is OPT5.
3.5.3.2 Experimental Results
Table 3.7 lists all the parameters used in the design of two 5 -band 
analysis filters. FILTER 5A is the analysis filter bank with the stopband edge 
e = 0.057U, while FILTER 5B is the analysis filter bank with the stopband edge 
e = 0.17c. The length of both filters FILTER 5A and FILTER 5 B is 44. Attempts 
have been made to design the analysis filters with filter length greater than 4 4 , 
but it was unsuccessful due to the restriction on the use of CPU time.
Table 3.7 Specification for the 5-band analysis filter design.
FILTER 5A FILTER 5B
NPAR 25 25
NSIG 2 2
NSRCH 600 500
8 0.05rc 0.1
NITV 20 20
No. of matrix K|< 4 4
Filter length 44 44
CPU time 22:05 hours 23:06 hours
Figure 3.35 shows the frequency response of the analysis filters of 
FILTER 5A. The solid curve shows the frequency response of the lowest band 
Hofei03), the dashed curve shows the frequency response of H1 (ei00) and the 
dotted curve shows the frequency response of ^ (e J 03). The frequency
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response of F^ei®) and H4(eiC0) are the mirror image at tu/2 of H-ifeJ03) and 
Ho(ei<°) respectively. The stopband attenuation of H0(z) is 26 dB. The stopband 
attenuations of H^z) at the low and high frequency sides are both 25 dB. The 
stopband attenuation of H2(z) at the low and high frequency sides are both
23.5 dB. The overall response of the back-to-back analysis and synthesis filter 
banks of FILTER 5A (and FILTER 5B) does not exhibit any reconstruction error 
(as in Figures 3.28 and 3.29). Table 3.8 lists the optimized values of the planar 
rotation angles 0jk that characterize the lossless orthogonal matrix K|<. Each of 
the orthogonal matrices is characterized by the six angles in every two rows of 
Table 3.8. The last angle corresponds to the orthogonal matrix B. The 
optimized values of the coefficients of H0(z), H-i(z) and H2(z) are shown in 
Table A.5. The remaining filter coefficients are given by H4(z) = H0(-z) and 
H3(z) = H1(-z).
Figure 3.35 Frequency response of the optimized 5-band analysis filters with e -  0.057c
(FILTER 5A)
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Table 3.8 Optim ized values of the planar rotation angles 6jk for M =5 and e = 0.05tc.
(FILTER 5A)
k 01k 02k 03k
0 1 .44994400 0 .81694499 -1 .89561180
1 -0 .88286954 -1.18008210 0 .93993247E -02
2 1 .40551110 -0.37042841 -0 .80575952
3 0.52703211 -0.45681474 0 .23135319
4 0.20575491 0 .56924438 1 .66500400
5 1.01350000 -1.63704510 -1 .57586450
6 1.95967610 -1 .72209710 2 .99414040
7 -1 .32857360 2 .89371880 3 .0486 0760
8 -1 .53309630
Figure 3.36 shows the frequency response of analysis filters of 
FILTER 5B. The stopband attenuation of H0(z) is 37.5 dB. The stopband 
attenuation of H-i(z) at the low frequency side is 36 dB and at the high 
frequency side is 33 dB. The stopband attenuation of H2(z) at the low 
frequency side is 38 dB and at the high frequency side is 34 dB. Table 3.9 lists 
the optimized values of the planar rotation angles 0jk that characterize the
Figure 3.36 Frequency response of the optim ized 5-band analysis filters with e -  0.1tt
(FILTER 5B)
Table 3.9 Optimized values of the planar rotation angles 0jkfor M =5 and e = 0.1 n.
(FILTER 5B)
k 01k ^2k CO i
0 -0.44298926 -1.37160750 -0.55515060
1 2.39443020 -1.19062250 1.67423730
2 1.65279350 2.79986670 -0.47708794
3 0.46646142 -0.49820185E-01 2.83729900
4 -1.75439720 -0.16268393 -2.65830220
5 -0.65278286 -1.30471520 2.00227130
6 -0.77562684 1.92544590 2.00777440
7 -3.11408090 2.03569840 -3.03304250
8 1.77661530
lossless orthogonal matrix Kk. The optimized values of the coefficients of 
Ho(z), H-i(z) and H2 (z) are shown in Table A .6  and the remaining filter 
coefficients are given by H4(z) = Ho(-z) and H3(z) = H-i(-z).
3.6 Summary
This chapter has presented a design procedure for the M-band parallel 
QMF filter banks based on the cascade of lossless lattice structure. It has been 
shown theoretically that the filter banks with this lossless structure do not 
experience any of the reconstruction distortions. In other words, they exhibit a 
perfect reconstruction property.
An optimization algorithm which searches for the optimal planar 
rotation angles to minimize the objective function has also been developed. 
The analysis and synthesis filter coefficients of a perfect reconstruction system 
are then obtained from these optimal planar rotation angles. Experimental 
results show that time required for convergence of the optimization algorithm 
was dependent on the number of angles to be optimized and the stopband 
edge used in the design. By imposing a pairwise symmetry constraint on the 
frequency responses of the analysis (and synthesis) filters, the number of
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parameters to be optimized is reduced significantly and results in faster 
convergence of the optimization algorithm.
Design examples of 3-band, 4-band and 5-band analysis filter banks 
with symmetrical frequency responses are also presented. These analysis 
filter banks will be used in Chapter Five to implement a speech sub-band 
coding system.
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4
Encoding of the Sub­
band Signals
4.1 Introduction
Encoding of sub-band speech signals presents different problems from 
encoding of full-band speech signals because of the difference in their 
properties. The sub-band signals, sampled at their respective Nyquist 
sampling rates fSi, exhibit much lower values of adjacent sample to sample 
correlation than full-band speech sampled at its Nyquist rate fs. This low 
sample to sample correlation in sub-band signals can also be explained from 
the power spectral density of individual sub-band signals which appear to be 
flatter than the power spectral density of the full-band speech (Crochiere, 
Webber and Flanagan, 1976 and Crochiere, 1977). This is the reason why 
straight PCM encoding techniques are preferred to differential methods. 
Encoding based on differential or fixed prediction, such as DPCM, does not 
produce a better speech quality for encoding of the sub-band signals
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(Barnwell, 1982). An efficient and simple approach to encode the sub-band 
signals can be best performed by means of adaptive PCM (APCM). The basic 
idea of APCM approach is to adapt the quantizer to changing input signal 
statistics.
In this chapter, the adaptive quantizer with the step size adapted to 
changing input variance will be discussed. This adaptive quantizer will be 
used in a speech sub-band coded system to be presented in the next chapter. 
There are two types of adaptive quantization. They differ in the way of 
estimating the input variance. The first system estimates the input variance 
based on unquantized input samples x(n). This is called adaptive quantization 
with forward estimation (AQF), as shown in Figure 4.1. Adaptive quantization 
with backward estimation (AQB), on the other hand, estimates the input 
variance based on the quantized samples y(n) of the quantizer output.
The next section will briefly discuss the AQF system that is used to 
quantize the sub-band speech signals produced by using the QMF analysis 
filters in Chapter Three. The optimum step size of the adaptive quantizer is 
computed from the estimated input variance and optimum step size constant. 
This optimum step size constant depends on the block length of samples and 
the number of quantizer levels (or bits/sample). Experimental results of these 
optimum step size constants are tabulated in Section 4.3.
4.2 Forward Adaptation (AQF)
To test the perfect reconstruction parallel QMF designed in Chapter 
Three, the AQF system as illustrated in Figure 4.1 was used to encode and 
decode a 4 second sub-band speech signal Xj(n). The variance is estimated 
from a block of Nj sub-band samples. For an M-band system, this corresponds
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ENCODER DECODER
Figure 4.1 AQF system with step size adapted to changing of variance
to a full-band signal of block length Nf = M x Nj. The block length Nf is usually 
referred to as a "learning period" (Jayant and Noll, 1984).
The system in Figure 4.1 uses input variance for step size adaptation. 
The step size is given by:
Aj = (J) cjj 0 < i < M-1 (4.1)
where <|) is the step size constant and the standard deviation of the sub-band 
signal o\ is calculated as
1 N j-1
cTi = [ ^7 ¿ X i2(n)]* (4.2)
' n=0
The window for variance estimation contains Nj samples, it extends 
from input sample Xj(n) to Xj(n+Nj-1). This would require a buffer of Nj samples, 
which implies that there is an estimation delay in the encoding operation. The 
step size Aj derived using the forward estimate, however, is unaffected by 
quantization noise since it is derived from the input samples itself. The AQF
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technique also implies that the standard deviation Oj is to be explicitly
transmitted to the receiver as side information, using typically about 5  to 6 bits 
per block of samples.
The learning period Nf allowed for a forward level estimator is an 
interesting issue. When the input signal is locally stationary, such as speech 
signal, the best learning period is a compromise among several factors:
- minimization of the encoding delay
- minimization of the side information
- the appropriate speed to track the changing statistics of speech
It is found that learning period of Nf= 128 which corresponds to 16 ms full- 
band speech sampling at 8  kHz sampling rate seems to be a good choice 
(Ramstad, 1982), (Esteban and Galand, 1978). Within this block length, the 
speech signal is assumed to be stationary. This condition is necessary if the 
speech coder is to have a good performance. For a 5-band sub-band coding 
system, it means that good speech quality will be obtained if o\ in each sub­
band is computed from a block length of (128/5) = 24 sub-band samples. If the 
block length is much less than 16 ms, the side information for the step size can 
become unnecessarily excessive.
4.3 Experimental Results
This section presents results of optimizing the step size constants <|> 
from sub-band signals of 3-band, 4-band and 5-band systems described in the 
last chapter. The speech of three talkers, two male and one female, are used 
in this experiment and the sentence used is "Glue the sheet to the dark blue
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background". The 4 second speech sentence is sampled at 8  kHz with a 
resolution of 14 bits per sample.
A computer program has been written to obtain the best step size 
constant corresponding to each bit/sample allocation. The step size constant 
depends on the sample block length used to compute the standard deviation 
(Equation ((4.2)).
4.3.1 Step Size Constants for 3-band Sub-band Signals
The values of the optimum step size constant <t>opt for the lowest 
frequency sub-band (band 0 ), middle frequency sub-band (band 1 ) and the 
highest frequency sub-band (band 2) of the 3-band system are shown in 
Tables 4.1, 4.2 and 4.3 respectively. The block length used is 32 samples, 
which corresponds to the 3 * 32 = 96 input samples or 12 ms of full-band 
speech signal samples at 8  kHz sampling rate. Individual <f>0pt is obtained from 
the average of the step size constants for the three talkers. The values of the 
SNR for each bit/sample allocation are also given in Column Three. For 
example, if the lowest frequency sub-band is adaptively quantized with a 7 
bit/sample, the best step size constant to use is 7.311001E-02 and the 
quantized output signal would have an SNR of about 33 dB.
Table 4.1 <t>0pt for band 0 of the 3-band system.
Bits 4>opt SNR(dB)
7 7.311001 E-02 3.337404E+01
6 1.281100E-01 2.815923E+01
5 2.061100E-01 2.308746E+01
4 3.461099E-01 1.815432E+01
3 5.591099E-01 1.322721 E+01
2 1.168110E+00 7.867909E+00
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Table 4.2 <j>opt for band 1 of the 3-band system.
Bits Q-O SNR(dB)
6 1.721100E-01 2.613958E+01
5 3.211100E-01 2.047376E+01
4 4.491098E-01 1.573842E+01
3 7.271098E-01 1.147085E+01
2 1.379110E+00 6.409179E+00
Table 4.3 0opt for band 2 of the 3-band system.
Bits Q.o
-e- SNR(dB)
6 1.641100E-01 2.710632E+01
5 3.171099E-01 2.109032E+01
4 5.681099E-01 1.495053E+01
3 8.211098E-01 1.033777E+01
2 1.294111E+00 5.873713E+00
4.3.2 Step Size Constants for 4-band Sub-band Signal
The values of the optimum step size constant <j)opt for the sub-band 
signals of the 4-band system are shown in Tables 4.4, 4.5, 4.6 and 4.7. Band 0 
of Table 4.4 corresponds to the lowest frequency sub-band and band 3 of 
Table 4.7 corresponds to the highest frequency sub-band. The block length 
used is 32 samples, which corresponds to the 4 * 32 = 128 input samples or 
16 ms of the full-band speech signal samples at a sampling rate of 8  kHz. 
Individual (¡>opt is obtained from the average of the step size constants for the 
three talkers.
Table 4.4 4>opt for band 0 of the 4-band system.
Bits $opt SNR(dB)
8 4.210998E-02 3.866746E+01
7 7.311001E-02 3.304779E+01
6 1.151100E-01 2.818160E+01
5 2.051101E-01 2.358497E+01
4 3.501098E-01 1.839488E+01
3 5.731098E-01 1.319533E+01
2 1.137110E+00 7.835254E+00
Table 4.5 (fopt for band 1 of the 4-band system.
Bits -©
­
o R SNR(dB)
8 3.910999E-02 3.918792E+01
7 7.911001 E-02 3.291116E+01
6 1.511100E-01 2.709616E+01
5 2.511100E-01 2.174186E+01
4 4.501098E-01 1.671656E+01
3 8.081100E-01 1.168908E+01
2 1.372111E+00 6.000383E+00
Table 4.6 (fopt for band 2 of the 4-band system.
Bits $opt SNR(dB)
6 1.181100E-01 2.942475E+01
5 2.261101E-01 2.358770E+01
4 4.231097E-01 1.805725E+01
3 7.711099E-01 1.229484E+01
2 1.422111 E+00 6.361123E+00
Table 4.7 <J)0pt for band 3 of the 4-band system.
Bits ^opt SNR(dB)
6 1.701100E-01 2.659457E+01
5 3.361099E-01 2.072511E+01
4 6.351098E-01 1.461751E+01
3 9.121100E-01 9.835585E+00
2 1.423111 E+00 5.746176E+00
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4.3.3 Step Size Constants for 5-band Sub-band Signal
The values of the optimum step size constant <J)opt for the sub-band 
signals of the 5-band system are shown in Tables 4.8, 4.9, 4 .1 0 , 4 .11  and 4 .1 2 . 
Band 0  of Table 4.8 corresponds to the lowest frequency sub-band and band 4 
of Table 4.12 corresponds to the highest frequency sub-band. The block 
length used is 32 samples, which corresponds to the 5 * 32 = 160 input 
samples or 2 0  ms of the full-band speech signal sample at a sampling rate of 8 
kHz. Individual (J)0pt is obtained from the average of the step size constants for 
the three talkers.
Table 4.8 <j)opt for band 0 of the 5-band system.
Bits ^opt SNR(dB)
8 3.91100E-02 3.88175E+01
7 7.01100E-02 3.33308E+01
6 1.02110E-01 2.85828E+01
5 1.88110E-01 2.40859E+01
4 3.50110E-01 1.92828E+01
3 5.61110E-01 1.39944E+01
2 1.14611E+00 8.18880E+00
Table 4.9 <j>opt for band 1 of the 5-band system.
Bits $opt SNR(dB)
8 3.81100E-02 3.92160E+01
7 7.31100E-02 3.35808E+01
6 1.35110E-01 2.75567E+01
5 2.41110E-01 2.24792E+01
4 4.33110E-01 1.70332E+01
3 7.72110E-01 1.16441E+01
2 1.64311E+00 6.21291 E+00
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Table 4.10 <i>opt for band 2 of the 5-band system.
Bits ^opt SNR(dB)
6 1.70110E-01 2.62330E+01
5 3.23110E-01 2.04064E+01
4 4.84110E-01 1.57680E+01
3 8.00110E-01 1.11572E+01
2 1.37411E+00 5.79491 E+00
Table 4.11 4»opt for band 3 of the 5-band system.
Bits $opt SNR(dB)
5 2.94110E-01 2.17144E+01
4 4.92110E-01 1.60959E+01
3 8.03110E-01 1.12452E+01
2 1.40711 E+00 5.90371 E+00
Table 4.12 <j)opt for band 4 of the 5-band system.
Bits ^opt SNR(dB)
5 3.47110E-01 2.01205E+01
4 7.37110E-01 1.45251E+01
3 1.10111 E+00 9.30644E+00
2 1.46211 E+00 5.29446E+00
4.4 Summary
In this chapter a brief discussion on encoding techniques that are 
suitable for sub-band signals have been presented. Encoding using APCM 
has been adopted and an AQF system with the quantizer level adapted to 
changing input variance has been proposed for the sub-band speech coder. 
Tables of optimum step size constants calculated from 3 segments of a 4 
second input speech sentence have been presented. These step size 
constants will be used in Chapter Five to obtain the best possible quantizer for
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encoding sub-band signals from the parallel QMF banks designed in Chapter 
Three.
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5
Performance
Evaluation
5.1 In troduction
This chapter presents the experimental results on sub-band coders 
using the analysis and synthesis filters designed in Section 3.5. The sub-band 
signals are encoded using the AQF system described in Chapter Four. The 
sub-band coding systems are tested for bit rates at 9.6 kbits/s, 13 kbits/s, 16 
kbits/s and 32 kbits/s.
Section 5.2 gives a brief description of the system used to carry out the 
experimentation. Section 5.3 presents the bit allocation strategy employed to 
quantize the sub-band signals. The number of bits allocated to the sub-band 
signals play's an important role in deciding the quality and the bit rate of the 
reconstructed speech. The performance of the reconstructed speech of the 3- 
band, 4 -band and 5 -band system for selected bit rates are presented in
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Section 5.4. Comparisons on the quality of the reconstructed speech for the 
three systems are also given in Section 5.4.
5.2 System Overview
Figure 5.1a shows an overview of the speech sub-band coding system 
used in this experimentation. The sub-band coder program is written in C 
language and run on an IBM PC/AT. The tested speech sentence is "Glue the 
sheet to the dark blue background". The speech is sampled at a sampling rate 
of 8 kHz and has a bandwidth of 3.4 kHz.
(a)
8kHz 8kHz
8kHz
IM APCMENCODE XQ(m) APCMDECODE -
A
o
— APCM
ENCODE
X M-1 (m> APCM
DECODE Fm -1 «
___♦
o M-1 M-1
8kHz
Figure 5.1 (a) Overview of the speech sub-band coding system and (b) detail of the sub-band
coder program
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Processing of the input speech is best illustrated in Figure 5.1b. The 
input speech is divided into M bands by the analysis filters Hj(z), 0 < i < M-1 
and the sub-band signals are subsequently decimated by a factor of M. These 
decimated signals are then encoded and transmitted to the receiver together 
with the side information o\. In this experimentation, the side information is not 
encoded. However, for the purpose of bit rate calculation, 5 bits are allocated 
to each o\. At the receiver side, the sub-band signals are decoded, interpolated 
and reconstructed through the synthesis filters Fj(z).
5.3 B it A llocation Strategy
One important aspect of a sub-band coding system is the allocation of 
bits to the sub-band signals. The number of bits allocated to each sub-band 
will affect the objective and subjective qualities of the reconstructed speech. A 
fixed bit allocation strategy is used in this experimentation.
The bit allocation strategy used is based on the long term 
characteristics of the power spectral density of the speech and the articulation 
index function (Jayant and Noll, 1984), both of which are lowpass functions 
that decrease as frequency increases. Frequency bands of speech lower than 
0.8 kHz occupy almost 80% of all energy (Rabiner and Schafer, 1978, Saito 
and Nakata, 1985). In these lower frequency bands (Figure 5.2b and Figure 
5.2c), where pitch and formant structure must be accurately preserved, a larger 
number of bits/sample can be used. On the other hand, in the case of 
frequency bands with little or no energy at all, such as the higher frequency 
bands (Figure 5.2d and Figure 5.2e) with fricative and noise like sound, fewer 
bits/sample can be used. For very low bit rates, most of the bits are placed in 
the lower frequency bands.
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At the reconstruction, the speech quality is improved by incorporating 
some signal into bands with zero bit allocation. The instantaneous power can 
be obtained from the transmitted side information (aj standard deviation of the 
sub-bands). The corresponding sub-band signals are then generated by using 
a Gaussian noise signal with zero mean and standard deviation equal to c o\ 
(Ramstad, 1986). In this experimentation, the value of c = 0.4 seems to be 
subjectively preferable.
(a)
(b)
(c)
( d )
( e )
(f)
Samples
Figure 5.2 (a) Full-band speech signal of duration 32 ms. (b) (c) (d) (e) sub-band signals Xj(n) for 
i = 0,1,2,3 of the 4-band system.The sub-band signals x2(n) and x3(n) have been magnified by a 
factor of 5. (f) The output signal of the back-to-back analysis-synthesis filter banks
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5.4 Experimental Results
The sub-band coding systems of Figure 5.1 are tested at 9.6 kbits/sf13 
kbits/s, 16 kbits/s, 32 kbits/s bit rates for the 3-band, 4-band and 5-band 
systems. Comparisons on the quality of the reconstructed speech for the three 
systems are performed at each bit rate both objectively and subjectively. For 
objective comparison, both the segmental signal to noise ratio (SEGSNR) and 
the signal to noise ratio (SNR) are used, while for subjective comparison, pair 
comparison of informal listening tests are conducted.
5.4.1 M-band Analysis-Synthesis Filter Banks Evaluation
The tests of the performances of the M-band perfect reconstruction 
QMF filter banks which were given in Section 3.5 are presented in this section. 
Table 5.1 shows the experimental results of the performances of the 3, 4 and 
5-band back-to-back analysis-synthesis filter banks, without encoding the sub­
band signals. A small segment of the output signal of this back-to-back filter 
bank is shown in Figure 5.2(f) for a 4-band case. The output speech signal of 
the filter banks is basically the perfect replica of the input signal, as can be 
seen from the values of the SNR* of Table 5.1, which range from 72 to 89 dB. 
These results are expected, since the analysis and synthesis filter banks are 
designed to have perfect reconstruction property. The time delay introduced by 
the analysis and synthesis filter banks is given by
Td = ( N - 1 ) f  (5-1)
>S
where N is the filter order and fs is the input sampling rate.
* The SNRSEG cannot be calculated for a reasonable block length. For FILTER 3A, the SNRSEG = 
80.5614 dB with a block length of 1.6 seconds. Therefore, for this part, it is assumed that the SNRSEG 
and the SNR are equal.
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Table 5.1 Performance of the filter banks without encoding of the sub-band signals.
# Bands Filter Type Filter order SNR (dB)
3 FILTER 3A 44 8.03037E+01
3 FILTER 3B 44 8.69937E+01
' 4 FILTER 4A 48 7.26800E+01
4 FILTER 4B 48 7.17217E+01
5 FILTER 5A 44 8.76548E+01
5 FILTER 5B 44 8.87547E+01
5.4.2 3-band System Evaluation
Table B.1 (Appendix B) shows the parameters of the 3-band sub-band 
coding system for the selected test bit rates. The SNRSEG and the SNR of the 
reconstructed speech are given in Table 5.2. Column Two of Table 5.2 shows 
the number of bits allocated to each sub-band. As discussed in Section 5.3, 
the lower frequency bands are allocated more bits, since more emphasise has 
been placed on these bands. Columns Three and Four show the SNRSEG 
and SNR of the reconstructed speech respectively.
Table 5.2 SNRSEG and SNR of the 3-band system with the characteristics of Table 5.2.
BIT RATE 
(kbits/s)
SUB-BAND#
0 1 2
(bits/sample)
SNRSEG
(dB)
SNR
(dB)_____
9.6 3 0 0 1.30709E+01 8.87127
13 4 0 0 1.60132E+01 1.05384E+01
16 3 2 1 1.42712E+01 1.10156E+01
32 6 3 2 2.50095E+01 1.99947E+01
The reconstruction speech at each bit rate is selected according to 
its subjective quality. In this experimentation, a proper subjective quality 
testing is beyond the resources available. Therefore pair comparison of
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informal listening tests to measure the subjective quality of the reconstructed 
speech are used. The incorporation of Gaussian noise to sub-bands with zero 
bit allocation also shows better subjective quality than the one without 
(Gondokusumo and Ng, 1988).
The SNRSEG and the SNR of the 3-band system at various bit rates 
are plotted in Figure 5.3. The SNRSEG and SNR drop by up to 70 dB in the 
3-band system when encoding is used for bit rates in the range of 32 kbits/s to
9.6 kbits/s. This drop is mainly due to the quantization error introduced in the 
encoding of the sub-band signals.
BIT RATE (kbits/s)
Figure 5.3 Performance of the 3-band system at various bit rates
5.4.3 4-band System Evaluation
Table B.2 (Appendix B) shows the parameters of the 4-band sub-band 
coding system for the selected test bit rates. The SNRSEG and the SNR of the 
reconstructed speech are given in Table 5.3. In this 4-band system the
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learning period is 16 ms corresponding to a block of 128 input samples. Each 
sub-band has a block of 32 samples, which is the same as the 3-band system.
The SNRSEG and the SNR of the 4-band system at various bit rates 
are plotted in Figure 5.4. The drop in SNRSEG and SNR of up to 60 dB are 
recorded when encoding the sub-band signals for bit rates in the range of 32 
kbits/s to 9.6 kbits/s.
Table 5.3 SNRSEG and SNR of the 4-band system with the characteristics of Table 5.4.
BIT RATE
(kbits/s)
0
SUB-BAND# 
1 2
(bits/sample)
3 SNRSEG
(dB)
SNR
(dB)
9 .6 4 0 0 0 1.49856E+01 8.65156
13 4 2 0 0 1.60132E+01 1.13877E+01
16 4 3 0 0 1.73046E+01 1.22323E+01
32 6 4 3 2 2.59282E+01 2 .06124E+01
Figure 5.4 Performance of the 4-band system  at various bit rates
120
5.4.4 5-band System Evaluation
Table B.3 (Appendix B) shows the parameters of the 5-band sub-band 
coding system for the selected test bit rates. The SNRSEG and the SNR of the 
reconstructed speech are presented in Table 5.4. The 5-band system uses a 
learning period of 20 ms corresponding to a block of 160 input samples. Each 
sub-band has a block of 32 samples, which is the same as the 3-band system.
Table 5.4 SNRSEG and SNR of the 3-band system with the characteristics of Table 5.6.
BIT RATE
(kbits/s)
0
SUB-BAN 
1 2
(bits/sam
D #
3
pie)
4 SNRSEG
(dB)
SNR
(dB)
9 .6 3 2 0 0 0 1.29685E+01 9 .31853
13 3 2 2 0 0 1 .37166E+01 1 .12809E+01
16 4 3 2 0 0 1 .81668E+01 1 .2 5 1 18E+01
32 6 4 4 3 2 2.64605E+01 2.07271 E+01
Figure 5.5 Perform ance of the 5-band system  at various bit rates
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The SNRSEG and the SNR of the 5-band system at various bit rates 
are plotted in Figure 5.5. The drop in SNRSEG and SNR of up to 75 dB are 
recorded when encoding the sub-band signals for bit rates in the range of 32 
kbits/s to 9.6 kbits/s.
5.4.5 Performance Comparison
The performance of the three systems are compared in this section. 
From Figure 5.6 and Figure 5.7, it can be seen that the SNRSEG and the SNR 
of the 5-band system is generally higher than those for the 3-band and 4-band 
systems. The only exception is the 13 kbits/s of the 5-band system which has a 
smaller SNRSEG.
BIT RATE (kbits/s)
Figure 5.6 SNRSEG comparison of the 3, 4 and 5-band systems
The informal listening tests of the three systems show that for bit rates 
lower than 20 kbits/s, the 5-band system is more preferable than the 3-band 
and 4-band systems. For bit rates greater than 20 kbits/s, the subjective quality
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of the three systems are more competitive, although the 5-band system is still 
preferable.
Figure 5.7 SNR comparison of the 3, 4 and 5-band systems
5.5 Summary
In this chapter, experimental results of the sub-band coding system 
using the perfect reconstruction analysis-synthesis filters designed in Chapter 
Three are presented. The output signal from the analysis and synthesis filter 
banks without encoding is basically a delayed version of the input signal. The 
time delay depends on the order of the filters used.
Experimental results based on both objective and subjective testing 
also show that the degradation of speech quality at various bit rates is mainly 
due to quantization in the encoding stage of the sub-band signals. The 
reconstructed speech quality of the 5-band system is found to be preferable to
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that of the 3-band and 4-band systems in both the objective and subjective 
testing in most cases.
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Conclusion
To complete this thesis it is appropriate to summarize the work of the 
previous chapters and to suggest some improvements and additional research 
work that can be carried out in the future.
A literature survey on the design of filter banks for the sub-band coding 
of speech has been conducted in Chapter Two. The now well known design of 
filter banks using the QMF techniques were surveyed in detail. The 
development of the proposed QMF techniques has inspired major 
developments in sub-band coder research. The early QMF technique, which 
was based on two filters with their frequency responses mirrored to each other 
at tc/2, were shown to exhibit no aliasing distortion. However, complete 
elimination of all distortion was not possible using this early QMF technique. 
Some of the recent literature on the two-band QMF banks designs which led to 
exact signal reconstruction were then presented. The review on the designs of 
two-band QMF banks were followed by the review on the designs of parallel
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QMF banks. The early parallel QMF banks designs were generalizations of the 
tree structured two-band filter banks. This usually did not show better results 
than the cascade of two-band structures. On the other hand, more recent 
development on parallel QMF banks designs led to filter banks with perfect 
reconstruction properties. Of particularly interest was the M-band perfect 
reconstruction parallel QMF (Vaidyanathan, 1987a), which was discussed in 
further detail in Chapter Three. This literature survey also reviewed some of 
the encoding methods that have been used to encode the sub-band signals.
Chapter Three presented the theory and design of the QMF banks. The 
chapter began with discussion on the background of the two-band QMF banks. 
This design has been shown to cancel the aliasing distortion caused by the 
decimation process in the sub-band coding system. The two-band filter design 
procedure using linear phase FIR filters has been described in this chapter. An 
approach, based on the positive amplitude linear phase halfband filter, to 
design a perfect reconstruction two-band filter banks has also been presented.
The next topic discussed in this chapter was the design and 
implementation of M-band perfect reconstruction parallel QMF banks. The 
extension of the perfect reconstruction two-band QMF banks into the perfect 
reconstruction M-band parallel QMF banks has been examined in detail. It has 
been shown that perfect reconstruction can be obtained by designing the 
unitary matrix E(z) to be FIR and lossless. This lossless unitary matrix E(z) can 
be constructed from the cascade of lossless lattice structures, which are 
characterized by the planar rotation angles. These planar rotation angles are 
optimized to achieve filters with better frequency responses. Several examples 
of the form of these lattice structures were given in this chapter.
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Experimental work has been carried out to implement the pairwise 
symmetry frequency responses M-band perfect reconstruction parallel QMF 
design. A design algorithm was outlined, the lattice structures and the 
corresponding lossless matrices were presented. An optimization algorithm 
has been developed to search optimal values of the planar rotation angles 
which minimizes the objective function. The optimal filter coefficients of the 
perfect reconstruction filters are then obtained from these optimal planar 
rotation angles. From the experimental results, it was found that the 
convergence of the optimization algorithm depends on the number of 
parameters to be optimized and the choice of stopband edge.
Design examples of pairwise symmetrical 3 bands, 4 bands and 5 
bands analysis filter banks have been included in this chapter. The frequency 
response of the back-to-back analysis and synthesis filter banks shows that 
the overall system has no reconstruction error. In other words, the system has 
a perfect reconstruction property.
Chapter Four presented the encoding method that was used for 
encoding sub-band signals in an experimental sub-band system using filter 
banks designed in Chapter Three. The sub-band signals were encoded in a 
block-wise manner. The quantizer step size in each block of samples was 
adapted to the changing variance of the block samples. Another parameter 
that determines the quantizer step size was the step size constant <j>. The best 
values of the step size constants obtained from segments of speech used in 
the experiments were also given. Some of the disadvantages of the proposed 
encoding method were (a) the variance had to be transmitted explicitly as side 
information; and (b) it introduced encoding delay in the system.
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The implementation and testing of the sub-band coding system were 
carried out in Chapter Five. The input signal was speech sampled at a 
sampling rate of 8 kHz and tested at bit rates of 9.6 kbits/s, 13 kbits/s, 16 kbits/s 
and 32 kbits/s. Bit allocation strategy for the sub-band signals were presented 
in this chapter.
The performance of the back-to-back analysis and synthesis filter 
banks were tested and the results showed that the output signals were 
identical to the input signals. This was not surprising since the analysis and 
synthesis filter banks had perfect reconstruction properties. The performance 
of the reconstructed speech at the selected bit rates for the three system were 
also presented. The results suggested that the 5-band system had more 
listener approval than the 3-band and 4-band systems in all the bit rates 
tested.
Following are some suggested future research as a result of the 
current work.
The CPU time required to design the analysis filter banks in this thesis 
was quite long, particularly for the 4-band and 5-band filter banks. This 
presented a constraint in designing sharper filters with greater stopband 
attenuation. More importantly, it will take a large amount of CPU time to design 
a reasonable analysis filter banks with the number of bands greater than 5. 
This condition can be improved by using a new optimization algorithm 
proposed by Vaidyanathan, Nguyen, Doganata and Saramaki (1989). This 
new optimization algorithm is said to converge much faster and gives better 
filter responses. Perhaps other constraints can be imposed on the filter to 
further simplify the design procedure and new optimization algorithms could 
be used to reduce the required computing time.
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The quality of the reconstructed speech can be improved in several 
ways. The number of bands in the sub-band coding system is very important. 
To a certain extend, the sub-band coding performance increases with an 
increasing number of bands (Ramstad, 1982 , Jayant and Noll, 1984). This can 
be seen in the speech quality of the 5-band system which is better than the 3- 
band system. Thus, the speech quality can be improved by increasing the 
number of bands in the system. It would be interesting to test 6-band, 7-band 
and 8-band sub-band systems.
Another possible way to improve the quality of the reconstructed 
speech is by using a dynamic allocation of the bits in the sub-bands based on 
their instantaneous power. This additional feature does not need any 
additional side information, since the side information (variance) in the present 
system represents the energies of the sub-bands. These energies can be used 
for the determination of the optimum bit allocation for the sub-bands. Further 
improvement can be achieved if a different quantizer, such as non-uniform 
quantizer or vector quantizer, is used to quantize the sub-band signals.
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APPENDIX A
This appendix contains filter coefficients of the 3-band, 4-band and 5- 
band perfect reconstruction QMF analysis filters designed in Section 3.5.
Table A.1 Optimized values of the analysis filters coefficients for M = 3 and e = 0.057c.
(FILTER 3A)
n ho(n) h i(n ) h2(n)
0 4.43870155E-03 3.12167630E-02 4.43870155E-03
1 0.00000000 0.00000000 0.00000000
2 -1.48761170E-02 -4.77638617E-02 -1.48761170E-02
3 -1.57022998E-02 0.00000000 1.57022998E-02
4 -3.18994722E-03 4.14287150E-02 -3.18994722E-03
5 1.03081213E-02 0.00000000 -1.03081213E-02
6 7.66035868E-04 -3.44091244E-02 7.66035868E-04
7 -3.62466536E-02 0.00000000 3.62466536E-02
8 -7.89818615E-02 7.82553256E-02 -7.89818615E-02
9 -9.01189521E-02 0.00000000 9.01189521 E-02
10 -5.98724931 E-02 -1.88636616E-01 -5.98724931 E-02
11 -2.36123558E-02 0.00000000 2.36123558E-02
12 -3.82981114E-02 3.03987771 E-01 -3.82981114E-02
13 -1.28206521E-01 0.00000000 1.28206521 E-01
14 -2.48574629E-01 -3.22801709E-01 -2.48574629E-01
15 -3.11244458E-01 0.00000000 3.11244458E-01
16 -2.52675027E-01 2.01427236E-01 -2.52675027E-01
17 -9.19029638E-02 0.00000000 9.19029638E-02
18 8.11651722E-02 -5.38543193E-03 8.11651722E-02
19 1.70497194E-01 0.00000000 -1.70497194E-01
20 1.47555366E-01 -1.36302695E-01 1.47555366E-01
21 5.91659322E-02 0.00000000 -5.91659322E-02
22 -1.60655975E-02 1.46464467E-01 -1.60655975E-02
23 -3.70345786E-02 0.00000000 3.70345786E-02
24 -1.59332044E-02 -6.06125966E-02 -1.59332044E-02
25 5.27216727E-03 0.00000000 -5.27216727E-03
26 3.85745103E-03 -2.87843477E-02 3.85745103E-03
27 -1.17932335E-02 0.00000000 1.17932335E-02
28 -2.04478409E-02 5.70602156E-02 -2.04478409E-02
29 -1.03233177E-02 0.00000000 1.03233177E-02
30 1.07557932E-02 -1.84009317E-02 1.07557932E-02
31 1.73560958E-02 0.00000000 -1.73560958E-02
32 3.43550998E-03 -6.32006861 E-03 3.43550998E-03
33 -5.32786734E-03 0.00000000 5.32786734E-03
34 -7.21821189E-03 9.27592348E-03 -7.21821189E-03
35 -1.65184936E-03 0.00000000 1.65184936E-03
36 2.25898810E-03 -1.98178319E-03 2.25898810E-03
37 3.92213557E-03 0.00000000 -3.92213557E-03
38 8.33076017E-04 -7.30847532 E-04 8.33076017E-04
39 -1.33136229E-03 0.00000000 1.33136229E-03
40 -7.41692435E-04 6.50677772E-04 -7.41692435E-04
41 -4.90983541 E-04 0.00000000 4.90983541 E-04
42 0.00000000 0.00000000 0.00000000
43 4.37125564E-04 0.00000000 -4.37125564E-04
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Table A.2 Optimized values of the analysis filters coefficients for M = 3 and e = 0.171
(FILTER 3B)
n ho(n) h ,(n ) h2(n)
0 -1.27480653E-05 -2.91094882E-03 -1.27480653E-05
1 0.00000000 0.00000000 0.00000000
2 3.25426750E-04 -1.70203566E-03 3.25426750 E-04
3 2.70699058E-03 0.00000000 -2.70699058E-03
4 1.66045304E-03 1.73676517E-02 1.66045304E-03
5 -1.11105293E-02 0.00000000 1.11105293E-02
6 -3.93476561 E-02 -1.89569741 E-02 -3.93476561 E-02
7 -7.65664577E-02 0.00000000 7.65664577E-02
8 -1.11955054E-01 -2.71336660E-02 -1.11955054E-01
9 -1.43417239E-01 0.00000000 1.43417239E-01
10 -1.79315537E-01 9.84213799E-02 -1.79315537E-01
11 -2.20218346E-01 0.00000000 2.20218346E-01
12 -2.39599675E-01 -1.01979241 E-01 -2.39599675E-01
13 -1.94567949E-01 0.00000000 1.94567949E-01
14 -6.94688484E-02 -3.00095379 E-02 -6.94688484E-02
15 8.77578333E-02 0.00000000 -8.77578333E-02
16 1.85074970E-01 2.35485196E-01 1.85074970E-01
17 1.57916263E-01 0.00000000 -1.57916263E-01
18 3.05642691 E-02 -3.59465361 E-01 3.05642691 E-02
19 -9.69895348E-02 0.00000000 9.69895348E-02
20 -1.31454334E-01 3.13096255E-01 -1.31454334E-01
21 -6.29699305E-02 0.00000000 6.29699305E-02
22 3.52413580E-02 -1.60901442E-01 3.52413580E-02
23 8.03553462E-02 0.00000000 -8.03553462E-02
24 5.07318899E-02 3.68033722E-02 5.07318899E-02
25 -9.30748414E-03 0.00000000 9.30748414E-03
26 -4.11061756E-02 -1.25167414E-03 -4.11061756E-02
27 -2.88374405E-02 0.00000000 2.88374405E-02
28 2.05628690E-03 1.58366617E-02 2.05628690E-03
29 1.85816865E-02 0.00000000 -1.85816865E-02
30 1.26905283E-02 -2.38401424E-02 1.26905283E-02
31 -1.41253346E-03 0.00000000 1.41253346E-03
32 -7.34777702E-03 1.29513554E-02 -7.34777702E-03
33 -3.76290572E-03 0.00000000 3.76290572E-03
34 1.17955380E-03 -2.73564877E-03 1.17955380E-03
35 2.03538872E-03 0.00000000 -2.03538872E-03
36 5.59941982E-04 2.24067062E-05 5.59941982E-04
37 -4.37185721E-04 0.00000000 4.37185721 E-04
38 -3.04610556E-04 -1.21893327E-05 -3.04610556E-04
39 1.46844113E-05 0.00000000 -1.46844113E-05
40 6.39985446E-05 2.56097360E-06 6.39985446E-05
41 -7.98837482E-06 0.00000000 7.98837482E-06
42 0.00000000 0.00000000 0.00000000
43 1.67835412E-06 0.00000000 -1.67835412E-06
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Table A.3 Optimized values of the analysis filters coefficients for M = 4 and e = 0 057c
(FILTER 4A)
n ho(n)
0 1.93544893E-05
1 3.08852832E-05
2 6.82452082E-05
3 -7.23651174E-05
4 1.45320746E-03
5 -2.12628301 E-03
6 -4.19693347E-03
7 4.50628344E-03
8 8.43483489 E-04
9 -4.34112642E-03
10 -2.29943427E-03
11 -8.60173430E-04
12 -1.61806075E-03
13 1.64381955E-02
14 2.67716683E-02
15 2.01522019E-02
16 -1.45856086E-02
17 -5.74299991 E-02
18 -8.78333151 E-02
19 -8.11495259E-02
20 -2.63989437E-02
21 6.73660561 E-02
22 1.68718666E-01
23 2.41349146E-01
24 2.57645011E-01
25 2.15865135E-01
26 1.38271570E-01
27 5.57045788E-02
28 4.07363707E-03
29 -1.23984143E-02
30 -1.06300414E-03
31 2.72678602E-02
32 3.89540419E-02
33 2.49406397E-02
34 6.88870344E-03
35 -7.13680219E-03
36 -1.50934896E-02
37 -1.18900053E-02
38 3.85808339E-03
39 3.90484021 E-03
40 3.23567563E-03
41 2.86029209E-03
42 -2.58069194E-04
43 -2.11479113E-04
44 -7.01206678E-04
45 -6.57639583E-04
46 3.21351894E-04
47 2.09919206E-04
M n ) M n ) Mn)
-8.99618681E-05 
0.38937787E-04 
2.89228657E-04 
-3.07999639E-04 
8.77713785E-04 
-1.22255180E-03 
-3.12925479E-03 
3.43104592E-03 
4.52194223E-03 
-1.01693664E-02 
-1.88095644E-02 
1.65938567E-02 
7.89258722E-03 
-6.02734415E-03 
3.91975511E-03 
3.17135900E-02 
9.31911729E-03 
-2.94721834E-02 
-1.91481262E-02 
4.64848010E-03 
-4.28442210E-02 
-7.43681565E-02 
5.37104383E-02 
2.03396022E-01 
9.63441432E-02 
-1.89810082E-01 
-2.59615362E-01 
-6.20057201 E-03 
2.18586504E-01 
1.41698629E-01 
-4.82305251 E-02 
-8.94088373E-02 
-2.03612167E-02 
-6.10425137E-03 
-2.99934316E-02 
-1.32272684E-03 
3.82560901 E-02 
3.40240113E-02 
-1.12231588E-02 
8.29225872E-03 
-4.66969004E-03 
-4.23171790E-03 
9.97125404E-04 
6.66381617E-04 
6.14309974E-04 
5.76014398E-04 
-2.82300869E-04 
-1.84687917E-04
1.84687917E-04 
-2.82300869E-04 
-5.76014398E-04 
6.14309974E-04 
-6.66381558E-04 
9.97125404E-04 
4.23171790E-03 
-4.66969004E-03 
8.29225872E-03 
-1.12231588E-02 
-3.40240113E-02 
3.82560901 E-02 
1.32272660E-03 
-2.99934316E-02 
6.10425184E-03 
-2.03612149E-02 
8.94088373E-02 
-4.82305251 E-02 
-1.41698629E-01 
2.18586504E-01 
6.20056828E-03 
-2.59615362E-01 
1.89810082E-01 
9.63441506E-02 
-2.03396022E-01 
5.37104346E-02 
7.43681714E-02 
-4.28442210E-02 
-4.64848010E-03 
-1.91481281 E-02 
2.94721853E-02 
9.31911822E-03 
-3.17135900E-02 
3.91975418E-03 
6.02734461 E-03 
7.89258722E-03 
-1.65938549E-02 
-1.88095644E-02 
1.01693664E-02 
4.52194223E-03 
-3.43104592E-03 
-3.12925479E-03 
1.22255192E-03 
8.77713785E-04 
3.07999639E-04 
2.89228657E-04 
-1.38937787E-04 
-8.99618681 E-05
-2.09919206E-04 
3.21351894E-04 
6.57639583E-04 
-7.01206678E-04 
2.11479128E-04 
-2.58069136E-04 
-2.86029209E-03 
3.23567586E-03 
-3.90484021 E-03 
3.85808339E-03 
1.18900053E-02 
-1.50934896E-02 
7.13680219E-03 
6.88870344E-03 
-2.49406397E-02 
3.89540419E-02 
-2.72678584E-02 
-1.06300553E-03 
1.23984097E-02 
4.07363521 E-03 
-5.57045750E-02 
1.38271570E-01 
-2.15865135E-01 
2.57645011E-01 
-2.41349146E-01 
1.68718666E-01 
-6.73660636E-02 
-2.63989456E-02 
8.11495259E-02 
-8.78333226E-02 
5.74300066E-02 
-1.45856068E-02 
-2.01522019E-02 
2.67716683E-02 
-1.64381936E-02 
-1.61806075E-03 
8.60174187E-04 
-2.29943451 E-03 
4.34112642E-03 
8.43483431 E-04 
-4.50628344E-03 
-4.19693347E-03 
2.12628301 E-03 
1.45320746E-03 
7.23651174E-05 
6.82452082E-05 
-3.08852832E-05 
-1.93544893E-05
14 0
Table A.4 Optimized values of the analysis filters coefficients for M = 4 and e = 0 1 tc
(FILTER 4B) '
n hp(n) hM M n) Mn)
0
1 
2
3
4
5
6
7
8 
9
10
11
12
13
14
15
16
17
18
19
20 
21 
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
-5.91992248E-05 
-1.43605052E-04 
-4.82990581 E-04 
-5.00397640E-04 
1.79670565E-03 
2.15730770E-03 
2.75447336E-03 
4.02642274E-03 
-2.93779536E-03 
-1.10195484E-02 
-1.66959818E-02 
-1.82208735E-02 
-1.88787980E-03 
2.66260412E-02 
6.05289750E-02 
6.58224076E-02 
2.52759755E-02 
-6.15909584E-02 
-1.67119950E-01 
-2.48755425 E-01 
-2.70964354E-01 
-2.25112706E-01 
-1.35671899E-01 
-4.49646935 E-02 
1.17866583E-02 
2.45256238E-02 
7.91717134E-03 
-1.34998625E-02 
-2.04062201 E-02 
-1.15132751 E-02 
2.79628299E-03 
1.02989329E-02 
8.63469578E-03 
1.71771366E-03 
-2.70776730E-03 
-3.43152601 E-03 
4.61145188E-04 
1.84800883E-03 
2.11291481 E-04 
-1.48850458E-03 
-4.39767318E-04 
5.78350213E-04 
-2.47014250E-05 
-9.41854232E-05 
-7 .11861358E-05 
6.87108768E-05 
"2.04230546E-05 
8.41546353E-06
5.56320192E-05 
1.34953982E-04 
4.53899585E-04 
4.70257917E-04 
-1.71256857E-03 
-2.10077618E-03 
-2.87172990E-03 
-4.07542381 E-03 
3.42220883E-03 
1.04236426E-02 
1.27408225E-02 
1.46990642E-02 
1.79712921 E-02 
-1.31185558E-02 
-5.35633117E-02 
-4.68849689 E-02 
-5.65312151 E-03 
1.09485788E-02 
4.58252020E-02 
1.29613087E-01 
1.05571777E-01 
-1.19838849E-01 
-2.74571598E-01 
-8.42427909 E-02 
2.15313286E-01 
2.05529645E-01 
-4.55504619E-02 
-1.43952802E-01 
-2.16761492E-02 
6.01574741 E-02 
9.18603595E-03 
-3.08011211 E-02 
-2.62392266E-03 
1.63990520E-02 
-2.64992472E-04 
-7.57166790E-03 
-8.97151069E-04 
2.17292272E-03 
8.50337674E-05 
-2.86351569E-05 
-8.93191784E-04 
7.39092357E-04 
-4.01186233E-04 
2.83700618E-04 
5.11172912E-05 
-4.93380066E-05 
1.46760367E-05 
-6.05379228E-06
6.05379228E-06 
1.46760367E-05 
4.93380066E-05 
5.11172912E-05 
-2.83700618E-04 
-4.01186204E-04 
-7.39092357E-04 
-8.93191784E-04 
2.86353606E-05 
8.50338183E-05 
-2.17292272E-03 
-8.97151243E-04 
7.57166790E-03 
-2.64992297E-04 
-1.63990483E-02 
-2.62392382E-03 
3.08011211 E-02 
9.18603688E-03 
-6.01574741 E-02 
-2.16761511 E-02 
1.43952802E-01 
-4.55504656E-02 
-2.05529660E-01 
2.15313286E-01 
8.42427984E-02 
-2.74571598E-01 
1.19838864E-01 
1.05571777E-01 
-1.29613087E-01 
4.58252057E-02 
-1.09485788E-02 
-5.65312197E-03 
4.68849689E-02 
-5.35633117E-02 
1.31185548E-02 
1.79712921 E-02 
-1.46990642E-02 
1.27408225E-02 
-1.04236435E-02 
3.42220929E-03 
4.07542381 E-03 
-2.87173013E-03 
2.10077642E-03 
-1.71256880E-03 
-4.70257917E-04 
4.53899585E-04 
-1.34953982E-04 
5.56320192E-05
-8.41546353E-06 
-2.04230546E-05 
-6.87108768E-05 
-7.11861358E-05 
9.41853723E-05 
-2.47014505E-05 
-5.78350213E-04 
-4.39767318 E-04 
1.48850470E-03 
2.11291466E-04 
-1.84800872E-03 
4.61145100E-04 
3.43152601 E-03 
-2.70776730E-03 
-1.71771226E-03 
8.63469578E-03 
-1.02989348E-02 
2.79628416E-03 
1.15132770E-02 
-2.04062182E-02 
1.34998579E-02 
7.91716855E-03 
-2.45256219E-02 
1.17866592E-02 
4.49646935E-02 
-1.35671899E-01 
2.25112692E-01 
2.70964354E-01 
2.48755425E-01 
-1.67119950E-01 
6.15909584E-02 
2.52759736E-02 
-6.58224151 E-02 
6.05289750E-02 
-2.66260412E-02 
1.88787899E-03 
1.82208754E-02 
-1.66959818E-02 
1.10195484E-02 
-2.93779559E-03 
-4.02642274E-03 
2.75447336E-03 
-2.15730770E-03 
1.79670588E-03 
5.00397640E-04 
-4.82990581 E-04 
1.43605052E-04 
-5.91992248E-05
(FILTER 5A)
Table A.5 Optimized values of the analysis filters coefficients for M = 5 and e = 0.057t.
The corresponding values of h3(n) = (-1)" h^n) and h4(n) = (-1)" h0(n)
n h0(n) h i(n ) h2(n)
0 0.24732430E-02 -0.11741808E-01 0.64665979E-01
1 0.00000000 0.00000000 0.00000000
2 0.89460863E-02 0.13712088E-02 -0.13310480
3 0.00000000 0.00000000 0.00000000
4 -0.37499247E-01 -0.25724961 E-01 0.19645751
5 -0.85014988E-01 -0.37155410E-02 0.00000000
6 -0.13887306 0.37926699E-01 -0.23005589
7 -0.18469188 0.48572492E-01 0.00000000
8 -0.20944165 0.10860518E-01 0.21874899
9 -0.20261027 -0.25868888E-01 0.00000000
10 -0.16288708 -0.10570267E-01 -0.16105361
11 -0.10300860 0.28254459E-01 0.00000000
12 -0.35101783E-01 0.80604216E-02 0.89673248E-01
13 0.24077106E-01 -0.80709299E-01 0.00000000
14 0.62291707E-01 -0.13369779 -0.42578732E-02
15 0.66295293E-01 -0.45792699E-01 0.00000000
16 0.44218489E-01 0.13149542 -0.31185592E-01
17 0.20289049E-01 0.22098885 0.00000000
18 -0.10332114E-01 0.11933251 0.51419014E-01
19 -0.28654665E-01 -0.86059305E-01 0.00000000
20 -0.37781146E-01 -0.20340852 -0.30820548E-01
21 -0.21485546E-01 -0.14561163 0.00000000
22 0.12745020E-02 0.35182606E-02 -0.30674705E-03
23 0.72873813E-02 0.95297348E-01 0.00000000
24 0.14655623E-01 0.80490177E-01 0.12594366E-01
25 0.15503472E-01 0.29916626E-01 0.00000000
26 -0.70832023E-03 -0.16125588E-02 0.30850922E-03
27 -0.59100001E-03 -0.30526864E-02 0.00000000
28 -0.22402007E-02 -0.13558136E-01 -0.24304107E-02
29 -0.59816599E-02 -0.10635381 E-01 0.00000000
30 -0.35825285E-03 -0.23844303E-02 -0.47574171 E-03
31 0.33542749E-03 0.19060564E-02 0.00000000
32 0.37012565E-04 0.24634523E-03 0.49150819E-04
33 0.88881094E-03 0.85881419E-03 0.00000000
34 0.12714254E-03 0.84622501 E-03 0.16883888E-03
35 0.13774069E-03 0.51952895E-05 0.00000000
36 -0.23125621E-04 -0.15391763E-03 -0.30709657E-04
37 -0.14230553E-04 -0.53674658E-06 0.00000000
38 -0.10079908E-04 -0.67089035E-04 -0.13385609E-04
39 -0.48883635E-04 -0.18437880E-05 0.00000000
40 0.00000000 0.00000000 0.00000000
41 0.88913151 E-05 0.33536173E-06 0.00000000
42 0.00000000 0.00000000 0.00000000
43 0.38755128E-05 0.14617620E-06 0.00000000
1 4 2
(FILTER 5B)
Table A.6 Optimized values of the analysis filters coefficients for M = 5 and e = 0.1 tc. The
corresponding values of h3(n) = (-1)" h^n) and h4(n) = (-1)" h0(n)
n ho(n) h i(n ) h2(n)
0 0.17905484E-02 -0.97276786E-02 0.41950639E-01
1 0.00000000 0.00000000 0.00000000
2 -0.35275363E-02 0.67464038E-02 -0.11673596
3 0.00000000 0.00000000 0.00000000
4 0.80975519E-02 -0.29280602E-02 0.19971018
5 0.16121810E-01 0.36123713E-01 0.00000000
6 0.20129585E-01 0.87586586E-01 -0.24805382
7 0.13451191E-01 0.57757208E-01 0.00000000
8 -0.19195210E-03 -0.83293620E-01 0.23102231
9 -0.14535342E-01 -0.21167350 0.00000000
10 -0.16360098E-01 -0.16411869 -0.15651890
11 0.50150336E-02 0.47150478E-01 0.00000000
12 0.51786107E-01 0.22065233 0.63642504E-01
13 0.11614287 0.19324423 0.00000000
14 0.17848365 0.23738667E-01 0.55375816E-02
15 0.21778971 -0.10075643 0.00000000
16 0.21946632 -0.92340364E-01 -0.27640339E-01
‘ 17 0.18180234 -0.22767551 E-01 0.00000000
18 0.11662661 0.74457445E-02 0.20268570E-01
19 0.45333340E-01 -0.88900232E-02 0.00000000
20 -0.12350327E-01 -0.14313171 E-01 -0.63571072E-02
21 -0.42766110E-01 0.14243312E-02 0.00000000
22 -0.49130524E-01 0.14481754E-01 0.49142948E-02
23 -0.37662500E-01 0.15311278E-01 0.00000000
24 -0.18819718E-01 0.62198730E-02 0.21668682E-02
25 -0.57651540E-02 -0.65049640E-03 0.00000000
26 0.20407524E-02 0.47196316E-03 0.24984848E-03
27 0.30126213E-02 0.82635975E-03 0.00000000
28 -0.24343100E-02 0.43069883E-02 0.17614487E-02
29 0.13983387E-02 0.34869157E-03 0.00000000
30 0.28971186E-02 -0.12690132E-02 -0.46530985E-03
31 0.26486100E-03 0.16991023E-04 0.00000000
32 0.10339196E-02 -0.45288366E-03 -0.16605912E-03
. 33 0.14533018E-02 0.21252891E-03 0.00000000
34 0.29725605E-03 -0.13020588E-03 -0.47742667E-04
35 -0.32843594E-03 -0.68569329E-04 0.00000000
36 -0.20063318E-03 0.87882548E-04 0.32223947E-04
37 -0.11721176E-03 -0.24470925E-04 0.00000000
38 -0.47602876E-03 0.20851297E-03 0.76455577E-04
39 -0.33698852E-04 -0.70354897E-05 0.00000000
40 0.00000000 0.00000000 0.00000000
41 0.22745064E-04 0.47486087E-05 0.00000000
42 0.00000000 0.00000000 0.00000000
43 0.53965674E-04 0.11266702E-04 0.00000000
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APPENDIX B
This appendix contains parameters of the 3-band, 4-band and 5-band 
sub-band coding systems for the bit rates of 9.6, 13, 16 and 32 kbits/s 
described in Chapter Five.
1 4 4
Table B.1 Parameters of 3-band system for bit rates at 9.6,13,16 and 32 kbits/s.
BIT RATE (kbits/s)
9.6 13 16 32
SPEECH SAMP. RATE (kHz) 8 8 8 8
BITS/SAMPLE AT 8 kHz 1.2 1.625 2 4
BLOCK DURATION (ms) 12 12 12 12
BLOCK LENGTH (sample) 96 96 96 96
AVAILABLE BIT (96x1.2) = (96 x 1.625) = (96 x 2) = (96x4) =
115.2 156 192 384
NO. OF SUB-BANDS 3 3 3 3
SUB-BAND SAMP. RATE (kHz) (8/3) (8/3) (8/3) (8 /3 )
SIDE INFORMATION (Bits) (3x5) = 15 15 15 15
SAMPLES/SUB-BAND (96/3) =32 32 32 32
ALLOCATED BITS FOR (115.2-15) = (156-15) = (192-15) = (384-15) =
THE SUB-BANDS 100.2 141 177 369
TOTAL BITS/SAMPLE AT (100.2/32) = (141 / 32) = (177/32) = (369/32) =
THE SUB-BAND RATE 3 4 5 11
TOTAL BITS USED BY (32 x 3) = (32 x 4) = (32 x 5) = (32x11) =
THE SUB-BANDS 96 - 128 160 352
TOTAL INFORMATION BITS (96 + 15) = (128 + 15) = (160 + 15) = (352 + 15) =
TRANSMITTED 111 143 175 367
REMAINING BITS FOR (115.2-111) = (156-143) = (192-175) = (384-367) =
SYNC. AND PROTECTION 4.2 13 17 17
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Table B.2 Parameters of 4-band system for bit rates at 9.6,13,16 and 32 kbits/s.
BIT RATE (kbits/s)
9.6 13 16 32
SPEECH SAMP. RATE (kHz) 8 8 8 8
BITS/SAMPLE AT 8 kHz 1.2 1.625 2 4
BLOCK DURATION (ms) 16 16 16 16
BLOCK LENGTH (sample) 128 128 128 128
AVAILABLE BIT (128 x 1.2) = 
153.6
(128 x 1.625)= 
208
(128 x 2) = 
256
(128x4) = 
512
NO. OF SUB-BANDS 4 4 4 4
SUB-BAND SAMP. RATE (kHz) (8/4) = 2 2 2 2
SIDE INFORMATION (Bits) (4x5) = 20 20 20 20
SAMPLES/SUB-BAND (128/4) = 32 32 32 32
ALLOCATED BITS FOR (153.6-20) = (208 - 20) = (256 - 20) = (512-20) =
THE SUB-BANDS 133.6 188 236 492
TOTAL BITS/SAMPLE AT (133.6/32) = (188/32) = (236/ 32) = (492 / 32) =
SUB-BAND RATE 4 5 7 15
TOTAL BITS USED BY (32 x 4) = (32 x 5) = (32 x 7) = (32 x 15) =
THE SUB-BANDS 128 160 224 480
TOTAL INFORMATION BITS (128 + 20) = (160 + 20) = (224 + 20) = (480+20)=
TRANSMITTED 148 180 244 500
REMAINING BITS FOR (153.6- 148)= (208-180) = (256 - 244) = (512-500) =
SYNC. AND PROTECTION 5.6 28 12 12
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Table B.3 Parameters of the 5-band system for bit rates at 9.6,13,16 and 32 kbits/s.
BIT RATE (kbits/s)
9.6 13 16 32
SPEECH SAMP. RATE (kHz) 8 8 8 8
BITS/SAMPLE AT 8 kHz 1.2 1.625 2 4
BLOCK DURATION (ms) 20 20 20 20
BLOCK LENGTH (sample) 160 160 160 160
AVAILABLE BIT (160x1.2) = (160 x 1.625)= (160 x 2) = (160x4) =
192 260 320 640
NO. OF SUB-BANDS 5 5 5 5
SUB-BAND SAMP. RATE (kHz) (8/5) (8/5) (8/5) (8 /5 )
SIDE INFORMATION (Bits) (5x5) = 25 25 25 25
SAMPLES/SUB-BAND (160/5) = 32 32 32 32
ALLOCATED BITS FOR (192-25) = (260 - 25) = (320 - 25) = (640 - 25) =
THE SUB-BANDS 167 235 295 615
TOTAL BITS/SAMPLE AT (167/32) = (235 / 32) = (295 / 32) = (615/32) =
SUB-BAND RATE 5 7 9 19
TOTAL BITS USED BY (32 x 5) = (32 x 7) = (32 x 9) = (32 x 19) =
THE SUB-BANDS 160 224 288 608
TOTAL INFORMATION BITS (160 + 25) = (224 + 25) = (288 + 25) = (608 + 25) =
TRANSMITTED 185 249 313 633
REMAINING BITS FOR (192-185) = (260 - 249) = (320-313) = (640 - 633) =
SYNC. AND PROTECTION 7 11 7 7

