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Das DESPEC (Decay Spectroscopy) Array wird zum γ–Nachweis benutzt und besteht aus
72 planaren Germanium Pixeldetektoren. Ziel ist es, mit guter Energieauflösung und ho-
her Photopeak–Effizienz den Zerfall von gestoppten radioaktiven Atomkernen an der neuen
FAIR (Facility for Antiproton and Ion Research)–Beschleunigeranlage zu untersuchen. Die
hohe Photopeak–Effizienz des γ–Spektrometers wird durch die Segmentierung der Kristalle
erreicht.
Im Rahmen dieser Diplomarbeit – durchgeführt bei der GSI (Gesellschaft für Schwerionen-
forschung mbH) – werden zur Optimierung der planaren Pixeldetektoren deren physikalische
Eigenschaften berechnet. In einem ersten Schritt wird das elektrische Potential des Germani-
umkristalls mit Hilfe der Finiten Volumen Methode numerisch simuliert. Für die Berechnung
des elektrischen Feldes, die Untersuchung der Sättigungsspannung als Funktion der Elektro-
dengröße und die Bestimmung der Feldlinien wird das elektrische Potential zugrunde gelegt.
Die Konvergenz der numerischen Simulation wird am Beispiel des elektrischen Flusses ge-
zeigt.
Anschließend werden die Pulsformen für Netto– und Spiegelladungen berechnet. In einer spe-
ziellen Pulsformanalyse wird der γ–Wechselwirkungsort bestimmt und die Positionssensitivi-
tät untersucht. Hierbei konnte festgestellt werden, dass die Ortsauflösung des planaren Pixel-
detektors von der Elektrodengröße abhängig ist. Die Elektrodengröße hat auch einen Einfluss
auf die erforderliche Sättigungsspannung, die bei einer Größe von kleiner als 6× 6 mm2 die
maximal mögliche Spannung von 5000 V überschreitet. Hieraus ergibt sich eine technische




The DESPEC (Decay Spectroscopy) array consists of 72 planar germanium pixel detectors
which will be used for γ–ray measurements. The main goal of this array is to achieve a
good energy resolution and a high photopeak efficiency to investigate the decay of stopped
radioactive nuclei produced by the future FAIR (Facility for Antiproton and Ion Research)
accelerator facility. The high photopeak efficiency of the γ–ray array is guaranteed by the
segmentation of the germanium crystals.
In the framework of this diploma thesis – performed at GSI (Gesellschaft für Schwerionen-
forschung mbH) – the physical properties of the planar pixel detectors were calculated for an
optimal design. As a first step, the electrical potential of the germanium crystal was simula-
ted numerically with the finite volume method. This result was the basis for the calculation
of the electrical field, the investigation of the saturation voltage as a function of the electrode
size and the calculation of the field lines. The convergence of the numerical simulation was
demonstrated for the electrical flux.
The electrical pulses for the net– and mirror charges were calculated and a special pulse sha-
pe analysis was used to determine the γ–ray interaction point. The position sensitivity was
discussed and showed a strong dependence on the electrode size. This size had also a strong
effect on the saturation voltage and reached a maximum value of 5000 V at an electrode size
of 6×6 mm2. Therefore, the above mentioned electrode size will be a technical limitation for
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In der vorliegenden Arbeit1 wird ein dreidimensionaler planarer Pixeldetektor aus Germa-
nium untersucht, der als Teil des zukünftigen DESPEC (Decay Spectroscopy) Arrays [6]
zum Nachweis von γ–Strahlung dient. Dieses γ–Spektrometer zeichnet sich durch eine gu-
te Energieauflösung und hohe Photopeak–Effizienz aus, mit dem der Zerfall von gestoppten
radioaktiven Atomkernen an der neuen FAIR (Facility for Antiproton and Ion Research)–
Beschleunigungsanlage untersucht werden soll. Es wird aus 24 Modulen bestehen, die sich
in unterschiedlichen Geometrien anordnen lassen, wobei sich jedes Modul aus drei planaren
Pixeldetektoren zusammensetzt (s. Abb. 1.1).
Abbildung 1.1: DESPEC Array ([26] S. 28).
Die hohe Granularität der Germaniumdetektoren ist wichtig, um die hohe Effizienz des γ–
Spektrometers zu erreichen, die bei unsegmentierten Detektoren durch die atomare Brems-
strahlung bei der Implantation der radioaktiven Atomkerne drastisch reduziert wird.
Zur Optimierung der planaren Pixeldetektoren müssen die physikalischen Eigenschaften be-
rechnet werden. Nach einer kurzen Einführung in die Wechselwirkung der γ–Strahlung mit
Materie, wird im Kapitel 3 das elektrische Potential des Germaniumkristalls simuliert. Hierzu
wird die Finite Volumen Methode benutzt. Im Kapitel 4 erfolgt die Berechnung des elektri-
schen Feldes, die Untersuchung der Sättigungsspannung als Funktion der Elektrodengröße
und die Bestimmung der Feldlinien. Das Konvergenzverhalten der Simulation wird am Bei-
spiel des elektrischen Flusses in Kapitel 5 untersucht. Anschließend werden im Kapitel 6 die
Pulsformen für Netto– und Spiegelladungen berechnet. In einer speziellen Pulsformanalyse
1durchgeführt bei der Gesellschaft für Schwerionenforschung mbH
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wird in Kapitel 7 der γ–Wechselwirkungsort bestimmt und die Positionssensitivität disku-
tiert. Anwendungen und Ausblick befinden sich in Kapitel 8, während die Ergebnisse in
Kapitel 9 zusammengefasst sind.
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2 Grundlagen
2.1 Der γ–Nachweis in der Kernspektroskopie
Um die Struktur von Atomkernen untersuchen zu können, werden in kernphysikalischen Ex-
perimenten Atomkerne angeregt und ihr Zerfall studiert. Der Zerfall erfolgt über diskrete
Energiezustände, wobei die Energie meist als γ–Strahlung abgegeben wird. Zur Messung der
γ–Strahlung werden Detektoren verwendet.
Seit Anfang der sechziger Jahre kommen in zunehmendem Maße Halbleiterdetektoren beim
Strahlungsnachweis zum Einsatz. Das zu Grunde liegende Prinzip besteht in der Nutzung
eines pn–Übergangs in einem Silizium– oder Germanium–Halbleiter. Die dabei entstehende
Sperrschicht wird durch Anlegen einer Spannung in Sperrrichtung ausgedehnt. In diesem ak-
tiven Raum kann die eindringende Strahlung mit dem Halbleitermaterial wechselwirken und
so Elektron–Loch–Paare freisetzen. Diese freigesetzten Ladungsträger, deren Zahl ein Maß für
die von der Strahlung an den Detektor übertragene Energie ist, werden im Feld der angelegten
Hochspannung beschleunigt und driften entlang der Feldlinien des elektrischen Feldes zu den
Kontakten. Aufgrund der großen Zahl der an diesem Prozess beteiligten freien Ladungsträger
und der vollständigen Ladungssammlung ergibt sich im Vergleich zu Szintillationszählern ei-
ne um etwa eine Größenordnung bessere Energieauflösung (s. Abb. 2.1). Eine Ortsauflösung
lässt sich bei diesen Detektoren durch Segmentierung der Elektroden erreichen [2, 14, 29].
Die für die γ–Spektroskopie interessanten Wechselwirkungen sollen in diesem Kapitel kurz
erläutert werden, insbesondere die Wechselwirkungen in einem Germaniumkristall.
Abbildung 2.1: Intensität der γ–Strahlung als Funktion der γ–Energie [keV] für eine 137Cs Quelle
([7] S. 2). Die Peakstruktur ist das Ergebnis des Photoeffekts, während der Untergrund
durch die Comptonstreuung entsteht.
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Wechselwirkungen der γ–Strahlen mit Materie
Drei physikalische Prozesse spielen bei der Wechselwirkung von hochenergetischen Photonen
eine grundlegende Rolle: Der Photoeffekt, der Comptoneffekt und die Paarbildung. Diese Me-
chanismen sind wichtig zum Verständnis der Abschirmung oder zum Nachweis dieser Strah-
lung. Der Absorptionskoeffizient µ spiegelt die unterschiedlichen Beiträge der physikalischen
Prozesse wider und hängt, wie aus Abbildung 2.2 zu entnehmen, deutlich von der Energie
der Strahlung ab.
Abbildung 2.2: Absorptionskoeffizienten µ für Germanium (Ordnungszahl Z = 32) als Funktion der
γ–Energie Eγ ([21] S. 5).
Bei niedrigen Energien dominiert der in der γ–Spektroskopie gewünschte Photoeffekt
(s. Abb. 2.3(a)). Bei diesem Effekt wird die gesamte Energie des γ–Quants an ein Hüllenelek-
tron abgegeben, das aus der Atomhülle geschlagen wird und dann als freier Ladungsträger
im Halbleiter zur Verfügung steht. An der Stelle des Elektrons bleibt ein Loch zurück, das
ebenfalls als freier Ladungsträger interpretiert werden kann.
(a) (b)
Abbildung 2.3: Abbildung (a) zeigt die Darstellung des Photoeffekts mit einfallendem Photon, wel-
ches seine Energie an ein Hüllenelektron überträgt und dieses mit dem Energieüber-
trag aus dem Atomverbund befreit. Abbildung (b) zeigt die Darstellung des Comp-
toneffekts mit einfallendem Photon, welches an ein Hüllenelektron Energie überträgt
und dabei gestreut wird ([2] S. 7).
4
2.1 Der γ–Nachweis in der Kernspektroskopie
Bei mittleren Energien dominiert der Comptoneffekt. Ähnlich wie beim Photoeffekt wird
beim Comptoneffekt ein Elektron aus der Atomhülle geschlagen (s. Abb. 2.3(b)). Allerdings
wird beim Comptoneffekt nur ein Teil der γ–Energie und des Impulses an das Elektron
übertragen und das gestreute γ–Quant kann seine Restenergie in weiteren Wechselwirkungen
abgeben oder sogar den Germaniumkristall verlassen.
In diesem Zusammenhang sei darauf hingewiesen, dass bei den in der Kernspektroskopie üb-
lichen γ-Energien multiple Compton Streuungen in Germanium vorherrschen. Abbildung 2.4
zeigt dazu die relativen Häufigkeiten, mit denen eine unterschiedliche Zahl von Compton–
Streuungen in Abhängigkeit der γ–Energie auftreten. Es ist zu erkennen, dass ab etwa
300 keV zwei–, drei– und vierfache Streuungen dominieren, fünffache Streuungen etwa gleich-
häufig wie einfache vorkommen und darüber hinaus auch sechsfache und höhere Prozesse
auftreten.
Abbildung 2.4: Verteilung der Zahl der Compton-Streuungen in einem Germaniumkristall [9].
Bei der in Abbildung 2.5 dargestellten Paarbildung wird ein γ–Quant in ein Elektron–
Positron–Paar umgewandelt. Die minimale Energie, die dazu nötig ist, ist die Summe der Ru-
hemasse der beiden Teilchen (1.022 MeV). Das Elektron steht wieder als freier Ladungsträger
zur Verfügung. Das Positron wechselwirkt mit einem anderen Elektron und es entstehen zwei
γ–Quanten (jeweils 511 keV), die dann entweder durch den Photo– oder Comptoneffekt im
Germaniumkristall wechselwirken können.
Die Wahrscheinlichkeit für das Auftreten der genannten Effekte hängt von zwei Faktoren
ab: Der Ordnungszahl Z des Materials sowie der Energie des γ–Quants Eγ . Bei allen drei
Effekten wird ein freies Elektron erzeugt, bei der Paarbildung zusätzlich ein Positron. Das
Elektron wird auf seinem Weg durch das Material abgebremst. Da die Reichweite des pri-
mär erzeugten Elektrons (Positrons) mit ca. 1 mm bei 1 MeV sehr gering ist, kann nähe-
rungsweise angenommen werden, dass die Elektron–Loch–Paare alle nahe an dem Ort der
ursprünglichen Wechselwirkung entstehen. Bedingt durch die mit Z = 32 relativ geringe
Ordnungszahl ist allerdings der Comptoneffekt in Germanium in einem großen Energiebe-
reich von ca. 150 keV bis 7 MeV dominant (s. Abb. 2.2). Dies führt dazu, dass ein γ–Quant
5
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Abbildung 2.5: Darstellung der Paarbildung, bei der sich im Coulombfeld des Atomkerns ein e+–e−
Paar bildet, wobei das Positron durch Wechselwirkung mit einem weiteren Elektron
in zwei 511 keV γ–Quanten annihiliert ([2] S. 8).
seine vollständige Energie in einem Germaniumkristall hauptsächlich über mehrere Compton-
streuungen mit anschließendem Photoeffekt abgibt. In diesem Fall existieren mehrere weit
voneinander entfernte Wechselwirkungsorte. Dabei kommt es vor, dass ein γ–Quant nach
einer Comptonstreuung den Germaniumkristall verlässt und nur einen Teil seiner Energie
im Germaniumkristall deponiert. Dieser Anteil nicht vollständig nachgewiesener γ–Quanten
führt zu einem unerwünschten Untergrund bei der Energiemessung.
Die Anzahl n der nach der Wechselwirkung gebildeten Elektron–Loch–Paare ist proportional
zur Energie, die das γ–Quant im Germaniumdetektor deponiert hat. Sie ist bei gegebener






Die mittlere Energie zur Erzeugung eines Elektron–Loch–Paares ist mit 2.96 eV in Germa-
nium sehr gering, was zu einer großen Anzahl gebildeter Elektron–Loch–Paare und damit zu
einer guten Energieauflösung führt [10].
Abschließend sei darauf hingewiesen, dass die Wahrscheinlichkeit des für kernphysikalische
Untersuchungen wichtigen Photoeffekts mit der Ordnungszahl Z des Detektormaterials an-
steigt. Durch geeignete Wahl des Detektormaterials lässt sich deshalb der unerwünschte
Comptoneffekt minimieren und der bevorzugte Photoeffekt maximieren. Gleichzeitig redu-
ziert sich die Anzahl der γ–Quanten, die den Germaniumkristall nach einer Comptonstreuung
wieder verlassen. Da diese γ–Quanten einen kontinuierlichen Untergrund produzieren, wird
die Qualität des γ–Spektrums deutlich verbessert.
Germaniumdetektor–Geometrien
Wesentlichen Einfluss auf die Güte eines Germaniumdetektors hat seine Geometrie. Die wich-
tigste Anforderung ist dabei, ein möglichst großes aktives Volumen zu erzielen. Im Wesent-
lichen gibt es zwei verschiedene Germaniumdetektor–Geometrien, die man mit koaxial und
planar bezeichnet. Bei der koaxialen Geometrie bildet der Germaniumdetektor einen Zylin-
der, der entlang seiner Längsachse mit einer Bohrung versehen ist. Die Kontakte befinden sich
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an der Aussenseite und innerhalb der Bohrung. Diese Arbeit beschäftigt sich mit planaren
Detektoren. Die planare Geometrie zeichnet sich dadurch aus, dass ein Germaniumkristall
an zwei gegenüberliegenden Seiten mit Kontakten versehen wird.
Es soll an dieser Stelle noch darauf hingewiesen werden, dass durch die Segmentierung einer
der beiden Kontakten eine Verzerrung des elektrischen Feldes im Germaniumkristall herbei-
geführt wird und diese einen entscheidenden Einfluss auf die Effizienz der Detektoren hat.
Prinzip von Germaniumdetektoren
Um die Energiedeposition eines γ–Quants zu bestimmen muss, wie aus Gleichung (2.1) hervor
geht, die Anzahl der gebildeten Elektron–Loch–Paare in einem Halbleiterdetektor ermittelt
werden. Dazu wird ein Germaniumkristall mit positiv und negativ dotierten Elektroden ver-
sehen. Die negative Elektrode ist eine ca. 1 mm dicke Schicht aus eindiffundiertem Lithium
und die positiv dotierte Elektrode ist eine 0.1 µm dicke Schicht aus Bor [11]. Folgender Auf-
bau stellt eine PIN-Diode1 dar, die im wesentlichen dem Aufbau eines Halbleiterdetektors
entspricht:
• Eine stark positiv dotierte, dünne Schicht Lithium (p+).
• Eine große Schicht, die durch ihre Eigenleitung bestimmt wird – der intrinsische Bereich.
• Eine stark negativ dotierte Schicht aus Bor-Ionen (n+).
An den Elektroden wird eine Hochspannung angelegt. Die Elektronen–Loch–Paare werden
mittels des durch die Hochspannung erzeugten elektrischen Feldes getrennt und zu den ent-
sprechenden Kontakten beschleunigt (s. Abb. 2.6). Es entsteht ein Ladungspuls, dessen Höhe
ein Maß für die Anzahl der Elektron–Loch–Paare ist.
Abbildung 2.6: Durch Wechselwirkungen gebildete freie Ladungsträger driften im elektrischen Feld
zu den Kontakten und erzeugen dort ein Signal ([13] S. 8.)




Bei dieser Methode setzt man einen idealen reinen Kristall voraus. Tatsächlich lassen sich
Verunreinigungen im intrinsichen Bereich nicht vermeiden. Bei den höchsten zur Zeit her-
stellbaren Reinheitsgraden liegt die Verunreinigung im Bereich von ca. 109 Atome/cm3. Je
nach Art der Verunreinigung spricht man von einem p–dotierten oder n–dotierten Kristall.
Mit Hilfe des Bändermodells kann man die jeweilige Dotierungsart bestimmen:
Befinden sich Störstellen knapp oberhalb des Valenzbandes, so handelt es sich hierbei um ein
leicht p–dotiertes Germanium (Akzeptorstörstellen). Andernfalls handelt es sich um leicht
n–dotiertes Germanium, d. h., die Störstellen befinden sich knapp unterhalb des Leitungs-
bandes (Donatorstörstellen). Bei dem im Rahmen dieser Arbeit untersuchten Detektor ist das
intrinsiche Material leicht p–dotiertes Germanium. Die folgenden Betrachtungen für PIN–
Dioden mit p–dotiertem Germanium als intrinsichem Material gelten analog für n–dotiertes
Germanium.
An der Grenzfläche zwischen der n+–dotierten Schicht und dem leicht p–dotierten Germani-
um liegt ein pn–Übergang vor, an dem durch Diffusion eine Rekombination der Donatoren
mit den Akzeptoren stattfindet. Es entsteht eine Raumladungszone, innerhalb der sich kei-
ne freien Ladungsträger mehr befinden und die deshalb auch Verarmungszone genannt wird
(s. Abb. 2.7). Durch das Fehlen freier Ladungsträger ist die Rekombinationsrate vernachläs-
sigbar klein; somit eignet sich die Verarmungzone zum Nachweis von γ–Quanten.
Abbildung 2.7: Verarmungszone im pn–Übergang ([13] S. 41).
Beim Anlegen einer Spannung in Sperrrichtung dehnt sich die Verarmungszone über den
schwach p–dotierten Germaniumkristall räumlich aus, wohingegen die räumliche Ausdehnung
der Verarmungszone in der n+–dotierten Schicht vernachlässigbar klein ist. Bei Erhöhung
der Sperrspannung geschieht dies solange, bis die Verarmungszone die p+–dotierte Schicht
erreicht hat. Da die p+–dotierte Schicht vergleichbar stark dotiert ist wie die n+–dotierte
Schicht, bringt eine Erhöhung der Sperrspannung keine weitere räumliche Ausdehnung der
Verarmungszone mit sich.








2.1 Der γ–Nachweis in der Kernspektroskopie
Dabei ist U die angelegte Spannung, ε = ε0εr die elektrische Permittivität und ρ die Raum-
ladungsdichte des Halbmaterials. Diese ist gegeben durch
ρ = e (NA −ND) , (2.3)
wobei e = 1.6 · 10−19 C die Elementarladung ist und NA bzw. ND die Dichte der Akzeptor–
bzw. Donatorunreinheiten bezeichnet.
Die Sperrspannung wird so groß gewählt, dass sich die Verarmungszone über den gesamten
Germaniumkristall erstreckt, um ein möglichst großes Volumen zum Nachweis von γ–Quanten
zu haben. Falls sich die Verarmungszone über den gesamten Kristall erstreckt, spricht man
von vollständiger Sättigung die – abhängig von der Dicke des Kristalls – bei einer bestimmten
Sättigungsspannung erreicht wird [10]. Die Spannung, ab der ein planarer Germaniumdete-





Erhöht sich die Spannung über die Sättigungsspannung hinaus, so verstärkt sich das elektri-
sche Feld im gesamten Kristall um einen bestimmten Betrag (s. Abb. 2.8).
Abbildung 2.8: Die Stärke des elektrischen Feldes in planaren hochreinen Germaniumdetektoren
in Abhängigkeit der Kristalltiefe. Die Sättigungsspannung ist mit Vd gekennzeich-
net. Zum Vergleich ist das elektrische Feld in einem lithiumgedrifteten Germanium-
detektor bei einer Betriebsspannung von 1000 V aufgetragen ([10] S. 411).
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2 Grundlagen
Pulsformen von planaren Germaniumdetektoren
Die elektrische Pulsform, d. h. der zeitliche Verlauf des von einem γ–Quant erzeugten La-
dungspulses Q(t) wird in diesem Abschnitt für planare Germaniumdetektoren theoretisch
beschrieben. In Kapitel 7 soll dies in Bezug auf Pixeldetektoren genauer studiert werden.
Dazu wird das Ersatzschaltbild eines Germaniumdetektors verwendet, in dem er idealisiert
durch eine Stromquelle und einen parallel geschalteten Kondensator dargestellt wird [19].
Über einen sehr großen Vorwiderstand wird der Detektor an eine Hochspannungsquelle an-
geschlossen (s. Abb. 2.9).
Abbildung 2.9: Ersatzschaltbild eines Germaniumdetektors und dessen Anschluss an eine Hochspan-
nungsquelle.
Tritt ein γ-Quant in einen Germaniumkristall ein, kann es die in Abschnitt 2.1 beschriebe-
nen drei Wechselwirkungsarten eingehen und sukzessive durch aufeinander folgende Wechsel-
wirkungen seine Energie an das Kristallvolumen abgeben. Während der Drift erzeugt der
Ladungsträger einen Strom und damit einen Ladungspuls, der – da der Vorwiderstand sehr
groß ist – nicht von der Spannungsquelle, sondern fast ausschliesslich von der Detektorkapa-
zität geliefert wird und zu deren Entladung beiträgt. Sind die Elektronen und Löcher an den
Kontakten angekommen, werden keine weiteren Ladungen erzeugt und der Kondensator ist
um den maximalen Betrag entladen worden. Über den Vorwiderstand wird er anschliessend
mit einer sehr großen Zeitkonstante wieder aufgeladen. Die für die Wechselwirkung charak-









q0 beschreibt die positive Ladung und d den Abstand zwischen den Kontakten.
Der erzeugte Ladungspuls startet bei Null und erreicht sein Maximum bei q0, sobald beide,
Elektronen und Löcher, die Kontakte erreicht haben.
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2.1 Der γ–Nachweis in der Kernspektroskopie
Nimmt man an, dass diese Ladungen mit einem Abstand x zum n+–Kontakt des planaren
Detektors entstanden sind, so erhält man folgende Bedingungen:




, mit ve als Sättigungsgeschwindigkeit der Elektronen.




, mit vh als Sättigungsgeschwindigkeit der Löcher.
Gleichung (2.5) kann in die vier folgenden Zeitabschnitte unterteilt werden:










• Die Elektronen erzeugen keine weiteren Ladungen mehr, aber die Löcher driften wei-










• Die Löcher erzeugen keine weiteren Ladungen mehr, aber die Elektronen driften wei-










• Nachdem beide – Elektronen und Löcher – die Kontakte erreicht haben
(t > th und t > te).
Q(t) = q0 . (2.6d)
Abbildung 2.10 zeigt nach Gleichungen (2.6) berechnete Pulsformen eines planaren Germani-
umdetektors für verschiedene Wechselwirkungsorte. So ergeben sich unterschiedliche Pulsfor-
men für unterschiedliche Wechselwirkungsorte [10]. Zur Entwicklung einer Pulsformanalyse,
mit deren Hilfe die Wechselwirkungspositionen rekonstruiert werden können, ist eine genaue
Kenntnis der Pulsformen notwendig. Der Verlauf dieser Pulsformen wird durch den Sam-
melvorgang der freien Ladungsträger bestimmt. Da die Sammlung der freien Ladungsträger
durch eine Driftbewegung in einem elektrischen Feld erfolgt, sind detaillierte Kenntnisse des




Abbildung 2.10: Pulsformen verschiedener Wechselwirkungsorte in einem planaren Detektor mit ei-
nem homogenen elektrischen Feld und gleicher Driftgeschwindigkeit der Elektronen
und Löcher ([10] S. 422).
2.2 Elektrisches Feld und elektrisches Potential
Das elektrische Feld ~E ist der negative Gradient des elektrische Potentials Φ und wird in
Vektorschreibweise als −∇Φ geschrieben, d. h.
~E = − gradΦ = −∇Φ . (2.7)
Zur Berechnung des elektrischen Feldes in einem Pixeldetektor wird ein vollständig gesättig-
ter Germaniumkristall im dreidimensionalen Modell betrachtet. Die Potentialfunktion hängt
dann von allen drei Koordinaten x, y und z ab. Die jeweiligen Komponenten des elektri-













Gleichung (2.7) lautet in kartesischen Koordinaten:













Wie in Gleichung (2.9) ersichtlich, ist das elektrische Feld ein Vektor und das Potential eine
skalare Größe. Ein direkter Zusammenhang zwischen dem Potential und der zugehörigen




= −∇2Φ . (2.10)
Formal betrachtet ist das elektrische Feld die erste, die Ladungsverteilung die zweite Ablei-
tung des Potentials [8, 10, 28].
Zur genauen Beschreibung des in dieser Arbeit verwendeten Modells benötigt man noch
geeignete Randbedingungen. Falls am Rand die Potentialwerte bekannt sind (z. B. an den
Elektroden), lautet die Randbedingung
~η × ~E = 0 , daraus folgt
Φ = const ,
(2.11)
wobei ~η den Einheitsnormalenvektor der Oberfläche bzw. des Randes bezeichnet. Zusätzlich
zum Potential an den Elektroden muss eine Randbedingung für die Seiten des Kristalls
angegeben werden, z. B.
~η · ~E = 0 . (2.12)
Es existiert dann kein elektrisches Feld senkrecht zur Oberfläche bzw. zum Rand. Die Ober-
flächenladungsdichte σ wird berücksichtigt, indem die Bedingung
− ε~η · ~E = σ (2.13)
gefordert wird [12]. Dabei ist die Oberflächenladungsdichte σ ein Maß dafür, wie viel Teilla-





Für die in dieser Arbeit durchgeführten Berechnungen werden für den Germaniumkristall
die folgenden physikalischen Größen verwendet: die relative Permittivitätszahl εr = 16.6, die
Raumladungsdichte ρ = 1.6 · 10−3 C/m3 und die Oberflächenladungsdichte σ = 0 C/m2. Alle
anderen physikalischen Größen werden an den jeweiligen Textstellen explizit angegeben.
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3 Berechnung des elektrischen Potentials im
Germaniumkristall
Zunächst wird das elektrische Potential in einem einzelnen Germaniumkristall der Länge l, der
Tiefe t und der Höhe h berechnet. Auf der unteren Kristallfläche ist das Potential vorgegeben.
Die Elektroden auf der oberen Kristallfläche sind geerdet. An allen anderen Flächen wird die
















(x , y , z ) ∈ Ω (3.1a)
Φ = const (x , y , z ) ∈ ∂ΩC (3.1b)
−ε~η · ~E = σ (x , y , z ) ∈ ∂ΩF (3.1c)
gelöst wird.
Abbildung 3.1: Dreidimensionales Modell eines Germaniumkristalls der Länge l, der Tiefe t und der
Höhe h. Auf der unteren Kristallfläche (∂ΩC ) ist das Potential vorgegeben. Die Elek-
troden auf der oberen Kristallfläche (∂ΩC ) sind geerdet. An allen anderen Flächen
(∂ΩF ) wird die Oberflächenladungsdichte σ vorgegeben.
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3.1 Die Finite Volumen Methode
Zur numerischen Lösung einer partiellen Differenzialgleichung (PDGL) gibt es eine Vielzahl
verschiedener Verfahren. Grundsätzlich wird unterschieden zwischen der Finite Differenzen
Methode (FDM), der Finite Volumen Methode (FVM) und der Finite Elemente Methode
(FEM), die sich hauptsächlich bezüglich der Flexibilität bei der Wahl der Gitter und in ihrer
Genauigkeit unterscheiden (s. Abb. 3.2).
Abbildung 3.2: Verfahren zur Diskretisierung im Raum ([18] S. 131).
Für die hier behandelten Probleme hat sich die FVM angeboten. Sie liefert ein System von
Gleichungen, dessen Lösungsvektor die Potentialwerte enthält. Dazu wird zuerst ein Gitter
definiert, auf dem die PDGL diskretisiert wird. Die PDGL wird dann über jedes einzelne
Kontrollvolumen (KV) integriert, wodurch ihre Ordnung reduziert wird. Man erhält für je-
des KV eine algebraische Gleichung, die den Potentialwert auf dem KV und die Werte der
Nachbarpunkte als Unbekannte enthält. Eine der wichtigsten Eigenschaften des Verfahrens ist
dabei immer die Einhaltung eines physikalischen Erhaltungssatzes. Für die Berechnung des
elektrischen Feldes wird die Erhaltung der elektrischen Ladung vorausgesetzt [4, 18, 20, 27].
Die Ordnung des Verfahrens wird durch die niedrigste Fehlerordnung aller verwendeten Ap-
proximationsverfahren bestimmt. Es müssen partielle Ableitungen und Integrale approximiert
werden. Für die Ableitungen wird im Folgenden – soweit möglich – das zentrale Differenzen-
verfahren (Fehlerordnung = 2), an den Randpunkten eine Differenzenformel zweiter Ordnung
(Fehlerordnung = 2) benutzt. Die Integrale werden mit der Mittelpunktsregel (Fehlerord-
nung = 2) angenährt. Damit ist das Verfahren insgesamt zweiter Ordnung [7, 27].
3.2 Das numerische Gitter
Alle Diskretisierungsverfahren, die in Abschnitt 3.1 erwähnt wurden, erfordern zunächst ei-
ne Diskretisierung des räumlichen Gebiets. In der Regel erfolgt diese durch die Definition
einer geeigneten Gitterstruktur, die das gesamte Gebiet überdeckt. Die Gittererzeugung für
komplexere Geometrien ist in der Praxis oftmals der aufwendigste Teil einer numerischen
Untersuchung. Einerseits gilt es hierbei, die Geometrie möglichst exakt zu modellieren und
andererseits – im Hinblick auf eine effiziente Berechnung – ein gutes Gitter zu erzeugen. Zu
berücksichtigen ist hierbei, dass eine enge Überlagerung zwischen der Geometriediskretisie-
rung, der Diskretisierung der Gleichungen und dem Lösungsverfahren besteht [27].
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Bei numerischen Gittern kann man zunächst generell die folgenden Gittertypen unterschei-
den:
Randangepasste Gitter sind dadurch charakterisiert, dass der Rand des Gebiets durch
Gitterlinien approximiert wird (Randintegrität).
Kartesische Gitter überdecken durch ein reguläres Gitter das Gebiet, wobei irreguläre
Gitterzellen am Rand auftreten können, die einer speziellen Behandlung bedürfen.
Überlappende Gitter werden weitgehend unabhängig voneinander für unterschiedliche
Bereiche des Gebiets diskretisiert. Es werden Überlappungszonen an den Schnittstellen
der Bereiche zugelassen, die ebenfalls speziell behandelt werden müssen.
Ein sehr wichtiges Unterscheidungsmerkmal für die praktische Anwendung numerischer Git-
ter ist die (logische) Anordnung der Gitterzellen. Diesbezüglich lassen sich die in der Praxis
verwendeten Gitter generell in zwei Klassen unterteilen:
Strukturierte Gitter sind durch eine regelmäßige Anordnung der Gitterpunkte charakte-
risiert. Diese Anordnung hat zur Folge, dass die zwischen den Gitterpunkten herrschen-
den Nachbarschaftsbeziehungen stets einem festen Muster folgen und damit programm-
technisch relativ einfach umgesetzt werden können. Somit müssen nur die Koordinaten
der Gitterpunkte gespeichert werden. Die Identität der Nachbarpunkte, welche für die
Diskretisierung benötigt werden, ist durch die Struktur des Gitters eindeutig festgelegt.
Unstrukturierte Gitter besitzen im Allgemeinen keinerlei Regelmäßigkeit in der Anord-
nung der Gitterpunkte. Für derartige Gitter müssen neben den Koordinaten für die
Gitterpunkte auch die Nachbarschaftsbeziehung zu benachbarten Gitterzellen mittels
aufwendigerer Datenstrukturen gespeichert werden [27].
Da für die Problemstellung ausschließlich rechteckige Gebiete in kartesischen Koordinaten in
Betracht kommen, hat sich hierfür das kartesisch–strukturierte Gitter angeboten (s. Abb. 3.3).
Abbildung 3.3: Kartesisch–strukturiertes Gitter dargestellt für eine Ebene.
Man betrachtet ein allgemeines achteckiges Kontrollvolumen mit den Bezeichnungen der aus-
gezeichneten Punkte (Mittelpunkt, Seitenmittelpunkte und Eckpunkte1). Die Mittelpunkte
der direkten Nachbarkontrollvolumen werden entsprechend den Himmelsrichtungen (Kom-
passnotation) dargestellt. Für den Mittelpunkt P sind E (Osten) und W (Westen) die
1Die Eckpunkte des KVs werden in Abschnitt 4.2 behandelt.
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Mittelpunkte der Nachbarkontrollvolumen in x–Richtung, N (Norden) und S (Süden) die
Mittelpunkte der Nachbarkontrollvolumen in y–Richtung und T (Deckel) und B (Boden)
die Mittelpunkte der Nachbarkontrollvolumen in z–Richtung. Dabei ist P der Mittelpunkt
des schraffiert eingezeichneten Kontrollvolumens (s. Abb. 3.4). Die Seitenmittelpunkte des
KVs werden entsprechend nach dem Mittelpunkt der jeweiligen Nachbarkontrollvolumen mit
e, w, n, s, t und b benannt [20]. Die Abmessungen der KV werden mit ∆x , ∆y und ∆z
bezeichnet (s. Abb. 3.4) und der Abstand vom Mittelpunkt zum Mittelpunkt des Nachbar-
kontrollvolumens mit (δx )e , (δx )w , (δy)n , (δy)s , (δz )t , und (δz )b .
Abbildung 3.4: Kontrollvolumen mit Mittelpunkt P und Nachbarpunkten N (Norden), S (Süden),
E (Osten), W (Westen), T (Deckel) und B (Boden).
In allen drei Koordinatenrichtungen x, y und z werden jeweils zwei Gitterpunkte für die
Randbedingungen benötigt. Die Anzahl der Gitterpunkte in x–Richtung ist mit Ni, in y–
Richtung mit Nj und in z–Richtung mit Nk gegeben. Die Abmessungen der KV sind also
abhängig von der Länge l der Tiefe t und der Höhe h des betrachteten Gebiets:
∆x =
l
(Ni − 2) , (3.2a)
∆y =
t
(Nj − 2) , (3.2b)
∆z =
h
(Nk − 2) . (3.2c)
Die Koordinaten der Gitterpunkte in Abhängigkeit ihrer Position im Gitter (i, j, k) sind:
xi = x(i) =

0 i = 1
(i− 2)∆x +∆x/2 1 < i < Ni
(Ni − 2)∆x i = Ni
(3.3a)
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yj = y(j) =

0 j = 1
(j − 2)∆y +∆y/2 1 < j < Nj
(Nj − 2)∆y j = Nj
(3.3b)
zk = z(k) =

0 k = 1
(k − 2)∆z +∆z/2 1 < k < Nk
(Nk − 2)∆z k = Nk
(3.3c)
Somit lautet die Diskretisierung des Potential Φ:
Φijk = Φ(xi, yj , zk) . (3.4)
3.3 Diskretisierung der Poisson–Gleichung




















Unter Anwendung des Gaußschen Integralsatzes auf Gleichung (3.5) lässt sich das Volumen-





















Das Oberflächenintegral in Gleichung (3.6) kann in die Summe der sechs Oberflächenintegrale
des KVs aufgespaltet werden. Wobei Sc (c = w, e, s, n, b, t) die sechs Oberflächen des KVs























geschrieben werden kann. Gleichung (3.7) stellt eine Billanzgleichung für die diffusiven Flüsse
durch die KV-Seiten dar.
Das Volumenintegral auf der rechten Seite kann exakt angegeben werden, da die Ladungs-
dichte als konstant angenommen wird. Die Oberflächenintegrale in Gleichung (3.7) werden
durch den Wert im Mittelpunkt der jeweiligen Seite approximiert. Diese einfache Integra-
tionsmethode entspricht der aus der numerischen Integration bekannten Mittelpunktsregel
und besitzt einen Approximationsfehler zweiter Ordnung [4, 27]. Wendet man diese zur
Approximation der Gleichung (3.7) an, so erhält man für jedes einzelne KV eine diffusive
Flussbilanz (vgl. Abb. 3.5):
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Um die partiellen Ableitungen an den KV-Seiten zu approximieren, wendet man das zentrale
Differenzenverfahren (Central Differencing Scheme, CDS) an. Sowohl für ein äquidistantes
Gitter als auch für ein nicht–äquidistantes Gitter besitzt das CDS einen Approximationsfehler
zweiter Ordnung [4, 27]. Für ein äquidistantes Gitter ergibt sich für die partielle Ableitung





≈ ΦE − ΦP


























ΦE − ∆x∆z(δy)n ΦN −
∆x∆y
(δz )t
ΦT − ∆y∆z(δx )w ΦW
− ∆x∆z
(δy)s





3.4 Behandlung von Randbedingungen
Abbildung 3.6: Das zentrale Differenzenverfahren zur Approximation der 1. Ableitung an den KV–
Seiten ([27] S. 81).
Eine einfache Umformung der Gleichung ergibt eine Beziehung der Form



























Man erkennt, dass für die Koeffizienten in Gleichung (3.11) die Beziehung
aP := aE + aN + aT + aW + aS + aB (3.12c)
gilt. Diese Beziehung gilt auch für ein nicht–äquidistantes Gitter. Sie ist charakteristisch für
die Finite Volumen Methode und drückt aus, dass das Verfahren Erhaltungssätze berück-
sichtigt [18, 20, 27].
3.4 Behandlung von Randbedingungen
Wie in Abschnitt 2.2 zuvor erwähnt, betrachtet man zwei verschiedene Arten von Randbe-
dingungen:






= const . (3.14)
Die Diskretisierung der Randbedingungen erfolgt so, dass die Werte an den Randpunkten
selbst nicht als Variable in das lineare Gleichungssystem (LGS) eingehen. Die Randwerte
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sind entweder bekannt oder müssen nachträglich approximiert werden [20, 27]. Als Beispiel
zur Erläuterung der Implementierung dieser Randbedingungen in die Finite Volumen Me-
thode, betrachtet man ein kartesisches Kontrollvolumen am Westrand (s. Abb. 3.7) mit der
Forderung W ∈ ∂ΩF .
Abbildung 3.7: Kartesisches Randkontrollvolumen am Westrand mit Bezeichnung ([27] S. 87).
Dirichlet Randbedingung
Bei der Dirichletschen Randbedingung ist der Randwert der gesuchten Größe vorgege-
ben (3.13) und kann einfach in Gleichung (3.11) eingesetzt werden. Der zusätzliche Beitrag
wird dem Quellterm bP zugeschlagen. Um den diffusiven Fluss am Rand zu bestimmen, be-
nutzt man die gleiche Vorgehensweise wie im Inneren des Gebiets (s. Gleichung (3.8)), wobei










(δx )w + (δx )e
) · (δx )e
+ΦP
(




(δx )w + (δx )e
) · (δx )e
− ΦW
(
(δx )w + (δx )e
)2 − (δx )2w
(δx )w ·
(
(δx )w + (δx )e
) · (δx )e . (3.15)
Das entspricht einer Differenzenformel zweiter Ordnung [4], mit der man für das betrachtete
Randkontrollvolumen eine Beziehung der Form (3.11) bekommt. Die modifizierten Koeffizi-
enten berechnen sich folgendermaßen:




(δx )w + (δx )e
) · (δx )e ∆y∆z ,
a˜W =
(
(δx )w + (δx )e
)2 − (δx )2w
(δx )w ·
(
(δx )w + (δx )e
) · (δx )e ∆y∆z ,
(3.16a)
b˜P = bP + a˜W ΦW , (3.16b)
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a˜P = aE + aN + aT + aS + aB +
(




(δx )w + (δx )e
) · (δx )e ∆y∆z , (3.16c)
die übrigen Koeffizienten berechnen sich wie für ein KV im Inneren des Gebiets (s. Glei-
chung (3.12)).
Neumann Randbedingung
Bei der Neumannschen Randbedingung ist die partielle Ableitung der gesuchten Größe vor-
gegeben (3.14), d. h., für innere Punkte P des Gebiets, für die der Nachbarpunkt W als
Neumannsche Randbedingung vorgegeben ist, fällt in der Flussbilanz (3.11) der entsprechen-
de Term weg. Für das Randkontrollvolumen lauten die modifizierten Koeffizienten in diesem
Fall:
a˜W = 0 , (3.17a)







a˜P = aE + aN + aT + aS + aB + a˜W . (3.17c)
Die übrigen Koeffizienten bleiben wiederum unverändert [18, 20, 27]. Mit einer Differen-
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+ΦP
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(δx )w + (δx )e
) · (δx )e
− ΦW
(
(δx )w + (δx )e
)2 − (δx )2w
(δx )w ·
(
(δx )w + (δx )e
) · (δx )e = const . (3.18)
Daraus ergibt sich für die Berechnung des Potentials ΦW am Rand folgende Gleichung:
ΦW = −ΦE (δx )
2
w(
(δx )w + (δx )e
)2 − (δx )2w
+ΦP
(
(δx )w + (δx )e
)2(
(δx )w + (δx )e




(δx )w + (δx )e
) · (δx )e(
(δx )w + (δx )e
)2 − (δx )2w . (3.19)
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3.5 Das lineare Gleichungssystem
Wie in Abschnitt 3.3 anhand der Poisson–Gleichung erläutert, ergibt eine Finite Volumen




ac Φc = bp ,
wobei der Index c über alle Nachbarpunkte des Gitterpunkts P läuft, die in die Diskretisierung
aufgrund der Approximationsvorschrift mit einbezogen sind. Somit erhält man für alle KV










P für alle m = 1, . . . , N (3.20)
für die N unbekannten Gitterpunkte ΦmP in den KV–Mittelpunkten [27]. Die Anzahl der
Gleichungen des LGS lässt sich wie folgt bestimmen:





Um die Gitterpunkte zu nummerieren, wird das Gebiet in z–Richtung in einzelne Schich-
ten zerlegt. Auf diese Weise enstehen schichtweise Ebenen, wie in Abbildung 3.8 (a) dar-
gestellt ist. Somit erhält zk einen konstanten Wert in jeder Schicht. Die Gitterpunkte,
die jetzt nur noch von xi und yj abhängig sind, werden anschließend spaltenweise abge-
zählt (s. Abb. 3.8 (b) und Abb. 3.8 (c)). Die entsprechenden Gitterpunkte werden mit
m = 1, . . . , N nummeriert, wobei die Randpunkte den Index m = 0 erhalten:
m (i, j, k) =

0 falls (xi, yj , zk) ∈ ∂ΩC,F
(k − 2) (Nj − 2) (Ni − 2)+
(i− 2) (Nj − 2)+
(j − 2) + 1 falls (xi, yj , zk) ∈ Ω
(3.22)
Bei Verwendung der üblichen lexikografischen Nummerierung der Gitterpunkte gilt:
ΦmS = Φ
m−1
P für alle m = 2, . . . , N ,
ΦmN = Φ
m+1
P für alle m = 1, . . . , N − 1 ,
ΦmW = Φ
m−Nj−2
P für alle m = Nj − 1, . . . , N ,
ΦmE = Φ
m+Nj−2
P für alle m = 1, . . . , N −Nj + 2 ,
ΦmB = Φ
m−(Nj−2)(Ni−2)
P für alle m = (Nj − 2)(Ni − 2) + 1, . . . , N ,
ΦmT = Φ
m+(Nj−2)(Ni−2)
P für alle m = 1, . . . , N − (Nj − 2)(Ni − 2)− 1 .
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(a)
(b) (c)
Abbildung 3.8: Spaltenweise Einfachindezierung auf der jeweiligen Ebene. Abbildung (a) zeigt die
Darstellung der Ebenen in z–Richtung. In Abbildung (b) ist die Nummerierung der
ersten Ebene abgebildet, in Abbildung (c) die der zweiten Ebene.
Das resultierende LGS kann in Matrixform folgendermaßen dargestellt werden: Mit
A =

a1P −a1N 0 · · · 0 −a1E 0 · · · 0 −a1T
−a2S a2P −a2N 0 · · · 0 −a2E 0 · · · 0 −a2T 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 −aN−1B 0 · · · 0 −aN−1W 0 · · · 0 −aN−1S aN−1P −aN−1N




























A~Φ = ~b , (3.23)
wobei die Matrix A als Systemmatrix, der Vektor ~Φ als Lösungsvektor und der Vektor ~b als
Lastvektor bezeichnet wird.
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Die aus der Diskretisierung resultierende Systemmatrix ist nicht singulär, sodass das Glei-
chungssystem (3.23) eindeutig lösbar ist. Die Position der Koeffizienten in der Systemmatrix
kann aus Tabelle 3.1 entnommen werden.




aW (m,m−Nj − 2)
aE (m,m+Nj − 2)
aB (m,m− (Nj − 2)(Ni − 2))
aT (m,m+ (Nj − 2)(Ni − 2))
Tabelle 3.1: Position der Koeffizienten in der Systemmatrix A.
Prinzipiell existieren zwei Möglichkeiten zur numerischen Lösung des LGS:
direkte Methoden sind dadurch charakterisiert, dass die numerisch exakte Lösung des
Gleichungssystems durch einmalige Anwendung eines Algorithmus erhalten wird
iterative Methoden verbessern sukzessiv, durch mehrmalige Anwendung einer bestimm-
ten Iterationsvorschrift, eine approximative Lösung des Gleichungssystems.
Direkte Methoden sind meistens Variationen des Gauß–Eliminations–Verfahrens und werden
überwiegend für eindimensionale Probleme verwendet. Für zwei– bzw. dreidimensionale Pro-
bleme ist es jedoch angebracht, die numerische Lösung iterativ zu bestimmen, weil sonst der
Speicherbedarf und der Rechenaufwand zu hoch werden (s. Tab. 3.2).
Speicherbedarf Rechenaufwand
Dim. Unbek. Iterativ Direkt JAC/GS SOR/ILU/CG Direkt
1–d N O (N) O (N) O (N3) O (N2) O (N)
2–d N2 O (N2) O (N3) O (N4) O (N3) O (N4)
3–d N3 O (N3) O (N5) O (N5) O (N4) O (N7)
Tabelle 3.2: Asymptotischer Speicherbedarf und Rechenaufwand bei Anwendung unterschiedlicher
Gleichungslöser auf das Modellproblem für verschiedene Raumdimensionen ([27] S. 163).
Iterative Methoden gehen von einer geschätzten Lösung Φ0 des Gleichungssytems aus, die





, k = 0, 1, . . .
Es gibt zwei Arten von iterativen Lösungsmethoden: Gesamtschrittverfahren und Einzel-
schrittverfahren. Das hier betrachtete Problem wurde mit einem Gesamtschrittverfahren, dem
sogenannten Jacobi–Verfahren, gelöst. Beim Jacobi–Verfahren wird eine verbesserte Lösung
durch Einsetzen der „alten“ Werte Φk in den Summenterm der algebraischen Gleichung (3.20)
erreicht, d. h., der „neue“ Wert im Punkt P wird durch eine Mittelwertbildung aus den „alten“
Werten der in die Diskretisierung einbezogenen Nachbarpunkte bestimmt. Die entsprechende
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Der Lösungsvektor enthält dann die Potentialwerte der Gitterpunkte im Gebiet Ω. Um die
Lösung für das gesamte Gebiet (Ω unionmulti ∂ΩC,F ) zu erhalten, müssen dann noch die bekannten
Werte auf den Randpunkten hinzugefügt werden. In Abbildung 3.9 ist das Potentialfeld in
einem Germaniumkristall nach dem dargestellten Verfahren simuliert worden.
(a) (b)
Abbildung 3.9: Abbildung (a) zeigt das elektrische Potentialfeld in einem Germaniumkristall der
Länge l = 60 mm, der Tiefe t = 60 mm und der Höhe h = 20 mm, an dem eine
Spannung von 4000 V anliegt. Der Germaniumkristall ist an der oberen Fläche mit
neun Elektroden zu je 10× 10 mm2 versehen. In Abbildung (b) ist das Potentialfeld
in einem Segement dargestellt, wobei hier für die anschauliche Darstellung ein Schnitt
in der x–z–Ebene2 verwendet wird.
2Analog ergibt sich die gleiche Darstellung auch für die y–z–Ebene.
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Wie in Abschnitt 2.2 beschrieben, lässt sich aus dem elektrischen Potential Φ das elektrische
Feld ~E (vgl. Gleichung (2.9)) bzw. deren Komponenten Ex , Ey und Ez (vgl. Gleichung (2.8))
berechnen. Da das Potential an den Kontrollpunkten und die partiellen Ableitungen des
Potentials an den Kontrollvolumenoberflächen bekannt sind, kann das elektrische Feld an den
Kontrollpunkten über den Mittelwert der beiden Werte an den Kontrollvolumenoberflächen
bestimmt werden. Dies ist äquivalent mit dem zentralen Differenzenverfahren, und man erhält
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Das elektrische Feld an den Randpunkten wird mit der Differenzenformel zweiter Ordnung












(δx )e + (δx )w
) · (δx )w
+ΦP
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(δx )e + (δx )w
) · (δx )w
− ΦE
(
(δx )e + (δx )w
)2 − (δx )2e
(δx )e ·
(
(δx )e + (δx )w
) · (δx )w . (4.2)
Wie man in Abbildung 4.1 erkennen kann, ist in Pixeldetektoren das elektrische Feld inhomo-
gen. Dies hat Auswirkung auf die Sättigungsspannung, die im nächsten Abschnitt behandelt
wird.
(a) (b)
Abbildung 4.1: In Abbildung (a) ist das elektrische Feld im gesamten Germaniumkristall dargestellt.
In Abbildung (b) ist das elektrischen Feldes für den Segmentschnitt in der x–z–Ebene
(analog für die y–z–Ebene) dargestellt. Zur Berechnung des elektrischen Feldes, wer-




In diesem Abschnitt soll die Abhängigkeit der Sättigungsspannung von der Elektrodengröße
untersucht werden. Das elektrische Feld breitet sich im Kristall – je nach verwendetem Ger-
maniummaterial (n–dotiert oder p–dotiert) – vom Plus– zum Minus–Pol aus und sollte im
Falle eines homogenen elektrischen Feldes einen konstanten Wert besitzen. Wenn die ange-
legte Spannung zu niedrig ist, durchdringt das elektrische Feld nicht den gesamten Kristall
(vgl. [7] Abb. 6.9). In diesem Fall liefert das numerische Lösungsverfahren auch kein physika-
lisch sinnvolles Ergebnis. Da in Pixeldetektoren kein homogenes elektrisches Feld vorhanden
ist (vgl. Abb. 4.1), trifft die Formel für die Sättigungsspannung für planare Germaniumde-
tektoren (vgl. Gl. (2.4)) nicht zu und muss durch eine Simulation berechnet werden. Die
angelegte Spannung am Kristall wird sukzessive erhöht, bis das berechnete Potential in den
Kontrollvolumina das Potential an den Kontakten nicht mehr überschreitet bzw. unterschrei-
tet. Erst wenn diese Bedingungen erfüllt sind, ist der Pixeldetektor vollständig gesättigt. In
Abbildung 4.2 ist die Sättigungsspannung als Funktion der Elektrodengröße bei einer Kris-
tallhöhe von h = 20 mm dargestellt.
Abbildung 4.2: Sättigungsspannung Ud als Funktion der Elektrodengröße bei einer Höhe des Kristalls
von h = 20 mm. Die schwarze Darstellung zeigt die simulierte Sättigungsspannung.
Zum Vergleich zeigt die rote Darstellung die mit COMSOL Multiphysics R©1 berech-
nete Sättigungsspannung.
Es ist deutlich zu erkennen, dass die Elektrodengröße einen wesentlichen Einfluss auf die
Sättigungsspannung hat [22]. Dieses Ergebnis lässt sich folgendermaßen interpretieren: Bei
sehr kleinen Elektroden breitet sich das elektrische Feld zuerst nahezu radial aus. Es ist dann
nicht mehr proportional zur Dicke, wie es bei unsegmentierten Detektoren der Fall ist. Im
Grenzfall einer einzelnen Elektrode über die Detektoroberfläche, zeigt das Ergebnis aus der
Simulation eine gute Übereinstimmung mit Gleichung (2.4): Bei einer Höhe h = 20 mm,
ρ = 1.6 · 10−3 µC/m3 und ε = 1.469764× 10−10 A s/V m liefert Gleichung (2.4) einen Wert
Ud = 2177 V und der simulierte Wert ist Ud = 2159 V.
Zu beachten ist, dass bei Variation der Elektrodengröße die Segmentgröße konstant gehal-
1COMSOL Multiphysics R© ist eine Simulationssoftware, mit der man Modellierungen von beliebigen physi-
kalischen Phänomenen durchführen kann.
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ten wird und die Elektroden sich immer in der Mitte der Segmente befinden. Der Abstand
der Elektroden zueinander variiert zwischen 2 und 16 mm. Das wird am folgenden Beispiel
deutlich: Der Abstand zwischen den Elektroden beträgt 12 mm bei einer Elektrodengröße
von 8× 8 mm2, und die äußeren Elektroden haben einen Abstand zum Rand von 6 mm. Des
Weiteren ist zu beachten, dass ab einer Elektrodengröße von kleiner als 6×6 mm2 eine Spann-
nung von mehr als 5000 V nötig ist, um die erforderliche Sättigungspannung zu erreichen
(vgl. Abb. 4.2). In der Praxis lassen sich aber nur Spannungen bis zu 5000 V realisieren.
4.2 Elektrische Feldlinien
In Abschnitt 2.2 wird gezeigt, daß das elektrische Feld mathematisch durch ein Vektorfeld
beschrieben werden kann. Es formuliert die Wirkungslinien der elektrischen Kräfte in Betrag
und Raumrichtung. Als anschauliches Hilfsmittel gebraucht man hierfür elektrische Feldlini-
en. Für die späteren Betrachtungen wird es erforderlich sein, die elektrischen Feldlinien aus
den simulierten elektrischen Feldern zu berechnen. Elektrische Feldlinien lassen die folgenden
Eigenschaften erkennen:
• Elektrische Kraftwirkungen können damit beschrieben werden:
– Die Kraftrichtung wird durch die Tangente an die Feldlinie angegeben.
– Da die Kraftwirkungen eindeutig sind, schneiden sich die Feldlinien nicht.
– Die Dichte der Feldlinien ist ein Maß für die Stärke der Kraftwirkungen.
• Elektrische Feldlinien zeigen in Richtung abnehmenden Potentials.
• Sie besitzen einen Anfang (positive Ladung) und ein Ende (negative Ladung).
• Positiv geladene Körper werden entlang der Feldlinien beschleunigt, negative den Feld-
linien entgegengesetzt.
• Elektrische Feldlinien stehen senkrecht zu den Äquipotentialflächen.
Aus den Eigenschaften der elektrischen Feldlinien folgt, dass Feldlinien Kurven ~F : R→ R3
sind, die in jedem Punkt tangential zum elektrischen Feld verlaufen.
~E × d~F = ~0 (4.3)
Das elektrische Feld ist proportional zur „Anzahl“ der Feldlinien pro KV–Oberfläche. Auf den
KV kann das elektrische Feld als konstant angenommen werden. Somit sind die Feldlinien
Kurven, die sich aus den Geradenstücken
~Ft(b) = b~Eijk +
xtyt
zt
 0 ≤ b ≤ b∗ t = 0, 1 . . . (4.4)
zusammensetzen. Wobei b noch keine physikalische Bedeutung hat und b∗ den Schnittpunkt
der Geraden mit einer der Kontrollvolumenflächen charakterisiert. Für diese Geradenstücke
ist auf dem vergleichbaren KV die Bedingung
~Eijk × d~Ft = ~0 (4.5)
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per Definition erfüllt (vgl. Gl. (4.3)).
Um den Verlauf der Feldlinien zu berechnen, wird ausgehend von einem Startpunkt (xt, yt, zt)
der Punkt ~Ft(b∗) berechnet, an dem das Geradenstück eine der KV–Flächen schneidet. Um
nun den nächsten Punkt (xt+1, yt+1, zt+1) zu berechnen, benötigt man zuerst die elektrische
Feldstärke |~E |, die an dem Schnittpunkt ~Ft(b∗) der KV–Fläche herrscht (vgl. Abb. 4.3). Dies
erfolgt durch eine dreimalige Mittelwertbildung.
• Als erstes wird die elektrische Feldstärke an den Eckpunkten der KV–Fläche berechnet.
Hierzu wird das arithmetische Mittel der Nachbarpunkte des jeweiligen Eckpunktes
gebildet, z. B. für den nord–östlichen Eckpunkt an der oberen Fläche des KVs:




~E (xP , yP , zP ) + ~E (xE , yP , zP )
+ ~E (xP , yN , zP ) + ~E (xE , yN , zP )
+ ~E (xP , yP , zT ) + ~E (xE , yP , zT )
+~E (xP , yN , zT ) + ~E (xE , yN , zT )
]
. (4.6a)
• Als nächstes wird die elektrische Feldstärke auf der KV–Kante berechnet. Dazu ver-
wendet man das gewichtete arithmetische Mittel der vorher berechneten Eckpunkte der
KV–Fläche, z. B. auf der KV–Kante zwischen dem nord–westlichen und nord–östlichen
oberen Eckpunkt:
~E (xtn, ytn, ztn) =
|xtn − xtne|
|xtne − xtnw| ·
~E (xtnw, ytnw, ztnw)
+
|xtn − xtnw|
|xtne − xtnw| ·
~E (xtne, ytne, ztne) . (4.6b)
• Um nun die elektrische Feldstärke am Schnittpunkt ~Ft(b∗) zu bekommen, verwen-
det man wieder das gewichtete arithmetische Mittel der vorher berechneten KV–
Kanten, d. h.:
~E (xt, yt, zt) =
|yt − ytn|
|ytn − yts| ·
~E (xts, yts, zts)
+
|yt − yts|
|ytn − yts| ·
~E (xtn, ytn, ztn) . (4.6c)
So erhält man auch für ein grobes Gitter glatte Feldlinien, was den Vorteil hat, dass der
Speicherbedarf und Rechenaufwand im Dreidimensionalen erheblich verringert wird.
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Abbildung 4.3: Die Bezeichnung der Eckpunkte des Kontrollvolumens. ~Ft(b∗) markiert den Schnitt-
punkt an der Kontrollvolumenoberfläche.
Mit der so berechneten elektrischen Feldstärke lässt sich der Verlauf der Feldlinien folgender-
maßen bestimmen (vgl. Abb. 4.4):xt+1yt+1
zt+1
 = ~Ft+1(0) = ~Ft(b∗) , (4.7)










 , mit {a ∈ [−∆x/2, ∆x/2]
b ∈ [−∆z/2, ∆z/2] (4.8)
wobei a und b die Ebene zu einer Fläche eingrenzen (z. B. mit den Eckpunkten tnw, tne, bnw,




 , mit b∗n = yn − yt
~ey~Eijk
. (4.9)
Bei der Berechnung der Schnittpunkte wird von den sechs möglichen Werten für b∗c (c =
e, w, n, s, t, b) der ausgewählt, der in Bahnrichtung als erstes erreicht wird:xt+1yt+1
zt+1
 = ~Ft(b∗c) , mit b∗c = min{bc|bc > 0} . (4.10)
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Abbildung 4.4: Im diskreten Gitter setzen sich die Feldlinien aus Geradenstücken ~Ft zusammen, die
jeweils den Verlauf der Feldlinie innerhalb eines Kontrollvolumens beschreiben. Hier
ist der Verlauf der Feldlinie in der x–y–Ebene dargestellt.
Abbildung 4.5 zeigt den Verlauf der elektrischen Feldlinien nach der in diesem Kapitel er-
läuterten Methode. In Abbildung 4.5 (a) ist der Verlauf der elektrischen Feldlinien in einem
schwach inhomogenen Feld dargestellt. Wie in Abbildung 4.5 (b) zu erkennen ist, wird die
Inhomogenität bzw. die Krümmung der elektrischen Feldlinien stärker, sobald sich die Elek-
trodengröße verkleinert [7].
(a) (b)
Abbildung 4.5: Verlauf der elektrischen Feldlinien in einem Germaniumdetektor für unterschiedliche
Elektrodengrößen. Abbildung (a) zeigt den Verlauf der Feldlinien bei einer Elektro-
dengröße von 10×10 mm2. In Abbildung (b) ist der Verlauf bei einer Elektrodengröße
von 4× 4 mm2 dargestellt. Zur Veranschaulichung werden die Feldlinien für den Seg-
mentschnitt in der x–z–Ebene (analog für die y–z–Ebene) dargestellt.
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4.3 Der elektrische Fluss
Die anschauliche Beschreibung des elektrischen Feldes durch Feldlinien lässt sich in eine exak-
te mathematische Form bringen, die dann auch zur Berechnung des elektrischen Feldes dienen
kann. Diese mathematische Formulierung ist als Gaußscher Satz der Elektrostatik2 bekannt.
Es verknüpft das elektrische Feld auf einer geschlossenen Oberfläche, bzw. den Fluss des elek-
trischen Feldes durch die Oberfläche und die durch sie eingeschlossene Ladung miteinander.
Die physikalische Größe, welche ein Maß ist für die „Anzahl“ der elektrischen Feldlinien, die
eine Oberfläche verlassen, heißt elektrischer Fluss. Insbesondere ist der Fluss des elektrischen
Feldes durch eine geschlossene Oberfläche von großem Interesse, um dann im folgenden Ka-
pitel eine Konvergenzuntersuchung der Finiten Volumen Methode durchzuführen.
Der elektrische Fluss Ψ eines konstanten elektrischen Vakuumfeldes ~E durch eine Fläche A,
welche senkrecht zu ~E steht, ist definiert zu:
Ψ = ε0|~E |A ,
wobei ε0 die Dielektrizitätskonstante des Vakuums ist. Der elektrische Fluss ist wie das elek-
trische Feld proportional zur „Anzahl“ der Feldlinien pro Fläche. Sei ~ηi der Einheitsnormalen-
vektor, der senkrecht zum i–ten Flächenelement ∆Ai steht, so ist der Fluss des elektrischen
Feldes durch dieses Element
∆Ψi = ε0~E · ~ηi∆Ai .
Der gesamte Fluss durch die Fläche ist die Summe der ∆Ψi Flächenelemente. Als allgemeine





ε0~E · ~ηi∆Ai =
∫
ε0~E · ~η dA . (4.11)
Definitionsgemäß zeigt die Flächennormale ~η an jedem Punkt der Oberfläche nach außen. An
Punkten, an denen die elektrischen Feldlinien die Oberfläche verlassen, ist Ψ gemäß (4.11)
positiv und Ψ wird negativ, falls die elektrischen Feldlinien in die Oberfläche eindringen. Der
Gesamtfluss Ψges ist proportional zur „Gesamtzahl“ der die Oberfläche verlassenden elektri-
schen Feldlinien und kann – je nachdem, ob das gesamte elektrische Feld nach außen bzw.




ε0~E · ~η dA . (4.12)
Gaußscher Satz der Elektrostatik: Der durch eine geschlossene, beliebig geformte Ober-
fläche A gehende elektrische Fluss Ψ ist gleich der Summe der von dieser Fläche einge-
schlossenen Ladungen Q.









2Der Beweis dieses Satzes findet man in Standardwerken der Elektrostatik.
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Durch eine einfache Umformung erhält man eine Formulierung, die es ermöglicht, elektrische
Felder aufgrund gegebener Ladungsverteilungen zu berechnen:∮
S





Gleichung (4.14) entspricht einer der vier grundlegenden Maxwellchen Gleichungen, die die




Diskretisierungsfehler am Beispiel des
elektrischen Flusses
Generell sollten numerische Berechnungen immer mit mindestens einer systematischen Git-
terverfeinerung (z. B. Halbierung der Gitterweite) durchgeführt werden, um so eine Aussage
über die Genauigkeit der numerisch berechneten Lösung machen zu können. Hierzu wurde













Eine entscheidende Forderung an ein Diskretisierungsverfahren ist, dass die numerisch be-
rechnete Lösung bei immer feiner werdenden Gittern immer besser mit der exakten Lösung
der Differentialgleichung übereinstimmt. Diese Eigenschaft wird als Konvergenz des Verfah-
rens bezeichnet. Die Konservativität der Finiten Volumen Methode ist, wie in [27] erläutert,
per Definition erfüllt, da sie direkt mit den Flussbilanzen durch die KV–Seiten arbeitet. Der
Nachweis der Konsistenz und der Stabilität der FVM und die daraus folgende Konvergenz,
nach dem fundamentalem Äquivalenztheorem von Lax für lineare Probleme, ist in der entspre-
chenden Literatur zu finden [20, 27]. Es bietet sich dennoch an, Konvergenzuntersuchungen
anzustellen, um einerseits korrekte Implementierung sicherzustellen und andererseits zu er-
mitteln, ab welcher Gitterweite das Verfahren für ein gegebenes Problem die gewünschte
Genauigkeit liefert.
Als konkretes Beispiel zu dieser Thematik betrachtet man den elektrischen Fluss an einer
der Kristallflächen (bzw. Kristallseiten im zweidimensionalem Fall). Da man im dreidimen-
sionalem Modell bei einem Skalierungsfaktor sc = 4 (d. h. mit 192×192×80 Gitterpunkten)
an die Grenzen der Rechnerleistung1 kommt, wird die Konvergenzuntersuchung anhand eines
zweidimensionalen Modells durchgeführt; in diesem Fall erreicht man einen Skalierungsfaktor
sc = 16 (d. h. mit 1280×320 Gitterpunkten). In Abbildung 5.1 (a) ist der elektrische Fluss in
Abhängigkeit der Gitterpunktanzahl dargestellt. Es ist zu erkennen, dass das Verfahren für
immer feinere Gitter ein asymptotisches Konvergenzverhalten hat. Dabei hat sich gezeigt,
dass ein Gitterabstand von ∆˜x = ∆˜y = 0.5 mm ausreicht, um eine Abweichung von der
exakten Lösung deutlich unter 1% zu erreichen (vgl. Abb. 5.1 (a)).
Der Vollständigkeit halber führt man die Konvergenzuntersuchung auch für das dreidimen-
sionale Modell durch. Über diese Konvergenzuntersuchung kann hier jedoch schwer eine Aus-
1Bei einer Prozessorleistung von 3 GHz mit 3 GB RAM
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(a) (b)
Abbildung 5.1: Elektrischer Fluss Ψ [µ C] in Abhängigkeit der Gitterpunktanzahl. In Abbildung (a)
ist für ein zweidimensionales Modell der simulierte elektrische Fluss an der nördlichen
Kristallseite abgebildet. Abbildung (b) zeigt den elektrischen Fluss an der oberen
Kristallfläche bei einem dreidimensionalenm Modell.
sage getroffen werden, da nicht genügend Werte vorliegen. Man kann aber die Annahme
treffen, dass das Verfahren auch bei einem dreidimensionalen Modell ein asymptotisches
Konvergenzverhalten hat (s. Abbildung 5.1 (b)). Aus Tabelle 5.1 (b) geht hervor, dass
man eine Abweichung von der exakten Lösung von weniger als 1% für eine Gitterweite von
∆˜x = ∆˜y = ∆˜z = 1/3 mm erhält.
(a) Für ein zweidimensionales Modell
Gitterpunkte Gitterweite [mm] Ψ [µ C] relativer Fehler [%]
1600 1.0 -2.705 –
6400 0.5 -2.723 0.66
25600 0.25 -2.732 0.32
102400 0.125 -2.736 0.16
409600 0.0625 -2.739 0.08
(b) Für ein dreidimensionales Modell
Gitterpunkte Gitterweite [mm] Ψ [µ C] relativer Fehler [%]
50688 1.0 -0.081 –
405504 0.5 -0.082 1.63
1368576 1/3 -0.083 0.55
Tabelle 5.1: Konvergenz des elektrischen Flusses an der: (a) nördlichen Kristallseite, (b) oberen Kris-
tallfläche für sukzessiv verfeinerte Gitter und der dazugehörige relative Fehler.
Mehrgitterverfahren
Um den rechnerischen Prozess zu beschleunigen, setzt man eine minimal abgewandelte Form
des Mehrgitterverfahrens an, das durch gezieltes Wechseln zwischen Gittern verschiedener
40
Gitterweite eine enorme Beschleunigung erzielt. Die Grundidee ist dabei, dass man die Auf-
lösung des Gitters in einer Hierarchie von Ebenen immer weiter verfeinert. Beginnend mit
einem groben Gitter wird der Lösungsvektor iterativ mit einem geschätzten Startvektor be-
rechnet. Da der Wert des Potentials auf dem Rand des Gebiets bekannt ist (vgl. Kapitel 3),
bietet es sich an, den Mittelwert dieser Randwerte als Einträge des Startvektors zu benutzen.
Die so errechneten Werte des Lösungsvektors werden beim Übergang in das nächst feinere
Gitter beibehalten. Beim verfeinern des Gitters zerfällt jedes Kontrollvolumen in Teilvolu-
mina. Für den Startvektor des feineren Gitters werden nun die Werte der Gitterpunkte des
gröberen Gitters den Gitterpunkten in den Teilvolimina zugeordnet, welche in dem entspre-
chenden Volumen des gröberen Gitters liegen (s. Abb. 5.2). Ebenso verfährt man bis zum
Übergang ins feinste Gitter, so dass letztendlich der Startvektor des feinsten Gitters der Nä-
herungslösung der PDGL schon sehr nahe kommt. Somit reduziert man selbst bei einer sehr
feinen Gitterwahl die Anzahl der Iterationen (bzw. die Rechenzeit), die nötig sind, um eine
gewünschte Genauigkeit der Näherungslösung zu erzielen.
Abbildung 5.2: Anschaulische Darstellung des Mehrgitterverfahrens in der x–y–Ebene bei Halbierung
der Gitterweite.
Hierfür wurden zwei verschiedene Methoden verwendet, um die Näherungslösung auf dem
gewünschten Gitter zu bestimmen.
(a) Die Gitterweite wird beim Übergang ins nächst feinere Gitter halbiert, bis man die
gewünschte Gitterweite erreicht hat.
(b) Man bestimmt die Näherungslösung der gewünschten Gitterweite direkt mit der be-
rechneten Näherungslösung des gröbsten Gitters.
Die Position der Gitterpunkte beim Übergang von einem groben zu einem feinen Gitter kann
man – je nach Methode – aus den folgenden Gleichungen entnehmen:
Verwendet man Methode (a), in der die Gitterweite in jedem Übergang halbiert wird, so erhält
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man für die Gitterpunkte m = 1, . . . , N des verfeinerten Gitters für ein dreidimensionales
Modell:
m(i, j, k, ii, jj, kk) = 23(k − 2)(N˜i − 2)(N˜j − 2)
+ 22(i− 2)(N˜j − 2) + 21(j − 2) + 1






22(N˜i − 2)(N˜j − 2)
)
, (5.2a)
wobei N˜i und N˜j der Anzahl der Kontrollvolumen in x– bzw. y–Richtung des vorherigen Git-
ters entsprechen und ii, jj und kk nur die Werte 0 und 1 annehmen können. Für Methode (b)
ergibt sich entsprechend:
m(i, j, k, ii, jj, kk) = sc3(k − 2)(N˜i − 2)(N˜j − 2)
+ sc2(i− 2)(N˜j − 2) + sc1(j − 2) + 1






sc2(N˜i − 2)(N˜j − 2)
)
, (5.2b)
wobei in diesem Fall N˜i und N˜j der Anzahl der Kontrollvolumen in x– bzw. y–Richtung
des gröbsten Gitters entsprechen und 0 ≤ ii, jj und kk < sc mit ii, jj und kk ∈ N und
sc der Skalierungsfaktor sind. Wie man der Tabelle 5.2 (b) entnehmen kann, ist das Mehr-
gitterverfahren für ein dreidimensionales Modell deutlich schneller als das Jacobi–Verfahren.
Durch einen kleinen Mehraufwand in der Programmierung lässt sich die Rechenzeit erheblich
minimieren. Für das zweidimensionale Modell (s. Tabelle 5.2 (a)) sind die beiden Varianten
des Mehrgitterverfahrens ebenfalls deutlich schneller als das Jacobi–Verfahren.
(a) Für ein zweidimensionales Modell
Mehrgitterverfahren
Jacobi–Verfahren Methode (a) Methode (b)
Gitterpunkte Gitterweite [mm] Zeit [s] Iter. Zeit [s] Iter. Zeit [s] Iter.
1600 1.0 1 2725 1 2725 1 2725
6400 0.5 16 9977 10 8712 10 8712
25600 0.25 184 36391 139 31741 130 31749
102400 0.125 2182 131837 2043 114523 1885 114532
409600 0.0625 31796 473073 29443 408243 27671 408148
(b) Für ein dreidimensionales Modell
Jacobi–Verfahren Mehrgitterverfahren
Gitterpunkte Gitterweite [mm] Zeit [s] Iter. Zeit [s] Iter.
50688 1.0 67 5934 67 5934
405504 0.5 1913 21585 1316 15832
1368576 0.3¯ 14597 45968 10782 34240
Tabelle 5.2: Vergleich der Rechenzeit und der Anzahl der Iterationen zwischen dem Jacobi–Verfahren
und dem Mehrgitterverfahren für ein: (a) zweidimensionales Modell, (b) dreidimensiona-
les Modell. Als Abbruchkriterium der Iteration wurde jeweils eine Genauigkeit von 10−8
gewählt.
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Pulsformen
Wie in Abschnitt 2.1 angeführt, erhält man für planare Germaniumdetektoren in Abhängig-
keit des Wechselwirkungsortes unterschiedliche Pulsformen. Ziel der Simulationsrechnungen
ist es, die Pulsformen eines „Germanium Pixeldetektors“ der planaren Bauart zu reproduzie-
ren, um so auf den wichtigen Ort der ersten Wechselwirkung rückzuschließen.
Die Notationen, die anschließend benutzt werden, sind der Index i, der sich auf die jeweilige
Elektrode bezieht und der Index c, der zwischen Elektronen und Löcher unterscheidet. Be-
ginnend von einem Wechselwirkungsort ~s0 driften die Elektronen und Löcher – aufgrund der
elektrischen Feldstärke ~E – in unterschiedliche Richtungen. Der so erzeugte Ladungspuls des
Elektron–Loch–Paares kann numerisch folgendermaßen berechnet werden. Die Trajektorie






wobei ~sc der Ortsvektor und ~vc der Geschwindigkeitsvektor der Elektronen bzw. Löcher ist.
Die in Gleichung (6.1) verwendete Funktion ~v(~E ) für die Driftgeschwindigkeit in Abhängigkeit
von der elektrischen Feldstärke wurde von G. Ottaviani et al. [19] für Elektronen bzw. Löcher
empirisch ermittelt. Wie in Abbildung 6.1 zu erkennen, wächst die Driftgeschwindigkeit in
Germanium für kleine Feldstärken logarithmisch linear mit dem elektrischen Feld und läuft
bei großen Feldstärken in die Sättigung (Sättigungsgeschwindigkeit) [16, 25].
Abbildung 6.1: Driftgeschwindigkeit in Abhängigkeit der elektrischen Feldstärke parallel zur Kristal-
lographie Richtung 〈111〉. Die absolute Temperatur ist der Parameter für den ver-
schiedenartigen Kurvenverlauf. Links ist die Driftgeschwindigkeit der Elektronen ab-
gebildet, rechts die der Löcher ([10] S. 359).
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Die Sättigungsgeschwindigkeit beträgt für Elektronen 1.0 · 107 cm/s und für Löcher
0.9 · 107 cm/s. Beim Betrieb des Detektors ist eine Ortsunabhängigkeit der Driftgeschwin-
digkeit erwünscht. Er wird daher mit der Spannung von 4000 V betrieben, was ungefähr
einer Feldstärke von 1000 V/cm entspricht. Die für die Simulation verwendete mathemati-









|~E |/E0)γ]1/γ , (6.2)
wobei ~E die elektrische Feldstärke, µ0 die Beweglichkeit der Ladungsträger in Germanium
für kleine Feldstärken und γ bzw. E0 die Fitparameter sind. Die Fitparameter, die von C.
Canali et al. [3] für Elektronen und Löcher in Germanium bei der Temperatur von 77 K
bestimmt wurden, sind in Tabelle 6.1 angegeben.
Elektronen: Löcher:
γ = 1.32 γ = 1.36
E0 = 275 V/cm E0 = 210.5 V/cm
µ0 = 3.6 · 104 cm2/V s µ0 = 4.2 · 104 cm2/V s
Tabelle 6.1: Fitparameter im Germaniumkristall bei einer Temperatur von 77 K
Um die infinitesimale Ladung dQc,i (= Ici dt) zu berechnen, die im Zeitraum [t, t+ dt] durch
die Bewegung der Ladungsträger qc von ~sc nach ~sc + d~sc an den Kontakten erzeugt wird,
benutzt man den Greenschen Reziprozitätssatz 1. Dieser Satz gibt eine Verknüpfung zwischen
einem Potentialfeld Φ1 (hervorgerufen durch ρ1 im Volumen und σ1 auf der Oberfläche) in
einem festgelegten Volumen und einem Potentialfeld Φ2 (mit ρ2 und σ2) im selben Volumen.





Dabei ist U0 die angelegte Sperrvorspannung am Detektor. Man interessiert sich nur für
eine Einzelwechselwirkung, daher kann qc auf ±1 normiert werden. ~EW,i ist das sogenannte
gewichtete elektrische Feld (s. Abb. 6.2 (b) und Abb. 6.2 (d)), das sich unter Anwendung des
Greenschen Reziprozitätssatzes ergibt [5, 23]. Dieses künstliche Feld wird aus dem Gradienten
des gewichteten Potentials ΦW,i(~s) berechnet, welches die Lösung der Laplace–Gleichung
∇2ΦW = 0 , (6.4)
ist. Die Laplace–Gleichung (6.4) ist die homogene Variante der Poisson–Gleichung (2.10). Des
Weiteren wird eine Elektrode auf Einheitspotential gelegt ΦW,i = 1, alle anderen Elektroden
bleiben geerdet (s. Abb. 6.2 (d)). Vereinfacht man jetzt noch die Integration in Gleichung (6.3)

















Abbildung 6.2: In Abbildung (a) ist das elektrische Potentialfeld mit einer Wechselwirkung und den
Driftstrecken der Elektronen und Löcher dargestellt. Die Driftstrecke der Elektronen
bzw. Löcher in dem gewichteten Potentialfeld (b) wird aus dem elektrischen Poten-
tialfeld (a) übernommen. Zur Veranschaulichung wird jeweils ein Schnitt in der x–
z–Ebene (analog für die y–z–Ebene) abgebildet. Abbildung (c) zeigt das elektrische
Potentialfeld im gesamten Detektor. In Abbildung (d) ist das gewichtete Potential-
feld mit dem Einheitspotential der im Zentrum liegenden Elektrode dargestellt. Alle
anderen Elektroden bleiben geerdet.
unter Anwendung von:
~EW,i(~sc) d~sc ≈ ΦW,i(~sc + d~sc)− ΦW,i(~sc) , (6.5)
so erhält man das Gesamtausgangssignal am Vorverstärker durch die Summe der insgesamt
erzeugten Ladung von Elektronen und Löchern:
U(t+ dt) ∝ Q(t+ dt) = Q(t) + dQe + dQh . (6.6)
Über Gleichung (6.3) wird so lange integriert, bis jede der beiden Ladungsträgersorten den
entsprechenden Kontakt erreicht hat. Diesen Zeitpunkt erhält man, wenn man Gleichung (6.1)
von ~s0 an integriert und den Zeitpunkt des letzten Vektors ~sc(t) bestimmt, der noch im
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Kristallvolumen liegt. Für die numerische Integration benutzt man eine Zeitschrittweite2 von
1 ns adäquat zur Größe des Kontrollvolumens. Die Frequenzgangfunktion des Vorverstärkers
sowie das elektrische Rauschen werden im Folgenden nicht berücksichtigt. Es ergeben sich
zwei Hauptarten von Pulsformen. Das Signal an der aktiven Elektrode bezeichnet man, falls
die freien Ladungsträger letztendlich zur aktiven Elektrode driften, als Nettoladungssignal
(s. Abb. 6.3 (a)). Die influenzierte Spiegelladung an allen anderen Kontakten, die durch den
Sammelvorgang der freien Ladungsträger entstanden ist bezeichnet man als kurzfristig auf-
tretendes Signal (s. Abb. 6.3 (b)).
(a) (b)
Abbildung 6.3: Abbildung (a) zeigt den Pulsformverlauf für eine Wechselwirkung, die direkt im Zen-
trum der aktiven Elektrode stattfand (Nettoladungssignal). Abbildung (b) zeigt die
Pulsform der dazugehörigen influenzierten Spiegelladung an der Nachbarelektrode.
Die Größe der influenzierten Spiegelladungen hängt im Wesentlichen von der Entfernung der
driftenden Ladungen zur betrachteten Elektrode ab [15, 17], wobei die Integration über die
influenzierten Spiegelladungen gleich Null ist [14].
Neben dem Abstand zur betrachteten Elektrode und der elektrischen Feldstärke beeinflusst
auch die Geschwindigkeit der freien Ladungsträger die erzeugte Ladung. Letztere liefern auf-
grund unterschiedlicher Beweglichkeiten von Elektronen und Löchern auch unterschiedliche
Beiträge. Hierdurch können Wechselwirkungen an verschiedenen Orten ähnliche und sogar
gleiche Pulsformen liefern, womit eine Unterscheidung der Wechselwirkungsorte anhand des
Nettoladungssignals unmöglich wird (s. Abb. 6.4 (a) und Abb. 6.4 (b)). Bevor man im an-
schließenden Kapitel eine Pulsformanalyse durchführt, wird hier kurz die Entstehung der
Pulsformen in einem Pixeldetektor erläutert, die eine wichtige Rolle bei der Bestimmung des
Wechselwirkungsortes spielen.
6.1 Entstehung des Nettoladungssignals
Die freien Ladungsträger entstehen an den Orten, an denen ein γ–Quant mit dem
Germaniumkristall eine der drei in Abschnitt 2.1 beschriebenen Wechselwirkungen einge-
2Die Größe der Zeitschrittweite ergibt sich aus der Bewegung der Ladungsträger mit maximaler Geschwin-
digkeit (Sättigungsgeschwindigkeit) durch ein Kontrollvolumen.
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(a) (b)
Abbildung 6.4: Abbildung (a) zeigt den Pulsformverlauf für eine Wechselwirkung die nahe zum lin-
ken Nachbarsegment stattfand. In Abbildung (b) hat die Wechselwirkung nahe zum
rechten Nachbarsegment stattgefunden. Die beiden Abbildungen verdeutlichen, dass
Wechselwirkungen, die an unterschiedlichen Orten stattfinden nahezu gleiche Puls-
formen liefern können.
gangen ist und mindestens einen Teil seiner Energie deponiert hat. Die Energie, die von
den γ–Quanten deponiert wird, bewegt sich üblicherweise in einem Bereich von einigen zehn
bis hundert keV. In Abbildung 6.5 ist dieser Vorgang für einen Planardetektor dargestellt.
Betrachtet wird das Ladungssignal an der linken Elektrode. Das Signal setzt sich aus zwei
Komponenten zusammen: den Spiegelladungen, die von den zur linken Elektrode driftenden
Elektronen q− influenziert werden, und denen, welche von den nach rechts driftenden Lö-
cher q+ erzeugt werden. Die Elektronenkomponente q− influenziert positive Ladungen auf
der Elektrode, d. h., es fließen Elektronen ab und werden vom Vorverstärker als negative
Ladung gemessen. Je näher die Elektronenkomponente q− der Elektrode kommt, desto höher
wird die influenzierte positive Ladung. Kurz vor der Sammlung der Elektronenkomponente q−
entspricht die positive Influenzladung der Gesamtladung der Elektronenkomponente q−. Dar-
aufhin wird die Komponente q− an der Elektrode gesammelt und kompensiert dort die gleich-
große positive Influenzladung. Der Vorverstärker registriert weiterhin die von der Elektrode
abgeflossene Gesamtladung q−. Gleichzeitig influenziert die Löcherkomponente q+ negative
Ladungen auf derselben Elektrode. Der Vorverstärker misst also auch eine positive Ladung,
die aber kleiner wird, da sich die Komponente q+ mit der Zeit immer weiter von der Elek-
trode entfernt. Das am Vorverstärker anliegende Signal setzt sich als Summe aus den beiden
influenzierten Beiträgen q+ und q− zusammen. Zum Zeitpunkt t = t0 haben beide Ladungs-
komponenten denselben Ort und ihre Influenzladungen heben sich gegenseitig auf. Bei t = t1
wird die Komponente q− an der Elektrode gesammelt. Es wird aber noch nicht die gesamte
Ladung nachgewiesen, da von der anderen Komponente immer noch Ladung entgegengesetz-
ten Vorzeichens influenziert wird. Erst zum Zeitpunkt t = t2 sind auch die Komponenten q+
an der anderen Elektrode gesammelt. Der Einfluss der Influenzladungen bricht zusammen,
und es liegt die gesamte Ladung der Komponente q− am ladungsempfindlichen Vorverstärker
an. In Abbildung 6.5 ist zu erkennen, dass zum Zeitpunkt t1 ein charakteristischer Knick im
Detektorsignal auftritt, der zusammen mit der Sammelzeit t2 genutzt werden kann, um die
Entfernung der Wechselwirkung von der Elektrode zu ermitteln [1, 10, 30].
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Abbildung 6.5: Während der Ladungssammlung von q− und q+ im Planardetektor influenzieren beide
Komponenten Ladungen auf den Elektroden. In dem (Q, t)–Graphen sind die einzel-
nen Influenzbeiträge q−(t) und q+(t) der beiden driftenden Ladungskomponenten
angegeben sowie deren Summe, die als tatsächliches Signal abgegriffen wird. Zum
Zeitpunkt t = t0 werden die beiden in der Entfernung a zur linken Elektrode erzeugt
und deren Influenzladungen heben sich gegenseitig auf. Bei t = t1 wird die Ladung
q− gesammelt, im Summensignal wird aber wegen des Influenzbeitrags der noch drif-
tenden q+ Komponente noch nicht die gesamte Ladung gemessen. Dies ist erst bei
t = t2 der Fall, wenn der gesamte Sammelvorgang beendet ist ([30] S. 27).
6.2 Entstehung der Spiegelladungen
Um eine genauere Aussage darüber treffen zu können, an welchem Ort die erste Wechsel-
wirkung stattfand, betrachtet man nicht nur den charakteristischen Knick des Nettoladungs-
signals, sondern auch die influenzierte Spiegelladung an allen Kontakten. In Abbildung 6.6
und Abbildung 6.7 sind neun Segmentsignale für zwei Ereignisse auf unterschiedlichen Ebenen
dargestellt. Die Energie in beiden Ereignissen ist dabei vollständig in Segment 5 absorbiert
worden. Trotzdem sehen die direkten Nachbarn von Segment 5 während des Sammelvorgangs
ein Signal, das während der Anstiegszeit des Nettoladungssignals wieder auf Null zurückfällt.
An diesen Segmenten wird also keine Ladung gesammelt. Dieses Ereignis lässt sich quantitativ
im Influenzbild erklären. Im ersten Beispiel (s. Abb. 6.6) erreichen die nach oben driftenden
Löcher schnell die Elektrode und werden dort gesammelt. Die verbleibende Elektronenkom-
ponente driftet weiter zur anderen Elektrode und influenziert dabei auf allen Elektroden
positive Spiegelladungen.
Im zweiten Beispiel werden die Elektronenkomponenten sofort eingesammelt, und die verblei-
benden Löcher influenzieren Ladungen auf den Elektroden. Die Polarität ist umgekehrt, und
alle Elektroden in den Nachbarsegmenten sehen positive Signale während des Sammelpro-
zesses (s. Abb. 6.7). Um mehr über die Eigenschaften der Spiegelladungen herauszufinden,
betrachtet man ein weiteres Ereignis (s. Abb. 6.8). In diesem Fall findet die Wechselwirkung
nahe Segment 6 statt. Für das Ereignis wird wiederum die Energie vollständig in Segment 5
absorbiert. Auch hier sehen die direkten Nachbarn während des Sammelvorgangs ein Signal.
Des Weiteren kann man feststellen, dass die Stärke der influenzierten Spiegelladung auf den
Nachbarsegmenten unterschiedlich ist. Sie hängt im Wesentlichen, wie zuvor in Kapitel 6
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erwähnt, von der Entfernung der zur betrachtenden Elektrode ab. Da sich der Wechselwir-
kungsort im dritten Ereignis nahe Segment 6 befindet, wird dort eine höhere Ladung influ-
enziert als in den weiter entfernten Segmenten. Die Stärke der influenzierten Spiegelladung
in den Nachbarsegmenten nimmt deutlich mit der Entfernung vom Wechselwirkungsort ab.
Die vorher aufgeführten Erkenntnisse, der charakteristische Knick des Nettoladungssignals,
die Polarität sowie die Stärke der influenzierten Spiegelladungen, können zur Bestimmung
des Ortes der ersten Wechselwirkung genutzt werden.
49
6 Berechnung und Simulation der Pulsformen
Abbildung 6.6: Dieses Beispiel zeigt das Nettoladungssignal in Segment 5 und die acht Spiegelladun-
gen der Nachbarsegmente für den Wechselwirkungsort x = 30 mm, y = 30 mm und
z = 15 mm. Obwohl das Ereignis vollständig in Segment 5 absorbiert wird, sehen
auch die Nachbarsegmente während des Sammelvorgangs ein Signal. Da die Löcher-
komponente schneller eingesammelt wird, bekommt man eine negative Polarität.
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Abbildung 6.7: Dieses Beispiel zeigt das Nettoladungssignal in Segment 5 und die acht Spiegelladun-
gen der Nachbarsegmente für den Wechselwirkungsort x = 30 mm, y = 30 mm und
z = 5 mm. Man bekommt eine positive Polarität, da in diesem Beispiel die Elektro-
nenkomponente schneller eingesammelt wird.
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Abbildung 6.8: Das Nettoladungssignal in Segment 5 und die Spiegelladungen der Nachbarsegmente
sind an dem Wechselwirkungsort x = 35 mm, y = 30 mm und z = 15 mm entstanden.
Da die Wechselwirkung nahe Segment 6 stattfand, ist die Stärke der Spiegelladung in
diesem Segment deutlich höher als in den übrigen Segmenten.
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Physikalisch wichtig ist der Ort der ersten Wechselwirkung eines γ–Quants mit dem
Germaniumkristall. Im Folgenden wird ein Algorithmus beschrieben, um diesen Ort anhand
der Pulsanstiegszeiten zu ermitteln.
7.1 Abhängigkeit der ersten Wechselwirkung von der
Pulsanstiegszeit
Die Anstiegszeit der Ladungspulse ist lang, wenn die Wechselwirkung nahe eines Kontaktes
stattgefunden hat, da dann eine der beiden Ladungsträgersorten den gesamtem Detektor
durchqueren muss. Etwa in der Detektormitte hat die Anstiegszeit ein Minimum (s. Abb. 7.1).
(a) (b)
(c)
Abbildung 7.1: Ladungspuls und die Darstellung von T30 und T90 für unterschiedliche Wechsel-
wirkungsorte. In Abbildung (a) hat die Wechselwirkung nahe zum oberen Kontakt
stattgefunden, in Abbildung (b) nahe zum unteren Kontakt, und in Abbildung (c) ist
der Ladungspuls für eine Wechselwirkung im Zentrum des Detektors dargestellt.
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Dies zeigt deutlich, dass die Anstiegszeit des Ladungspulses sensitiv auf den Ort der Wechsel-
wirkung reagiert. Bestimmt man die Zeitdauer bis zum Erreichen von 30% bzw. 90% der
vollen Höhe des Ladungspulses, im Folgenden T30 bzw. T90 genannt, so lässt sich mit Hilfe
von Korrelationsdiagrammen die Sensitivität steigern [14, 24].
Um zu zeigen, wie sich die T90–Zeit in Abhängigkeit vom Wechselwirkungsort verhält, be-
rechnet man für alle Wechselwirkungsorte in einem Segment des Germaniumdetektors die
T90–Zeit. Wie aus Abbildung 7.2 erkennbar, erhält man für verschiedene Wechselwirkungs-
orte ähnliche bis gleiche T90–Zeiten, was durch zwei grüne bzw. hellblaue Bereiche sichtbar
wird. Die T90–Zeit führt zu keiner eindeutigen Aussage, bei welchem z–Wert die Wechsel-
wirkung stattfand.
Abbildung 7.2: Die T90–Zeit Darstellung in der x–z–Ebene (analog für die y–z–Ebene) des betrach-
teten Segments. Die Schrittweite für die Höhenlinien beträgt 2 ns.
Im weiteren Verlauf soll die Doppeldeutigkeit bezüglich der z–Richtung untersucht werden. In
Abbildung 7.3 (a) ist die T10–Zeit dargestellt. Man erkennt eine eindeutige Ortsbestimmung
in z–Richtung. Der große Abstand der Höhenlinien deutet jedoch auf eine schlechte Ortsauf-
lösung hin. In x–Richtung wird eine große Steigung der Höhenlinien beobachtet und damit
eine gute Ortsauflösung. In Abbildung 7.3 (b) ist die T30–Zeit dargestellt. Dort nimmt die
Steigung, d. h. die Ortserkennung in x–Richtung im Vergleich zur T10–Zeit ab, allerdings wird
die Ortserkennung in z–Richtung genauer. Betrachtet man noch die T50–Zeit und T70–Zeit,
so erkennt man aus Abbildung 7.3 (c) und 7.3 (d), dass die Ortserkennung in z–Richtung
weiter zunimmt, allerdings nimmt auch der Bereich der Doppeldeutigkeit in z–Richtung zu.
In x–Richtung nimmt die Auflösung durch den „fast“ horizontalen Verlauf der Höhenlinien
deutlich ab. Somit hat sich die T30–Zeit angeboten, um den Ort der Wechselwirkung zu be-
stimmen. Die Anstiegszeit ist bei Wechselwirkungen nahe am oberen Kontakt kürzer als bei
Wechselwirkungen nahe am unteren Kontakt. Sie ermöglicht daher eine eindeutige Bestim-
mung der z–Koordinate.
Im Folgenden werden Korrelationen zwischen der T30–Zeit und der T90–Zeit untersucht, um
den Bereich des Wechselwirkungsorts zu minimieren (s. Abb. 7.4). Die Tatsache, dass sich
durch Kenntnis der T30– und T90–Zeiten der Ort der Wechselwirkung relativ genau eingrenzen
lässt, hängt natürlich damit zusammen, dass die T30–Zeit hauptsächlich durch den Abfluss
einer der beiden Ladungsträger zustande kommt, während die T90–Zeit durch den Abfluss
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(a) (b)
(c) (d)
Abbildung 7.3: Es werden die Höhenlinien der betrachteten (a) T10–Zeit, (b) T30–Zeit, (c) T50–Zeit
und (d) T70–Zeit für den Segmentschnitt in der x–z–Ebene (analog für die y–z–Ebene)
für alle Wechselwirkungsorte dargestellt. Die Schrittweite für die Höhenlinien beträgt
jeweils 2 ns.
von beiden Ladungsträger bestimmt wird [17].
Des Weiteren erkennt man, dass die Doppeldeutigkeit auch in x–Richtung (bzw. y–Richtung)
vorhanden ist. Diese Doppeldeutigkeit lässt sich anhand des symmetrischen Verlaufs der elek-
trischen Feldlinien und der dazugehörigen elektrischen Feldstärke erklären (vgl. Abb. 4.5). Da
sowohl die Driftstrecke als auch die elektrische Feldstärke auf beiden Symmetriehälften ähn-
lich sind, erhält man ähnliche Pulsformen bzw. Anstiegszeiten. Um eine Aussage zu treffen,
auf welcher Symmetriehälfte die Wechselwirkung stattfand, betrachtet man die Spiegella-
dungen der direkten Nachbarsegmente (vgl. Abb. 6.8). Die Größe der Spiegelladungen gibt
an, auf welcher Symmetriehälfte die Wechselwirkung erfolgte. Somit lässt sich der Ort der




Abbildung 7.4: Der grün markierte Bereich gibt die Punkte an in den die T90–Zeit zwischen 90 ns
und 92 ns liegt. Durch Messung der T30–Zeit (dargestellt durch die schwarzen Hö-
henlinien) kann man über die Schnittflächen mit dem grünen Bereich den möglichen
Wechselwirkungsort eingrenzen. Zur Veranschaulichung ist dies für die x–z–Ebene
(analog für die y–z–Ebene) dargestellt.
Um den Ort der Wechselwirkung in z–Richtung genau zu bestimmen, betrachtet man wieder-
um die Spiegelladungen der Nachbarsegmente, wobei jetzt die Polarität der Spiegelladungen
einen Aufschluss über den Ort der Wechselwirkung geben. In Abbildung 7.4 ist zu erkennen,
dass trotz der Berücksichtung der T30– und T90–Zeit eine Doppeldeutigkeit bestehen bleibt.
Die Polarität der Spiegelladungen (vgl. Abb. 6.6 und Abb. 6.7) geben Klarheit darüber, ob
die Wechselwirkung näher zum oberen oder zum unteren Kontakt stattfand.
7.2 Theoretische Betrachtung der Sensitivität
Um den T30–T90 Algorithmus besser zu verstehen, wird die Sensitivität des Ortes im getrof-
fenen Segment untersucht. Dies geschieht mit Hilfe einer Verhältnisbildung χ der T30– und
T90–Zeit. Für Wechselwirkungen zweier Positionen ist χ nach Gleichung (7.1) ein Maß für ih-






Diese Gleichung ermöglicht es, benachbarte Positionen zu untersuchen und die Veränderung
der Sensitivität gegen eine Richtung oder eine Fläche aufzutragen. Im Folgenden werden
Sensitivitätsanalysen in z–Richtung, in der x–z–Ebene bzw. y–z–Ebene, des betrachteten
Segments und für feste z–Werte in der x–y–Ebene durchgeführt.
56
7.2 Theoretische Betrachtung der Sensitivität
(a) (b)
Abbildung 7.5: In Abbildung (a) ist die Sensitivität χ als Funktion der z–Richtung für x = y = 30 mm
dargestellt. Abbildung (b) zeigt die Darstellung der Sensitivität in der x–z–Ebene
(analog für die y–z–Ebene). Die größten Werte für χ, die an den Eckpunkten der
Elektrode entstehen (weiß markiert) dienen nicht als Normierung der Farbskala.
Positionsempfindlichkeit in z–Richtung
Durch die Untersuchung der Sensitivität in z–Richtung, für feste Werte von x und y, kann man
die Ähnlichkeit der Pulsformen benachbarter z–Positionen untersuchen. Aufgrund der Fest-
legung von x und y ergibt sich eine Gerade durch den Germaniumkristall. Abbildung 7.5 (a)
zeigt die Sensitivität für x = y = 30 mm. Man kann die Sensitivität in z–Richtung in drei
Bereiche unterteilen: den insensitiven mittleren Bereich, den sensitiven unteren Bereich und
den stark sensitiven oberen Bereich. Der Knick, der nahe an der oberen Elektrode auftritt,
entsteht durch die Doppeldeutigkeit der T30–Zeit, die für diesen kleinen Bereich im Kristall
auftritt (vgl. Abb. 7.3 (b)).
Abbildung 7.5 (b) zeigt die Sensitivität in der x–z–Ebene bzw. y–z–Ebene des betrachteten
Segments. Im weiteren Verlauf betrachtet man nur die Sensitivität in der x–z–Ebene. Aus
Symmetriegründen gibt diese Darstellung auch die Sensitivität in der y–z–Ebene wieder. Die
hellen Bereiche stehen für hohe Sensitivität, die dunkleren für eine geringere Sensitivität.
Berücksichtigt man bei der Normierung der Farbskala nicht die größten Werte für χ (weiß
markiert), die an den Eckpunkten der Elektroden entstehen, so ist aus Abbildung 7.5 (b) er-
kennbar, dass der in Abbildung 7.5 (a) festgestellte Verlauf sich auf die gesamte x–z–Ebene
erstreckt. Abbildung 7.5 (b) liefert einen Einblick, wie sich die Sensitivität in der x–z–Ebene
des betrachteten Segments verhält. Im oberen Bereich des Kristalls für z > 15 mm ist eine
hellere Struktur erkennbar. Dieses Verhalten entspricht den Erwartungen, da in diesem Be-
reich des Kristalls die Feldlinien eine stärkere Krümmung aufweisen (vgl. Abb. 4.5) und so
eine große Sensitivität χ in z–Richtung bewirken. Die stärkere Ausprägung der Sensitivität in
dem Bereich nahe der oberen Elektrode ist von folgenden Faktoren abhängig: der sehr hohen
elektrischen Feldstärke und der daraus resultierenden Sättigungsgeschwindigkeit der Löcher
(vgl. Abb. 6.1) sowie vom Verlauf der Pulsformen. Hierzu betrachtet man die Steigungen der
T30– bzw. T90–Zeiten (vgl. Abb. 7.1). Die Pulsformen für Wechselwirkungen in der Nähe der
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oberen Kontakte weisen im Bereich der T30– und T90–Zeit einen deutlichen Unterschied in
ihren Steigungen auf, wohingegen Pulsformen für Wechselwirkungen im Zentrum des Seg-
ments „ähnliche“ Steigungen aufweisen. In diesem Bereich ist man insensitiv in z–Richtung.
Betrachtet man noch die Pulsformen für Wechselwirkungen im unteren Bereich, so ist auch
hier ein Unterschied der Steigungen der T30– und T90–Zeiten festzustellen, die aber nicht so
deutlich werden, wie im oberen Bereich des Kristalls.
Im Bereich des Kristalls, in der beide Ladungsträger „gleich“ schnell die Elektroden erreichen,
ist die Änderung der Steigungen und somit auch der Sensitivität gering. Die Änderung der
Sensitivität nimmt zu, sobald man sich in einem Bereich im Kristall befindet, wo eine der
beiden Ladungsträgersorten schneller die Elektrode erreicht. Da die T30–Zeit hauptsächlich
durch den Abfluss einer der beiden Ladungsträgersorten zustande kommt, wird aufgrund
des inhomogenen elektrischen Feldes im Kristall (vgl. Abb. 4.1) im oberen Bereich die Lö-
cherkomponente schneller gesammelt als die Elektronenkomponente im unteren Bereich des
Kristalls. Die unterschiedlichen Steigungen der T30–Zeit sind in Abbildung 7.1 deutlich zu
erkennen.
Positionsempfindlichkeit in der x–z–Ebene
In diesem Abschnitt wird die Positionsempfindlichkeit in x–Richtung (bzw. y–Richtung) un-
tersucht, wobei Projektionen in der x–z–Ebene1 ausgewählt werden. Hierfür wird die z–
Koordinate für einzelne Bereiche konstant gesetzt. Abbildung 7.6 zeigt die Sensitivität für
drei verschiedene z–Werte. Die schwarz gezeichnete Sensitivität befindet sich im oberen Drit-
tel des Segments. Die rote Darstellung zeigt die Sensitivität, wenn man sich in der Mitte des
Segments befindet. Bei der blauen Darstellung wird die Sensitivität im unteren Teil darge-
stellt.
Abbildung 7.6: Relative Darstellung der Sensitivität χ in Abhängigkeit von der x–Koordinate bei
konstantem z–Wert. Bei der schwarz gezeichneten Kurve wird die relative Sensitivität
im oberen Drittel des Segments dargestellt. Die rote Darstellung zeigt die relative
Sensitivität im mittleren Bereich und die blaue im unteren Bereich des Segments.
1Aus Symmetriegründen erhält man die gleiche Positionsempfindlichkeit in der x–z–Ebene und in der y–z–
Ebene
58
7.3 Variation der Elektrodengröße
Abbildung 7.6 zeigt, dass die Steigung der Sensitivität mit zunehmender Höhe im Segment
abnimmt. Für die sich im Zentrum befindeten x–Werte (bzw. y–Werte) beobachtet man eine
konstante Sensitivität in allen drei Teilbereichen. Man kann daher im Zentrum der x–z–Ebene
keine genauen Angaben über die x–Koordinate (bzw. y–Koordinate) der Wechselwirkung
treffen. Aufgrund dieser Erkenntnis liegt es nahe, die Größe der Elektroden zu variieren, um
festzustellen, ob man so den insensitiven Bereich minimieren kann.
7.3 Variation der Elektrodengröße
Dieser Abschnitt behandelt die Abhängigkeit der Sensitivität von der Elektrodengröße. Wie
in Abschnitt 4.1 bereits erwähnt, wird bei Variation der Elektrodengröße die Segmentgrö-
ße konstant gehalten. Die Elektroden befinden sich immer in der Mitte der Segmente. Im
weiteren Verlauf werden Elektrodengrößen von 10 × 10 mm2 und 4 × 4 mm2 miteinander
verglichen (s. Abb. 7.7). In der x–z–Ebene (bzw. y–z–Ebene) sind die T30– und T90–Zeiten
dargestellt. Die Höhenlinien der T30–Zeit sind im Abstand von 2 ns aufgetragen. Der Bereich
der T90–Zeit liegt zwischen 90 ns und 92 ns.
(a) (b)
Abbildung 7.7: Der grün markierte Bereich gibt die Wechselwirkungsorte an, bei denen die T90–Zeit
zwischen 90 ns und 92 ns liegt. Durch Messung der T30–Zeit (dargestellt durch die
schwarzen Höhenlinien) kann man über die Schnittflächen mit dem grünen Bereich
den möglichen Wechselwirkungsort eingrenzen. Zur Veranschaulichung ist die x–z–
Ebene (analog für die y–z–Ebene) dargestellt. Die Größe der Elektrode beträgt in
Abbildung (a) 10 × 10 mm2. In Abbildung (b) ist die Größe der Elektroden mit
4× 4 mm2 gegeben.
Bei einer Elektrodengröße von 10× 10 mm2 ist aus Abbildung 7.7 (a) zu erkennen, dass der
Verlauf der T30–Zeit (dargestellt durch die schwarzen Höhenlinien) einer U–förmigen Parabel
nahe kommt. Dabei wird der Verlauf der Parabel im oberen z–Bereich zum Zentrum der x–
Koordinate hin flacher als im mittleren z–Bereich. Im unteren z–Bereich ist der Verlauf der
Parabel „fast“ horizontal. Demgegenüber ist der Verlauf der Höhenlinien bei einer Elektro-
dengröße von 4× 4 mm2 im oberen z–Bereich steiler ausgefallen und wird mit zunehmenden
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Abstand zur oberen Elektrode zum Zentrum der x–Koordinate hin flacher (s. Abb. 7.7 (b)).
Im unteren z–Bereich ist der Verlauf der Höhenlinien, wie bei einer Elektrodengröße von
10× 10 mm2, „fast“ horizontal.
Daraus kann man schließen, dass bei kleinen Elektroden die Sensitivität der x–Koordinate
mit zunehmenden Abstand zur oberen Elektrode abnimmt. Bei größeren Elektroden nimmt
die Sensitivität der x–Koordinate mit zunehmenden Abstand zu. In dem unteren z–Bereich,
bei dem die Höhenlinien „fast“ horizontal verlaufen, ist man unabhängig von der Größe der
Elektroden bezüglich der x–Koordinate insensitiv.
Vergleicht man noch die Sensitivität in z–Richtung, so wird aus Abbildung 7.8 deutlich, dass
bei einer Elektrodengröße von 4 × 4 mm2 der obere z–Bereich sensitiver ist als bei einer
Elektrodengröße von 10 × 10 mm2. Jedoch ist man auch hier in beiden Fällen im unteren
z–Bereich insensitiv, was mit dem „fast“ horizontalen Verlauf der Höhenlinien der T30– und
T90–Zeiten in diesem Bereich zusammenhängt.
(a) (b)
Abbildung 7.8: Relative Darstellung der Sensitivität in z–Richtung für die Projektion x = y = 30 mm.
In Abbildung (a) ist die Sensitivität bei einer Elektrodengröße von 10 × 10 mm2
aufgetragen. Abbildung (b) zeigt die Sensitivität bei einer Elektrodengröße von 4 ×
4 mm2.
Durch diese Erkenntnis würde es sich anbieten, die Größe der Elektroden so klein wie möglich
zu wählen. Jedoch ist hierbei zu beachten, dass die benötigte Sättigungsspannung für Elek-
trodengrößen kleiner als 6× 6 mm2 nicht realisierbar ist (vgl. Abschnitt 4.1). Hinzu kommt,
dass kleinere Elektroden auch zu einer größeren Anzahl von elektronischen Kanälen führen,
was ein nicht zu vernachlässigender Kostenfaktor ist.
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Der T30–T90 Algorithmus ist ein erster Ansatz, um den Ort der Wechselwirkung zu bestim-
men. Um eine qualitative Aussage über den Ort der ersten Wechselwirkung zu treffen, wird
man in Zukunft nicht mehr die T30– bzw. T90–Zeit berücksichtigen, sondern die digitalisierten
Pulsformen des Nettoladungssignals und der influenzierten Spiegelladungen auf den Nach-
barkontakten. Beim Algorithmus der Binären Suche, der von Dr. T. Beck entwickelt wurde,
erfolgt die Ortsbestimmung millimetergenau und innerhalb von Mikrosekunden.
Es handelt sich um ein mehrstufiges Verfahren, bei dem die gemessenen Pulsformen einer
Wavelet–Transformation unterzogen werden. Die so gewonnenen Wavelet–Koeffizienten wer-
den binarisiert und mit einer Referenzdatenbank verglichen. In dieser Referenzdatenbank
befinden sich speziell transformierte, höchst komprimierte Pulsformdaten mit ihren Positi-
onsinformationen. So kann eine gemessene Pulsform – nach Wavelet–Transformation und
Binarisierung – mittels einer Abstandsberechnung mit den Pulsformdaten der Referenzda-
tenbank verglichen werden. Für eine Einfachwechselwirkung kann mit der Binären Suche der
Ort im dreidimensionalen Raum mit einer durchschnittlichen Genauigkeit von x ≈ ±0.6 mm;
y ≈ ±1 mm und z ≈ ±0.7 mm bestimmt werden. Hierfür ist eine durchschnittliche Rechen-




In der vorliegenden Arbeit1 wird ein dreidimensionaler planarer Pixeldetektor aus Germa-
nium untersucht, um ihn als Teil des zukünftigen DESPEC Arrays zum Nachweis von γ–
Quanten einzusetzen. Zu diesem Zweck wurden die physikalischen Eigenschaften des plana-
ren Pixeldetektors mit einer numerischen Simulation berechnet, die auf der Finiten Volumen
Methode basiert. Das in dieser Arbeit entwickelte Verfahren besteht aus 9 zentralen Baustei-
nen:
• Simulation des elektrischen Potentials im Germaniumkristall
• Berechnung des elektrischen Feldes
• Berechnung der elektrischen Feldlinien
• Untersuchung des Konvergenzverhaltens anhand des elektrischen Flusses
• Berechnung der Driftgeschwindigkeit der Ladungsträger
• Simulation des gewichteten Potentials im Germaniumkristall
• Pulsformberechnung für Netto– und Spiegelladungssignale
• T30–T90–Korrelation zur Bestimmung des Wechselwirkungsortes
• Abschließende Sensitivitätsanalyse.
Mit dem numerisch simulierten Potential im Germaniumkristall wird das dazugehörige elek-
trische Feld und der Verlauf der Feldlinien berechnet. Um einerseits die korrekte Implementie-
rung sicherzustellen und andererseits zu ermitteln, ab welcher Gitterweite das Verfahren für
das gegebene Problem die gewünschte Genauigkeit liefert, wird eine Konvergenzuntersuchung
durchgeführt. Anschließend wird die Driftgeschwindigkeit der Ladungsträger in Abhängigkeit
der elektrischen Feldstärke berechnet.
Aus der Simulation des gewichteten Potentials und der berechneten Driftgeschwindigkeit der
Ladungsträger lässt sich die Pulsform zum Wechselwirkungsort eines γ–Quants ermitteln.
Mit dem T30–T90–Algorithmus ist es möglich, Pulsformen bestimmten Wechselwirkungsorte
zuzuordnen. Auf der Basis dieser Daten wird eine Sensitivitätsanalyse durchgeführt, deren
Ziel es ist, die Ortsabhängigkeit der Pulsformen in den verschiedenen Raumrichtungen des
Germaniumkristalls zu bestimmen.
Hierbei konnte festgestellt werden, dass die Ortsauflösung des planaren Pixeldetektors von
der Elektrodengröße abhängig ist. Bei einer Elektrodengröße von 4 × 4 mm2 erreicht man
eine genauere Ortsauflösung als bei einer Elektrodengröße von 10 × 10 mm2. Da die Elek-
trodengröße auch einen Einfluss auf die erforderliche Sättigungsspannung hat, die bei einer
Elektrodengröße von kleiner als 6×6 mm2 die maximal mögliche Spannung von 5000 V über-
schreitet, ergibt sich hieraus eine technische Grenze der zu realisierenden Pixeldetektoren.




Nachfolgend ist die Bedeutung der wichtigsten im Text verwendeten Symbole mit der zuge-





~E [V m−1] elektrisches Feld
~EW [V m−1] gewichtetes Feld
~F Feldlinie
~b Lastvektor
~ex Einheitsvektor in x-Richtung
~ey Einheitsvektor in y-Richtung
~ez Einheitsvektor in z-Richtung
~r Ortsvektor
~sc Ortsvektor der Elektronen bzw. Löcher






Eeh [J] mittlere Energie
Ex [V m−1] x-Komponente des elektrischen Feldes
Ey [V m−1] y-Komponente des elektrischen Feldes
Ez [V m−1] z-Komponente des elektrischen Feldes
E0 [V m−1] Fitparameter
Ic [A] elektrischer Strom der Elektronen bzw. Löcher
N Gesamt Anzahl der Gitterpunkte
Ni, N˜i Anzahl der Gitterpunkte in x–Richtung
Nj , N˜j Anzahl der Gitterpunkte in y–Richtung
Nk, N˜k Anzahl der Gitterpunkte in z–Richtung
NA [m−3] Dichte der Akzeptoren
ND [m−3] Dichte der Donatoren
P Mittelpunkt des KV




N , S Mittelpunkt des Nachbar–KVs in y–Richtung
T , B Mittelpunkt des Nachbar–KVs in z–Richtung
Q [C] elektrische Ladung
Qc [C] elektrische Ladung der Elekronen bzw. Löcher
Qe [C] elektrische Ladung der Elekronen
Qh [C] elektrische Ladung der Löcher
S [m2] Oberfläche
Sc [m2] Kontrollvolumenoberfläche
T30, T90 [ns] Zeitdauer
U [V] elektrische Spannung
U0, V0 [V] Sperrvorspannung
V [m3] Kontrollvolumen
Vk [m3] Beliebiges KV
Skalare (lateinische Kleinbuchstaben)
a [m] Entfernung zur Elektrode
aP , a˜P KV Koeffizient
aE , a˜E KV Koeffizient an der östlichen Seite
aW , a˜W KV Koeffizient an der westlichen Seite
aN , a˜N KV Koeffizient an der nördlichen Seite
aS , a˜S KV Koeffizient an der südlichen Seite
aT , a˜T KV Koeffizient an der oberen Seite
aB, a˜B KV Koeffizient an der unteren Seite
b skalare Größe
b∗ Schnittpunkt mit der Kontrollvolumenfläche
bP , b˜P Koeffizient für das Störglied
c Kontrollvolumenseiten
e, w Kontrollvolumenseite in x–Richtung
n, s Kontrollvolumenseite in y–Richtung
t, b Kontrollvolumenseite in z–Richtung
d [m] Breite der Verarmungszone
d [m] Abstand zwischen den Kontakten
e [C] Elementarladung
h [m] Höhe des Germaniumkristalls
l [m] Länge des Germaniumkristalls
m Nummerierung des Gitterpunkte
n Anzahl der Elektron–Loch–Paare
qc [C] Ladungsträger Elektronen bzw. Löcher




t [m] Tiefe des Germaniumkristalls
t [ns] Zeit
te [ns] totale Driftzeit der Elektronen
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Symbol Einheit Bedeutung
th [ns] totale Driftzeit der Löcher
ve [m s−1] Sättigungsgeschwindigkeit Elektronen
vh [m s−1] Sättigungsgeschwindigkeit Löcher
x [m] Abstand zum n+ Kontakt
x, y, z [m] Ortskoordinate




ε [A s V−1 m−1] Permittivität
ε0 [A s V−1 m−1] Permittivität des Vakuums
εr relative Permittivitätszahl
µ0 [cm2 V−1 s−1] Beweglichkeit der Ladungsträger
ρ [C m−3] Raumladungsdichte









δx [m] Länge der Kontrollvolumenseite in x– Richtung
δy [m] Länge der Kontrollvolumenseite in y– Richtung
δz [m] Länge der Kontrollvolumenseite in z– Richtung
∆x , ∆˜x [m] Ortsschrittweite
∆y , ∆˜y [m] Ortsschrittweite




N Die Menge der natürlichen Zahlen
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