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Abstract
We study the problem of reaching a target without leaving a prescribed constraint set
for a dynamical system described by a controlled differential equation and a controlled
instantaneous reset function. We characterize all initial conditions from which the objective
can be reached. Then we characterize the value function associated with the optimal
reaching time problem.  2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
We consider a controlled dynamical system where the state x ∈ Rn can be
instantaneously reset. Let τ1, . . . , τi , . . . denote the reset times and set τ0 = 0. On
the intervals ]τi, τi+1[, the system is described by the differential equation
x ′(t)= f (x(t), u(t)), (1)
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and at the points τi , it is described by the reset equation1
x
(
τ+i
)= r(x(τ−i ),pi). (2)
The function u(t) ∈ U ⊂ RnU is the control of the continuous parts of the
trajectory and for all i  1, pi ∈ P ⊂ RnP is the reset control at reset time τi .
The reset times are part of the control; they are submitted to the constraint
x(τ−i ) ∈ A for i  1, where A⊂ Rn is a prescribed closed set. So, the dynamics
is characterized by the collection (U,f,P, r,A). A trajectory of the system is a
piecewise continuous function x(·), right-continuous having left-side limits.
Let C ⊂ Rn be a closed target and let K ⊂ Rn be a closed set of state
constraints. The objective is to reach C before leaving K , or to stay in K if C
cannot be reached; that is, we are interested in trajectories x(·) such that
∀t < inf{s  0: x(s) ∈C}, x(t) ∈K. (3)
We shall consider two problems:
First, the qualitative target problem: we want to determine whether there exists
a trajectory satisfying (3) starting at a given initial condition. This can be rewritten
as a viability problem (see [1] for a complete presentation). The set of initial
conditions from which the objective can be met being a viability kernel, we study
viability kernels for impulsive dynamics and we present a procedure for numerical
approximation.
Second, the quantitative target problem: we associate with each trajectory a
cost which is the sum of the minimum time to reach C and of resetting penalties,
and we wish to characterize the value function of this minimization problem. Fol-
lowing [2] for dynamics (1), we characterize the value function using a viability
kernel. In other words, the quantitative target problem can be written as a qual-
itative target problem. We use this result to show that the value function is the
smallest supersolution of a quasi-variational inequality.
Our model of impulsive dynamics is inspired by models of hybrid systems as in
[3–5]; it can be used for most usual systems of impulsive nature. Indeed, so-called
deterministic impulse control systems are systems controlled by intervention for
which there is no control on the continuous parts of the trajectories (1) [6,7]. For
other systems, resettings (also called impulses or jumps) can happen in the whole
state space [8,9] or are forced in some region [10,11]. Model (1)–(2) can be used
for all impulsive systems without forced resettings. It also encompasses nonim-
pulsive systems (1) if A= ∅.
A target problem for dynamics (1) can easily be cast into a viability problem.
Qualitative approaches can be found in [12] where the concept of viability with
a target is introduced. A quantitative approach is presented in [2]. It is based on
1 The notation x(t−) (respectively, x(t+)) is used for the left-side limit (respectively, the right-side
limit) of x(·) at t .
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Frankowska’s idea to use viability theory for characterizing the value function of
an optimal control problem (see [13]) and yields the equivalent characterization
of the value function as a discontinuous viscosity solution of Hamilton–Jacobi–
Bellman equation (see [14,15]).
The viscosity techniques have been applied to some optimal control problems
with impulsive dynamics [3,6,8,16]. The dynamic programming principle for
impulsive systems leads to quasi-variational inequalities (QVI) which generalize
Hamilton–Jacobi–Bellman equations, and when the value function is continuous,
it can be characterized as the unique viscosity solution of the QVI (see [8] for
the Bolza problem). A numerical approximation procedure for the value function
characterized as a viscosity solution can be found in [6]. Let us underline that
in the target problem of interest in this paper, the value function is only semi-
continuous.
This paper is organized as follows: In Section 2, we study the set of trajectories
of an impulsive system. In Section 3, we use the concept of viability with a target
to solve the quantitative target problem. Section 4 is devoted to the study of the
value function for the quantitative target problem. In order to maintain the flow of
the paper, the more technical proofs are given in Appendix A.
2. Trajectories of impulsive systems
We consider an impulsive system (1)–(2) described by the collection (U,f,P,
r,A). As usual in the framework of viability theory, we reformulate (1)–(2) by
setting
F(x) := {f (x,u): u ∈U} and R(x) := {r(x,p): p ∈ P}.
We call the collection (F,R,A) an impulse differential inclusion.
Definition 1. A function x :R→ Rn is a solution of an impulse differential
inclusion (F,R,A) originating at x0 if and only if it is absolutely continuous
on some intervals [τi, τi+1[, with τi an increasing finite2 or infinite sequence of
R
+ ∪ {+∞} such that τ0 = 0 and{
x(t)= x0 if t < 0,
x(t) ∈ x0 +
∫ t
0 F(x(s)) ds +
∑
τit (x(τi)− x(τ−i )) if t > 0,
with x(τ−i ) ∈A and x(τi) ∈ R(x(τ−i )) for all i  1.
We call trajectory of system (F,R,A) a pair (τ, x(·)) such that τ is the se-
quence associated to the solution x(·). We denote by S(F,R,A)(x0) the set of
trajectories such that x(τ0) = x0 and if K ⊂ Rn, we denote by S(F,R,A)(K) the
set of trajectories such that x(τ0) ∈K .
2 When the sequence τi is finite with last element τm, we set τi =+∞ if i >m.
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It is easy to check that system (U,f,P, r,A) and system (F,R,A) have the
same solutions when f is continuous and has linear growth and U is compact.
Indeed, under these assumptions, the differential equation x ′(t) = f (x(t), u(t))
where u(·) is Lebesgue measurable and the differential inclusion x ′(t) ∈ F(x(t))
have the same absolutely continuous solutions.
Remark 1. Let SF (x) denote the set of absolutely continuous solutions of the
differential inclusion x ′(t) ∈ F(x(t)) originating at x . Then for all (τ, x(·)) ∈
S(F,R,A)(R
n) we have for all i ∈N such that τi <+∞,
∃yi(·) ∈ SF
(
x(τi)
)
such that ∀t ∈ [τi, τi+1[, yi(t)= x(t − τi).
Moreover, the trajectories of the differential inclusion x ′(t) ∈ F(x(t)) defines
trajectories of the impulse differential inclusion (F,R,A); indeed, for y(·) ∈
SF (R
n), set
y˜(t)=
{
y(0) if t < 0,
y(t) else.
Then ({0,+∞}, y˜(·)) ∈ S(F,R,A)(y(0)).
The next proposition states sufficient conditions for the trajectories of system
(F,R,A) to be defined on R.
Proposition 1. Assume that F has nonempty compact, convex values and is l-
Lipschitz. Assume that R is upper semicontinuous with nonempty compact values.
Assume moreover that A is compact and that R(A)∩A= ∅. Then
∃ε > 0 such that ∀(τ, x(·)) ∈ S(F,R,A)(Rn),
i  1 and τi <∞ yields τi+1 − τi > ε.
Proof. Let i  1. We have3
∀t ∈ [τi, τi+1[,
∥∥x(t)− x(τi)∥∥
t∫
τi
∥∥F (x(s))∥∥ds.
Since F is l-Lipschitz,
∀t ∈ [τi, τi+1[,
∥∥x(t)− x(τi)∥∥
t∫
τi
(∥∥F (x(τi))∥∥+ l∥∥x(s)− x(τi)∥∥)ds.
3 For a subset A of Rn , ‖A‖ := supy∈A ‖y‖, where ‖ · ‖ denotes the Euclidian norm.
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Gronwall’s lemma yields
∀t ∈ [τi, τi+1[,
∥∥x(t)− x(τi)∥∥ ∥∥F (x(τi))∥∥el(t−τi)
l
.
Now, since R is upper semicontinuous with closed values and A is compact,R(A)
is closed. Hence,
∃δ > 0 such that ∀(x, y) ∈A×R(A), ‖x − y‖> δ.
Therefore,
δ <
∥∥x(τ−i+1)− x(τi)∥∥ ∥∥F (x(τi))∥∥el(τi+1−τi )l .
Now, since F has linear growth, ‖F(x(τi))‖  a(1 + ‖x(τi)‖), and since A is
compact, ‖A‖ := supx∈A ‖x‖<+∞. Hence, we have
el(τi+1−τi ) > δl
a(1+ ‖A‖) . ✷
Now we shall deal with the convergence of sequences of trajectories of the
impulse differential inclusion.
Proposition 2. If F , R and A satisfy the assumptions of Proposition 1, then for all
E ⊂Rn compact, and for all sequences of trajectories (τ k, xk(·)) in S(F,R,A)(E),
there exists a trajectory (τ, x(·)) in S(F,R,A)(E) and a subsequence again denoted
(τ k, xk(·)) such that for all i ,
• τ ki converges to τ i ,
• xk(τ k−i ) converges to x(τ−i ),
• xk(τ k+i ) converges to x(τ+i ),
• xk(·) converges to x(·) uniformly on every compact subset of ]τ i, τ i+1[.
The proof of this proposition has been postponed to Appendix A.1.
Remark 2. If (τ k, xk(·)) converges to (τ , x(·)), then xk(·) converges pointwisely
to x(·).
3. Qualitative target problem
Let C ⊂ Rn be a closed target, let K ⊂ Rn be a closed constraint set and
let dK(x) denote the distance between x and K: dK(x) := infy∈K ‖x − y‖. For
an initial condition x0 ∈ K , we want to know whether there exists a trajectory
(τ, x(·)) ∈ S(F,R,A)(x0) such that the state of the system remains in K as long as
C has not been reached, or stays in K for ever.
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The state constraint for this target problem can be seen as a viability constraint
in the following meaning (see [12]):
Definition 2. Let K and C be closed subsets of Rn. We shall say that a trajectory
originating at x0 in K is viable in K with target C if
x(t) ∈K when 0 t < inf{s  0: x(s) ∈ C}.
If for all initial conditions x0 ∈ K there exists a trajectory (τ, x(·)) in
S(F,R,A)(x0) (respectively, x(·) ∈ SF (x0)) viable in K with target C, then K is
said to be viable with target C for dynamics (F,R,A) (respectively, for dynam-
ics F ).
The set of initial conditions x0 ∈ K from which there exists a trajectory
(τ, x(·)) in S(F,R,A)(x0) (respectively, x(·) ∈ SF (x0)) viable in K with target C is
called the viability kernel of K with target C. It is denoted by Viab(F,R,A)(K,C)
(respectively, ViabF (K,C)).
Remark 3. A trajectory (τ, x(·)) for which there exists i  1 such that
• ∀t < τi , x(t) ∈K\C,
• x(τ−i ) ∈ C,
• x(τ+i ) /∈K ∪C,
is not viable in K with target C.
The notion of viability with a target has been introduced by Quincampoix
and Veliov in [12] for a differential inclusion x ′(t) ∈ F(x(t)). We shall use the
following results from [12]:
Lemma 1. Let F be a l-Lipschitz set-valued map with nonempty compact convex
values. Then
• K is viable with target C for F if and only if
∀x ∈K\C, TK(x)∩ F(x) = ∅,
where TK(x) := {v ∈ Rn: lim infh→0+ dk(x + hv)/h = 0} is the contingent
Bouligand cone of K at x .
• ViabF (K,C) is the largest closed subset of K which is viable for F with
target C.
Proposition 3. Let (F,R,A) be an impulse differential inclusion which satisfies
the assumptions of Proposition 1. Let K and C be closed subsets of Rn. Then
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K is viable with target C for (F,R,A) if and only if K is viable with target
C ∪ (A∩R−1(K ∪C)) for F . That is, if and only if
K = ViabF
(
K,C ∪ (A∩R−1(K ∪C))).
The proof of this proposition has been postponed to Appendix A.2.
Now we shall use viability kernels for dynamics F to characterize the viability
kernel of K with target C for dynamics (F,R,A).
Theorem 1. Let (F,R,A) be an impulse differential inclusion which satisfies the
assumptions of Proposition 1. Let K and C be closed subsets of Rn. Then
Viab(F,R,A)(K,C)=
⋂
i0
Ki,
where K0 =K and for all i ∈N, Ki+1 = ViabF (Ki,C ∪ (A∩R−1(Ki ∪C))).
Moreover, Viab(F,R,A)(K,C) is the largest closed subset of K viable with
target C for (F,R,A).
Proof. Let us fix i ∈ N and x0 ∈ K . We claim that x0 ∈ Ki if and only if there
exists a trajectory (τ, x(·)) in S(F,R,A)(x0) such that{
x(t) ∈K\C if t ∈ [0, T [,
x(T ) ∈ C or x(T +) ∈K ∪C,
where T := min{τi, inf{s: x(s) ∈ C}}. This claim can be obtained by an easy
iteration. Consequently, we obtain that Viab(F,R,A)(K,C) ⊂ ⋂i0 Ki . Let us
prove the converse inclusion. For this purpose, let x0 ∈⋂i0 Ki . For each k ∈N,
let (τ k, xk(·)) in S(F,R,A)(x0) satisfy
(i) xk(t) ∈K\C over [0, Tk[,
(ii) ∀i ∈N, if τ ki > Tk then τ ki =+∞,
(iii) xk(T +k ) ∈K ∪C,
where Tk := min{τ kk , inf{s: xk(s) ∈ C}}. Let (τ, x(·)) ∈ S(F,R,A)(x0) be a cluster
point of the sequence (τ k, xk(·)) which exists according to Proposition 2. We shall
prove that (τ, x(·)) is viable in K with target C. For this purpose, define
m= sup{m ∈N: τm <+∞}.
The rest of the proof falls into two cases:
Case 1. m<+∞. Then
∀k > m, τkm  Tk  τ km+1 =+∞.
Hence,
∀k > m,
{
xk(t) ∈K\C if t ∈ [0, τ km[,
xk(τ km
+
) ∈ ViabF (K,C).
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But
∀t  0, x(t)= lim
k→+∞ x
k(t).
Therefore,{
x(t) ∈K\C ⊂K if t ∈ [0, τm[,
x
(
τ+m
) ∈ ViabF (K,C).
Hence, x0 ∈ Viab(F,R,A)(K,C).
Case 2. m=+∞. Then
∀T  0, ∃mT ∈N such that τmT  T < τmT+1,
∀T  0, ∀k >mT , xk(t) ∈K\C if t ∈ [0, T ],
∀T  0, ∀t ∈ [0, T ], x(t) ∈K.
Hence, x0 ∈ Viab(F,R,A)(K,C).
This proves that
⋂
i0 Ki ⊂ Viab(F,R,A)(K,C). Hence, we have
Viab(F,R,A)(K,C)=
⋂
i0
Ki,
which means that Viab(F,R,A)(K,C) is closed.
Now, Viab(F,R,A)(KC) contains all subsets of K viable for (F,R,A) with
target C by definition. It remains to prove that Viab(F,R,A)(K,C) is viable for
(F,R,A) with target C. For this purpose, let x0 ∈ Viab(F,R,A)(K,C) and let
(τ, x(·)) ∈ S(F,R,A)(x0) be viable in K with target C. Pick
θ < T := inf{t  0: x(t) ∈ C}
and let j ∈N such that τj  θ < τj+1. Set
x(t) :=
{
x(θ) if t < 0,
x(t + θ) else, and ∀i ∈N, τ i = τj+i − θ.
Then by construction, (τ, x(·)) ∈ S(F,R,A)(x(θ)) is viable in K with target C.
Hence, x(θ) belongs to Viab(F,R,A)(K,C). We have proved that (τ, x(·)) is viable
in Viab(F,R,A)(K,C) with target C, which completes the proof. ✷
By definition, Viab(F,R,A)(K,C) is the set of initial conditions in K from
which there exists a trajectory which either reaches the target C before leaving
K or stays in K for ever. Now, Theorem 1 provides a characterization of
Viab(F,R,A)(K,C) as the limit of a sequence of viability kernels with target for F .
Those kernels can be approximated numerically by an algorithm provided in [12].
Hence, the solution to the qualitative target problem for impulsive dynamics can
be approximated numerically.
A similar approach can be used if the number of resettings along the
trajectories is bounded in advance.
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Proposition 4. Let (F,R,A) be an impulse differential inclusion which satisfies
the assumptions of Proposition 1. Let K and C be closed subsets of Rn. Let
Viabm(F,R,A)(K,C) denote the set of initial conditions x0 ∈K such that there exists
(τ, x(·)) ∈ S(F,R,A)(x0) with x(·) viable in K with target C and τm+1 = +∞.
Then
Viab0(F,R,A)(K,C)= ViabF (K,C), (4)
Viabm(F,R,A)(K,C)= ViabF
(
K,C ∪A∩R−1(Viabm−1(F,R,A)(K,C) ∪C))
for m 1, (5)
Furthermore, the sequence Viabm(F,R,A)(K,C) is increasing. Let
Viab∞(F,R,A)(K,C)
denote its limit. Then for all m ∈N,
ViabF (K,C)⊂Viabm(F,R,A)(K,C)⊂ Viab∞(F,R,A)(K,C)
and
Viab∞(F,R,A)(K,C)⊂ Viab(F,R,A)(K,C).
Proof. The proof is similar to Proposition 3. The main point is that if a trajectory
(τ, x(·)) in S(F,R,A)(x0) is viable in K with target C and is such that τm+1 =+∞,
then for all i m, x(τ+i ) ∈ Viabm−i(F,R,A)(K,C). ✷
Remark 4. The inclusion Viab∞(F,R,A)(K,C) ⊂ Viab(F,R,A)(K,C) can be strict.
For instance, set
K = [0,1] × [0,1], C = ∅, F (x)= (1,0),
R(x)= {0} × [0,1], and A= {1} × [0,1].
Then
ViabF (K,C)= ∅.
Hence,
∀m ∈N, Viabm(F,R,A)(K,C)= ∅.
Therefore we have
Viab∞(F,R,A)(K,C)= ∅
but
Viab(F,R,A)(K,C)=K.
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4. Quantitative target problem
We recall that the goal of the control problem is to reach the target C
before leaving the constraint set K . In this section, we consider the following
optimal control problem: we associate with each trajectory of system (F,R,A)
originating in K a cost given by
J
(
τ, x(·)) := θKC (x(·))+ ∑
iIKC (τ,x(·))
c
(
x
(
τ−i
)
, x(τi)
)
, (6)
where c(x1, x2) is the cost of resetting the state from x1 ∈A to x2 ∈R(x1),
θKC
(
x(·)) := inf{t  0: x(t) ∈ C and ∀s < t, x(s) ∈K},
and
IKC
(
τ, x(·)) := sup{i ∈N: τi  θKC (x(·))}.
Note that θKC (x(·))=∞ if the trajectory leaves K before reaching C. Hence, the
cost is infinite when the trajectory violates the state constraint.
The value function associated with this optimal control problem at initial
condition x0 is
V (x0) := inf
(τ,x(·))∈S(F,R,A)(x0)
(
θKC
(
x(·))+ ∑
iIKC (τ,x(·))
c
(
x
(
τ−i
)
, x(τi)
))
. (7)
It takes its values in R+ ∪ {+∞}. Its domain is
Dom(V ) := {x ∈K: V (x) <+∞}.
In the nonimpulsive case, the value function for the target problem under
state constraints is merely lower semicontinuous [2]. The next easy proposition
states that lower semicontinuity still holds for the target problem for impulsive
dynamics.
Proposition 5. Under the hypotheses of Proposition 1 and if the reset cost function
c(·, ·) is positive, lower semicontinuous and bounded, then
(i) for all x0 ∈K such that V (x0) <∞, there exists an optimal trajectory for the
target problem;
(ii) the value function V (·) is lower semicontinuous on its domain.
Proof. (i) Let x0 ∈ K such that V (x0) < +∞. Let (τ k, xk(·)) be a sequence of
S(F,R,A)(x0) such that
V (x0)= lim
k→+∞
(
θKC
(
xk(·))+ ∑
iIKC (τ k,xk(·))
c
(
xk
(
τ ki
−)
, xk
(
τ ki
)))
.
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From Proposition 2, there exists (τ, x(·)) ∈ S(F,R,A)(x0) and a subsequence (again
denoted) (τ k, xk(·)) such that limk→+∞(τ k, xk(·)) = (τ, x(·)). Proposition 1
yields that there exists ε > 0 such that for k large enough,
IKC
(
τ k, xk(·)) V (x0)+ δ
ε
+ 1,
where δ > 0 can be taken arbitrarily small. Hence, we can assume without loss of
generality that there exists m ∈ N such that for all k ∈ N, IKC (τ k, xk(·))=m and
τ km+1 =+∞.
Set tk := θKC (xk(·)). The sequence tk is bounded. Hence, there exists T  0 and
a subsequence again denoted tk which converges to T . The uniform convergence
of xk(·) to x(·) on every compact interval of ]τi, τi+1[ yields
∀t < T , x(t) ∈K.
And since for all k, tk  τ km, we have T  τm, so x(T ) ∈ C. Hence,
θKC
(
x(·)) T .
On the other hand, since c(·, ·) is lower semicontinuous, we have
∀i m, lim inf
k→+∞ c
(
xk
(
τ k
−
i
)
, xk
(
τ ki
))
 c
(
x
(
τ−i
)
, x(τi)
)
.
Thus
θKC
(
xk(·))+∑
im
c
(
xk
(
τ−i
)
, xk
(
τ ki
))
 lim
k→+∞
(
θKC
(
xk(·))+∑
im
c
(
xk
(
τ k
−
i
)
, xk
(
τ ki
)))
︸ ︷︷ ︸
=V (x0)
,
which means that (τ, x(·)) is an optimal trajectory.
(ii) We shall prove that for all x0 ∈K , V (x0) lim infy→x0, y∈K V (y).
Let x0 ∈K and set λ := lim infy→x0, y∈K V (y). The result is clear if λ=+∞
so we can assume that λ <+∞. Let xk be a sequence of K such that
lim
k→+∞x
k = x0 and lim
k→+∞V (x
k)= λ.
Then for k large enough, V (xk) < +∞ and there exists an optimal trajectory
(τ k, xk(·)) in S(F,R,A)(xk) such that there is no resetting after reaching the target.
The set {x0} ∪ {xk, k ∈ N} is compact in K . Hence, there exists a subsequence
again denoted (τ k, xk(·)) which converges to (τ, x(·)) ∈ S(F,R,A)(x0). We can
assume without loss of generality that there exists m ∈N such that
∀k <N, IKC
(
τ k, xk(·))=m.
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Set θ := lim infk→+∞ θKC (xk(·)). It is easy to check that
∀t < θ, x(t) ∈K and x(θ) ∈C,
which yields θKC (x(·)) θ . On the other hand, since c(·, ·) is lower semicontinu-
ous, we have
∀i m, lim inf
k→+∞ c
(
xk
(
τ k
−
i
)
, xk
(
τ ki
))
 c
(
x
(
τ−i
)
, x(τi)
)
.
Thus V (x0) λ.
This completes the proof. ✷
We shall now characterize the value function V through a viability property
of its epigraph Epi(V ) := {(x, y) ∈ Rn × R: V (x)  y}. This result generalizes
Theorem 2.2 in [2] which concerns differential inclusions (that is A = ∅).
Equivalent characterizations of V as a solution of quasi-variational inequalities
in the framework of epicontingent solutions (see [17]) and in the framework of
viscosity supersolutions (see [15])4 are also provided.
Theorem 2. Under the assumptions of Proposition 5, let M denote the upper
bound of the cost function c(·, ·). Then the value function V satisfies the following
equivalent conditions:
(i) Epi(V )= Viab(φ,ρ,A×R+)(K ×R+,C ×R+), where{
φ(x, y) := F(x)× {−1},
ρ(x, y) := {(r(x, v), y + θ) | v ∈ V and
−M  θ −c(x, r(x, v))}.
(8)
(ii) V is the smallest positive lower semicontinuous function such that
V (x)= 0 if x ∈ C, (9)
inf
y∈F(x)
{
D↑V (x)(y)+ 1
}
 0 if x /∈A, (10)
4 Consider an extended function W :Rn →R∪ {+∞}.
• The contingent epiderivative (see [18]) of W at x0 ∈Dom(W) in the direction v ∈Rn is given by
D↑W(x0)(v)= lim inf
h→0+, v′→v
W(x0 + hv′)−W(x0)
h
.
• The subdifferential of W at x0 ∈Dom(W) is given by
∂−W(x0)=
{
q ∈Rn | lim inf
x→x0
W(x)−W(x0)− 〈q,x − x0〉
‖x − x0‖  0
}
.
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min
{
inf
y∈F(x)
{
D↑V (x)(y)+ 1
}
,
inf
z∈R(x)
{
V (z)− V (x)+ c(x, z)}} 0 if x ∈A. (11)
(iii) V is the smallest positive lower semicontinuous function such that V (x)= 0
if x ∈ C and
∀q ∈ ∂−V (x), L
(
x,V (·),−q) 0, (12)
where
L
(
x,V (·), q)
=


supy∈F(x){〈y,p〉 − 1} if x /∈A,
max
{
supy∈F(x){〈y,p〉 − 1},
supz∈R(x){V (z)+ c(x, z)− V (x)}
}
if x ∈A.
Remark 5. If V is differentiable at x , then we have
L
(
x,V (·),−∂V (x)
∂(x)
)
= 0. (13)
The condition (iii) in Theorem 2 characterizes V as a generalized viscosity super-
solution of the variational inequality (13).
Proof. Step 1. Proof of (i).
We begin by proving that Epi(V ) is viable for (φ,ρ,A × R+) with target
C × R+. Let (x0, y0) ∈ Epi(V ). Then V (x0)  y0 < +∞. If x0 ∈ C, the result
is straightforward so we assume that x0 /∈ C. Let (τ , x(·)) ∈ S(F,R,A)(x0) be an
optimal trajectory. Then
∀t  θKC
(
x(·)), if t ∈ [τ i, τ i+1[,
V
(
x(t)
)
 V (x0)− t −
∑
τjτ i
c
(
x
(
τ−j
)
, x(τj )
)
.
Set
y(t)=
{
y0 if t < 0,
y0 − t −∑τ jτ i c(x(τ−j ), x(τj )) if t ∈ [τ i, τ i+1[.
Then (τ , (x(·), y(·))) ∈ Sφ,ρ,A×R+(x) and we have
∀t  θKC
(
x(·)), V (x(t)) y(t) and y(θKC (x(·))) 0.
Hence, (τ , (x(·), y(·))) is viable in Epi(V ) with target C ×R+.
Let us prove now that Viab(φ,ρ,A×R+)(K ×R+,C ×R+)⊂ Epi(V ). For this
purpose, let (x0, y0) ∈ Viab(φ,ρ,A×R+)(K ×R+,C ×R+) and let (τ, (x(·), y(·)))
be a trajectory viable in K ×R+ with target C ×R+. Since
∀t ∈ [τi, τi+1[, y(t) y0 − t −
∑
τjτi
c
(
x
(
τ−j
)
, x(τj )
)
,
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we know that
T := inf{t  0: (x(t), y(t)) ∈C ×R+}<+∞
and
∀t < T , (x(t), y(t)) ∈K ×R+.
It is easy to check that T = θKC (x(·)). Therefore,
V (x0) T +
∑
τjT
c
(
x
(
τ−j
)
, x(τj )
)
.
Now by definition,
y0  y
(
T +
)+ T + ∑
τjT
c
(
x
(
τ−j
)
, x(τj )
)
 V
(
x(0)
)
.
Hence, (x0, y0) ∈ Epi(V ).
Step 2. Proof of (i) ⇔ (ii).
We begin by proving that (i) yields (ii). It is sufficient to prove that if Epi(V ) is
closed and viable for (φ,ρ,A×R+)with targetC×R+, then V satisfies (9)–(11).
Indeed, by definition Epi(V ) ⊂ K × R+ and V (x) = 0 if x ∈ C. Furthermore,
since V is lower semicontinuous, Epi(V ) is closed and (i) yields that Epi(V ) is
the largest closed subset of K×R+ which is viable for (φ,ρ,A×R+) with target
C ×R+.5
From Proposition 3, we know that (i) can be written6
Epi(V )= Viabφ
(
Epi(V ),
(
C ×R+)∪ ((A×R+)∩ ρ−1(Epi(V )))),
which is equivalent to
∀(x, y) ∈ Epi(V )∖((C ×R+)∪ ((A×R+)∩ ρ−1(Epi(V )))),
TEpi(V )(x, y)∩ φ(x, y) = ∅.
Let x ∈ Dom(V )\C.
Case 1. (x,V (x)) ∈ (A×R+)∩ ρ−1(Epi(V )). Then
∃p ∈ P, ∃q ∈ [−M,−c(x, r(x,p))] such that(
r(x,p),V (z)+ q) ∈ Epi(V ).
Hence V (z)+ q  V (x)− c(x, r(x,p)) V (r(x,p)), which yields
inf
z∈R(x)
{
V (z)− V (z)+ c(x, z)} 0.
5 A×R+ is not compact, but the result of Proposition 1 holds true since A is.
6 Note that (C ×R+)⊂ Epi(V ).
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Case 2. (x,V (x)) /∈ (A×R+)∩ ρ−1(Epi(V )∩ (C ×R+)). Then
TEpi(V )
(
x,V (x)
)∩ φ(x,V (x)) = ∅.
The definition of epicontingent derivatives yields
Epi
(
D↑V (x)
)∩ φ(x,V (x)) = ∅.
Hence,
∃y ∈ F(x) such that (y,−1) ∈ Epi(D↑V (x)),
which is equivalent to
∃y ∈ F(x) such that D↑V (x)(y)−1,
Hence,
inf
y∈F(x)
{
D↑V (x)(y)+ 1
}
 0.
So if x /∈ A, we are in case 2 and (10) holds true. And if x ∈ A, we are either
in case 1 or in case 2 and (11) holds true.
In order to prove that (ii) yields (i), it is sufficient to prove that if V is a positive
lower semicontinuous function which satisfies (9)–(11), then Epi(V ) is viable for
(φ,ρ,A × R+) with target C × R+. For this purpose, set x ∈ Dom(V )\C. If
x /∈A, then (10) holds true. Hence,
∃y ∈ F(x) such that D↑V (x)(y)−1,
which is equivalent to
∃y ∈ F(x) such that (y,−1) ∈ Epi(D↑V (x)),
Hence, TEpi(V )(x,V (x))∩ φ(x,V (x)) = ∅.
The case x ∈A falls into two subcases: if we have
inf
z∈R(x)
{
V (z)− V (x)+ c(x, z)} 0,
we know that
∃z ∈ R(x) such that V (z)− V (x)+ c(x, z) 0.
Then we have(
z,V (x)− c(x, z)) ∈ Epi(V )
which leads to(
x,V (x)
) ∈ ρ−1(Epi(V )).
If
inf
z∈R(x)
{
V (z)− V (x)+ c(x, z)} 0,
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then we know from (11) that
inf
y∈F(x)
{
D↑V (x)(y)+ 1
}
 0,
and as when x /∈A we get
TEpi(V )
(
x,V (x)
)∩ φ(x,V (x)) = ∅.
Step 3. Proof of (ii) ⇔ (iii).
It follows easily from the equivalence
inf
y∈F(x)
{
D↑V (x)(y)+ 1
}
 0 ⇔ ∀q ∈ ∂−V (x), H(x,−q) 0,
which has been proved in [17]. So the proof is complete. ✷
Let us mention that the characterization (i) of Theorem 2 yields that the
numerical procedure for the viability kernel for impulsive dynamics of Section 3
can be used to get an approximation of the value function.
Thanks to Proposition 4, a similar approach can be used for the same target
problem under the additional constraint that the number of resetting along the
trajectories is bounded in advance. In this case, if m is the maximum number
of resettings, the value function, denoted by V m, is defined as in (7) when the
infimum is taken over all the trajectories containing at most m resettings.
Proposition 6. We impose the assumptions of Proposition 3. Moreover, we assume
that the reset cost function c :Rn ×Rn → [0,M] is lower semicontinuous. Then
for all m ∈N,
• for all x0 ∈ K such that V m(x0) <∞, there exists an optimal trajectory for
the target problem in at most m resettings;
• the value function V m is lower semicontinuous on K;
• Epi(V m)= Viabm
(φ,ρ,A×R+)(K ×R+,C ×R+), where
φ(x, y)= F(x)× {−1}
and
ρ(x, y)= {(r(x, v), y + θ) | v ∈ V and −M  θ −c(x, r(x, v))};
• V m is the smallest positive lower semicontinuous function such that
Vm(x)= 0 if x ∈C, (14)
inf
y∈F(x)
{
D↑Vm(x)(y)+ 1
}
 0 if x ∈ Dom(V m)\A, (15)
min
{
inf
y∈F(x)
{
D↑V m(x)(y)+ 1
}
,
inf
z∈R(x)
{
V m−1(z)− V m(x)+ c(x, z)}} 0
if x ∈ Dom(V m)∩A. (16)
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The proof of this proposition can be deduced from the proofs of Proposition 5
and Theorem 2 with very few changes.
Remark 6. In Proposition 6, we do not need the assumption that A is compact. If
we impose this assumption, then
∀x0 ∈K, lim
m→+∞V
m(x0)= V (x0).
Appendix A
A.1. Proof of Proposition 2
Let (τ k, xk(·)) be a sequence of S(F,R,A)(E). The proof consists in the
construction of a trajectory (τ , x) ∈ S(F,R,A)(E) which is a cluster point of the
sequence (τ k, xk(·)).
Set τ0 = 0 and τ1 = lim infk→+∞ τ k1 . Let τϕ0(k)1 denote a subsequence of τ k1
which converges to τ1.
• If τ1 = 0, then let xψ0(k)(0−) denote a subsequence of xϕ0(k)(0−) which
converges to some x0 ∈E. Then
xψ0(k)
(
τ
ψ0(k)−
1
)→ x0.
But for all k, xψ0(k)(τψ0(k)−1 ) ∈ A which is closed. Hence x0 ∈ A. Further-
more, since R is upper semicontinuous with compact values, the sequence
x(τ
ψ0(k)−
1 ) of R(x
ψ0(k)(τ
ψ0(k)−
1 )) is bounded and its cluster points are in
R(x0).
• If 0 < τ1 <+∞, then for k ∈N, let yϕ0(k)0 (·) be a trajectory of SF (xϕ0(k)(0))
which coincides with xϕ0(k)(·) over [0, τϕ0(k)1 [. Since yϕ0(k)0 (·) is a sequence of
SF (E) which is compact, Theorem 3.52 in [1, p. 101] yields that there exists
a subsequence denoted yψ0(k)0 (·) which converges to some y0(·) ∈ SF (E)
uniformly on the compact intervals of [0,+∞[. Then
y
ψ0(k)
0
(
τ
ψ0(k)
1
)→ y0(τ1).
But for all k, yψ0(k)0 (τ
ψ0(k)
1 ) ∈ A which is closed. Hence y0(τ1) ∈ A. More-
over, since R is upper semicontinuous with compact values, the sequence
x(τ
ψ0(k)
1 ) of R(y
ψ0(k)
0 (τ
ψ0(k)
1 )) is bounded and its cluster points are in
R(y0(τ1)).
• If τ1 = +∞, then for k ∈ N, let yϕ0(k)0 (·) be a trajectory of SF (xϕ0(k)(0))
which coincides with xϕ0(k)(·) over [0,+∞[. Let yψ0(k)0 (·) denote a subse-
quence of yϕ0(k)0 (·) which converges to some y0(·) ∈ SF (E). Then(
τψ0(k), xψ0(k)(·))→ ({0,+∞}, y0(·)).
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Now, if τ1 <+∞, we proceed by induction: For i ∈N∗,
• If τi <+∞, set
τ i+1 = lim inf
k→+∞ τ
ψi−1(k)
i+1
and let a subsequence denoted τϕi (k)i+1 converge to τ i+1. Note that Proposi-
tion 1 yields
∃ε > 0 such that τ i+1 − τi  ε.
For k ∈ N, let yϕi(k)i (·) denote a trajectory of SF (xϕi (k)(τϕi (k)i )) which
coincides with xϕi(k)(· + τϕi(k)i ) over the interval [0, τϕi(k)i+1 − τϕi (k)i [. By
construction, the sequence xϕi(k)(τϕi (k)i ) of R(x
ϕi (k)(τ
ϕi (k)−
i )) is bounded.
Hence, there exists a subsequence of yϕi (k)i (·) denoted yψi(k)i (·) which
converges to some yi(·) ∈ SF (Rn) originating in R(x(τi−)).
If τ i+1 <+∞, then
y
ψi(k)
i
(
τ
ψi(k)
i+1 − τψi(k)i
)→ yi(τ i+1 − τi).
But for all k, yψi(k)i (τ
ψi (k)
i+1 − τψi(k)i ) ∈A which is closed. Hence
yi(τ i+1 − τi) ∈A.
Moreover, since R is upper semicontinuous with compact values, the se-
quence x(τψi(k)i+1 ) of R(y
ψi(k)
i (τ
ψi(k)
i+1 − τψi(k)i )) is bounded and its cluster
points are in R(yi(τ i+1 − τi)).
• If τi =+∞, set τ i+1 =+∞, yi(·)= yi−1(·) and for all k ∈N, ϕi(k)= k and
ψi(k)= k.
Note that if there exists m such that τm =+∞, then for all i m, τ i+1 =+∞
and yi(·)= ym(·).
We define a function x(·) by
∀t  0, x(t)= lim
i→+∞ x
i(t),
where
xi(t)=
{
x0 if t < 0,
xi−1(t) if t ∈ [0, τi[,
yi(t − τi) if t ∈ [τi,+∞[.
Note that Proposition 1 yields
∀t  0, ∃i ∈N such that x(t)= xi(t).
Hence, the function x(·) is well defined over [0,+∞[. Furthermore, by construc-
tion, (
τ , x(·)) ∈ S(F,R,A)(E).
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Now, we consider the subsequence (τψk(k), xψk(k)(·)). It is well defined be-
cause
∀k ∈N, ψk(k) ϕk(k)ψk−1(k) > ψk−1(k − 1).
Hence, for all j ∈N, (τψk(k), xψk(k)(·))kj is a subsequence of (τψj (k), xψj (k)(·))
which converges to (τ , x(·)) on [0, τj [.
But for all T  0, there exists j ∈N such that τj > T . Hence (τψk(k), xψk(k)(·))
converges to (τ , x(·)) on [0,+∞[. The proof is complete. ✷
A.2. Proof of Proposition 3
Assume that K is viable with target C for the dynamics (F,R,A) and let
x0 ∈ K\C. Then there exists (τ, x(·)) ∈ S(F,R,A)(x0) viable in K with target C.
For sake of simplicity, we assume (without loss of generality) that there is no
resetting after reaching the target. If τ1 = 0, it is clear that x0 ∈ R−1(K ∪C). So,
we only need to consider the case when τ1 > 0. Set
T := inf{t  0: x(t) ∈ C}
and let y(·) ∈ SF (x0) coincide with x(·) on [0, τ1[. If T = τ1 =+∞, y(·) is viable
in K . If T < τ1, then y(T ) ∈ C; hence, y(·) is viable in K with targetC. If T  τ1,
then x(τ1) ∈K ∪C; hence, y(·) is viable in K with target A∩R−1(K ∪C). We
have proved that
K ⊂ ViabF
(
K,C ∪ (A∩R−1(K ∪C))).
The converse inclusion is obvious.
Conversely, assume that K = ViabF (K,C ∪ (A ∩ R−1(K ∪ C))) and let
x0 ∈K\C. Then there exists y0(·) ∈ SF (x0) viable in K with target
C ∪ (A∩R−1(K ∪C)).
Set
T1 := inf
{
t  0: y0(t) ∈C ∪
(
A∩R−1(K ∪C))}
and
x0(t)=
{
x0 if t < 0,
y0(t) else.
Then the trajectory ({0,+∞}, x0(·)) belongs to S(F,R,A)(x0). It is viable in K
with target C if T1 =+∞ or if x0(T1) ∈C. Else, we have
x0(T1) ∈A∩R−1(K ∪C).
Then we can pick x1 ∈R(y0(T1)) ∩ (K ∪C), and define
x1(t) :=
{
x0(t) if t < T1,
y1(t − T1) if t  T1,
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where y1(·) ∈ SF (x1) is viable in K with target C ∪ (A∩R−1(K ∪C)) if x1 ∈K .
Then the trajectory ({0, T1,+∞}, x1(·)) belongs to S(F,R,A)(x0). It is viable in K
with target C if x1 ∈ C. Else, a viable trajectory can be constructed by induction.
For j  1, and if the trajectory ({0, T1, . . . , Tj ,+∞}, xj (·)) ∈ S(F,R,A)(x0) is not
viable in K with target C, set
Tj+1 := Tj + inf
{
t  0: yj (t) ∈ C ∪
(
A∩R−1(K ∪C))}.
Then7 Tj+1 <+∞, and we can pick xj+1 ∈R(xj (Tj+1))∩ (K ∪C) and define
xj+1(t) :=
{
xj (t) if t < Tj+1,
yj+1(t − τj+1) if t  τj+1,
where yj+1(·) ∈ SF (xj+1) is viable in K with target C ∪ (A ∩ R−1(K ∪ C)) if
xj+1 ∈K .
If for all j ∈ N the trajectory ({0, T1, . . . , Tj ,+∞}, xj (·)) is not viable in
K with target C, then let (τ, x(·)) denote a cluster point of the sequence
{({0, T1, . . . , Tj ,+∞}, xj (·))}. By construction, the trajectory (τ, x(·)) belongs
to S(F,R,A)(x0) and is viable in K with target C. So the proof is complete. ✷
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