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A Simple Proof of the Monotonicity of the Invariant
Distribution for a Discrete Markov Chain
Mark Whitmeyer1
Abstract: This note presents a simple proof of the monotonicity of the invariant distribution
of a discrete Markov chain with a finite state space. This answers a question recently raised by
David Siegmund.
MSC 2010 subject classifications: 60J10.
Keywords and phrases: Markov Chain.
1. Introduction
In the 2018 Symposium on Optimal Stopping at Rice University (in memory of Larry Shepp), David
Siegmund asked whether there is a simple proof of the following result.
Theorem 1.1. Let M = (S, P ) be a (Markov) model with a finite state space S, transition matrix P ={
p(i, j)
}
and limit (invariant) distribution pi > 0. Let M ′(S, P ′) be a model with invariant distribution
pi′ with (perturbed) matrix P ′ =
{
p′(i, j)
}
such that for some state s0 ∈ S,
p′(i, s0) ≥ p(i, s0), p
′(i, j) ≤ p(i, j)
for all i and for all j 6= s0 and at least one p
′(i, s0) > p(i, s0). Then pi
′(s0) > pi(s0).
In recent work, Isaac M. Sonin provides an alternative proof of this using the idea of a censored
Markov chain [1]. Here, these techniques are not used, and instead the result is obtained through
properties of the expected first return time.
Proof. Let the number of states be n. Without loss of generality set s0 = 1. We state the following
standard results. Let µ1 be the expected first return time to state 1. Then,
pi1 =
1
µ1
(1)
Let µij be the expected first hitting time to j from state i. Then,
µ1 = 1 +
n∑
k=2
p(1, k)µk1 (2)
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µj1 = 1 +
n∑
k=2
p(j, k)µk1 for j ≥ 2 (3)
Remark 1.2. It is sufficient to show that for a matrix P , the invariant probability pˆi1 > pi1 for a
perturbed matrix Pˆ =
{
pˆ(i, j)
}
where
pˆ(i, 1) = p(i, 1) + ci
and
pˆ(i, 2) = p(i, 2)− ci
for all i and for all (feasible) ci ≥ 0 with at least one ci > 0 and pˆ(i, j) = p(i, j) for all j 6= 1, 2.
We have for all i
∂p(i, 2)
∂p(i, 1)
= lim
ci→0
p(i, 2)− ci − p(i, 2)
ci
= −1
Then, from Expression 2, we have
∂µ1
∂p(1, 1)
= −µ2,1 +
n∑
k=2
p(1, k)
∂µk1
∂p(1, 1)
(4)
and
∂µ1
∂p(j, 1)
=
n∑
k=2
p(1, k)
∂µk1
∂p(j, 1)
(5)
for j ≥ 2. From Expression 3, we have
∂µj1
∂p(1, 1)
=
n∑
k=2
p(j, k)
∂µk1
∂p(1, 1)
(6)
and
∂µj1
∂p(j, 1)
= −µj1 +
n∑
k=2
p(j, k)
∂µk1
∂p(j, 1)
(7)
for j ≥ 2. We may combine Expressions 4 and 6 and iterating forward, obtain
∂µ1
∂p(1, 1)
= −µ2,1 +
n∑
k1=2
p(1, k1)
n∑
k2=2
p(k1, k2) · · · = −µ2,1 + 0 < 0 (8)
In a similar fashion, we combine Expressions 5 and 7 and iterate forward,
∂µ1
∂p(j, 1)
=
n∑
k=2
p(1, k)
(
− µj1 +
n∑
k1=2
p(k, k1)
(
− µj1 +
n∑
k2=2
p(k1, k2) · · ·
)
· · ·
)
< 0 (9)
Since µ1 is strictly decreasing in p(i, 1), pi1 must be strictly increasing in p(i, 1), and the result is
shown.
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