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UNIFORM ESTIMATES FOR METASTABLE TRANSITION TIMES IN A
COUPLED BISTABLE SYSTEM
FLORENT BARRET, ANTON BOVIER, AND SYLVIE ME´LE´ARD
ABSTRACT. We consider a coupled bistable N -particle system on RN driven by a
Brownian noise, with a strong coupling corresponding to the synchronised regime.
Our aim is to obtain sharp estimates on the metastable transition times between the
two stable states, both for fixed N and in the limit when N tends to infinity, with
error estimates uniform in N . These estimates are a main step towards a rigorous
understanding of the metastable behavior of infinite dimensional systems, such as
the stochastically perturbed Ginzburg-Landau equation. Our results are based on
the potential theoretic approach to metastability.
MSC 2000 subject classification: 82C44, 60K35.
Key-words: Metastability, coupled bistable systems, stochastic Ginzburg-Landau
equation, metastable transition time, capacity estimates.
1. INTRODUCTION
The aim of this paper is to analyze the behavior of metastable transition times for
a gradient diffusion model, independently of the dimension. Our method is based
on potential theory and requires the existence of a reversible invariant probability
measure. This measure exists for Brownian driven diffusions with gradient drift.
To be specific, we consider here a model of a chain of coupled particles in a
double well potential driven by Brownian noise (see e.g. [2]). I.e., we consider
the system of stochastic differential equations
dXǫ(t) = −∇Fγ,N(Xǫ(t))dt+
√
2ǫdB(t), (1.1)
where Xε(t) ∈ RN and
Fγ,N(x) =
∑
i∈Λ
(
1
4
x4i −
1
2
x2i
)
+
γ
4
∑
i∈Λ
(xi − xi+1)2, (1.2)
with Λ = Z/NZ and γ > 0 is a parameter. B is a N dimensional Brownian motion
and ε > 0 is the intensity of the noise. Each component (particle) of this system is
subject to force derived from a bistable potential. The components of the system
are coupled to their nearest neighbor with intensity γ and perturbed by indepen-
dent noises of constant variance ε. While the system without noise, i.e. ε = 0, has
several stable fixpoints, for ε > 0 transitions between these fixpoints will occur at
suitable timescales. Such a situation is called metastability.
For fixed N and small ε, this problem has been widely studied in the literature
and we refer to the books by Freidlin and Wentzell [9] and Olivieri and Vares [15]
for further discussions. In recent years, the potential theoretic approach, initiated
by Bovier, Eckhoff, Gayrard, and Klein [5] (see [4] for a review), has allowed to
give very precise results on such transition times and notably led to a proof of
1
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the so-called Eyring-Kramers formula which provides sharp asymptotics for these
transition times, for any fixed dimension. However, the results obtained in [5] do
not include control of the error terms that are uniform in the dimension of the
system.
Our aim in this paper is to obtain such uniform estimates. These estimates con-
stitute a the main step towards a rigorous understanding of the metastable be-
havior of infinite dimensional systems, i.e. stochastic partial differential equations
(SPDE) such as the stochastically perturbed Ginzburg-Landau equation. Indeed,
the deterministic part of the system (1.1) can be seen as the discretization of the
drift part of this SPDE, as has been noticed e.g. in [3]. For a heuristic discussion
of the metastable behavior of this SPDE, see e.g. [13] and [17]. Rigorous results
on the level of the large deviation asymptotics were obtained e.g. by Faris and
Jona-Lasinio [10], Martinelli et al. [14], and Brassesco [7].
In the present paper we consider only the simplest situation, the so-called syn-
chronization regime, where the coupling γ between the particles is so strong that
there are only three relevant critical points of the potential Fγ,N (1.2). A gen-
eralization to more complex situations is however possible and will be treated
elsewhere.
The remainder of this paper is organized as follows. In Section 2 we recall briefly
the main results from the potential theoretic approach, we recall the key properties
of the potential Fγ,N , and we state the results on metastability that follow from the
results of [5] for fixed N . In Section 3 we deal with the case when N tends to
infinity and state our main result, Theorem 3.1. In Section 4 we prove the main
theorem through sharp estimates on the relevant capacities.
In the remainder of the paper we adopt the following notations:
• for t ∈ R, ⌊t⌋ denotes the unique integer k such that k ≤ t < k + 1;
• τD ≡ inf{t > 0 : Xt ∈ D} is the hitting time of the set D for the process
(Xt);
• Br(x) is the ball of radius r > 0 and center x ∈ RN ;
• for p ≥ 1, and (xk)Nk=1 a sequence, we denote the LP -norm of x by
‖x‖p =
(
N∑
k=1
|xk|p
)1/p
. (1.3)
Acknowledgments. This paper is based on the master thesis of F.B.[1] that was
written in part during a research visit of F.B. at the International Research Training
Group “Stochastic models of Complex Systems” at the Berlin University of Tech-
nology under the supervision of A.B. F.B. thanks the IRTG SMCP and TU Berlin for
the kind hospitality and the ENS Cachan for financial support. A.B.’s research is
supported in part by the German Research Council through the SFB 611 and the
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2. PRELIMINARIES
2.1. Key formulas from the potential theory approach. We recall briefly the
basic formulas from potential theory that we will need here. The diffusion Xǫ is
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the one introduced in (1.1) and its infinitesimal generator is denoted by L. Note
that L is the closure of the operator
L = εeFγ,N/ε∇e−Fγ,N/ε∇. (2.1)
For A,D regular open subsets of RN , let hA,D(x) be the harmonic function (with
respect to the generator L) with boundary conditions 1 in A and 0 in D. Then, for
x ∈ (A ∪ D)c, one has hA,D(x) = Px[τA < τD]. The equilibrium measure, eA,D, is
then defined (see e.g. [8]) as the unique measure on ∂A such that
hA,D(x) =
∫
∂A
e−Fγ,N (y)/εGDc(x, y)eA,D(dy), (2.2)
where GDc is the Green function associated with the generator L on the domain
Dc. This yields readily the following formula for the hitting time of D (see. e.g.
[5]): ∫
∂A
Ez[τD]e
−Fγ,N (z)/εeA,D(dz) =
∫
Dc
hA,D(y)e
−Fγ,N (y)/εdy. (2.3)
The capacity, cap(A,D), is defined as
cap(A,D) =
∫
∂A
e−Fγ,N (z)/εeA,D(dz). (2.4)
Therefore,
νA,D(dz) =
e−Fγ,N (z)/εeA,D(dz)
cap(A,D)
(2.5)
is a probability measure on ∂A, that we may call the equilibrium probability. The
equation (2.3) then reads∫
∂A
Ez[τD]νA,D(dz) = EνA,D [τD] =
∫
Dc
hA,D(y)e
−Fγ,N (y)/εdy
cap(A,D)
. (2.6)
The strength of this formula comes from the fact that the capacity has an alternative
representation through the Dirichlet variational principle (see e.g. [11]),
cap(A,D) = inf
h∈H
Φ(h), (2.7)
where
H =
{
h ∈ W 1,2(RN , e−Fγ,N (u)/εdu) | ∀z , h(z) ∈ [0, 1] , h|A = 1 , h|D = 0
}
, (2.8)
and the Dirichlet form Φ is given, for h ∈ H, as
Φ(h) = ε
∫
(A∪D)c
e−Fγ,N (u)/ε‖∇h(u)‖22du. (2.9)
Remark. Formula (2.6) gives an average of the mean transition time with respect
to the equilibrium measure, that we will extensively use in what follows. A way
to obtain the quantity Ez [τD] consists in using Ho¨lder and Harnack estimates [12]
(as developed in Corollary 2.3)[5], but it is far from obvious whether this can be
extended to give estimates that are uniform in N .
Formula (2.6) highlights the two terms for which we will prove uniform esti-
mates: the capacity (Proposition 4.3) and the mass of hA,D (Proposition 4.9).
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2.2. Description of the Potential. Let us describe in detail the potential Fγ,N , its
stationary points, and in particular the minima and the 1-saddle points, through
which the transitions occur.
The coupling strength γ specifies the geometry of Fγ,N . For instance, if we set
γ = 0, we get a set of N bistable independent particles, thus the stationary points
are
x∗ = (ξ1, . . . , ξN) ∀i ∈ J1, NK, ξi ∈ {−1, 0, 1}. (2.10)
To characterize their stability, we have to look to their Hessian matrix whose signs
of the eigenvalues give us the index saddle of the point. It can be easily shown
that, for γ = 0, the minima are those of the form (2.10) with no zero coordinates
and the 1-saddle points have just one zero coordinate. As γ increases, the structure
of the potential evolves and the number of stationary points decreases from 3N to
3. We notice that, for all γ, the points
I± = ±(1, 1, · · · , 1) O = (0, 0, · · · , 0) (2.11)
are stationary, furthermore I± are minima. If we calculate the Hessian at the point
O, we have
∇2Fγ,N (O) =

−1 + γ −γ
2
0 · · · 0 −γ
2−γ
2
−1 + γ −γ
2
0
0 −γ
2
. . .
. . .
...
...
. . .
. . .
. . . 0
0
. . .
. . . −γ
2−γ
2
0 · · · 0 −γ
2
−1 + γ

, (2.12)
whose eigenvalues are, for all γ > 0 and for 0 ≤ k ≤ N − 1,
λk,N = −
(
1− 2γ sin2
(
kπ
N
))
. (2.13)
Set, for k ≥ 1, γNk = 12 sin2(kπ/N) . Then these eigenvalues can be written in the form{
λk,N = λN−k,N = −1 + γγNk , 1 ≤ k ≤ N − 1
λ0,N = λ0 = −1.
(2.14)
Note that (γNk )
⌊N/2⌋
k=1 is a decreasing sequence, and so as γ increases, the number
of non-positive eigenvalues (λk,N)
N−1
k=0 decreases. When γ > γ
N
1 , the only negative
eigenvalue is −1. Thus
γN1 =
1
2 sin2(π/N)
(2.15)
is the threshold of the synchronization regime.
Lemma 2.1 (Synchronization Regime). If γ > γN1 , the only stationary points of Fγ,N
are I± and O. I± are minima, O is a 1-saddle.
This lemma was proven in [2] by using a Lyapunov function. This configuration
is called the synchronization regime because the coupling between the particles is
so strong that they all pass simultaneously through their respective saddle points
in a transition between the stable equilibria (I±).
In this paper, we will focus on this regime.
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2.3. Results for fixed N . Let ρ > 0 and set B± ≡ Bρ(I±), where Bρ(x) denotes
the ball of radius ρ centered at x. Equation (2.6) gives, with A = B− and D = B+,
EνB−,B+
[τB+ ] =
∫
Bc+
hB−,B+(y)e
−Fγ,N (y)/εdy
cap(B−, B+)
. (2.16)
First, we obtain a sharp estimate for this transition time for fixed N :
Theorem 2.2. Let N > 2 be given. For γ > γN1 =
1
2 sin2(π/N)
, let
√
N > ρ ≥ ǫ > 0.
Then
EνB−,B+
[τB+ ] = 2πcNe
N
4ǫ (1 +O(
√
ε| ln ε|3)) (2.17)
with
cN =
[
1− 3
2 + 2γ
] e(N)
2
⌊N−1
2
⌋∏
k=1
[
1− 3
2 + γ
γNk
]
(2.18)
where e(N) = 1 if N is even and 0 if N is odd.
Remark. The power 3 at ln ε is missing in [5] by mistake.
Remark. As mentioned above, for any fixed dimension, we can replace the prob-
ability measure νB−,B+ by the Dirac measure on the single point I−, using Ho¨lder
and Harnack inequalities [5]. This gives the following corollary:
Corollary 2.3. Under the assumptions of Theorem 2.2, there exists α > 0 such that
EI−[τB+ ] = 2πcNe
N
4ǫ (1 +O(
√
ε| ln ε|3). (2.19)
Proof of the theorem. We apply Theorem 3.2 in [5]. For γ > γN1 =
1
2 sin2(π/N)
, let us
recall that there are only three stationary points: two minima I± and one saddle
point O. One easily checks that Fγ,N satisfies the following assumptions:
• Fγ,N is polynomial in the (xi)i∈Λ and so clearly C3 on RN .
• Fγ,N(x) ≥ 14
∑
i∈Λ x
4
i so Fγ,N −→
x→∞
+∞.
• ‖∇Fγ,N(x)‖2 ∼ ‖x‖33 as ‖x‖2 →∞.
• As ∆Fγ,N (x) ∼ 3‖x‖22 (‖x‖2 →∞), then ‖∇Fγ,N(x)‖ − 2∆Fγ,N(x) ∼ ‖x‖33.
The Hessian matrix at the minima I± has the form
∇2Fγ,N(I±) = ∇2Fγ,N(O) + 3Id, (2.20)
whose eigenvalues are simply
νk,N = λk,N + 3. (2.21)
Then Theorem 3.1 of [5] can be applied and yields, for
√
N > ρ > ǫ > 0, (recall
the the negative eigenvalue of the Hessian at O is −1)
EνB−,B+
[τB+ ] =
2πe
N
4ǫ
√|det(∇2Fγ,N(O))|√
det(∇2Fγ,N (I−))
(1 +O(
√
ǫ|ln ǫ|3)). (2.22)
Finally, (2.14) and (2.21) give:
det(∇2Fγ,N(I−)) =
N−1∏
k=0
νk,N = 2ν
e(N)
N/2,N
⌊N−1
2
⌋∏
k=1
ν2k,N = 2
N(1 + γ)e(N)
⌊N−1
2
⌋∏
k=1
(
1 +
γ
2γNk
)2
(2.23)
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|det(∇2Fγ,N (O))| =
N−1∏
k=0
λk,N = λ
e(N)
N/2,N
⌊N−1
2
⌋∏
k=1
λ2k,N = (2γ − 1)e(N)
⌊N−1
2
⌋∏
k=1
(
1− γ
γNk
)2
.
(2.24)
Then,
cN =
√
det(∇2Fγ,N(I−))√|det(∇2Fγ,N (O))| =
[
1− 3
2 + 2γ
] e(N)
2
⌊N−1
2
⌋∏
k=1
[
1− 3
2 + γ
γN
k
]
(2.25)
and Theorem 2.2 is proved. 
Let us point out that the use of these estimates is a major obstacle to obtain a
mean transition time starting from a single stable point with uniform error terms.
That is the reason why we have introduced the equilibrium probability. However,
there are still several difficulties to be overcome if we want to pass to the limit
N ↑ ∞.
(i) We must show that the prefactor cN has a limit as N ↑ ∞.
(ii) The exponential term in the hitting time tends to infinity with N . This
suggests that one needs to rescale the potential Fγ,N by a factor 1/N , or
equivalently, to increase the noise strength by a factor N .
(iii) One will need uniform control of error estimates in N to be able to infer
the metastable behavior of the infinite dimensional system. This will be the
most subtle of the problems involved.
3. LARGE N LIMIT
As mentioned above, in order to prove a limiting result as N tends to infinity, we
need to rescale the potential to eliminate the N -dependence in the exponential.
Thus henceforth we replace Fγ,N(x) by
Gγ,N(x) = N
−1Fγ,N(x). (3.1)
This choice actually has a very nice side effect. Namely, as we always want to
be in the regime where γ ∼ γN1 ∼ N2, it is natural to parametrize the coupling
constant with a fixed µ > 1 as
γN = µγN1 =
µ
2 sin2( π
N
)
=
µN2
2π2
(1 + o(1)). (3.2)
Then, if we replace the lattice by a lattice of spacing 1/N , i.e. (xi)i∈Λ is the dis-
cretization of a real function x on [0, 1] (xi = x(i/N)), the resulting potential con-
verges formally to
GγN ,N(x) →
N→∞
∫ 1
0
(
1
4
[x(s)]4 − 1
2
[x(s)]2
)
ds+
µ
4π2
∫ 1
0
[x′(s)]2
2
ds, (3.3)
with x(0) = x(1).
In the Euclidean norm, we have ‖I±‖2 =
√
N , which suggests to rescale the size
of neighborhoods. We consider, for ρ > 0, the neighborhoods BN± = Bρ
√
N(I±). The
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volume V (BN− ) = V (B
N
+ ) goes to 0 if and only if ρ < 1/2πe, so given such a ρ, the
balls BN± are not as large as one might think. Let us also observe that
1√
N
‖x‖2 −→
N→∞
‖x‖L2[0,1] =
∫ 1
0
|x(s)|2ds. (3.4)
Therefore, if x ∈ BN+ for all N , we get in the limit, ‖x− 1‖L2[0,1] < ρ.
The main result of this paper is the following uniform version of Theorem 2.2
with a rescaled potential Gγ,N .
Theorem 3.1. Let µ ∈]1,∞[, then there exists a constant, A, such that for all N ≥ 2
and all ε > 0,
1
N
Eν
BN
−
,BN
+
[τBN+ ] = 2πcNe
1/4ε(1 +R(ε,N)), (3.5)
where cN is defined in Theorem 2.2 and |R(ε,N)| ≤ A
√
ε| ln ε|3. In particular,
lim
ε↓0
lim
N↑∞
1
N
e−1/4εEν
BN
−
,BN+
[τBN+ ] = 2πV (µ) (3.6)
where
V (µ) =
+∞∏
k=1
[µk2 − 1
µk2 + 2
]
<∞. (3.7)
Remark. The appearance of the factor 1/N may at first glance seem disturbing. It
corresponds however to the appropriate time rescaling when scaling the spatial
coordinates i to i/N in order to recover the pde limit.
The proof of this theorem will be decomposed in two parts:
• convergence of the sequence cN (Proposition 3.2);
• uniform control of the denominator (Proposition 4.3) and the numerator
(Proposition 4.9) of Formula (2.16).
Convergence of the prefactor cN . Our first step will be to control the behavior of
cN as N ↑ ∞. We prove the following:
Proposition 3.2. The sequence cN converges: for µ > 1, we set γ = µγ
N
1 , then
lim
N↑∞
cN = V (µ), (3.8)
with V (µ) defined in (3.7).
Remark. This proposition immediately leads to
Corollary 3.3. For µ ∈]1,∞[, we set γ = µγN1 , then
lim
N↑∞
lim
ε↓0
e−
1
4ε
N
Eν
BN
−
,BN+
[τBN+ ] = 2πV (µ). (3.9)
Of course such a result is unsatisfactory, since it does not tell us anything about
a large system with specified fixed noise strength. To be able to interchange the
limits regarding ε and N , we need a uniform control on the error terms.
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Proof of the proposition. The rescaling of the potential introduces a factor 1
N
for the
eigenvalues, so that (2.22) becomes
Eν
BN
−
,BN
+
[τBN+ ] =
2πe
1
4ǫN−N/2+1
√|det(∇2Fγ,N(O))|
N−N/2
√
det(∇2Fγ,N (I−))
(1 +O(
√
ǫ|ln ǫ|3))
= 2πNcNe
1
4ǫ (1 +O(
√
ǫ|ln ǫ|3)). (3.10)
Then, with uNk =
3
2+µ
γN1
γN
k
,
cN =
[
1− 3
2 + 2µγN1
] e(N)
2
⌊N−1
2
⌋∏
k=1
[
1− uNk
]
. (3.11)
To prove the convergence, let us consider the (γNk )
N−1
k=1 . For all k ≥ 1, we have
γN1
γNk
=
sin2(kπ
N
)
sin2( π
N
)
= k2 + (1− k2) π
2
3N2
+ o
(
1
N2
)
. (3.12)
Hence, uNk −→
N→+∞
vk =
3
2+µk2
. Thus, we want to show that
cN −→
N→+∞
+∞∏
k=1
(1− vk) = V (µ). (3.13)
Using that, for 0 ≤ t ≤ π
2
,
0 < t2(1− t
2
3
) ≤ sin2(t) ≤ t2, (3.14)
we get the following estimates for
γN1
γN
k
: set a =
(
1− π2
12
)
, for 1 ≤ k ≤ N/2,
ak2 =
(
1− π
2
12
)
k2 ≤ k2
(
1− k
2π2
3N2
)
≤ γ
N
1
γNk
=
sin2(kπ
N
)
sin2( π
N
)
≤ k
2
1− π2
3N2
. (3.15)
Then, for N ≥ 2 and for all 1 ≤ k ≤ N/2,
− k
4π2
3N2
≤ γ
N
1
γNk
− k2 ≤ k
2π2
3N2
(
1− π2
3N2
) ≤ k2π2
N2
. (3.16)
Let us introduce
Vm =
⌊m−1
2
⌋∏
k=1
(1− vk), UN,m =
⌊m−1
2
⌋∏
k=1
(
1− uNk
)
. (3.17)
Then ∣∣∣ ln UN,N
VN
∣∣∣ = ∣∣∣ ln ⌊N−12 ⌋∏
k=1
1− uNk
1− vk
∣∣∣ ≤ ⌊N−12 ⌋∑
k=1
∣∣∣ ln 1− uNk
1− vk
∣∣∣. (3.18)
Using (3.15) and (3.16), we obtain, for all 1 ≤ k ≤ N/2,∣∣∣∣vk − uNk1− vk
∣∣∣∣ = 3µ
∣∣∣γN1γN
k
− k2
∣∣∣
(−1 + µk2)
(
2 + µ
γN1
γNk
) ≤ µk4π2
N2 (−1 + µk2) (2 + µak2) ≤
C
N2
(3.19)
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with C a constant independent of k. Therefore, for N > N0,∣∣∣ ln 1− uNk
1− vk
∣∣∣ = ∣∣∣∣ln(1 + vk − uNk1− vk
)∣∣∣∣ ≤ C ′N2 . (3.20)
Hence ∣∣∣ ln UN,N
VN
∣∣∣ ≤ C ′
N
−→
N→+∞
0. (3.21)
As
∑|vk| < +∞, we get limN→+∞ VN = V (µ) > 0, and thus (3.13) is proved. 
4. ESTIMATES ON CAPACITIES
To prove Theorem 3.1, we prove uniform estimates of the denominator and
numerator of (2.6), namely the capacity and the mass of the equilibrium potential.
4.1. Uniform control in large dimensions for capacities. A crucial step is the
control of the capacity. This will be done with the help of the Dirichlet principle
(2.7). We will obtain the asymptotics by using a Laplace-like method. The expo-
nential factor in the integral (2.9) is largely predominant at the points where h is
likely to vary the most, that is around the saddle point O. Therefore we need some
good estimates of the potential near O.
4.1.1. Local Taylor approximation. This subsection is devoted to the quadratic ap-
proximations of the potential which are quite subtle. We will make a change of
basis in the neighborhood of the saddle point O that will diagonalize the quadratic
part.
Recall that the potential Gγ,N is of the form
Gγ,N(x) = − 1
2N
(x, [Id− D]x) + 1
4N
‖x‖44. (4.1)
where the operator D is given by D = γ
[
Id− 1
2
(Σ + Σ∗)
]
and (Σx)j = xj+1. The
linear operator (Id − D) = −∇2Fγ,N(O) has eigenvalues −λk,N and eigenvectors
vk,N with components vk,N(j) = ω
jk, with ω = ei2π/N .
Let us change coordinates by setting
xˆj =
N−1∑
k=0
ω−jkxk. (4.2)
Then the inverse transformation is given by
xk =
1
N
N−1∑
j=0
ωjkxˆj = xk(xˆ). (4.3)
Note that the map x→ xˆ maps RN to the set
R̂
N =
{
xˆ ∈ CN : xˆk = xˆN−k
}
(4.4)
endowed with the standard inner product on CN .
Notice that, expressed in terms of the variables xˆ, the potential (1.2) takes the form
Gγ,N(x(xˆ)) =
1
2N2
N−1∑
k=0
λk,N |xˆk|2 + 1
4N
‖x(xˆ)‖44. (4.5)
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Our main concern will be the control of the non-quadratic term in the new coordi-
nates. To that end, we introduce the following norms on Fourier space:
‖xˆ‖p,F =
(
1
N
N−1∑
i=0
|xˆ|p
)1/p
=
1
N1/p
‖xˆ‖p. (4.6)
The factor 1/N is the suitable choice to make the map x → xˆ a bounded map
between Lp spaces. This implies that the following estimates hold (see [16], Vol.
1, Theorem IX.8):
Lemma 4.1. With the norms defined above, we have
(i) the Parseval identity,
‖x‖2 = ‖xˆ‖2,F , (4.7)
and
(ii) the Hausdorff-Young inequalities: for 1 ≤ q ≤ 2 and p−1 + q−1 = 1, there
exists a finite, N -independent constant Cq such that
‖x‖p ≤ Cq‖xˆ‖q,F . (4.8)
In particular
‖x‖4 ≤ C4/3‖xˆ‖4/3,F . (4.9)
Let us introduce the change of variables, defined by the complex vector z, as
z =
xˆ
N
. (4.10)
Let us remark that z0 =
1
N
∑N−1
k=1 xk ∈ R. In the variable z, the potential takes the
form
G˜γ,N(z) = Gγ,N (x(Nz)) =
1
2
N−1∑
k=0
λk,N |zk|2 + 1
4N
‖x(Nz)‖44. (4.11)
Moreover, by (4.7) and (4.10)
‖x(Nz)‖22 = ‖Nz‖22,F =
1
N
‖Nz‖22. (4.12)
In the new coordinates the minima are now given by
I± = ±(1, 0, . . . , 0). (4.13)
In addition, z(BN− ) = z(Bρ√N (I−)) = Bρ(I−) where the last ball is in the new
coordinates.
Lemma 4.1 will allow us to prove the following important estimates. For δ > 0, we
set
Cδ =
{
z ∈ R̂N : |zk| ≤ δ rk,N√|λk,N | , 0 ≤ k ≤ N − 1
}
, (4.14)
where λk,N are the eigenvalues of the Hessian at O as given in (2.14) and rk,N are
constants that will be specified below. Using (3.15), we have, for 3 ≤ k ≤ N/2,
λk,N ≥ k2
(
1− π
2
12
)
µ− 1. (4.15)
Thus (λk,N) verifies λk,N ≥ ak2, for 1 ≤ k ≤ N/2, with some a, independent of N .
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The sequence (rk,N) is constructed as follows. Choose an increasing sequence,
(ρk)k≥1, and set {
r0,N = 1
rk,N = rN−k,N = ρk, 1 ≤ k ≤
⌊
N
2
⌋
.
(4.16)
Let, for p ≥ 1,
Kp =
(∑
k≥1
ρpk
kp
)1/p
. (4.17)
Note that if Kp0 is finite then, for all p1 > p0, Kp1 is finite. With this notation we
have the following key estimate.
Lemma 4.2. For all p ≥ 2, there exist finite constants Bp, such that, for z ∈ Cδ,
‖x(Nz)‖pp ≤ δpNBp (4.18)
if Kq is finite, with
1
p
+ 1
q
= 1.
Proof. The Hausdorff-Young inequality (Lemma 4.1) gives us:
‖x(Nz)‖p ≤ Cq‖Nz‖q,F . (4.19)
Since z ∈ Cδ, we get
‖Nz‖qq,F ≤ δqN q−1
N−1∑
k=0
rqk,N
λ
q/2
k
. (4.20)
Then
N−1∑
k=0
rqk,N
λ
q/2
k
=
1
λ
q/2
0
+2
⌊N/2⌋∑
k=1
rqk,N
λ
q/2
k
≤ 1
λ
q/2
0
+
2
aq/2
⌊N/2⌋∑
k=1
ρqk
kq
≤ 1
λ
q/2
0
+
2
aq/2
Kqq = D
q
q (4.21)
which is finite if Kq is finite. Therefore,
‖x(Nz)‖pp ≤ δpN (q−1)
p
qCpqD
p
q , (4.22)
which gives us the result since (q − 1)p
q
= 1. 
We have all what we need to estimate the capacity.
4.1.2. Capacity Estimates. Let us now prove our main theorem.
Proposition 4.3. There exists a constant A, such that, for all ε < ε0 and for all N ,
cap
(
BN+ , B
N
− )
)
NN/2−1
= ε
√
2πε
N−2 1√| det(∇Fγ,N (0))| (1 +R(ε,N)) , (4.23)
where |R(ε,N)| ≤ A
√
ε| ln ε|3.
The proof will be decomposed into two lemmata, one for the upper bound and
the other for the lower bound. The proofs are quite different but follow the same
idea. We have to estimate some integrals. We isolate a neighborhood around
the point O of interest. We get an approximation of the potential on this neigh-
borhood, we bound the remainder and we estimate the integral on the suitable
neighborhood.
In what follows, constants independent of N are denoted Ai.
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Upper bound. The first lemma we prove is the upper bound for Proposition 4.3.
Lemma 4.4. There exists a constant A0 such that for all ε and for all N ,
cap
(
BN+ , B
N
−
)
NN/2−1
≤ ε
√
2πε
N−2 1√| det(∇Fγ,N (0))| (1 + A0ε| ln ε|2) . (4.24)
Proof. This lemma is proved in [5] in the finite dimension setting. We use the same
strategy, but here we take care to control the integrals appearing uniformly in the
dimension.
We will denote the quadratic approximation of G˜γ,N by F0, i.e.
F0(z) =
N−1∑
k=0
λk,N |zk|2
2
= −z
2
0
2
+
N−1∑
k=1
λk,N |zk|2
2
. (4.25)
On Cδ, we can control the non-quadratic part through Lemma 4.2.
Lemma 4.5. There exists a constant A1 and δ0, such that for all N , δ < δ0 and all
z ∈ Cδ, ∣∣∣G˜γ,N(z)− F0(z)∣∣∣ ≤ A1δ4. (4.26)
Proof. Using (4.11), we see that
G˜γ,N(z)− F0(z) = 1
4N
‖x(Nz)‖44. (4.27)
We choose a sequence (ρk)k≥1 such that K4/3 is finite.
Thus, it follows from Lemma 4.2, with A1 =
1
4
B4, that∣∣∣∣∣G˜γ,N(z)− 12
N−1∑
k=0
λk,N |zk|2
∣∣∣∣∣ ≤ A1δ4, (4.28)
as desired. 
We obtain the upper bound of Lemma 4.4 by choosing a test function h+. We
change coordinates from x to z as explained in (4.10). A simple calculation shows
that
‖∇h(x)‖22 = N−1‖∇h˜(z)‖22, (4.29)
where h˜(z) = h(x(z)) under our coordinate change.
For δ sufficiently small, we can ensure that, for z 6∈ Cδ with |z0| ≤ δ,
G˜γ,N(z) ≥ F0(z) = −z
2
0
2
+
1
2
N−1∑
k=1
λk,N |zk|2 ≥ −δ
2
2
+ 2δ2 ≥ δ2. (4.30)
Therefore, the strip
Sδ ≡ {x| x = x(Nz), |z0| < δ} (4.31)
separates RN into two disjoint sets, one containing I− and the other one containing
I+, and for x ∈ Sd \ Cδ, Gγ,N(x) ≥ δ2.
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The complement of Sδ consists of two connected components Γ+,Γ− which con-
tain I+ and I−, respectively. We define
h˜+(z) =

1 for z ∈ Γ−
0 for z ∈ Γ+
f(z0) for z ∈ Cδ
arbitrary onSδ \ Cδ but ‖∇h+‖2 ≤ cδ .
, (4.32)
where f satisfies f(δ) = 0 and f(−δ) = 1 and will be specified later.
Taking into account the change of coordinates, the Dirichlet form (2.9) evaluated
on h+ provides the upper bound
Φ(h+) = NN/2−1ε
∫
z((BN
−
∪BN+ )c)
e−G˜γ,N (z)/ε‖∇h˜+(z)‖22dz (4.33)
≤ NN/2−1
[
ε
∫
Cδ
e−G˜γ,N (z)/ε (f ′(z0))
2
dz + εδ−2c2
∫
Sδ\Cδ
e−G˜γ,N (z)/εdz
]
.
The first term will give the dominant contribution. Let us focus on it first. We
replace G˜γ,N by F0, using the bound (4.26), and for suitably chosen δ, we obtain∫
Cδ
e−G˜γ,N (z)/ε (f ′(z0))
2
dz ≤
(
1 + 2A1
δ4
ε
)∫
Cδ
e−F0(z)/ε (f ′(z0))
2
dz
=
(
1 + 2A1
δ4
ε
)∫
Dδ
e−
1
2ε
∑N−1
k=1 λk,N |zk|2dz1 . . . dzN−1
×
∫ δ
−δ
(f ′(z0))
2
ez
2
0/2εdz0. (4.34)
Here we have used that we can write Cδ in the form [−δ, δ] × Dδ. As we want
to calculate an infimum, we choose a function f which minimizes the integral∫ δ
−δ (f
′(z0))
2 ez
2
0/2εdz0. A simple computation leads to the choice
f(z0) =
∫ δ
z0
e−t
2/2εdt∫ δ
−δ e
−t2/2εdt
. (4.35)
Therefore∫
Cδ
e−G˜γ,N (z)/ε (f ′(z0))
2
dz ≤
∫
Cδ
e−
1
2ε
∑N−1
k=0 |λk,N ||zk|2dz( ∫ δ
−δ e
− 1
2ε
z20dz0
)2 (1 + 2A1 δ4ε
)
. (4.36)
Choosing δ =
√
Kε| ln ε|, a simple calculation shows that there exists A2 such that∫
Cδ
e−
1
2ε
∑N−1
k=0 |λk,N ||zk|2dz( ∫ δ
−δ e
− 1
2
z20/εdz0
)2 ≤ √2πεN−2 1√| det(∇Fγ,N(0))|(1 + A2ε). (4.37)
The second term in (4.33) is bounded above in the following lemma.
Lemma 4.6. For δ =
√
Kε| ln(ε)| and ρk = 4kα, with 0 < α < 1/4, there exists
A3 <∞, such that for all N and 0 < ε < 1,∫
Sδ\Cδ
e−G˜γ,N (z)/εdz ≤ A3
√
2πε
N−2√|det (∇2Fγ,N (O))|ε3K/2+1. (4.38)
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Proof. Clearly, by (4.11),
G˜γ,N(z) ≥ −z
2
0
2
+
1
2
N−1∑
k=1
λk,N |zk|2. (4.39)
Thus ∫
Sδ\Cδ
e−G˜γ,N (z)/εdz
≤
∫ δ
−δ
dz0
∫
∃N−1k=1 :|zk|≥δrk,N/
√
λk,N
dz1 . . . dzN−1e−
1
2ε
∑N−1
k=0 λk,N |zk|2
≤
∫ δ
−δ
e+z
2
0/2εdz0
N−1∑
k=1
∫
|zk|≥δrk,N/
√
λk,N
e−λk,N |zk|
2/2εdzk
×
∏
1≤i 6=k≤N−1
∫
R
e−λi,N |zi|
2/2εdzi
≤ 2eδ2/2ε
√
2ε
π
√√√√N−1∏
i=1
2πελ−1i,N
N−1∑
k=1
r−1k,ne
−δ2r2k,N/2ε. (4.40)
Now,
N−1∑
k=1
r−1k,Ne
−δ2r2k,N/2ε =
⌊N
2
⌋∑
k=1
r−1k,Ne
−δ2r2k,N/2ε +
N−1∑
k=⌊N
2
⌋+1
r−1N−k,Ne
−δ2r2N−k,N/2ε
≤ 2
∞∑
k=1
ρ−1k e
−δ2ρ2k/2ε. (4.41)
We choose ρk = 4k
α with 0 < α < 1/4 to ensure that K4/3 is finite. With our choice
for δ, the sum in (4.41) is then given by
1
4
∞∑
n=1
n−αε8Kn
2α ≤ 1
4
ε2K
∞∑
n=1
ε6Kn
2α ≤ Cε2K , (4.42)
since the sum over n is clearly convergent. Putting all the parts together, we get
that ∫
Sδ\Cδ
e−G˜γ,N (z)/εdz ≤ Cε3K/2+1
√
2πε
N−2 1√|det (∇2Fγ,N(O))| (4.43)
and Lemma 4.6 is proven. 
Finally, using (4.36), (4.33), (4.37), and (4.38), we obtain the upper bound
Φ(h+)
NN/2−1
≤ ε
√
2πε
N−2√| det(∇Fγ,N(0))|(1 + A2ε) (1 + 2A1ε| ln ε|2 + A′3ε3K/2) (4.44)
with the choice ρk = 4k
α, 0 < α < 1/4 and δ =
√
Kε| ln ε|. Note that all constants
are independent of N . Thus Lemma 4.4 is proven. 
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Lower Bound The idea here (as already used in [6]) is to get a lower bound by
restricting the state space to a narrow corridor from I− to I+ that contains the
relevant paths and along which the potential is well controlled. We will prove the
following lemma.
Lemma 4.7. There exists a constant A4 <∞ such that for all ε and for all N ,
cap
(
BN+ , B
N
−
)
NN/2−1
≥ ε
√
2πε
N−2 1√| det(∇Fγ,N(0))|
(
1− A4
√
ε| ln ε|3
)
. (4.45)
Proof. Given a sequence, (ρk)k≥1, with rk,N defined as in (4.16), we set
Ĉδ =
{
z0 ∈]− 1 + ρ, 1− ρ[, |zk| ≤ δ rk,N/
√
λk,N
}
. (4.46)
The restriction |z0| < 1 − ρ is made to ensure that Ĉδ is disjoint from B± since in
the new coordinates (4.10) I± = ±(1, 0, . . . , 0).
Clearly, if h∗ is the minimizer of the Dirichlet form, then
cap
(
BN− , B
N
+
)
= Φ(h∗) ≥ ΦĈδ(h∗), (4.47)
where ΦĈδ is the Dirichlet form for the process on Ĉδ,
ΦĈδ(h) = ε
∫
Ĉδ
e−Gγ,N (x)/ε‖∇h(x)‖22dx = NN/2−1ε
∫
z(Ĉδ)
e−G˜γ,N (z)/ε‖∇h˜(z)‖22dz.
(4.48)
To get our lower bound we now use simply that
‖∇h˜(z)‖22 =
N−1∑
k=0
∣∣∣∣∣∂h˜∗∂zk
∣∣∣∣∣
2
≥
∣∣∣∣∣∂h˜∗∂z0
∣∣∣∣∣
2
, (4.49)
so that
Φ(h∗)
NN/2−1
≥ ε
∫
z(Ĉδ)
e−G˜γ,N (z)/ε
∣∣∣∂h˜∗
∂z0
(z)
∣∣∣2dz = Φ˜Ĉδ(h˜∗) ≥ minh∈H Φ˜Ĉδ(h˜). (4.50)
The remaining variational problem involves only functions depending on the single
coordinate z0, with the other coordinates, z⊥ = (zi)1≤i≤N−1, appearing only as
parameters. The corresponding minimizer is readily found explicitly as
h˜−(z0, z⊥) =
∫ 1−ρ
z0
eG˜γ,N (s,z⊥)/εds∫ 1−ρ
−1+ρ e
G˜γ,N (s,z⊥)/εds
(4.51)
and hence the capacity is bounded from below by
cap
(
BN− , B
N
+
)
NN/2−1
≥ Φ˜Ĉδ(h˜−) = ε
∫
Ĉ⊥
δ
(∫ 1−ρ
−1+ρ
eG˜γ,N (z0,z⊥)/εdz0
)−1
dz⊥. (4.52)
Next, we have to evaluate the integrals in the r.h.s. above. The next lemma pro-
vides a suitable approximation of the potential on Ĉδ. Note that since z0 is no
longer small, we only expand in the coordinates z⊥.
Lemma 4.8. Let rk,N be chosen as before with ρk = 4k
α, 0 < α < 1/4. Then there
exists a constant, A5, and δ0 > 0, such that, for all N and δ < δ0, on Ĉδ,∣∣∣∣∣G˜γ,N(z)−
(
−1
2
z20 +
1
4
z40 +
1
2
N−1∑
k=1
λk,N |zk|2 + z20f(z⊥)
)∣∣∣∣∣ ≤ A5δ3, (4.53)
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where
f(z⊥) ≡ 3
2
N−1∑
k=1
|zk|2. (4.54)
Proof. We analyze the non-quadratic part of the potential on Ĉδ, using (4.11) and
(4.3)
1
N
‖x(Nz)‖44 =
1
N
N−1∑
i=0
|xi(Nz)|4 = 1
N
N−1∑
i=0
∣∣∣∣∣z0 +
N−1∑
k=1
ωikzk
∣∣∣∣∣
4
=
z40
N
N−1∑
i=0
|1 + ui|4
(4.55)
where ui =
1
z0
∑N−1
k=1 ω
ikzk. Note that
∑N−1
i=0 ui = 0 and u =
1
z0
x (N(0, z⊥)) and that
for z ∈ R̂N , ui is real. Thus
N−1∑
i=0
|1 + ui|4 = N +
N−1∑
i=0
(
6u2i + 4u
3
i + u
4
i
)
, (4.56)
we get that ∣∣∣∣ 1N ‖x(Nz)‖44 − z40(1 + 6N
N−1∑
i=0
u2i
)∣∣∣∣ ≤ z40N (4‖u‖33 + ‖u‖44) . (4.57)
A simple computation shows that
6
N
∑
i
u2i =
6
z20
∑
k 6=0
|zk|2. (4.58)
Thus as |z0| ≤ 1, we see that∣∣∣∣∣ 1N ‖x(Nz)‖44 − z40 − 6z20∑
k 6=0
|zk|2
∣∣∣∣∣ ≤ 1N (4‖x(N(0, z⊥))‖33+‖x(N(0, z⊥))‖44). (4.59)
Using again Lemma 4.2, we get
‖x(N(0, z⊥))‖33 ≤ B3Nδ3 (4.60)
‖x(N(0, z⊥))‖44 ≤ B4Nδ4.
Therefore, Lemma 4.8 is proved, with A5 = 4B3 +B4δ0. 
We use Lemma 4.8 to obtain the upper bound∫ 1−ρ
−1+ρ
eG˜γ,N (z0,z⊥)/εdz0 ≤ exp
(
1
2ε
∑
k 6=0 λk,N |zk|2 + A5δ
3
ε
)
g(z⊥), (4.61)
where
g(z⊥) =
∫ 1−ρ
−1+ρ
exp
(
−ε−1
(
1
2
z20 −
1
4
z40 − z20f(z⊥)
))
dz0. (4.62)
This integral is readily estimate via Laplace’s method as
g(z⊥) =
√
2πε√
1− 2f(z⊥)
(1 +O(ε)) =
√
2πε
(
1 +O(ε) +O(δ2)
)
. (4.63)
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Inserting this estimate into (4.52), it remains to carry out the integrals over the
vertical coordinates which yields
Φ˜Ĉδ(h˜
−) ≥ ε
∫
Ĉ⊥
δ
exp
(
− 1
2ε
N−1∑
k=1
λk,N |zk|2 − A5δ
3
ε
)
1√
2πε
(
1 +O(ε) +O(δ2)
)
dz⊥
=
√
ε
2π
∫
Ĉ⊥
δ
exp
(
− 1
2ε
N−1∑
k=1
λk,N |zk|2
)
dz⊥
(
1 +O(ε) +O(δ2) +O(δ3/ε)
)
.
(4.64)
The integral is readily bounded by∫
Ĉ⊥δ
exp
(
− 1
2ε
N−1∑
k=1
λk,N |zk|2
)
dz⊥ ≥
∫
RN−1
exp
(
− 1
2ε
N−1∑
k=1
λk,N |zk|2
)
dz⊥
−
N−1∑
k=1
∫
R
dz1 . . .
∫
|zk|≥δrk,N/
√
λk,N
. . .
∫
R
dzN−1 exp
(
− 1
2ε
N−1∑
k=1
λk,N |zk|2
)
≥
√
2πε
N−1 N−1∏
i=1
√
λi,N
−1
(
1−
√
2ε
π
δ−1
N−1∑
k=1
r−1k,Ne
−δ2r2k,N/2ε
)
=
√
2πε
N−1 1√|detFγ,N(O)| (1 +O(εK)) , (4.65)
when δ =
√
Kε ln ε and O(εK) uniform in N . Putting all estimates together, we
arrive at the assertion of Lemma 4.7.

4.2. Uniform estimate of the mass of the equilibrium potential. We will prove
the following proposition.
Proposition 4.9. There exists a constant A6 such that, for all ε < ε0 and all N ,
1
NN/2
∫
BN+
c
h∗BN
−
,BN+
(x)e−Gγ,N (x)/εdx =
√
2πε
N
exp
(
1
4ε
)√
det(∇Fγ,N(I−))
(1 +R(N, ε)) , (4.66)
where |R(N, ε)| ≤ A6
√
ε| ln ε|3.
Proof. The predominant contribution to the integral comes from the minimum I−,
since around I+ the harmonic function h
∗
BN
−
,BN+
(x) vanishes.
The proof will go in two steps. We define the tube in the z0-direction,
C˜δ ≡
{
z : ∀k≥1|zk| ≤ δrk,N/
√
λk,N
}
, (4.67)
and show that the mass of the complement of this tube is negligible. In a second
step we show that within that tube, only the neighborhood of I− gives a relevant
and indeed the desired contribution. The reason for splitting our estimates up in
this way is that we have to use different ways to control the non-quadratic terms.
Lemma 4.10. Let rk,N be chosen as before and let δ =
√
Kε| ln ε|. Then there exists
a finite numerical constant, A7, such that for all N ,
1
NN/2
∫
C˜cδ
e−Gγ,N (x)/εdx ≤ A7
√
2πε
N e
1
4ε√
det(∇Fγ,N(O))
εK . (4.68)
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The same estimate holds for the integral over the complement of the set
Dδ ≡ {x : |z0 − 1| ≤ δ ∨ |z0 + 1| ≤ δ} . (4.69)
Proof. Recall that z0 =
1
N
∑N−1
i=0 xi. Then we can write
Gγ,N(x) = −1
2
z20 +
1
4
z40 +
1
2N
(x,Dx)− 1
2N
‖x‖22 +
1
2
z20 +
1
4N
‖x‖44 −
1
4
z40 . (4.70)
Notice first that by applying the Cauchy-Schwartz inequality, it follows that
z40 = N
−4
(
N−1∑
i=0
xi
)4
≤ N−2
(
N−1∑
i=0
x2i
)2
≤ N−1
N−1∑
i=0
x4i . (4.71)
Moreover, N−1‖x‖22 = ‖z‖22, so that expressed in the variables z,
Gγ,N(x) ≥ −1
2
z20 +
1
4
z40 +
1
2N
(x,Dx)− 1
2
N−1∑
k=1
z2k (4.72)
= −1
2
z20 +
1
4
z40 +
1
2
N−1∑
k=1
λk,Nz
2
k.
Therefore, as in the estimate (4.40),∫
C˜c
δ
e−G˜γ,N (z)/εdz ≤
∫
R
e−ε
−1(z40/4−z20/2)dz0
N−1∑
k=1
∫
|zk|≥δrk,N/
√
λk,N
e−λk,N |zk|
2/2εdzk
×
∏
1≤i 6=k≤N−1
∫
R
e−λi,N |zi|
2/2εdzi (4.73)
≤
∫
R
e−ε
−1(z40/4−z20/2)dz0δ−1
√
ε
√√√√N−1∏
i=1
2πελ−1i,N
N−1∑
k=1
r−1k,Ne
−δ2r2k,N/2ε
≤
∫
R
e−ε
−1(z40/4−z20/2)
√√√√N−1∏
i=1
2πελ−1i,NCε
K .
Since clearly, ∫
R
e−ε
−1(z40/4−z20/2)dz0 = 2
√
πεe1/4ε(1 +O(ε)), (4.74)
this proves the first assertion of the lemma.
Quite clearly, the same bounds will show that the contribution from the set where
|z0 ± 1| ≥ δ are negligible, by just considering now the fact that the range of the
integral over z0 is bounded away from the minima in the exponent. 
Finally, we want to compute the remaining part of the integral in (4.66), i.e. the
integral over C˜δ ∩ {x : |z0 + 1| ≤ δ}. Since the eigenvalues of the Hessian at I−,
νk,N , are comparable to the eigenvalues λk,N for k ≥ 1 in the sense that there is a
finite positive constant, c2µ, depending only on µ, such that λk,N ≤ νk,N ≤ c2µλkN ,
and since ν0,N = 2, this set is contained in Ccµδ, where
Cδ(I−) ≡
{
z ∈ R̂N : |z0 + 1| ≤ δ√
ν0
, |zk| ≤ δ rk,N√
νk,N
1 ≤ k ≤ N − 1
}
. (4.75)
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It is easy to verify that on Cδ(I−), there exists a constant, A8, s.t.
‖z − z(I−)‖22 ≤ δ2
N−1∑
k=0
r2k,N
νk,N
≤ δ2A8K22 . (4.76)
and so, for δ =
√
Kε| ln ε|, Cδ(I−) ⊂ z(B−).
On Cδ(I−) we have the following quadratic approximation.
Lemma 4.11. For all N ,
G˜γ,N (z) +
1
4
− 1
2
N−1∑
k=0
νk,N |zk|2 = R(z) (4.77)
and there exists a constant A9 and δ0 such that, for δ < δ0, on Cδ(I−)
|R(z)| ≤ A9δ3 (4.78)
where the constants (ρk) are chosen as before such that K4/3 is finite.
Proof. The proof goes in exactly the same way as in the previous cases and is left
to the reader. 
With this estimate it is now obvious that∫
Cδ(I−)
h˜∗BN
−
,BN+
(z)e−G˜γ,N (z)/εdz =
∫
Cδ(I−)
e−G˜γ,N (z)/εdz (4.79)
= e1/4ε
√
2πε
N√
det∇2Fγ,N (I−)
(
1 +O(δ3/ε)
)
,
Using that h˜∗
BN
−
,BN+
(z) vanishes on BN+ and hence on Cδ(I+), this estimate together
with Lemma 4.10 proves the proposition. 
4.3. Proof of Theorem 3.1.
Proof. The proof of Theorem 3.1 is now an obvious consequence of (2.16) together
with Propositions 4.3 and 4.9. 
REFERENCES
[1] Barret, F.: Metastability: Application to a model of sharp asymptotics for capacities and
exit/hitting times, Master thesis, ENS Cachan, 2007.
[2] Berglund, N., Fernandez, B., Gentz, B.: Metastability in Interacting Nonlinear Stochastic Differ-
ential Equations I: ¿From Weak Coupling to Synchronization, Nonlinearity, 20(11), 2551-2581,
2007.
[3] Berglund, N., Fernandez, B., Gentz, B.: Metastability in Interacting Nonlinear Stochastic Differ-
ential Equations II: Large-N Behavior, Nonlinearity, 20(11), 2583-2614, 2007.
[4] Bovier, A.: Metastability, in Methods of Contemporary Statistical Mechanics, (R. Kotecky´, ed.),
p.177-221, Lecture Notes in Mathematics 1970, Springer, Berlin, 2009.
[5] Bovier, A., Eckhoff, M., Gayrard, V., Klein,M.: Metastability in reversible diffusion processes I.
Sharp asymptotics for capacities and exit times, Journal of the European Mathematical Society,
6(2), 399-424, 2004.
[6] Bianchi, B., Bovier, A., Ioffe, I.: Sharp asymptotics for metastability in the Random Field Curie-
Weiss model, Electr. J. Probab. 14, 1541–1603 (2008).
[7] Brassesco, S.: Some results on small random perturbations of an infinite-dimensional dynam-
ical system. Stochastic Process. Appl. 38 , 33–53 (1991).
[8] Chung, K.L., Walsh, J.B.: Markov processes, Brownian motion, and time symmetry. Second
edition, Springer, 2005.
UNIFORM ESTIMATES FOR METASTABLE TRANSITION TIMES IN A COUPLED BISTABLE SYSTEM 20
[9] Freidlin, M.I., Wentzell, A.D. Random Perturbations of Dynamical Systems, Springer, 1984.
[10] Faris, W.G., Jona-Lasinio, G.: Large fluctuations for a nonlinear heat equation with noise. J.
Phys. A 15, 3025–3055 (1982).
[11] Fukushima, M., Mashima, Y., Takeda, M.: Dirichlet forms and symmetric Markov processes, de
Gruyter Studies in Mathematics, 19. Walter de Gruyter & Co., Berlin, 1994.
[12] Gilbarg D., Trudinger, N.S.: Elliptic partial differential equations of second order, Springer,
2001.
[13] Maier, R., Stein, D.: Droplet nucleation and domain wall motion in a bounded interval, Phys.
Rev. Lett. 87, 270601-1–270601-4 (2001).
[14] Martinelli, F., Olivieri, E., Scoppola.: Small random perturbations of finite- and infinite-
dimensional dynamical systems: unpredictability of exit times. J. Statist. Phys. 55, 477–504
(1989).
[15] Olivieri E., Vares, M.E.: Large deviations and metastability, Encyclopedia of Mathematics and
its Applications, Cambridge University Press, 2005.
[16] Reed M., Simon, B.: Methods of modern mathematical physics: I Functional Analysis. Second
edition, Academic Press, 1980.
[17] Vanden-Eijnden, E., and Westdickenberg, M.G.: Rare events in stochastic partial differential
equations on large spatial domains, J. Stat. Phys. 131, 1023–1038 (2008).
CMAP UMR 7641, E´COLE POLYTECHNIQUE CNRS, ROUTE DE SACLAY, 91128 PALAISEAU CEDEX
FRANCE; email: barret@cmap.polytechnique.fr
INSTITUT FU¨R ANGEWANDTE MATHEMATIK, RHEINISCHE FRIEDRICH-WILHELMS-UNIVERSITA¨T, EN-
DENICHER ALLEE 60, 53115 BONN, GERMANY; email: bovier@uni-bonn.de
CMAP UMR 7641, E´COLE POLYTECHNIQUE CNRS, ROUTE DE SACLAY, 91128 PALAISEAU CEDEX
FRANCE; email: sylvie.meleard@polytechnique.edu
