Abstract. In this paper, we perform sensitivity analysis of the value function for parametric mathematical programs with equilibrium constraints (MPEC). We show that the value function is directionally differentiable in every direction under the MPEC relaxed constant rank regularity condition, the MPEC no nonzero abnormal multiplier constraint qualification, and the restricted inf-compactness condition. This result is new even in the setting of nonlinear programs in which case it means that under the relaxed constant rank regularity condition, the Mangasarian-Fromovitz constraint qualification, and the restricted inf-compactness condition, the value function for parametric nonlinear programs is directionally differentiable in every direction. Enhanced Mordukhovich (M-) and Clarke (C-) stationarity conditions are M-and C-stationarity conditions with certain enhanced properties and the sets of enhanced M-and C-multipliers are usually smaller than their associated sets of M-and C-multipliers. In this paper, we give upper estimates for the subdifferential of the value function in terms of the enhanced M-and C-multipliers, respectively. Such estimates give sharper results than their M-and C-counterparts.
Introduction.
In practice, it is important to know how well a model responds to perturbations. This paper considers the following mathematical program with equilibrium constraints (MPEC) formulated as a mathematical program with complementarity constraints subject to perturbation p:
where f : n1+n2 → , g : n1+n2 → m1 , h : n1+n2 → m2 , and G, H : n1+n2 → m , C is a nonempty and closed subset of n1 , and a ⊥ b means that vector a is perpendicular to vector b. We denote by X (p) the feasible region of (MPEC p ). The value function of (MPEC p ) is an extended-valued function defined by V(p) := inf{f (x, p) | x ∈ X (p)} and the optimal solution mapping is a set-valued mapping defined by
O(p) := {x ∈ X (p) | f (x, p) = V(p)}.
It is well known that MPECs play very important roles in many fields such as engineering design, economic equilibria, transportation science, and multilevel games. However, these kinds of problems are generally difficult to deal with because their constraints fail to satisfy the standard Mangasarian-Fromovitz constraint qualification (MFCQ) at any feasible point (see, e.g., [34] ). A lot of research has been done during the last two decades to study the optimality conditions for MPECs. Such optimality conditions include the Clarke (C-), Mordukhovich (M-), strong (S-), and Bouligand (B-) stationarity conditions; see, e.g., [7, 8, 14, 21, 22, 28, 29, 30, 31, 33, 34] . At the same time, algorithms for solving MPECs have been proposed using a number of approaches such as sequential quadratic programming, penalty function, relaxation, active set identification, etc.; see, e.g., [5, 17, 26] and the references therein. The stability of parametric MPEC has also been studied systematically; see, e.g., [9, 13, 28] .
Compared with the developments on optimality conditions, algorithms, and stability, there are only a few publications on the sensitivity of the value function for (MPEC p ). In particular, Lucet and Ye [15, 16] addressed the sensitivity of the value function for optimization programs with variational inequality constraints (OPVIC), which includes MPEC as a special case. They established an upper estimate of the limiting subdifferential of the value function in terms of the normal coderivative multipliers for OPVIC. For the case of MPECs, they provided upper estimates for the limiting subdifferentials in terms of various multipliers. Hu and Ralph [11] established formulas for the first-and second-order directional derivatives of the value function under the so-called MPEC linear independence constraint qualification (MPEC-LICQ) by making use of the piecewise programming approach. In a general framework, Mordukhovich and Nam [23] and Mordukhovich, Nam, and Yen [24] derived some results which provide upper estimates for basic and singular subgradients of the value function for general mathematical programs with an abstract set-valued mapping in infinite dimensional Hilbert spaces which include problem (MPEC p ) as a subclass.
Janin [12] introduced the constant rank (CR) regularity condition, under which they studied the directional differentiability of the value function for parametric nonlinear programs. Note that the constant rank regularity condition holds automatically if either all the constraint functions are linear or the LICQ holds, but it is not comparable with the MFCQ. Recently, Minchenko and Stakhovski [20] introduced the relaxed constant rank (RCR) regularity condition, which is weaker than the CR regularity condition, and studied the parametric nonlinear programs under the RCR regularity condition. Under the RCR regularity condition, the nonemptiness and uniform compactness of the optimal solution mapping, and the assumption that the constraint functions are C 1,1 (i.e., the gradient is locally Lipschitzian) with respect to the decision variables, they showed that the value function is directionally differentiable in any direction along which the lower Dini directional derivative of the feasible solution mapping is nonempty at any optimal solution, and they also derived the formula for the first-order directional derivative of the value function [20, Theorem 5] .
In this paper, we first extend the results of Minchenko and Stakhovski [20] to MPECs. Even in the case of nonlinear programs, our result improves [20, Theorem 5] in that the constraint functions are only assumed to be C 1 (i.e., the gradient is continous) instead of C 1, 1 , and the restricted inf-compactness [3, Hypothesis 6.5.1], which is much weaker than the nonemptiness and uniform compactness of the optimal so-lution mapping, is required. We establish the formula for the first-order directional derivative in any direction along which the lower Dini directional derivative of the tightened feasible solution mapping of (MPEC p ) is nonempty at any optimal solution under the so-called MPEC relaxed constant rank (MPEC-RCR) regularity condition, which is an MPEC version of the RCR regularity condition. We then show that, under the MPEC-RCR condition, the MPEC no nonzero abnormal multiplier constraint qualification (MPEC-NNAMCQ), and the restricted inf-compactness, the value function is directionally differentiable in every direction. This result is new even for the special case of nonlinear programs. In this case, since the MPEC-NNAMCQ reduces to the MFCQ, our result means that, under the RCR regularity condition, the MFCQ, and the restricted inf-compactness condition, the value function is directionally differentiable in every direction. Note that, under the MFCQ and the restricted inf-compactness condition, Clarke [3, Corollary 4 on page 243] has given bounds for the upper and lower Dini directional derivatives of the value function. Even under the stronger MPEC-LICQ, our result improves the one given by Hu and Ralph [11] in that the restricted inf-compactness is strictly weaker than the inf-compactness condition. Based on the obtained results, we also study the differentiability of the localized optimal value function of (MPEC p ). We show that the localized optimal value function is differentiable under the MPEC-LICQ and the refined second-order sufficient condition (RSOSC), which improve [11, Theorem 1] in that their result requires that the strong second-order sufficient condition holds for all piecewise nonlinear programs of MPECs, which is much stronger than the RSOSC.
For parametric nonlinear programs, under the MFCQ, Gauvin [6] first established the locally Lipschitzian continuity of value functions and also gave an upper estimate for the Clarke subdifferential of value functions in terms of the usual Lagrange multipliers. Since enhanced Fritz John conditions are generally stronger than the classical Fritz John conditions, the set of enhanced multipliers are in general smaller than the set of usual Lagrange multipliers. Recently, Ye and Zhang [32] used the enhanced multipliers to estimate the limiting subdifferential of value functions for nonlinear programs. In this paper, we first obtain the enhanced Fritz John condition for MPECs and then investigate the subdifferentials of the value function for (MPEC p ) in terms of enhanced M-multipliers and enhanced C-multipliers, respectively, which provide much sharper upper estimates than those given in [15, 16] , in which they gave upper estimates for the limiting subdifferential of the value function in terms of the usual S-, M-, and C-multipliers.
Preliminaries.
We first give notation that will be used in the paper. We denote by B δ (x) := {y ∈ n | y − x < δ} andB δ (x) := {y ∈ n | y − x ≤ δ} the open and the closed ball centered at x with radius δ > 0, respectively. For a point x and a closed set Ω, we denote by dist(x, Ω) := inf{ y − x | y ∈ Ω} the Euclidean distance from x to Ω and by P Ω (x) := {y ∈ Ω | y − x = dist(x, Ω)} the set of projection from x to Ω. Moreover, given a set Ω ⊆ n and a function ϕ :
and the domain of Φ is defined by
The Painlevé-Kuratowski outer and inner limit of Φ with respect to a set Ω at x * is defined, respectively, by lim sup
The tangent cone and the inner tangent cone of a set Ω at x * ∈ Ω is a closed cone defined, respectively, by
The tangent cone and inner tangent cone can be equivalently written as (see, e.g.,
and the horizon (or singular Mordukhovich) subdifferential of ϕ at x * is defined by
The following results will be useful. Proposition 2.1 (see [27, Theorem 9.13] 
where the functions {f, g, h} are the same as in the definition of problem (MPEC p ). We denote the feasible region of (NLP p ) by the set-valued mapping
and define the generalized Lagrangian function of (NLP p ) by
The value function of (NLP p ) is an extended-valued function defined by
and the optimal solution mapping is a set-valued mapping defined by
The set of Lagrange multipliers associated with
In the following, we introduce some constraint qualifications which are useful in what follows. The CR regularity was first introduced by Janin [12] and its relaxed version-RCR regularity-was first introduced by Minchenko and Stakhovski [20] . Neither of them is comparable with the MFCQ: 
Janin [12, Corollary 3.4 ] obtained the following sufficient condition for the directional differentiabilitiy of the value function under the MFCQ and the CR regularity which are both weaker than the usual regularity condition LICQ.
Proposition 2. 
Since MPECs reduce to NLPs when m = 0, Theorem 3.11 shows that in Janin's sufficient conditions, the CR regularity can be replaced by the RCR regularity and the nonemptiness and the uniform compactness of the optimal solution mapping can be replaced by a weaker condition called the restricted inf-compactness as defined in Definition 3.8. The following is an example for which Theorem 3.11 can be used to show the directional differentiability of the value function while Proposition 2.5 cannot be used.
Example 2.6. Consider the problem
It is not difficult to verify that the optimal solution of the above problem is (1, min(−p, 0)). Thus, the value function is V(p) = min 2 (−p, 0) + p, which is differentiable at p * = 0, and the optimal solution for p * = 0 is x * = (1, 0). The active index set of inequality constraints at x * is I * g = {1, 2}. Note that in Definition 2.4, in order to satisfy the CR regularity, taking J = ∅, the family of gradients {∇ x g i (x, p)| i ∈ I * g } must have the same rank for each (x, p) in some neighborhood of (x * , p * ). But since the family of gradients
has rank one at x * but rank two near x * when x 2 = 0, the CR regularity does not hold at x * . Thus, Proposition 2.5 fails to be applied to this situation. However, since the family of gradients
has constant rank for each I ⊆ I * g and for all (x, p) in some neighborhood of (x * , p * ), the RCR regularity holds at x * . Then, by Theorem 3.11, we can obtain the directional differentiability of the value function.
In the rest of this subsection, we review some sufficient conditions for the directional differentiability of the value function in certain directions under the RCR regularity condition, which are obtained by Minchenko and Stakhovski [20] , and then indicate our improvements. The lower Dini directional derivative of set-valued mapping F at a point (p
(see [18, Corollary 6.26] ). Moreover, the equality holds provided that the RCR regularity holds as stated in the following lemma.
Lemma 2.7 (see [20, Corollary 2]). If the RCR regularity holds at x
Recall that the set-valued mapping
The following result shows that the RCR regularity condition is slightly stronger than the calmness condition.
Lemma 2.8 (see [20, Lemma 5] ). If the RCR regularity holds at 
Since NLPs can be considered as a special case of MPECs with m = 0, Theorem 3.9 shows that, in order to obtain the differentiability of the value function as in Proposition 2.9, the functions {f, g, h} are only needed to be C 1 and the nonemptiness and the uniform compactness of the optimal solution mapping can be replaced by the weaker restricted inf-compactness. The following example illustrates this point.
Example 2.10. Consider the problem
where g 1 (x, p) := x + p and
It is not difficult to see that the feasible region of the above problem is {x | − p ≤ x ≤ 3 − p}, the optimal solution is x * = 3 for p * = 0, and around p * = 0, the value function
It is easy to verify that the RCR regularity holds at the optimal solution x * . Moreover, g 2 is C 1 but not C 1,1 around the optimal solution. Thus, Proposition 2.9 fails to be applied to this situation. However, we can get the directional differentiability of the value function by Theorem 3.9.
3. Directional differentiability of the value function. In this section, we study the directional differentiability of the value function for (MPEC p ) under the assumptions that all the involved functions {f, g, h, G, H} are C 1 and C ≡ n1 . For a given feasible point x * ∈ X (p * ), we define the following index sets:
The MPEC generalized Lagrangian function of (MPEC p ) is given by
We say that
We define the set of generalized S-multipliers at
We say that x * ∈ X(p * ) is a B-stationary point or a piecewise stationary point of
where
The following constraint qualifications are useful in the subsequent analysis. Definition 3.1 (see [28] ). We say that MPEC-LICQ holds at x * ∈ X (p * ) if the gradients
The following condition is a parametric version of the MPEC-RCR constraint qualification introduced in [8] . It extends the RCR regularity (see Definition 2.4) to the MPEC setting. It is weaker than the MPEC-LICQ, the MPEC Linear CQ (i.e., all constraint functions are linear with respect to x), and the MPEC constant rank constraint qualification (MPEC-CRCQ) but it is not comparable to the MPEC-NNAMCQ; see [8] 
For the sake of simplicity, we denote
where − denotes the nonpositive orthant {v ∈ | v ≤ 0} and
. . .
Thus, the feasible region of (MPEC p ) can be rewritten as X (p) := {x | F (x, p) ∈ Λ}. By direct calculation, we have (see, e.g., [8, 14] )
. By the definition of the lower Dini directional derivative of set-valued mappings, there exists o(t) such that
Thus, by Taylor's theorem, we have
Then, it is easy to see that
To this end, we first show that
It follows from [14, Lemma 5.3] that
Since − and {0} are convex and closed, it follows from [2, Proposition 2.55] that for each j,
Moreover, by direct calculation, it is not hard to get that for each j,
Thus, it suffices to show that
. It remains true for any of its components. Thus, we have
In a similar way, we can show that the converse part also holds. Therefore, we have
. Then, by the definition, we have
By the definition of inner tangent cone, we have
Thus, it follows from the MPEC R-regularity in direction d p and the above equality that
The proof is complete. Next we investigate some sufficient conditions to ensure that the directional MPEC R-regularity in Lemma 3.3 holds. To this end, for x * ∈ O(p * ), we let
Note that X T (p) is the so-called tightened constraint region of problem (MPEC p ) [28] .
where C is the set defined in (3.4) . Proof. To complete the proof, we consider the following five cases:
In conclusion, we have the desired result.
Lemma 3.5. Suppose that the set-valued mapping X is MPEC-RCR regular at
Proof. We will show the desired result by mathematical induction. First we show that the MPEC R-regularity holds when the number m of complementarity constraints is 0. Note that in this case F (x, p) = (g(x, p), h(x, p) )
Then it is easy to see that RCR regularity holds at (x k , p k ) for each k sufficiently large. By the definition of the projection,x k is an optimal solution of the following optimization problem for each k sufficiently large:
Then it follows from [19, Theorem 1] thatx k is a KKT point of the above problem, i.e., there exist multipliers (λ k , μ k ) such that 
It follows from (3.6) that for each k sufficiently large,
This means that for each k sufficiently large, we have
which contradicts (3.5). Thus, X is MPEC R-regular at x * ∈ X (p * ) in direction d p when m = 0.
Next we show that the MPEC R-regularity holds when m = 1. To this end, we consider the following two constraint systems:
It is easy to verify that
Thus, by the definition of the lower Dini directional derivative of set-valued mappings, we have
To complete the proof, we consider the following three cases.
(
Moreover, we have 0 = G 1 (x * , p * ) < H 1 (x * , p * ) which indicates that, for any (x, p) sufficiently close to (x * , p * ),
Moreover, the MPEC-RCR regularity assumption implies that X 1 is RCR regular at x * ∈ X 1 (p * ). This and (3.7) indicate from the first part of the proof that the MPEC R-regularity holds at x * ∈ X 1 (p * ) in direction d p . Then it follows from (3.8) that there exist κ > 0 and δ > 0 such that for each x ∈ B δ (x * ) and t ∈ (0, δ),
In the same way as (i), we can show the desired result in this case.
The MPEC-RCR regularity assumption implies that both X 1 and X 2 are RCR regular at x * . This and (3.7) imply from the first part of the proof that the MPEC R-regularity holds at x * ∈ X 1 (p * ) ∩ X 2 (p * ). Thus there exist κ > 0 and δ > 0 such that for each x ∈ B δ (x * ) and t ∈ (0, δ),
Thus, it follows from the above inequalities and Lemma 3.4 that for any x ∈ B δ (x * ) and t ∈ (0, δ),
In conclusion, the MPEC R-regularity holds at x * ∈ X (p * ) in direction d p when m = 1. In a similar way, we can show that if the MPEC R-regularity holds when m ≤ k, then the MPEC R-regularity holds when m = k + 1. By mathematical induction, we have shown that X is MPEC R-regular at x * ∈ X (p * ) in direction d p and hence from Lemma 3.3 we have
The proof is complete.
Since X T (p) coincides with X (p) around (x * , p * ) when J * = ∅ (i.e., the strict complementarity holds at x * ∈ X (p * )), we have the following result immediately.
Corollary 3.6. Suppose that the set-valued mapping X is MPEC-RCR regular at x
* ∈ X(p * ) and the strict complementarity condition holds at
By making use of the piecewise programming approach, we can obtain the following MPEC version of Lemma 2.8.
Clearly, x * ∈ X J (p * ) and the RCR regularity holds at x * ∈ X J (p * ) for each J ⊆ J * . Then, for each J ⊆ J * , by Lemma 2.8, there exist δ J > 0 and κ J > 0 such that, for any p ∈ B δJ (p * ) and
Since it is not hard to verify that X (p) = J ⊆J * X J (p) around (x * , p * ), we can get the desired result by setting κ := max J ⊆J * κ J and δ := min J ⊆J * δ J .
Motivated by Proposition 2.9, we study the directional derivative of the value function V under the MPEC-RCR regularity. Note that Theorem 3.9 only requires that the constraint functions are C 1 and the following restricted inf-compactness holds.
Definition 3. min dx∈L(x * ,p * ;dp)
Proof. If the restricted inf-compactness holds, then it follows from [3, page 246] that V(p) is lower semicontinuous at p * . But for the sake of completeness, we give a brief proof here. Let
Assume to the contrary that lim k→∞ V(p k ) < V(p * ). Then, by the restricted infcompactness, there exists a bounded sequence {x
Without loss of generality, we assume that x k →x as k → ∞. Then, by the outer semicontinuity of X (i.e., its graph is closed), we havex ∈ X (p * ). Thus,
which gives a contradiction and then V is lower semicontinuous at p * . We now show that V is continuous at p
which implies that V is upper semicontinuous at p
by Lemma 3.5 and the MPEC-RCR regularity assumption,
, by the definition of the lower Dini directional derivative of set-valued mappings, there exists o(t) such that
Therefore, it is easy to get
On the other hand, let {t k } be a positive sequence converging to 0 such that
It follows from (3.13) that
Thus, it is easy to see that there exists k 0 > 0 such that
where 0 is defined as in Definition 3.8. Let
Without loss of generality, we assume that x k →x. Obviously,x ∈ X (p * ) by the outer semicontinuity of X . Since
it follows that
Since the MPEC-RCR regularity holds atx ∈ O(p * ), it follows from Lemma 3.7 that for each sufficiently large k, there exist κ > 0 independent of k and a sequence
It follows that for each k sufficiently large,
Since it is easy to see that {
} is bounded, we assume without loss of generality
Therefore, it follows from (3.14) and (3.15) that
This and (3.12) indicate that
Next we consider the directional derivative of value function from the dual perspective. For each x * ∈ O(p * ), we consider the piecewise feasible region X J defined as in (3.9) associated with x * ∈ O(p * ) and let L J (x * , p * ; d p ) be the x-projection of the linearization cone of ghp X J at (p * , x * ). It is not hard to verify that
* is an optimal solution for each piecewise problem. Moreover, by the MPEC-RCR regularity assumption, the RCR regularity holds at x * ∈ X J (p * ) and hence B J (x * , p * ) = ∅ for each J ⊆ J * (see, e.g., [19, Theorem 1] ). It follows from (3.17) and the duality theorem in linear programming that for each
Therefore, we have from (3.16) and (3.18) that
in Theorem 3.9 restricts the range of the differentiable directions. We next investigate how to expand the range. To this end, we need the following lemma. The result extends the metric regularity result from the case of additive perturbation, i.e., when F (x, p) := F (x) − p (see, e.g., [27, Example 9 .44]), to the case of nonadditive perturbation.
Lemma 3.10 (see [9, Lemma 3.1] ). If the MPEC-NNAMCQ holds at x * ∈ X (p * ), i.e.,
then there exist δ > 0 and κ > 0 such that 
is to ensure that
and then to make use of the fact that
Since the MPEC-NNAMCQ holds, we get from Lemmas 3.3 and 3.10 that
Moreover, it follows from [27, Exercise 6.39] that
This implies that for any given d p , there exists d x such that
That is to say, L(x * , p * ; d p ) = ∅. Thus, the desired result is obtained easily from the proof of Theorem 3.9.
Formula (3.10) has an explicit combinatorial construction corresponding to complementarity constraints. Obviously,
Thus, we have the following lower estimate for the directional derivative:
We next give a result which relieves the combinatorial aspects under the MPEC-LICQ. 
where (λ, μ, u, v 
It is not difficult to verify that the inf-compactness in Definition 3.13 is stronger than the restricted inf-compactness in Definition 3. 
Thus, to show the first part, by the inf-compactness around p * , it suffices to show that there exists δ 0 ∈ (0, δ] such that the set {x ∈ X (p) | f (x, p) ≤ α} = ∅ for each p ∈ B δ0 (p * ), where α and δ are defined as in Definition 3.13. We now show that, under the MPEC-LICQ, the set {x
Since the MPEC-LICQ holds at x * for p = p * , by the implicit function theorem, there exist neighborhoods V 1 and V 2 of p * and x * , respectively, and a smooth function x(·) : V 1 → V 2 such that x(p * ) = x * and x(p) satisfies the above system (3.19). Then, it is easy to see that
≤ α} is nonempty. Consequently, the nonemptiness and boundedness assumption holds.
We next show the converse part. Assume to the contrary that the inf-compactness does not hold. That is, for each
By the assumption, we let α k = V(p k ) and, by the nonemptiness and boundedness assumption, we let
, which gives a contradiction. The proof is complete.
We next give an example to show that the assumption of the second part of Theorem 3.14 is necessary even for nonlinear programs and then show that Corollary 3.12 may be applied to more cases than [11, Theorem 2] . (see Figure 1) . Clearly, f is C 1 in x. Moreover for each p, the LICQ holds at the unique optimal solution x * = −1. Thus, the nonemptiness and uniform compactness condition holds. However, the optimal value function V(p) = −p 2 is increasing as p → 0 and hence the assumption of the second part of Theorem 3.14 fails. Moreover, it is easy to see that, for any α > V(0), the α-level set of f (x, p) is unbounded for any p and hence the inf-compactness around p * = 0 does not hold. Thus, [11, Theorem 2] fails to be applied to this situation but by Corollary 3.12, we can have the directional differentiability of the value function.
Theorem 3.14 and Example 3.15 show that the nonemptiness and uniform compactness of the optimal solution mapping and the MPEC-LICQ are strictly weaker than the inf-compactness and the MPEC-LICQ. Moreover, it is easy to see that the restricted inf-compactness is strictly weaker than the nonemptiness and uniform compactness of the optimal solution mapping. Therefore, Corollary 3.12 improves [11, Theorem 2] .
In the rest of this section, we study the differentiability of the localized optimal value function. The following definition and lemmas will be useful.
Definition 3.16 (see [8] ). We say that the S-multiplier refined second-order sufficient condition (S-RSOSC) holds at
Lemma 3.17 (see [8] 
Lemma 3.18 (see [9] [8] and was shown to be a constraint qualification for M-stationarity in [7] , is weaker than the MPEC relaxed constant rank constraint qualificiation (MPEC-RCRCQ) and MPEC-NNAMCQ.
From 
Thus, x 0 is a global minimizer of (MPEC p ) overB δ1 (x * ) and by δ 0 ≤ δ1 2 , it is easy to see that x 0 is a local minimizer of (MPEC p * ), which implies that it is an M-stationary point by the fact that the MPEC-NNAMCQ implies that any local minimizer is an M-stationary point. Thus, problem (3.20) has a uniquely and globally optimal solution x * for p = p * . Since the MPEC-NNAMCQ holds at x * , it follows from Lemma 3.10 that there exist κ > 0 and δ > 0 such that, for each p ∈ B δ (p * ),
It follows from the continuity of F in p and the last inequality that there exists δ > 0 such that, for each p ∈ Bδ(p * ), dist(x * , X (p) ≤ δ 0 . Thus, the feasible region of problem (3.20) is nonempty and hence the desired result is obtained. The proof is complete.
We denote by W and O the value function and the optimal solution mapping of problem (3.20) , respectively. Note that x * is the uniquely and globally optimal solution of (3.20) for p = p * and the constraint x − x * 2 ≤ δ 0 is not active at x * . By Corollary 3.12 and Theorem 3.19, we have the following result immediately. Since the MPEC strong second order sufficient condition (MPEC-SSOSC) in the sense of [11] is much stronger than the S-SROSC as the critical cone in [11] is much bigger, the following result improves [11, Theorem 1] . 
