A good model is one that 'fits' the data well, in the sense that the values predicted by the model are in close agreement with those observed. In logistic regression, we obtain the predicted values (event (1) or not event (0)) using the fitted probabilities of the occurrence of an event.
From logit to probability in SAS In the previous lecture, we modelled the log odds of remaining drug free as a function of AGE, NDRUGTX, IVHX, TREAT and SITE. The fitted model is ln Prob(DFREE = 1) 1 − Prob(DFREE = 1) = −2.37 + 0.052 × AGE −0.062 × NDRUGTX − 0.64 × IVHX −0.79 × IVHX 2 + 0.46 × TREAT +0.12 × SITE
We also saw how to estimate the probability of remaining drug free for 12 months based on the fitted model. We can also request that SAS construct these probabilities for each subject in the data. The Hosmer-Lemeshow GOF test (cont.)
2. Sum the probabilities in each decile. This is the expected number of events within each decile.
3. Construct a usual 'observed -expected' chi-square statistic.
The null hypothesis for the Hosmer and Lemeshow test is that the data fit the model. Therefore you want to fail to reject the null hypothesis. In other words, you do not want to find evidence that the data differ significantly from the fitted model. 
Pearson residuals
We analyze residuals to identify problems with the fitted model. The Pearson residual, r j , is defined as follows:
• j indexes a given covariate pattern (e.g. 40 year-olds with no prior drug treatments, recent history of injecting drug use, randomized to long arm at site B)
• y j is the total number of positive responses for covariate pattern j
• m j is the total number of observations with covariate pattern j
•π j is the estimated probability of a positive response for covariate pattern j
Pearson residuals (cont.)
The summary measure based on the Pearson residuals is a chi-square statistic,
where J is the total number of covariate patterns and k is the number of covariates in the model. 
where J is the total number of covariate patterns and k is the number of covariates in the model.
Residual plots in SAS
SAS provides a number of default plots based on the Pearson and deviance residuals that allow us to identify outlying observations and covariate patterns that are poorly fit by the model. We will focus on the following plots. What values are "too big"?
In logistic regression we have to rely primarily on visual assessment, as the distribution of the diagnostics under the hypothesis that the model fits is known only in certain limited settings. In practice, an assessment of "large" is a judgement call based on experience and the particular set of data being analyzed.
Investigating poorly fit observations
From the plots of the Pearson and deviance residuals, and ∆X 2 j and ∆D j versus the case index, we identify two observations that appear to be poorly fit by the data. One has an index close to 0 and the other has an index close to 500. 
