We present an amplitude analysis of the decay D 0 → K − π + π + π − based on a data sample of 2.93 fb −1 acquired by the BESIII detector at the ψ(3770) resonance. With a nearly background free sample of about 16000 events, we investigate the substructure of the decay and determine the relative fractions and the phases among the different intermediate processes. Our amplitude model includes the two-body decays 1260), accounting for a fit fraction of 54.6%.
We present an amplitude analysis of the decay D 0 → K − π + π + π − based on a data sample of 2.93 fb −1 acquired by the BESIII detector at the ψ(3770) resonance. With a nearly background free sample of about 16000 events, we investigate the substructure of the decay and determine the relative fractions and the phases among the different intermediate processes. Our ). Due to a large branching fraction and low background it is well suited to use as a reference channel for other decays of the D 0 meson [1] . An accurate knowledge of its resonant substructure and the relative amplitudes and phases are important to reduce systematic uncertainties in analyses that use this channel for reference. In particular, the lack of knowledge of the substructure leads to one of the largest systematic uncertainties in the measurement of the absolute branching fractions of the D hadronic decays [2] . The knowledge of the decay substructure in combination with a precise measurement of strong phases can also help to improve the measurement of the CKM angle γ (the phase of V cb relative to V ub ) [3] . In the measurement of γ, the parametrization model is an important input information in a model dependent method and also can be used to generate Monte Carlo (MC) simulations to check the sensitivity in a model independent method [4] . Furthermore, the branching fractions of intermediate processes can be used to understand the D 0 −D 0 mixing in theory [5, 6] .
The decay D 0 → K − π + π + π − was studied by Mark III [7] and E691 [8] In this paper, a data sample of about 2.93 fb −1 [9, 10] collected at the ψ(3770) resonance with the BESIII detector in 2010 and 2011 is used. We perform an amplitude analysis of the decay D 0 → K − π + π + π − (the inclusion of charge conjugate reactions is implied) to study the resonant substructure in this decay. The ψ(3770) decays into a D 0D0 pair without any additional hadrons. We employ a double-tag method to measure the branching fraction. In order to suppress the backgrounds from other charmed meson decays and continuum (QED and qq) processes, only the decay modeD 0 → K + π − is used to tag the D 0D0 pair. A detailed discussion of background can be found in Sec. III. The amplitude model is constructed using the covariant tensor formalism [11] .
II. DETECTION AND DATA SETS
The BESIII detector is described in detail in Ref. [12] . The geometrical acceptance of the BESIII detector is 93% of the full solid angle. Starting from the interaction point (IP), it consists of a main drift chamber (MDC), a time-of-flight (TOF) system, a CsI(Tl) electromagnetic calorimeter (EMC) and a muon system (MUC) with layers of resistive plate chambers (RPC) in the iron return yoke of a 1.0 T superconducting solenoid. The momentum resolution for charged tracks in the MDC is 0.5% at a transverse momentum of 1 GeV/c.
Monte Carlo (MC) simulations are based on GEANT4 [13] . The production of ψ(3770) is simulated with the KKMC [14] package, taking into account the beam energy spread and initial-state radiation (ISR). The PHOTOS [15] package is used to simulate the finalstate radiation (FSR) of charged tracks. The MC samples, which consist of ψ(3770) decays to DD, non-DD, ISR production of low mass charmonium states and continuum processes, are referred to as "generic MC" samples. The EvtGen [16] package is used to simulate the known decay modes with branching fractions taken from the Particle Data Group (PDG) [1] , and the remaining unknown decays are generated with the LundCharm model [17] . The effective luminosities of the generic MC samples correspond to at least 5 times the data sample luminosity. They are used to investigate possible backgrounds. The decay
+ has the same final state as signal and is investigated using a dedicated MC sample with the decay chain of
+ is generated according to CLEO's results [18] . In amplitude analysis, two sets of signal MC samples using different decay models are generated. One sample is generated with an uniform distribution in phase space for the D 0 → K − π + π + π − decay, which is used to calculate the MC integrations and called the "PHSP MC" sample. The other sample is generated according to the results obtained in this analysis for the
It is used to check the fit performance, calculate the goodness of fit and estimate the detector efficiency, and is called the "SIGNAL MC" sample.
III. EVENT SELECTION
Good charged tracks are required to have a point of closest approach to the interaction point (IP) within 10 cm along the beam axis and within 1 cm in the plane perpendicular to beam. The polar angle θ between the track and the e + beam direction is required to satisfy | cos θ| < 0.93. Charged particle identification (PID) is implemented by combining the energy loss (dE/dx) in the MDC and the time-of-fight information from the TOF. Probabilities P (K) and P (π) with the hypotheses of K or π are then calculated. Tracks without PID information are rejected. Charged kaon candidates are required to have P (K) > P (π), while the π candidates are required to have P (π) > P (K). The average efficiencies for the kaon and pions in 
and
where p D and E D are the reconstructed momentum and energy of a D candidate, E beam is the calibrated beam energy. The signal events form a peak around zero in the ∆E distribution and around the D 0 mass in the M BC distribution. We require −0.03 < ∆E < 0.03 GeV for the K + π − final state, −0.033 < ∆E < 0.033 GeV for the K − π + π + π − final state and 1.8575 < M BC < 1.8775 GeV/c 2 for both of them. The corresponding ∆E and M BC of selected candidate are shown in Fig. 1 , where the background is negligible.
To ensure the D 0 meson is on shell and improve the resolution, the selected candidate events are further subjected to a five-constraint (5C) kinematic fit, which constrains the total four-momentum of all final state particles to the initial four-momentum of the e + e − system, and the invariant mass of signal side K − π + π + π − constrains to the D 0 mass in PDG [1] . We discard events with a χ 2 of the 5C kinematic fit larger than 40. In order to suppress the background of 
where
is the signal yield with background subtracted but without efficiency correction applied and ǫ is the corresponding efficiency obtained from the SIGNAL MC sample, which is generated according to the results of fit to data whose peaking background estimated from the generic MC sample.
, which are quoted from the PDG [1] . According to Eq. (3), the number of peaking background events (N peaking ) is estimated to be 96.8 ± 14.5.
All other backgrounds from DD,and non-DD decays are studied with the generic MC sample. Their total contribution is estimated to be less than ten events, of which 5.5 and 2.0 are from the D 0D0 decays and the non-DD decays, respectively. These backgrounds are neglected in the following analysis and their effect is considered as a systematic uncertainty, as discussed in Sec. VI 2.
IV. AMPLITUDE ANALYSIS
The decay modes which may contribute to the Table I , where the symbols S, P, V, A, and T denote a scalar, pseudoscalar, vector, axial-vector, and tensor state, respectively. The letters S, P , and D in square brackets refer to the relative angular momentum between the daughter particles. The amplitudes and the relative phases between the different decay modes are determined with a maximum likelihood fit. 
A. Likelihood function construction
The likelihood function is the product of the probability density function (PDF) of the observed events. The signal PDF f S (p j ) is given by
where ǫ(p j ) is the detection efficiency parametrized in terms of the final four-momenta p j . The index j refers to the different particles in the final state. R 4 (p j )dp j is the standard element of the four-body phase space [11] , which is given by
M (p j ) is the total decay amplitude which is modeled as a coherent sum over all contributing amplitudes
where the complex coefficient c n = ρ n e iφn (ρ n and φ n are the magnitude and phase for the n th amplitude, respectively) and A n (p j ) describe the relative contribution and the dynamics of the n th amplitude. In four-body decays, the intermediate amplitude can be a quasi-two-body decay or a cascade decay amplitude, and A n (p j ) is given by (7) where the indices 1 and 2 correspond to the two intermediate resonances. Here, P α n (m α ) and
are the propagator and the Blatt-Weisskopf barrier factor [19] , respectively, and F D n (p j ) is the Blatt-Weisskopf barrier factor of the D 0 decay. The parameters m 1 and m 2 in the propagators are the invariant masses of the corresponding systems. For nonresonant states with orbital angular momentum between the daughters, we set the propagator to unity, which can be regarded as a very broad resonance. The spin factor S n (p j ) is constructed with the covariant tensor formalism [11] . In practice, the presence of the two π + mesons imposes a Bose symmetry in the
This symmetry is explicitly accounted for in the amplitude by exchange of the two pions with the same charge.
The contribution from the background is subtracted in the likelihood calculation by assigning a negative weight to the background events
where N data is the number of candidate events in data, w
and N bkg are the weight and the number of events from the background MC sample, respectively. In the nominal fit, only the peaking background The normalization integral is determined by a MC technique taking into account the difference of detector efficiencies for PID and tracking between data and MC simulation. The weight for a given MC event is defined
where ǫ j,data (p j ) and ǫ j,MC (p j ) are the PID or tracking efficiencies for charged tracks as a function of p j for the data and MC sample, respectively. The efficiencies ǫ j,data (p j ) and ǫ j,MC (p j ) are determined by studying the
− sample for data and the MC sample respectively. The MC integration is then given by
where k MC is the index of the k th MC event of the MC sample and N MC is the number of the selected MC events.
is the PDF function used to generate the MC samples in MC integration. In the numerator of Eq. (4), ǫ(p j ) is independent of the fitted variables, so it is regarded as a constant term in the fit.
Spin factors
Due to the limited phase space available in the decay, we only consider the states with angular momenta up to 2. As discussed in Ref. [11] , we define the spin projection operator P (S) µ1···µSν1···νS for a process a → bc as
for spin 1,
for spin 2. The covariant tensorst
for the final states of pure orbital angular momentum L are constructed from relevant momenta
Ten kinds of decay modes used in the analysis are listed in Table I . We useT 
Blatt-Weisskopf barrier factors
The Blatt-Weisskopf barrier factor [19] F L (p j ) is a function of the angular momentum L and the fourmomenta p j of the daughter particles. For a process a → bc, the magnitude of the momentum q of the daughter b or c in the rest system of a is given by
with
where z = qR. R is the effective radius of the barrier, which is fixed to 3.0 GeV −1 for intermediate resonances and
X L=2 (q) = 13
Propagator
The resonancesK * 0 and a + 1 (1260) are parametrized as relativistic Breit-Wigner function with a mass depended width
where m 0 is the mass of resonance to be determined. Γ(m) is given by
where q 0 denotes the value of q at m = m 0 . The K − 1 (1270) is parametrized as a relativistic Breit-Wigner function with a constant width Γ(m) = Γ 0 , and the ρ 0 is parametrized with the Gounaris-Sakurai line shape [20] , which is given by
and the function h(m) is defined as 
where m π is the charged pion mass. The normalization condition at P GS (0) fixes the
Parametrization of the Kπ S-wave
For the Kπ S-wave [denoted as (Kπ) S−wave ], we use the same parametrization as BABAR [21] , which is extracted from scattering data [22] . The model is built from a Breit-Wigner shape for theK * 0 (1430) 0 combined with an effective range parametrization for the nonresonant component given by
where a and r denote the scattering length and effective interaction length. F (φ F ) and R (φ R ) are the relative magnitudes (phases) for the nonresonant and resonant terms, respectively. q and Γ(m Kπ ) are defined as in Eq. (14) and Eq. (20), respectively. In the fit, the parameters M , Γ, F , φ F , R, φ R , a and r are fixed to the values obtained from the fit to the [21] , as summarized in Table II . These fixed parameters will be varied within their uncertainties to estimate the corresponding systematic uncertainties, which is discussed in detail in Sec. VI 1. 
B. Fit fraction and the statistical uncertainty
We divide the fit model into several components according to the intermediate resonances, which can be found in Sec. V. The fit fractions of the individual components (amplitudes) are calculated according to the fit results and are compared to other measurements. In the calculation, a large phase space (PHSP) MC sample with neither detector acceptance nor resolution involved is used. The fit fraction for an amplitude or a component (a certain subset of amplitudes) is defined as
, N gen is the number of the PHSP MC events.
To estimate the statistical uncertainties of the fit fractions, we repeat the calculation of fit fractions by randomly varying the fitted parameters according to the error matrix. Then, for every amplitude or component, we fit the resulting distribution with a Gaussian function, whose width gives the corresponding statistical uncertainty.
C. Goodness of fit
To examine the performance of the fit process, the goodness of fit is defined as follows. Since the D 0 and all four final states particles have spin zero, the phase space of the decay
are the number of the observed events and the expected number determined from the fit results in the p th cell, respectively, and n is the total number of cells. The number of degrees of freedom (NDF) ν is given by ν = (n−1)−n par , where n par is the number of the free parameters in the fit.
V. RESULTS
In order to determine the optimal set of amplitude that contribute to the decay D 0 → K − π + π + π − , considering the results in PDG [1] , we start with the fit including the components with significant contribution and add more amplitude in the fit one by one. The corresponding statistical significance for the new amplitude is calculated with the change of the log-likelihood value ∆ln L, taking the change of the degrees of freedom ∆ν into account.
In the K − π + and π + π − invariant mass spectra, there are clear structures forK * 0 and ρ 0 . The intermediate res-
In the π + π + π − invariant mass spectrum, a broad bump appears. We find this bump can be fitted as a + 1 (1260), which was also observed by the Mark III [7] experiment. If it is fitted with a nonresonant (ρ 0 π + ) A amplitude instead, we find that the significance for a + 1 (1260) with respect to (ρ 0 π + ) A is larger than 10σ. The threebody nonresonant states come from two kinds of con-
can be in a pseudoscalar, a vector or an axial-vector state, while the We keep the processes with significance larger than 5σ for the next iteration. The fit involving both the K − a + 1 (1260) and the nonresonant K − (ρ 0 π + ) A contribution does not result in a significantly improvement of fit, but the fit fractions of the two amplitudes are much different with the assumption of only K − a + 1 (1260) and are nearly 100% correlated. We avoid this kind of case and only consider the resonant term, in agreement with the analysis of Mark III [7] . For the process
[S] →K * 0 π − , the corresponding significance is found to be 4.3σ only, but we still include it in the fit since the corresponding Dwave process is found to have a statistical significance of larger than 9σ. Better projections in the invariant mass spectra and an improved fit quality χ 2 are also seen with this S-wave process included. small fit fraction, and we fix its mass and width to the PDG values [1] . The a + 1 (1260) has a mass close to the upper boundary of the π + π + π − invariant mass spectrum. Therefore, we determine its mass and width with a likelihood scan, as shown in Fig. 2 . The scan results are m a + 1 (1260) = 1362 ± 13 MeV/c 2 ,
where the uncertainties are statistical only. The mass and width of a Our nominal fit yields a goodness of fit value of χ 2 /ν = 843.445/748 = 1.128. To calculate the statistical significance of a process, we repeat the fit process without the corresponding process included, and the changes of loglikelihood value and the number of free degree are taken into consideration. The projections for eight invariant mass and the distribution of χ are shown in Fig. 3 . All of the components, amplitudes and the significance of amplitudes are listed in 
VI. SYSTEMATIC UNCERTAINTIES
The source of systematic uncertainties are divided into four categories: (I) amplitude model, (II) background estimation, (III) experimental effects and (IV) fitter performance. The systematic uncertainties of the free parameters in the fit and the fit fractions due to different contributions are given in units of the statistical standard deviations σ stat in Tables VII-IX. These uncertainties are added in quadrature, as they are uncorrelated, to obtain the total systematic uncertainties. 
.9 ± 0.6 ± 0.6 24.2 ± 2.5 ± 6 23 ± 2 ± 3 
, where the dots with error are data, and curves are for the fit projections. The small red histograms in each projection shows the values within their uncertainties. All the change of the results with respect to the nominal one are taken as the systematic uncertainties.
Background estimation
The sources of systematic uncertainty related to the background include the amplitude and shape of the background
, and the other potential backgrounds. The uncertainties related to the background
+ is estimated by varying the number of background events within 1σ of uncertainties and changing the shape according to the uncertainties in PDF parameters from CLEO [18] . The uncertainty due to the the other potential background is estimated by including the corresponding background (estimated from generic MC sample) in the fit.
Experimental effects
The uncertainty related to the experimental effects includes two separate components: the acceptance difference between MC simulations and data caused by tracking and PID efficiencies, and the detector resolution. To determine the systematic uncertainty due to tracking and PID efficiencies, we alter the fit by shifting the γ ǫ (p) in Eq. (9) within its uncertainty, and the changes of the nominal results is taken as the systematic uncertainty. The uncertainty caused by resolution is determined as the difference between the pull distribution results obtained from simulated data using generated and fitted four-momenta, as described in Sec. VI 4.
Fitter performance
The uncertainty from the fit process is evaluated by studying toy MC samples. An ensemble of 250 sets of SIGNAL MC samples with a size equal to the data sample are generated according to the nominal results in this analysis. The SIGNAL MC samples are fed into the event selection, and the same amplitude analysis is performed on each simulated sample. The pull variables,
, are defined to evaluate the corresponding uncertainty, where V input is the input value in the generator, V fit and σ fit are the output value and the corresponding statistical uncertainty, respectively. The distribution of pull values for the 250 sets of sample are expected to be a normal Gaussian distribution, and any shift on mean and widths indicate the bias on the fit values and its statistical uncertainty, respectively.
Small biases for some fitted parameters and fit fractions are observed. For the pull mean, the largest bias is about 19% of a statistical uncertainty with a deviation of about 3.0σ from zero. For the pull width, the largest shift is 0.87 ± 0.04, about 3.0 standard deviations from 1.0. We add in quadrature the mean and the mean error in the pull and multiply this number with the statistical error to get the systematic error. The fit results are given in Tables X∼XII. The uncertainties in Tables X∼XII are  the 
2.69 0.13 0.10 0.07 2.70
6.27 0.04 0.10 0.12 6.27 TABLE XI. Pull mean and pull width of the pull distributions for the different components from simulated data using either the generated or fitted four-momenta. TABLE XII. Pull mean and pull width of the pull distributions for the phases and fit fractions of different amplitudes, from simulated data using either the generated or fitted four-momenta. 
0.12 ± 0.06 1.00 ± 0.04 0.11 ± 0.06 1.00 ± 0.04 
0.00 ± 0.07 1.05 ± 0.05 −0.02 ± 0.07 1.04 ± 0.05
0.10 ± 0.06 0.98 ± 0.04 0.08 ± 0.06 0.98 ± 0.04
0.08 ± 0.06 0.93 ± 0.04 0.06 ± 0.06 0.92 ± 0.04
0.01 ± 0.06 1.01 ± 0.05 −0.02 ± 0.06 1.00 ± 0.04
0.14 ± 0.07 1.12 ± 0.05 0.12 ± 0.07 1.11 ± 0.05
Fit fraction Generated p i Fitted p i pull mean pull width pull mean pull width 
The results are summarized in Table XIII 
