This paper develops a control framework for a network of energy harvesting nodes connected to a Base Station (BS) over a multiple access channel. Due to fluctuations in energy availability and, possibly, energy outages, the number of nodes attempting channel access is random and varies over time. Thus, each node must carefully adapt its access probability to the network state to optimize network performance. In order to reduce the complexity of network control, a lightweight and flexible design framework is proposed where energy storage dynamics are replaced by dynamic average power constraints at each node, induced by the time correlated energy supply. The BS adapts the access probability of the "active" nodes (those currently under a favorable energy harvesting state) so as to maximize throughput. The resulting policy takes the form of access probability as a function of the local energy harvesting state and number of active nodes. The structure of the throughput-optimal policy is analytically derived for the genieaided case of non-causal knowledge of the number of active nodes. Inspired by it, a Bayesian estimation approach is presented for the more practical scenario where the BS estimates the number of active nodes. The proposed scheme is shown to outperform by 20% a scheme in which the nodes operate based only on local state information, and to be robust against the impact of energy storage dynamics at a fraction of the complexity.
I. INTRODUCTION
Important technological trends within the Internet of Things (IoT), such as Smart City and Urban IoT systems [1] , push for the development of network solutions providing long range communication capabilities to mobile devices distributed over large geographical areas. Wireless cellular networks may play a key role toward the practical deployment of such systems.
However, recent cellular network standards are not designed to support machine-to-machine and computational services such as those that will characterize future large-scale IoT systems, for the following reasons: 1) IoT devices and services will be expected to generate sporadic and low-intensity traffic; and 2) the potentially huge number of IoT devices interconnected through a single base station (BS) will generate significant signaling and control traffic, which may become the bottleneck of the system. Low-Power Wide Area Networks (LPWAN), and its LoRaWAN TM specification [2] , were proposed to meet these characteristics [3] , [4] , and provide connectivity between short range (e.g., Bluetooth) and long-range cellular communications. These networks exploit unlicensed frequency bands to create star topologies directly connected to a gateway, and are specifically designed to provide wide area coverage and ensure connectivity to a large number of low-power devices.
Another key enabler of the IoT is energy harvesting [5] , which enables long-term and autonomous sensing and communication operations [6] . Unfortunately, the limited energy input rate of most energy harvesting technologies, such as vibration, light, thermal energy extraction and wireless energy harvesting [7] , is only suitable for low-power applications with lightweight on-device sensing, processing and communication requirements. LPWAN technologies are a perfect match to this class of applications. However, sensible design of channel access strategies is necessary to efficiently use the scarce energy resources with minimal coordination and control overhead.
In this paper, we consider a network of energy harvesting nodes connected to a gateway Base Station (BS) over a multiple access channel in a LPWAN. Due to fluctuations in energy availability and, possibly, energy outages, the number of nodes attempting channel access is random and varies over time, based on energy availability. Thus, we propose a control framework in which nodes make channel access decisions based on their local harvesting state, as well as the harvesting state of the other nodes in the network. Consistently with LPWAN, we consider a simple centralized architecture where the BS sporadically controls the access probability of the wireless nodes with minimal overhead. Under the assumption of binary Markovian energy harvesting, we derive the structure of the throughput-optimal access policy for the genie-aided case with network state information at the BS. Inspired by it, we present a Bayesian framework for the more practical scenario where the BS makes control decisions based on estimates of the network harvesting state.
LPWAN are expected to support the operation of a large number of devices through a single BS. This requirement poses a severe challenge in network design and optimization: the state space grows exponentially with network size as S N , where S is the state space of a single node. With energy harvesting, S may also be very large, since it should specify the state of charge of the rechargeable battery of each node, typically difficult and costly to estimate [8] , as well as the state of the ambient energy source (e.g., "high" or "low" as in [9] ). Therefore, network adaptation should be based on the state and dynamics of the energy storage element of each node, which can become unmanageable even for small networks [10] . Thus, there is a need to develop complexity reduction techniques for the design, analysis and optimization of LPWANs with energy harvesting. To address this challenge, in this paper we propose a state space reduction technique based on the idea of replacing energy storage dynamics with dynamic average power constraints induced by the time correlated energy supply. Hence, local and global control are based on the state of the ambient energy harvesting process (e.g., "high" or "low"), rather than the current state of charge of each device (or an estimate of it), thus enormously reducing complexity.
The design of energy harvesting networks has received huge interest in the research community [11] - [14] . The problem of 2 random access, similar to this paper, is studied in [15] , for the case with i.i.d. energy harvesting and local state information. Energy management policies under time-correlated energy harvesting is studied in [9] for the case of a single node. In this paper, we extend these results to multiple access networks under time-correlated energy harvesting, and provide a form of network control via the BS (as opposed to local control).
Numerical results demonstrate that energy harvesting provides a natural mechanism of partial network coordination: the devices can tune their transmission parameters based on the estimated harvesting network state, and reduce the detrimental effect of collisions. The proposed strategy outperforms by 20% a fully decentralized scheme where nodes make decisions based only on their local energy harvesting state [15] . Our proposed approximation is shown to perform well even when battery dynamics are taken into account.
This paper is organized as follows. In Sec. II, we present the system model and, in Sec. III, the analysis; we provide numerical results in Sec. IV, and concluding remarks in Sec. V. Due to space constraints, the proofs are provided in [16] .
II. SYSTEM MODEL
Consider a network of N Energy Harvesting (EH) nodes, indexed by n = 1, 2, . . . , N, communicating over a shared channel to a gateway. Time is slotted with slot duration T , and transmissions are synchronous.
Energy harvesting model: Each node harvests ambient energy. We model the harvested energy as i.i.d. across nodes. In each node, it is characterized by a two-state Markov chain with states {L, H}, where L denotes the "low" EH state, and H the "high" EH state. We let λ S , S ∈ {L, H} be the average power harvested in state S ∈ {L, H}, with λ H > λ L ≥ 0. 1 Thus, in state S, a node receives, on average, λ S T Joules of energy in one slot. We denote the state of the nth node in slot k as S n,k ∈ {L, H}. The transition probability from L to H is denoted as p H , and that from H to L as p L , where 1 − p H − p L > 0 (positive memory). Hence, at steady state,
Battery dynamics: Each node has an internal energy storage element (either rechargeable battery or super-capacitor) of capacity e max [Joules] to store the harvested ambient energy. Denote the internal state of node n at the beginning of slot k as E n,k . This state evolves according to the dynamics
where 0 ≤ C n,k ≤ E n,k is the energy consumed by the node in slot k, and A n,k ≥ 0 is the energy harvested in slot k. The dynamics of {E n,k , k ≥ 0} over the network n ∈ {1, 2, . . . , N} introduce a severe design challenge, since (E 1,k , E 2,k , . . . , E N,k ) ∈ [0, e max ] N becomes part of the network state. The exponential growth of the state space with N challenges the practical optimization and analysis of communication and networking protocols.
In order to reduce the state space of the system and thus enable lightweight and flexible network control, we note that the time correlation in the harvested ambient energy, coupled with battery dynamics, approximately induce a state dependent average power constraint
where P n,k = C n,k /T is the average power consumed in one slot. Indeed, if (3) is violated, the battery tends to discharge, leading to energy outage. Motivated by this observation, in this paper we neglect the battery dynamics (2), and we replace them with average power constraints (3) in the "high" and "low" EH states. This approach significantly reduces the complexity of network control, since the network state (E 1,k , E 2,k , . . . , E N,k ) ∈ [0, e max ] N and its dynamics given by (2) need not be taken into account. The difficulty with this approach is that the average power constraint varies dynamically and randomly with the energy harvesting state, as opposed to battery-powered networks, where the power constraint is fixed. Therefore, the number of nodes with sufficient energy to attempt channel access is random and varies over time, requiring careful adaptation of the access probability via network control, developed in Sec. III.
Communication model: Each node is backlogged with data to transmit. Transmissions occur probabilistically for each node according to a random access scheme, with transmission power P tx > 0. We let q n,k be the access probability of node n in slot k, as specified in Sec. III.
Each node transmits in one of B>0 orthogonal channels chosen at random. We assume a collision model, i.e., the transmission succeeds if and only if one node transmits on a given channel. For instance, in a CDMA based system [17] , B corresponds to the number of orthogonal spreading sequences, chosen randomly from each transmitting device. If two devices select the same spreading sequence, then a collision occurs and the transmission fails. In contrast, if they select mutually orthogonal spreading sequences, then they can suppress their mutual interference and their transmissions succeed. Based on this model, the instantaneous expected throughput, function of the vector of access probabilities across the network, q k = (q 1,k , q 2,k , . . . , q N,k ), is given by
In fact, node n transmits in channel i ∈ {1, 2, . . . , B} with probability q n,k /B. The transmission succeeds if none of the other nodes transmit on the same channel, with probability
. The expression (4) is finally obtained by adding together the individual throughputs in each channel, and for each node.
Performance metric and optimization problem: For this transmission model, the power constraints in (3) induce a constraint on the access probabilities given bȳ
Since q n,k ≤1, the constraint becomes inactive when λ S ≥P tx . We define the average long-term network throughput as
Both (5) and (6) are functions of some policy μ, which governs the selection of access probabilities by each device, depending on the information available at the central or local controller. The goal is to determine μ * so as to maximize the network throughput, i.e.,
In the next section, we address the optimization problem (7) by considering three scenarios differing in the amount of state information available at the local or central controller. In this paper, we focus on the special case λ L =0 (no energy harvested in the "low" EH state, so that q n,k =0 when S n,k =L) and one channel B=1. We leave the more general case λ L ≥0 and B≥1 for future investigations.
III. ANALYSIS OF ADAPTIVE MULTIPLE-ACCESS POLICIES
In this section, we design access policies for three different scenarios:
• Local EH state, where each node has only local knowledge of its EH state S n,k (Sec. III-A); • Genie-aided, where each node knows the number of "active" nodes (those in the "high" EH state) (Sec. III-B); • Bayesian, where the gateway infers the number of active nodes based on the observed network operation; for this case, we will leverage the "genie-aided" policy to design a low-complexity policy applicable to this scenario of more practical interest (Sec. III-C).
A. Local EH state
In this case, q n,k is a function of S n,k only. We thus define the policy q n,k = μ S n,k , 2 where μ H and μ L are the access probabilities in the "high" and "low" EH states, respectively. Thus, (5) becomes
since q n,k = 0 for nodes in the "low" EH state. At steady state, the EH states are independent across the network, yieldinḡ
where we have defined the average long-term access probability for each node,
Note from (8) that
By maximizingR μ in (9) over 0 ≤q ≤ q max , we obtain
yielding, from (10) and (11),
B. Genie-aided
In the genie-aided case, node n knows S n,k and the number of active nodes, denoted as N H,k N m=1 χ(S m,k = H) at time k, where χ(·) is the indicator function. Thus, q n,k is adapted based on (S n,k , N H,k ), according to the policy
Since q n,k =0 in the "low" EH state, we have μ L (m)=0, ∀m ∈ {0, 1, . . . , N}. At steady state, the number of active nodes, node n excluded, N H,k −χ(S n,k =H), is a binomial random variable with parameter π H and N −1 trials. Thus, the average access probability in the "high" EH state is given bȳ
It follows that the network throughput is given bȳ
since N H,k is binomial with N trials and parameter π H , and each of the active nodes transmit with probability μ H (N H,k ) .
The optimization problem thus becomes
Theorem 1 provides the structure of μ * H (·). We let λ H,max
and φ ∈ (0, 1) is the unique value such that (15) is satisfied with equality. Finally, if λ H ≥ λ H,max , then
According to Theorem 1, when λ H is small (≤ P tx π N −1 L ), transmissions are allowed only when a unique node is active (N H,k = 1). In fact, allowing multiple nodes to transmit (when N H,k > 1) would incur performance degradation due to collisions. On the other hand, for larger λ H , there is an energy surplus that can be used to allocate transmissions to multiple nodes also when N H,k > 1. If, further, λ H < λ H,max , the constraint (15) on the access probability holds with equality. 4 However, when λ H ≥ λ H,max , the constraint (15) becomes loose. This is because, with N H,k = m active nodes, the instantaneous expected throughput mμ H (m)(1−μ H (m)) m−1 is maximized by μ * H (m) = 1 m . Transmitting with probability larger than 1/m would incur throughput degradation and higher energy cost. Thus, there is no benefit in using the surplus of energy available.
In the previous theorem, when P tx π N −1 L <λ H <λ H,max , φ should be determined so that (15) is satisfied with equality, with μ H (m) given by the solution of (19) . In order to solve this numerically, note that the left hand side of (19) is a strictly decreasing function of μ H (m) ∈ (0, 1/m). Hence, the solution of (19) can be determined via the bisection method [18] , and is a decreasing function of φ. From this it also follows that Q H (μ) is a decreasing function of φ. Thus, φ can be found numerically using the bisection method [18] . We refer the interested reader to [16] for details on these algorithms.
C. Bayesian scheme
In this case, the gateway observes the sequence {t k , k ≥ 0} of the number of nodes that attempted transmission in slot k. This information becomes available at the gateway at the end of slot k, and, in practice, can be inferred by monitoring the interference level over the channel. We assume that the identity of these nodes is not known. Based on t k =(t 0 , t 1 , . . . , t k−1 ) available at the beginning of slot k, the gateway computes a posterior probability distribution (belief) over the number of active nodes N H,k . Denote such belief as β k i.e., β k (m) P(N H,k = m|t k , μ (k) ), m = 0, 1, . . . , N, (21) where μ (k) = (μ H,0 , μ H,1 , . . . , μ H,k−1 ) is the vector of access probabilities used by the active nodes up to slot k. Given β k , the gateway selects the access probability μ k for the active nodes in slot k and broadcasts this control information to the whole network.
Then, t k is observed and the new belief becomes
where we have defined P N (m|m ) P (N H,k+1 =m|N H,k =m ) . Above, t k is a binomial random variable with parameter μ k and N H,k trials, and thus P(t k |μ k , N H,k =m ) is given by
Additionally, N H,k+1 =N H,k −x+y, where x≤N H,k is the number of nodes (out of N H,k nodes) that switch from the "high" to the "low" EH state, and y=x+N H,k+1 −N H,k is the number of nodes (out of N −N H,k nodes) that become active, so that P N (m|m ) is given by
Note that P N (m|m ) is independent of μ k . Therefore, it can be computed only once at initialization of the system, and updated when the EH conditions change.
Since in this scenario information on N H,k is only partially available, the optimization of the access probability μ k as a function of the belief β k can be expressed as a Partially Observable Markov Decision Process [19] . This optimization has high complexity due to the high-dimensional belief space. In this paper, in order to reduce the complexity, we choose μ k so that, given β k , the expected network power consumption is the same as in the genie-aided case with N H,k distributed according to β k , i.e.,
yielding
Under such μ k , the instantaneous expected throughput for a given belief β k is given bỹ
Note that any feasible scheme with partial network state information needs to satisfy the power constraints (5) . With μ k given by (26), this is guaranteed by the following theorem.
Theorem 2. Under the policy μ k in (26), the average power consumption in the "high" EH state is the same as that under the genie-aided scheme.
IV. NUMERICAL RESULTS We provide simulation results for a system with the following parameters: N =20 nodes; transition probabilities p H =4 × 10 −3 and p L =20 × 10 −3 ; normalized transmission power P tx = 1. The harvesting power in the "high" EH state, λ H , is varied in [0, λ H,max ].
In Fig. 1 , we plot the curve of the network throughput R μ versus the average harvested power per node π H λ H , obtained by varying λ H ∈ [0, λ H,max ]. As expected, Local EH state performs the worst, due to the lack of coordination among nodes. In contrast, Genie-aided performs the best: the "high" and "low" EH states provide a natural mechanism of partial coordination for the nodes, which can tune their transmission parameters based on the number of active nodes. Finally, Bayesian exhibits intermediate performance, due to the imperfect knowledge on the number of active nodes.
In Fig. 2 , we evaluate via simulation the quality of the approximations introduced by replacing the battery dynamics (2) with dynamic power constraints (3). We define an energy quantum as the quantity P tx T , corresponding to the energy required to transmit over one slot. We assume that the EH process in the "high" EH state is Bernoulli distributed, i.e., one energy quantum is received with probability λ H /P tx , otherwise no energy is received. Each transmission consumes one energy quantum. For this evaluation, we let λ H = λ H,max . Note that the performance under "battery dynamics" incurs a performance degradation with respect to their corresponding "approximation". This is a result of the fact that, when the battery dynamics are taken into account, energy outage (empty battery) and energy overflow (full battery) may occur. The degradation decreases for larger e max , since energy overflow becomes less significant. Nevertheless, Bayesian outperforms Local EH state by up to 20%, even when battery dynamics are accounted for. Thus, the approximation developed in this paper reduces significantly the optimization complexity, while preserving the goodness of the solutions. Interestingly, for large battery capacity, Local EH state evaluated under "battery dynamics" approaches its "approximation", whereas a gap remains in Bayesian. This gap is due to the fact that, in Bayesian, transmissions depend on the number of active nodes N H,k , which exhibit temporal correlation. As a result, the transmission sequence of a node also exhibits temporal correlation. This may cause larger fluctuations in the state of charge of the battery, and thus, more frequent energy outages and overflows. This effect is less relevant in Local EH state, since transmissions are independent of N H,k . V. CONCLUSIONS In this paper, we considered the design of adaptive multiple access policies for LPWAN energy harvesting IoT systems. In order to reduce the complexity of network control, we proposed an optimization framework which replaces energy storage dynamics with dynamic average power constraints induced by the time correlated energy supply. We derived the structure of the throughput-optimal genie-aided access policy and, based on it, we proposed a Bayesian estimation approach to address the more practical scenario where the number of "active" nodes needs to be estimated based on the observed network transmission pattern. We demonstrated by simulation that the proposed scheme outperforms by 20% a scheme in which the nodes operate based only on local state information, and performs well even when energy storage dynamics are taken into account. Local EH state (approximation) Local EH state (battery dynamics) Bayesian (approximation) Bayesian (battery dynamics) Figure 2 . Network throughput vs battery capacity. "Approximation" refers to our proposed solution which neglects battery dynamics; "battery dynamics" is an evaluation which takes into account these dynamics.
