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Fonte principale: Paolo Baldi – Calcolo delle probabilità e statistica. 
1 – I problemi della statistica induttiva 
Stima di parametri.  Da valutazioni campionarie di una variabile aleatoria si vuole pervenire a una stima dei 
suoi parametri caratteristici. 
Esempio 1.  Una macchina produce pezzi meccanici, alcuni dei quali risultano difettosi.  Si vuole stimare la 
probabilità p che ciascun singolo pezzo sia difettoso, osservando il numero di pezzi difettosi in un numero 
prestabilito di pezzi prodotti (per esempio 1000).  Si suppone che la qualità di ciascun pezzo (cioè, se è buono 
oppure difettoso) sia indipendente dalla qualità di ciascuno degli altri, cosicché il numero di pezzi difettosi su N 
pezzi osservati segue la legge binomiale B N, p( ) , dove il parametro p è sconosciuto. 
Esempio 2.  Il peso di ciascun pomodoro prodotto in una azienda agricola si può pensare come una variabile 
aleatoria con distribuzione normale.  Dalla pesata di un campione di N pomodori si vogliono dedurre 
informazioni su media µ  e varianza !2  del peso aleatorio di ogni pomodoro.  Questa volta i parametri 
incogniti sono due, ovvero il parametro è bidimensionale: ! = µ,"2( ) .  In realtà, in un problema come questo è 
principalmente il valore di µ  che interessa; tuttavia la variabile aleatoria esaminata è caratterizzata non solo da 
µ , bensì dalla coppia ! = µ,"2( ) ; ciò crea maggiori difficoltà nella stima di µ . 
È consuetudine indicare come abbiamo fatto sopra il parametro incognito (scalare o vettoriale) con ! , e 
indicare con !  (la maiuscola di ! ) l'insieme in cui !  può assumere i suoi valori.  Negli esempi precedenti, 
! = 0,1[ ]  per l’esempio 1; ! = 0,+"[ [ # 0,+"[ [  per l’esempio 2. 
Talvolta ciò che si desidera stimare è !  medesimo, in particolare quando  è uno scalare; in altri casi si vuole 
stimare una funzione ! "( )  del parametro ! ; è il caso dell’Esempio 2, se siamo interessati solamente a µ : in 
questo caso ! "( ) = µ .  In effetti potrebbe essere utile stimare anche la varianza !2 , la quale dà informazioni 
sulla omogeneità della produzione. 
Ci riferiremo al valore di  ancora con il termine “parametro”. 
Si chiama modello statistico una famiglia di spazi di probabilità  ! ,A , P"( )"#$( )  con P!  dipendente dal 
parametro ! ;  una osservazione è un vettore X = X1,… , Xn( )  di variabili aleatorie definite su ! ; 
 x! fn x !( )  è la densità di probabilità per X, condizionata al valore !  del parametro ossia (nel caso di densità 
continua), 
P! X "A( ) = fn x !( ) dxA# . 
Nell’Esempio 2 avremmo 
 
x = x1,… , xn( )! 1
2!( )n2
e
" 1
2#2
x1"µ( )2+…+ xn"µ( )2( )
. 
Nel caso di variabili discrete, avremo una densità discreta: nell’Esempio 1 la variabile aleatoria incognita è la 
indicatrice del difetto di ciascun pezzo prodotto, che vale 1 se il pezzo è difettoso, 0 se è buono; una 
osservazione di numerosità n è un vettore aleatorio X = X1,… , Xn( )  in cui ciascuna Xi  può valere 1 (con 
probabilità p) oppure 0 (con probabilità 1! p ).  Il parametro incognito è ! = p , in questo caso scalare.  Lo 
spazio !  è ! = 0,1{ } ; la probabilità P!  ha densità discreta rappresentata da 
P! X = x1 ,… , xn( )( ) = pk " 1# p( )n#k    con   k = xi
i=1
n
!  
(k indica il numero di pezzi difettosi, ricordando il significato delle Xi ; ciascuna xi  è uguale a 1 oppure a 0, 
cosicché k conta quante volte nella lista x1 ,… , xn( )  appare il valore 1). 
!
! "( )
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2 – Problemi di stima 
Consideriamo un modello statistico  ! ,A , P"( )"#$( )  e una funzione ! :"# Rm  del parametro 
(eventualmente vettoriale) ! ; nei casi più semplici è m = 1 .  Sia t :Rn! Rm  una funzione sufficientemente 
regolare.  La funzione della osservazione X = X1 ,…, Xn( )  descritta da T = t X1 ,…, Xn( )  si chiama una 
statistica. 
Se i valori di t appartengono al codominio di ! , T si chiama uno stimatore di ! "( ) .  Intuitivamente, questo 
significa assumere T come approssimazione di ! "( ) .  Il più semplice esempio è la media campionaria come 
stimatore della media µ  di una variabile aleatoria incognita: 
T = t X1,… , Xn( ) = 1n X1 +…+ Xn( )  
La media campionaria, definita come sopra, è il più ragionevole stimatore di ! = p  dell’Esempio 1; in quel 
caso p è in effetti anche la media della variabile aleatoria incognita, che vale 1 con probabilità p, e vale 0 con 
probabilità 1! p .  La media campionaria appare quindi adatta per stimare p, poiché la Legge dei grandi numeri 
assicura che, per n! +" , tende a 0 la probabilità che T differisca da p più di uno scarto prestabilito a piacere. 
Tuttavia, uno stimatore di ! "( )  è una qualunque funzione delle osservazioni, non necessariamente legata al 
significato che di volta in volta assume ! "( ) .  Per questa ragione è necessario trovare dei criteri per stabilire 
quali sono i “buoni” stimatori. 
Definizione (stimatore corretto).  T = t X1,… , Xn( )  si dice che è uno stimatore corretto di ! "( )  se per ogni 
! "#  risulta E! T( ) = " !( )  (E! T( )  rappresenta la media di T relativamente alla probabilità P! ). 
Uno stimatore non corretto si dice distorto. 
La proprietà di uno stimatore T, di essere corretto, è in genere una qualità apprezzabile per utilizzare T come 
approssimazione di ! "( ) , quantunque vi siano esempi di buoni stimatori che non godono di questa proprietà. 
Una situazione frequente in questo tipo di problemi è quella – realizzata anche nei due esempi su esposti – in 
cui l’osservazione è costituita da una sequenza X1,… , Xn  di variabili aleatorie indipendenti e equidistribuite, 
cioè con la stessa legge.  Se f!  è la densità di probabilità di ciascuna Xi  (per un dato ! "# ), la densità 
congiunta di X = X1,… , Xn( )  è fn x1 ,… , xn( ) !( ) = f! x1( ) "…" f! xn( ) , come abbiamo visto negli esempi. 
In questa situazione diremo che un vettore aleatorio X = X1,… , Xn( )  è un campione di rango (o numerosità) n. 
Stimatori per media e varianza.  Sia X = X1,… , Xn( )  un campione di rango n di variabili indipendenti ed 
equidistribuite, con speranza matematica finita per ogni ! "# .  La media campionaria X = 1n X1 +…+ Xn( )  è 
uno stimatore corretto della media comune di ciascuna Xi  
Infatti, per la linearità della speranza matematica, qualunque sia ! "#  si ha 
 E! X( ) = 1n E
! X1( ) +…+ E! Xn( )( ) = E! Xi( ) . 
Supponiamo ora le Xi  con media e varianza finite, per ogni ! "# , e andiamo alla ricerca di uno stimatore 
corretto per la varianza var! Xi( ) .  È opportuno distinguere due casi: il primo, più semplice, in cui la media è 
nota, e vale µ ; il secondo, più vicino alle situazioni concrete, nel quale né la media né la varianza di Xi  sono 
conosciute. 
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Nel primo caso prendere come stimatore di var! Xi( )  il numero !2 =
1
n Xi "µ( )
2
i=1
n
# .  Questo è uno stimatore 
corretto per var! Xi( ) , infatti E! "2( ) = E! 1n Xi #µ( )
2
i=1
n
$
%
&
'
(
)
* =
1
n E
! Xi #µ( )2( )
i=1
n
$ = var! Xi( ) . 
Nel secondo caso (media ignota) sembra spontaneo usare come stimatore di var! Xi( )  un’espressione analoga a 
quella di !2 , con µ  sostituito dal suo stimatore X , cioè !2 = 1n Xi " X( )
2
i=1
n
# .  Calcoliamo la media E!  di 
!2 ; ricordiamo che se lo stimatore è corretto, dovremmo ottenere E! "2( ) = var! Xi( ) . 
Nel calcolo che segue si utilizza il fatto che Xi
i=1
n
! = n X . 
(1) Xi ! X( )2
i=1
n
" = Xi2
i=1
n
" ! 2X Xi
i=1
n
" + X2
i=1
n
" = Xi2
i=1
n
" ! n X2 . 
Poi, per definizione di varianza è var! Xi( ) = E! Xi2( )" E! Xi( )2 , quindi 
(2) E! Xi2( ) = var! Xi( ) + E! Xi( )2 ; 
analogamente E! X2( ) = var! X( ) + E! X( )2 ; ma 
var! X( ) = var! 1n X1 +…+ Xn( )
"
#$
%
&' =
1
n2 var! X1 +…+ Xn( ) =
1
n var! Xi( ) , e E
! X( ) = E! Xi( ) , quindi 
(3) E! X2( ) = 1n var! Xi( ) + E! Xi( )
2 . 
Adesso, sostituendo in (1) le espressioni di (2) e (3) otteniamo: 
E! Xi " X( )2
i=1
n
#
$
%
&
'
(
) = E! Xi2
i=1
n
# " n X2
$
%
&
'
(
) = E! Xi2
i=1
n
#
$
%
&
'
(
) " E! n X2( ) = nE! Xi2( )" nE! X2( ) =
= n var! Xi( ) + E! Xi( )2( )" n 1n var! Xi( ) + E! Xi( )2$%& '() = n "1( )var! Xi( )
 
e quindi, infine 
E! "2( ) = n #1n var! Xi( )  
cosicché !2  non è uno stimatore corretto di var! Xi( ) .  Il risultato ottenuto mostra altresì che uno stimatore 
corretto per var! Xi( )  è 
S2 = 1n !1 Xi ! X( )
2
i=1
n
" . 
Intervalli di confidenza.  Sia 0 < ! <1 .  Siano T1 = t1 X1,… , Xn( ) , T2 = t2 X1,… , Xn( )  due statistiche per 
campioni di rango n; sia IX = T1,T2[ ] .  Si dice che IX  è un intervallo di confidenza (o di fiducia) per ! "( ) , di 
livello 1!" , se per ogni ! "#  si ha 
P! " !( )#IX( ) $1%& . 
Va osservato che l’evento ! "( )#IX  è aleatorio nel secondo membro, perché T1  e T2  sono variabili aleatorie; 
invece ! "( )  è certo, quantunque ignoto. 
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È evidente che l’interesse di un intervallo di confidenza è tanto maggiore quanto più !  è piccolo, quindi è 
vicino a 1 il livello di confidenza 1!" .  Assai frequentemente si usa individuare intervalli di confidenza “al 
95%”, vale a dire con ! = 0,05 . 
Spesso gli intervalli di confidenza si determinano “intorno” a uno stimatore T del parametro osservato; ecco 
alcuni esempi. 
Esempio 3 (riprende l’Esempio 1).  Una macchina produce pezzi meccanici; in un campione di 1000 pezzi ne 
sono stati trovati 27 difettosi.  Determinare un intervallo di confidenza al 95% per il parametro ! = p  
(probabilità che un singolo pezzo prodotto dalla macchina sia difettoso). 
Abbiamo visto che il modello statistico di questo problema conduce a un campione di rango 1000 con legge 
binomiale.  Il parametro !  ha come stimatore corretto la media campionaria X = 11000 X1 +…+ X1000( ) ; con i 
nostri dati abbiamo X = 271000 = 0,027 .  Cerchiamo un intervallo di confidenza per !  centrato attorno a questo 
valore; questo riesce facilmente applicando l’approssimazione della distribuzione binomiale con la normale: se 
Y ha distribuzione binomiale B n,!( )  e n!  è abbastanza grande, allora la legge di Z = Y !n"
n" 1!"( )
 è bene 
approssimata da N 0,1( ) , normale standard.  La media campionaria di n prove bernoulliane è X = 1nY , 
cosicché Z si scrive anche nella forma: Z = n! 1"!( ) X " !( ) . 
Sia !  la funzione ripartizione di N 0,1( ) , per la quale esistono apposite tavole; sia ! > 0 .  Allora 
P X ! " # $( ) = P n" 1!"( ) X ! " # $ n" 1!"( )%&'
(
)* = P Z # $
n
" 1!"( )
%
&'
(
)* + 2, $
n
" 1!"( )
%
&'
(
)* !1 
Per eliminare nell’ultimo membro la dipendenza da !  osserviamo che per ogni ! " 0,1[ ]  è ! 1" !( ) # 14 , 
quindi n! 1"!( ) # 2 n , e poiché !  è crescente, P X ! " # $( ) # 2% 2$ n( )!1 . 
Una condizione sufficiente per avere P X ! " # $( ) # 0,95  è quindi che si abbia 2! 2" n( )#1$ 0,95 , ossia 
! 2" n( ) # 0,975 .  Dalle tavole di N 0,1( )  si ricava 2! n "1,96  e infine ! " 0,98n ; riassumendo, abbiamo 
concluso che P X ! " # 0,98n( ) # 0,95 ; quindi un intervallo di confidenza al 95% per !  associato al valore 
osservato X  è: X ! 0,98n , X +
0,98
n
"
#
$
%
 
Con i dati dell’esempio attuale, in cui X = 0,027  e n = 1000  abbiamo 0,98n =
0,98
1000 ! 0,031 , e l’intervallo di 
confidenza per !  risulta essere 0,027 ! 0,031; 0,027 + 0,031[ ] = !0,004 ; 0,58[ ] .  Non è un risultato molto 
soddisfacente: l’intervallo è piuttosto grande; si può comunque ridurre a 0 ; 0,058[ ]  perché !  non può essere 
negativo; vedremo in seguito che il calcolo può essere svolto in modo più preciso, ottenendo un intervallo di 
confidenza assai più ristretto 
Ora ci occupiamo in modo un poco più sistematico del problema di stabilire intervalli di confidenza per 
parametri di variabili aleatorie. 
3 – Stime di media e varianza per campioni gaussiani 
Stime per la media.  Siano Xi , i = 1, 2,…  variabili equidistribuite con legge N µ,!2( ) , e X = X1,… , Xn( )  
un loro campione di rango n.  Desideriamo costruire un intervallo di confidenza per µ . 
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Primo caso: la varianza !2  è nota.  La media e la varianza di X = 1n X1 +…+ Xn( )  valgono rispettivamente 
µ  e 1n!
2 , quindi Z = X !µ
" n =
n
"
X !µ( )  ha legge N 0,1( ) .  Perciò, per un ! > 0 , 
P X !µ " #( ) = P Z " n$ #
%
&'
(
)* = 2+
n
$
#
%
&'
(
)* !1  
(!  indica come sempre la funzione ripartizione di N 0,1( ) ).  Si vuole che questa probabilità valga (almeno) 
1!" .  Allora occorre che 
2! n
"
#
$
%&
'
() *1+1*, ; !
n
"
#
$
%&
'
() +1*
,
2 ;
n
"
# + -1*,2
; # + "n -1*,2  
(!1"#2
 è il quantile di ordine 1! "2  per N 0,1( ) , cioè il valore di z per cui ! z( ) = 1" #2 ) 
Riassumendo: abbiamo stabilito che P X !µ " #n $1!%2
&
'(
)
*+
= 1!% ; quindi vale 1!"  la probabilità che si abbia 
µ! X " #n $1"%2 , X +
#
n $1"%2
&
'(
)
*+
. 
Quest’ultimo è quindi un intervallo di confidenza per µ  al livello 1!" , associato al campione X. 
Secondo caso: la varianza !2  non è nota.  È il caso più vicino alle situazioni concrete, nelle quali !2  è 
ignota al pari di µ .  Si potrebbe sperare in un risultato analogo a quello poc’anzi ottenuto nel caso di !2  nota, 
con !2  sostituita dal suo stimatore corretto S2 ; in parte ciò si verifica, ma occorrono correzioni non 
trascurabili.  Esponiamo qui di seguito nozioni e teoremi necessari per affrontare questo problema (e altri); 
successivamente riprenderemo il problema della stima di media e varianza di una variabile gaussiana. 
Le leggi “Gamma”, “Chi-quadro” e “t” di Student; il Teorema di Cochran e le sue applicazioni. 
Si chiama funzione gamma la funzione ! :R+ " R+  definita da 
(1) ! "( ) = x"#1e#x dx0
+$
% . 
L’integrale non è, per valori generici di ! , calcolabile elementarmente; si vede però (con una integrazione per 
parti) che per ogni ! > 0  è 
(2) ! " !( ) = " ! +1( ) . 
Inoltre ! 1( ) = 1; quindi per ogni n intero positivo è 
(3) ! n( ) = n "1( )!  
Infine, la sostituzione t = x 12  dà ! 12( ) = 2 e"t2 dx0
+#
$ = %  (da cui è possibile dedurre, applicando (2), una 
formula per ! n + 12( ) , per ogni n intero positivo). 
Si chiama legge gamma di parametri !  e !  (entrambi positivi), abbreviata in ! ",#( ) , la legge di una 
variabile aleatoria con valori reali positivi e densità 
(4) f x( ) =
!"
# "( ) x
"$1e$!x se x > 0
0 altrimenti
%
&
'
(
'
 
Come caso particolare di ! ",#( )  si ottiene, per ! = 1 , la distribuzione esponenziale di parametro ! . 
Una proprietà importante delle leggi gamma è espressa nel seguente Teorema: 
Teorema.  Se X1  e X2  sono variabili aleatorie indipendenti, con leggi rispettivamente ! "1,#( )  e ! "2,#( )  
(!  è lo stesso per entrambe), allora la legge di X1 + X2  è ! "1 +"2,#( ) . 
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Dimostrazione. È noto che la densità della somma di due variabili aleatorie assolutamente continue è la 
convoluzione delle rispettive densità.  Indicato con g y( )  il valore in y della densità relativa a X1 + X2  e con 
f1, f2  le densità di X1  e X2  rispettivamente, allora 
 g y( ) = f1 x( ) f2 y ! x( ) dx
!"
+"#
$
%% = f1 x( ) f2 y ! x( ) dx
0
y#
$
%%  
(l’ultima uguaglianza si spiega osservando che f1, f2  sono nulle per valori negativi dell’argomento). 
Proseguiamo nel calcolo: 
 g y( ) = f1 x( ) f2 y ! x( ) dx
0
y"
#
$$ =
%&1
' &1( )
%&2
' &2( )
x&1!1e!%x y ! x( )&2!1e!% y!x( ) dx =
0
y"
#
$$  
 = !
"1
# "1( )
!"2
# "2( )
e$!y x"1$1 y $ x( )"2$1dx
0
y%
&
'' e ora poniamo x = t y : 
 =
!"1
# "1( )
!"2
# "2( )
e$!y t y( )"1$1 y $ t y( )"2$1 y dt =
0
1%
&'
 
 = !
"1
# "1( )
!"2
# "2( )
t"1$1 1$ t( )"2$1dt
0
1%
&'
(
)
*
+*
,
-
*
.*
/ y"1+"2$1e$!y = Costante /!"1+"2 y"1+"2$1e$!y . 
La parte che moltiplica la “Costante” è compatibile con l’espressione della densità di ! "1 +"2,#( ) ; la 
costante è univocamente determinata dal fatto che l’integrale su R di una densità di probabilità è uguale a 1; 
quindi deve essere quella che completa l’espressione della densità di ! "1 +"2,#( ) , ossia 1! "1+"2( ) . 
Ciò completa la dimostrazione; incidentalmente, abbiamo anche ottenuto la seguente formula 
(5) t!1"1 1" t( )!2"1dt
0
1#
$%
=
& !1( )& !2( )
& !1 +!2( )
 
per ogni !1,!2 > 0  
Il Teorema si estende alla somma di quante si vuole variabili  Xi ! ! "i ,#( ) , perché si può dimostrare che se 
X1 , X2 , X3  sono indipendenti, allora anche X1 + X2( )  e X3  sono indipendenti; quindi X1 + X2 + X3  ha legge 
! "1 +"2 +"3 , #( ) , eccetera: X1 +…+ Xn  ha legge ! "1 +…+"n , #( ) . 
La legge di X2 , con 
 
X ! N 0,!2( ) . 
Mostriamo che, se 
 
X ! N 0,!2( ) , allora 
 
X2 ! ! 12 , 12"2( ) . 
La densità di X è f x( ) = 1
! 2" e
# x2
2!2 .  Sia G la funzione ripartizione di X2 , G y( ) = P X2 ! y( ) .  Se y ! 0 , 
ovviamente G y( ) = 0 ; se y > 0  allora 
 G y( ) = P X2 ! y( ) = P " y ! X ! y( ) = 1# 2$ e
" x
2
2#2 dx
" y
y%
&
' = 2
1
# 2$ e
" x
2
2#2 dx
0
y%
&
' ;
 
ora poniamo x = t ; in questo modo si ha 
 G y( ) = 1
! 2" t
# 12 e#
t
2!2 dt
0
y$
%&
= 1
! 2" t
1
2#1e#
1
2!2
't dt
0
y$
%&
 
e quindi la densità è nulla per y ! 0 , e per y > 0  vale 
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 g y( ) = 1
! 2" y
1
2#1e#
1
2!2
$y
. 
Questa, nella parte non costante, è la densità di una ! 12 , 12"2( ) .  Come prima, siccome l’integrale su  !  di g 
deve dare 1, la costante è necessariamente determinata in modo da corrispondere a quella di ! 12 , 12"2( ) , che è 
 
1
2!2( )
1
2
" 12( )
= 1
! 2 " 12( )
. 
Come prima, otteniamo, oltre a quanto cercato, una interessante relazione: 
 
1
! 2" =
1
! 2 # 12( )
     da cui     !
1
2
"
#$
%
&' = (  
risultato già trovato in precedenza per altra via. 
In particolare, se  X ! N 0,1( )  allora  X
2 ! ! 12 , 12( ) . 
Osservazione.  L’espressione di g y( )  si sarebbe potuta ottenere (anche più semplicemente) derivando in base al 
Teorema fondamentale del Calcolo integrale rispetto a y la funzione ripartizione, ancora nell’espressione
 G y( ) = 2 1
! 2" e
# x
2
2!2 dx
0
y$
%
& . 
Si chiama Legge del Chi Quadrato con n gradi di libertà, indicata con !2 n( ) , la legge della variabile somma 
dei quadrati di n variabili aleatorie indipendenti X1 ,…, Xn  ciascuna con legge N 0,1( ) . 
Per ciascuna Xi  abbiamo visto che Xi
2 ! ! 12 , 12( ) ; per le proprietà delle distribuzioni gamma segue allora 
 
!2 n( ) ! " n2 , 12( )  
cioè, la densità di probabilità di !2 n( )  è 
g x( ) =
1
2 n2 !" n2( )
x n2#1e# x2 se  x > 0
0 se  x $ 0
%
&
''
(
'
'
 
Si chiama Legge t “di Student” con n gradi di libertà (e si scrive t n( ) ) le legge di una variabile aleatoria Z 
della forma 
Z = X
Y
n
= XY n  
con X, Y variabili aleatorie indipendenti con leggi rispettivamente N 0,1( )  e !2 n( ) . 
Si calcola l’espressione della densità di probabilità di t n( ) , che qui anticipiamo; subito dopo svolgeremo i 
calcoli per ricavare tale espressione: 
h u( ) =
! n+12( )
! n2( ) n"
1+ u
2
n
#
$%
&
'(
n+1
2
. 
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Svolgiamo il calcolo per ricavare l’espressione di h u( ) .  La funzione ripartizione di Z è per definizione 
F z( ) = P Z ! z( )  
ma anche 
F z( ) =
!"
z#
$%
h u( )du ; 
cercheremo quindi di scrivere P Z ! z( )  sotto forma di …
!"
z
# ; la funzione integranda che troveremo sarà la 
densità di probabilità di Z. 
Le densità di probabilità di X e Y sono rispettivamente 
f x( ) = 12! e
" 12 x
2
; g y( ) =
1
2
n
2 #$ n2( )
y
n
2"1e"
1
2 y se y > 0
0 se y % 0
&
'
(
)
(
 
Poiché è stabilito che X e Y siano indipendenti, la densità di probabilità della variabile bidimensionale X,Y( )  è 
f x( ) !g y( ) = 12" e
# 12 x2 ! 1
2 n2 !$ n2( )
x n2#1e#
y
2 = 1
2 n+12 " $ n2( )
x n2#1e#
1
2 y+x2( ) = a ! x n2#1e# 12 y+x2( )  
avendo indicato con a la costante che precede; s’intende y positivo. 
Se z è un numero reale qualunque, allora 
F z( ) = P XY n ! z
"
#$
%
&' = P X !
z Y
n
"
#$
%
&' = a 0
+()
*+ ,(
z y
n)
*+
yn2,1e,
1
2 y+x2( ) dx
"
#
$
%
&
' dy . 
Ora eseguiamo nell’integrale interno un cambiamento di variabile mirato a trasformare l’intervallo 
d’integrazione in !", z] ] .  Poniamo quindi x ny = u  ovvero x =
y
n u .  Si ricordi che in questa fase la variabile 
di integrazione è x (che verrà sostituita da u); y viene invece per ora trattata come costante.  Si ottiene 
F z( ) = a
0
+!"
#$ %!
z"
#$
yn2%1e%
1
2 y+
y
nu2( ) y
n du
&
'(
)
*+
dy = an 0
+!"
#$ %!
z"
#$
yn%12 e%
1
2 y 1+u
2
n( ) du&
'(
)
*+
dy =  
= an !"
z#
$% 0
+"#
$%
yn!12 e!
1
2 y 1+u
2
n( ) dy&
'(
)
*+
du ; 
nell’ultimo passaggio abbiamo scambiato l’ordine degli integrali; gli estremi non sono cambiati perché la 
frontiera del dominio d’integrazione attuale è formata da tratti di rette parallele agli assi. 
Nell’integrale interno (in cui la variabile d’integrazione è y) eseguiamo un cambiamento di variabile che, 
lasciando invariato l’intervallo d’integrazione 0,+![ [ , faccia apparire l’esponenziale come e!v .  Lo scopo è 
mettere in evidenza l’espressione di un valore della funzione gamma.  Poniamo dunque 12 y 1+ u
2
n( ) = v , cioè 
y = 2v 1+ u2n( )
!1
; in questo modo otteniamo 
F z( ) = an !"
z#
$% 0
+"#
$%
2 n!12 vn!12 1+ u2n( )
! n!12 e!v &2 1+ u2n( )
!1
dv
'
()
*
+,
du =  
 
= 2 n+12 an !"
z#
$%
1+ u2n( )
! n+12
0
+"#
$%
vn!12 e!v dv&
'(
)
*+
= , n+12( )
! "### $###
du = 2 n+12 an ,
n +1
2
&
'(
)
*+ !"
z#
$%
1+ u2n( )
! n+12 du . 
Infine ritorniamo a scrivere al posto di a la sua espressione effettiva: 
F z( ) = 1
2 n+12 ! " n2( )
2 n+12 # 1n "
n +1
2
$
%&
'
() *+
z,
-.
1+ u2n( )
* n+12 du =
" n+12( )
" n2( ) # n! *+
z,
-.
1+ u2n( )
* n+12 du  
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nella quale leggiamo l’espressione della densità di probabilità di Z: 
h u( ) =
! n+12( )
! n2( ) " n#
1+ u
2
n
$
%&
'
()
* n+12
. 
Si tratta di una funzione pari, il cui grafico ha una forma “a campana” simile alla densità di N 0,1( ) , ma 
converge a zero più lentamente, per x! ±" .  La diversità tra le due curve è sempre meno evidente quanto più 
n è grande; agli effetti pratici, quando n ! 30 si può utilizzare N 0,1( )  in sostituzione di t n( ) .  La seguente 
figura mostra, in grigio, la densità di N 0,1( ) ; in nero, con tratti diversi, le densità di t n( )  per i valori di n 1, 3, 
10 (al crescere di n le curve si avvicinano alla densità di N 0,1( ) ) 
 
Se !  è un numero compreso tra 0 e 1, conveniamo di indicare con 
t! n( ) : il quantile di ordine !  di una legge t n( ) ; 
!"2 n( ) : il quantile di ordine !  di una legge !2 n( )  
cioè t! n( )  è definito dalla relazione: P t n( ) ! t" n( )( ) = " , vale a dire, se F è la funzione ripartizione, 
F t! n( )( ) = ! , ovvero t! n( ) = F"1 !( ) .  Lo stesso vale per !"2 n( ) . 
La simmetria della distribuzione t n( )  implica proprietà per i quantili analoghe a quelle già viste per N 0,1( ) : 
t1!" n( ) = !t" n( ) ; 
 
P Z ! t1"#2 n( )( ) = #   ovvero, equivalentemente,  P Z ! t"2 n( )( ) = 1#" . 
Sono disponibili tavole che riportano quantili di t n( )  e !2 n( ) , per alcuni valori di n e per specifici valori di !  
di uso frequente nelle applicazioni, in particolare 0,9; 0,95; 0,975.  Inoltre molti software applicativi 
contengono già questi dati, con maggiore libertà di scelta per n e !  e maggiore praticità.  Riportiamo 
comunque una sintetica tavola con i quantili di t n( )  e una per !2 n( ) . 
￿4 ￿2 2 4
0.1
0.2
0.3
0.4
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Tavola dei quantili tα(n) della legge t di Student.
P(T < tα(n)) = α con T ∼ t(n)
0.9 0.95 0.975 0.99 0.995
1 3.0777 6.3138 12.7062 31.8205 63.6567
2 1.8856 2.9200 4.3027 6.9646 9.9248
3 1.6377 2.3534 3.1824 4.5407 5.8409
4 1.5332 2.1318 2.7764 3.7469 4.6041
5 1.4759 2.0150 2.5706 3.3649 4.0321
6 1.4398 1.9432 2.4469 3.1427 3.7074
7 1.4149 1.8946 2.3646 2.9980 3.4995
8 1.3968 1.8595 2.3060 2.8965 3.3554
9 1.3830 1.8331 2.2622 2.8214 3.2498
10 1.3722 1.8125 2.2281 2.7638 3.1693
11 1.3634 1.7959 2.2010 2.7181 3.1058
12 1.3562 1.7823 2.1788 2.6810 3.0545
13 1.3502 1.7709 2.1604 2.6503 3.0123
14 1.3450 1.7613 2.1448 2.6245 2.9768
15 1.3406 1.7531 2.1314 2.6025 2.9467
16 1.3368 1.7459 2.1199 2.5835 2.9208
17 1.3334 1.7396 2.1098 2.5669 2.8982
18 1.3304 1.7341 2.1009 2.5524 2.8784
19 1.3277 1.7291 2.0930 2.5395 2.8609
20 1.3253 1.7247 2.0860 2.5280 2.8453
21 1.3232 1.7207 2.0796 2.5176 2.8314
22 1.3212 1.7171 2.0739 2.5083 2.8188
23 1.3195 1.7139 2.0687 2.4999 2.8073
24 1.3178 1.7109 2.0639 2.4922 2.7969
25 1.3163 1.7081 2.0595 2.4851 2.7874
26 1.3150 1.7056 2.0555 2.4786 2.7787
27 1.3137 1.7033 2.0518 2.4727 2.7707
28 1.3125 1.7011 2.0484 2.4671 2.7633
29 1.3114 1.6991 2.0452 2.4620 2.7564
30 1.3104 1.6973 2.0423 2.4573 2.7500
40 1.3031 1.6839 2.0211 2.4233 2.7045
50 1.2987 1.6759 2.0086 2.4033 2.6778
60 1.2958 1.6706 2.0003 2.3901 2.6603
70 1.2938 1.6669 1.9944 2.3808 2.6479
80 1.2922 1.6641 1.9901 2.3739 2.6387
90 1.2910 1.6620 1.9867 2.3685 2.6316
100 1.2901 1.6602 1.9840 2.3642 2.6259
110 1.2893 1.6588 1.9818 2.3607 2.6213
120 1.2886 1.6577 1.9799 2.3578 2.6174
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Tavola dei quantili χ2α(n) della legge chi-quadrato.
P(Y < χ2α(n)) = α con Y ∼ χ2(n)
0.01 0.025 0.05 0.95 0.975 0.99
1 0.0002 0.0010 0.0039 3.8415 5.0239 6.6349
2 0.0201 0.0506 0.1026 5.9915 7.3778 9.2103
3 0.1148 0.2158 0.3518 7.8147 9.3484 11.3449
4 0.2971 0.4844 0.7107 9.4877 11.1433 13.2767
5 0.5543 0.8312 1.1455 11.0705 12.8325 15.0863
6 0.8721 1.2373 1.6354 12.5916 14.4494 16.8119
7 1.2390 1.6899 2.1673 14.0671 16.0128 18.4753
8 1.6465 2.1797 2.7326 15.5073 17.5345 20.0902
9 2.0879 2.7004 3.3251 16.9190 19.0228 21.6660
10 2.5582 3.2470 3.9403 18.3070 20.4832 23.2093
11 3.0535 3.8157 4.5748 19.6751 21.9200 24.7250
12 3.5706 4.4038 5.2260 21.0261 23.3367 26.2170
13 4.1069 5.0088 5.8919 22.3620 24.7356 27.6882
14 4.6604 5.6287 6.5706 23.6848 26.1189 29.1412
15 5.2293 6.2621 7.2609 24.9958 27.4884 30.5779
16 5.8122 6.9077 7.9616 26.2962 28.8454 31.9999
17 6.4078 7.5642 8.6718 27.5871 30.1910 33.4087
18 7.0149 8.2307 9.3905 28.8693 31.5264 34.8053
19 7.6327 8.9065 10.1170 30.1435 32.8523 36.1909
20 8.2604 9.5908 10.8508 31.4104 34.1696 37.5662
21 8.8972 10.2829 11.5913 32.6706 35.4789 38.9322
22 9.5425 10.9823 12.3380 33.9244 36.7807 40.2894
23 10.1957 11.6886 13.0905 35.1725 38.0756 41.6384
24 10.8564 12.4012 13.8484 36.4150 39.3641 42.9798
25 11.5240 13.1197 14.6114 37.6525 40.6465 44.3141
26 12.1981 13.8439 15.3792 38.8851 41.9232 45.6417
27 12.8785 14.5734 16.1514 40.1133 43.1945 46.9629
28 13.5647 15.3079 16.9279 41.3371 44.4608 48.2782
29 14.2565 16.0471 17.7084 42.5570 45.7223 49.5879
30 14.9535 16.7908 18.4927 43.7730 46.9792 50.8922
Per n > 30 si usa l’approssimazione
χ2α(n) ! 12
(
qα +
√
2n− 1
)2
qα rappresenta il quantile della v.a. Normale Standard.
Tavola dei quantili χ2α(n) della legge chi-quadrato.
P(Y < χ2α(n)) = α con Y ∼ χ2(n)
0.01 0.025 0.05 0.95 0.975 0.99
1 0.0002 0.0010 0.0039 3.8415 5.0239 6.6349
2 0.0201 0.0506 0.1026 5.9915 7.3778 9.2103
3 0.1148 0.2158 0.3518 7.8147 9.3484 11.3449
4 0.2971 0.4844 0.7107 9.4877 11.1433 13.2767
5 0.5543 0. 312 1.1 55 11.0705 12.8325 5.0863
6 0.8721 1.2373 1.6354 12.5916 14.4494 16.8119
7 1.2390 1.6899 2.1673 14.0671 16.0128 18.4753
8 1.6465 2.1797 2.7326 15.5073 17.5345 20.0902
9 2. 879 2 7004 3.3251 16.9190 19.0228 21.6660
10 2.5582 3.2470 3.9403 18.3070 20.4832 23.2093
11 3.0535 3.8157 4.5748 19.6751 21.9200 24.7250
12 3.5706 4.4038 5.2260 21.0261 23.3367 26.2170
13 4.1069 5 0088 5.8919 22.36 0 24.7356 27.6882
14 4.6604 5.6287 6.5706 23.6848 26.1189 29.1412
15 5.2293 6.2621 7.2609 24.9958 27.4884 30.5779
16 5.8122 6.9077 7.9616 26.2962 28.8454 31.9999
17 .4078 7. 642 8.671 27.5871 30.1910 33.4087
18 7.0149 8.2307 9.390 28.8693 31.5264 34.8053
19 7.6327 8.9065 10.1170 30.1435 32.8523 36.1909
20 8.2604 9.5908 10.8508 31.4104 34.1696 37.5662
21 8.8972 10.2829 11.5913 32.6706 35.4789 38.9322
22 9.5425 10.9823 12.3 80 33.9244 36.7807 40.2894
23 10.1957 11.6886 13.0905 35.1725 38.0756 41.6384
24 10.8564 12.4012 13.8484 36.4150 39.3641 42.9798
25 11.5240 13.1197 14.6114 37.6525 40.6465 44.3141
26 12.1981 13 8439 15.3792 38.8851 41.9232 45.6417
27 12.8785 14.5734 16.1514 40.1133 43.1945 46.9629
28 13.5647 15.3079 16.9279 41.3371 44.4608 48.2782
29 14.2565 16.0471 17.7084 42.5570 45.7223 49.5879
30 14.9535 1 . 908 18.4927 43.7730 46.9792 50.8922
Per n > 30 si usa l’approssimazione
χ2α(n) ! 12
(
qα +
√
2n− 1
)2
qα rappresenta il quantile della v.a. Normale Standard.
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Il Teorema di Cochran 
Premettiamo alcuni richiami di Algebra lineare. 
Sia E un sottospazio vettoriale di ,  il complemento ortogonale di E.  Ogni vettore  si può 
scrivere in uno e un solo modo nella forma , con  e .  Il vettore u si chiama proiezione 
ortogonale di v su E, e si indica .  L’applicazione  si chiama proiettore ortogonale su E.  
 è un’applicazione lineare.  Valgono le relazioni (di immediata verifica): 
  (idempotenza) 
 . 
Inoltre si ha che: 
  è il vettore di E che si trova a distanza minima da v. 
Sia infatti , cioè , con  e , e sia .  Allora 
 ; 
questo calcolo mostra pure che  è l’unico vettore che minimizza la distanza di v da E. 
Se  è una base ortogonale (non importa che sia ortonormale) di E, allora la proiezione 
ortogonale  si rappresenta, per ogni , come 
 . 
Teorema di Cochran. 
Sia  una variabile aleatoria m-dimensionale di legge  (vale a dire, ciascuna  ha 
legge , e  sono indipendenti).  Siano  sottospazi vettoriali di  a due a due 
ortogonali; sia  e sia  il proiettore ortogonale su .  Allora le variabili aleatorie  sono 
indipendenti, e la variabile aleatoria  ha legge . 
Dimostrazione (parziale).  Trattiamo il caso ; supponiamo inoltre che  sia il sottospazio relativo alle 
prime  coordinate (cioè ),  il sotto spazio relativo alle successive , cioè 
.  Siano , .  Poiché  sono indipendenti, abbiamo 
in particolare che cov Yi ,Z j( ) = 0  per , , perché Yi  e Z j  sono due Xh , Xk  tra le 
X1,… , Xm;  questo implica che  e  sono indipendenti (cfr. Baldi, Teoremi 3.47 e 3.57 e le 
considerazioni che seguono; in particolare: variabili aleatorie non correlate (cioè con covarianza nulla) e tali 
che la loro distribuzione congiunta sia normale, sono indipendenti). 
Resta quindi provata (in questo caso particolare) la prima tesi del Teorema.  La seconda parte è immediata, 
perché la  è la legge della somma dei quadrati di s variabili aleatorie indipendenti, ciascuna ; 
allora 
      e     . 
Se  e  non sono , , si prende una base ortonormale 
per , una per , in modo che , ; si completa 
 a una base ortonormale  di ; poi si prende la matrice ortogonale M che 
Rm E! v!Rm
v = u +w u !E w!E"
PE v( ) PE :Rm! E
PE
 PE !PE = PE
I ! PE = PE"
PE v( )
u = PE v( ) v = u +w u !E w!E" z!E
 
z ! v 2 = z ! u !w 2 = z ! u( )!w, z ! u( )!w = z ! u 2 + w 2 ! 2 z ! u, w
=0
! "# $#
" w 2 = v ! u 2
PE v( )
B = b1,… , br{ }
PE  v!!m
PE v( ) =
v,bi
bi ,bii=1
s
! bi
X = X1,… , Xm( ) N 0, I( ) Xi
N 0,1( ) X1,… , Xn E1,… , Ek Rm
ni = dimEi Pi Ei Pi X( )
Pi X( ) 2 !2 ni( )
k = 2 E1
n1 E1 = Span e1,… , en1( ) E2 n2
E2 = Span en1+1,… , en1+n2( ) Y = P1 X( ) Z = P2 X( ) X1,… , Xm
1! i ! n1 1! j ! n2
Y = P1 X( ) Z = P2 X( )
!2 s( )  ! N 0,1( )
 
P1 X( ) 2 = X12 +…+ Xn1
2 ! !2 n1( )  P2 X( )
2 = Xn1+1
2 +…+ Xn1+n2
2 ! !2 n2( )
E1 E2 E1 = Span e1,… , en1( ) E2 = Span en1+1,… , en1+n2( )
E1 E2 E1 = Span b1,… , bn1( ) E2 = Span bn1+1,… , bn1+n2( )
b1,… , bn1+n2{ } b1,… , bm{ }  !m
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rappresenta il cambiamento di base da quella canonica a .  Una trasformazione ortogonale muta 
una variabile normale multivariata  ancora in  (Baldi, Proposizione 3.57)) e siamo quindi 
ricondotti al caso trattato sopra. 
Una conseguenza del Teorema di Cochran, particolarmente importante per le applicazioni ai problemi di stima 
in statistica, è il seguente Corollario: 
Corollario.  Siano  variabili aleatorie indipendenti, ciascuna di legge .  Siano: 
 . 
Allora Z  e S2  sono indipendenti, e si ha 
 . 
L’indipendenza di Z  e S2  è un fatto molto significativo e per nulla scontato, perché Z  appare nell’espressione 
che definisce S2 . 
Dimostrazione.  Trattiamo inizialmente il caso di variabili di legge . 
Consideriamo il sottospazio di  .  Il proiettore ortogonale  è rappresentato, per 
 da 
  
avendo indicato . 
Sia ora  con le , tra loro indipendenti. 
La proiezione ortogonale di X su E è ; la proiezione ortogonale di X su  è 
 . 
E,  sono sottospazi di  tra loro ortogonali.  Per il Teorema di Cochran PE X( )  e  sono variabili 
aleatorie indipendenti; quindi sono indipendenti anche X  e PE! X( ) , perché X  è una componente di PE X( ) . 
Ora osserviamo che 
  
cioè  è uguale a ; quindi  è indipendente da , e ancora per il Teorema di Cochran 
 . 
Poi, la legge di  è , quindi ; per la definizione delle leggi t di Student segue che 
(1) . 
Passiamo ora al caso generale di  variabili aleatorie indipendenti, ciascuna di legge .  
Poniamo 
  
cosicché .  Per quanto già dimostrato,  e  sono 
indipendenti. 
b1,… , bm{ }
N 0, I( ) N 0, I( )
Z1,… , Zm N µ,!2( )
Z = 1m Z1 +…+ Zm( ) ; S
2 = 1m !1 Zi ! Z( )
2
i=1
m
"
 
m !1
"2
S2 ! #2 m !1( ) ; m Z !µ( )S ! t m !1( )
N 0,1( )
 !
m E = Span 1,1,…,1( )( ) PE
x = x1,… , xm( )
PE x( ) =
x , 1,1,…,1( )
1,1,…,1( ) , 1,1,…,1( ) 1,1,…,1( ) =
x1 +…+ xm
m 1,1,…,1( ) = x , x ,… , x( )
x = 1m x1 +…+ xm( )
X = X1,… , Xm( )  Xi ! N 0,1( )
PE X( ) = X,X,… , X( ) E!
PE! X( ) = I " PE( ) X( ) = X1 " X,… , Xm " X( )
E!  !m PE! X( )
PE! X( )
2 = Xi " X( )2
i=1
m
#
PE! X( )
2 m !1( )S2 S2 X
 m !1( )S
2 ! "2 m !1( )
X N 0, 1m( )  m X ! N 0,1( )
 
T = m XS ! t m !1( )
Z1,… , Zm N µ,!2( )
Xi =
Zi !µ
"
 X = X1,… , Xm( ) ! N 0, I( ) X m !1( )SX
2 = Xi ! X( )2i=1
m"
14 
Poi osserviamo che per ogni i è , quindi 
(2)      e     . 
Allora  e  sono indipendenti, in quanto funzioni di variabili indipendenti; poi, per la seconda di (2) e per 
quanto dimostrato sopra,  . 
Infine notiamo che 
  
quindi, per quanto già dimostrato nel caso , . 
Ora vediamo le applicazioni di questi strumenti ai problemi di stima in Statistica. 
Stime della media per campioni gaussiani 
Sia X1,…, Xn( )  un campione di legge normale N µ,!2( ) , con µ  e !2  sconosciuti; ci occupiamo del 
problema di stimare µ .  Siano X  e S2  gli stimatori corretti di µ  e !2 : 
X = 1n Xii=1
n
! ;          S2 = 1n !1 Xi ! X( )
2
i=1
n
" . 
È noto che 
 
Z ! n " X #µ
$
! N 0,1( ) ; 
poi, per il Corollario al Teorema di Cochran 
 
W ! n "1( ) S
2
#2
! $2 n "1( )  
e sempre per il Corollario, Z e W sono indipendenti. 
Allora la variabile aleatoria 
T = ZW n !1 =
n X !µ( )
S  
segue la legge di Student t n !1( ) .  Questo risultato è molto importante ai fini della stima di µ , perché 
nell’espressione di T non compare !2 , che non è conosciuta.  Mediante i quantili di t n !1( )  possiamo 
determinare intervalli di confidenza per µ .  Fissato ! " 0,1] [  (per esempio ! = 0,05 ), e in funzione di un 
determinato campione X = X1,…, Xn( ) , abbiamo 
1!" = P# T $ t1!"2
%
&
'
( = P
# !t1!"2 $
n X !µ( )
S $ t1!"2
%
&)
'
(* = P
# X ! Sn t1!"2 $ µ $ X +
S
n t1!"2
%
&)
'
(*  
(Per semplicità, i simboli dei quantili di  non riportano , cioè scriviamo  per ). 
Abbiamo così un un intervallo di confidenza per µ  al livello 1!" : 
(1) X ! Sn t1!"2 , X +
S
n t1!"2
#
$%
&
'(
. 
Il risultato ottenuto è in effetti vicino a quello relativo al caso in cui la varianza !2  è nota: nel caso attuale, 
rispetto a quello, !  è stata sostituita con il suo stimatore S, come era ragionevole aspettarsi; la differenza più 
significativa sta nel fatto che la legge di riferimento non è più N 0,1( )  bensì t n !1( ) ; infatti t1!"2 n !1( )  ha 
preso il posto di !1"#2
, quantile della normale standard.  La maggiore dispersione della densità di t rispetto alla 
normale comporta che i quantili per t, a parità di livello di fiducia, siano maggiori di quelli per la normale; 
Zi = !Xi + µ
Z = ! X + µ Xi ! X( )2
i=1
m
" = 1
#2
Zi ! Z( )2
i=1
m
" = m !1
#2
S2
Z S2
 
m !1
"2
S2 ! #2 m !1( )
m Z !µ( )
S =
m X
SX
N 0,1( )
 
m Z !µ( )
S ! t m !1( )
t n !1( ) n !1( ) t1!" t1!" n !1( )
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quindi l’intervallo di confidenza è più ampio di quello ottenuto nel caso di !2  nota.  Anche questo è 
ragionevole: una minore informazione in partenza porta come conseguenza una minore precisione nel risultato 
che si ottiene. 
Osserviamo che (1) non è l’unico intervallo di confidenza per µ  al livello 1!" , cioè non è l’unico intervallo 
per il quale è 1!"  la probabilità che vi si trovi la media incognita µ ; per esempio gli intervalli 
X ! Sn t1!"4 , X +
S
n t1! 3"4
#
$%
&
'(
     e     !", X + Sn t1!#
$
%&
$
%&
 
hanno la stessa proprietà.  L’intervallo “centrato” è tra tutti quello di minima lunghezza, perché si colloca dove 
la densità di probabilità di t è più concentrata.  Per questo motivo esso fornisce (fissato il livello di fiducia) la 
stima con maggiore precisione, nel senso che minimizza la lunghezza dell’intervallo di confidenza. 
In determinate applicazioni serve tuttavia una stima “unilaterale”; per esempio se ciò che interessa è sapere che 
µ  non assume valori troppo grandi potrà essere utile scegliere l’intervallo !", X + Sn t1!#$%
$
% . 
Per esempio, riprendiamo la questione dell’Esempio 2 (il peso dei pomodori).  Vengono pesati 81 pomodori, 
rilevando per X  e S2  rispettivamente i valori 120 e 4000 (il peso è indicato in grammi, quindi S2  ha la 
dimensione fisica del quadrato di un peso).  In relazione a questi dati sperimentali, si vuole stabilire un 
intervallo di confidenza per il peso medio dei pomodori di quella azienda agricola, con livello di fiducia 95%. 
Come cambia il risultato, se si ottengono gli stessi valori di X  e S2  da un campione non di 81 pomodori, bensì 
di 16 pomodori? 
La soluzione è a questo punto immediata e “meccanica”.  Nel caso di n = 81  serve il quantile t0,975 80( ) , per il 
quale si trova nelle apposite tavole il valore 1,99; perciò l’intervallo “simmetrico” di confidenza per µ , relativo 
a questo campione, è 
120 ! 400081 "1,99 ; 120 !
4000
81 "1,99
#
$
%
&
'
( = 106,02 ;133,99[ ] . 
Se il campione, anziché di 81 pomodori, fosse stato di 16 pomodori, con gli stessi valori misurati per X  e S2 , 
il corrispondente intervallo di confidenza si sarebbe ottenuto con le stesse modalità, cambiando soltanto il 
valore di n, 16 anziché 81 e del quantile: non più t0,975 80( ) = 1,99  bensì t0,975 15( ) = 2,1315 .  L’intervallo è 
in questo caso 
 120 ! 400016 "2,315 ; 120 !
4000
16 "2,315
#
$
%
&
'
( = 86,30 ;153,70[ ]  
(i risultati sono sempre arrotondati all’unità). 
Il campione meno numeroso produce, com’era logico aspettarsi, un risultato meno preciso; ciò a causa sia della 
diminuzione del denominatore della frazione (4 al posto di 9), sia del valore maggiore del quantile di t (2,1315 
invece di 1,99). 
Quali risultati avremmo conseguito applicando (impropriamente) i quantili di N 0,1( )  al posto di quelli di t con 
appropriato valore dei gradi di libertà? 
Il quantile relativo a un livello di fiducia del 95% è !0,975 = 1,96 ; utilizzando questo valore al posto del 
quantile di t avremmo trovato nel primo caso (campione di numerosità 81) otteniamo: 
120 ! 400081 "1,96 ;120 +
4000
81 "1,96
#
$
%
&
'
( = 106,23;133,77[ ] . 
Come si vede, la differenza rispetto al calcolo correttamente svolto con il quantile di t 80( )  è quasi trascurabile. 
Nel caso del campione di numerosità 16 otteniamo 
 120 ! 400016 "1,96 ;120 +
4000
16 "1,96
#
$
%
&
'
( = 89 ;151[ ] . 
Questa volta l’intervallo differisce abbastanza sensibilmente (essendo più stretto) da quello determinato 
procedendo correttamente mediante applicazione del quantile t0,975 15( ) = 2,1315 .  Quanto più  n è  grande, 
tanto più piccola è la differenza tra il valore dei quantili di t n( )  e di N 0,1( ) , cosicché, in sostanza, l’ignoranza 
16 
di !  è quasi irrilevante se il campione è abbastanza numeroso: la varianza stimata S2  utilizzata come se fosse 
il valore conosciuto di !2  nel procedimento con varianza nota, dà intervalli di confidenza praticamente esatti. 
Ecco un altro esempio di applicazione di queste tecniche. 
Esempio (originale).  In una città circola un certo numero n di taxi (che non conosciamo, ma sappiamo essere 
dell’ordine di qualche centinaio), numerati con un numero progressivo, da 1 a n.  Un tizio prende nota dei 
numeri di 20 taxi che vede passare in una strada del centro: 
 {225, 34, 264, 58, 24, 32, 35, 204, 81, 5, 228, 3, 248, 251, 305, 102, 208, 229, 44, 268} 
Come può utilizzare questi valori per stimare il numero n di taxi della sua città? 
Risoluzione.  L’osservazione Xi  del numero del taxi i-esimo che ci passa davanti è una variabile aleatoria con 
valori interi equidistribuiti tra 1 e n; la sua media è µ = 1n ii=1
n! = 1n n n+1( )2 = n+1( )2 ,  quindi n = 2µ !1.  Stimare 
n equivale quindi a stimare µ .  Osserviamo che le variabili Xi  non hanno legge normale, tuttavia la media 
campionaria di un numero abbastanza grande di osservazioni rende questo difetto meno rilevante. 
La media campionaria sul campione osservato assume il valore X = 142,4 ; la varianza stimata è 
S2 = 119 Xi ! X( )
2
i=1
20" = 12172 ; questi valori consentono di scrivere un intervallo di confidenza, per esempio 
al 95%, per µ : 
 X ! S20 t0,975 19( ) , X +
S
20 t0,975 19( )
"
#$
%
&'
= 180,53; 367,07[ ]  
che porta all’intervallo di confidenza per n: 180,53; 387,07[ ] . 
Si può fare di meglio: infatti una limitazione inferiore certa del numero dei taxi circolanti è ovvia, ed è il 
massimo dei numeri che abbiamo osservato; nel nostro caso 305; quindi la stima inferiore 180,53 è superflua, 
oltre che sottostimata (in questo caso anche di molto) rispetto al minorante certo 305.  Disponendo di una stima 
inferiore certa, conviene cercare, con lo stesso livello del 5% un intervallo di confidenza inferiormente 
illimitato per µ .  Questo è 
 !" , X + S20 t0,95 19( )
#
$%
#
$%  
che corrisponde all’intervallo di confidenza per n = 2µ !1 
 !" , 2 X +
S
20 t0,95 19( )
#
$%
&
'(
!1)
*+
)
*+  
il quale, con gli attuali dati sperimentali, è !" ; 369,12] ] .  Questo risultato, combinato con l’informazione certa 
n ! 304 , dà l’intervallo nel quale n si trova con probabilità 95%: 305 , 367[ ] . 
I numeri di questo esempio sono stati generati usando Mathematica 10, come sotto indicato.  Il valore vero di n 
viene rivelato alla fine ed è 364, in effetti appartenente all’intervallo sopra determinato. 
Spieghiamo il significato di due comandi: 
RandomInteger[{1,n},m] genera una lista casuale di m numeri interi tra 1 e n. 
Variance[x], quando x è una lista di m numeri, è mm!1var x( ) , ossia contiene già la “correzione” della 
varianza necessaria per la stima. 
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Adesso proviamo a ripetere per molte volte (5000 volte) questa prova, per controllare quante volte la stima di n 
ha successo, cioè il valore vero di n appartiene effettivamente all’intervallo di confidenza.  Abbiamo anche 
aggiunto il calcolo dell’errore medio (necessariamente per difetto) della stima di n, relativamente ai casi in cui 
n non appartiene all’intervallo di confidenza. 
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Quantità pivotali; stime della varianza per campioni gaussiani. 
Quando si studia un parametro incognito scalare !  attraverso osservazioni X = X1,… , Xn( )  può essere molto 
utile individuare una variabile aleatoria scalare Q X,!( )  funzione dell’osservazione X e del valore di ! , con la 
proprietà che la legge di Q rispetto a P!  risulti indipendente da ! , cioè per ogni  a , b!! , a < b , la 
probabilità P! a "Q X,!( ) " b( )  non dipenda da ! .  Una Q X,!( )  con questa proprietà si chiama quantità 
pivotale.  Abbiamo già incontrato esempi di quantità pivotali: 
• Se il parametro da stimare è p di una prova bernoulliana (1 oppure 0 con probabilità p oppure 1! p ), e X è 
l’osservazione di un numero n sufficientemente grande di ripetizioni della prova allora, posto k = Xii=1
n! , 
la legge di Q X, p( ) = k ! n p
n p 1! p( )
 è (in buona approssimazione) quella di N 0,1( ) , che non dipende da p. 
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• Se il parametro da stimare è la media µ  di una variabile N µ,!2( )  (con !2  anch’esso incognito), X è 
l’osservazione di n valutazioni di N µ,!2( ) , e T X,µ( ) = n X !µS  ( X  è la media campionaria, S
2  la 
varianza stimata), allora la legge di T X,µ( )  è t n !1( ) , ossia Student con n !1gradi di libertà; nuovamente 
non c’è dipendenza da µ . 
Va osservato che una quantità pivotale Q X,!( )  non è una statistica, perché dipende anche da ! .  La legge di 
Q non dipende da ! , ma l’espressione di Q sì, come si vede anche negli esempi sopra. 
Se la legge di Q è nota, allora per ogni ! " 0,1] [  si possono trovare (non necessariamente in modo unico) due 
numeri q1 , q2  tali che 
 P! q1 "Q X,!( ) " q2( ) = 1#$ . 
Supponiamo ora che la relazione 
 q1 !Q X,"( ) ! q2  
si possa risolvere rispetto a ! , dando luogo a una relazione del tipo 
 t1 X( ) ! " ! t2 X( )  
con t1 , t2  opportune funzioni.  Segue allora che 
 P! t1 X( ) " ! " t2 X( )( ) = 1#$  
vale a dire, t1 X( ),t2 X( )!" #$  è un intervallo di confidenza  per !  al livello 1!" . 
Ad esempio, per la quantità pivotale T X,µ( ) = n X !µS , dalle disuguaglianze 
 q1 ! n
X "µ
S ! q2  
si ricava 
 X ! Sn q2 " µ " X !
S
n q1  
Una opportuna quantità pivotale consente di trovare intervalli di confidenza per la varianza !2  di una 
N µ,!2( )  con µ  e !  incogniti.  Abbiamo già osservato che, relativamente all’osservazione di n valori di 
N µ,!2( ) , la variabile 
 W X,!( ) = n "1( ) S
2
!2
 
ha legge !2 n "1( ) , dunque indipendente da ! , perciò è una quantità pivotale 
Ce ne possiamo servire per trovare intervalli di confidenza per la varianza; incominciamo con un intervallo 
unilatero, cioè con una maggiorazione per la varianza: 
1!" = P# n !1
$2
S2 % &"2 n !1( )'()
*
+, = P
# $2 - n !1( )S
2
&"2 n !1( )
'
()
*
+,
. 
Ciò significa che  
 0, n !1( )S
2
"#2 n !1( )
$
%
&
'
(
)  
è un intervallo di confidenza di livello 1!"  per !2 .  Nello stesso modo si può trovare un intervallo bilaterale:  
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 1!" = P# $1!"2
2 n !1( ) % n !1( )S
2
&2
% $"
2
2 n !1( )'
()
*
+,
= P# n !1( )S
2
$1!"2
2 n !1( ) - &
2 - n !1( )S
2
$"
2
2 n !1( )
'
(
)
)
*
+
,
,
 
quindi un altro intervallo di confidenza di livello 1!"  per !2  è 
 
n !1( )S2
"1!#2
2 n !1( ) ,
n !1( )S2
"#
2
2 n !1( )
$
%
&
&
'
(
)
)
. 
I quantili di !2  sono forniti da software specifici (non necessariamente specializzati in statistica, per esempio 
Mathematica di Wolfram); altrimenti da tavole apposite.  Queste però contengono i quantili di !2 n( )  soltanto 
per valori di n non troppo grandi, tipicamente n ! 30 .  Per valori maggiori, se non si ha a disposizione un 
software di calcolo, si può utilizzare una tavola di quantili di N 0,1( ) , ricorrendo all’approssimazione 
 
 
!"2 n( ) !
1
2 #" + 2n $1( )
2
. 
Esempio.  Riprendiamo il problema precedentemente studiato, del quale per comodità riprendiamo i dati: 
Vengono pesati 81 pomodori (oppure: 16 pomodori), rilevando per  e  rispettivamente i valori 120 e 
4000;  .  In precedenza abbiamo stabilito intervalli di confidenza per la media di Xi  (peso di un singolo 
pomodoro); adesso ci occupiamo della stima della varianza !2  di Xi . 
Nel caso di 81 pomodori servono i quantili di !2 80( ) , per i quali ci serviamo della formula approssimata 
ricordata sopra.  Calcoliamo subito i valori che utilizzeremo (il risultato dipende in qualche misura dagli 
arrotondamenti e dalle approssimazioni dei quantili !" ; per questa ragione, rifacendo il calcolo per verifica, 
può succedere di ottenere valori leggermente diversi). 
 
!0,052 80( ) !
1
2 "0,05 + 159( )
2 = 12 #"0,95 + 159( )
2 = 12 #1,65 + 159( )
2 = 60,11  
 
!0,0252 80( ) !
1
2 "0,025 + 159( )
2 = 12 #"0,975 + 159( )
2
= 12 #1,96 + 159( )
2 = 56,70  
 
!0,9752 80( ) !
1
2 "0,975 + 159( )
2
= 12 1,96 + 159( )
2 = 106,13 . 
Direttamente dalle tavole andiamo a leggere i quantili di !2 15( ) : 
 !0,052 15( ) = 7,26 ; !0,0252 15( ) = 6,26 ; !0,9752 15( ) = 27,49.  
Adesso applichiamo le formule che abbiamo ricavato per gli intervalli di confidenza per !2 . 
Siccome 0, n !1( )S
2
"#2 n !1( )
$
%
&
'
(
)  e 
n !1( )S2
"1!#2
2 n !1( ) ,
n !1( )S2
"#
2
2 n !1( )
$
%
&
&
'
(
)
)
sono intervalli di confidenza di livello 1!"  per !2 , 
otteniamo per il problema attuale in cui S2 = 4000 , se n = 81 , gli intervalli di confidenza al 95% 
 0, 80 !4000
"0,052 80( )
#
$
%
&
'
( = 0,
80 !4000
60,11
#
$%
&
'(
= 0 ; 5324[ ]  
e 
80 !4000
"0,9752 80( )
, 80 !4000
"0,0252 80( )
#
$
%
&
'
( =
80 !4000
106,13 ,
80 !4000
56,70
#
$%
&
'(
= 3015 ; 5644[ ] . 
mentre se n = 16  gli intervalli sono 
X S2
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 0, 80 !4000
"0,052 15( )
#
$
%
&
'
( = 0,
80 !4000
7,26
#
$%
&
'(
= 0 ; 44077[ ]  
e 
80 !4000
"0,9752 15( )
, 80 !4000
"0,0252 15( )
#
$
%
&
'
( =
80 !4000
27,49 ,
80 !4000
6,26
#
$%
&
'(
= 11640 ; 51118[ ] . 
Naturalmente, intervalli di confidenza per ! , scarto quadratico medio, si ottengono calcolando le radici 
quadrate degli estremi degli intervalli scritti sopra. 
Stima di una proporzione, o della probabilità di successo in una sequenza di prove indipendenti. 
Un’urna contiene N palline rosse o blu; quelle rosse sono in numero di M.  I valori M e N non sono conosciuti.  
Si vuole dare una stima della proporzione p = MN  delle palline rosse contenute nell’urna.  p è, evidentemente, la 
probabilità che una singola pallina estratta dall’urna sia rossa. 
Un modo ragionevole per stimare p consiste nell’estrarre n palline dall’urna; tra queste ce ne saranno m rosse; 
m
n  si può ritenere una stima sensata di p. 
È la tecnica che si applica per i sondaggi elettorali: la percentuale di chi si esprime a favore di un determinato 
partito in un campione di intervistati viene presentata come percentuale di sostenitori di quel partito nella 
popolazione; la stessa tecnica viene adottata per stabilire la percentuale di spettatori di un certo programma 
televisivo.  Questi esempi prevedono una “estrazione in blocco”, cioè senza reinserimento di n “palline”.  In 
effetti la trattazione che daremo è modellata su estrazioni bernoulliane, ossia indipendenti tra loro: nel modello 
dell’urna dovremmo quindi, anziché estrarre n palline in blocco, ripetere per n volte l’estrazione di una pallina, 
reinserendo immediatamente la pallina di volta in volta estratta.  Questo è poco naturale nelle situazioni 
ricordate sopra (sondaggi, i quali operano evidentemente estrazioni in blocco).  Fortunatamente, quando N è 
piuttosto grande e n molto più piccolo di N, la distribuzione di probabilità del numero m di palline rosse estratte 
tra le complessive n estratte in blocco (ipergeometrica) differisce in modo trascurabile dalla binomiale, che 
modellizza le estrazioni ripetute con reinserimento. 
Il modello binomiale si applica anche a problemi in cui si deve valutare una probabilità di qualcosa che non 
riguarda una popolazione di un numero N (conosciuto o no) di individui: lo abbiamo già applicato nell’esempio 
3, di cui riportiamo il testo 
Esempio 3. Una macchina produce pezzi meccanici; in un campione di 1000 pezzi ne sono stati trovati 27 
difettosi.  Determinare un intervallo di confidenza al 95% per il parametro ! = p  (probabilità che un singolo 
pezzo prodotto dalla macchina sia difettoso). 
Come dicevamo, non c’è una “popolazione” determinata, nella quale indagare la proporzione di presenza di un 
carattere: la popolazione è l’insieme di tutti i pezzi che la macchina potrà produrre nell’intero suo ciclo di vita; 
questi pezzi non esistono ancora, né se ne conosce il numero. 
Il problema viene trattato inizialmente come abbiamo già fatto in precedenza: indichiamo con 
X = 1n X1 +…+ Xn( )  la media campionaria, in cui Xi  è l’indicatrice della i-esima prova, che vale 1 in caso di 
“successo” (pezzo difettoso, nel caso attuale), 0 altrimenti.  Se n è abbastanza grande allora la variabile 
aleatoria 
 
n X ! "
" 1! "( )  
ha approssimativamente distribuzione N 0,1( ) .  Stabilito un ! " 0,1] [ , con probabilità 1!"  si avrà 
 !"1!#2
$ n X ! %
% 1! %( ) $ "1!#2  
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Siccome l’espressione n X!"
" 1!"( )  ha legge N 0,1( ) , indipendente da ! , essa è una quantità pivotale, utile per 
ottenere stime per ! .  In precedenza abbiamo tratto dalle disuguaglianze scritte sopra la stima per !  (con 
probabilità 1!" ) 
(1) X ! " 1! "( )n #1!$2 % " % X +
" 1! "( )
n #1!$2  
la quale però non è ancora utilizzabile perché i termini minorante e maggiorante !  contengono !  a loro volta.  
Osservando però che per ogni ! " 0,1] [  è ! 1" !( ) # 14  abbiamo dedotto che con probabilità almeno 1!"  è 
 X ! 12 n "1!#2 $ % $ X +
1
2 n "1!#2  
cioè un intervallo di confidenza per !  al livello almeno 1!"  è 
(2) X ! 12 n "1!#2 , X +
1
2 n "1!#2
$
%&
'
()
. 
In realtà l’intervallo ottenuto è presumibilmente più ampio del necessario: la relazione ! 1" !( ) # 14  è una 
uguaglianza quando ! = 12 ; invece quando !  è vicina a 0 oppure a 1, il prodotto ! 1" !( )  è molto più piccolo 
e quindi l’intervallo di confidenza X ! 12 n "1!#2 , X +
1
2 n "1!#2
$
%&
'
()
 è sensibilmente più grande del necessario.  E 
siccome X  è uno stimatore corretto proprio di ! , quando X  è vicino a 0 oppure a 1 si può ritenere che la 
maggiorazione ! 1" !( ) # 14  sia particolarmente rozza. 
Possiamo svolgere in modo più accurato il calcolo che parte da 
(*) !"1!#2
$ n X ! %
% 1! %( ) $ "1!#2 . 
Andiamo quindi a risolvere le disuguaglianze (*) rispetto a ! , in modo esatto, evitando la maggiorazione 
.  Per brevità scriveremo !  anziché !1"#2
. 
 
!" # n X ! $
$ 1! $( ) # " %
n X ! $( )2
$ 1! $( ) # "
2 % n X2 ! 2n X$ + n$2 # "2 $ ! "2 $2 %
% n + "2( )$2 ! 2n X + "2( )$ + n X2 # 0
 
L’eliminazione del denominatore è lecita perché pensiamo a ! " 0,1[ ] , quindi ! 1" !( ) > 0 . 
n + !2( )"2 # 2n X + !2( )" + n X2 = 0 $ " = 2n X + !
2 ± 4n2 X2 + 4n X !2 + !4 # 4n2 X2 # 4n X2!2
2 n + !2( )
=
2n X + !2 ± ! 4n X + !2 # 4n X2
2 n + !2( ) %W
± .
 
e quindi le disuguaglianze (*) equivalgono a: 
 W ! " # "W +  
corrispondenti all’intervallo di confidenza al livello 1!"  per !  
(3) W ! ,W +"# $% =
2n X + &2 ! & 4n X + &2 ! 4n X2
2 n + &2( ) ,
2n X + &2 + & 4n X + &2 ! 4n X2
2 n + &2( )
"
#
'
'
$
%
(
(
 
! 1" !( ) # 14
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Le espressioni di W ±  sono alquanto scomode da calcolare; in molti casi un’espressione approssimata di W ± , 
molto più semplice da calcolare (e da ricordare) dà risultati molto vicini a quelli esatti.  I quantili di N 0,1( )  di 
uso pratico hanno valori abbastanza piccoli; per esempio !0,975 = 1,96 .  Se le altre grandezze presenti 
nell’espressione W ±  sono sensibilmente maggiori, gli addendi !2  possono essere soppressi senza produrre 
variazioni importanti nel risultato.  Approssimeremo quindi 
 
 
W ± ! X ± !1"#2
X 1" X( )
n  
assumendo come intervallo di confidenza al livello 1!"  per !  
(4) X ! "1!#2
X 1! X( )
n , X + "1!#2
X 1! X( )
n
$
%
&
'
(
)  
Osserviamo che (4) ha un aspetto assai simile alla iniziale stima “implicita” (1); nella (3) la varianza ! 1" !( )  
di Xi  è sostituita dal suo stimatore X 1! X( ) . 
Nell’esempio 3 (la macchina produttrice di pezzi meccanici) abbiamo X = 0,027 , n = 1000  e inoltre, come 
abbiamo già ricordato, !0,975 = 1,96 .  Con i valori di questo campione determiniamo i seguenti intervalli di 
confidenza per ! = p  (probabilità che un determinato pezzo sia difettoso: 
• con la formula “più precisa” (3):  0,0186 ; 0,0390[ ]  
• con la formula approssimata (4): 0,017 ; 0,037[ ]  
come si vede, abbastanza vicini tra loro e, soprattutto, molto più piccoli di quello ottenuto maggiorando 
! 1" !( )  con 12 , che era 0 ; 0,058[ ] . 
Il beneficio nell’utilizzo di (3) o eventualmente (4) anziché (2) è tanto più accentuato quanto più !  è lontana 
da 12  (cioè, è vicina a 0 oppure a 1), altrimenti i risultati sono confrontabili, come mostra il seguente esempio: 
Esempio 4 (Baldi, es.6.13). In 500 lanci una moneta non necessariamente equilibrata ha dato 223 volte “testa”.  
Si vuole determinare un intervallo di confidenza al 95% per la probabilità !  con cui la moneta dà “testa” in un 
singolo lancio. 
Questa volta n = 500 , X = 223500 = 0,446 .  Questo risultato fa supporre che !  non sia troppo lontano da 12 ; 
l’applicazione di (3) o (4) non dà grandi benefici rispetto alla (2), ricavata con una maggiorazione più brutale. 
Per ottenere un intervallo di confidenza per !  al 95% occorre ancora il quantile !0,975 = 1,96 .  Svolgendo i 
calcoli si ottengono i seguenti intervalli 
• con la formula “grossolana” (2):  0,4021; 0,4898[ ]  
• con la formula “più precisa” (3):  0,4030 ; 0,4898[ ]  
• con la formula approssimata (4): 0,4024 ; 0,4895[ ]  
Come era prevedibile, il miglioramento rispetto a (2) è abbastanza insensibile.  In effetti nel caso attuale 
l’espressione X 1! X( ) , che in (4) sostituisce 12  di (2), vale ora 0,446 ! 1" 0,446( ) = 0,4971 , praticamente 
uguale a 12 . 
Esempio 5.  Un viticoltore ha saputo che tra 500 bottiglie di vino da lui prodotte, 20 “sapevano di tappo”.  
Avendo ricevuto l’ordine di 1500 bottiglie da un ristorante, decide di aumentare senza sovrapprezzo il numero 
di pezzi forniti, per compensare in anticipo qualche bottiglia che, aperta, risultasse di non buona qualità.  
Quante bottiglie dovrà spedire, per avere probabilità ! 0,95  che il cliente ne riceva almeno 1500 buone? 
Il problema contiene in effetti una duplice consegna: la prima, non esplicita nel testo, è stimare la probabilità !  
che una singola bottiglia che verrà messa in commercio sia buona; in base al valore stimato di !  si dovrà poi 
stabilire il numero di bottiglie da recapitare al cliente. 
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La stima di !  che serve in questo caso è una minorazione, ossia ci serve sapere che !  è maggiore o uguale di 
qualcosa (diciamo, ! " p1 ), mentre ! "…  è un’informazione che qui non interessa.  Di ciò terremo conto nel 
determinare l’intervallo di confidenza, ad un livello 1!"  che dovremo stabilire (non 95%: di più!). 
Stabilito ! " p1 , assumeremo prudentemente p1  come probabilità per una singola bottiglia di essere buona.  
Se, con questa premessa (! = p1) la produzione di N bottiglie (maggiore di 1500) dà probabilità q che almeno 
1500 siano buone, con probabilità non inferiore a 1!"( )q  tra le N bottiglie ce ne saranno almeno 1500 buone. 
!  e q debbono quindi essere scelti in modo che 1!"( )q # 0,95 .  Siccome 0,975( )2 = 0,9506  possiamo 
assumere ! = 0,025  e q = 0,975 . 
Prima parte: la stima di ! .  Come notavamo sopra, la stima di !  che ci serve è soltanto quella “dal basso”; 
conviene quindi ripercorrere i ragionamenti fatti poc’anzi per ottenere un intervallo di confidenza più adatto 
allo scopo attuale.  Partiamo di nuovo dall’osservazione che, per n abbastanza grande, la variabile 
 
n X ! "
" 1! "( )  
ha approssimativamente distribuzione N 0,1( ) ; quindi, con probabilità 1!"  è 
(5) n X ! "
" 1! "( )
# $1!% . 
Risolviamo la disequazione rispetto a ! .  Da (5) otteniamo 
(6) n X ! "( ) # $1!% " 1! "( )  
Questa è una disequazione irrazionale che va trattata con maggiore cautela rispetto alla (*) nella quale la doppia 
disuguaglianza consentiva di elevare al quadrato entrambi i membri lasciando invariate le soluzioni della 
disequazione.  La (6) equivale a 
 (7) X ! " < 0 #
X ! " $ 0
n X ! "( )2 % &1!'2 " 1! "( )
(
)
*
+*
 
(abbiamo omesso la condizione di positività del radicando perché è noto che 0 < ! <1 ). 
La seconda equazione del sistema in (7), con gli stessi calcoli svolti trattando la (*) dà le soluzioni 
 W ! " # "W +  
con W ±  definiti come allora, con !1"#  al posto di !1"#2 .  Come in quel caso possiamo approssimare W
±  con i 
numeri 
 W ± = X ± !1"#
X 1" X( )
n  
cosicché la seconda disequazione del sistema in (7) risulta soddisfatta se !  si trova nell’intervallo 
(approssimato) 
 X ! "1!#
X 1! X( )
n , X + "1!#
X 1! X( )
n
$
%
&
'
(
)  
il sistema in (7) è verificato per ! " X # $1#% X 1#X( )n , X
&
'(
)
*+ ; 
 la prima disequazione in (7) aggiunge alle 
soluzioni i valori ! > X , perciò, tenendo conto del fatto che !  per sua natura non può superare 1, otteniamo 
come intervallo di confidenza di livello 1!"  per ! : 
(8) X ! "1!#
X 1! X( )
n , 1
$
%
&
'
(
)  
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Ora applichiamo questo risultati al problema dal quale siamo partiti.  Abbiamo già detto che il livello di fiducia 
1!"  che fa per noi è 0,975; allora !1"# = !0,975 = 1,96 .  Abbiamo poi l’osservazione della media campionaria 
X = 0,96 ; il campione ha numerosità n = 500 ; quindi l’intervallo di confidenza al 97,5% fornito da (8) per !  
è 
 0,96 !1,96 0,96 "0,04500 , 1
#
$%
&
'(
= 0,943;1[ ]  
Con probabilità 0,975 il parametro ! , che a sua volta è la probabilità che una singola bottiglia sia buona, è 
maggiore o uguale di 0,943. 
Seconda parte: la determinazione di N.  Dobbiamo determinare N in modo che sia ! 0,975  la probabilità di 
ottenere almeno 1500 successi in N ripetizioni indipendenti di una prova che in ogni esecuzione dà “successo” 
con probabilità 0,943.  Non è più un problema di stima di parametri, perché al parametro incognito (la 
probabilità di ciascuna bottiglia di essere buona) abbiamo attribuito il valore p1 = 0,943 . 
Sia X la variabile B N , p1( ) ; il valore di X è il numero di bottiglie “buone” tra N bottiglie assaggiate.  Allora 
 
Z = X ! Np1
Np1 1! p1( )
! N 0,1( ) .  Desideriamo P X !1500( ) ! 0,975 ; ma è anche 
 0,975 = P Z ! "#0,975( ) = P Z ! "1,96( )  
e siccome P X !1500( ) = P Z ! 1500 " N #0,9430,2318 N
$
%&
'
()
, ricaveremo N dall’equazione 
 
1500 ! N "0,943
0,2318 N = !1,96  
dalla quale, svolgendo il calcolo, si ricava: N = 1610 . 
Test statistici. 
Fino a qui abbiamo visto come esempi di statistica induttiva, la stima di parametri “del tutto” ignoti, che si 
desidera valutare traendo informazioni dai risultati di certi esperimenti.  C’è un altro tipo di applicazione delle 
tecniche statistiche che utilizza gli stessi strumenti, però in modo leggermente diverso, affine alla Teoria delle 
decisioni.  Si vuole infatti “decidere” con una risposta “si” o “no” a una domanda di rilevante interesse a 
proposito di un dato problema: 
• la macchina dell’esempio 1 (quella che ha prodotto 27 pezzi difettosi su 1000) ha una affidabilità (probabilità 
di sfornare un pezzo regolare) non inferiore al 97%? 
• Gli elettori del partito politico A sono più numerosi di quelli del partito B? 
• Un farmaco di nuova concezione è davvero efficace per curare una determinata malattia?  
Nessuna delle domande proposte può avere una risposta certa (tranne quella sui partiti, il giorno successivo a 
quello delle elezioni).  La decisione riguardo a problemi di questo tipo viene assunta effettuando un 
esperimento, il cui risultato aleatorio è governato da un parametro incognito ! "# .  In generale la domanda 
“reale” a cui si vorrebbe dare risposta affermativa o negativa viene ricondotta a chiedersi se !  appartiene a un 
determinato sottoinsieme dell’insieme !  dei suoi valori ammissibili.  In nessun caso si giunge a una risposta 
certa; il risultato di un test statistico dà informazioni in base alle quali si decide di accettare o rifiutare 
l’assunto.  La decisione assunta può essere errata (per accettazione di un asserto falso o rifiuto di uno vero); ciò 
che si riesce a fare è valutare la probabilità di uno o l’altro di questi errori. 
I più consueti e semplici test statistici si riferiscono a valori di parametri scalari, e seguono la seguente traccia: 
1) Si stabilisce una partizione !H ,!A{ }  dell’insieme !  dei valori ammissibili per il parametro ! .  
L’insieme !H  si chiama l’ipotesi, l’insieme !A  l’alternativa.  Si usa dire “l’ipotesi è vera” per 
significare ! "#H , “l’ipotesi è falsa” per ! "#A , cioè ! "#H .  Di solito l’ipotesi è ciò che si 
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vorrebbe confutare, come si fa in una dimostrazione per assurdo: “supponiamo per assurdo che ##…” 
prelude a un ragionamento che tende a dedurre da ## una conclusione falsa o inammissibile, mostrando in 
questo modo che ## non può essere vera. 
 In questa analogia con la dimostrazione per assurdo di un teorema, la ipotesi statistica corrisponde alla 
negazione della tesi del teorema, la quale in effetti entra nel ragionamento con ruolo di ipotesi, con 
l’obiettivo di giungere a una contraddizione. 
 Nelle applicazioni il lavoro è alquanto semplificato se l’ipotesi contiene un solo valore !0  di ! , cioè 
!H = !0{ } .  (Però nel caso dell’esempio 1, in cui !  è la probabilità che un singolo pezzo prodotto sia 
difettoso, prenderemo !H = 0,03;1[ ] , !A = 0 ; 0,03[ [ ). 
2) Si costruisce un modello statistico e si stabilisce una regola di decisione che, in base ai valori X delle 
osservazioni porti a respingere l’ipotesi oppure a non respingerla (quest’ultima dizione è più adeguata di 
accettare l’ipotesi).  Per fare questo si definisce un sottoinsieme D (regione di rigetto) dell’insieme dei 
valori che X può assumere; se l’osservazione X assumerà un valore in D respingeremo l’ipotesi, allo stesso 
modo in cui ci comporteremmo in una dimostrazione per assurdo, se il ragionamento condotto supponendo 
## conducesse a una conclusione appunto assurda.  In sostanza ci comportiamo come se, supponendo 
! "#H , la conclusione X !D  fosse assurda, ossia impossibile.  Non è così, però: qualunque sia la 
regione di rigetto D c’è una probabilità non nulla di ottenere un’osservazione X !D  anche se ! "#H , 
cioè se l’ipotesi è vera.  Questo (respingere l’ipotesi quando essa è vera) si chiama errore di prima specie.  
Si chiama invece errore di seconda specie quello di non respingere l’ipotesi quando essa è falsa. 
Nelle applicazioni si ritiene generalmente più grave l’errore di prima specie; si ritiene cioè preferibile che 
qualche volta l’ipotesi sia non rifiutata pur essendo falsa, piuttosto che rifiutarla quando è vera.  Un tipico 
esempio è il controllo dell’efficacia di un farmaco: la sperimentazione viene svolta somministrando il farmaco a 
un gruppo di pazienti, a fronte di un altro gruppo trattato con placebo.  L’ipotesi corrisponde in questo caso alla 
inefficacia del farmaco; in seguito all’osservazione si spera di rifiutarla, ossia di attribuire un beneficio 
terapeutico al farmaco sperimentale. 
L’errore di prima specie consiste in questo caso nell’attribuire al farmaco proprietà terapeutiche che esso in 
realtà non possiede; l’errore di seconda specie consiste invece nel giudicare inefficace un farmaco che invece 
funziona. 
Il modello di ragionamento che si mette in atto nella verifica di un’ipotesi statistica assomiglia anche a quello a 
cui si ispira un processo penale in cui si deve accertare colpevolezza o innocenza dell’imputato.  Nella 
legislazione degli stati di diritto il processo parte dalla “presunzione di innocenza”; questa è l’ipotesi, contro la 
quale si hanno tuttavia validi indizi.  Il processo viene istruito al fine di raccogliere elementi sufficienti a 
rifiutare l’ipotesi; se ciò avverrà, l’imputato sarà condannato.  Viceversa, se nel corso del processo non si 
troveranno elementi sufficienti per provare la colpevolezza “al sopra di ogni ragionevole dubbio”, l’imputato 
sarà assolto, ossia considerato innocente, anche se non saranno emerse prove certe dell’innocenza, ma 
semplicemente mancano le prove della colpevolezza.  L’ipotesi di innocenza viene in questo caso “non 
respinta”; la decisione conseguente è allora l’assoluzione.  Il rischio in caso di assoluzione è l’errore di seconda 
specie, trattare da innocente chi invece è colpevole.  L’errore di prima specie è ciò che si rischia di commettere 
quado il processo si conclude con una sentenza di colpevolezza, nel caso che l’imputato sia innocente; questo 
tipo di errore si cerca assolutamente di evitare, in un sistema giuridico evoluto. 
Potenza di un test statistico con regione critica D. 
Si chiama potenza di un test con regione critica D la funzione 
 !D :"# 0,1[ ] ; !D $( ) = P$ X %D( ) . 
Questa funzione permette di esprimere la probabilità sia dell’errore di prima specie, sia di quello di seconda 
specie, quantunque tale possibilità sia soltanto teorica.  Sia infatti !0  il valore vero del parametro incognito ! .   
Se !0 "#H , l’evento X !D  conduce al rifiuto dell’ipotesi, quindi all’errore di prima specie.  Allora !D "0( )  
è la probabilità dell’errore di prima specie.  Invece, se !0 "#H  viene commesso l’errore di seconda specie se 
X !D , quindi 1! "D #0( )  è la probabilità dell’errore di seconda specie.   
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Attenzione!  L’errore di prima specie può essere commesso soltanto se !0 "#H , cioè se “l’ipotesi è vera”; e 
in questo caso non può verificarsi l’errore di seconda specie, perché quest’ultimo consiste nel non respingere 
l’ipotesi quando è falsa, e ciò non può avvenire se l’ipotesi è vera.  Nello stesso modo, l’errore di seconda 
specie è possibile soltanto quando !0 "#H , ossia “l’ipotesi è falsa”, e in questo caso non può avere luogo 
l’errore di prima specie.  Usando ancora la metafora “giudiziaria”, il rischio di condannare un innocente (errore 
di prima specie) sussiste solo se l’imputato è innocente; il rischio di assolvere un colpevole (errore di seconda 
specie) sussiste soltanto se l’imputato è colpevole, e in quest’ultimo caso non esiste il rischio di condannare un 
innocente, perché un’eventuale sentenza di condanna punisce chi effettivamente è colpevole di ciò per cui è 
sotto processo. 
Purtroppo !0  è in effetti sconosciuto: il suo valore è proprio ciò su cui si indaga; quindi le probabilità su 
indicate per i due tipi di errore non sono disponibili in modo esplicito.  Per questa ragione serve definire 
un’altra grandezza per stimare almeno la probabilità dell’errore di prima specie, quello a cui si dedica maggiore 
attenzione; si tratta del livello del test statistico, che illustriamo di seguito. 
Livello di un test statistico con regione critica D. 
Si chiama livello del test con regione critica D il numero 
 !D = sup
"#$H
P" X #D( )  
cioè l’estremo superiore delle probabilità dell’errore di prima specie. 
Il test statistico inizia con la scelta del livello; poiché si vorrebbe evitare l’errore di prima specie, è opportuno 
che !  sia piccolo; i valori più comuni sono 10%, 5%, 1%.  Stabilito ! , dalla relazione !D = sup
"#$H
P" X #D( )  
si ricava la regione critica D.  È in questo momento che il lavoro risulta assai più semplice se !H = "0{ } , in 
altre parole se l’ipotesi si enuncia con un’uguaglianza: ! = !0 .  In questo caso il livello del test è P!0 X "D( ) . 
Effettuato l’esperimento, l’osservazione X  potrà appartenere a D oppure no; nel primo caso concluderemo che 
“al livello ! ”, l’ipotesi ! "#H  è da respingere; altrimenti diremo che il risultato dell’esperimento non 
fornisce elementi sufficienti per respingerla. 
Ipotesi sul confronto tra la probabilità in una prova bernoulliana e un valore assegnato. 
Il problema è il seguente: una variabile aleatoria X può valere 1 con probabilità p, oppure 0 con probabilità 
1! p ; il valore di p non è conosciuto, ma è assegnato un valore p0  da confrontare con p, in una ipotesi 
“bilaterale”: p = p0  oppure “unilaterale”: p ! p0  oppure p ! p0 .  Si prendono allora n variabili aleatorie 
X1,… , Xn  indipendenti ed equidistribuite a X (vale a dire, si fa “giocare” X per n volte), e si prende nota del 
risultato ottenuto; in base a questo risultato si rifiuta oppure no l’ipotesi che si è voluto sottoporre al test.  
Illustriamo questo metodo di indagine statistica riferendoci all’esempio già più volte ripreso. 
Esempio (ripreso da Baldi, Esempio 6.16).  Consideriamo l’esempio 1 (la macchina che ha prodotto 1000 pezzi 
tra cui 27 difettosi); è stato scelto come “ipotesi” 
 !H = 0,03;1[ ] . 
Il test consiste nella produzione di n = 1000  pezzi; indichiamo con Y il numero di pezzi difettosi.  
L’osservazione sperimentale di un valore di Y inferiore a 30 (cioè al 3% dei pezzi prodotti) è un indizio 
favorevole al respingimento dell’ipotesi; infatti, se questa è vera, e ! = !0 " 0,03;1[ ] , allora il valore atteso di 
Y è n!0 , attorno al quale è massima la densità di probabilità per P!0 . 
Assumeremo perciò come regione di rigetto un intervallo del tipo D = 0, k[ ]  con k < 30 . 
La variabile Y segue una legge binomiale B n,!( ) , la quale per n grande si può approssimare con la gaussiana 
N n! , n! 1" !( )( )  avente la stessa media e varianza.  Nei casi, come quello attuale, in cui !  è molto prossimo 
a 0 (sarebbe lo stesso per !  prossimo a 1) occorre cautela nell’uso della gaussiana; n = 1000  e valori di !  
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vicini a 0,03 danno valori di n!  intorno a 30, già sufficiente per applicare con successo questa 
approssimazione.  Approssimeremo dunque, per valori interi positivi di k 
(1) P! Y " k( ) # P N n! , n! 1$ !( )( ) < k + 12( ) . 
Osservazione.  Perché in (1) c’è k + 12  e non k? 
Il termine correttivo «+ 12»  migliora l’approssimazione perché i valori di Y sono solo interi, mentre quelli della 
normale variano con continuità.  Poiché Y può soltanto assumere valori interi, la disuguaglianza Y ! k  per k 
intero equivale a Y < k +1.  Quando Y viene approssimata con N n!, n! 1" !( )( )  l’approssimazione migliore 
per la probabilità dell’evento descrivibile equivalentemente con Y ! k  o Y < k +1  si ottiene scegliendo come 
valore-soglia per la normale il valore centrale k + 12  
Per ricondurci alla normale standard N 0,1( )  scriveremo il secondo membro di (1) come 
 P N n! , n! 1" !( )( )" n!
n! 1" !( )
#
k + 12 " n!
n! 1" !( )
$
%
&
'
(
) = *
k + 12 " n!
n! 1" !( )
$
%
&
'
(
)
 
(!  è la funzione ripartizione di N 0,1( ) ). 
Il valore di k viene determinato in funzione del livello stabilito per il test, come vedremo tra poco.  Stabilito k, 
quindi D = 0,k[ ] , la “potenza del test” nel caso attuale viene valutata con 
 !D "( ) = P" Y #D( ) = P" Y $ k( ) % &
k + 12 ' n"
n" 1' "( )
(
)
*
+
,
-  
Occupiamoci ora del livello del test.  Questo viene fissato a priori, e in funzione di esso viene determinata la 
regione di rigetto D. 
Il calcolo si sviluppa in modo simile a come lo abbiamo svolto a proposito di “stima del parametro”; la 
differenza è che allora cercavamo, in funzione del valore Y di una osservazione, intervalli in cui collocare !  
con probabilità prossima a 1; questa volta facciamo l’ipotesi che !  appartenga a un determinato intervallo, qui 
!H = 0,03;1[ ]  e in funzione di ciò stimiamo la probabilità che Y appartenga a D 
La funzione 
 
!!
k + 12 " n!
n! 1" !( )   è decrescente in 0,1] [ , come si vede facilmente calcolando la derivata, mentre 
!  è crescente, essendo una funzione ripartizione; perciò il livello del test con regione di rigetto D = 0, k[ ]  è 
 !D = sup
"# 0,03;1[ ]
P" Y #D( ) = sup
"# 0,03;1[ ]
$
k + 12 % n"
n" 1% "( )
&
'
(
)
*
+ = $
k + 12 % n ,0,03
n ,0,03,0,97
&
'(
)
*+
. 
Fissiamo per esempio come livello del test ! = 0,05 ; determiniamo quindi k dalla relazione 
!
k + 12 " n #0,03
n #0,03#0,97
$
%&
'
()
= 0,05 , equivalente a k +
1
2 ! n "0,03
n "0,03"0,97 = !#0,95 $ !1,645 ; svolgendo i calcoli si ricava 
(1) k = 0,03 n ! 0,281 n ! 0,5  
Nel presente esempio n = 1000 ; sostituendo 1000 a n in (1) si ricava k = 20,61  e quindi la regione di rigetto 
dell’ipotesi al livello 5%, è D = 0 , 20[ ] , tenendo presente che il valore di k deve essere intero.  L’osservazione 
Y = 27  non appartiene alla regione di rigetto; perciò non respingiamo l’ipotesi che sia ! " 0,03;1[ ] .  Che cosa 
significa questo?  Significa non escludere che il buon risultato del collaudo si possa essere realizzato per caso, 
da una macchina la cui reale affidabilità è inferiore al 97% di pezzi buoni nella sua produzione. 
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Questo esempio chiarisce perché si dice “non respingere” piuttosto che “accettare” l’ipotesi.  Come abbiamo 
visto, al livello del 5%, 27 pezzi difettosi su 1000 non permettono di respingere l’ipotesi ! < 0,03 ; ma di certo 
non costituiscono la prova che sia ! " 0,03  perché comunque 27 su 1000 è meno del 3%.  Semplicemente, per 
avere una “ragionevole certezza” che sia davvero ! < 0,03  avremmo dovuto riscontrare un numero ancora più 
piccolo di pezzi difettosi 
Un campione più numeroso, se si mantengono invariati gli altri valori, fornisce risultati più rassicuranti.  Se il 
collaudo fosse stato su 100˙000 pezzi prodotti, tra i quali 2700 difettosi (la stessa proporzione di 2,7%) 
avremmo determinato la regione di rigetto al livello 5% D = 0, k[ ]  con k calcolato da (1), ma con n = 100 0˙00 .  
Il calcolo dà k = 2911 , ossia D = 0 , 2911[ ] .  L’osservazione Y = 2700  appartiene in questo caso alla regione 
di rigetto.  Questa volta dunque respingiamo l’ipotesi ! " 0,03;1[ ] , cioè giudichiamo praticamente impossibile 
(al livello 5%) che la macchina abbia un’affidabilità inferiore al 97%, ma per caso abbia dato nel collaudo 
soltanto il 2,7% di pezzi difettosi tra 100˙000. 
Esempio. (adattato da Baldi, Esempio 6.15).  Nella settimana successiva alla vittoria di Vincenzo Nibali al 
Tour de France, 12 persone in una grande città acquistano una bicicletta da corsa di qualità professionale, 
mentre la media delle vendite settimanali di questo articolo è di 8.  Si può dire che l’impresa del ciclista 
siciliano abbia influenzato il mercato? 
Risoluzione. Sia p la probabilità che un cittadino scelto a caso acquisti una siffatta bicicletta in una data 
settimana.  Il valore di p è determinato in base alla numerosità della popolazione e alla media, supponendo 
indipendenti i comportamenti delle diverse persone.  L’osservazione di ciascun individuo per una settimana 
viene in tal modo considerata una prova bernoulliana il cui “successo” è l’acquisto della bici in quel periodo.  
Se la popolazione è di n individui, il numero X di bici da corsa vendute in una settimana è una variabile con 
legge binomiale B n, p( ) , la cui media è n p = 8 ; se ne deduce il valore di p = 8n .  Questo è presumibilmente 
piuttosto piccolo, e n molto grande; B n, p( )  si può quindi approssimare con una legge di Poisson di parametro 
! = n p .  In condizioni “normali” il valore di !  è 8, come si è detto; si ha il sospetto che a causa dell’impresa 
sportiva di Nibali questo parametro sia aumentato, nella settimana successiva.  Il modello statistico che 
utilizziamo è un campione di rango 1 di leggi di Poisson il cui parametro !  varia in ! = 0,+"] [ , e caratterizza 
la distribuzione di Poisson che modellizza il mercato delle bici da corsa nella settimana successiva al Tour.  Il 
campione ha rango 1 perché non abbiamo una molteplicità di osservazioni, ma soltanto la singola evidenza del 
numero di acquisti settimanali passato in una precisa settimana a 12 da una media di 8.  Tenendo presente che 
la ipotesi è quella che si vorrebbe respingere, diamo per !  la partizione 
 ! = 0,+"] [ =!H #!A $ 0,8] ]# 8,+"] [ . 
L’ipotesi è ! " 0,8] ] , cioè che l’esito del Tour non abbia mutato l’atteggiamento degli individui, e quindi il 
maggior numero di vendite riscontrato in quella settimana sia frutto del caso.  L’eventuale respingimento 
dell’ipotesi significa invece interpretare l’incremento di vendite come effetto di una causa che ha prodotto 
condizioni di mercato più favorevoli alla vendita di bici da corsa.  Ciò che dobbiamo fare è: 
1) Decidere la struttura della regione D di rigetto. 
2) Decidere il livello !  del test. 
3) In funzione del valore fissato per ! , determinare l’effettiva regione di rigetto D. 
4) Se l’osservazione X = 12  appartiene a D respingeremo l’ipotesi, quindi riterremo (al livello ! ) che l’esito 
del Tour abbia accresciuto nei cittadini il desiderio di bici da corsa; se non vi apparterrà, concluderemo che 
l’incremento di vendite può anche essersi verificato per caso. 
Ebbene: 
1) Per una distribuzione di Poisson di parametro ! , e per k fissato, la probabilità P! X " k( )  è funzione 
crescente di ! .  Proveremo in seguito questo fatto, peraltro abbastanza intuitivo; per ora lo diamo per noto.  
Osservazioni sperimentali di valori piuttosto grandi per X sono poco probabili se !  è piccolo; quindi è 
ragionevole che D abbia la forma k,+![ [ , con k da stabilire in funzione del livello desiderato per il test. 
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2) Fissiamo il livello del test al 5%. 
3) Per un determinato k, il livello del test è 
  !D = sup
"# 0,8] ]
P" X $ k( ) = P8 X $ k( ) . 
 Un calcolo diretto (piuttosto noioso da svolgere con una normale calcolatrice, banale invece se si ha a 
disposizione un software adeguato) dà i seguenti valori di P8 X ! k( ) : 
   
k 12 13 14 
P8 X ! k( )  0,112 0,064 0,034 
 Il più piccolo valore di k per il quale P8 X ! k( ) " 0,05  è 14; trattandosi di una distribuzione discreta, con 
valori interi, non è possibile stabilire D con !D = 0,05 : il livello del test relativo a D = 14,+![ [  è 0,034, 
ma con k = 13  si supera 0,05. 
4) L’osservazione X = 12  non appartiene a D = 14,+![ [ ; quindi, al livello 0,05 non respingiamo l’ipotesi, 
cioè riteniamo plausibile che l’incremento di vendite in quella settimana sia di natura casuale.  Per 
respingere l’ipotesi, a un livello del 5% (anzi, anche più piccolo. quindi migliore) avremmo dovuto 
osservare nella settimana successiva alla conclusione del Tour, almeno 14 vendite di bici da corsa. 
Per completare la risoluzione, mostriamo la crescenza di  !! P! X " k( ) , in cui X è una variabile con legge di 
Poisson di parametro !  e k un numero intero positivo fissato.  Siano ! > µ > 0 .  Se Y1 e Y2  sono variabili 
indipendenti con leggi di Poisson rispettivamente di parametri µ  e ! "µ , allora Z = Y1 +Y2  è di Poisson con 
parametro !  (dimostrazione immediata).  Allora si ha, per ogni fissato k intero positivo, 
 P Z ! k( ) = P Y1 +Y2 ! k( ) ! P Y1 ! k( )  
che è quanto si voleva dimostrare. 
Livello di significatività di un test 
I due esempi esposti mostrano il metodo con cui si svolge un test statistico.  Una fase delicata dello studio è la 
scelta della regione D di rigetto dell’ipotesi, per la quale non c’è una regola vincolante.  Poiché l’ipotesi sarà 
respinta se l’osservazione della statistica-test X appartiene a D, la scelta di D avviene in modo che, se l’ipotesi è 
vera, sia piccola la probabilità di riscontrare X !D , e sia invece grande se l’ipotesi è falsa.  Normalmente D è 
un intervallo !", k] ]  oppure k, +![ [ , secondo i casi; più precisamente: è l’intersezione di un intervallo di 
questo tipo con l’insieme dei valori che X può assumere.  Nel primo esempio (la macchina utensile) abbiamo 
posto D = 0, 20[ ] , tenendo presente che la statistica del caso “conta” i pezzi difettosi, quindi deve prendere 
valori non negativi (e interi); nel secondo esempio D = 14,+![ [ , con la clausola implicita che X sia intero. 
La soglia di D è fissata in relazione con il livello !  stabilito per il test: 5%, nei nostri esempi.  L’osservazione 
sperimentale della statistica-test può avere luogo dopo avere fissato ! , e conseguentemente D; anzi, dovrebbe 
svolgersi dopo: gli atti finalizzati a emettere una “sentenza” è bene che si svolgano successivamente ad avere 
stabilito le regole con cui la sentenza sarà decisa. 
Ciò nonostante, tale ordine viene a volte invertito: si decide la statistica-test, si osserva il suo valore 
sperimentale, poi si definisce D in modo che la soglia sia proprio il valore sperimentale k riscontrato.  Se D ha 
la forma X ! k{ } , il corrispondente livello del test, che è, lo ricordiamo, 
 !k = sup
"#$H
P" X #D( ) = sup
"#$H
P" X % k( )  
si chiama livello di significatività del test.  Questo vuole dire che !k  è il più piccolo livello con il quale il test 
effettuato respingerebbe l’ipotesi.  La stessa cosa vale se D ha la forma X ! k{ } . 
Per gli esempi che abbiamo esposto calcoliamo i seguenti livelli di significatività: 
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• L’esempio della macchina utensile: 1000 pezzi prodotti, 27 difettosi, ipotesi: ! " 0,03;1[ ] .  In questo caso la 
forma di D è X ! k{ } ; i calcoli svolti in quel caso mostrano che il livello di significatività corrispondente alla 
osservazione X = 27  è 
 P0,03 X ! 27( ) = " 27,5 # 301000 $0,3$0,97
%
&'
(
)*
= " #0,464( ) = 0,321  
cioè 32,1% ; è un valore molto grande; infatti in quella occasione l’ipotesi era stata respinta, perché il livello 
allora prefissato era 0,05.  Se invece la stessa percentuale di pezzi difettosi si riscontra in una produzione di 
100˙000 (quindi, 2700 pezzi difettosi) abbiamo il livello di significatività 
 P0,03 X ! 2700( ) = " 2700,5 # 3000100 0˙00 $0,03$0,97
%
&'
(
)*
= " #5,55( ) = 1,41$10#8  
La probabilità è piccolissima, l’ipotesi viene respinta con un altissimo livello di significatività, vale a dire, è 
praticamente impossibile che la prestazione di 100˙000 pezzi con 2700 errori sia avvenuta per caso, se la 
probabilità di errore per un singolo pezzo è almeno 0,03. 
• L’esempio delle biciclette da corsa: 12 biciclette vendute in una settimana, contro una media di 8; ipotesi: 
! " 8 , parametro di una legge di Poisson.  La regione critica questa volta è della forma X ! k{ } ; 
l’osservazione sperimentale rileva X = 12 , quindi il livello di significatività è 
 P8 X !12( ) = 0,112  
cioè 11,2% ; infatti l’ipotesi non è stata respinta, al livello 5%.  Se le bici vendute nella settimana osservata 
fossero state 14, anziché 12, avremmo calcolato il livello di significatività 
 P8 X !14( ) = 0,034  
cioè 3,4% ; avremmo perciò respinto l’ipotesi al livello 5%, accertando altresì una evidenza statistica anche 
migliore. 
Osservazione.  Il fenomeno qui così evidente, di non potere determinare una regione critica D di livello 
esattamente uguale a quello desiderato (per esempio 5%) è assai frequente quando la statistica-test assume 
valori in un insieme discreto (per esempio, assume solo valori interi).  A questo si pone rimedio scegliendo D 
come il più grande insieme (del tipo stabilito) per il quale il livello del test risulta non superiore al valore !  
prestabilito, come abbiamo fatto nei precedenti esempi. 
Il ruolo della “potenza del test” per decidere le modalità del test medesimo. 
Abbiamo definito la potenza di un test come la funzione 
  
con D regione critica del test.  Questo strumento non è di facile uso pratico, perché il valore di !  è ignoto.  Può 
però servire se lo sperimentatore, in base a sue conoscenze, è soggettivamente convinto che !  abbia un 
determinato valore, compatibile con il rifiuto dell’ipotesi.  Egli giudica quindi falsa l’ipotesi e vuole dimostrare 
questa sua convinzione attraverso un test statistico.  In base alla propria convinzione, egli deve decidere le 
modalità del test in modo che sia poco probabile che questo dia un responso errato.  La potenza del test, 
calcolata sul valore di !  soggettivamente ritenuto dallo studioso, esprime questa probabilità. 
Un esempio aiuta a chiarire questo concetto.  Nuovamente facciamo riferimento alla macchina utensile 
protagonista di precedenti esempi.  Ancora, l’ipotesi è che la probabilità che sia difettoso ciascun pezzo da essa 
prodotto sia ! 0,03 .  Se il collaudo consiste nella produzione di 1000 pezzi, abbiamo visto che, al livello 5%, la 
regione critica, ossia di rifiuto dell’ipotesi, è D = 0,20[ ]  (la statistica-test è il numero di pezzi difettosi).  Il 
produttore della macchina è sicuro che l’ipotesi sia falsa, perché ritiene che la probabilità di difetto su un 
singolo pezzo sia !0 < 0,03 .  Gli conviene oppure no svolgere il test con le modalità indicate, sperando di 
dimostrare (in termini statistici) la qualità della sua macchina?  Questo, come è logico, dipende del valore di 
!0  che il produttore valuta a priori. 
Abbiamo fissato al 5% il livello del test; la funzione potenza del test, con un campione di 1000 
!D :"# 0,1[ ] ; !D $( ) = P$ X %D( )
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 pezzi prodotti e Y che esprime il numero di pezzi difettosi è 
 ! "( ) = P" Y # 20( ) = $ 20,5 %1000 &"1000 &" & 1% "( )
'
()
*
+,
. 
(Ricordiamo nuovamente che l’incremento di 0,5 del numero 20 nell’argomento di !  è dovuto al fatto che gli 
eventi “Y ! 20 ” e “Y < 21” coincidono perché Y è a valori interi). 
La seguente tabella mostra il valore di ! "0( )  per alcuni valori di !0  che, si noti, sono tutti inferiori a 0,03; 
quindi per ciascuno di essi l’ipotesi ! " 0,03;1[ ]  è falsa; la figura mostra il grafico di ! "( ) , 0 < ! < 0,03 . 
 
 
valore presunto di !0  0,01 0,015 0,02 0,025 
potenza del test: ! "0( )  0,9996 0,924 0,545 0,181 
Ebbene se la convinzione del produttore è che !0 = 0,01, egli fa bene a sottoporsi al test con quelle modalità: 
con probabilità 0,9996 l’ipotesi “di inefficienza” della macchina sarà respinta, e anche se la sua convinzione è 
!0 = 0,015 .  Se invece la valutazione a priori di !0 , pur essendo sempre inferiore a 0,03, si avvicina a questo 
valore, chiedere il test è sempre più rischioso, perché la probabilità che l’osservazione Y assuma un valore 
! 20  conducendo al respingimento dell’ipotesi, diventa via via più piccola; con !0 = 0,25  questa probabilità è 
veramente piccola: 0,18; in questo caso il test si rivelerà molto probabilmente inutile perché, per esempio, una 
osservazione di Y = 27  non farà respingere l’ipotesi, anche se non fornirà elementi per ritenere che questa sia 
vera.  Il produttore dovrà svolgere un test su un campione più numeroso, per esempio 2000 pezzi, oppure 
chiedere un livello più alto, per esempio ! = 10% .  Di seguito mostriamo il grafico della potenza del test al 
livello 5%, relativo a un campione di 2000 pezzi anziché 1000.  La relazione ottenuta precedentemente per 
l’estremo superiore k dell’intervallo di rigetto 
(1) k = 0,03 n ! 0,281 n ! 0,5  
dà per n = 2000  il risultato k = 46,95 ; quindi D = 0 ; 46[ ]  e la potenza del test è 
 ! "( ) = P" Y # 46( ) = $ 46,5 % 2000 &"2000 &" & 1% "( )
'
()
*
+,
 
(questa volta Y esprime il numero di fallimenti su 2000 pezzi prodotti) 
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valore presunto di !0  0,01 0,015 0,02 0,025 
potenza del test: ! "0( )  0,999999… 0,9988 0,8504 0,3081 
Ipotesi sul confronto tra due probabilità in una prova bernoulliana. 
Si tratta di un problema solo un po’ più complicato di quello relativo alle ipotesi su una probabilità bernoulliana 
contro un valore assegnato.  Quest’ultimo è il problema illustrato con l’esempio della macchina utensile che 
produce pezzi meccanici, e ne ha prodotti 27 difettosi tra 1000.  In quel caso ci chiedevamo se si poteva credere 
all’ipotesi che la probabilità di uscita di un singolo pezzo difettoso fosse , oppure uguale a questo valore 
assegnato, appunto. 
Ora pensiamo invece di avere due macchine utensili; la prima ha prodotto 1000 pezzi, tra cui 27 difettosi, la 
seconda 600 pezzi, tra cui 8 difettosi.  Ci domandiamo se è ragionevole ritenere che le due macchine abbiano la 
stessa probabilità di fallimento, nella produzione di un singolo pezzo. 
In generale: X, Y sono due variabili aleatorie di Bernoulli con parametri p1, p2 ; cioè X vale 1 con probabilità 
p1, vale 0 con probabilità 1! p1; la stessa cosa per Y, con p2  al posto di p1.  In base al risultato sperimentale di 
n valutazioni indipendenti di X e m valutazioni indipendenti di Y si vuole stabilire se ci sono oppure no ragioni 
sufficienti per respingere l’ipotesi 
 p1 = p2     (bilaterale) 
oppure una delle ipotesi unilaterali 
 p1 ! p2 ;                    p1 ! p2 . 
1) L’ipotesi bilaterale:  H) p1 = p2 .   
Se X1,… , Xn  rappresentano le n esecuzioni indipendenti di X, e Y1,… ,Ym  le m esecuzioni indipendenti di Y, 
allora 
  BX ! X1 +…+ Xn ! B n, p1( ) ; BY ! Y1 +…+Ym ! B m, p2( )  
sono variabili con distribuzione binomiale.  Se n, m sono abbastanza grandi, e anche n p1 , m p2  (stimati dai 
valori assunti da BX , BY ) sono (almeno) nell’ordine della decina, allora, in buona approssimazione possiamo 
dire che  BX ! N n p1, n p1 1! p1( )( ) ,  BY ! N m p2 , m p2 1! p2( )( )  e quindi 
 
 
X = BXn ! N p1,
p1 1! p1( )
n
"
#$
%
&'
; Y = BYm ! N p2,
p2 1! p2( )
m
"
#$
%
&'
 
X  e Y  sono le frequenze relative  del “successo”, cioè del valore 1, nelle sequenze X1,… , Xn( )  e Y1,… ,Ym( ) , 
stimatori rispettivamente di p1 e p2 .  L’ipotesi H viene messa in dubbio da una differenza piuttosto grande tra 
X  e Y .  La differenza X !Y  è 
 
 
X !Y = X + !Y( ) ! N p1 ! p2, p1 1! p1( )n +
p2 1! p2( )
m
"
#$
%
&'
 
quindi 
 
 
X !Y ! p1 ! p2( )
p1 1! p1( )
n +
p2 1! p2( )
m
! N 0,1( )  
se H è vera, allora p1 ! p2 = 0  e quindi 
 
 
X !Y
p1 1! p1( )
n +
p2 1! p2( )
m
! N 0,1( ) . 
! 0,03
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Il denominatore di questa frazione rimane incognito, perché non conosciamo p1 e p2 ; tuttavia, lo stesso tipo di 
calcolo esposto nel paragrafo “stima di una proporzione o della probabilità di successo in una sequenza di prove 
indipendenti” mostra che sotto ipotesi ragionevoli sulla numerosità del campione, l’espressione 
X 1!X( )
n +
Y 1!Y( )
m  lo approssima sufficientemente bene; quindi confronteremo con i quantili di N 0,1( )  
l’espressione 
 T = X !Y
X 1! X( )
n +
Y 1!Y( )
m
 
Una regione di rigetto di H per al livello !  sarà perciò, per la statistica T: 
 D = ! ", ! #1!$2%& '() #1!$2 , +"%& '( . 
Esempio.  Due macchine utensili hanno prodotto: la prima 1000 pezzi, tra cui 27 difettosi, la seconda 600 
pezzi, tra cui 8 difettosi.  Ci domandiamo se è ragionevole (al livello del 5%) ritenere che le due macchine 
abbiano la stessa probabilità di fallimento, nella produzione di un singolo pezzo. 
Soluzione.  Nel caso attuale i valori X , Y  sono rispettivamente X = 271000 = 0,027 , Y = 8600 = 0,0133 .  La 
differenza è assai rilevante.  La statistica T vale 
 T = 0,027 ! 0,0133
0,027" 1!0,027( )
1000 +
0,0133" 1!0,0133( )
600
= 1,969  
La regione di rigetto per l’ipotesi al livello 5% è  
 D = !" , ! #0,975$% &'( #0,975 , +"$% &' = !" , !1,96] [( 1,96 , +"] [  
Il valore di T appartiene a D (per poco!); quindi l’ipotesi viene respinta; ma il margine di certezza non è alto 
come poteva fare supporre la marcata differenza tra le due medie campionarie: il livello di significatività è 
2 ! 1"# 1,969( )( ) = 0,049 , cioè 4,9%, appena sopra il 5% prescritto.  Se la seconda macchina (quella 
apparentemente migliore avesse fallito 9 volte su 600, anziché soltanto 8 avremmo avuto Y = 0,015 , ancora 
sensibilmente inferiore a X , ma il valore T sarebbe stato T = 1,682 , esterno a D; quindi in tale caso non 
avremmo respinto l’ipotesi, accettando la possibilità che due prestazioni pur così diverse possano essersi 
presentate in questo modo per caso. 
2) L’ipotesi unilaterale:  H) p1 ! p2 .   
Poiché X  e Y  sono stimatori di p1 e p2 , saremo indirizzati verso il rifiuto di H dal riscontro di un valore 
negativo per X !Y .  Con gli stessi simboli usati prima abbiamo, come allora: 
 
 
X !Y = X + !Y( ) ! N p1 ! p2, p1 1! p1( )n +
p2 1! p2( )
m
"
#$
%
&'
. 
Usiamo ancora la statistica-test 
 T = X !Y
X 1! X( )
n +
Y 1!Y( )
m
. 
Supponendo vera l’ipotesi, non è più T a essere distribuita come N 0,1( ) , bensì 
 Z = X !Y ! p1 ! p2( )
X 1! X( )
n +
Y 1!Y( )
m
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Fissato ! " 0,1] [  (livello del test) abbiamo 
 ! = P Z " #$1#!( ) = P T # p1# p2X 1#X( )
n +
Y 1#Y( )
m
" #$1#!%
&
'
(
)
*
 
Se l’ipotesi H) p1 ! p2  è vera, ciò che qui sopra si sottrae da T è positivo, quindi 
 ! = P Z " #$1#!( ) = P T # p1# p2X 1#X( )
n +
Y 1#Y( )
m
" #$1#!%
&
'
(
)
*
+ P T " #$1#!( ) . 
Pertanto, se H) p1 ! p2  è vera, allora vi è probabilità non superiore ad !  che sia T ! "#1"$ ; allora 
 D = !" , ! #1!$] [  
è una regione di rigetto al livello !  per H) p1 ! p2 . 
3) L’ipotesi unilaterale:  H) p1 ! p2 .   
Il problema è lo stesso di 2), perché semplicemente sono scambiati i ruoli di X e Y.  Una regione di rigetto per H 
al livello ! , riferita al valore di T, è in questo caso 
 D = !1"# , +$] [ . 
Il test sul confronto tra p1 e p2 , probabilità del singolo successo in prove bernoulliane si adatta bene anche al 
confronto tra le percentuali della presenza di un certo carattere in due popolazioni, sufficientemente numerose 
rispetto alla numerosità dei campioni affinché si possa trascurare la differenza tra un’estrazione “in blocco” e 
una bernoulliana “con reinserimento”. 
Esempio.  Un campione di 800 persone viene intervistato chiedendo di esprimere le proprie intenzioni di voto 
per le prossime elezioni politiche.  144 di essi dichiarano l’intenzione di votare per il partito “A”.  Un mese 
dopo, a un campione di 800 persone rappresentative della stessa popolazione viene rivolta la stessa intervista, e 
in 189 manifestano l’intenzione di votare per “A”.  Si può affermare, al livello del 5%, che durante questo mese 
la percentuale di elettori intenzionati a votare per “A” è aumentata? 
Soluzione.  Questa volta p1, p2  sono le percentuali degli elettori di “A” tra tutti gli aventi diritto al voto, 
rispettivamente al momento della prima e della seconda rilevazione campionaria.  I due valori campionari sono 
X = 144700 = 0,206 , Y = 189800 = 0,236 .  L’ipotesi che si vorrebbe confutare è H ) p1 ! p2 ; la statistica-test con i 
dati attuali è 
 T = 0,206 ! 0,2360,206" 1!0,206( )
700 +
0,236" 1!0,236( )
800
= !1,417  
Una regione di rigetto di H al livello ! = 0,05  per il valore di T è 
 D = !" , ! #0,95$% &' = !" , !1,645] [ . 
Il valore sperimentale di T non appartiene a D; quindi al livello del 5% non possiamo respingere l’ipotesi: non 
si può escludere che l’aumento di consensi per il partito “A” nel secondo sondaggio sia di origine casuale; 
questo, nonostante l’aumento di ben tre punti percentuali tra la prima e la seconda rilevazione. 
Test su medie e varianza di popolazioni gaussiane 
In diverse occasioni i test statistici hanno come scopo la verifica di ipotesi su una media; così è per gli esempi 
esposti prima: la probabilità di produrre un pezzo difettoso è infatti la media della variabile bernoulliana 
indicatrice di questo evento; una media era anche l’oggetto del test riguardante le biciclette da corsa.   Ora ci 
occupiamo in particolare di test sulla media di una variabile gaussiana, per la quale siano ignote la media e 
anche la varianza.  Questo introduce una difficoltà nuova rispetto ai precedenti esempi, nei quali si trattavano 
variabili la cui varianza è espressa in funzione della media. 
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Gli strumenti che si applicano sono gli stessi introdotti per determinare intervalli di confidenza per la media di 
una variabile gaussiana.  Supponiamo dunque di avere un campione X1,… , Xn  di variabili indipendenti, 
ciascuna con legge N µ ,!2( ) .  Una ipotesi sulla media fa riferimento a un valore µ0  “ipotizzato”; il test può 
essere “bilaterale”, cioè 
 Ipotesi H: µ = µ0 ;  Ipotesi alternativa: µ ! µ0  
oppure “unilaterale”, cioè l’ipotesi sostiene che la media effettiva sia minore o uguale, oppure maggiore o 
uguale, di un determinato valore µ0 : 
 Ipotesi H: µ ! µ0 ;  Ipotesi alternativa: µ > µ0  
oppure: Ipotesi H: µ ! µ0 ;  Ipotesi alternativa: µ < µ0  
Incominciamo trattando il primo problema di test unilaterale, cioè 
(1) Ipotesi H: µ ! µ0 ;  Ipotesi alternativa: µ > µ0  
Poiché il parametro ignoto questa volta è ! = µ,"2( ) , l’ipotesi H corrisponde all’insieme 
 !H = µ,"2( ); µ # µ0 ; "2 > 0{ }  
Siano X  e S2  gli stimatori corretti di µ  e !2 : 
 X = 1n Xii=1
n
! ; S2 = 1n "1 Xi " X( )
2
i=1
n
! . 
Poi chiamiamo T = n X !µ0S  
Se µ  indica il valore vero della media di Xi , allora la variabile 
 
n X !µ( )
S  
segue una legge di Student con n !1  gradi di libertà, 
 
n X !µ( )
S ! t n !1( ) .  Fissato  ! " 0,1] [ , sia t1!"  il 
quantile di ordine 1!"  per t n !1( ) .  Se l’ipotesi µ ! µ0  è vera, la quantità n µ!µ0S  è ! 0  Abbiamo allora 
 P! T > t1"#( ) = P! n X "µS + n
µ "µ0
S > t1"#
$
%&
'
() * P
! n X "µS > t1"#
$
%&
'
() = # . 
Se l’ipotesi µ ! µ0  è vera, l’intervallo D = t1!" n !1( ) , +#$% &'  è un insieme al quale T appartiene con 
probabilità ! " ; quindi D si può prendere come regione critica al livello !  per la verifica dell’ipotesi µ ! µ0 . 
Questa scelta è anche intuitivamente ragionevole: T assume valori positivi “grandi” quando X  è sensibilmente 
maggiore di µ0 , e siccome X  è uno stimatore di µ , questo evento è un indizio che mette in dubbio la verità 
dell’ipotesi µ ! µ0 .  Invece, se l’ipotesi è falsa, cioè µ > µ0 , la scomposizione di T in due addendi: 
 
 
T = n X !µS
!t n!1( )
" #$ %$
+ n µ !µ0S  
mostra T come un addendo aleatorio con legge di Student, più un altro positivo, che tende a +∞ quando 
n! +" . 
Esempio. (Baldi, esempio 6.20)  La statura media delle reclute alla visita di leva nel 1970 era 169 cm; nel 1980 
vengono scelte a caso 121 reclute, e misurata la loro statura.  La media e varianza corretta del campione sono: 
 X = 171; S2 = 85 . 
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Questi valori consentono di concludere, al livello del 5%, che la statura media delle reclute è aumentata, nel 
decennio 1970–1980? 
Risoluzione.  L’ipotesi (rifiutando la quale riconosceremmo l’effettivo aumento della statura media) è 
 H :µ !169   con alternativa A :µ >169  
in cui µ  indica la statura media delle reclute del 1980. 
La statistica test è in questo caso T = n X !µ0S = 121
171!169
85 = 2,386 .  La regione critica del test è 
D = t0,95 120( ) ; +!"# $% = 1,658 ; +!] [ .  Siccome T !D , respingiamo l’ipotesi H :µ !169  al livello 5%, 
ammettiamo cioè che nel decennio 1970–1980 la statura media delle reclute sia aumentata.  L’ipotesi µ !169  
viene respinta anche al livello 1%, perché t0,99 120( ) = 2,358 , e l’osservazione di T supera anche questa soglia. 
In effetti il valore sperimentale di T = 2,386  risulta essere il quantile di ordine 0,9906 per t 120( )  
Osservazioni. 
1) Quando il campione è sufficientemente numeroso (convenzionalmente, n ! 30 ) la legge di t n !1( )  è 
molto vicina a N 0,1( ) ; si ottengono perciò risultati sufficientemente precisi sostituendo ai quantili di 
t n !1( )  quelli della normale standard; questo può essere interessante se non si hanno a disposizione tavole 
adeguate per t o un software adatto.  Per esempio, nel caso attuale, anziché t0,95 120( ) =1,658  avremmo 
assunto come valore-soglia al livello 5% il quantile !0,95 = 1,655 .  La differenza è davvero piccola. 
2) Se la legge delle variabili Xi  non è necessariamente gaussiana, lo è in buona approssimazione quella di 
X = 1n Xii=1
n! , appena il rango n del campione è sufficientemente grande; quindi se il campione è 
abbastanza numeroso si possono applicare comunque le tecniche esposte sopra. 
I casi dell’ipotesi unilaterale di verso opposto: µ ! µ0  e dell’ipotesi bilaterale: µ = µ0  si trattano in modo 
simile a quello che abbiamo visto sopra; vediamo. 
(2) Ipotesi H: µ ! µ0 ;  Ipotesi alternativa: µ < µ0  
Definiamo ancora X  e S come prima, e ancora T = n X !µ0S .  Se l’ipotesi è vera, T assume più 
probabilmente valori negativi; quindi in questo caso la regione critica D sarà un intervallo del tipo !" , b] [ , 
con b opportuno numero negativo.  Ancora, 
 
n X !µS ! t n !1( ) ; Similmente al caso precedente, osserviamo 
che questa volta, se l’ipotesi è vera, n µ!µ0S > 0  e quindi abbiamo 
 P! T " t# n $1( )( ) = P! n X $µS + n
µ $µ0
S " t# n $1( )
%
&'
(
)* " P
! n X $µS " t# n $1( )
%
&'
(
)* = #  
e quindi D = !" , t# n !1( )$% &'  è una regione critica al livello !  per questo test. 
Infine, l’ipotesi bilaterale: 
(3) Ipotesi H: µ = µ0 ;  Ipotesi alternativa: µ ! µ0  
I simboli mantengono il significato già dichiarato.  Se l’ipotesi è vera, T assume più probabilmente valori non 
troppo grandi; la regione critica naturale sarà il complementare di un intorno simmetrico di 0, 
D = !" , !b] [# b , +"] [ .  facciamo di nuovo uso del fatto che 
 
n X !µS ! t n !1( ) , e questa volta, se l’ipotesi 
µ = µ0  è vera, T = n
X ! µ0
S ! t n !1( )   Allora 
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 P! T " t1#$2 n #1( )
%
&
'
( = $  
e quindi una regione critica al livello !  per questo test è D = !" , ! t1!#2 n !1( )$% &'( t1!#2 n !1( ) , +"$% &' . 
Esempio. (originale)  Sulle confezioni di uova vendute in un supermercato è scritto: peso medio di un uovo: 60 
grammi.  Acquistiamo 12 uova e le pesiamo, ottenendo un peso medio di 58 grammi e una varianza stimata 
S2 = 25 .  Si può credere, al livello 5%, all’indicazione riportata sulla confezione? 
Risoluzione.  Il test di Student appare adeguato, perché è ragionevole ritenere approssimativamente di tipo 
gaussiano la variabile “peso di un uovo” (quantunque si possa obiettare, per esempio, che una variabile 
gaussiana può anche assumere valori negativi, diversamente dal peso di alcunché).  Ammesso ciò, l’ipotesi da 
mettere alla prova è: µ = 60 ; la statistica-test per questo problema (e la sua osservazione sul campione) è 
T = 12 58 ! 6025 = !1,386 .  L’insieme di rigetto dell’ipotesi è 
 D = !" , ! t0,975 11( )#$ %&' t0,975 11( ) , +"#$ %& = !" , ! 2.201] [' 2,201, +"] [ . 
Il valore osservato di T non appartiene a D; non ci sono quindi elementi sufficienti per respingere l’ipotesi; il 
margine è anche abbastanza ampio: il livello di significatività è infatti sensibilmente > 0,05 , perché 
1,386 = t0,903 11( ) ; quindi respingeremmo l’ipotesi solo se avessimo fissato ! = 2 1" 0,903( ) = 0,194 , o un 
valore ancora maggiore. 
Osservazione.  La scelta che abbiamo fatto dell’insieme di rigetto è quella del test “bilaterale”; questo significa 
non dubitare della buonafede di chi confeziona e mette in commercio le uova, ma soltanto della precisione di 
ciò che indica in etichetta.  Se invece sospettiamo che l’etichetta sia infedele per dolo, ossia che il peso medio 
effettivo sia minore di 60 grammi, svolgeremo il test unilaterale, sottoponendo a verifica l’ipotesi  
 H0 : µ ! 60  
(si ricordi che l’ipotesi che si sottopone a verifica è ciò che viene messo in dubbio; quindi se sospettiamo che 
µ < 60  cercheremo di confutare che sia, appunto, µ ! 60 ). 
L’insieme di rigetto per la statistica T = n X!µ0( )S  al livello !  è in questo caso D = !" , ! t1!# n !1( )$% &' .  Nel 
caso attuale ! = 0,05 , n = 12 , l’intervallo è D = !" , !1,796] [ .  Di nuovo, T = !1,386"D . Quindi l’ipotesi 
non viene respinta.  Evidentemente, con dati sperimentali diversi poteva accadere che il test bilaterale non 
respingeva l’ipotesi, quello unilaterale sì. 
Confronto tra le medie di due popolazioni. 
Un problema un po’ più sofisticato è il confronto tra la media di una popolazione non con un valore µ0  fissato, 
bensì con la media di un’altra popolazione.  A sua volta, questo problema si può presentare in due modalità 
diverse: due campioni accoppiati oppure due campioni indipendenti. 
Campioni accoppiati.  Abbiamo due campioni formati il primo da n variabili X1,… , Xn  normali. 
equidistribuite e indipendenti, il secondo da altrettante n variabili Y1,… ,Yn  normali. equidistribuite e 
indipendenti; non si suppone invece l’indipendenza delle Xi  dalle Yj ; anzi, in genere c’è un legame tra 
ciascuna Xi  e la corrispondente Yi .  Si presenta questa situazione, per esempio, quando si confrontano i valori 
di due misurazioni di una stessa grandezza, sugli stessi individui ma in condizioni diverse, come prima e dopo 
un determinato trattamento. 
L’elaborazione dei dati è piuttosto semplice: le variabili Zi = Xi !Yi , sono indipendenti e la media di Zi  è la 
differenza tra le medie µX  e µY  di Xi  e Yi .  Perciò un’ipotesi sulla relazione tra µX  e µY  (di uguaglianza o 
disuguaglianza in un determinato verso) si traduce nel confronto con 0 della media di Zi . 
Esempio. (vedi Baldi, Esempio 6.21).  Per valutare l’efficacia di un farmaco che dovrebbe abbassare il tasso di 
colesterolo nel sangue vengono scelti 24 volontari ai quali viene misurato il tasso di colesterolo (in mg/dl) 
prima e dopo il trattamento con il farmaco (valori Xi  e Yi ).  La media Z  e la varianza stimata S2  delle 24 
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osservazioni di Zi = Xi !Yi  valgono Z = 8,21 , S2 = 770,61 .  L’auspicio è che il farmaco diminuisca il livello 
di colesterolo, quindi che i valori di Z siano in media positivi.   
Con questi dati operiamo come nell’esempio sulla statura delle reclute: l’ipotesi “nulla” (che si spera di 
respingere) è 
 H ) µ ! 0      contro l’ipotesi alternativa     A) µ > 0  
La statistica-test per questo problema è T = 24 ZS  (ricordiamo che nel caso attuale µ0 = 0 ), e un intervallo di 
rigetto al livello !  è D = t1!" 23( ), +#$% &' .  Se scegliamo per il test il livello 5% abbiamo D = 1,714 ; +!] [ ; i 
valori sperimentali di Z  e S2  danno a T il valore 1,45 il quale non appartiene a D.  Al livello 5% non ci sono 
ragioni sufficienti per respingere l’ipotesi, nonostante sul campione si sia osservata una diminuzione del tasso 
di colesterolo.  Se avessimo effettuato il test al livello 10% avremmo avuto D = 1,319 ; +!] [ ; in questo caso 
l’ipotesi sarebbe stata respinta, assumendo un maggiore rischio di commettere l’errore di prima specie.  Il 
livello di significatività di questo test, con i valori sperimentali rilevati, risulta 0,08; infatti t0,92 23( ) = 1,45 . 
Campioni indipendenti - ipotesi bilaterale.  Questa volta abbiamo due campioni di variabili gaussiane: 
X1,… , Xn  equidistribuite a X con media µX  e varianza !X2 , e Y1,… ,Ym  equidistribuite a Y con media µY  e 
varianza !Y
2 , tutte indipendenti.  Si desidera stabilire un confronto tra µX  e µY ; precisamente, stabiliremo un 
metodo per sottoporre a verifica l’ipotesi 
 µX = µY  
di uguaglianza delle due medie.  Per farlo si costruisce una statistica mediante i valori dell’osservazione, in 
modo tale che questa statistica possa essere confrontata con una legge nota, per determinare come al solito 
regioni di rifiuto dell’ipotesi di uguaglianza delle due medie.  Il metodo che mostriamo richiede un’ulteriore 
ipotesi: che le varianze !X
2 , !Y2  siano uguali, pur rimanendo incognite; il trattamento del caso in cui non si fa 
questa supposizione è più difficile, e non ne parleremo.  I parametri incogniti sono quindi µX , µY  e 
!2 = !X2 = !Y2( ) . 
Abbiamo ricordato in precedenza che risulta 
(1) 
 
1
!2
Xi " X( )2
i=1
n
# = n "1
!2
SX2 ! $2 n "1( )  
(2) 
 
1
!2
Yj "Y( )2
j=1
m
# = m "1
!2
SY2 ! $2 m "1( )  
e inoltre queste due variabili sono indipendenti da X  e Y .  Ora poniamo 
(3) Stot2 =
1
n +m ! 2 Xi ! X( )
2
i=1
n
" + Yi !Y( )2
i=1
m
"
#
$
%
&
'
( =
1
n +m ! 2 n !1
( )SX2 + m !1( )SY2( ) . 
Stot2  è la media pesata delle varianze stimate SX2 , SY2  con pesi proporzionali alle numerosità dei campioni 
(diminuite di 1; questo si può spiegare osservando che la varianza campionaria esiste quando il campione ha 
almeno due elementi: un campione singolo non ha varianza).  Utilizzando (1) e (2) si ottiene da (3) 
(4) 
 
n +m ! 2
"2
Stot2 ! #2 n !1( ) + #2 m !1( ) ! #2 n +m ! 2( ) . 
L’ultimo passaggio tiene conto del fatto che !2 k( ) = " k2 , 12( )  e  ! "1, #( ) + ! "2, #( ) ! ! "1 +"2, #( ) . 
Poiché X1,… , Xn  sono N µX ,!2( )  e tra loro indipendenti, abbiamo  X ! N µX , !
2
n( ) , e analogamente 
 
Y ! N µY , !
2
m( ) . 
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Se è vera l’ipotesi H ) µX = µY  
allora 
 
X !Y = X + !Y( )( ) ! N 0, "2 1n +
1
m
#
$%
&
'(
#
$%
&
'(  
e quindi 
(5) 
 
X !Y
" 1n +
1
m
! N 0,1( ) . 
La statistica-test per la verifica dell’ipotesi H ) µX = µY  è 
(6) T = X !Y
Stot 1n + 1m
. 
Questa si può scrivere come segue: 
 T = X !Y
Stot 1n + 1m
= X !Y
" 1n +
1
m
# "Stot
# n +m ! 2n +m ! 2 = n +m ! 2
X !Y
" 1n +
1
m
n +m ! 2( ) Stot
2
"2
 
Tenendo presenti (4) e (5) e la definizione della legge t di Student, questo mostra che  
 
 
T = X !Y
Stot 1n + 1m
! t n +m ! 2( ) . 
Perciò, attraverso i quantili di t n +m ! 2( ) , possiamo determinare regioni di rigetto dell’ipotesi, al livello da 
noi fissato.  Infatti, per ogni ! " 0,1] [  
 ! = P T " t1#!2 n +m # 2( )( )  
e quindi una regione di rigetto per l’ipotesi al livello !  è 
(7) D = !",!t1!#2 n +m ! 2( )$% &'( t1!#2 n +m ! 2( ),+"$% &' . 
Esempio (originale).  I rappresentanti sindacali di una grande azienda desiderano stabilire se si può ritenere che 
il salario medio dei dipendenti maschi sia lo stesso delle dipendenti donne.  Per questo scopo registrano la 
retribuzione annua netta (espressa in migliaia di €) di 12 maschi e 14 femmine dipendenti di quell’azienda; i 
dati producono i seguenti risultati relativi a media campionaria e varianza stimata: 
per i maschi: X = 22,8 ; SX2 = 16,9 ; 
per le femmine Y = 19,3; SX2 = 18,2 . 
Con questi dati verifichiamo, al livello 5%, se si deve respingere l’ipotesi di uguale retribuzione media per 
uomini e donne.  Calcoliamo per prima cosa 
 Stot2 =
1
n +m ! 2 n !1
( )SX2 + m !1( )SY2( ) = 124 11"16,9 +13"18,2( ) = 17,60  
e quindi Stot = 17,60 = 4,20 .  La statistica-test t prende quindi il valore 
 T = X !Y
Stot 1n + 1m
= 22,8 !19,3
4,20 112 + 114
= 2,12 . 
L’insieme di rigetto dell’ipotesi al livello 5% è 
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 D = !",!t0,975 24( )#$ %&' t0,975 24( ),+"#$ %& = !" ; !2,064] [' 2,064 ; +"] [  
Il valore sperimentale di T appartiene (per poco!) all’insieme D; perciò respingiamo l’ipotesi di uguale 
retribuzione media per uomini e donne, in quell’azienda.  Il livello di significatività di questa valutazione 
campionaria è 0,044: molto vicino alla significatività 5% decisa a priori; questo succede perché il valore di T 
supera di poco la soglia dell’insieme di rigetto. 
Campioni indipendenti - ipotesi unilaterale.  Come prima abbiamo due campioni di variabili gaussiane: 
X1,… , Xn  con media µX e varianza !X2   e Y1,… ,Ym  con media µY  e varianza !Y2 = !X2 " !2 , tutte 
indipendenti. 
Questa volta l’ipotesi è unilaterale , cioè 
 µX ! µY  
Come nel caso unilaterale si definisce la varianza stimata totale 
 Stot2 =
1
n +m ! 2 n !1( )SX
2 + m !1( )SY2( )  
e si nota che 
 
 
n +m ! 2
"2
Stot2 ! #2 n +m ! 2( ) . 
Ancora, ragionando come nel caso unilaterale, ma senza supporre µX = µY , anzi, per ora non supponendo nulla 
su questa due medie, si osserva che 
 
 
X !Y ! µX !µY( )
" 1n +
1
m
! N 0,1( ) . 
La statistica-test per la verifica dell’ipotesi unilaterale è  la stessa che serve per quella bilaterale: 
 T = X !Y
Stot 1n + 1m
. 
Diversamente dal caso bilaterale, questa volta non possiamo dire che se è vera l’ipotesi (cioè µX ! µY ) allora T 
ha distribuzione di Student t n +m ! 2( ) .  Si ha invece 
(8) 
 
!T = X "Y " µX "µY( )
Stot 1n + 1m
! t n +m " 2( ) . 
Se è vero che µX ! µY , s’intuisce che valori fortemente negativi di T sono poco probabili; scegliamo quindi la 
regione di rigetto dell’ipotesi µX ! µY  della forma !",!k] ]  con k > 0  dipendente dal livello !  del test.  
Supponiamo che sia µX ! µY , cioè µX !µY " 0 .  Indichiamo nel seguito la distribuzione t n +m ! 2( )  e i suoi 
quantili t! n +m " 2( )  con t e t! , per brevità.  Per (8) è 
 ! = P t n +m " 2( ) # "t1"!( ) = P X "YStot 1n + 1m
"
µX "µY( )
Stot 1n + 1m
# "t1"!
$
%
&
'
(
) * P
X "Y
Stot 1n + 1m
# "t1"!
$
%
&
'
(
) ; 
l’ultima disuguaglianza è dovuta al fatto che stiamo supponendo µX !µY " 0 , quindi 
 X !Y
Stot 1n + 1m
" !t1!# $
X !Y
Stot 1n + 1m
!
µX !µY( )
Stot 1n + 1m
" !t1!# . 
Abbiamo dunque stabilito che: 
 se µX ! µY , allora P T ! "t1"# n +m " 2( )( ) ! # , con T = X !YStot 1n + 1m
. 
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Ciò significa che D! = "#, " t1"! n +m " 2( )$% &'  è una regione di rigetto di livello !  per l’ipotesi «µX ! µY » 
relativamente alla statistica T = X !Y
Stot 1n + 1m
. 
Il test di Fisher per le varianze di popolazioni gaussiane. 
Come abbiamo ricordato anche nei precedenti esempi, è importante disporre di informazioni relative non 
soltanto alla media, ma anche alla varianza di variabili gaussiane oggetto dello studio.  I problemi più semplici 
che si possono porre, similmente a quanto abbiamo visto per la media, sono: il confronto della varianza di una 
popolazione con un valore “teorico” e il confronto tra le varianze di due popolazioni. 
Ipotesi sulla varianza di una popolazione contro un valore teorico assegnato. 
Abbiamo una popolazione di variabili gaussiane indipendenti ed equidistribuite, con media µ  e varianza !2  
sconosciute, e un numero positivo !02  assegnato.  Desideriamo svolgere un test per respingere oppure no 
l’ipotesi 
 H : !2 " !02      (contro l’ipotesi alternativa: !2 > !02 ). 
Come al solito, consideriamo un campione X1,… , Xn( )  della popolazione e indichiamo 
 X = 1n Xii=1
n
! , S2 = 1n "1 Xi " X( )
2
i=1
n
! . 
S2  è uno stimatore di !2 ; quindi è ragionevole che valori osservati di S2  piccoli (rispettivamente, grandi) 
rispetto a !02  siano correlati con l’accettazione (rispettivamente, il respingimento) dell’ipotesi H.  Stabilito il 
livello di fiducia ! , cerchiamo una regione di rigetto di H per il valore di S2 , della forma D = a,+![ [ , nel 
senso che se il valore osservato di S2  supera a, allora respingiamo l’ipotesi H.  I calcoli che seguono servono 
per determinare a in funzione di ! . 
Per il Corollario del Teorema di Cochran, X  e S2  sono indipendenti e 
 
 
n !1( ) S
2
"2
! #2 n !1( ) . 
Allora, fissato ! " 0,1] [  e, come al solito, non lontano da 0, per esempio ! = 0,05 , avremo: 
 ! = P n "1( ) S
2
#2
> $1"!2 n "1( )
%
&
'
(
)
* = P S2 >
$1"!2 n "1( ) +#2
n "1
%
&
'
(
)
*  
(si faccia attenzione ai diversi ruoli dell’espressione n !1( ) , una volta fattore (o denominatore), un’altra 
argomento del quantile !1"#2 n "1( ) , per evitare l’errore di una “semplificazione” insensata!). 
Se H è vera, cioè !2 < !02 , allora 
 ! =( ) P S2 > "1#!
2 n #1( ) $%2
n #1
&
'
(
)
*
+ , P S2 >
"1#!2 n #1( ) $%02
n #1
&
'
(
)
*
+  
e quindi una regione critica per l’ipotesi H, relativa al valore di S2 , è 
 D = !1"#
2 n "1( ) $%02
n "1 , +&
'
(
)
*
+
, . 
Perciò il test si può più semplicemente effettuare calcolando la statistica-test  
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 f = n !1( ) S
2
"02
 
e confrontando il valore di f con i quantili di !2 n "1( ) .  I calcoli svolti sopra mostrano che una regione critica 
per f, cioè un intervallo E che ci conduce a respingere l’ipotesi H se f !E  è 
 E = !1"#2 n "1( ) , +$%& '( . 
Questo test si chiama Test di Fisher-Snedecor.  Lo stesso tipo di test serve per la verifica dell’ipotesi “bilatera”: 
 H : !2 = !02       (contro l’ipotesi alternativa: !2 " !02 ). 
Il ragionamento per trovare una regione critica D che conduca al rifiuto di H se S2 !D  è molto vicino a quello 
svolto sopra (omettiamo l’argomento n !1  dai simboli dei quantili di !2 ).  Se è vera H, cioè s2 = !02 : 
 1!" = P #"
2
2 $ n !1( ) S
2
%02
$ #1!"2
2&
'
(
)
*
+ = P
#"
2
2 ,%02
n !1 $ S
2 $
#1!"2
2 ,%02
n !1
&
'
(
)
*
+  
e quindi poniamo 
 D = 0 ,
!"
2
2 #$02
n %1
&
'
(
(
)
*
+
+,
!1%"2
2 #$02
n %1 , +-
&
'
(
(
)
*
+
+ . 
Come prima, più semplicemente, basta calcolare 
 f = n !1( ) S
2
"02
; 
una regione critica E al livello !  per H, relativamente alla statistica f, è 
 E = 0 , !"
2
2#
$%
&
'(
) !1*"2
2 , ++#
$%
&
'(
. 
Esempio.  Il seguente esempio tratta dati generati dal computer attraverso Mathematica 7.  Generiamo un 
numero casuale sigma equidistribuito tra 0,5 e 1,5 il cui valore si rivela soltanto alla fine.  Poi consideriamo 
la variabile gaussiana con media 0 e varianza  !
2 =sigma2 , e desideriamo sottoporre a verifica l’ipotesi 
 H :!2 "1. 
Con questo scopo generiamo una lista di n = 20  numeri casuali, osservazioni di  N 0,sigma
2( ) ; poi calcoliamo 
X  e S2  e la statistica-test di Fisher-Snedecor 
 f = n !1( ) S
2
"02
= 19S2 . 
(tenendo conto dei valori n = 20  e !02 = 1 ). 
Prendiamo ! = 0,05  come livello del test; avremo allora l’intervallo di rifiuto dell’ipotesi, per il valore di f 
 E = !0,952 19( ) , +"#$ %& . 
Il quantile !0,952 19( )  vale 30,143; perciò il test conduce a rifiutare l’ipotesi !2 "1  se f supera questo valore; 
altrimenti l’ipotesi viene “non rifiutata”: come abbiamo già osservato in altre occasioni, è altra cosa da 
“accettare” l’ipotesi, cioè ritenere che l’esperimento la dimostri vera, almeno con probabilità elevata. 
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Ecco il programma (il comando SeedRandom[3] serve per inizializzare il generatore di numeri casuali nello 
stesso modo in cui era la prima volta che si è fatto “girare” il programma; in questo modo, riaprendo il 
programma e facendolo girare di nuovo si ritrovano gli stessi valori.  Se si sopprime questo comando, ogni 
volta che il programma viene fatto girare produce risultati diversi). 
 
Dunque questa volta l’ipotesi ! <1 è vera: il valore di !2 , rivelato alla fine, è!2 = 0,957…<1 .  La risposta 
del test statistico è corretta; quindi non c’è stato errore, che in questo caso sarebbe stato di prima specie, 
essendo H vera. 
Mettiamo alla prova sperimentalmente anche la potenza del test: facciamo girare per 10˙000 volte questo 
programma; ogni volta, poiché il valore vero di !  viene rivelato, possiamo sapere se H è vera o falsa, e se il 
test ha dato la risposta corretta.  La funzione r f ,q,!( )  definita sotto vale (1,0,0,0) se H è vera e il test lo 
conferma; (0,1,0,0) se H è falsa e il test (correttamente) la respinge; (0,0,1,0) se H è vera ma il test la respinge 
(errore di prima specie); (0,0,0,1) se H è falsa ma il test non la respinge (errore di seconda specie). 
Il valore di !  viene generato per 10˙000 volte, ogni volta viene generato un campione di rango 20, in 
corrispondenza del quale si calcola il valore di f.  In funzione di f e di !  si valuta r f ,q,!( ) .  La somma dei 
10˙000 valori di r f ,q,!( ) , stampata alla fine, elenca nell’ordine per quante volte H vera è stata non rifiutata, 
per quante volte H falsa è stata rifiutata, quante volte si è commesso l’errore di prima specie, quante volte 
l’errore di seconda specie. 
Ecco il programma. 
In[1779]:= Clear￿"Global`￿"￿;
SeedRandom￿3￿
n ￿ 20; alfa ￿ 0.05;
sigma ￿ 0.5 ￿ RandomReal￿￿;
t ￿ RandomReal￿NormalDistribution￿0, sigma￿, n￿;
s2 ￿
n
n ￿ 1
Variance￿t￿;
f ￿ ￿n ￿ 1￿ s2;
quant ￿ Quantile￿ChiSquareDistribution￿n ￿ 1￿, 1 ￿ alfa￿;
Print￿t￿;
Print￿"la statistica￿test f vale"￿;
Print￿f￿;
Print￿"La soglia della regione critica per f è"￿;
Print￿quant￿;
Print￿"il valore vero di Σ2 è"￿;
Print￿sigma^2￿￿￿1.72602, 2.47139, 0.820626, 1.7612, ￿0.972829, ￿0.523623,
￿0.597305, 0.409792, 0.435266, ￿0.0664067, 0.78061, 0.552304, 0.000203737,
￿0.187789, ￿1.14212, 1.5965, ￿1.07881, ￿1.44763, ￿0.704473, ￿1.18754￿
la statistica￿test f vale
26.0397
La soglia della regione critica per f è
30.1435
il valore vero di Σ2 è
0.957568
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Dunque, in questa serie di prove, H era effettivamente vera per 5024 + 48 = 5072  volte; il test statistico ha 
fallito (producendo l’errore di prima specie) soltanto 48 volte: meno dell’1% dei casi in cui H era vera, molto 
meglio del 5%, livello del test, maggiorante per la probabilità dell’errore di prima specie. 
Invece H era falsa per 2413+ 2515 = 4928  volte; il test la ha respinta per 2413 volte, mentre per 2515 volte ha 
sbagliato, producendo l’errore di seconda specie.  Questo conferma ancora una volta che la “fiducia” nel test è 
ben riposta nel caso del rifiuto dell’ipotesi, mentre sarebbe imprudente interpretare la risposta del test nel senso 
del “non respingimento” come una conferma attendibile della verità dell’ipotesi H. 
Ipotesi sul confronto tra le varianze di due popolazioni gaussiane. 
Il problema è il seguente: si considerano due variabili gaussiane X, Y indipendenti con leggi rispettivamente 
N µX ,!X2( ),  N µY ,!Y2( ) .  L’ipotesi da sottoporre a verifica statistica è 
 H : !X2 = !Y2      (contro l’ipotesi alternativa !X2 " !Y2 ). 
È una verifica molto importante perché, come abbiamo visto, anche per svolgere i test riguardanti il confronto 
tra le medie è necessario potere supporre che le varianze siano uguali. 
La verifica statistica ha inizio come al solito prendendo un campione X1,… , Xn( )  di rango n di variabili 
indipendenti equidistribuite a X, e un campione Y1,… ,Ym( )  di rango m di variabili indipendenti equidistribuite 
In[1808]:=
Clear￿"Global`￿"￿;
n ￿ 20; alfa ￿ 0.05; m ￿ 10 000;
quant ￿ Quantile￿ChiSquareDistribution￿n ￿ 1￿, 1 ￿ alfa￿;
reg￿effe_, qu_, sig_￿ :￿
If￿sig ￿ 1, If￿effe ￿ qu, ￿1, 0, 0, 0￿, ￿0, 0, 1, 0￿￿,
If￿effe ￿ qu, ￿0, 0, 0, 1￿, ￿0, 1, 0, 0￿￿￿;￿k ￿ 1; Label￿inizio￿;
sigma ￿ 0.5 ￿ RandomReal￿￿;
t ￿ RandomReal￿NormalDistribution￿0, sigma￿, n￿;
s2 ￿
n
n ￿ 1
Variance￿t￿;
f ￿ ￿n ￿ 1￿ s2;
risultato￿k￿ ￿ reg￿f, quant, sigma￿;
k ￿￿ 1;
If￿k ￿ m, Goto￿inizio￿￿￿;
Print￿"￿H vera e test OK; H falsa e test OK; err 1 ; err 2￿￿"￿
Print￿￿
k￿1
m
risultato￿k￿￿
￿H vera e test OK; H falsa e test OK; err 1 ; err 2￿￿￿5024, 2413, 48, 2515￿
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a Y.  Si calcolano poi i rispettivi stimatori della varianza, SX2  e SY2 .  Ancora, ricordiamo che per il corollario del 
Teorema di Cochran, le seguenti due variabili sono distribuite come !2 , con rispettivamente n !1  e m !1  
gradi di libertà: 
(1) 
 
W1 =
def . n !1( ) SX
2
"X
2 ! #
2 n !1( ) ; W2 =
def . m !1( ) SY
2
"Y
2 ! #
2 m !1( ) . 
Poiché i due campioni si suppongono indipendenti, tali sono anche W1  e W2 . 
La legge di una variabile aleatoria F descritta come  
 F n,m( ) = ZnZm
!mn  
con Zn , Zm  indipendenti e aventi leggi !2 , rispettivamente con n e m gradi di libertà, si chiama legge di 
Fisher con n,m( )  gradi di libertà.  F n,m( )  è una variabile che può assumere soltanto valori reali positivi, e la 
sua densità di probabilità, per x > 0 , è espressa da 
 ! x( ) =
" n2 +
m
2( )
" n2( ) #" m2( )
#m
m
2 n
n
2 m + nx( )$ 12 n+m( )  
(non riportiamo i calcoli per ricavare questa densità). 
Ebbene, da (1) abbiamo che 
 
 
SX2
!X
2
SY2
!Y
2 =
W1
n "1 #
m "1
W2
! F n "1, m "1( ) . 
In particolare, se l’ipotesi H è vera, cioè se !X
2 = !Y2 , allora 
 
 
SX2
SY2
! F n !1, m !1( ) . 
I quantili di Fn!1, m!1  sono disponibili su tavole numeriche o applicazioni per computer; come al solito 
indichiamo con F! n "1, m "1( )  il quantile di livello !  per F n !1, m !1( ) , ossia 
 P F n !1, m !1( ) " F# n !1, m !1( )( ) = # . 
Grazie ai quantili di Fn!1, m!1  è possibile determinare regioni critiche per la statistica-test 
 F = SX
2
SY2
. 
Se H è vera, infatti, F appartiene con probabilità 1!"  all’intervallo 
 I = F!
2
n "1, m "1( ) , F1"!2 n "1, m "1( )#$ %& ; 
la regione di rifiuto di H è quindi il complementare di questo intervallo, nel senso che se F appartiene a 
 D = ! ! I , respingeremo (al livello ! ) l’ipotesi H. 
Osservazione.  In molti altri casi (praticamente tutti quelli visti fino a qui) siamo principalmente interessati a 
controllare se in base all’osservazione sui campioni l’ipotesi in esame è da respingere.  Nel caso del confronto 
tra varianza servirebbe invece accertare se le due varianze sono uguali, cioè se l’ipotesi H del caso è vera.  
Tuttavia, come abbiamo visto, un test statistico al livello !  dà buona garanzia della correttezza del giudizio 
quando si tratta di rifiuto dell’ipotesi, non altrettanto nel caso di non rifiuto.  Occorre quindi una certa cautela 
nell’accettare come vera l’ipotesi di uguaglianza delle varianze quando il test di Fisher orienta in questa 
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direzione.  Comunque, una risposta di non rifiuto nel test di Fisher è correlato positivamente con la probabilità 
che le due varianze, se non sono uguali, differiscano di poco. 
Ecco una simulazione con Mathematica.  Questa volta sono !X
2  e !Y2  a essere generate casualmente, prima 
!X
2  con distribuzione uniforme tra 1 e 2; poi !Y2 , la quale può essere uguale a !X2  con probabilità 12 , mentre 
con probabilità 12  differisce da !X
2  per un numero casuale uniformemente distribuito tra –0,5 e 0,5 
(RandomReal[] è un numero reale casuale equidistribuito tra 0 e 1; RandomInteger[] è un numero 
intero che può valere 0 oppure 1 con probabilità 12 ). 
Poi generiamo due campioni gaussiani, uno per  X ! N 0,!X
2( )  di rango n = 21 , uno per  Y ! N 0,!Y2( )  di rango 
m = 31 e calcoliamo SX2 , SY2  e il loro rapporto, chiamato “fisher”; quest’ultimo viene confrontato con i quantili 
F0,025 20,30( )  e F0,975 20,30( ) ; alla fine vengono rivelati i valori veri di !X2  e !Y2  e la loro differenza, 
quest’ultima per vedere appunto, nel caso che !X
2  e !Y2  non siano uguali, di quanto differiscono.  Osserviamo 
che la distribuzione !X
2 " !22 , condizionata all’evento !X2 " !22 , è uniforme tra 0 e 1 e perciò ha media 0,5; si 
spera almeno che quando il test “accetta erroneamente” l’ipotesi !X
2 = !22 , l differenza sia minore della media. 
 
Esempio sul test di Fisher per il confronto di due varianze.
La distribuzione F di Fisher si chiama FRatioDistribution￿m, n￿
In[2094]:= Clear￿"Global`￿"￿;
n ￿ 21; m ￿ 31; alfa ￿ 0.05;
sigma2x ￿ 1 ￿ RandomReal￿￿;
sigma2y ￿ sigma2x ￿ RandomInteger￿￿ ￿ ￿RandomReal￿￿ ￿ .5￿;
tx ￿ RandomReal￿NormalDistribution￿0, sigma2x ￿, n￿;
ty ￿ RandomReal￿NormalDistribution￿0, sigma2y ￿, m￿;
s2x ￿
n
n ￿ 1
Variance￿tx￿;
s2y ￿
m
m ￿ 1
Variance￿ty￿;
fisher ￿
s2x
s2y
;
quant1 ￿ Quantile￿FRatioDistribution￿n ￿ 1, m ￿ 1￿, alfa
2
￿;
quant2 ￿ Quantile￿FRatioDistribution￿n ￿ 1, m ￿ 1￿, 1 ￿ alfa
2
￿;
Print￿"￿F Α
2
￿n￿1,m￿1￿, s2x
s2y
,F1￿ Α
2
￿n￿1,m￿1￿￿￿"￿;
Print￿￿quant1, fisher, quant2￿￿;
Print￿"i valori veri di ΣX2 , ΣY2 e ΣX2￿Σy2 sono"￿;
Print￿￿sigma2x, sigma2y, sigma2x ￿ sigma2y￿￿
￿F Α
2
￿n￿1,m￿1￿, s2x
s2y
,F1￿ Α
2
￿n￿1,m￿1￿￿￿￿0.425785, 3.0955, 2.19516￿
i valori veri di ΣX2 , ΣY2 e ΣX2￿Σy2 sono￿1.44024, 1.8397, ￿0.399463￿
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In questo caso abbiamo avuto !X
2 " !22 ; la differenza (circa –0,4) è grande; il test ha correttamente respinto 
l’ipotesi di uguaglianza. 
Riproviamo: questa volta abbiamo ottenuto (scriviamo solo i risultati) 
 
Le varianze sono uguali; il test non contraddice questo fatto, quindi anche questa volta ha funzionato bene. 
Proviamo ancora: 
 
Le varianze sono diverse; il test non lo rileva perché la statistica-test F = SX
2
SY2
 non cade nell’insieme di rigetto; 
le due varianze sono comunque abbastanza vicine tra loro. 
Di nuovo: 
 
Le varianze sono diverse, non di poco; il test non se ne è accorto.  Risultato insoddisfacente. 
Ancora: 
 
Le varianze sono diverse; la loro differenza è minore di quella osservata nel caso precedente, questa volta però 
il test dà la risposta corretta: la statistica-test appartiene infatti alla regione di rigetto. 
Ora proviamo sistematicamente il funzionamento del test: ripetiamo per 10˙000 volte l’esperimento descritto e 
registriamo quante volte il test dà risposta corretta con H vera, quante volte dà risposta corretta con H falsa, 
quante volte viene commesso l’errore di prima specie (H vera ma il test la respinge), quante volte viene 
commesso l’errore di seconda specie (H falsa ma il test non la respinge).  Noteremo che quest’ultimo, l’errore 
di seconda specie, è piuttosto frequente.  Confrontiamo anche la media dei valori !X
2 " !Y2  nel caso di errore di 
￿F Α
2
￿n￿1,m￿1￿, s2x
s2y
,F1￿ Α
2
￿n￿1,m￿1￿￿￿￿0.425785, 1.20891, 2.19516￿
i valori veri di ΣX2 , ΣY2 e ΣX2￿Σy2 sono￿1.67701, 1.67701, 0.￿
￿F Α
2
￿n￿1,m￿1￿, s2x
s2y
,F1￿ Α
2
￿n￿1,m￿1￿￿￿￿0.425785, 1.52417, 2.19516￿
i valori veri di ΣX2 , ΣY2 e ΣX2￿Σy2 sono￿1.86823, 1.81471, 0.053519￿
￿F Α
2
￿n￿1,m￿1￿, s2x
s2y
,F1￿ Α
2
￿n￿1,m￿1￿￿￿￿0.425785, 1.19312, 2.19516￿
i valori veri di ΣX2 , ΣY2 e ΣX2￿Σy2 sono￿1.6933, 1.20026, 0.493046￿
￿F Α
2
￿n￿1,m￿1￿, s2x
s2y
,F1￿ Α
2
￿n￿1,m￿1￿￿￿￿0.425785, 0.358919, 2.19516￿
i valori veri di ΣX2 , ΣY2 e ΣX2￿Σy2 sono￿1.27351, 1.47532, ￿0.201815
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seconda specie, e la media degli stessi valori nel caso di varianza diverse e risposta corretta del test (ossia, 
rifiuto di H).  Quest’ultima media risulterà sperimentalmente maggiore della prima. 
 
In[975]:=
Clear￿"Global`￿"￿;
n ￿ 21; m ￿ 31; numeroprove ￿ 10 000; alfa ￿ 0.05;
quant1 ￿ Quantile￿FRatioDistribution￿n ￿ 1, m ￿ 1￿, alfa
2
￿;
quant2 ￿ Quantile￿FRatioDistribution￿n ￿ 1, m ￿ 1￿, 1 ￿ alfa
2
￿;
reg￿effe_, qu1_, qu2_, sig2x_, sig2y_￿ :￿
If￿sig2x ￿ sig2y,
If￿qu1 ￿ effe ￿ qu2, ￿1, 0, 0, 0￿, ￿0, 0, 1, 0￿￿, If￿qu1 ￿ effe ￿ qu2, ￿0, 0, 0, 1￿, ￿0, 1, 0, 0￿￿￿;￿k ￿ 1; Label￿inizio￿;
sigma2x ￿ 1 ￿ RandomReal￿￿;
sigma2y ￿ sigma2x ￿ RandomInteger￿￿￿￿RandomReal￿￿ ￿ 0.5￿;
tx ￿ RandomReal￿NormalDistribution￿0, sigma2x ￿, n￿;
ty ￿ RandomReal￿NormalDistribution￿0, sigma2y ￿, m￿;
s2x ￿
n
n ￿ 1
Variance￿tx￿;
s2y ￿
m
m ￿ 1
Variance￿ty￿;
fisher ￿
s2x
s2y
;
diff￿k￿ ￿ Abs￿sigma2x ￿ sigma2y￿;
risultato￿k￿ ￿ reg￿fisher, quant1, quant2, sigma2x, sigma2y￿;
k ￿￿ 1;
If￿k ￿ numeroprove, Goto￿inizio￿￿￿;
Print￿"￿H vera e test OK; H falsa e test OK; err 1 ; err 2￿￿"￿
Print￿ ￿
k￿1
numeroprove
risultato￿k￿￿;
Print￿"la media della differenza ￿ΣX2￿ΣY2￿ nei casi in cui H viene respinta è"￿;
Print￿ ￿￿k￿1numeroprove diff￿k￿￿risultato￿k￿￿￿￿2￿￿￿￿k￿1numeroprove risultato￿k￿￿￿￿2￿￿ ￿;
Print￿
"la media della differenza ￿ΣX2￿ΣY2￿ nei casi in cui H non viene respinta pur
essendo falsa ￿err.2^ specie￿ è"￿;
Print￿ ￿￿k￿1numeroprove diff￿k￿￿risultato￿k￿￿￿￿4￿￿￿￿k￿1numeroprove risultato￿k￿￿￿￿4￿￿ ￿;￿H vera e test OK; H falsa e test OK; err 1 ; err 2￿￿￿4715, 412, 231, 4642￿
la media della differenza ￿ΣX2￿ΣY2￿ nei casi in cui H viene respinta è
0.304051
la media della differenza ￿ΣX2￿ΣY2￿ nei casi
in cui H non viene respinta pur essendo falsa ￿err.2^ specie￿ è
0.246603
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L’errore di prima specie appare 231 volte su 10˙000 cioè la frequenza è 2,31%; assai meno soddisfacente la 
prestazione del test nel caso di ipotesi da respingere: il test respinge l’ipotesi 412 volte in 412 + 4642 = 5054  
casi, soltanto l’8,15%  di successo.  Nei casi in cui !X
2 " !Y2 > 0 , la media di questo valore limitata ai casi in 
cui il test ha respinto l’ipotesi è 0,304; la media limitata ai casi di errore di seconda specie è 0,247.  La 
differenza tra queste medie va nel senso che dicevamo prima, cioè è inferiore, anche se non di molto, nei casi 
che sfuggono al test. 
Il test “funziona meglio” se la differenza tra le varianze, quando queste non coincidono, è mediamente più 
accentuata.  Il seguente esperimento è uguale a quello appena visto, tranne che per la generazione di !Y
2 .  
Questa è con probabilità 12  uguale a !X
2  e con probabilità 12  un numero casuale con distribuzione uniforme tra 
0 e 6.  Ecco il programma e i risultati: 
 
In[999]:=
Clear￿"Global`￿"￿;
n ￿ 21; m ￿ 31; numeroprove ￿ 10 000; alfa ￿ 0.05;
quant1 ￿ Quantile￿FRatioDistribution￿n ￿ 1, m ￿ 1￿, alfa
2
￿;
quant2 ￿ Quantile￿FRatioDistribution￿n ￿ 1, m ￿ 1￿, 1 ￿ alfa
2
￿;
reg￿effe_, qu1_, qu2_, sig2x_, sig2y_￿ :￿
If￿sig2x ￿ sig2y,
If￿qu1 ￿ effe ￿ qu2, ￿1, 0, 0, 0￿, ￿0, 0, 1, 0￿￿, If￿qu1 ￿ effe ￿ qu2, ￿0, 0, 0, 1￿, ￿0, 1, 0, 0￿￿￿;￿k ￿ 1; Label￿inizio￿;
sigma2x ￿ 1 ￿ RandomReal￿￿;
b ￿ RandomInteger￿￿;
sigma2y ￿ b￿sigma2x ￿ ￿1 ￿ b￿￿RandomReal￿6￿;
tx ￿ RandomReal￿NormalDistribution￿0, sigma2x ￿, n￿;
ty ￿ RandomReal￿NormalDistribution￿0, sigma2y ￿, m￿;
s2x ￿
n
n ￿ 1
Variance￿tx￿;
s2y ￿
m
m ￿ 1
Variance￿ty￿;
fisher ￿
s2x
s2y
;
diff￿k￿ ￿ Abs￿sigma2x ￿ sigma2y￿;
risultato￿k￿ ￿ reg￿fisher, quant1, quant2, sigma2x, sigma2y￿;
k ￿￿ 1;
If￿k ￿ numeroprove, Goto￿inizio￿￿￿;
Print￿"￿H vera e test OK; H falsa e test OK; err 1 ; err 2￿￿"￿
Print￿ ￿
k￿1
numeroprove
risultato￿k￿￿;
Print￿"la media della differenza ￿ΣX2￿ΣY2￿ nei casi in cui H viene respinta è"￿;
Print￿ ￿￿k￿1numeroprove diff￿k￿￿risultato￿k￿￿￿￿2￿￿￿￿k￿1numeroprove risultato￿k￿￿￿￿2￿￿ ￿;
Print￿
"la media della differenza ￿ΣX2￿ΣY2￿ nei casi in cui H non viene respinta pur
essendo falsa ￿err.2^ specie￿ è"￿;
Print￿ ￿￿k￿1numeroprove diff￿k￿￿risultato￿k￿￿￿￿4￿￿￿￿k￿1numeroprove risultato￿k￿￿￿￿4￿￿ ￿;￿H vera e test OK; H falsa e test OK; err 1 ; err 2￿￿￿4755, 2574, 265, 2406￿
la media della differenza ￿ΣX2￿ΣY2￿ nei casi in cui H viene respinta è
2.48737
la media della differenza ￿ΣX2￿ΣY2￿ nei casi
in cui H non viene respinta pur essendo falsa ￿err.2^ specie￿ è
1.20993
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La prestazione è sensibilmente migliorata.  L’ipotesi falsa viene correttamente respinta per 2574 volte, contro 
2406 errori di seconda specie; la media di !X
2 "!Y2  nei casi di errore di seconda specie è 1,21 che è meno della 
metà della media analoga nel caso di rifiuto dell’ipotesi: la media di !X
2 " !Y2  in questi casi è 2,49. 
Il test del chi quadrato per il confronto di una distribuzione discreta sperimentale con una “teorica”. 
Il problema è il seguente: un determinato esperimento che può dare luogo a un risultato tra m possibili (indicati 
con 1, 2… , m{ } ) viene ripetuto per n volte, nelle stesse condizioni e  con indipendenza di ciascun risultato da 
tutti gli altri.  Le n esecuzioni dell’esperimento valorizzano un vettore aleatorio X1, X2 ,… , Xn( )  dove le Xi  
sono indipendenti, equidistribuite, e possono assumere i valori 1, 2… , m{ }  con probabilità rispettive 
!1,… , !m( )  (che non si conoscono).  Il vettore ! = !1,… , !m( )  è sconosciuto, ma si vuole stabilire in base 
all’indagine campionaria se è ragionevole ammettere che questo vettore sia un determinato !0 = p1,… , pm( ) , 
o se si deve rifiutare questa ipotesi. 
L’esempio più semplice è il seguente: per verificare sperimentalmente l’“onestà” di un dado da gioco, lo 
lanciamo ripetutamente annotando i punteggi ottenuti e le relative frequenze, per stabilire se si può ammettere 
che la distribuzione delle probabilità dei punteggi 1, 2, 3, 4, 5, 6{ }  sia !0 = 16 , 16 , 16 , 16 , 16 , 16( ) . 
La verifica dell’ipotesi segue un’idea abbastanza intuitiva: se l’ipotesi ! = !0  è vera, in un grande numero n di 
ripetizioni dell’esperimento, la frequenza relativa pk  del risultato k, cioè 1n ! numero di uscite di k( ) , dovrà 
differire di poco da pk .  La statistica-test contiene infatti i quadrati delle differenze pk ! pk , opportunamente 
pesati. 
Per un fissato n, e per ogni k intero tra 1 e m, sia Nk  il numero di uscite del risultato k, cosicché pk =
Nk
n . 
Il risultato fondamentale per trattare questo problema è il seguente, che riportiamo senza dimostrazione: 
Teorema di Pearson.  Supponiamo che X1, X2 ,… , Xn  siano indipendenti ed equidistribuite, e possano valere 
1, 2,…, m con legge !0 = p1,… , pm( ) . 
Sia Tn =
1
n pk
Nk ! n pk( )2
k=1
m
" = n pk ! pk( )
2
pkk=1
m
" .  Allora per n! +"  Tn  converge in legge a una variabile 
!2 m "1( ) , cioè per ogni ! " 0,1] [  si ha lim
n!+"
P Tn # $%2 m &1( )( ) = % . 
Questo si utilizza approssimando direttamente  Tn ! !
2 m "1( ) , purché sia n pk ! 5  per 1! k ! m .  In 
particolare, se ! = !0  (ipotesi da sottoporre al test) e n è abbastanza grande, allora l’evento 
 Tn > !1"#2 m "1( )  
 ha approssimativamente probabilità ! ; perciò D = !1"#2 m "1( ), +$%& '(  è una regione di rigetto al livello ! . 
In[999]:=
Clear￿"Global`￿"￿;
n ￿ 21; m ￿ 31; numeroprove ￿ 10 000; alfa ￿ 0.05;
quant1 ￿ Quantile￿FRatioDistribution￿n ￿ 1, m ￿ 1￿, alfa
2
￿;
quant2 ￿ Quantile￿FRatioDistribution￿n ￿ 1, m ￿ 1￿, 1 ￿ alfa
2
￿;
reg￿effe_, qu1_, qu2_, sig2x_, sig2y_￿ :￿
If￿sig2x ￿ sig2y,
If￿qu1 ￿ effe ￿ qu2, ￿1, 0, 0, 0￿, ￿0, 0, 1, 0￿￿, If￿qu1 ￿ effe ￿ qu2, ￿0, 0, 0, 1￿, ￿0, 1, 0, 0￿￿￿;￿k ￿ 1; Label￿inizio￿;
sigma2x ￿ 1 ￿ RandomReal￿￿;
b ￿ RandomInteger￿￿;
sigma2y ￿ b￿sigma2x ￿ ￿1 ￿ b￿￿RandomReal￿6￿;
tx ￿ RandomReal￿NormalDistribution￿0, sigma2x ￿, n￿;
ty ￿ RandomReal￿NormalDistribution￿0, sigma2y ￿, m￿;
s2x ￿
n
n ￿ 1
Variance￿tx￿;
s2y ￿
m
m ￿ 1
Variance￿ty￿;
fisher ￿
s2x
s2y
;
diff￿k￿ ￿ Abs￿sigma2x ￿ sigma2y￿;
risultato￿k￿ ￿ reg￿fisher, quant1, quant2, sigma2x, sigma2y￿;
k ￿￿ 1;
If￿k ￿ numeroprove, Goto￿inizio￿￿￿;
Print￿"￿H vera e test OK; H falsa e test OK; err 1 ; err 2￿￿"￿
Print￿ ￿
k￿1
numeroprove
risultato￿k￿￿;
Print￿"la media della differenza ￿ΣX2￿ΣY2￿ nei casi in cui H viene respinta è"￿;
Print￿ ￿￿k￿1numeroprove diff￿k￿￿risultato￿k￿￿￿￿2￿￿￿￿k￿1numeroprove risultato￿k￿￿￿￿2￿￿ ￿;
Print￿
"la media della differenza ￿ΣX2￿ΣY2￿ nei casi in cui H non viene respinta pur
essendo falsa ￿err.2^ specie￿ è"￿;
Print￿ ￿￿k￿1numeroprove diff￿k￿￿risultato￿k￿￿￿￿4￿￿￿￿k￿1numeroprove risultato￿k￿￿￿￿4￿￿ ￿;￿H vera e test OK; H falsa e test OK; err 1 ; err 2￿￿￿4755, 2574, 265, 2406￿
la media della differenza ￿ΣX2￿ΣY2￿ nei casi in cui H viene respinta è
2.48737
la media della differenza ￿ΣX2￿ΣY2￿ nei casi
in cui H non viene respinta pur essendo falsa ￿err.2^ specie￿ è
1.20993
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La dimostrazione del Teorema di Pearson non è immediata; la presentiamo soltanto nel caso m = 2 , nel quale è 
molto semplice (e anche scontata).  Sia dunque m = 2 ; le variabili Xi  possono assumere i valori 1 e 2 con 
probabilita p e 1! p  rispettivamente.  Abbiamo in questo caso 
 
Tn =
1
n p N1 ! n p( )
2 + 1n 1! p( ) n ! N1 ! n 1! p( )( )
2 = 1n p N1 ! n p( )
2 + 1n 1! p( ) N1 ! n p( )
2 =
=
N1 ! n p( )2
n
1! p + p
p 1! p( ) =
N1 ! n p( )2
n p 1! p( ) =
N1 ! np
n p 1! p( )
"
#$
%
&'
2
.
 
Ora, N1 è una variabile con distribuzione binomiale B n, p( ) ; np , np 1! p( )  sono media e varianza di N1. 
N1 ! np
n p 1! p( )
 ha media 0 e varianza 1, e la sua legge tende, per n! +" , a N 0,1( ) .  Perciò  Tn ! !
2 1( )  
(approssimativamente), per n sufficientemente grande. 
Esempio (Baldi, Esempio 6.25) Un dado viene lanciato per 2000 volte con i seguenti risultati: 
k 1 2 3 4 5 6 
Nk  388 322 314 316 344 316 
pk =
Nk
2000  
0,194 0,161 0,157 0,158 0,172 0,158 
Si può affermare, al livello del 5%, che esso non è equilibrato? 
Risoluzione.  Nel caso attuale abbiamo m = 6 , n = 2000 ; la distribuzione teorica con la quale dobbiamo 
confrontare l’osservazione sperimentale è 
 !0 = p1,… , p6( )    con   pk = 16 , 1" k " 6 . 
L’intervallo di rigetto al 5% è D = !0,952 5( ), +"#$ %& = 11,07; +"] [ .  Il valore della statistica-test relativa alla 
nostra osservazione è T2000 = 2000 ! pk "
1
6
#
$%
&
'(
2
!6
k=1
6
) = 12,6 .  Questo appartiene alla regione critica D; perciò, 
al livello 5% respingiamo l’ipotesi che il dado sia equilibrato. 
Esempio (Baldi, esempio 6.4).  Si vuole verificare se è vero o no che in ogni famiglia ogni singola nascita dà 
luogo a un maschio oppure a una femmina con probabilità 12 , e che gli esiti di nascite differenti sono 
indipendenti.  Con questo obiettivo viene osservato il numero di figli maschi in 200 famiglie con 4 figli; se è 
vera l’ipotesi di equiprobabilità di indipendenza di maschio o femmina, il numero di figli maschi in una 
famiglia con 4 figli segue una legge binomiale B 4, 12( ) ; quindi il vettore !0 = p0,… , p4( )  delle probabilità 
“teoriche” del numero di figli maschi è descritto da pk = 116 ! k
4( ) , ossia 
 !0 = p0, p1, p2, p3, p4( ) = 116, 416, 616, 416, 116( ) = 0,0625 ; 0,25 ; 0,375 ; 0,25 ; 0,0625( ) . 
I valori Nk  (numero di famiglie con k figli maschi) osservati nelle 200 famiglie sono riassunti nella seguente 
tabella, contenente anche i valori utili per valutare la statistica-test: 
k 0 1 2 3 4 
Nk  26 49 54 45 26 
pk =
Nk
200  
0,13 0,245 0,27 0,225 0,13 
53 
pk  0,0625 0,25 0,375 0,25 0,0625 
È soddisfatta la condizione npk ! 5  per tutti i k (ora è n = 200 ); possiamo applicare il test di Pearson.  Si ha 
 T200 = 200 !
pk " pk( )2
pkk=0
4
# = 35,56  
I valori di T200  sono approssimativamente distribuiti come !2 4( ) ; anche al livello assai prudente dell’1% 
l’ipotesi ! = !0  viene rifiutata, perché il quantile !0,99
2 4( )  vale 13,277, quindi la regione critica al livello 1% 
è D = 13,277 ; +!] [ .  La distribuzione dei valori sperimentali pk  è in effetti decisamente più “piatta” di quella 
teorica basata sul modello binomiale, cioè la prevalenza del valore centrale, cioè 2, è meno accentuata nel 
campione rispetto alla frequenza “teorica”, mentre le frequenze dei valori estremi sono maggiori di quanto 
previsto dl modello binomiale; questo suggerisce che qualche famiglia abbia maggiore attitudine a generare 
figli maschi (o femmine), cosicché la nascita di un primogenito maschio (rispettivamente, femmina) è correlato 
positivamente con il sesso maschile (rispettivamente, femminile) dei fratelli. 
Il test del chi quadrato per il confronto tra due distribuzioni. 
Si tratta di una leggera variante del problema precedentemente esaminato. 
Il problema è ora il seguente: due variabili aleatorie indipendenti X, Y possono assumere ciascuna i valori 
a1,a2,…,as{ } , con rispettive probabilità (non conosciute) 
 !"1, !"2,… , !"s{ }   per X ; !!"1, !!"2,… , !!"s{ }   per Y . 
Si ripete per n volte, in condizioni di indipendenza, un esperimento che valorizza X, ottenendo i risultati 
Valori rilevati per X a1  a2  … as  
Frequenze n1  n2  … ns  
con 1+ n2 +…+ ns = n . 
Similmente, si ripete per m volte, in condizioni di indipendenza, un esperimento che valorizza Y, ottenendo i 
risultati 
Valori rilevati per Y a1  a2  … as  
Frequenze m1  m2  … ms  
con m1 +m2 +…+ms = m . 
In base a questi risultati sperimentali si vuole decidere, ad un livello di fiducia !  prestabilito, se si può ritenere 
che la distribuzione di probabilità di X sia la stessa di Y oppure si deve respingere questa ipotesi. 
Per esempio, immaginiamo di volere confrontare il profitto scolastico dei candidati all’esame di maturità al 
Liceo Classico e del Liceo Scientifico, registrando i voti di n candidati del Classico e m dello Scientifico, per 
verificare l’ipotesi che la distribuzione di probabilità dei voti assegnati nei due tipi di scuola sia la stessa.  Un 
confronto meno dettagliato tra queste due distribuzioni sarebbe confrontare le medie di X e Y, nel modo che 
abbiamo illustrato più indietro; il confronto tra le distribuzioni è un’indagine più approfondita. 
Un altro pregio del confronto tra distribuzioni è nel fatto che X e Y possono anche assumere valori non 
numerici, cosa che renderebbe privo di senso il concetto stesso di media.  Per esempio, immaginiamo di volere 
confrontare le scelte universitarie di studenti maschi e femmine: X rappresenta la scelta maschile, Y quella 
femminile; L’insieme in cui X e Y assumono i “valori” è 
 ingegneria, medicina, matematica, giurisprudenza, economia,…{ }.  
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Registrando le frequenze delle scelte di un campione di n ragazzi e uno di m ragazze, cerchiamo elementi per 
respingere oppure no l’ipotesi che, se si vuole scommettere su quale scelta farà un(a) giovane che sta per 
immatricolarsi, non ha importanza sapere se si tratta di un ragazzo o una ragazza. 
Le modalità della verifica seguono da vicino quelle applicate per il confronto tra una distribuzione sconosciuta 
e una teorica: la distribuzione “teorica” di riferimento viene costruita mediante le frequenze congiunte dei 
caratteri a1,… , as  nell’unione dei due campioni: 
 pi =
ni +mi
n +m . 
Poi si definisce la seguente statistica, che esprime un consuntivo di quanto le osservazioni campionarie si 
discostino dalla distribuzione p1,… , ps( ) : 
(1) T = 1n pi
ni ! n pi( )2
i=1
s
" + 1m pi
mi !m pi( )2
i=1
s
"  
Si può dimostrare che, se n e m sono abbastanza grandi, si può pensare  T ! !
2 s "1( ) ; allora 
D = !1"#2 s "1( ),+$%& '(  è una regione di rigetto al livello !  per T, cioè, se troveremo T !D  respingeremo, al 
livello ! , l’ipotesi di uguaglianza delle distribuzioni di X e Y. 
L’espressione algebrica della statistica T può essere data in forma diversa, un po’ più comoda perché non 
richiede il calcolo esplicito dei valori pi ; vediamo: 
 
T = 1n pi
ni ! n pi( )2
i=1
s
" + 1m pi
mi !m pi( )2
i=1
s
" =
ni !
n ni+mi( )
n+m( )
2
n ni+mi( )
n+m
+
mi !
m ni+mi( )
n+m( )
2
m ni+mi( )
n+m
#
$
%
%%
&
'
(
((i=1
s
" =
= n +mni +mi
1
n
ni m !mi n( )2
n +m( )2
+ 1m
mi n ! ni m( )2
n +m( )2
#
$
%
&
'
(
i=1
s
" = 1n +m
mi n ! ni m( )2
ni +mi
1
n +
1
m
#
$
&
'
i=1
s
" =
= 1nm
mi n ! ni m( )2
ni +mii=1
s
" = nm
ni
n !
mi
m( )
2
ni +mii=1
s
" .
 
Ripetiamo il risultato: 
(2) 
 
T = nm
ni
n !
mi
m( )
2
ni +mii=1
s
" ! #2 s !1( )  
Esempio (Maturità Scientifica 1995-Sessione suppletiva, corsi P.N.I.) 
Nella tabella seguente sono riportate le distribuzioni delle durate in anni (n = numero di anni) delle pene per i 
condannati nel 1990 ad almeno un anno di reclusione (escluso l’ergastolo), sudivise per sesso, secondo 
un’indagine campionaria: 
pena
sesso  1! n ! 2  2 ! n < 5  5 ! n <10  10 ! n <15  15 ! n ! 30  
maschi 200 329 168 91 154 
femmine 13 17 11 5 6 
Il candidato verifichi l’ipotesi: 
H0 : non c’è differenza significativa (5%) tra le distribuzioni 
relative alla durata delle pene per maschi e femmine. 
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Svolgimento.  Conviene per prima cosa completare la tabella aggiungendo le distribuzioni marginali, i cui valori 
servono per calcolare la statistica T Ecco qui: 
 
pena
sesso  1! n ! 2  2 ! n < 5  5 ! n <10  10 ! n <15  15 ! n ! 30  per sesso 
maschi n1 = 200  n2 = 329  n3 = 168  n4 = 191 n5 = 154  n = 942  
femmine m1 = 13  m2 = 17  m3 = 11  m4 = 5  m5 = 6 6 m = 52  
per durata n1 +m1= 213  
n2 +m2
= 346  
n3 +m3
= 179  
n4 +m4
= 96  
n5 +m5
= 160  n +m = 994  
Si calcola anche nm = 942 !52 = 48 9˙84 ; ora possiamo calcolare il valore di T applicando (2); il risultato è 
T = 1,407 .  Il numero di gradi di libertà per il test !2  è s !1= 5 !1= 4 ; l’intervallo critico al livello 5% per T 
è D = !0,952 4( ),+"#$ %& = 9,488 ; +"] [ .  Il valore di T non appartiene a D, anzi, è piuttosto lontano da D; quindi il 
test non fornisce elementi a sostegno dell’ipotesi alternativa, ossia che la distribuzione dei periodi di reclusione 
sia diversa per maschi e femmine. 
Il test del chi quadrato per l’indipendenza tra due distribuzioni 
Due caratteri X e Y vengono osservati su n individui, cosicché per ogni individuo si ha una coppia di risultati 
aleatori X,Y( )i .  Per semplicità supponiamo che X e Y possano assumere soltanto un numero finito di valori, 
siano rispettivamente 1, 2 ,… , m{ } , 1, 2 ,… , r{ } .  Le osservazioni Xi  si suppongono tra loro indipendenti, 
come le Yi ;  l’indagine statistica è volta a stabilire se sono indipendenti oppure no X e Y.  Osserviamo che non 
sono i valori di X e Y che vengono elaborati, bensì le loro frequenze; indichiamo ugualmente tali valori con i 
numeri 1, 2,…, che hanno però soltanto lo scopo di distinguere le possibili osservazioni, senza indicare la 
quantità di qualcosa.  Anzi, X e Y potrebbero anche denotare caratteristiche qualitative; potremmo assegnare, 
per una popolazione di persone, X = Paese di nascita , Y = musicista preferito  e domandarci se le due variabili 
sono indipendenti oppure, ad esempio, se c’è la tendenza a preferire i musicisti propri connazionali. 
Chiarito questo aspetto, le coppie X,Y( )i  assumono valori nell’insieme E = h,k( ) ;1! h ! m , 1! k ! r{ } . 
Siano, per 1! h ! m , ph = P X = h( )  e per 1! k ! r , qk = P Y = k( ) .  I valori di ph  e qk  sono ignoti, ma 
possono essere stimati attraverso le frequenze campionarie.  Se X e Y sono indipendenti, allora le probabilità 
congiunte !h, k = P X = h "Y = k( )  sono i prodotti delle probabilità marginali: 
 !h, k = ph "qk . 
Anche delle !h, k  non si conosce il valore, ma si possono stimare con le frequenze campionarie.  Gli stimatori 
per ph , qk , !h, k  sono 
 ph =
NhX
n =
numero di indici i tali che Xi = h
n ;     qk =
NkY
n =
numero di indici i tali che Yi = k
n  
cioè le frequenze relative marginali dei valori di X e Y, rispettivamente 
 !h, k =
Nh, k
n =
numero di indici i tali che Xi = h e Yi = k
n  
cioè le frequenze relative congiunte per X,Y( ) . 
Spesso i dati sono raccolti in una tabella che presenta le frequenze con cui si è presentata la coppia di caratteri 
xh , yk( ) , cioè i numeri !h,k .  È opportuno integrare la tabella con le frequenze marginali degli xh  e degli yk ; 
la tabella avrà un aspetto di questo tipo: 
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X
Y y1 ! yk ! yr
x1 N1,1 N1,k N1,r N1X
" ! ! ! ! ! "
xh Nh,1 ! Nh,k ! Nh,r NhX
" ! ! ! ! ! "
xm Nm,1 ! Nm,k ! Nm,r NmX
N1Y ! NkY ! NrY n( )
 
Questa tabella può essere elaborata in un’altra contenente le frequenze relative accoppiate e marginali, ossia le 
ph , qk  definite come sopra; ancora si vedrà che le distribuzioni marginali per righe e per colonne sono le 
somme dei valori presenti nella riga o colonna corrispondente; la nuova tabella sarà 
 
 
X
Y y1 ! yk ! yr
x1 !1,1 !1,k !1,r p1
" ! ! ! ! ! "
xh !h,1 ! !h,k ! !h,r ph
" ! ! ! ! ! "
xm !m,1 ! !m,k ! !m,r pm
q1 ! qk ! qr 1( )
 
 
Se X e Y sono indipendenti e il campione è abbastanza numeroso ci si aspetta che le differenze ph qk ! "h,k  
siano abbastanza piccole.  Il test statistico per l’indipendenza di X e Y realizza e quantifica questa intuizione.  Si 
può dimostrare che se X e Y sono indipendenti, allora la variabile aleatoria 
(1) T = n
ph qk ! "h,k( )2
ph qkk=1
r
#
h=1
m
#  
converge in legge, per n! +" , a una variabile aleatoria di legge !2 m "1( ) r "1( )( ) .  I quantili di questa 
variabile consentono di stabilire regioni critiche per l’ipotesi di indipendenza di X e Y.  Siccome la conferma 
sperimentale dell’ipotesi di indipendenza sarebbe confortata da valori piccoli di T, la regione critica si prende 
nella forma D = !1"#2 m "1( ) r "1( )( ), +$%& '( . 
Esempio. (originale).  Ai 120 passeggeri di un aeroplano, di nazionalità italiana, tedesca o francese viene 
proposto di ascoltare individualmente, in cuffia, l’opera preferita tra: “Il Barbiere di Siviglia” di Gioacchino 
Rossini, “Le nozze di Figaro” di W.A. Mozart, “Carmen” di Georges Bizet.  Si vuole stabilire se c’è 
indipendenza tra la nazionalità e la scelta musicale.  Le scelte dei passeggeri sono riassunte nella seguente 
tabella: 
 I D F  
BS 14 16 8 38 
NF 10 18 22 50 
Ca 11 6 15 32 
 35 40 45 (120) 
 Tabella 1: frequenze congiunte e frequenze marginali 
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La seconda tabella riporta all’esterno le frequenze marginali, ossia i rapporti ph =
NhX
120 , qk =
NkY
120 ; in ciascuna 
delle caselle interne ci sono due valori: nell’ordine, le frequenze relative !h,k =
Nh,k
120  e i prodotti ph !qk  
 I D F  
BS 0,1167  ;  0,0924 0,1333  ;  0,1056 0,0667  ;  0,1188 0,3167 
NF 0,0833  ;  0,1215 0,1500  ;  0,1389 0,1833  ;  0,1563 0,4167 
Ca 0,0917  ;  0,0778 0,0500  ;  0,0889 0,1250  ;  0,1000 0,2667 
 0,2917 0,3333 0,3750 (1) 
 Tabella 2: frequenze relative congiunte e marginali, e prodotti 
La terza tabella raccoglie i valori di 
ph qk ! "h,k( )2
ph qk
 che dovremo addizionare e moltiplicare per n = 120 , per 
calcolare il valore della statistica-test T: 
0,0064 0,0073 0,0228 
0,0120 0,0009 0,0047 
0,0025 0,0170 0,0063 
Eseguendo i calcoli si ottiene 
 T = 120 ph qk ! "h,k( )
2
ph qkk=1
3
#
h=1
3
# = 9,5857 . 
Decidiamo per il nostro test il livello ! = 5% .  La distribuzione di riferimento è !2 4( ) ; la regione critica è 
D = !0,952 4( ),+"#$ %& = 9,488 ; +"] [  .  Il valore sperimentale di T appartiene a questo intervallo, sia pure per 
poco; quindi al livello del 5% dobbiamo respingere l’ipotesi che la scelta dell’opera da ascoltare tra le tre 
disponibili sia indipendente dalla nazionalità del viaggiatore.  Il livello di significatività non è eccellente, in 
pratica coincide con l livello del 5% fissato a priori: infatti il valore calcolato di T (9,5857) è il quantile di 
!2 4( )  di livello 0,952; quindi il livello di significatività corrispondente al valore sperimentale di T che abbiamo 
rilevato è 0,048 cioè 4,8%. 
Nota. Difformità dalla formula (1) per il test d’indipendenza. 
La formula (1) per la statistica-test T che ha lo scopo di verificare l’ipotesi di indipendenza delle variabili X e Y 
è la più diffusa nella letteratura su questo argomento. Tuttavia alcuni Autori, tra i quali Paolo Baldi nel testo al 
quale ci siamo riferiti per gran parte di questi appunti, riportano una formula un po’ diversa: 
(2) T1 = n
ph qk ! "h,k( )2
"h,kk=1
r
#
h=1
m
#  
anch’essa da confrontare con i quantili di !2 m "1( ) r "1( )( ) .  La differenza è nei denominatori delle frazioni che 
si addizionano: !h,k  anziché ph !qk .  Il principio su cui poggia il test è il medesimo, perché se X e Y sono 
indipendenti allora !h,k  e ph !qk  convergono entrambi in probabilità a !h,k = P X = h "Y = k( )  quando tende 
all’infinito la taglia n del campione; tuttavia nelle applicazioni pratiche i valori di T e T1  sono diversi, anche se 
non di molto.  Potrebbe quindi succedere che usando la (1) oppure la (2) si giunga a decisioni differenti, e 
questo può apparire contraddittorio.  La Statistica (almeno in questo tipo di applicazioni) non è una scienza “del 
58 
tutto” esatta, perché si confrontano con distribuzioni-campione (per esempio la !2 ) statistiche campionarie che 
seguono solo asintoticamente tali distribuzioni.  La soglia dell’intervallo di rigetto di un’ipotesi è un valore in 
qualche misura “convenzionale”.  Quando il risultato del test è piuttosto vicino alla soglia di rifiuto l’ipotesi 
verrà secondo i casi respinta oppure no, ma con la consapevolezza che, al livello stabilito, rimane una notevole 
incertezza. 
Nell’esempio che abbiamo esposto i valori 
ph qk ! "h,k( )2
"h,k
 che, addizionati, danno T1  sono raccolti nella 
seguente tabella: 
0,0051 0,0058 0,0407 
0,0175 0,0008 0,0040 
0,0021 0,0302 0,0050 
Eseguendo i calcoli si ottiene 
 T1 = 120
ph qk ! "h,k( )2
"h,kk=1
3
#
h=1
3
# = 13,347  
Come prima, decidiamo per il nostro test il livello .  La distribuzione di riferimento è !2 4( ) ; la regione 
critica è D = !0,952 4( ) , +"#$ %& = 9,488 ; +"] [ .  Il valore sperimentale di T1  appartiene a questo intervallo, 
quindi al livello del 5% dobbiamo respingere l’ipotesi che la scelta dell’opera da ascoltare tra le tre disponibili 
sia indipendente dalla nazionalità del viaggiatore. 
In questo caso le due statistiche T e T1  hanno condotto alla stessa decisione: respingere l’ipotesi; ma poteva 
andare diversamente.  Se, per esempio, avessimo stabilito per il test il livello ! = 2,5% , avremmo avuto come 
regione critica D = !0,9752 4( ) , +"#$ %& = 11,1433; +"] [ ; con i nostri valori campionari, T !D  mentre T1 !D , 
quindi al livello 2,5% l’ipotesi non viene respinta se si usa T, viene respinta se si usa T1 . 
 
! = 5%
