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Abstract
Motivated by the pressing needs for capturing complex but inter-
pretable variable relationships in scientific research, here we develop new
mathematical foundation and statistical methodologies to generalize the
squared Pearson correlation, i.e., the R2, to capture a mixture of lin-
ear dependences between two real-valued random variables. We define
the population and sample generalized R2 measures under the specified
and unspecified scenarios, and we derive the asymptotic distributions of
the sample measures to enable computationally efficient statistical infer-
ence of the population measures. To compute the sample generalized
R2 measure under the unspecified scenario, we develop a K-lines clus-
tering algorithm and investigate its connection to gradient descent and
expectation-maximization algorithms. Our simulation results provide ad-
ditional numerical verification of the theoretical results. Two real data
genomic applications demonstrate the effectiveness of the generalized R2
measures in capturing interpretable gene-gene relationships that are likely
missed by existing association measures. The estimation and inference
procedures are implemented in an R package gR2.
1 Introduction
The Pearson correlation coefficient is the most widely used similarity measure
to describe the relationship between two random variables X,Y ∈ IR. The
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population Pearson correlation coefficient, often referred to as the population
Pearson correlation or the population correlation, is defined as
ρ :=
cov(X,Y )√
var(X)
√
var(Y )
∈ [−1, 1] , (1)
where cov(X,Y ) := IE[(X − IEX)(Y − IEY )], var(X) := IE[(X − IEX)2], and
var(Y ) := IE[(Y − IEY )2] denote the covariance between X and Y , the variance
of X, and the variance of Y , respectively. We say that X and Y are uncor-
related if ρ = 0 and linearly dependent if ρ 6= 0. Specifically, ρ = 1 or −1
indicates a perfect linear relationship with a positive or negative slope between
X and Y . The sample Pearson correlation coefficient, often referred to as the
sample Pearson correlation or the sample correlation, is defined based on a sam-
ple (X1, Y1), . . . , (Xn, Yn), usually assumed to be identically and independently
distributed (i.i.d.) from the joint distribution of (X,Y ):
R :=
∑n
i=1(Xi − X¯)(Yi − Y¯ )√∑n
i=1(Xi − X¯)2
√∑n
i=1(Yi − Y¯ )2
, (2)
where X¯ := 1n
∑n
i=1Xi and Y¯ :=
1
n
∑n
i=1 Yi. R is a plug-in estimator of ρ,
because ĉov(X,Y ) = 1n−1
∑n
i=1(Xi−X¯)(Yi−Y¯ ), v̂ar(X) = 1n−1
∑n
i=1(Xi−X¯)2,
and v̂ar(Y ) = 1n−1
∑n
i=1(Yi− Y¯ )2 are unbiased estimators of cov(X,Y ), var(X)
and var(Y ), respectively.
When (X1, Y1), . . . , (Xn, Yn) is an independently and identically distributed
(i.i.d.) sample, the asymptotic distribution of R has been derived under the
condition that the bivariate distribution of (X,Y ) has finite fourth moments.
The asymptotic distribution has mean ρ and variance that depends on the (up
to the fourth) moments of the distribution of (X,Y ) (Ferguson, 1996; Lehmann,
2004). In the special case where (X,Y ) follows a bivariate Gaussian distribution,
the asymptotic variance of
√
n(R−ρ) has the simple form of (1−ρ2)2. Using the
variance-stabilizing transformation, one can derive the Fisher’s z-transformation
(Fisher, 1915): z := 12 log
1+R
1−R , which is the test statistic for testing the null
hypothesis H0 : ρ = ρ0 given a fixed constant ρ0 ∈ [−1, 1]. Under H0 and when
n is large, the distribution of
√
n
(
z − 12 log 1+ρ01−ρ0
)
is approximately N (0, 1),
i.e., the standard Gaussian distribution. This test is widely used for statistical
inference of ρ. The most common null hypothesis is H0 : ρ = 0; in other
words, practitioners are often interested in whether X and Y have a non-zero
population correlation, a phenomenon we refer to as linear dependence in the
following text.
In many applications, such as gene expression analysis in bioinformatic re-
search, the linear dependence of two random variables of interest, e.g., the ex-
pression levels of two genes, is often dependent upon another hidden discrete
random variable, e.g., the experimental condition or the cell state. In a mo-
tivating example, we observe a phenomenon from public gene expression data
of Arabidopsis thaliana (Table A1), a widely-used plant model organism, that
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Figure 1: Motivating examples from gene expression analysis. A: Expression
levels of five Arabidopsis thaliana genes (FMO GS-OX1, FMO GX-OX2, FMO
GS-OX3, FMO GS-OX4, and FMO GS-OX5) in 232 public microarray datasets
(Table A1 in the Appendix). B: A simulated toy example showing a gene-gene
relationship as a mixture of two linear dependences, with a zero population
correlation. The red circles and blue dots indicate the data from root and shoot
tissues, respectively.
many genes exhibit different linear dependences between two tissue types: root
and shoot. Fig. 1A shows the five genes that encode five isoforms of flavin-
monooxygenase (FMO), a key enzyme in the biosynthesis of aliphatic glucosino-
lates (active compounds in Arabidopsis thaliana’s responses to tissue damages)
(Li et al., 2008; Kim et al., 2012). Multiple pairs of those five FMO genes ex-
hibit different linear dependences between root and shoot tissues. For example,
in the second panel of the second row in Fig. 1A, FMO GS-OX2 and FMO
GS-OX5 show a positive correlation in shoot tissues (blue dots) but a negative
correlation in root tissues (red circles).
In an idealistic and extreme scenario (Fig. 1B), suppose that two real-valued
random variables X and Y represent the expression levels of two genes. If X
and Y have a positive correlation ρ in the shoot tissue but a negative corre-
lation −ρ in the root tissue, and that the two tissues are expected to have an
equal representation in a study, then X and Y have a zero population Pear-
son correlation. Real scenarios are not in such an extreme case, but many of
them show that two real-valued random variables exhibit a mixture relationship
composed of more than one linear dependences (Li, 2002). Under the scenarios
where “Simpson’s Paradox” occurs (Simpson, 1951; Pearson et al., 1899; Yule,
1903; Blyth, 1972), i.e., the overall correlation and the conditional correlations
have opposite signs, the Pearson correlation may be a misleading measure for
capturing the dependent relationship between two real-valued random variables,
since the Pearson correlation specifically looks for a single linear dependence.
In the literature of scalar-valued association measures, also known as depen-
dence measures, multiple measures have been developed to capture dependent
relationships that are more general than the linear dependence between two
real-valued random variables. For monotone relationships, the most commonly-
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used measures are the two rank correlation coefficients: the Spearman’s rank
correlation (Spearman, 1904) and the Kendall’s τ (Kendall, 1938). Regarding
functional relationships that are more general than monotone ones, there exist
measures such as the (Hirschfeld-Gebelein-Re´nyi) maximal correlation efficient
(Hirschfeld, 1935; Gebelein, 1941; Re´nyi, 1959), the measures based on nonpara-
metric estimation of correlation curves (Bjerve and Doksum, 1993) or principal
curves (Delicado and Smrekar, 2009), a pair of generalized measures of corre-
lation (GMC) that deals with asymmetries in explained variances, and linear
or nonlinear relations between random variables (Zheng et al., 2012), the G2
statistic derived from a regularized likelihood ratio test for piecewise-linear re-
lationships (Wang et al., 2017), and gene co-expression measures for detecting
local monotone patterns using count statistics (Wang et al., 2014). Furthermore,
there is a large class of measures for capturing general dependence, as they give
non-zero values to any pairs of non-independent random variables. Example
measures include the maximal correlation coefficient, the Hoeffding’s D (Hoeffd-
ing, 1948), the mutual information (Shannon et al., 1951; Kraskov et al., 2004;
Cover and Thomas, 2012), kernel-based measures such as the Hilbert-Schmidt
Independence Criterion (HSIC) (Gretton et al., 2005), the distance correlation
(Sze´kely et al., 2007, 2009), the maximal information coefficient (Reshef et al.,
2011), and the Heller-Heller-Gorfine (HHG) association test statistic based on
ranks of distances (Heller et al., 2012). It is worth noting that the Hoeffding’s
D, the mutual information, the HSIC, the distance correlation, and the HHG
test statistic are not restricted to comparing real-valued random variables, and
the first four measures have the range [0,∞) as opposed to having absolute val-
ues no greater than one. Researchers have conducted comprehensive simulation
studies to compare the statistical power of all those measures for various depen-
dent relationships, i.e., the alternative hypotheses, with the null hypothesis as
the independent relationship (Simon and Tibshirani, 2014; Gorfine et al., 2012).
Here we categorize the above existing measures into two types: the first type
of measures were designed to describe functional (i.e., one-to-one) relationships,
such as the Pearson correlation for linear relationships and the Spearman cor-
relation for monotone relationships, between two real-valued random variables;
the second type of measures, such as the maximal correlation, the mutual infor-
mation, and the Hoeffding’s D, were developed to capture any deviation from an
independent relationship. Both types have relative advantages and limitations.
The first type of measures are generally interpretable but cannot capture non-
functional (i.e., not one-to-one) relationships that are widespread in the real
world, while the second type of measures, though being versatile and having
desirable theoretic properties, do not convey an easy interpretation of their cap-
tured relationships to practitioners. In fact, as our motivating examples have
shown (Fig. 1), there are widespread relationships that are decomposable into
a small number of linear dependences. As the simplest and most interpretable
relationship, linear dependence is often used to approximate general monotone
relationships. Hence, a mixture of a small number of linear dependences is inter-
pretable and often of great interest in scientific research. For example in cancer
biology, if researchers observe that one gene positively regulates an important
4
cancer gene in one cancer subtype but exhibits negative regulatory effects in an-
other subtype, they may design different treatment strategies for the two cancer
subtypes. In general, a mixture of linear dependences is often missed by the first
type of measures and becomes indistinguishable from other “less interpretable”
dependences by the second type of measures.
Therefore, a new measure is needed to capture this special type of non-
functional relationships—a mixture of linear dependences. Although estimating
a mixture of linear models has been a topic of wide interest in fields includ-
ing statistics, economics, social sciences and machine learning for over 40 years
(Quandt and Ramsey, 1978; De Veaux, 1989; Jacobs et al., 1991; Jones and
McLachlan, 1992; Wedel and DeSarbo, 1994; Turner, 2000; Hawkins et al., 2001;
Hurn et al., 2003; Leisch, 2008; Benaglia et al., 2009; Scharl et al., 2009), most
existing studies have only focused on model parameter estimation and infer-
ence. In addition, there are algorithmic developments, such as Murtaph and
Raftery (1984), which proposed a stepwise clustering algorithm that considers
both contiguity and linearity.
In this work we propose generalized R2 measures, for which the squared
Pearson correlation is a special case, to capture a mixture of linear dependences
between two random variables. In Section 2, we define these measures, includ-
ing their population and sample versions, under the specified and unspecified
scenarios. We also introduce a K-lines clustering algorithm for the unspecified
scenario. In Section 3, we derive the asymptotic distributions of the sample
generalized R2 measures under these two scenarios. In Section 4, we discuss
the convergence properties of the K-lines algorithm and its connection with the
gradient descent algorithm and the Expectation-Maximization (EM) algorithm.
In Section 5, we conduct simulation studies under various settings to verify the
asymptotic distributions and evaluate the finite-sample statistical power of the
sample generalized R2 measures. In Section 6, we demonstrate the use of the
generalized R2 measures in two real data case studies, followed by discussions
in Section 7. All the proofs of lemmas and theorems are in Appendix A.1.
Appendix A.3 includes the description of the real data sets used in this paper.
2 Generalized R2 measures
We refer to the proposed measures that describe a mixture of linear depen-
dences as generalized R2 measures, motivated by the R2 statistic, (i.e., the
squared sample Pearson correlation defined in (2), also known as the coefficient
of determination in linear regression), which is commonly used to describe the
observed linear dependence in a bivariate sample.
2.1 Specified and unspecified scenarios
We consider two observable real-valued random variables X and Y , whose re-
lationship is of our interest. We define the specified scenario as the case where
there exists an index random variable Z ∈ {1, . . . ,K} that specifies the linear
5
dependence between X and Y , and K is the pre-specified number of linear de-
pendences. In parallel, we define the unspecified scenario as the case where no
index variable exists. In the special case of K = 1, we have Z = 1 as a constant,
and there is only the specified scenario.
We note that there may be more than one index variables, and correspond-
ingly there could be multiple specified scenarios. For example, in the Arabidop-
sis thaliana gene expression dataset (Table A1), there are four index variables
(“condition”, “treatment”, “replicate”, and “tissue”), leading to four different
specified scenarios. As we will show in Section 6.1, only the specification by
“tissue” leads to a set of linear relationships that fit well to the data (Figures
1 and A1-A3). Hence, under the “unspecified scenario,” it is impossible and
unreasonable to recover a poor specification. This is the reason why we define
two separate scenarios and corresponding generalized (population and sample)
R2 measures for each scenario. Although we expect the unspecified generalized
R2 to have broader application potentials, our following development of the
specified generalized R2 (Sections 2.2 and 2.3) will lay a necessary foundation
for the more challenging formulation of the unspecified generalized R2 (Sections
2.4 and 2.5).
2.2 Specified population generalized R2
Under the specified scenario (“S”), we denote
pk(S) := IP(Z = k) , k = 1, . . . ,K . Then
K∑
k=1
pk(S) = 1 . (3)
Conditional on Z = k, the population Pearson correlation between X and Y is
ρk(S) =
cov(X,Y |Z = k)√
var(X|Z = k)√var(Y |Z = k) , (4)
if var(X|Z = k) > 0 and var(Y |Z = k) > 0, and ρk(S) = 0 otherwise.
In the special case of K = 1, ρ21(S) = ρ
2, the population version of the R2
statistic. ρ21(S) indicates the population-level strength of a linear dependence,
i.e., the similarity of the bivariate distribution of (X,Y ) to the distribution on
a line in IR2. Motivated by this, we propose to combine ρ21(S), . . . , ρ
2
K(S) into a
single measure, the specified population generalized R2, that indicates the overall
strength of a K-component mixture of linear dependences, i.e., the similarity of
the bivariate distribution of (X,Y ) to the distribution on a mixture of K lines
in IR2.
Definition 1. The specified population generalized R2 is defined as
ρ2G(S) := IEZ
[
ρ2Z(S)
]
= IEZ
[
cov2(X,Y |Z)
var(X|Z)var(Y |Z)
]
=
K∑
k=1
pk(S) · ρ2k(S) , (5)
6
which is a weighted sum of ρ21(S), . . . , ρ
2
K(S), i.e., the strengths of the K linear
dependences, with weights as p1(S), . . . , pK(S), i.e., the probabilities of the K
components.
In addition to this measure, we also provide a “K-line interpretation” of the
specified scenario, so that we can investigate the extent to which the conditional
distribution of (X,Y )|(Z = k) in each k-th component concentrates on a line.
How to define a line center of each component depends on how we measure the
distance between a point (x, y)T ∈ IR2 and a line{
(x, y)T : ax+ by + c = 0, where a, b, c ∈ IR with a 6= 0 or b 6= 0} ⊂ IR2 ,
which we denote by β = (a, b, c)T. Because our proposed ρ2G(S) is symmetric in
X and Y , a reasonable measure of the distance between (x, y)T and β is the
perpendicular distance d⊥ : IR2 × IR3 7→ IR:
d⊥
(
(x, y)T,β
)
=
|ax+ by + c|√
a2 + b2
. (6)
Lemma 1. Given two points (x, y)T, (x′, y′)T ∈ IR2 and a line β = (a, b, c)T
where a, b, c ∈ IR with a 6= 0 or b 6= 0, the following inequality holds.
d⊥
(
(x, y)T,β
) ≤ ∥∥(x, y)T − (x′, y′)T∥∥+ d⊥ ((x′, y′)T,β) , (7)
where ‖·‖ represents the `2 norm.
The proof of Lemma 1 is in Appendix A.1.1. Given the perpendicular dis-
tance d⊥(·, ∗), the conditional means µX,k(S) := IE[X|Z = k] and µY,k(S) :=
IE[Y |Z = k], and the conditional covariance matrix of (X,Y )|(Z = k) :
Σk(S) :=
[
var(X|Z = k) cov(X,Y |Z = k)
cov(X,Y |Z = k) var(Y |Z = k)
]
,
below we define the specified population line center for the k-th component.
Definition 2. Under the specified scenario, we denote by λ1,k(S) ≥ λ2,k(S) > 0
the eigenvalues of Σk(S). Let u1,k(S) = (u11,k(S), u12,k(S))T and u2,k(S) =
(u21,k(S), u22,k(S))T represent the corresponding eigenvectors such that uT1,k(S)u1,k(S) =
uT2,k(S)u2,k(S) = 1 and u
T
1,k(S)u2,k(S) = 0. The specified population line center
of the k-th component is defined as
Lk(S) :=
{
(x, y)T : u12,k(S)
(
x− µX,k(S)
)− u11,k(S) (y − µY,k(S)) = 0} ⊂ IR2 ,
(8)
which corresponds to the first principal component of Σk(S) and minimizes the
conditional expectation of the squared perpendicular distance of (X,Y ) to it
given Z = k (Jolliffe, 2011). We represent this line center Lk(S) equivalently
by βk(S) = (ak(S), bk(S), ck(S))
T, where ak(S) = u12,k(S), bk(S) = −u11,k(S), and
ck(S) = −u12,k(S)µX,k(S) + u11,k(S)µY,k(S). That is,
βk(S) = arg min
β
IE
[
d2⊥
(
(X,Y )T,β
)∣∣Z = k] . (9)
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Remark 1. When ρ2k(S) = 1, the distribution of (X,Y )|(Z = k) in the k-th
component is totally concentrated on the k-th specified population line center,
i.e., support
(
(X,Y )T|Z = k) ⊆ Lk(S). The reason is that λ1,k = 1 + |ρk(S)| = 2
and λ2,k = 0, i.e., the first principal component of Σk(S) explains all the variance
of (X,Y )|(Z = k).
2.3 Specified sample generalized R2
We consider a sample (X1, Y1, Z1), . . . , (Xn, Yn, Zn) from the joint distribution
of (X,Y, Z) ∈ IR2×{1, . . . ,K}. Based on the definition of ρ2G(S) in (5) (Definition
1), we define the specified sample generalized R2 as a plug-in estimator of ρ2G(S).
Definition 3. The specified sample generalized R2 is defined as
R2G(S) :=
K∑
k=1
p̂k(S) · ρ̂2k(S) , (10)
where
p̂k(S) =
1
n
n∑
i=1
1I(Zi = k) , (11)
ρ̂2k(S) =
[∑n
i=1(Xi − X¯k(S))(Yi − Y¯k(S))1I(Zi = k)
]2[∑n
i=1(Xi − X¯k(S))21I(Zi = k)
] [∑n
i=1(Yi − Y¯k(S))21I(Zi = k)
] , (12)
with X¯k(S) = 1nk(S)
∑n
i=1Xi1I(Zi = k), Y¯k(S) =
1
nk(S)
∑n
i=1 Yi1I(Zi = k), and
nk(S) =
∑n
i=1 1I(Zi = k).
Motivated by the above definitions under the specified scenario, we next
define their counterpart concepts under the unspecified scenario, where the index
variable Z is unobservable.
2.4 Unspecified population generalized R2
Under the unspecified scenario, we investigate a mixture ofK linear dependences
between two real-valued random variables X and Y without observing the index
variable Z. Motivated by the definition of the specified population line centers
(Definition 2), here we define the unspecified population line centers as the K
lines that minimize the expected squared perpendicular distance of (X,Y ) to
its closest line.
Definition 4. Under the unspecified scenario, we denote a set containing K
lines with possible repeats by BK = {β1, . . . ,βK}, where βk = (ak, bk, ck)T ∈
IR3. That is, there may exist βk = βr for 1 ≤ k 6= r ≤ K. We define a set of
unspecified population line centers, BK(U) = {β1(U), . . . ,βK(U)}, as
BK(U) ∈ arg min
BK
IE
[
min
β∈BK
d2⊥
(
(X,Y )T,β
)]
. (13)
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Specifically, we denote by βk(U) =
(
ak(U), bk(U), ck(U)
)T
the k-th unspecified pop-
ulation line center, which is equivalently represented by
Lk(U) :=
{
(x, y)T : ak(U)x+ bk(U)y + ck(U) = 0
} ⊂ IR2 , k = 1, . . . ,K . (14)
Remark 2. BK(U) in (13) exists when f(BK) := IE
[
minβ∈BK d
2
⊥
(
(X,Y )T,β
)]
is a continuous function of BK , because f(·) is defined on the whole space of
IR3K and bounded from below by 0. If BK contains βk = (0, 0, 0)
T, a degenerated
line, we can always replace βk by some (ak, bk, 0)
T, where ak 6= 0 or bk 6= 0, so
that βk becomes a valid line while f(BK) stays the same.
Remark 3. By Definition 4, BK(U) is not unique in general. For example,
suppose that (X,Y ) has four possible values {(−1,−1), (−1, 1), (1,−1), (1, 1)}
with equal probabilities 1/4. Then B2(U) =
{
(1,−1, 0)T, (1, 1, 0)T}, B2(U) ={
(−1, 0, 1)T, (1, 0, 1)T}, and B2(U) = {(0,−1, 1)T, (0, 1, 1)T} all satisfy (13).
Please see Section A.2 in the Appendix for some discussion on the uniqueness
of BK(U). Also note that unless (X,Y ) concentrates on two perpendicular lines,
there is no direct relation between the first two principal components of the co-
variance matrix of (X,Y ) and the two unspecified population line centers for
K = 2.
Remark 4. By definition, BK(U) 6= BK(S), i.e., the K population line centers
are not the same under the unspecified and specified scenarios. The reason is that
BK(U) and BK(S) are defined based on the distribution of (X,Y ) and (X,Y, Z),
respectively. Given that a specification may not be the generative model, it is
not surprising that BK(U) and BK(S) can be different.
Provided that BK(U) is uniquely determined, we define a random surro-
gate index Z˜ ∈ {1, . . . ,K} based on the K unspecified population line centers
β1(U), . . . ,βK(U). Specifically, Z˜ denotes the index of the line center to which
(X,Y ) is closest.
Definition 5. Suppose that two real-valued random variables X and Y have
uniquely determined K unspecified population line centers β1(U), . . . ,βK(U). Also
suppose that the probability that (X,Y ) is equally close to more than one line
centers is zero. We define a random surrogate index Z˜ as
Z˜ := arg min
k∈{1,...,K}
d⊥
(
(X,Y )T,βk(U)
)
, (15)
which is uniquely determined by (X,Y ) except in a measure zero set. For ex-
ample, if d⊥
(
(X,Y )T,βk(U)
)
< minr 6=k d⊥
(
(X,Y )T,βr(U)
)
, then Z˜ = k.
Motivated by ρ2G(S), we define the unspecified population generalized R
2 based
on β1(U), . . . ,βK(U) and Z˜.
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Definition 6. The unspecified population R2 is defined as
ρ2G(U) :=
K∑
k=1
pk(U) · ρ2k(U) , (16)
where
pk(U) := IP(Z˜ = k) , (17)
ρ2k(U) :=
cov2(X,Y |Z˜ = k)
var(X|Z˜ = k) var(Y |Z˜ = k) . (18)
Remark 5. ρ2G(U) ≥ ρ2G(S). The proof is in Appendix A.1.2.
2.5 Unspecified sample generalized R2
We consider a sample (X1, Y1), . . . , (Xn, Yn) from the joint distribution of
(X,Y ). Based on the definitions of β1(U), . . . ,βK(U) (Definition 4), Z˜ (Def-
inition 5) and ρ2G(U) (Definition 6), here we define the corresponding sample
versions. First, we define the unspecified sample line centers as the K lines that
minimize the average squared perpendicular distance of (Xi, Yi), i = 1, . . . , n,
to its closest line.
Definition 7. Under the same setting as in Definition 4, BK = {β1, . . . ,βK}
contains K lines with possible repeats. We define the set of unspecified sample
line centers as
B̂K(U) ∈ arg min
BK
1
n
n∑
i=1
min
β∈BK
d2⊥
(
(Xi, Yi)
T,β
)
. (19)
We write each solution to (19) as B̂K(U) =
{
β̂1(U), . . . , β̂K(U)
}
, where β̂k(U) =(
âk(U), b̂k(U), ĉk(U)
)T
is the k-th unspecified sample line center and equivalently
represented by
L̂k(U) :=
{
(x, y)T : âk(U)x+ b̂k(U)y + ĉk(U) = 0
}
⊂ IR2 , k = 1, . . . ,K . (20)
Remark 6. Similar to Remark 3, by Definition 7, B̂K(U) is not uniquely de-
termined by the sample in general. For example, suppose n = 4, (X1, Y1) =
(−1,−1), (X2, Y2) = (−1, 1), (X3, Y3) = (1,−1), and (X4, Y4) = (1, 1). Then
B̂2(U) =
{
(1,−1, 0)T, (1, 1, 0)T}, B̂2(U) = {(−1, 0, 1)T, (1, 0, 1)T}, and B̂2(U) ={
(0,−1, 1)T, (0, 1, 1)T} all satisfy (19).
To find B̂K(U), we propose a K-lines clustering algorithm, which is moti-
vated by the Lloyd’s K-means clustering algorithm widely used to partition
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Algorithm 1 K-lines clustering algorithm
1: input:
Sample: {(Xi, Yi)}ni=1
K: number of line centers
2: procedure K-lines({(Xi, Yi)}ni=1,K)
3: Initial cluster assignment: C(0)1 , . . . , C(0)K , such that ∪Kk=1C(0)k = {1, . . . , n}
4: Given the initial cluster assignment, the algorithm proceeds by alternat-
ing between two steps in each iteration. In the t-th iteration, t = 1, 2, . . .
Recentering step: Calculate the cluster line centers β̂
(t)
1(U), . . . , β̂
(t)
K(U)
based on the cluster assignment C(t−1)1 , . . . , C(t−1)K by (21).
Assignment step: Update the cluster assignment as
C(t)k =
{
i : d⊥
(
(Xi, Yi)
T, β̂
(t)
k(U)
)
≤ d⊥
(
(Xi, Yi)
T, β̂
(t)
s(U)
)
,∀s = 1, . . . ,K
}
.
5: Stop the iteration when the cluster assignment no longer changes.
6: output:
Cluster assignment C1, . . . , CK
K unspecified sample line centers β̂1(U), . . . , β̂K(U)
data points into cloud-like clusters (Lloyd, 1982). In our K-lines clustering al-
gorithm (Algorithm 1), the k-th cluster line center is represented by the k-th
unspecified sample line center β̂k(U) =
(
âk(U), b̂k(U), ĉk(U)
)T
, k = 1, . . . ,K.
As an iterative procedure, the K-lines clustering algorithm includes two
alternating steps in each iteration. The recentering step uses the current clus-
ter assignment to update each cluster line center, which minimizes the within-
cluster sum of squared perpendicular distances from all the data points in that
cluster to the cluster line center. The assignment step updates the cluster as-
signment based on the current cluster line centers: assign every data point to its
closest cluster line center in the perpendicular distance. The two steps alternate
until the algorithm converges, i.e., the cluster assignment stays unchanged as
iterations proceed.
The recentering step updates each cluster center using the major axis regres-
sion, which minimizes the sums of squares of the perpendicular distance between
each point and the regression line (Samuelson, 1942; Jolliffe, 1982; Smith, 2009).
Given the cluster assignment in the (t − 1)-th iteration, say C(t−1)1 , . . . , C(t−1)K
(with ∪Kk=1C(t−1)k = {1, . . . , n} and C(t−1)k ∩ C(t−1)r = ∅ for all 1 ≤ k 6= r ≤ K),
the updated k-th cluster center, i.e., the k-th sample line center β̂
(t)
k(U) that min-
imizes the within-cluster sum of squared perpendicular distances, is equal to the
first principal component of the sample covariance matrix calculated based on
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the data points in C(t−1)k . That is,
β̂
(t)
k(U) = arg min
β
∑
i∈C(t−1)
k
d2⊥
(
(Xi, Yi)
T,β
)
=
(
û12,k, −û11,k, −û12,kX¯k(U) + û11,kY¯k(U)
)T
,
(21)
where (û11,k, û12,k)
T is the eigenvector corresponding to the largest eigenvalue
of the sample covariance matrix[ ∑
i∈C(t−1)k
(Xi − X¯k(U))2
∑
i∈C(t−1)k
(Xi − X¯k(U))(Yi − Y¯k(U))∑
i∈C(t−1)k
(Xi − X¯k(U))(Yi − Y¯k(U))
∑
i∈C(t−1)k
(Yi − Y¯k(U))2
]
(22)
with X¯k(U) = 1∣∣∣C(t−1)k ∣∣∣
∑
i∈C(t−1)k
Xi and Y¯k(U) = 1∣∣∣C(t−1)k ∣∣∣
∑
i∈C(t−1)k
Yi. The line
fitted by the major axis regression exactly corresponds to β̂k(U) (Samuelson,
1942; Jolliffe, 1982; Smith, 2009).
Remark 7. The K-lines algorithm is related and complementary to the well-
known K-means algorithm. Traditional K-means algorithm cannot account for
within-cluster correlation structures, and it can only identify spherical clusters
under a given distance metric, e.g., the Euclidean distance. In contrast, the K-
lines algorithms finds clusters that exhibit strong within-cluster correlations. The
K-lines algorithm is specifically designed for applications where two real-valued
variables may have heterogeneous correlations in different hidden clusters.
After introducing the unspecified sample line centers in Definition 7, we
define the average within-cluster sum of perpendicular distances as
W (BK , Pn) :=
1
n
n∑
i=1
min
β∈BK
d2⊥
(
(Xi, Yi)
T,β
)
(23)
=
∫
min
β∈BK
d2⊥
(
(x, y)T,β
)
Pn
(
(dx, dy)T
)
,
where Pn is the empirical measure from the sample by placing mass n
−1 at
each of (X1, Y1)
T, . . . , (Xn, Yn)
T. Similar to the K-means clustering algorithm,
the K-lines clustering algorithm is not guaranteed to find the global minimizer,
arg minBK W (BK , Pn), but it may converge to a local minimizer. Heuristically,
we can search for the global minimizer by running the K-lines clustering algo-
rithm for M times with random initializations and obtain M sets of unspecified
sample line centersB
(1)
K , . . . , B
(M)
K . Then we set B̂K(U) ∈ arg minBK∈
{
B
(1)
K ,...,B
(M)
K
}W (BK , Pn).
As in the population case, we introduce the sample surrogate indices
̂˜
Zi ∈
{1, . . . ,K}, i = 1, . . . , n, based on theK unspecified sample line centers β̂1(U), . . . , β̂K(U).
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Definition 8. Suppose that a sample (X1, Y1), . . . , (Xn, Yn) has uniquely de-
termined K unspecified sample line centers β̂1(U), . . . , β̂K(U). Also suppose that
the probability that (Xi, Yi) is equally close to more than one sample line centers
is zero. For each (Xi, Yi), we define its sample surrogate index
̂˜
Zi := arg min
k∈{1,...,K}
d⊥
(
(Xi, Yi)
T, β̂k(U)
)
, i = 1, . . . , n , (24)
which is uniquely determined by the sample. That is,
̂˜
Zi = k is equivalent to
i ∈ Ck, where Ck is the k-th cluster assignment output by the K-lines clustering
algorithm (Algorithm 1), assuming that the algorithm finds the global minimum.
Then based on the definition of ρ2G(U) in (16) (Definition 6), we define the
unspecified sample generalized R2 as a plug-in estimator of ρ2G(U).
Definition 9. The unspecified sample generalized R2 is defined as
R2G(U) :=
K∑
k=1
p̂k(U) · ρ̂2k(U) , (25)
where
p̂k(U) =
1
n
n∑
i=1
1I
(̂˜
Zi = k
)
, (26)
ρ̂2k(U) =
[∑n
i=1
(
Xi − X¯k(U)
) (
Yi − Y¯k(U)
)
1I
(̂˜
Zi = k
)]2
[∑n
i=1
(
Xi − X¯k(U)
)2
1I
(̂˜
Zi = k
)][∑n
i=1
(
Yi − Y¯k(U)
)2
1I
(̂˜
Zi = k
)] , (27)
with X¯k(U) = 1nk(U)
∑n
i=1Xi1I
(̂˜
Zi = k
)
, Y¯k(U) = 1nk(U)
∑n
i=1 Yi1I
(̂˜
Zi = k
)
,
and nk(U) =
∑n
i=1 1I
(̂˜
Zi = k
)
.
Remark 8. We did not construct R2G(U) as an estimator of ρ
2
G(S) , the specified
population generalized R2 measure. Instead, R2G(U) is an estimator of ρ
2
G(U),
the unspecified population generalized R2 measure. Our construction is different
from the usual mixture model setting, where the goal is to uncover the hidden
mixture memberships of data points. The reason is that we do not assume a cer-
tain specification as the generative model, and our definitions of the generalized
R2 measures do not rely on a specific distributional assumption, e.g., bivari-
ate Gaussian mixture model. This lack of distributional assumptions makes the
generalized R2 measures more flexible, just as the widely used Pearson correla-
tion that does not rely on any distributional assumptions either. Instead, if the
goal is to use R2G(U) as an estimator of ρ
2
G(S), a specific mixture model must be
assumed, e.g., a bivariate Gaussian mixture model. Then the K-lines algorithm
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should be replaced by the Expectation-Maximization (EM) algorithm to decide
the sample surrogate indices
̂˜
Z1, . . . ,
̂˜
Zn. When the EM algorithm converges to
the global optimum and returns the maximum-likelihood estimates of mixture
model parameters, the corresponding R2G(U) will be an asymptotically unbiased
estimator of ρ2G(S).
2.6 The choice of K
When users do not have prior knowledge on the value of K, i.e., the number of
lines in the K-lines algorithm, how to choose K becomes an important question
in practice. Some methods for choosing K in K-means clustering can be easily
adapted. For example, the elbow method, though not being theoretically prin-
cipled, is visually appealing to practitioners and widely used. It employs a scree
plot, whose horizontal axis displays a range of K values and vertical axis shows
the average within-cluster sum of squared distances corresponding to each K.
In the context of our K-lines algorithm, it is reasonable to modify the vertical
axis of the scree plot to show the average within-cluster sums of squared per-
pendicular distances, i.e., W (BK , Pn) in (23), corresponding to varying values
of K. We will demonstrate this graphical approach in Section 5.2.
Under the assumption that (X,Y )|(Z = k) follows a bivariate Gaussian
distribution for all k = 1, . . . ,K, we may use the Akaike information criterion
(AIC) to choose K (Akaike, 1998). Specifically, we define
AIC(K) := 12K − 2
n∑
i=1
log p
(
Xi, Yi
∣∣∣∣ {p̂k(U), µ̂k(U), Σ̂k(U)}K
k=1
)
, (28)
where
p
(
Xi, Yi
∣∣∣∣ {p̂k(U), µ̂k(U), Σ̂k(U)}K
k=1
)
=
K∑
k=1
p̂k(U)
exp
{
− 12
(
(Xi, Yi)
T − µ̂k(U)
)T
Σ̂
−1
k(U)
(
(Xi, Yi)
T − µ̂k(U)
)}
2pi
√∣∣∣Σ̂k(U)∣∣∣ .
The first term 12K = 2 × 6K because the number of parameters is 6 for each
K. In the above equations, p̂k(U) = |Ck|/n, µ̂k(U) =
(
X¯k(U), Y¯k(U)
)T
, and
Σ̂k(U) =
 ∑i∈Ck (Xi−X¯k(U))2|Ck| ∑i∈Ck (Xi−X¯k(U))(Yi−Y¯k(U))|Ck|∑
i∈Ck (Xi−X¯k(U))(Yi−Y¯k(U))
|Ck|
∑
i∈Ck (Yi−Y¯k(U))
2
|Ck|
 ,
follow the notations used in Definitions 8 and 9 and are obtained from the K-
lines clustering result. The K value that minimizes AIC(K) will be chosen. We
will demonstrate this AIC method in Section 5.2. In practice, we recommend
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users to visualize the K value chosen by the AIC in a scree plot, as a way to
decide whether the chosen K value is reasonable.
2.7 Summary
The specified and unspecified R2 measures are designed for different application
uses. The specified generalized R2 is for measuring the overall strength of linear
relationships given a particular specification, which may or may not fit well to
the data. If the specification does not fit well, its corresponding R2G(S) value
would be low. In contrast, the unspecified generalized R2 is for measuring the
overall strength of linear relationships given the best possible specification found
by the K-lines clustering algorithm, and such a specification may lead to new
scientific discoveries.
3 Asymptotic theory of the generalized R2 mea-
sures
To enable statistical inference of the specified and unspecified population gen-
eralized R2 measures, ρ2G(S) (5) and ρ
2
G(U) (16), here we derive the first-order
asymptotic distributions of R2G(S) (10) and R
2
G(U) (25), respectively.
3.1 Asymptotic distribution of the specified sample gen-
eralized R2
We first derive the asymptotic distribution of R2G(S) by the Central Limit Theo-
rem and the delta method, i.e., Crame´r’s Theorem (Ferguson, 1996), under mild
conditions on the fourth conditional moments of X and Y .
Theorem 1. Under the specified scenario (Section 2.1), we define
µXcY d,k(S) = IE
(X − IE[X|Z = k]√
var(X|Z = k)
)c (
Y − IE[Y |Z = k]√
var(Y |Z = k)
)d∣∣∣∣∣∣Z = k
 , c, d ∈ IN ,
Assume µX4,k(S) <∞ and µY 4,k(S) <∞ for all k = 1, . . . ,K. Then
√
n
(
R2G(S) − ρ2G(S)
)
d−→ N
(
0, γ2(S)
)
, (29)
where ρ2G(S) is the specified population generalized R
2 defined in (5), and
γ2(S) =
K∑
k=1
(
Ak(S) +Bk(S)
)
+ 2
∑∑
1≤k<r≤K
Ckr(S) , (30)
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with
Ak(S) = pk(S)
[
ρ4k(S)
(
µX4,k(S) + 2µX2Y 2,k(S) + µY 4,k(S)
)
− 4ρ3k(S)
(
µX3Y,k(S) + µXY 3,k(S)
)
+ 4ρ2k(S)µX2Y 2,k(S)
]
,
Bk(S) = pk(S)
(
1− pk(S)
)
ρ4k(S) ,
Ckr(S) = − pk(S) pr(S) ρ2k(S) ρ2r(S) ,
where pk(S) and ρk(S) are defined in (3) and (4), respectively.
Applying Theorem 1 to the special case where (X,Y )|Z follows a bivariate
Gaussian distribution, we obtain a much simpler form of the first-order asymp-
totic distribution of R2G(S) in Corollary 1.
Corollary 1. In the special case of Theorem 1 where (X,Y ) conditional on Z =
k follows a bivariate Gaussian distribution for all k = 1, . . . ,K, the asymptotic
variance of
√
n
(
R2G(S) − ρ2G(S)
)
, i.e., γ2(S) in (30), becomes
γ2(S) =
K∑
k=1
[
4 pk(S) ρ2k(S)
(
1− ρ2k(S)
)2
+ pk(S)
(
1− pk(S)
)
ρ4k(S)
]
(31)
− 2
∑∑
1≤k<r≤K
pk(S) pr(S) ρ2k(S) ρ
2
r(S) ,
which only depends on pk(S) and ρ2k(S), i.e., the probability of Z = k and the
squared Pearson correlation between X and Y conditional on Z = k, k =
1, . . . ,K.
To derive an analog of Theorem 1 for the unspecified scenario, we need to
show that each sample surrogate index Z˜i, i = 1, . . . , n, converges in distribution
to the random surrogate index Z˜. A sufficient condition is the strong consistency
of the K unspecified sample line centers B̂K(U) =
{
β̂1(U), . . . , β̂K(U)
}
to the K
unspecified population line centers BK(U) =
{
β1(U), . . . ,βK(U)
}
. Hence, we
first prove this strong consistency.
3.2 Strong consistency of the K-lines clustering
Using Lemma 1 and the strong consistency result of the K-means clustering
(Pollard, 1981), we derive the following theorem for the strong consistency of
the K unspecified sample line centers output by the K-lines clustering algorithm
(Algorithm 1). We assume that the global optimal sample line centers B̂K(U) =
arg minBK W (BK , Pn) is attained and unique, where W (BK , Pn) is defined in
(23).
Theorem 2. Suppose that
∫ ∥∥(x, y)T∥∥2 P ((dx, dy)T) < ∞ and that for each
k = 1, . . . ,K there is a unique set Bk(U) = arg minBk W (Bk, P ). Then as the
sample size n → ∞, B̂K(U) → BK(U) almost surely, and W (B̂K(U), Pn) →
W (BK(U), P ) almost surely.
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The first statement of Theorem 2 means that there exists an ordering of
the elements in B̂K(U) =
{
β̂1(U), . . . , β̂K(U)
}
and BK(U) =
{
β1(U), . . . ,βK(U)
}
such that as the sample size n→∞,
β̂k(U) → βk(U) almost surely , k = 1, . . . ,K . (32)
Theorem 2 only hinges on two conditions. The first condition∫ ∥∥(x, y)T∥∥2 P ((dx, dy)T) <∞ ,
where || · || is the `2 norm in IR2, holds for many common probability measures
P on IR2. This is to ensure that W (Bk, P ) is finite for every Bk, k = 1, . . . ,K,
because for each β = (a, b, c)T ∈ IR3, where a 6= 0 or b 6= 0 (without loss of
generality, we assume a 6= 0 and |c| <∞ below),
∫
d2⊥
(
(x, y)T,β
)
P
(
(dx, dy)T
)
(33)
≤
∫ ∥∥∥(x, y)T − (−c/a, 0)T∥∥∥2 P ((dx, dy)T)
≤
∫ (∥∥(x, y)T∥∥+ ∥∥∥(−c/a, 0)T∥∥∥)2 P ((dx, dy)T)
≤ 4c2/a2 + 2
∫
‖(x,y)T‖≥|c/a|
∥∥(x, y)T∥∥2 P ((dx, dy)T)
<∞ , (34)
where the first inequality holds by the definition of d⊥
(
(x, y)T,β
)
(6), because
(−c/a, 0)T is a point on the line{
(x, y)T : ax+ by + c = 0
}
defined by β. The second uniqueness condition on Bk(U) is needed for the
inductive argument in the proof.
Remark 9. In a special case where the distribution of (X,Y ) is concentrated
on K lines BK(S) and contaminated by white Gaussian noise independently
drawn from N (0, σ2I2) under the specified scenario, if σ → 0 as n → ∞, then
B̂K(U) → BK(S) almost surely.
3.3 Asymptotic distribution of the unspecified sample gen-
eralized R2
Based on Theorems 1 and 2, we derive the asymptotic distribution of R2G(U).
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Theorem 3. Under the unspecified scenario (Section 2.1), we define
µXcY d,k(U) = IE

X − IE[X|Z˜ = k]√
var(X|Z˜ = k)
c Y − IE[Y |Z˜ = k]√
var(Y |Z˜ = k)
d
∣∣∣∣∣∣∣ Z˜ = k
 , c, d ∈ IN ,
where Z˜ is the random surrogate index defined in (15). Assume µX4,k(U) < ∞
and µY 4,k(U) <∞ for all k = 1, . . . ,K. Then
√
n
(
R2G(U) − ρ2G(U)
)
d−→ N
(
0, γ2(U)
)
, (35)
where ρ2G(U) is the unspecified population generalized R
2 defined in (16), and
γ2(U) =
K∑
k=1
(
Ak(U) +Bk(U)
)
+ 2
∑∑
1≤k<r≤K
Ckr(U) , (36)
with
Ak(U) = pk(U)
[
ρ4k(U)
(
µX4,k(U) + 2µX2Y 2,k(U) + µY 4,k(U)
)
− 4ρ3k(U)
(
µX3Y,k(U) + µXY 3,k(U)
)
+ 4ρ2k(U)µX2Y 2,k(U)
]
,
Bk(U) = pk(U)
(
1− pk(U)
)
ρ4k(U) ,
Ckr(U) = − pk(U) pr(U) ρ2k(U) ρ2r(U) ,
where pk(U) and ρ2k(U) are defined in (17) and (18), respectively.
Applying Theorem 3 to the special case where (X,Y )|Z˜ follows a bivariate
Gaussian distribution, we obtain a much simpler form of the first-order asymp-
totic distribution of R2G(U) in Corollary 2.
Corollary 2. In the special case of Theorem 3 where (X,Y ) conditional on Z˜ =
k follows a bivariate Gaussian distribution for all k = 1, . . . ,K, the asymptotic
variance of
√
n
(
R2G(U) − ρ2G(U)
)
, i.e., γ2(U) in (36), becomes
γ2(U) =
K∑
k=1
[
4 pk(U) ρ2k(U)
(
1− ρ2k(U)
)2
+ pk(U)
(
1− pk(U)
)
ρ4k(U)
]
(37)
− 2
∑∑
1≤k<r≤K
pk(U) pr(U) ρ2k(U) ρ
2
r(U) ,
which only depends on pk(U) and ρ2k(U), i.e., the probability of Z˜ = k and the
squared Pearson correlation between X and Y conditional on Z˜ = k, k =
1, . . . ,K.
Remark 10. When K = 1, the asymptotic distributions of R2G(S) and R
2
G(U) in
Theorems 1 and 3 both reduce to the asymptotic distribution of R2 (Ferguson,
1996). In the special case that K = 1 and (X,Y ) follows bivariate Gaussian
distribution with correlation ρ, the asymptotic distributions of R2G(S) and R
2
G(U)
in Corollaries 1 and 2 both reduce to
√
n(R2 − ρ2) d−→ N
(
0, 4ρ2
(
1− ρ2)2).
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4 Convergence properties of the K-lines algo-
rithm
Motivated by Bottou and Bengio (1995), we study the convergence properties
of our proposed K-lines clustering algorithm (Algorithm 1). Below we show
that the K-lines algorithm can be related to a gradient descent algorithm and
an expectation-maximization (EM) style algorithm.
4.1 Relating K-lines to a gradient descent algorithm
Given a sample {(Xi, Yi)}ni=1, the K-lines algorithm computes K sample line
centers B̂K(U) =
{
β̂1(U), . . . , β̂K(U)
}
, which minimize the loss functionW (BK , Pn)
defined in (23), the average squared perpendicular distance between each data
point and its closest sample line center. Denoting BK = {β1, . . . ,βK}, mini-
mizing W (BK , Pn) is equivalent to minimizing
L (BK) :=
n∑
i=1
1
2
min
k
d2⊥
(
(Xi, Yi)
T,βk
)
=
n∑
i=1
1
2
d2⊥
(
(Xi, Yi)
T,βsi(BK)
)
, (38)
where si(BK) is the index of the closest line center to the i-th data point. Note
that W (BK , Pn) =
2
nL (BK).
We can then derive a gradient descent algorithm based on L (BK) for βk =
(ak, bk, ck)
T:
∆βk =
n∑
i=1

−t

(akXi+bkYi+ck)Xi
a2k+b
2
k
− (akXi+bkYi+ck)2ak
(a2k+b
2
k)
2
(akXi+bkYi+ck)Yi
a2k+b
2
k
− (akXi+bkYi+ck)2bk
(a2k+b
2
k)
2
akXi+bkYi+ck
a2k+b
2
k
 if k = si(BK)
(0, 0, 0)T otherwise
,
(39)
where t is the learning rate is to be specified (Kohonen, 1989).
4.2 Relating K-lines to an EM algorithm
Although K-lines does not fit in a probabilistic framework, its derivation is
similar to that of the EM algorithm, except that the soft-thresholding of EM is
changed to hard-thresholding.
The EM algorithm has the principle of introducing additional hidden vari-
ables to simplify the optimization problem. Since these hidden variables are
unobservable, the maximization step (i.e., the M step) maximizes an auxiliary
function calculated in the expectation step (i.e., the E step), which averages
over the possible values of the hidden variables given the parameter estimates
from the previous iteration. In our unspecified scenario, the hidden variables
are the assignments s1(BK), . . . , sn(BK) of the data points to the sample line
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centers. Instead of considering the expectation of L(BK) over the distribution
on these hidden variables as in the EM algorithm, the K-lines algorithm calcu-
lates the values of the hidden variables that maximize the negative loss given
the parameter estimates from the previous iteration. That is, the “Q function”
to be maximized in the M step after (t− 1) (t = 1, 2, . . .) iterations becomes:
Q
(
BK , B
(t−1)
K
)
:= −
n∑
i=1
1
2
d2⊥
(
(Xi, Yi)
T,β
si
(
B
(t−1)
K
)) . (40)
The next step is to find
B
(t)
K := arg max
BK
Q
(
BK , B
(t−1)
K
)
. (41)
The solution B
(t)
K =
{
β
(t)
1 , . . . ,β
(t)
K
}
consists of β
(t)
k calculated by (21), where
C(k−1)k represents the index set of data points that are closer to β(t−1)k than other
sample line centers in perpendicular distance. The K-lines algorithm iterates
by replacing B
(t−1)
K by B
(t)
K using the update equation (41) until convergence.
Since si
(
B
(t−1)
K
)
is by definition the best assignment of the i-th data point to
the closet line center in B
(t−1)
K , we have the following inequality:
−L
(
B
(t)
K
)
−Q
(
B
(t)
K , B
(t−1)
K
)
=
1
2
n∑
i=1
d2⊥
(
(Xi, Yi)
T,β
(t)
si
(
B
(t−1)
K
))− d2⊥((Xi, Yi)T,β(t)
si
(
B
(t)
K
)) ≥ 0 .
Using this result, the identity −L
(
B
(t−1)
K
)
= Q
(
B
(t−1)
K , B
(t−1)
K
)
, and the defi-
nition of B
(t)
K in (41), we have the following inequality:
L
(
B
(t)
K
)
− L
(
B
(t−1)
K
)
= L
(
B
(t)
K
)
+Q
(
B
(t)
K , B
(t−1)
K
)
−Q
(
B
(t)
K , B
(t−1)
K
)
− L
(
B
(t−1)
K
)
(42)
≤ −Q
(
B
(t)
K , B
(t−1)
K
)
+Q
(
B
(t−1)
K , B
(t−1)
K
) (41)
≤ 0 .
Hence, each iteration decreases the loss function until B
(t)
K = B
(t−1)
K , denoted by
B∗K . Since the assignments s1(BK), . . . , sn(BK) are discrete, there is an open
neighborhood of B∗K in which the assignments are constant. Based on their
definitions, the functions −L(·) and Q(·, B∗K) are equal in this neighborhood.
Therefore, B∗K , the maximum of the function Q(·, B∗K), is also a local minimum
of the loss function L(·).
We can further show that the M step of an EM algorithm under a bivariate
Gaussian mixture model is the same as the M step of the K-lines algorithm in
(41). We assume that (Xi, Yi)
i.i.d.∼ ∑Kk=1 pkN (µk,Σk) with mean vectors µk
and covariance matrices Σk, k = 1, . . . ,K, and we denote Θ = {pk,µk,Σk}Kk=1.
The hidden variables are Zi
i.i.d.∼ Multinomial (K, (p1, . . . , pK)T). Suppose that
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in the t-th iteration of the EM algorithm, the E step computes δ
(t)
ik := IP
(
Zi = k | (Xi, Yi),Θ(t−1)
)
.
The next M step would then update the value of Σk as
Σ
(t)
k =

∑n
i=1 δ
(t)
ik
(
Xi−X¯(t)k
)2
∑n
i=1 δ
(t)
ik
∑n
i=1 δ
(t)
ik
(
Xi−X¯(t)k
)(
Yi−Y¯ (t)k
)
∑n
i=1 δ
(t)
ik∑n
i=1 δ
(t)
ik
(
Xi−X¯(t)k
)(
Yi−Y¯ (t)k
)
∑n
i=1 δ
(t)
ik
∑n
i=1 δ
(t)
ik
(
Yi−Y¯ (t)k
)2
∑n
i=1 δ
(t)
ik
 , (43)
where X¯
(t)
k =
∑n
i=1 δ
(t)
ik Xi∑n
i=1 δ
(t)
ik
and Y¯
(t)
k =
∑n
i=1 δ
(t)
ik Yi∑n
i=1 δ
(t)
ik
.
If we modify the EM algorithm by replacing the E step in every iteration by
that of the K-lines algorithm, i.e., define
δ
(t)
ik := 1I
{
d⊥
(
(Xi, Yi)
T,β
(t−1)
k
)
< d⊥
(
(Xi, Yi)
T,β(t−1)r
)
,∀r 6= k
}
(44)
in a hard-thresholding way (assuming that every data point is closest to only
one sample line center in perpendicular distance), the M step still updates Σ
(t)
k
as in (43). Then by (21), β
(t)
k =
(
û
(t)
12,k, −û(t)11,k, −û(t)12,kX¯(t)k + û(t)11,kY¯ (t)k
)T
,
where
(
û
(t)
11,k, û
(t)
12,k
)T
is the eigenvector corresponding to the largest eigen-
value of Σ
(t)
k , minimizes the function
∑n
i=1 δ
(t)
ik d
2
⊥
(
(Xi, Yi)
T, ∗). Hence, B(t)K ={
β
(t)
1 , . . . ,β
(t)
K
}
is the same solution as in (41).
Xu and Jordan showed in their 1994 classic paper that the EM algorithm
approximate the Newton optimization algorithm in the case of a Gaussian mix-
ture model (Xu and Jordan, 1996). In other words, the EM algorithm has fast
convergence in this special case. Given the relevance of our K-lines algorithm
to the bivariate Gaussian EM algorithm, with the M step stays the same, we
can say that our K-lines algorithm is also approximately the Newton algorithm.
5 Simulations
In this section, we perform simulations under various distributional settings
to numerically verify the theoretical results in Section 3 and to compare the
statistical power of our generalizedR2 measures with that of multiple association
measures.
5.1 Numerical verification of theoretical results
We first compare the asymptotic distributions in Section 3 with numerically sim-
ulated finite-sample distributions under eight settings (Table 1), where (X,Y )|Z
follows a bivariate Gaussian distribution under the first four settings and a bi-
variate t distribution under the latter four settings. Under each setting, we
generate B = 1000 samples with sizes n = 50 or 100, calculate the specified and
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unspecified sample generalized R2 measures (R2G(S) and R
2
G(U)) of each sample,
and compare the simulated finite-sample distributions of those sample measures
to the corresponding asymptotic distributions. In the first four settings, the
asymptotic distributions of R2G(S) and R
2
G(U) are from Corollaries 1 and 2 (the
bivariate Gaussian results), respectively. In the latter four settings, the asymp-
totic distributions of R2G(S) and R
2
G(U) are from Theorems 1 and 3 (the general
results), respectively. Figure 2 illustrates the comparison results, which show
that the finite-sample distributions and the asymptotic results have good agree-
ment. These results justify the use of the asymptotic distributions for statistical
inference of ρ2G(S) or ρ
2
G(U) based on a finite-sized sample.
In practice, K often needs to be found in a data-driven way under the
unspecified scenario. To verify the behavior of our unspecified sample gener-
alized R2, R2G(U), when combined with the AIC (Equation (28)), we conduct
another simulation study to compare its finite-sample distributions (when K
is selected by the AIC) with the same asymptotic distributions as in Figure 2.
The results in Figure A4 show that, the agreement between finite-sample dis-
tributions and asymptotic distributions deteriorates when K is chosen by the
AIC instead of being set to the true value in the data generative model. This
is expected, as more uncertainty is introduced into the procedure when K is
unknown. However, we observe from Figure A4 that, when n = 100, the agree-
ment between finite-sample distributions and asymptotic distributions are still
reasonably good. This observation further justifies the use of our asymptotic
results in practice.
However, as the asymptotic distributions in Section 3 involve unobservable
parameters in the asymptotic variances, they cannot be directly used for statis-
tical inference of ρ2G(S) or ρ
2
G(U). A classical solution is to plug in the parameter
estimates into the asymptotic variances. Another popular solution is to use the
bootstrap, which is computationally more intensive than the plug-in approach.
Here we numerically verify whether the plug-in approach works reasonably well
for statistical inference of ρ2G(S) and ρ
2
G(U). Under each of the eight settings
(Table 1), we simulate two samples with sizes n = 50 and n = 100, respectively.
We then use each sample to construct a 95% confidence interval (CI) of ρ2G(S)
and ρ2G(U) as R
2
G(S)±1.96
√
v̂ar
(
R2G(S)
)
and R2G(U)±1.96
√
v̂ar
(
R2G(U)
)
, respec-
tively. We construct the variance estimates v̂ar
(
R2G(S)
)
and v̂ar
(
R2G(U)
)
in two
ways: using (1) the plug-in estimates of the asymptotic variances of R2G(S) and
R2G(U), or (2) the bootstrap estimates of var
(
R2G(S)
)
and var
(
R2G(U)
)
. We also
calculate the true asymptotic variances of R2G(S) and R
2
G(U) and use them as the
standard. In the calculation of the true asymptotic variances, whenever an exact
closed form is not attainable, we generate a large sample with size 100, 000 from
the population and use the plug-in estimate to approximate the true asymptotic
variance. In the first four settings as mixtures of bivariate Gaussians, we use
the asymptotic variances from Corollaries 1 and 2, and we perform the para-
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metric bootstrap to obtain the bootstrap estimates. In the latter four settings
as mixtures of bivariate t distributions, we compare the non-parametric boot-
strap approach with two plug-in options: the first is to plug in the asymptotic
variances of the special bivariate Gaussian forms in Corollaries 1 and 2, and the
second is to plug in the asymptotic variances of the general forms in Theorems
1 and 3. The results in Figure 3 show that the CIs constructed from the same
sample by the plug-in and bootstrap approaches have similar lengths. When n
increases from 50 to 100, the CIs constructed by both approaches agree better
with the theoretical CIs based on the true asymptotic variances, as expected.
In addition, under Settings 5-8, where the bivariate Gaussian assumption does
not hold, the two plug-in options result in similar CIs.
We also evaluate the coverage probabilities of the 95% CIs constructed by
the plug-in approach and compare them with those of the theoretical CIs based
on the true asymptotic variances. Table 3 summarizes the results. The theoret-
ical CIs have coverage probabilities close to 95% under all the eight settings in
both scenarios, providing additional verification of the asymptotic distributions
derived in Section 3. The plug-in confidence intervals have coverage probabili-
ties increasingly similar to 95% as n increases. Their coverage probabilities are
in general closer to 95% under Settings 1-4 (mixtures of bivariate Gaussians)
than under Settings 5-8 (mixtures of bivariate t-distributions). The reason is
that the former four settings have distributions more concentrated on K lines
and allow the K-lines algorithm to find the sample line centers more easily, thus
reducing the unwanted variance caused by the failed convergence of the algo-
rithm and making the actual variance of the resulting R2G(U) more similar to its
plug-in variance estimate. Comparing the specified and unspecified scenarios,
the plugin-confidence intervals, as expected, have better coverage probabilities
when specified. Overall the plug-in confidence intervals have good coverage
probabilities; even under the most difficult cases, i.e., Settings 5-8 under the
unspecified scenarios, the plug-in CIs still have coverage probabilities greater
than 87% when n = 100. Table 3 also shows that the two plug-in options do not
have obvious differences, suggesting that the first plug-in option, i.e., plugging
into the asymptotic variances in the special bivariate Gaussian forms (Corollar-
ies 1 and 2), is robust and can be used in practice for its simplicity. Given these
results and the consideration of computational efficiency, we recommend using
the first plug-in option for statistical inference of ρ2G(S) and ρ
2
G(U).
5.2 Use of the scree plot and AIC to choose K
Following Section 2.6, here we demonstrate the results of using the scree plot or
AIC to choose K in the eight simulation settings (Table 1). Under each setting,
we simulate a sample of size n = 100 and evaluate W (BK , Pn) (23), the average
within-cluster squared perpendicular distance, and AIC(K) (28) on this sample
for K ranging from 1 to 10. Figure 4 shows the results. For all the eight settings,
the scree plots and the AIC suggest K values that agree with the true K values.
Even though Settings 4 to 8 violate the bivariate Gaussian assumption required
by the AIC, the AIC results are still reasonable. In practice, users may use the
23
scree plot together with the AIC to decide a reasonable choice of K.
5.3 Power analysis
Recall that the motivation of this study is to develop powerful association mea-
sures for capturing a mixture of linear dependences between two real-valued
random variables, a relationship that is complex but interpretable. To con-
firm that the proposed unspecified sample generalized R2 measure, i.e., R2G(U)
with K = 2, is indeed a powerful measure, we conduct a simulation study to
compare it with four existing association measures: the squared Pearson corre-
lation (R2), the maximal correlation (Hirschfeld, 1935; Gebelein, 1941; Re´nyi,
1959) estimated by the alternating condition expectation algorithm Breiman
and Friedman (1985), the distance correlation (Sze´kely et al., 2007, 2009), and
the maximal information coefficient (MIC) (Reshef et al., 2011). For MIC, we
use the implementation in R package minerva (version 1.4.7). All the five mea-
sures have values in [0, 1]. Our simulation procedure follows the study of Simon
and Tibshirani (2014), where each relationship between two real-valued random
variables X and Y is composed of a marginal distribution of X ∼ N (0, 52), a
noiseless pattern representing a noiseless relationship between X and Y , and a
random error from N (0, σ2) added to Y . Given a noiseless pattern and σ, the
corresponding relationship is the alternative hypothesis, while the null hypoth-
esis is that X and Y are independent. Given a sample size n = 30, 50, or 200,
we simulate B = 1000 samples from the alternative hypothesis. For each sam-
ple, we randomly permute the Y observations to create a sample from the null
hypothesis. Then we calculate the values of the five association measures on the
1000 samples from the null, and decide a rejection threshold for each measure as
the (1− α) quantile among its 1000 values, where α = 0.05 is the pre-specified
significance level. Next we calculate the values of the five association measures
on the 1000 samples from the alternative hypothesis, compare each measure’s
1000 values with its rejection threshold, and estimate the measures’s power as
the proportion of values above the threshold.
Figure 5 summarizes the power analysis results for four patterns. When the
noiseless pattern is linear, the squared Pearson correlation is the most powerful
measure, while the other four measures also have the perfect power at n = 30
up to σ = 3. When the noiseless pattern is a parabola, the maximal correla-
tion is the most powerful measure, while R2 has low power as expected. Since
the parabola pattern can be approximated by two intersecting lines, R2G(U) is
also demonstrated to have good power, which is comparable to the power of
the three measures (maxCor, dCor, and MIC) that aim to capture the general
dependence. When the noiseless pattern is a mixture of positive and negative
linear dependences, R2G(U) is clearly the most powerful measure as it is designed
to be. Moreover, when the noiseless pattern is two tangent arcs plus some out-
liers, a pattern that can be approximated by a mixture of positive and negative
linear dependences, R2G(U) is still the most powerful measure. These results con-
firm the application potential of R2G(U) in capturing relationships as mixtures of
linear dependences.
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In addition, Figure A5 illustrates each measures’s 1000 values at each n and
σ. As expected, all the measures exhibit decreasing variances as n increases.
Expect MIC, the other four measures show a monotone trend of increasing
variances as σ increases, which is reasonable. As expected, R2 gives low values
except for the linear pattern Among the five measures, R2G(U) has the smallest
variances when the noiseless pattern is a mixture of positive and negative linear
dependnences.
6 Real data applications
6.1 Gene expression analysis in Arabidopsis
Back to our motivating example in Arabidopsis thaliana, we would like to use
its gene expression data to demonstrate the use of our generalized R2 measures
in capturing biologically meaningful gene-gene relationships. The glucosinolate
(GSL) biosynthesis pathway has been well studied in Arabidopsis thaliana, and
31 genes have been experimentally verified in this pathway (Kim et al., 2012).
Given that genes in the same pathway are known to be functionally related,
those 31 genes should have pairwise gene expression relationships distinct from
their relationships with other genes outside of the GSL pathway. Hence, a pow-
erful association measure should be able to distinguish the pairwise gene-gene
relationships within the GSL pathway from the relationship of two randomly
paired GSL and non-GSL genes.
It is worth noting that the gene expression data (Table A1 in Appendix A.3)
contain four index variables: condition (oxidation, wounding, UV-B light, and
drought), treatment (yes and no), replicate (1 and 2), and tissue (root and
shoot). From our exploratory data analysis, we observe that only the tissue
variable is a good indicator of linear dependences, as demonstrated in Figure 1
and Figures A1-A3 in the Appendix. Therefore, we expect that our specified
sample generalized R2, i.e., R2G(S) is only meaningful when it uses the tissue
variable as the index variable Z. For our unspecified sample generalized R2,
i.e., R2G(U), we set K = 2.
The results in Figure 6A show the comparison of five unspecified measures
(the squared Pearson correlation R2, the maximal correlation “maxCor,” the
distance correlation “dCor,” the maximal information coefficient “MIC,” and
our R2G(U)(K = 2)) and four specified measures (R
2
G(S) with the index variable
as condition, treatment, replicate, or tissue). As expected, R2G(S) (tissue)
is the only specified measure that shows stronger relationships between the GSL
gene pairs than the random GSL-nonGLS gene pairs. Among the five unspecified
measures, R2G(U)(K = 2) is the only one that shows the same trend between the
two groups of gene pairs as does R2G(S) (tissue). These results demonstrate
that R2G(S) is a useful and powerful measure when users have prior knowledge
on the index variable. Moreover, these results show the advantage of R2G(U) in
capturing complex but interpretable gene-gene relationships even in the lack of
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prior knowledge.
6.2 Cell-cycle gene expression analysis based on single-cell
RNA sequencing data
In the second real data application, we apply the same five unspecified measures
(R2, maxCor, dCor, MIC, and R2G(U) with K = 2) used in the last application
to studying pairwise relationships among 625 mouse cell-cycle genes. The data
are from a single-cell RNA-sequencing (scRNA-seq) dataset including gene ex-
pression levels in 182 mouse cells, which span three stages (G1, G2M, and S) in
a cell cycle (Buettner et al., 2015). Our exploratory data analysis suggests that
the cell stage variable is not a good index variable for linear dependences, so we
does not include the specified R2G(S) in this study. For information on the data
accession and preprocessing, please refer to Section A.3.2 in the Appendix.
We randomly select 614 gene pairs from all the
(
625
2
)
= 195, 000 cell-cycle
gene pairs, compute the five measures on each pair, and summarize the empir-
ical distributions of the five measures’ 614 values in Figure 6B. In the results,
R2G(U)(K = 2) is the only measure that demonstrates a two-mode distribution,
revealing that certain cell-cycle gene pairs have strong relationships that are
distinct from the rest pairs. This result is biologically reasonable, because some
cell cycle genes are known to function together, while others do not. In con-
trast, the squared Pearson correlation R2 has dominantly low values, indicating
its low power in detecting complex gene-gene relationships from a mix of cells in
multiple cell cycle stages. The other three measures, maxCor, dCor, and MIC,
although having overall larger values than R2, do not show a clear division of
cell-cycle gene pairs into the strongly related ones and others. Hence, from
a scientific discovery perspective, R2G(U)(K = 2) reveals the most information
among the five measures.
Although experimental validation is required to verify and understand the
strongly related genes found by R2G(U)(K = 2), as a preliminary check, we search
the literature to confirm the biological functional relatedness of the gene pairs
that have top R2G(U) values. The results are promising. For example, the gene
pair Cdc25b-Lats2 receive the highest R2G(U) value, and their physical interaction
has been previously reported (Mukai et al., 2015). Moreover, Lats2 appears in
17 out of the randomly sampled 614 gene pairs, and 11 of those 17 gene pairs
are among the top 25% pairs that have the highest R2G(U) values. This result
is consistent with a known fact that Lats2 is an essential regulator gene that
interacts with many cell-cycle genes (Yabuta et al., 2007).
7 Discussions
The generalized R2 Measures, for the first time to our knowledge, extend the
classic and popular Pearson correlation to capturing heterogeneous linear rela-
tionships, without requiring users to know the source of heterogeneity before-
hand. In our development of the generalized R2 measures, there are two main
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challenges worth mentioning. First, the unspecified scenario is widespread in
applications but difficult to formulate. On the sample level, the difficulty lies
in the prediction of hidden line memberships of data points without assuming
a specific form of the underlying distribution. Of course if we assumed the un-
derlying distribution is a K-component bivariate Gaussian mixture model, the
EM algorithm would be a natural solution. However, our extensive experience
with real data suggested that the bivariate Gaussian mixture model does not
always fit data well. Hence, we developed a model-free approach: the K-lines
clustering algorithm, which was motivated by the popularity and success of the
K-means clustering algorithm. With this algorithm and our formulation of the
specified sample generalized R2, we derived the unspecified sample generalized
R2. However, the challenge still remained on the population level: what is
the corresponding parameter for which the unspecified sample generalized R2 is
an estimator? It is obvious that the parameter is not the specified population
generalized R2, because there could be multiple specifications corresponding to
different underlying distributions. Without assuming a specific form of the un-
derlying distribution, it is impossible to make the unspecified sample generalized
R2 an unbiased estimator for the specified population generalized R2. It took
us a long time to think through the mystery, and finally we were sparked by
Dr. David Pollard’s 1981 classic paper on K-means clustering, which defined
population-level cluster centers as the minimizer (over all possible sets of K cen-
ters) of the expected squared Euclidean distance of a random vector to its closet
center among a set of K centers (Pollard, 1981). The connection between our
K-lines algorithm and the K-means algorithm motivated us to define the un-
specified population line centers in Equation (14). With this definition, we were
finally able to define the unspecified population generalized R2, the estimand
under the unspecified scenario. Defining the estimand is the most innovative
contribution of our work, because it distinct our work from an algorithmic devel-
opment without statistical inference. Our derivation of closed-form asymptotic
distributions of generalized R2 measures is also critical for applications, because
it allows users to perform efficient statistical inference for automatic screening of
variable pairs that exhibit significant and possibly heterogeneous associations.
The second challenge is how to define a symmetric association measure. In
the beginning, we thought about generalizing the Pearson R2 from a prediction
perspective, so we could leverage existing literature of fitting a mixture of re-
gression lines. However, this approach could not give us a symmetric measure,
because we needed to consider one variable as the response and the other as the
predictor. Hence, we changed our perspective and decided to define a measure
based on the dependence between two variables. However, in the unspecified
scenario, how to define the dependence in each unknown mixture component
and then combine these dependences into one measure, remained a tremendous
challenge to us. Therefore, we started with the specified scenario, which pro-
vided a much clearer way for us to define the population generalized R2, the
sample generalized R2, and the asymptotic distribution of the sample general-
ized R2. With the foundation laid by the specified scenario, we then started
formulating our construction for the unspecified scenario, as we detailed in the
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first challenge.
In the application of the unspecified sample generalized R2, i.e., R2G(U), the
closed-form asymptotic distribution of R2G(U) (Section 3) and the plug-in ap-
proach (Section 5) together allow a fast computation of the p-value associated
with an observed R2G(U) value given K, i.e., the number of linear dependences.
A practical question is how to set the value of K. To detect the relationship
between X and Y without a pre-specified K, a reasonable approach is to design
a sequential test for K = 1, 2, . . . ,Kmax, where Kmax is the maximum number
of linear dependences a user would like to consider, often 2 or 3. Specifically,
one starts with K = 1, that is, testing the hypotheses H0 : ρ = 0 vs. H1 : ρ 6= 0,
and the test statistic is R2. If the test is rejected at a given significance level
(e.g., 0.05), the sequential test stops; otherwise, the sequential test will con-
tinue to test H0 : ρ
2
G(U) = 0 vs. H1 : ρ
2
G(U) 6= 0 for K = 2. The sequential
test will stop whenever it encounters a rejection, or after it finishes the test at
Kmax. A future research question is how to design the significance level at each
step of the sequential test, so that the overall type I error is controlled under a
user-specified threshold.
In gene expression analysis, for example, this sequential test will allow users
to detect gene-gene interactions up to a mixture of Kmax linear dependences
based on their scientific interests. The detected gene-gene interactions can be
used to construct a gene co-expression network, whose nodes and edges rep-
resent individual genes and the pairwise gene-gene interactions. A valid gene
co-expression network allows researchers to leverage existing knowledge on the
functions of hundreds of key genes, which have been well studied by experi-
mentalists, so that the functions of those key genes can be used to infer the
functions of the less-studied genes based on the network information. Gene
co-expression networks have been widely used to study gene regulatory mech-
anisms in diseases such as cancers (Stuart et al., 2003; Aggarwal et al., 2006;
Horvath et al., 2006; Zhao et al., 2010). A key challenge in the state-of-the-art
gene co-expression network analysis is how to find good biological interpreta-
tion of the complex network structure (Serin et al., 2016). Pearson correlation,
the most widely used similarity measure for network construction, provides an
easy interpretation on the network edges but lacks a good power to capture
widespread gene-gene relationships that are more complex than the linear re-
lationship. Our proposed generalized R2 measures and the sequential test will
provide a powerful alternative way for network construction, as they can capture
more complex relationships than the Pearson correlation does, and meanwhile
they still maintain good interpretability of the resulting network edges.
In many applications such as our Arabdisopsis study in Section 6.1, discrete
variables are observable and may serve as candidates for the index variable Z.
A key question is, do any of the discrete variables provide useful information for
capturing interpretable relationships among the real-valued variables of interest,
and if yes, what these variables are. In this regard, the unspecified measure
R2G(U), as a powerful measure for capturing a mixture of linear dependences
without knowing the index variable, provides useful guidance for users. Given
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the observed R2G(U) values, users can select the discrete variables, which, if
existing and used as the index variable, lead to specified measures R2G(S) that
give values with a similar trend as the R2G(U) values. Those selected variables
will serve as an informative basis for understanding the captured relationships.
If none of the discrete variables are informative, the unspecified measure and
its accompanying K-lines clustering algorithm still provide users with a way to
investigate the hidden factor that drive the captured relationships.
In addition to investigating gene-gene relationships as in our two real data
applications in Section 6, another important application domain of our gener-
alized R2 measures is statistical genetics, whose fundamental aim is to study
the associations between genotypes and phenotypes, i.e., genetic effects. For a
pair of genotype and phenotype, it has been shown that across human subpop-
ulations there may exist heterogeneous genetic effects on a disease or a disease-
related trait, e.g., prostate cancer (Haiman et al., 2007) and type 2 diabetes
(Wheeler et al., 2017). However, known specifications of subpopulations, e.g.,
race, gender, and geography, may not well explain the observed mixture of lin-
ear associations. In such a case, the unspecified measure R2G(U) will be useful in
capturing such a mixture of genetic effects and evaluate their statistical signifi-
cance; the corresponding K-lines algorithm will help uncover a new division of
the human population into subpopulations that exhibit distinct genetic effects.
As a future direction, we can further extend the generalized R2 measures
to be rank-based measures, similar to the idea behind the Spearman’s rank
correlation (Spearman, 1904). Specifically, we can first convert the sample
(X1, Y1), . . . , (Xn, Yn) into (R1, T1), . . . , (Rn, Tn), where Ri and Ti are the ranks
of Xi among X1, . . . , Xn and Yi among Y1, . . . , Yn, respectively. Then we can
calculate R2G(S) and R
2
G(U) based on (R1, T1), . . . , (Rn, Tn), and the resulting
sample measures can be defined as the ranked-based sample generalized R2 mea-
sures. Advantages of this extension include the increased robustness to outliers
and the ability to capture a mixture of monotone relationships. However, there
are of course limitations. The prominent one is the lack of population versions
for the rank-based measures, making statistical inference impossible.
To elevate our generalized R2 measures to more abstract statistical think-
ing, we think of the new measures as interpretable additive structures of fun-
damental elements. The additive structures are predominant in statistics, both
due to their good interpretability and the universal finite sample constraint
of statistical problems. In the most-commonly used linear regression, features
are combined additively to make prediction. Other examples include the well-
known additive models (Hastie and Tibshirani, 1986) for regression and a more
recent FANS model (Fan et al., 2016) for classification. Here we elaborate the
parallel between the proposed generalized R2 measures and the additive mod-
els. Seemingly two drastically different topics, the generalized R2 measures
and the additive models share similar philosophical flavors. From the model
complexity perspective, the additive models are more flexible than the linear
model and can capture more complex relationships between the response vari-
able and the predictors; the generalized R2 measures are more flexible than the
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Pearson correlation and can capture relationships more complex than the linear
relationship between two real-valued variables. From the model interpretability
perspective, the additive model still keeps good interpretability from its addi-
tive nature, i.e., each additive component exactly corresponds to the effects of
that individual feature; the generalized R2 measures have good interpretability
also from its “additive nature,” i.e., the target relationship is composed of linear
dependences, each of which is well interpretable.
Software
We have implemented the inference of the specified and unspecified generalized
R2 measures, the K-lines algorithm, as well as the choice of K, in an R package
gR2 available at GitHub: https://github.com/lijy03/gR2.
Supplementary data and codes
The ”Supplementary Data and Codes” file is available at https://www.dropbox.
com/s/qkknn1j0z2hsz51/Supplementary%20Data%20and%20Codes.zip?dl=0.
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Setting K Population Parameters
1 K = 2 p1 = p2 = 0.5
µ1 = (0,−2)T, µ2 = (0, 2)T
Σ1 = Σ2 =
[
1 0.8
0.8 1
]
2 K = 2 Specified: p1 = p2 = 0.5
IP(Z = k) = pk µ1 = µ2 = (0, 0)
T
(X,Y )|(Z = k) ∼ N (µk,Σk) Σ1 =
[
1 0.8
0.8 1
]
, Σ2 =
[
1 −0.8
−0.8 1
]
k = 1, . . . ,K
3 K = 2 p1 = 0.3, p2 = 0.7
Unspecified: µ1 = (0,−2)T, µ2 = (0, 2)T∑K
k=1 pkN (µk,Σk) Σ1 =
[
1 0.8
0.8 1
]
, Σ2 =
[
1 −0.8
−0.8 1
]
4 K = 3 p1 = 0.25, p2 = 0.5, p3 = 0.25
µ1 = (0,−2)T, µ2 = (0, 6)T, µ3 = (−2, 2)T
Σ1 =
[
1 0.8
0.8 1
]
, Σ2 =
[
1 −0.7
−0.7 1
]
, Σ3 =
[
1 0.9
0.9 1
]
5 K = 2 p1 = p2 = 0.5, ν1 = ν2 = 8
µ1 = (0,−2)T, µ2 = (0, 2)T
Σ1 = Σ2 =
[
1 0.8
0.8 1
]
6 K = 2 Specified: p1 = p2 = 0.5, ν1 = ν2 = 8
IP(Z = k) = pk µ1 = µ2 = (0, 0)
T
(X,Y )|(Z = k) ∼ tνk (µk,Σk) Σ1 =
[
1 0.8
0.8 1
]
, Σ2 =
[
1 −0.8
−0.8 1
]
k = 1, . . . ,K
7 K = 2 p1 = 0.3, p2 = 0.7, ν1 = ν2 = 8
Unspecified: µ1 = (0,−2)T, µ2 = (0, 2)T∑K
k=1 pk tνk (µk,Σk) Σ1 =
[
1 0.8
0.8 1
]
, Σ2 =
[
1 −0.8
−0.8 1
]
8 K = 3 p1 = 0.25, p2 = 0.5, p3 = 0.25
ν1 = ν2 = ν3 = 8
µ1 = (0,−2)T, µ2 = (0, 6)T, µ3 = (−2, 2)T
Σ1 =
[
1 0.8
0.8 1
]
, Σ2 =
[
1 −0.7
−0.7 1
]
, Σ3 =
[
1 0.9
0.9 1
]
Table 1: (Continued on the following page.)
Table 2: Eight settings in simulation studies (Section 5). In the settings 1-4,
N (µk,Σk) represents a bivariate Gaussian distribution with the mean vector
µk and the covariance matrix Σk. In the settings 5-8, tνk(µk,Σk) represents a
bivariate t distribution with the degrees of freedom νk, the location vector µk
and the shape matrix Σk.
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Figure 2: (Continued on the following page.)
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Figure 2: Comparison of the asymptotic distributions and the finite-sample
distributions of the specified and unspecified sample generalized R2 measures
(R2G(S) and R
2
G(U)) under the eight simulation settings in Table 1. A: For each
setting, a scatterplot shows a sample with n = 100 under the specified scenario;
different colors and symbols represent different values of Z. B-C: Finite-sample
distributions n = 50 or 100 (black solid curves) vs. the asymptotic distribu-
tion (black dotted curves) of R2G(S) in Corollary 1 (Settings 1-4) or Theorem 1
(Settings 5-8); the vertical dashed lines mark the values of ρ2G(S). D: For each
setting, a scatterplot shows a sample with n = 100 under the unspecified sce-
nario; different colors and symbols represent different values of Z˜ inferred by the
K-lines algorithm (Algorithm 1). E-F: Finite-sample distributions of n = 50 or
100 (black solid curves) vs. the asymptotic distribution (black dotted curves)
of R2G(U) in Corollary 2 (Settings 1-4) or Theorem 3 (Settings 5-8); the vertical
dashed lines mark the values of ρ2G(U).
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Figure 3: (Continued on the following page.)
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Figure 3: Comparison of the 95% confidence intervals of ρ2G(S) and ρ
2
G(U) under
the eight simulation settings (Table 1). A: For each setting, a scatterplot shows a
sample with n = 100 under the specified scenario; different colors and symbols
represent different values of Z. B-C: Confidence intervals of ρ2G(S) based one
sample (n = 50 or 100) using one of the three distributions: (1) black: the
asymptotic distribution using the true asymptotic variance of R2G(S) in Corollary
1 (Settings 1-4) or Theorem 1 (Settings 5-8), (2) red: the asymptotic distribution
using the plug-in asymptotic variance of R2G(S) in Corollary 1 (Settings 1-4 and
“P1” under Settings 5-8) or Theorem 1 (“P2” under Settings 5-8), (3) blue: the
parametric (Settings 1-4) or non-parametric (Settings 5-8) bootstrap based on
1000 simulations. D: For each setting, a scatterplot shows a sample with n = 100
under the unspecified scenario; different colors and symbols represent different
values of Z˜ inferred by the K-lines algorithm (Algorithm 1). E-F: Confidence
intervals of ρ2G(U) based one sample (n = 50 or 100) using one of the three
distributions: (1) black: the asymptotic distribution using the true asymptotic
variance of R2G(U) in Corollary 2 (Settings 1-4) or Theorem 3 (Settings 5-8), (2)
red: the asymptotic distribution using the plug-in asymptotic variance of R2G(U)
in Corollary 2 (Settings 1-4 and “P1” under Settings 5-8) or Theorem 3 (“P2”
under Settings 5-8), (3) blue: the parametric (Settings 1-4) or non-parametric
(Settings 5-8) bootstrap based on 1000 simulations.
35
Setting n 95% CI Coverage Probability
Specified Unspecified
Asymp. P1 P2 Asymp. P1 P2
1 50 .947 .933 .954 .916
100 .959 .947 .934 .926
2 50 .959 .930 .959 .924
100 .939 .932 .958 .927
3 50 .941 .924 .929 .881
100 .952 .951 .945 .916
4 50 .956 .916 .921 .775
100 .944 .937 .888 .878
5 50 .960 .868 .863 .953 .884 .852
100 .957 .896 .903 .961 .912 .915
6 50 .942 .906 .897 .948 .888 .869
100 .949 .900 .917 .965 .900 .898
7 50 .958 .876 .869 .957 .855 .857
100 .969 .884 .900 .944 .870 .905
8 50 .955 .882 .861 .981 .753 .692
100 .961 .906 .917 .945 .871 .866
Table 3: Coverage probabilities of the 95% confidence intervals (CIs) of ρ2G(S)
or ρ2G(U) constructed by the plug-in approach or based on the true asymptotic
variances. Under the unspecified scenario, ρ2G(U) is approximated by R
2
G(U) cal-
culated from a large sample with size 10, 000. “Asymp,” “P1,” and “P2” rep-
resent the CIs constructed based on the true asymptotic variances, the plug-in
estimates of the asymptotic variances in the special bivariate Gaussian forms
(Corollaries 1 and 2), and the plug-in estimates of the asymptotic variances in
the general forms (Theorems 1 and 3), respectively. The coverage probabilities
are estimated as the percentages of CIs that cover ρ2G(S) or ρ
2
G(U) in 1000 sim-
ulations. For Settings 1-4 as mixtures of bivariate Gaussians, we only consider
the plug-in option 1 (“P1”).
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Figure 4: The choice of K. Under each of the eight simulation settings (Table
1), we simulate a sample of size n = 100 and calculate W (BK , Pn) and AIC(K).
The dashed vertical lines indicate the true K values used in the simulations.
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Figure 5: Power analysis. Simulation studies that compare the statistical power
of five measures: R2G(U) with K = 2, the squared Pearson correlation (R
2),
the maximal correlation (maxCor), the distance correlation (dCor), and the
maximal information coefficient (MIC). Each noiseless pattern illustrates a re-
lationship between two real-valued random variables X and Y when no noise is
added. Under the null hypothesis, the two variables X and Y are independent.
Varying alternative hypotheses are formed by the noiseless pattern with noise
∼ N (0, σ2) added to Y for varying σ. Under each alternative corresponding to
one σ, we use a permutation test procedure to estimate the power of the five
measures given each sample size n.
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Figure 6: Real data applications of R2G(S) and R
2
G(U) to capturing gene-gene
relationships. A: Gene expression analysis in Arabidopsis. We compare nine
measures, including five unspecified measures (R2, maxCor, dCor, MIC, and
R2G(U) with K = 2) and four R
2
G(S) measures with different index variables, in
terms of measuring pairwise gene relationships within the GSL pathway (“GSL)
vs. relationships between a GSL gene and a randomly paired non-GSL gene
(“random”). R2G(U)(K = 2) and R
2
G(S)(tissue) are the only two measures indi-
cating that the gene pairs within the GSL pathway have stronger relationships
than the random GSL-nonGSL gene pairs do. B: Cell-cycle gene expression
analysis based on single-cell RNA sequencing data. The five unspecified mea-
sures used in A are applied to capture the relationships of 1000 known cell-cycle
gene pairs. R2G(U)(K = 2) shows that some pairs of cell-cycle genes have strong
relationships, which would likely be missed by the other four measures.
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Appendix A
A.1 Proofs
A.1.1 Proof of Lemma 1
Proof. By the definition of the perpendicular distance d⊥(·, ∗) in Equation (6),
we have for β = (a, b, c)T, where a, b, c ∈ IR with a 6= 0 or b 6= 0, that
d⊥
(
(x, y)T,β
) ≤ ∥∥(x, y)T − (x0, y0)T∥∥ , ∀(x0, y0)T s.t. ax0 + by0 + c = 0 ,
and
d⊥
(
(x′, y′)T,β
)
=
∥∥∥∥∥(x′, y′)T −
(
b(bx′ − ay′)− ac
a2 + b2
,
a(−bx′ + ay′)− bc
a2 + b2
)T∥∥∥∥∥ ,
where
(
b(bx′−ay′)−ac
a2+b2 ,
a(−bx′+ay′)−bc
a2+b2
)T
is a point on the line corresponding to β.
Therefore,
d⊥
(
(x, y)T,β
) ≤ ∥∥∥∥∥(x, y)T −
(
b(bx′ − ay′)− ac
a2 + b2
,
a(−bx′ + ay′)− bc
a2 + b2
)T∥∥∥∥∥
≤ ∥∥(x, y)T − (x′, y′)T∥∥+ ∥∥∥∥∥(x′, y′)T −
(
b(bx′ − ay′)− ac
a2 + b2
,
a(−bx′ + ay′)− bc
a2 + b2
)T∥∥∥∥∥
≤ ∥∥(x, y)T − (x′, y′)T∥∥+ d⊥ ((x′, y′)T,β) .
A.1.2 Proof of Remark 5
Proof. Denote by Z the index variable under the specified scenario and by Z˜ the
surrogate index variable under the unspecified scenario. Both Z, Z˜ ∈ {1, . . . ,K}.
Given Definition 1 of ρ2G(S) and Definition 6 of ρ
2
G(U), if we denote
ρ2(Z) =
cov2(X,Y |Z)
var(X|Z)var(Y |Z) ,
then
ρ2G(S) = IEZ
[
ρ2(Z)
]
and ρ2G(U) = IEZ˜
[
ρ2(Z˜)
]
. (45)
Without loss of generality, we assume ρ(Z), ρ(Z˜) ≥ 0, var(X|Z) = var(Y |Z) =
var(X|Z˜) = var(Y |Z˜) = 1 for all Z, Z˜.
Denote by λ1(Z) and λ2(Z) the first and second eigenvalues of the correlation
matrix of (X,Y )|Z, denoted by Σ(Z). An important property about the two
eigenvalues is
λ1(Z) + λ2(Z) = 2 and λ1(Z) = 1 + ρ(Z) ,
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where the second equation was proved in (Morrison, 1967). Hence
λ2(Z) = 1− ρ(Z) ∈ [0, 1] . (46)
λ2(Z) is equal to the variance of the projection of (X,Y )|Z onto its second
principal component, which is perpendicular to its first principal component,
i.e., the line center defined in Definition 2 and denoted by β(Z) here. Hence,
λ2(Z) = IE
[
d2⊥
(
(X,Y )T,β(Z)
) ∣∣∣∣Z] .
Denote byBK(Z) the set ofK population line centers corresponding to (X,Y, Z).
Then
IEZ [λ2(Z)] ≥ IE(X,Y,Z)
[
min
β∈BK(Z)
d2⊥
(
(X,Y )T,β
)]
(47)
≥ IE(X,Y,Z˜)
[
min
β∈BK(Z˜)
d2⊥
(
(X,Y )T,β
)]
= IEZ˜ [λ2(Z˜)] ,
where the second inequality and the last equality hold by Definition 4 of the
unspecified population line centers and Definition 5 of Z˜.
By (45), (46) and (47),
ρ2G(S) − ρ2G(U) = IEZ
[
ρ2(Z)
]− IEZ˜ [ρ2(Z˜)]
= IEZ
[
(1− λ2(Z))2
]− IEZ˜ [(1− λ2(Z˜))2]
= IE(Z,Z˜)
[(
λ2(Z˜)− λ2(Z)
)(
2− λ2(Z)− λ2(Z˜)
)]
≤ 2IE(Z,Z˜)
[
λ2(Z˜)− λ2(Z)
]
≤ 0 .
A.1.3 Proof of Theorem 1
Proof. We derive the asymptotic distribution of the specified sample generalized
R2, R2G(S), in this proof. For notation simplicity, we drop the subscript “(S)”
in pk(S) in (3), ρk(S) in (4), and p̂k(S), ρ̂2k(S), X¯k(S), and Y¯k(S) in Definition 3,
following which we have
R2G(S) =
K∑
k=1
p̂k ρ̂
2
k =
K∑
k=1
p̂k
σ̂2XY,k
σ̂2X,k σ̂
2
Y,k
,
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where
p̂k =
1
n
n∑
i=1
1I(Zi = k) ,
σ̂XY,k =
1
np̂k
n∑
i=1
(Xi − X¯k)(Yi − Y¯k) 1I(Zi = k) ,
σ̂2X,k =
1
np̂k
n∑
i=1
(Xi − X¯k)2 1I(Zi = k) ,
σ̂2Y,k =
1
np̂k
n∑
i=1
(Yi − Y¯k)2 1I(Zi = k) ,
with X¯k =
1
np̂k
∑n
i=1Xi 1I(Zi = k) and Y¯k =
1
np̂k
∑n
i=1 Yi 1I(Zi = k).
To derive the asymptotic distribution of R2G(S), we need to first derive the
joint asymptotic distribution of
θ̂ =
(
p̂1, σ̂XY,1, σ̂
2
X,1, σ̂
2
Y,1, · · · , p̂K , σ̂XY,K , σ̂2X,K , σ̂2Y,K
)T ∈ IR4K .
Without loss of generality, we assume
µX,k = IE[X|Z = k] = 0 ,
σ2X,k = var[X|Z = k] = 1 ,
µY,k = IE[Y |Z = k] = 0 ,
σ2Y,k = var[Y |Z = k] = 1 .
Hence,
IE[X] = 0 ,
µX2,k = IE[X
2|Z = k] = 1 ,
σXY,k = cov[X,Y |Z = k] = ρk ,
IE[Y ] = 0 ,
µY 2,k = IE[Y
2|Z = k] = 1 ,
µXY,k = IE[XY |Z = k] = ρk ,
where ρk = ρk(S) defined in Equation (4).
To facilitate the rest of the proof, we define the following sample moments.
Mk :=
1
n
n∑
i=1
1I(Zi = k) ,
MX,k :=
1
n
n∑
i=1
Xi 1I(Zi = k) ,
MY,k :=
1
n
n∑
i=1
Yi 1I(Zi = k) ,
MXY,k :=
1
n
n∑
i=1
XiYi 1I(Zi = k) ,
MX2,k :=
1
n
n∑
i=1
X2i 1I(Zi = k) ,
MY 2,k :=
1
n
n∑
i=1
Y 2i 1I(Zi = k) ,
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for k = 1, . . . ,K. Then
p̂k = Mk , X¯k = MX,k/Mk , Y¯k = MY,k/Mk
σ̂XY,k =
1
np̂k
n∑
i=1
(Xi − X¯k)(Yi − Y¯k) 1I(Zi = k)
=
1
np̂k
n∑
i=1
(XiYi −XiY¯k − X¯kYi + X¯kY¯k) 1I(Zi = k)
=
(
1
np̂k
n∑
i=1
XiYi 1I(Zi = k)
)
− Y¯k
(
1
np̂k
n∑
i=1
Xi 1I(Zi = k)
)
− X¯k
(
1
np̂k
n∑
i=1
Yi 1I(Zi = k)
)
+ X¯kY¯k
(
1
np̂k
n∑
i=1
1I(Zi = k)
)
= MXY,k/Mk −MX,kMY,k/M2k ,
σ̂2X,k =
1
np̂k
n∑
i=1
(Xi − X¯k)2 1I(Zi = k)
=
1
np̂k
n∑
i=1
(
X2i − 2XiX¯k + (X¯k)2
)
1I(Zi = k)
=
(
1
np̂k
n∑
i=1
X2i 1I(Zi = k)
)
− 2X¯k
(
1
np̂k
n∑
i=1
Xi 1I(Zi = k)
)
+ (X¯k)
2
(
1
np̂k
n∑
i=1
1I(Zi = k)
)
= MX2,k/Mk − (MX,k)2/M2k .
Similarly,
σ̂2Y,k = MY 2,k/Mk − (MY,k)2/M2k .
Hence,
θ̂ =

p̂1
σ̂XY,1
σ̂2X,1
σ̂2Y,1
...
p̂K
σ̂XY,K
σ̂2X,K
σ̂2Y,K

=

M1
MXY,1/M1 −MX,1MY,1/M21
MX2,1/M1 − (MX,1)2/M21
MY 2,1/M1 − (MY,1)2/M21
...
MK
MXY,K/Mk −MX,KMY,K/M2K
MX2,K/Mk − (MX,K)2/M2K
MY 2,K/Mk − (MY,K)2/M2K

= g

M1
MX,1
MY,1
MX2,1
MY 2,1
MXY,1
...
MK
MX,K
MY,K
MX2,K
MY 2,K
MXY,K

.
Given any ξ = (x1, y1, z1, u1, v1, w1, · · · , xK , yK , zK , uK , vK , wK)T ∈ IR6K , the
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function g : IR6K → IR4K is
g(ξ) = g

x1
y1
z1
u1
v1
w1
...
xK
yK
zK
uK
vK
wK

=

x1
w1/x1 − y1z1/x21
u1/x1 − y21/x21
v1/x1 − z21/x21
...
xK
wK/xK − yKzK/x2K
uK/xK − y2K/x2K
vK/xK − z2K/x2K

, (48)
with Jacobian
Dg(ξ) =
Dg(ξ)1 . . .
Dg(ξ)K

(4K)×(6K)
,
where
Dg(ξ)k =

1 0 0 0 0 0
−wk/x2k + 2ykzk/x3k −zk/x2k −yk/x2k 0 0 1/xk
−uk/x2k + 2y2k/x3k −2yk/x2k 0 1/xk 0 0
−vk/x2k + 2z2k/x3k 0 −2zk/x2k 0 1/xk 0
 , k = 1, . . . ,K .
To derive the joint asymptotic distribution of θ̂, we need the joint asymptotic
distribution of
µ̂ = (M1, MX,1, MY,1, MX2,1, MY 2,1, MXY,1, · · · ,MK , MX,K , MY,K , MX2,K , MY 2,K , MXY,K)T
= (µ̂T1 , · · · , µ̂TK)T ,
where
µ̂k =
(
Mk, MX,k, MY,k, MX2,k, MY 2,k, MXY,k
)T
,
because θ̂ = g(µ̂).
For notation simplicity, we denote Z[k] = 1I(Z = k) and Z[k]i = 1I(Zi = k),
and thus µ̂k can be expressed as
µ̂k =
(
1
n
n∑
i=1
Z[k]i ,
1
n
n∑
i=1
XiZ[k]i ,
1
n
n∑
i=1
YiZ[k]i ,
1
n
n∑
i=1
X2i Z[k]i ,
1
n
n∑
i=1
Y 2i Z[k]i ,
1
n
n∑
i=1
XiYiZ[k]i
)T
.
Hence, the joint asymptotic distribution of µ̂ can be derived based on the Cen-
tral Limit Theorem.
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Before applying the Central Limit Theorem, we note that the joint moments
satisfy
IE
[
XaY bZ[k]
]
= IP
(
Z[k] = 1
)
IE
[
XaY bZ[k]
∣∣Z[k] = 1]+ IP (Z[k] = 0) IE [XaY bZ[k]∣∣Z[k] = 0]
= pk µXaY b,k + (1− pk) · 0
= pk µXaY b,k , a, b ∈ IR ,
and thus specifically,
IE
[
XZ[k]
]
= pk µX,k = 0 ,
IE
[
X2Z[k]
]
= pk µX2,k = pk ,
IE
[
XY Z[k]
]
= pk µXY,k = pk ρk ,
IE
[
X3Z[k]
]
= pk µX3,k ,
IE
[
X2Y Z[k]
]
= pk µX2Y,k ,
IE
[
X4Z[k]
]
= pk µX4,k ,
IE
[
X3Y Z[k]
]
= pk µX3Y,k ,
IE
[
X2Y 2Z[k]
]
= pk µX2Y 2,k .
IE
[
Y Z[k]
]
= pk µY,k = 0 ,
IE
[
Y 2Z[k]
]
= pk µY 2,k = pk ,
IE
[
Y 3Z[k]
]
= pk µY 3,k ,
IE
[
XY 2Z[k]
]
= pk µXY 2,k ,
IE
[
Y 4Z[k]
]
= pk µY 4,k ,
IE
[
XY 3Z[k]
]
= pk µXY 3,k ,
By the Central Limit Theorem, the joint asymptotic distribution of µ̂ is
√
n(µ̂− µ) d−→ N (0,Σ) , (49)
where
µ = (µ1, · · · ,µK)T ,
with
µk =
(
IE
[
Z[k]
]
, IE
[
XZ[k]
]
, IE
[
Y Z[k]
]
, IE
[
X2Z[k]
]
, IE
[
Y 2Z[k]
]
, IE
[
XY Z[k]
])T
= (pk, 0, 0, pk, pk, pkρk)
T
,
and
Σ =
Σ11 · · · Σ1K... . . . ...
ΣK1 · · · ΣKK

(6K)×(6K)
.
For k = 1, . . . ,K, Σkk is the variance-covariance matrix of
(
Z[k], XZ[k], Y Z[k], X
2Z[k], Y
2Z[k], XY Z[k]
)T
:
Σkk =
var(Z[k]) cov(Z[k], XZ[k]) cov(Z[k], Y Z[k]) cov(Z[k], X
2Z[k]) cov(Z[k], Y
2Z[k]) cov(Z[k], XY Z[k])
cov(XZ[k], Z[k]) var(XZ[k]) cov(XZ[k], Y Z[k]) cov(XZ[k], X
2Z[k]) cov(XZ[k], Y
2Z[k]) cov(XZ[k], XY Z[k])
cov(Y Z[k], Z[k]) cov(Y Z[k], XZ[k]) var(Y Z[k]) cov(Y Z[k], X
2Z[k]) cov(Y Z[k], Y
2Z[k]) cov(Y Z[k], XY Z[k])
cov(X2Z[k], Z[k]) cov(X
2Z[k], XZ[k]) cov(X
2Z[k], Y Z[k]) var(X
2Z[k]) cov(X
2Z[k], Y
2Z[k]) cov(X
2Z[k], XY Z[k])
cov(Y 2Z[k], Z[k]) cov(Y
2Z[k], XZ[k]) cov(Y
2Z[k], Y Z[k]) cov(Y
2Z[k], X
2Z[k]) var(Y
2Z[k]) cov(Y
2Z[k], XY Z[k])
cov(XY Z[k], Z[k]) cov(XY Z[k], XZ[k]) cov(XY Z[k], Y Z[k]) cov(XY Z[k], X
2Z[k]) cov(XY Z[k], Y
2Z[k]) var(XY Z[k])
 ,
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where
var
(
Z[k]
)
= pk (1− pk) ,
cov
(
Z[k], XZ[k]
)
= IE
[
XZ2[k]
]
− IE [Z[k]] IE [XZ[k]] = pk ,
cov
(
Z[k], Y Z[k]
)
= pk ,
cov
(
Z[k], X
2Z[k]
)
= IE
[
X2Z2[k]
]
− IE [Z[k]] IE [X2Z[k]] = IE [X2Z[k]]− p2k = pk (1− pk) ,
cov
(
Z[k], Y
2Z[k]
)
= pk (1− pk) ,
cov
(
Z[k], XY Z[k]
)
= IE
[
XY Z2[k]
]
− IE [Z[k]] IE [XY Z[k]] = IE [XY Z[k]]− p2k ρk = pk (1− pk) ρk ,
var
(
XZ[k]
)
= IE
[
X2Z2[k]
]
− (IE [XZ[k]])2 = IE [X2Z[k]]− 0 = pk ,
cov
(
XZ[k], Y Z[k]
)
= IE
[
XY Z2[k]
]
− IE [XZ[k]] IE [Y Z[k]] = IE [XY Z[k]]− 0 = pk ρk ,
cov
(
XZ[k], X
2Z[k]
)
= IE
[
X3Z2[k]
]
− IE [XZ[k]] IE [X2Z[k]] = IE [X3Z[k]]− 0 = pk µX3,k ,
cov
(
XZ[k], Y
2Z[k]
)
= IE
[
XY 2Z2[k]
]
− IE [XZ[k]] IE [Y 2Z[k]] = IE [XY 2Z[k]]− 0 = pk µXY 2,k ,
cov
(
XZ[k], XY Z[k]
)
= IE
[
X2Y Z2[k]
]
− IE [XZ[k]] IE [XY Z[k]] = IE [X2Y Z[k]]− 0 = pk µX2Y,k ,
var
(
Y Z[k]
)
= IE
[
Y 2Z2[k]
]
− (IE [Y Z[k]])2 = IE [Y 2Z[k]]− 0 = pk ,
cov
(
Y Z[k], X
2Z[k]
)
= IE
[
X2Y Z2[k]
]
− IE [Y Z[k]] IE [X2Z[k]] = IE [X2Y Z[k]]− 0 = pk µX2Y,k ,
cov
(
Y Z[k], Y
2Z[k]
)
= IE
[
Y 3Z2[k]
]
− IE [Y Z[k]] IE [Y 2Z[k]] = IE [Y 3Z[k]]− 0 = pk µY 3,k ,
cov
(
Y Z[k], XY Z[k]
)
= IE
[
XY 2Z2[k]
]
− IE [Y Z[k]] IE [XY Z[k]] = IE [XY 2Z[k]]− 0 = pk µXY 2,k ,
var
(
X2Z[k]
)
= IE
[
X4Z2[k]
]
− (IE [X2Z[k]])2 = IE [X4Z[k]]− p2k = pk µX4,k − p2k ,
cov
(
X2Z[k], Y
2Z[k]
)
= IE
[
X2Y 2Z2[k]
]
− IE [X2Z[k]] IE [Y 2Z[k]] = IE [X2Y 2Z[k]]− p2k
= pk µX2Y 2,k − p2k ,
cov
(
X2Z[k], XY Z[k]
)
= IE
[
X3Y Z2[k]
]
− IE [X2Z[k]] IE [XY Z[k]] = IE [X3Y Z[k]]− p2k ρk
= pk µX3Y,k − p2k ρk ,
var
(
Y 2Z[k]
)
= IE
[
Y 4Z2[k]
]
− (IE [Y 2Z[k]])2 = IE [Y 4Z[k]]− p2k = pk µY 4,k − p2k ,
cov
(
Y 2Z[k], XY Z[k]
)
= IE
[
XY 3Z2[k]
]
− IE [Y 2Z[k]] IE [XY Z[k]] = IE [XY 3Z[k]]− p2k ρk
= pk µXY 3,k − p2k ρk ,
var
(
XY Z[k]
)
= IE
[
X2Y 2Z2[k]
]
− (IE [XY Z[k]])2 = IE [X2Y 2Z[k]]− p2k ρ2k = pk µX2Y 2,k − p2k ρ2k .
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That is,
Σkk
=

pk(1− pk) pk pk pk(1− pk) pk(1− pk) pk(1− pk)ρk
pk pk pkρk pkµX3,k pkµXY 2,k pkµX2Y,k
pk pkρk pk pkµX2Y,k pkµY 3,k pkµXY 2,k
pk(1− pk) pkµX3,k pkµX2Y,k pkµX4,k − p2k pkµX2Y 2,k − p2k pkµX3Y,k − p2kρk
pk(1− pk) pkµXY 2,k pkµY 3,k pkµX2Y 2,k − p2k pkµY 4,k − p2k pkµXY 3,k − p2kρk
pk(1− pk)ρk pkµX2Y,k pkµXY 2,k pkµX3Y,k − p2kρk pkµXY 3,k − p2kρk pkµX2Y 2,k − p2kρ2k
 .
For 1 ≤ k 6= r ≤ K, Σks is the covariance matrix of
(
Z[k], XZ[k], Y Z[k], X
2Z[k], Y
2Z[k], XY Z[k]
)T
and(
Z[r], XZ[r], Y Z[r], X
2Z[r], Y
2Z[r], XY Z[r]
)T
:
Σks =
cov(Z[k], Z[r]) cov(Z[k], XZ[r]) cov(Z[k], Y Z[r]) cov(Z[k], X
2Z[r]) cov(Z[k], Y
2Z[r]) cov(Z[k], XY Z[r])
cov(XZ[k], Z[r]) cov(XZ[k], XZ[r]) cov(XZ[k], Y Z[r]) cov(XZ[k], X
2Z[r]) cov(XZ[k], Y
2Z[r]) cov(XZ[k], XY Z[r])
cov(Y Z[k], Z[r]) cov(Y Z[k], XZ[r]) cov(Y Z[k], Y Z[r]) cov(Y Z[k], X
2Z[r]) cov(Y Z[k], Y
2Z[r]) cov(Y Z[k], XY Z[r])
cov(X2Z[k], Z[r]) cov(X
2Z[k], XZ[r]) cov(X
2Z[k], Y Z[r]) cov(X
2Z[k], X
2Z[r]) cov(X
2Z[k], Y
2Z[r]) cov(X
2Z[k], XY Z[r])
cov(Y 2Z[k], Z[r]) cov(Y
2Z[k], XZ[r]) cov(Y
2Z[k], Y Z[r]) cov(Y
2Z[k], X
2Z[r]) cov(Y
2Z[k], Y
2Z[r]) cov(Y
2Z[k], XY Z[r])
cov(XY Z[k], Z[r]) cov(XY Z[k], XZ[r]) cov(XY Z[k], Y Z[r]) cov(XY Z[k], X
2Z[r]) cov(XY Z[k], Y
2Z[r]) var(XY Z[k], XY Z[r])
 ,
where
cov
(
Z[k], Z[r]
)
= IE
[
Z[k]Z[r]
]− IE [Z[k]] IE [Z[r]] = 0− pk pr = −pk pr ,
cov
(
Z[k], XZ[r]
)
= IE
[
XZ[k]Z[r]
]− IE [Z[k]] IE [XZ[r]] = 0− pk · 0 = 0 ,
cov
(
Z[k], Y Z[r]
)
= 0 ,
cov
(
Z[k], X
2Z[r]
)
= IE
[
X2Z[k]Z[r]
]− IE [Z[k]] IE [X2Z[r]] = 0− pk pr = −pk pr ,
cov
(
Z[k], Y
2Z[r]
)
= −pk pr ,
cov
(
Z[k], XY Z[r]
)
= IE
[
XY Z[k]Z[r]
]− IE [Z[k]] IE [XY Z[r]] = 0− pk pr ρr = −pk pr ρr ,
cov
(
XZ[k], Z[r]
)
= IE
[
XZ[k]Z[r]
]− IE [XZ[k]] IE [Z[r]] = 0− 0 = 0 ,
cov
(
XZ[k], XZ[r]
)
= IE
[
X2Z[k]Z[r]
]− IE [XZ[k]] IE [XZ[r]] = 0− 0 = 0 ,
cov
(
XZ[k], Y Z[r]
)
= IE
[
XY Z[k]Z[r]
]− IE [XZ[k]] IE [Y Z[r]] = 0− 0 = 0 ,
cov
(
XZ[k], X
2Z[r]
)
= IE
[
X3Z[k]Z[r]
]− IE [XZ[k]] IE [X2Z[r]] = 0− 0 = 0 ,
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cov
(
XZ[k], Y
2Z[r]
)
= IE
[
XY 2Z[k]Z[r]
]− IE [XZ[k]] IE [Y 2Z[r]] = 0− 0 = 0 ,
cov
(
XZ[k], XY Z[r]
)
= IE
[
X2Y Z[k]Z[r]
]− IE [XZ[k]] IE [XY Z[r]] = 0− 0 = 0 ,
cov
(
Y Z[k], Z[r]
)
= IE
[
Y Z[k]Z[r]
]− IE [Y Z[k]] IE [Z[r]] = 0− 0 = 0 ,
cov
(
Y Z[k], XZ[r]
)
= IE
[
XY Z[k]Z[r]
]− IE [Y Z[k]] IE [XZ[r]] = 0− 0 = 0 ,
cov
(
Y Z[k], Y Z[r]
)
= IE
[
Y 2Z[k]Z[r]
]− IE [Y Z[k]] IE [Y Z[r]] = 0− 0 = 0 ,
cov
(
Y Z[k], X
2Z[r]
)
= IE
[
X2Y Z[k]Z[r]
]− IE [Y Z[k]] IE [X2Z[r]] = 0− 0 = 0 ,
cov
(
Y Z[k], Y
2Z[r]
)
= IE
[
Y 3Z[k]Z[r]
]− IE [Y Z[k]] IE [Y 2Z[r]] = 0− 0 = 0 ,
cov
(
Y Z[k], XY Z[r]
)
= IE
[
XY 2Z[k]Z[r]
]− IE [Y Z[k]] IE [XY Z[r]] = 0− 0 = 0 ,
cov
(
X2Z[k], Z[r]
)
= IE
[
X2Z[k]Z[r]
]− IE [X2Z[k]] IE [Z[r]] = 0− pk pr = −pk pr ,
cov
(
X2Z[k], XZ[r]
)
= IE
[
X3Z[k]Z[r]
]− IE [X2Z[k]] IE [XZ[r]] = 0− 0 = 0 ,
cov
(
X2Z[k], Y Z[r]
)
= IE
[
X2Y Z[k]Z[r]
]− IE [X2Z[k]] IE [Y Z[r]] = 0− 0 = 0 ,
cov
(
X2Z[k], X
2Z[r]
)
= IE
[
X4Z[k]Z[r]
]− IE [X2Z[k]] IE [X2Z[r]] = 0− pk pr = −pk pr ,
cov
(
X2Z[k], Y
2Z[r]
)
= IE
[
X2Y 2Z[k]Z[r]
]− IE [X2Z[k]] IE [Y 2Z[r]] = 0− pk pr = −pk pr ,
cov
(
X2Z[k], XY Z[r]
)
= IE
[
X3Y Z[k]Z[r]
]− IE [X2Z[k]] IE [XY Z[r]] = 0− pk pr ρr = −pk pr ρr ,
cov
(
Y 2Z[k], Z[r]
)
= IE
[
Y 2Z[k]Z[r]
]− IE [Y 2Z[k]] IE [Z[r]] = 0− pk pr = −pk pr ,
cov
(
Y 2Z[k], XZ[r]
)
= IE
[
XY 2Z[k]Z[r]
]− IE [Y 2Z[k]] IE [XZ[r]] = 0− 0 = 0 ,
cov
(
Y 2Z[k], Y Z[r]
)
= IE
[
Y 3Z[k]Z[r]
]− IE [Y 2Z[k]] IE [Y Z[r]] = 0− 0 = 0 ,
cov
(
Y 2Z[k], X
2Z[r]
)
= IE
[
X2Y 2Z[k]Z[r]
]− IE [Y 2Z[k]] IE [X2Z[r]] = 0− pk pr = −pk pr ,
cov
(
Y 2Z[k], Y
2Z[r]
)
= IE
[
Y 4Z[k]Z[r]
]− IE [Y 2Z[k]] IE [Y 2Z[r]] = 0− pk pr = −pk pr ,
cov
(
Y 2Z[k], XY Z[r]
)
= IE
[
XY 3Z[k]Z[r]
]− IE [Y 2Z[k]] IE [XY Z[r]] = 0− pk pr ρr = −pk pr ρr ,
cov
(
XY Z[k], Z[r]
)
= IE
[
XY Z[k]Z[r]
]− IE [XY Z[k]] IE [Z[r]] = 0− pk ρk pr = −pk pr ρk ,
cov
(
XY Z[k], XZ[r]
)
= IE
[
X2Y Z[k]Z[r]
]− IE [XY Z[k]] IE [XZ[r]] = 0− 0 = 0 ,
cov
(
XY Z[k], Y Z[r]
)
= IE
[
XY 2Z[k]Z[r]
]− IE [XY Z[k]] IE [Y Z[r]] = 0− 0 = 0 ,
cov
(
XY Z[k], X
2Z[r]
)
= IE
[
X3Y Z[k]Z[r]
]− IE [XY Z[k]] IE [X2Z[r]] = 0− pk ρk pr = −pk pr ρk ,
cov
(
XY Z[k], Y
2Z[r]
)
= IE
[
XY 3Z[k]Z[r]
]− IE [XY Z[k]] IE [Y 2Z[r]] = 0− pk ρk pr = −pk pr ρk ,
cov
(
XY Z[k], XY Z[r]
)
= IE
[
X2Y 2Z[k]Z[r]
]− IE [XY Z[k]] IE [XY Z[r]] = 0− pk ρk pr ρr = −pk pr ρk ρr .
That is,
Σkr =

−pk pr 0 0 −pk pr −pk pr −pk pr ρr
0 0 0 0 0 0
0 0 0 0 0 0
−pk pr 0 0 −pk pr −pk pr −pk pr ρr
−pk pr 0 0 −pk pr −pk pr −pk pr ρr
−pk pr ρk 0 0 −pk pr ρk −pk pr ρk −pk pr ρk ρr
 .
Applying Crame´r’s Theorem (Ferguson, 1996) to function g (Equation (48))
and the joint asymptotic distribution of µ̂ (Equation (49)), we have the joint
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asymptotic distribution of θ̂ = g(µ̂) as
√
n
(
θ̂ − θ
)
d−→ N (0,Ω) , (50)
where
θ = g(µ) = g

p1
0
0
p1
p1
p1ρ1
...
pK
0
0
pK
pK
pKρK

=

p1
ρ1
1
1
...
pK
ρK
1
1

,
and
Ω = Dg(µ) Σ (Dg(µ))
T
.
Evaluating the Jacobian of g at µ, we have
Dg(µ) =
Dg(µ)1 . . .
Dg(µ)K
 ,
with
Dg(µ)k =

1 0 0 0 0 0
−ρk/pk 0 0 0 0 1/pk
−1/pk 0 0 1/pk 0 0
−1/pk 0 0 0 1/pk 0
 .
Hence,
Ω =
Ω11 · · · Ω1K... . . . ...
ΩK1 · · · ΩKK

(4K)×(4K)
,
where for k = 1, . . . ,K,
Ωkk = Dg(µ)k Σkk (Dg(µ)k)
T
=

pk(1− pk) 0 0 0
0
−ρ2k+µX2Y 2,k
pk
−ρk+µX3Y,k
pk
−ρk+µXY 3,k
pk
0
−ρk+µX3Y,k
pk
−1+µX4,k
pk
−1+µX2Y 2,k
pk
0
−ρk+µXY 3,k
pk
−1+µX2Y 2,k
pk
−1+µY 4,k
pk
 ,
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and for 1 ≤ k 6= r ≤ K,
Ωkr = Dg(µ)k Σkr (Dg(µ)r)
T
=

−pk pr 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
With the joint asymptotic distribution of θ̂ = (p̂1, σ̂XY,1, σ̂
2
X,1, σ̂
2
Y,1, · · · , p̂K , σ̂XY,K , σ̂2X,K , σ̂2Y,K)T,
our final step is to derive the asymptotic distribution of R2G(S).
Given any η = (x1, y1, z1, u1, · · · , xK , yK , zK , uK)T ∈ IR4K , we define a func-
tion h : IR4K → IR as
h(η) =
K∑
k=1
xk
y2k
zkuk
.
Hence,
R2G(S) = h(θ̂) .
The gradient of h is
∇h(η) =
(
y21
z1u1
, 2x1
y1
z1u1
, −x1 y
2
1
z21u1
, −x1 y
2
1
z1u21
, · · · , y
2
K
zKuK
, 2xK
yK
zKuK
, −xK y
2
K
z2KuK
, −xK y
2
K
zKu2K
)T
.
Applying Crame´r’s Theorem (Ferguson, 1996) to the joint asymptotic dis-
tribution of θ̂ (Equation (50)), we have
√
n
(
R2G(S) − h(θ)
)
d−→ N
(
0, (∇h(θ))T Ω∇h(θ)
)
.
Given θ = (p1, ρ1, 1, 1, · · · , pK , ρK , 1, 1)T, it is easy to see that
h(θ) =
K∑
k=1
pkρ
2
k = ρ
2
G(S) ,
based on the definition of the population measure ρ2G(S) in Equation (5).
Evaluating the gradient of h at θ, we have
∇h(θ) = ((∇h(θ)1)T, · · · , (∇h(θ)K)T)T , with ∇h(θ)k = (ρ2k, 2pkρk, −pkρ2k, −pkρ2k)T .
Hence,
(∇h(θ))T Ω∇h(θ) =
K∑
k=1
K∑
r=1
(∇h(θ)k)TΩkr∇h(θ)r .
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For k = 1, . . . ,K,
(∇h(θ)k)TΩkk∇h(θ)k
=
(
ρ2k, 2pkρk, −pkρ2k, −pkρ2k
)

pk(1− pk) 0 0 0
0
−ρ2k+µX2Y 2,k
pk
−ρk+µX3Y,k
pk
−ρk+µXY 3,k
pk
0
−ρk+µX3Y,k
pk
−1+µ
X4,k
pk
−1+µ
X2Y 2,k
pk
0
−ρk+µXY 3,k
pk
−1+µ
X2Y 2,k
pk
−1+µ
Y 4,k
pk


ρ2k
2pkρk
−pkρ2k
−pkρ2k

= pk
[
ρ4k
(
µX4,k + 2µX2Y 2,k + µY 4,k
)− 4ρ3k (µX3Y,k + µXY 3,k)+ 4ρ2kµX2Y 2,k]+ pk(1− pk)ρ4k
=Ak(S) +Bk(S) as defined in (30) .
For 1 ≤ k 6= r ≤ K,
(∇h(θ)k)TΩkr∇h(θ)r
=
(
ρ2k, 2ρk, −ρ2k, −ρ2k
)
−pk pr 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


ρ2r
2ρr
−ρ2r
−ρ2r

= − pk pr ρ2k ρ2r
= Ckr(S) as defined in (30) .
Hence,
(∇h(θ))T Ω∇h(θ) =
K∑
k=1
(∇h(θ)k)TΩkk∇h(θ)k + 2
∑∑
1≤k<r≤K
(∇h(θ)k)TΩkr∇h(θ)r
=
K∑
k=1
(
Ak(S) +Bk(S)
)
+ 2
∑∑
1≤k<r≤K
Ckr(S)
= γ2(S) .
Therefore, the asymptotic distribution of R2G(S) is
√
n
(
R2G(S) − ρ2G(S)
)
d−→ N
(
0, γ2(S)
)
.
A.1.4 Proof of Corollary 1
Proof. Following the proof of Theorem 1, where we assume without loss of
generality that
µX,k = IE[X|Z = k] = 0 ,
µY,k = IE[Y |Z = k] = 0 ,
σ2X,k = var[X|Z = k] = 1 ,
σ2Y,k = var[Y |Z = k] = 1 .
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Then in this special case, with the same notations used in the proof of Theorem
1, we have
(X,Y )|(Z = k) ∼ N
(
0,
[
1 ρk
ρk 1
])
,
with the following moments
µX4,k = IE[X
4|Z = k] = 3 ,
µX3Y,k = IE[X
3Y |Z = k] = 3ρk ,
µX2Y 2,k = IE[X
2Y 2|Z = k] = (1 + 2ρ2k) .
µY 4,k = IE[Y
4|Z = k] = 3 ,
µXY 3,k = IE[XY
3|Z = k] = 3ρk ,
Hence,
Ak = pk
[
ρ4k
(
µX4,k + 2µX2Y 2,k + µY 4,k
)− 4ρ3k (µX3Y,k + µXY 3,k)+ 4ρ2kµX2Y 2,k]
= pk
(
8ρ4k + 4ρ
6
k − 24ρ4k + 8ρ4k + 4ρ2k
)
= 4 pk ρ
2
k
(
1− ρ2k
)2
.
Provided that
Bk = pk(1− pk)ρ4k ,
Ckr = −pk pr ρ2k ρ2r , k 6= r ,
the joint asymptotic distribution of R2G(S) in (29) becomes (31), which completes
the proof.
A.1.5 Proof of Theorem 2
Here we adapt the main ideas from the proof of the strong consistency theorem
of the K-means clustering algorithm (Pollard, 1981). A key technical challenge
we need to tackle in this proof is the handling of two types of points, where the
data type refers to the n data points (X1, Y1)
T, . . . , (Xn, Yn)
T, and the center
type corresponds to the K lines β1 = (a1, b1, c1)
T, . . . ,βK = (aK , bK , cK)
T,
where ak 6= 0 or bk 6= 0, k = 1, . . . ,K, as cluster centers. In this proof, without
loss of generality, we assume 0 < ck <∞, k = 1, . . . ,K, because we can always
find a vertical shift of the data and the K lines to satisfy this condition. To
simplify the following discussion, we define a center point (η, ξ)T as an equivalent
representation of a line β = (a, b, c)T, such that{
η = −ac/(a2 + b2)
ξ = −bc/(a2 + b2) and

a = −η/
√
η2 + ξ2 · u
b = −ξ/
√
η2 + ξ2 · u
c =
√
η2 + ξ2 · u
with u 6= 0 , (51)
so that
∥∥(η, ξ)T∥∥ = d⊥ ((0, 0)T,β), where the perpendicular distance d⊥(·, ∗) is
defined in Equation (6).
We define the distance between a data point (x, y)T and a center point (η, ξ)T
not as the usual Euclidean distance but as
d′
(
(x, y)T, (η, ξ)T
)
:= d⊥
(
(x, y)T,β
)
=
| − ηx− ξy + η2 + ξ2|√
η2 + ξ2
.
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Note that d′(·, ∗) is not a metric, and d′ ((x, y)T, (η, ξ)T) = ∥∥(x, y)T − (η, ξ)T∥∥ if
and only if (x, y)T = (0, 0)T.
The result in Lemma 1 now translates to
d′
(
(x, y)T, (η, ξ)T
) ≤ ∥∥(x, y)T − (x′, y′)T∥∥+ d′ ((x′, y′)T, (η, ξ)T) . (52)
For the rest of the proof, we denote the set of K cluster centers using two
equivalent representations:
1. B′K =
{
(η1, ξ1)
T, . . . , (ηK , ξK)
T
}
, where each cluster center is represented
by a center point.
2. BK = {β1, . . . ,βK}, where each line βk = (ak, bk, ck)T, where ak 6= 0 or
bk 6= 0.
The one-to-one relationship between (ηk, ξk)
T and (ak, bk, ck)
T follows from (51).
Hence, there is a one-to-one correspondence between B′K and BK , and we define
W ′(B′K , P ) :=
∫
min
(η,ξ)T∈B′K
d′2
(
(x, y)T, (η, ξ)T
)
P
(
(dx, dy)T
)
=
∫
min
β∈BK
d2⊥
(
(x, y)T,β
)
P
(
(dx, dy)T
)
= W (BK , P ) . (53)
We define the set of center points to which the origin data point (0, 0)T has
a distance no greater than M > 0 as
B(M) := {(η, ξ)T : d′ ((0, 0)T, (η, ξ)T) ≤M} = {(η, ξ)T : η2 + ξ2 ≤M2} ,
which is a closed ball of radius M and centered at the origin in IR2.
The first step consists of finding an M > 0 so large that, when n is large
enough, at least one center point in B̂′K(U) =
{
(η̂1, ξ̂1)
T, . . . , (η̂K , ξ̂K)
T
}
(the
alternative representation of B̂K(U) =
{
β̂1(U), . . . , β̂K(U)
}
defined in Equation
(19)) is contained in the set B(M). We will prove this in the following using a
counterexample.
• We find an r > 0 so that the ball B(r) ⊂ IR2 of radius r and centered at
the origin has a positive P measure. For the purposes of this first step, it
will suffice that M be large enough to make
(M − r)2 P (B(r)) >
∫
d′2
(
(x, y)T, (1, 1)T
)
P
(
(dx, dy)T
)
, (54)
(1st requirement on M)
whose right hand side is equal to
∫
d⊥
(
(x, y)T, (−1,−1, 2)T)2 P ((dx, dy)T),
which is finite by (33). Define B′0 =
{
(1, 1)T
}
, a set with one center point.
Then (54) becomes
(M − r)2 P (B(r)) > W ′(B′0, P ) . (55)
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• By the strong law of large numbers (SLLN),
W ′(B′0, Pn) =
∫
d′2
(
(x, y)T, (1, 1)T
)
Pn
(
(dx, dy)T
)
→
∫
d′2
(
(x, y)T, (1, 1)T
)
P
(
(dx, dy)T
)
a.s.
= W ′(B′0, P ) . (56)
• If, for infinitely many values of n, no centers in B̂′K(U) were contained in
B(M),
i.e., min(η,ξ)T∈B̂′
K(U)
d′
(
(0, 0)T, (η, ξ)T
)
> M , then
lim sup
n
W ′(B̂′K(U), Pn) ≥ limn (M − r)
2 Pn(B(r)) = (M − r)2 P (B(r)) a.s. ,
(57)
where the first inequality holds because for any data point (Xi, Yi)
T ∈
B(r), which has a positive P measure, the following holds by (52):
min
(η,ξ)T∈B′n
d′
(
(Xi, Yi)
T, (η, ξ)T
) ≥ min
(η,ξ)T∈B′n
d′
(
(0, 0)T, (η, ξ)T
)− ∥∥(Xi, Yi)T − (0, 0)T∥∥
> M − r .
• Hence by (55), (56) and (57),
lim sup
n
W ′(B̂′K(U), Pn) > limn W
′(B′0, Pn) , (58)
which implies that W (B̂K(U), Pn) = W ′(B̂′K(U), Pn) > W
′(B′0, Pn) =
W (B0, Pn) infinitely often, where B0 =
{
(−1, 2)T} is the set of one line
corresponding to B′0. This contradicts the definition of B̂K(U) in (19) of
Definition 7: W (B̂K(U), Pn) ≤ W (B0, Pn) for any set B0 containing at
most K lines. Without loss of generality, we therefore assume that B̂′K(U)
always contains at least one center point in B(M). We denote one of such
center points as (η̂1, ξ̂1)
T.
If K = 1, the second step in this proof can be skipped; if K > 1, then we
will show that, for n large enough, the set B(5M) contains all the center points
in B̂′K(U).
• For the purposes of an inductive argument, we assume that the conclusions
of the theorem are valid when applied to globally optimal clustering with
1, 2, . . . ,K − 1 centers. If B̂′K(U) were not eventually contained in B(5M),
we could delete the center points in B̂′K(U) that are outside of B(5M) to
obtain a set of at most K − 1 center points that would reduce W ′(·, Pn)
below its minimum over all sets of K − 1 centers, i.e., W ′(B̂′K−1(U), Pn),
which results in a contradiction.
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• To obtain such a contradiction, we need M large enough to ensure that
4
∫
‖(x,y)T‖≥2M
∥∥(x, y)T∥∥2 P ((dx, dy)T) <  , (59)
(2nd requirement on M)
where  > 0 is chosen to satisfy  < W ′(B′K−1(U), P ) − W ′(B′K(U), P ),
which is positive by the uniqueness condition on Bk(U) and thus B′k(U).
• Suppose that B̂′K(U) contains at least one center point outside B(5M).
Denote one of such center points as (η̂K , ξ̂K)
T. What would be the effect
on W ′(·, Pn) of deleting such center points in B̂′K(U)? At worst, one of the
centers that are known to lie in B(M), e.g., (η̂1, ξ̂1)T, might have to accept
into its own cluster all of the data points presently assigned to cluster
centers outside B(5M). Denote one of these data points as (Xi, Yi)T. We
argue that (Xi, Yi)
T must have a Euclidean distance at least 2M from the
origin data point (0, 0)T; otherwise (Xi, Yi)
T would have been closer to the
cluster center (η̂1, ξ̂1)
T than to (η̂K , ξ̂K)
T. The reason is as follows. By
(52),
d′
(
(Xi, Yi)
T, (η̂1, ξ̂1)
T
)
≤ ∥∥(Xi, Yi)T − (0, 0)T∥∥+ d′ ((0, 0)T, (η̂1, ξ̂1)T)
≤ ∥∥(Xi, Yi)T∥∥+M ,
d′
(
(Xi, Yi)
T, (η̂K , ξ̂K)
T
)
≥ d′
(
(0, 0)T, (η̂K , ξ̂K)
T
)
− ∥∥(Xi, Yi)T − (0, 0)T∥∥
≥ 5M − ∥∥(Xi, Yi)T∥∥ .
If
∥∥(Xi, Yi)T∥∥ < 2M , then
d′
(
(Xi, Yi)
T, (η̂1, ξ̂1)
T
)
< 3M < d′
(
(Xi, Yi)
T, (η̂K , ξ̂K)
T
)
.
That is, if (Xi, Yi)
T were assigned to the cluster with center (η̂K , ξ̂K)
T,
then
∥∥(Xi, Yi)T∥∥ ≥ 2M .
• The extra contribution to W ′(·, Pn) due to deleting centers outside B(5M)
would therefore be at most∫
‖(x,y)T‖≥2M
d′2
(
(x, y)T, (η̂1, ξ̂1)
T
)
Pn
(
(dx, dy)T
)
≤
∫
‖(x,y)T‖≥2M
(∥∥(x, y)T − (0, 0)T∥∥+ d′ ((0, 0)T, (η̂1, ξ̂1)T))2 Pn ((dx, dy)T)
≤4
∫
‖(x,y)T‖≥2M
∥∥(x, y)T∥∥2 Pn ((dx, dy)T) . (60)
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• The set B̂′−K(U) obtained by deleting from B̂′K(U) all centers outside B(5M)
is a candidate for minimizing W ′(·, Pn) over sets of K−1 or fewer centers;
it is therefore beaten by the optimal set B̂′K−1(U). Thus
W ′(B̂′−K(U), Pn) ≥W ′(B̂′K−1(U), Pn)
= W (B̂K−1(U), Pn)
→W (BK−1(U), P ) = W ′(B′K−1(U), P ) a.s. (61)
by the inductive hypothesis. If B̂′K(U) 6⊆ B(5M) along some subsequence
{nj} of sample sizes, we therefore obtain
W ′(B′K−1(U), P )
≤ lim inf
j
W ′(B̂′−K(U), Pnj ) a.s. by (61)
≤ lim sup
n
[
W ′(B̂′K(U), Pn) + 4
∫
‖(x,y)T‖≥2M
∥∥(x, y)T∥∥2 Pn ((dx, dy)T)] by (60)
≤ lim sup
n
W ′(B′K(U), Pn) + 4
∫
‖(x,y)T‖≥2M
∥∥(x, y)T∥∥2 P ((dx, dy)T) a.s.
<W ′(B′K(U), P ) +  by (59)
<W ′(B′K−1(U), P ) ,
a contradiction.
We now know that, for n large enough, it suffices to search for B̂′K(U) among
the class of sets ΞK = {B′ ⊆ B(5M) : |B′| ≤ K}. For the final requirement on
M , we assume it is large enough to ensure that ΞK contains B
′
K(U). Therefore,
the function W ′(·, P ) achieves its unique minimum on ΞK at B′K(U). Under
the topology induced by the Hausdorff metric, ΞK is compact (this follows
from the compactness of B(5M)) and, as is proved in (Pollard, 1981), the map
B′ → W ′(B′, P ) is continuous on ΞK . The function W ′(·, P ) therefore enjoys
an even stronger minimization property on ΞK : given any neighborhood N of
B′K(U), there exists an δ > 0, depending on N , such that
W ′(B′, P ) ≥W ′(B′K(U), P ) + δ , ∀B′ ∈ ΞK\N .
The proof can now be completed by an appeal to a uniform SLLN:
sup
B′∈ΞK
|W ′(B′, Pn)−W ′(B′, P )| → 0 a.s.
This result is proved in (Pollard, 1981). We need to show that B̂′K(U) is even-
tually inside the neighborhood N . It is enough to check that W ′(B̂′K(U), P ) <
W ′(B′K(U), P ) + δ eventually. This follows from
W ′(B̂′K(U), Pn) ≤W ′(B′K(U), Pn)
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and
W ′(B̂′K(U), Pn)−W ′(B̂′K(U), P )→ 0 a.s.
and
W ′(B′K(U), Pn)−W ′(B′K(U), P )→ 0 a.s.
Therefore, B̂′K(U) → B′K(U) a.s. That is, B̂K(U) → BK(U) a.s.
Similarly, for n large enough,
W (B̂K(U), Pn) = W ′(B̂′K(U), Pn)
= inf{W ′(B′, Pn) : B′ ∈ ΞK}
→ inf{W ′(B′, P ) : B′ ∈ ΞK}
= W ′(B′K(U), P ) = W (BK(U), P ) a.s.
A.1.6 Proof of Theorem 3
Proof. We derive the asymptotic distribution of the unspecified sample gener-
alized R2, R2G(U), in this proof. For notation simplicity, we drop the subscript
“(U)” in pk(U) in (17), ρ2k(U) in (18), and p̂k(U), ρ̂2k(U), X¯k(U), and Y¯k(U) in
Definition 9, following which we have
R2G(U) =
K∑
k=1
p̂k ρ̂
2
k =
K∑
k=1
p̂k
σ̂2XY,k
σ̂2X,k σ̂
2
Y,k
, (62)
where
p̂k =
1
n
n∑
i=1
1I
(̂˜
Zi = k
)
,
σ̂XY,k =
1
np̂k
n∑
i=1
(Xi − X¯k)(Yi − Y¯k) 1I
(̂˜
Zi = k
)
,
σ̂2X,k =
1
np̂k
n∑
i=1
(Xi − X¯k)2 1I
(̂˜
Zi = k
)
,
σ̂2Y,k =
1
np̂k
n∑
i=1
(Yi − Y¯k)2 1I
(̂˜
Zi = k
)
,
with X¯k =
1
np̂k
∑n
i=1Xi 1I
(̂˜
Zi = k
)
and Y¯k =
1
np̂k
∑n
i=1 Yi 1I
(̂˜
Zi = k
)
.
Similar to the proof of Theorem 1, to derive the asymptotic distribution of
R2G(U), we need to first derive the joint asymptotic distribution of
θ̂ =
(
p̂1, σ̂XY,1, σ̂
2
X,1, σ̂
2
Y,1, · · · , p̂K , σ̂XY,K , σ̂2X,K , σ̂2Y,K
)T ∈ IR4K ,
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which depends on the joint asymptotic distribution of
µ̂ =
(
M1,MX,1,MY,1,MX2,1,MY 2,1,MXY,1, · · · ,MK ,MX,K ,MY,K ,MX2,K ,MY 2,K ,MXY,K
)T ∈ IR6K ,
where
Mk :=
1
n
n∑
i=1
1I
(̂˜
Zi = k
)
,
MX,k :=
1
n
n∑
i=1
Xi 1I
(̂˜
Zi = k
)
,
MY,k :=
1
n
n∑
i=1
Yi 1I
(̂˜
Zi = k
)
,
MXY,k :=
1
n
n∑
i=1
XiYi 1I
(̂˜
Zi = k
)
,
MX2,k :=
1
n
n∑
i=1
X2i 1I
(̂˜
Zi = k
)
,
MY 2,k :=
1
n
n∑
i=1
Y 2i 1I
(̂˜
Zi = k
)
,
k = 1, . . . ,K.
To derive the joint asymptotic distribution of µ̂, we need to resolve the
non i.i.d. nature of (X1, Y1,
̂˜
Z1), . . . , (Xn, Yn,
̂˜
Zn), which is due to fact that̂˜
Zi depends on the K unspecified sample line centers B̂K(U) and thus the
whole sample (X1, Y1), . . . , (Xn, Yn). Given the K unspecified population line
centers BK(U) = {β1(U), . . . ,βK(U)} defined in (13) in Definition 4, we de-
fine the (unobservable) realization of Z˜, defined in (15), based on the sample
(X1, Y1), . . . , (Xn, Yn) as
Z˜i := arg min
k∈{1,...,K}
d⊥
(
(Xi, Yi)
T,βk(U)
)
. (63)
Because (X1, Y1), . . . , (Xn, Yn) are i.i.d. andBK(U) is fixed, we have (X1, Y1, Z˜1), . . . , (Xn, Yn, Z˜n)
as i.i.d. from the joint distribution of (X,Y, Z˜).
Define
µ̂∗ = (M∗1 ,M
∗
X,1,M
∗
Y,1,M
∗
X2,1,M
∗
Y 2,1,M
∗
XY,1, · · · ,M∗K ,M∗X,K ,M∗Y,K ,M∗X2,K ,M∗Y 2,K ,M∗XY,K)T ∈ IR6K ,
where
M∗k :=
1
n
n∑
i=1
1I
(
Z˜i = k
)
,
M∗X,k :=
1
n
n∑
i=1
Xi 1I
(
Z˜i = k
)
,
M∗Y,k :=
1
n
n∑
i=1
Yi 1I
(
Z˜i = k
)
,
M∗XY,k :=
1
n
n∑
i=1
XiYi 1I
(
Z˜i = k
)
,
M∗X2,k :=
1
n
n∑
i=1
X2i 1I
(
Z˜i = k
)
,
M∗Y 2,k :=
1
n
n∑
i=1
Y 2i 1I
(
Z˜i = k
)
,
k = 1, . . . ,K.
Because of the i.i.d. nature of (X1, Y1, Z˜1), . . . , (Xn, Yn, Z˜n), following the
proof of Theorem 1, we can derive the joint asymptotic distribution of µ̂∗, which
we denote as √
n
(
µ̂∗ − µ) d−→ N (0,Σ) , (64)
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where Σ has the same form as in (49), except that all the notations related to Z
under the specified scenario are now related to Z˜ under the current unspecified
scenario.
Next we will derive the asymptotic distribution of µ̂ based on (64). By
Theorem 2, we have (32): β̂k(U) → βk(U) a.s., k = 1, . . . ,K. By the definitions
of of
̂˜
Zi (8), which is determined by (Xi, Yi) and B̂k(U) =
{
β̂1(U), . . . , β̂K(U)
}
,
and Z˜i (63), which is determined by (Xi, Yi) and Bk(U) =
{
β1(U), . . . ,βK(U)
}
,
we have
1I
(̂˜
Zi = k
)
− 1I
(
Z˜i = k
)
P−→ 0 , ∀i = 1, 2, . . . . (65)
Hence,
(Mk −M∗k ) =
1
n
n∑
i=1
[
1I
(̂˜
Zi = k
)
− 1I
(
Z˜i = k
)]
P−→ 0 ,
(
MX,k −M∗X,k
)
=
1
n
n∑
i=1
Xi
[
1I
(̂˜
Zi = k
)
− 1I
(
Z˜i = k
)]
P−→ 0 ,
(
MY,k −M∗Y,k
)
=
1
n
n∑
i=1
Yi
[
1I
(̂˜
Zi = k
)
− 1I
(
Z˜i = k
)]
P−→ 0 ,
(
MXY,k −M∗XY,k
)
=
1
n
n∑
i=1
XiYi
[
1I
(̂˜
Zi = k
)
− 1I
(
Z˜i = k
)]
P−→ 0 ,
(
MX2,k −M∗X2,k
)
=
1
n
n∑
i=1
X2i
[
1I
(̂˜
Zi = k
)
− 1I
(
Z˜i = k
)]
P−→ 0 ,
(
MY 2,k −M∗Y 2,k
)
=
1
n
n∑
i=1
Y 2i
[
1I
(̂˜
Zi = k
)
− 1I
(
Z˜i = k
)]
P−→ 0 ,
k = 1, . . . ,K. That is, (
µ̂− µ̂∗) P−→ 0 (66)
Therefore, given (64) and (66) and by the Slutsky Theorem, we have the
asymptotic distribution of µ̂ as
√
n (µ̂− µ) d−→ N (0,Σ) . (67)
Then given (67) and by applying Cramer’s Theorem (Ferguson, 1996), we
can derive the joint asymptotic distribution of θ̂, which we denote as
√
n
(
θ̂ − θ
)
d−→ N (0,Ω) . (68)
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where Ω has the same form as in (50), except that all the notations related to Z
under the specified scenario are now related to Z˜ under the current unspecified
scenario.
Finally, given (68) and by applying Cramer’s Theorem (Ferguson, 1996)
again, we can derive the asymptotic distribution of R2G(U):
√
n
(
R2G(U) − ρ2G(U)
)
d−→ N
(
0, γ2(U)
)
, (69)
where γ2(U) is defined in (36). The detailed derivation steps follow from the proof
of Theorem 1.
A.1.7 Proof of Corollary 2
Proof. Given Theorem 3, the proof of Corollary 2 follows from the proof of
Corollary 2 in A.1.4.
A.2 Discussion on the uniqueness of unspecified popula-
tion line centers
The consistency of theK-lines algorithm (Theorem 2) depends on the unique-
ness of the population line centers BK(U), just as the consistency of the K-means
algorithm also depends on the uniqueness of the population centers (Pollard,
1981). However, it is challenging to derive a necessary and sufficient condition
for the uniqueness of BK(U) in general, because the optimization problem in the
K-lines algorithm is NP-hard.
Here we discuss the special case where a K-component bivariate Gaussian
mixture model is the generative model. Lemma 2 gives a sufficient condition for
the uniqueness of the K lines corresponding to the first principal components of
the K conditional distributions. Based on our extensive simulation studies, we
observe that BK(U) is unique when the bivariate Gaussian mixture model has
the K lines identifiable.
Lemma 2. A bivariate Gaussian mixture model
(X,Y )|(Z = k) ∼ N (µk,Σk)
has a unique set of K lines corresponding to the first principal components of
(X,Y )|(Z = k), k = 1, . . . ,K, if the following holds:
1. λ1,k > λ2,k, k = 1, . . . ,K;
2. u1,k 6= u1,r, ∀1 ≤ k 6= r ≤ K,
where λ1,k and λ2,k are the eigenvalues of Σk, and u1,k and u2,k are the corre-
sponding eigenvectors.
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Proof. λ1,k > λ2,k implies that u1,k is the only first principal component of
(X,Y )|(Z = k), k = 1, . . . ,K. As u1,1, . . . ,u1,K are all distinct, they form a
unique set of K lines corresponding to the K first principal components.
A.3 Real datasets
A.3.1 Arabidopsis thaliana gene expression data
In the application of our generalized R2 measures to Arabidopsis thaliana gene
expression analysis, we used four public microarray datasets from the AtGenEx-
press Consortium (www.arabidopsis.org/portals/expression/microarray/
ATGenExpress.jsp), summarized in Table A1.
Dataset Submission Number Number of Genes Sample Size
Oxidation ME00340 22, 657 52
Wounding ME00330 22, 657 60
UV-B light ME00329 22, 657 60
Drought ME00338 22, 657 60
Table A1: Four Arabidopsis thaliana microarray gene expression datasets from
the AtGenExpress Consortium.
Figures A1-A3 shows pairwise scatterplots of the five FMO genes in Figure
1A colored by each of the four index variables: condition (oxidation, wounding,
UV-B light, and drought), treatment (yes and no), replicate (1 and 2), and
tissue (root and shoot). It is clear that only the tissue variable serves as a
good index variable for linear dependences.
The processed data and the analysis codes are provided in the “Supplemen-
tary Data and Codes” file.
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Figure A1: Expression levels of the five Arabidopsis thaliana genes in Figure
1A, with colors marked by the condition variable.
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Figure A2: Expression levels of the five Arabidopsis thaliana genes in Figure
1A, with colors marked by the treatment variable.
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Figure A3: Expression levels of the five Arabidopsis thaliana genes in Figure
1A, with colors marked by the replicate variable.
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A.3.2 Single-cell RNA sequencing data
In the application of our generalized R2 measures to studying the relationships
of cell-cycle genes, we used a single-cell RNA sequencing dataset that includes
182 embryonic stem cells (ESCs), which was staged for cell cycle phases (G1,
G2M, and S) (Buettner et al., 2015). The data accession number is E-MTAB-
2512. For data pre-processing, we imputed the data to correct the excess zero
values, which are likely false due to technological limitations, using scImpute
v0.0.3 with Kcluster = 3 and other default parameters (Li and Li, 2018).
The list of cell-cycle genes, the imputed gene expression data, and the anal-
ysis codes are provided in the “Supplementary Data and Codes” file.
A.4 More simulation results
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Figure A4: (Continued on the following page.)
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Figure A4: Comparison of the asymptotic distributions (theoretical results,
same as those in Figure 2) and the finite-sample distributions of the unspecified
sample generalized R2 measure R2G(U), when K is chosen by the AIC (Equation
(28)) in a data-driven way, under the eight simulation settings in Table 1. A: For
each setting, a scatterplot shows a sample with n = 100 under the unspecified
scenario; different colors and symbols represent different values of Z˜ inferred
by the K-lines algorithm (Algorithm 1). B-C: Finite-sample distributions of
n = 50 or 100 (black solid curves) vs. the asymptotic distribution (black dotted
curves) of R2G(U) in Corollary 2 (Settings 1-4) or Theorem 3 (Settings 5-8); the
vertical dashed lines mark the values of ρ2G(U).
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Figure A5: Values of the five measures: squared Pearson correlation (R2), max-
imal correlation (maxCor), distance correlation (dCor), maximal information
coefficient (MIC), and R2G(U) with K = 2, in 1000 simulations at each sample
size n and noise standard deviation σ.
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