Search-based approaches have been used in the literature to automate the process of creating unit test cases. However, related work has shown that generated unit-tests with high code coverage could be ineffective, i.e., they may not detect all faults or kill all injected mutants. In this paper, we proposed an integration-level test case generator named CLING, that exploits the integration code of a pair of classes (caller and callee) that interact with one another through method calls. In particular, CLING generates integration-level test cases that maximize the Coupled Branches Criterion (CBC). CBC is a novel integration-level coverage criterion that measures how thoroughly a test suite exercises the interactions between callers and callees. We evaluate CLING on 140 pairs of classes from five different open-source Java projects. Our results show that (1) CLING generates test suites with high CBC coverage;
INTRODUCTION
S EARCH-BASED approaches have been applied to a variety of white-box testing activities [1] , among which test case and data generation [2] . In white-box testing, most of the existing work has focused on the unit level, where the goal is to generate test cases/suites that achieve high structural (e.g., branch) coverage. Prior work has shown that search-based unit test generation can achieve high code coverage [3] , [4] , [5] , detect real-bugs [6] , [7] , and help developers during debugging activities [8] .
Despite these undeniable advantages, in recent years, researchers have investigated the limitations of the generated unit tests [7] , [9] , [10] . Prior studies have questioned the effectiveness of the generated unit tests with high code coverage in terms of their capability to detect real faults or to kill mutants when using mutation coverage. For example, Gay et al. [9] have highlighted how traditional code coverage could be a poor indicator of test effectiveness (in terms of fault detection rate and mutation score). Shamshiri et al. [7] have reported that around 50% of faults remain undetected when relying on generated tests with high coverage. Similar results have also been observed for large industrial systems [11] .
Gay et al. [9] have observed that traditional unit-level adequacy criteria measure only whether certain code elements are reached, but not how each element is covered. The quality of the test data and the paths from the covered element to the assertion play an essential role for better test effectiveness. As such, they have advocated the need for more reliable adequacy criteria for test case generation tools. While these results hold for generated unit tests, other studies on manually-written unit tests have further highlighted the limitation of unit-level code coverage criteria [10] , [12] .
In this paper, we explore the usage of the integration code between coupled classes as guidance for the test generation process. The idea is that, by exercising the behavior of a class under test E (the calleE) through another class R (the calleR) calling its methods, R will handle the creation of complex parameter values and exercise valid usages of E. In order words, the caller R might contain integration code that (1) enables to create better test data for the callee E, and (2) allows to better validate the data returned by E.
Integration testing can be approached from many different angles [13] , [14] . In our case, we focus on class integration testing between a caller and a callee [15] . Class integration testing aims to assess whether two or more classes work together properly by thoroughly testing their interactions [15] . Our idea is to complement unit test generation for a class under test by looking at its integration with other classes. To that end, we define a novel structural adequacy criterion we call Coupled Branches Coverage (CBC), targeting specific integration points between two classes. Coupled branches are pairs of branches r, e , with r a branch of the caller, and e a branch of the callee, such that an integration test that exercises branch r also exercises branch e. Furthermore, we implement a search-based approach that generates integration-level test suites, based on the CBC criterion. We coin our approach CLING (for class integration testing). CLING uses a state-of-the-art many-objective solver that generates test suites maximizing the number of covered coupled branches. For the guidance, CLING uses novel search heuristics defined for each pair of coupled branches (the objectives).
We conducted an empirical study on 140 welldistributed pairs of caller and callee classes extracted from five open-source Java projects. Our results show that CLING can achieve up to 99% CBC scores, with an average CBC coverage of 50% across all classes. We analyzed the benefits of the integration-level test cases generated by CLING compared to unit-level test generated by EVOSUITE, a state-ofthe-art generator of unit-level tests. In particular, we assess whether integration-level tests generated by CLING allow to kill mutants and detect faults that would remain uncovered when relying on generated unit tests.
According to our results, on average, CLING allows killing 10% of mutants per class that cannot be detected by unit tests generated with EVOSUITE for both the caller and the callee. The improvements in mutation score are up to 60% for certain classes, such as the Period class in the Joda Time subject system. Finally, we found 29 integration faults that were detected only by the integration tests generated with CLING (and not through unit testing with EVOSUITE). Paper structure. The remainder of the paper is organized as follows. Section 2 summarizes the background and related work in the area. Section 3 defines the Coupled Branches Criteria and introduces CLING, our integrationlevel test case generator. Section 4 describes our empirical study, while Section 5 reports the empirical results. Section 6 discusses the practical implication of our results. Section 7 discusses the threats to validity. Finally, Section 8 concludes the paper.
BACKGROUND AND RELATED WORK
McMinn defined search-based software testing (SBST) as "using a meta-heuristic optimizing search technique, such as a genetic algorithm, to automate or partially automate a testing task". Within this realm, test data generation at different testing levels (such as unit testing, integration testing, etc.) has been actively investigated [2] . This section provides an overview of earlier work in this area.
Search-based approaches for unit testing
SBST algorithms have been extensively used for unit test generation. Previous studies on search-based unit testing confirmed that thus generated tests achieve a high code coverage [16] , [17] , real-bug detection [3] , and debugging cost reduction [18] , [19] , complementing manually-written tests.
From McMinn et al.'s [2] survey about search-based test data generation, we observe that most of the current approaches rely on the control flow graph (CFG) to abstract the source code and represent possible execution flows. The CF G m = (N m , E m ) represents a method m as a directed graph of basic blocks of code (the nodes N m ), while E m is the set of the control flow edges. In a CFG, an edge connects a basic block n 1 to another one n 2 if the control may flow from the last statement of n 1 to the first statement of n 2 .
Listing 1 presents the source code of Person class, representing a person and her transportation habits. A P erson can drive home (lines 4-10), or add energy to her car (lines [12] [13] [14] [15] [16] [17] [18] . The right hand side of Figure 2 presents the CFG of the different methods, with the labels of the nodes representing the line numbers in the code.
Many structural-based approaches combine two common heuristics to reach a high branch and statement coverage in unit-level testing. These two heuristics are approach level and branch distance. Branch distance is a heuristic (based on a set of rules) measuring, for a branching node, the distance to true and the distance to false for a particular execution of the program. Approach level is a heuristic for measuring the distance between the execution path and a target node in a CFG. To describe how this heuristic measures this distance, we rely on the concepts of postdominance and control dependency [20] . As an example, in Figure 2 , node8 is control dependent on node5 and node8 post-dominates edge 5, 8 . Approach level is the minimum number of control dependencies between a target node and an executed path by a test case.
In search-based unit testing, each generated test case is a sequence of method calls to a target class. This call sequence can be generated randomly, or it can be generated using existing resources. Goffi et al. [21] leverage existing documentation in this process, but for various reasons it does not allow to detect all bugs [22] , [23] , [24] . Rojas et al. [25] collect the usages of classes in the existing test cases to generate the call sequences. To reach that goal, they need to execute each of the existing tests to find the call sequences; this may be a time taking process.
In this study, we focus on utilizing the usage of a class by the other classes. For this purpose, we use the Class-level Control Flow Graph (CCFG) of a target class and another class, which uses it, to generate integration tests between these two classes.
Search-based approaches for integration testing
Integration testing aims at finding faults that relate to the interaction between components. We discuss existing integration testing criteria and explain the search-based approaches that use these criteria to define fitness functions for automating integration level testing tasks.
Integration testing criteria
Jin et al. [13] categorize the connections between two procedures into four levels for testing: call couplings occur when one procedure calls another one; parameter couplings happen when a procedure passes a parameter to another one; shared data couplings occur when two procedures refer to the same data objects; external device coupling happens when two procedures access the same storage device. They introduce integration testing criteria according to the data flow graph (containing the definitions and usages of variables at the integration points) of procedure-based software. Their criteria, called coupling-based testing criteria, require that the developed tests execute paths in the CFG of a procedure (the caller procedure) which starts from the definition of a variable to a node (the call site) which calls another procedure.
Harrold et al. [26] introduced data flow testing for classes focusing on method integration. They define three levels of testing: intra-method testing, which tests an individual method (= unit testing); inter-method testing, in which a public method is tested that (in)directly calls other methods of a class, and intra-class testing, in which the interactions between calls to public methods in various sequences are tested. For data flow testing of the last two levels, they defined the Class-level Control Flow Graph (CCFG). The CCFG of class C is a directed graph CCF G C = (N Cm , E Cm ) which is a composition of the control flow graphs of methods in C; the CFGs are connected through their call sites to methods in the same class [26] . This graph demonstrates all paths that might be crossed within the class by calling its methods or constructors.
In our approach, we also rely on the CCFG. As an example of its construction, the CCFG of class P erson is created by merging the CFGs of its method as demonstrated in Figure 2 . For example, in the CFG of the method Person.driveToHome(), the node10c is a call site to Person.addEnergy().
A special case is represented by the polymorphic interactions that need to be tested. Alexander et al. [27] , [28] , [29] , [30] have used the data flow graph to define testing criteria for integrations between classes which are extending each other.
Search-based approaches
Search-based approaches are widely used for test ordering [31] , [32] , [33] , [34] , [34] , [35] , [36] , [37] , [38] , [39] , [40] , [41] , [42] , typically with the aim of executing those tests with the highest likelihood of failing earlier on. However, searchbased approaches have been rarely used for generating integration tests. Ali Khan et al. [43] have proposed an evolutionary approach which detects the coupling paths in the data flow graph of classes and have used it to define the fitness function for the genetic algorithm. Then, this defined fitness function aids the genetic algorithm to generate tests for the detected coupling paths. Moreover, they proposed another approach for the same goal, which uses Particle Swarm Optimization [44] . However, they did not perform any evaluation for examining the quality of the generated tests by this approach. Also, they did not check if the generated tests by these approaches can complement the generated tests of existing search-based unit testing approaches.
In this study, we propose a novel approach for class integration test generation. Instead of using the data flow graph, which is relatively expensive to construct as it needs to find the coupling paths, we use the information available in the class call graph of the classes to calculate the fitness of the generated tests. Also, we assess the influence of the generated tests by our approach by different metrics.
Search-based approaches for other testing levels
Arcuri [45] proposed an evolutionary-based white-box approach for system-level test generation for RESTful APIs. A test for a RESTful web service is a sequence of HTTP requests. The proposed approach (EvoMaster) generates these tests to cover three types of targets: (i) all of the statements in the System Under Test (SUT); (ii) all of the branches in the SUT; (iii) different returned HTTP status codes. Although this approach tests different classes in the SUT, it does not In contrast to EvoMaster, other proposed approaches in literature perform black-box fuzz testing. As defined by Holler et al. [46] "Fuzz testing is an automated technique providing random data as input to a software system in the hope to expose a vulnerability ". These approaches use information like grammar specifications [46] , [47] , [48] , [49] or feedback from the program during the execution of tests [50] . These approaches do not have any knowledge about classes in the SUT. Hence, their search processes is not guided by the integration of classes.
Our proposed approach performs white-box testing. It monitors the interaction between the target classes and strives to cover different integration scenarios between them.
CLASS INTEGRATION TESTING
The main idea of our class integration testing approach (hereinafter referred to as CLING) is to test a class by leveraging its usage in another class. More specifically, we focus on the call between the former, the callee (E), and the latter, the caller (R). By doing so, we benefit from the additional context setup by R before calling E (e.g., initializing a complex input parameter), and the additional postprocessing after E returns (e.g., using the return value later on in R), thus implicitly adding assertions on the behavior of E. Figure 1 presents the general overview of CLING. CLING takes as input a couple of caller-callee R, E classes with at least one call (denoted call site hereafter) from R to E. Since the goal of CLING is to generate test cases covering E by calling methods in R, the first step ( 1 ) collects the list of covering methods in R that, when called, may directly or indirectly cover statements in E. This list is later used during the generation process to ensure that test cases contain calls to covering methods. The second step ( 2 ) analyses the CCFGs of R and E to identify the coupled branches between R and E used later on to guide the search. Finally, the generation of the test cases ( 3 ) uses a genetic algorithm with two additional repair steps, ensuring that the crossover and mutation only produce test cases able to cover lines in E. The result is a test suite for E, whose test cases call methods in R covering method call interactions with E. The remainder of this section describes our novel underlying Coupled Branches Criterion, the corresponding search-heuristics, and test case generation in CLING.
Coupled Branch testing criterion
To test the integration between two classes E and R, we need to define a coverage criterion that help us to measure how thoroughly a test suite T exercises the interaction calls between E and R. One possible coverage criterion would consist in testing all possible paths (inter-class path coverage) that start from the entry node of the caller R, execute the integration calls to E and terminate in one of the exit points of R. However, such a criterion will be affected by the path explosion problem [51] : the number of paths increases exponentially with the cyclomatic complexity of E and R, and thus the number of interaction calls between the two classes.
To avoid this issue, we define an integration-level coverage criterion, namely Coupled Branch Criterion (CBC), where the number of coverage targets remains polynomial to the complexity of E and R. More precisely, CBC focuses on call coupling between a caller class R and a callee class E. Intuitively, let s ∈ R be a call site, i.e., a call statement to a method of the class E. Our criterion requires to cover all pairs of branches (b r , b e ), where b r is a branch in R that leads to s (the method call), and b e is a branch of the callee E that is not trivially covered by every execution of E.
Before introducing the formal definition of the criterion, let us consider the example of caller and callee in Figure 2 . The code for the class Person is reported in Figure 1 . The class Person contains two methods, addEnergy() and driveToHome(), with the latter invoking the former (line 6 in Listing 1). The method Person.addEnergy() invokes the method refuel() of the class Car (line 16 in Listing 1). The method Person.driveToHome() invokes the method Car.drive() (line 8 in Listing 1). Therefore, the class Person is the caller, while Car is the callee. Figure 2 shows an excerpt of the Class-level Control Flow Graphs (CCFGs) for the two classes. In the figure, the names of the nodes are labelled with the line number of the corresponding statements in the code of Listing 1. Node 16 in Person.addEnergy() is a call site to Car.refuel(); it is also control dependent on nodes 5 (Person.driveToHome()) and 13 (Person.addEnergy()). Furthermore, node 16 only postdominates branch 13, 16 . Instead, the branch 5, 6c is not post-dominated by node 16 as covering 5, 6c does not always imply covering node 16 as well. Therefore, the branches in the caller Person.addEnergy() that always lead to the callee are B Person (Car.refuel()) = { 13, 16 }. Hence, among all branches in the caller class (Person in our example), we are interested in covering the branches that, when executed, always lead to the integration call site (i.e., calling the callee class). We refer to these branches as target branches for the caller. Definition 3.1 (Target branches for the caller). For a call site s in R, the set of target branches B R (s) for the caller R contains the branches having the following characteristics: (i) the branches are outgoing edges for the node on which s is control dependent (i.e., nodes for which s post-dominates one of its outgoing branches but does not post-dominate the node itself); and (ii) the branches are post-dominated by s (i.e., branches for which all the paths through the branch to the exit point pass trough s). Figure 2 again. This time, let us look at the branches in the callee (Car) that are directly related to the integration call. In the example, executing the method call Car.refuel() (node 16 of the method Person.addEnergy()) leads to the execution of the branching node b8 of the class Car. Hence, the set of branches affected by the interaction calls is B Car (Car.refuel()) = { b8, b9 ; b8, b10 }. In the following, we refer to these branches as target branches for the callee. Note that, for a call site s in R calling E, the set of target branches for the callee does include branches that are trivially executed by any execution of s. Definition 3.2 (Target branches for the callee). The set of target branches B E (s) for the caller E contains branches satisfying the following properties: (i) the branches are among the outgoing branches of branching nodes (i.e., the nodes having more than one outgoing edge); and (ii) the branches are accessible from the entry node of the method called in s.
Let us consider the example of
Given the sets of target branches for both the caller and callee, an integration test case should exercise at least one target branch for the caller (branch affecting the integration call) and one target branch for the callee (i.e., the integration call should lead to cover branches in the callee). In the following, we define pairs of target branches
as coupled branches because covering b r can lead to cover b e as well. In our example of Figure 2 , we have two coupled branches: the branches ( 9, 10c , b8, b9 ) and the branches ( 9, 10c , b8, b10 ). and E is the union of the coupled branches for the different call sites S: CB R,E = ∪ s∈S CB R,E (s).
Coupled Branches Criterion (CBC)
Based on the definition above, the CBC criterion requires that for all the call sites S from a caller R to a callee E, a given test suite T covers all the coupled branches:
As for classical branch pair coverage, CB R,E may contain incompatible branch pairs. However, detecting and filtering those incompatible pairs is an undecidable problem.
Inheritance and polymorphism
In the special case where the caller and callee classes are in the same inheritance tree, we use a different procedure to build the CCFG of the super-class and find the call sites S. The CCFG of the super-class is built by merging the CFGs of the methods that are not overridden by the sub-class. As previously, the CCFG of the sub-class is built by merging the CFGs of the methods defined in this class, including the inherited methods overridden by the sub-class (other nonoverridden inherited methods are not part of the CCFG of the sub-class). For instance, the class GreenPerson in Listing 2, representing owners of hybrid cars, extends class Person from Listing 1. For adding energy, a green person can either refuel or recharge her car (lines 7 to 11). GreenPerson overrides the method Person.addEnergy() and defines an additional method GreenPerson.chargerAvailable() indicating if the charging station is available. Only those two methods are used in the CCFG of the class GreenPerson presented in Figure 3 , inherited methods are not included in the CCFG; the CCFG of the super-class Person does not contain the method Person.addEnergy(), redefined by the sub-class GreenPerson.
The call sites S are identified according to the CCFGs, depending on the caller and the callee. If the caller R is the super-class, S will contain all the calls in R to methods that have been redefined by the sub-class. For instance, nodes 6 and 13 in Figure 2 with Person as caller. If the caller R is the sub-class, S will contain all the calls in R to methods that Figure 3 with GreenPerson as caller.
CLING
In this section, we describe CLING, the tool that we developed to generate integration-level test suites that maximize the proposed CBC adequacy criterion. The inputs of CLING are the (1) application's bytecode, (2) a caller class R, and (3) and callee class E. As presented in Figure 1 , it first detects the covering methods (step 1 ) and identifies the coupled branches CB R,E (s) for the different call sites (step 2 ), before starting the search-based test case generation process (detailed in the following subsections). CLING produces a test suite that maximizes the CBC criterion for R and E.
Satisfying the CBC criterion is essentially a manyobjective problem where integration-level test cases have to cover pairs of coupled branches separately. In other words, each pair of coupled branches corresponds to a search objective to optimize. The next subsection describes our search objectives.
Search objectives
In our approach, each objective function measures the distance of a generated test from covering one of the coupled branch pairs. The value ranges between [0, +∞) (zero denoting that the objective is satisfied). Assuming that CB R,E = {c 1 , c 2 , . . . , c n } is the set of coupled branches < r i , e i > between R and E. Then, the fitness for a test case t is:
computes the distance between the test t to the branch b using the classical approach level (al(b, t)) and normalized branch distance (bd(b, t)) [2].
Test Case Generation
To solve such a many-objective problem, we tailored the Many-Objective Sorting Algorithm (MOSA) [52] to generate test cases trough class integration. MOSA has been introduced and assessed in the context of unit test generation [52] and security testing [53] . Besides, previous studies showed that MOSA is very competitive compared with alternative algorithms (e.g., [17] , [52] ) when handling hundreds and thousands of testing objectives. Interested readers can find more details about the original MOSA algorithm in [52] . Although a more efficient variant of MOSA has been recently proposed [54] , such a variant (DynaMOSA) requires to have a hierarchy of dependencies between coverage targets that exists only at unit-level.
Therefore, in CLING, we tailored MOSA to work at integration level, targeting pairs of coupled branches rather than unit-level coverage targets (e.g., statements). In the following, we describe the main modifications we applied to MOSA to generate integration-level test cases.
Initial population
The search process starts by generating an initial population of test cases. A random test case is a sequence of statements (objects instantiations, primitive statements, method calls, and constructors) of variable lengths. More precisely, the random test cases include method calls and constructors for the caller R, which directly or indirectly invoke methods of the callee E (covering methods). Although CLING generates these test cases randomly, it extends the initialization procedure of Soltani et al. [18] . In particular, the initialization procedure in CLING gives a higher priority to methods in the caller class R that invoke methods of the callee class E. While calls to other methods of R are also inserted, their insertion has a lower probability. This prioritization ensures to generate tests covering call sites to the callee class. Instead, in the original MOSA algorithm, all methods of the CUT are inserted in each random test case with the same probability (no prioritization).
Mutation and crossover
CLING uses the traditional single-point crossover and mutation operators (adding, changing and removing statements) [55] with an additional procedure to repair broken chromosomes. The initial test cases are guaranteed to contain at least one covering methods (a method of R that invokes directly of indirectly methods of E). However, mutation and crossover can lead to generating offspring tests that do not include any covering method. We refer to these chromosomes as broken chromosomes. To fix the broken chromosomes, the repairing procedure works in two different ways, depending on whether the broken chromosome is created by the crossover or by the mutation.
If the broken chromosome is the result of the mutation operator, then the repairing procedure works as follows: let t be the broken chromosome and let M be the list of covering methods; then, CLING applies the mutation operator to t in an attempt to insert one of the covering methods in M . If the insertion is not successfully, then the mutation operator is invoked again within a loop. The loop terminates when either a covering method is successfully injected in t or when the number of unsuccessfully attempts is greater than h = 50. In the latter case, t is not inserted in the new population for the next generation.
If the broken chromosome is generated by the crossover operator then the broken child is replaced by one of its parents used by single-point crossover operator.
Polymorphism
If the caller and callee are in the same hierarchy and the caller is the super-class, CLING cannot generate tests for the caller class that will cover the callee class (since the methods to cover are not defined in the super-class). In this particular 
EMPIRICAL EVALUATION
Our evaluation aims to answer the following research questions:
• RQ1: To what extent is CLING able to achieve high Coupled Branch Coverage? • RQ2: What is the effectiveness of the integration-level tests compared to unit-level tests? • RQ3: What integration faults does CLING detect?
Implementation
We implemented CLING as an open-source tool 1 written in Java. The tool implements the code instrumentation for pairs of classes, builds the CCFGs at the byte-code level, and derives the coverage targets (pairs of branches) according to the CBC criterion introduced in Section 3.1.1. The tool also implements the search heuristics, which are applied to compute the objective scores as described in Section 3. For the search algorithms, CLING re-uses the algorithms available in EVOSUITE [55] , which is an external maven dependency. Besides, CLING implements the repair procedure described in Section 3.2.4, which extends the interface of the genetic operators in EVOSUITE. This allows us to re-use the original implementation of state-of-the-art search algorithms (e.g., WS [4] , DynaMOSA [54] , and MIO [45] ) and customize it for our test case generation problem.
Study Setup

Subjects Selection
The subjects of our studies are five Java projects, namely Closure compiler, Apache commons-lang, Apache commons-math, Mockito, and Joda-Time. These projects have been used in prior studies to assess the coverage and the effectiveness of unit-level test case generation (e.g., [7] , [54] , [56] , [57] ), program repair (e.g., [58] , [59] ), fault localization (e.g., [60] , [61] ), and regression testing (e.g., [62] , [63] ).
To sample the classes under test, we first extract pairs of caller and callee classes (i.e., pairs with interaction 1. https://github.com/STAMP-project/botsing/tree/master/cling calls) in each project. Then, we remove pairs that contain trivial classes, i.e., classes where the caller and callee methods have no decision point (i.e., with cyclomatic complexity equal to one). This is because methods with no decision points can be covered with single method calls at the unit testing level. Note that similar filtering based on code complexity has been used and recommended in the related literature [4] , [54] , [64] . From the remaining pairs, we sampled 140 classes from the five projects in total. We performed the sampling to have classes with a broad range of complexity and coupling. The most and least complex classes in the selected class pairs have 5,034 and one branching nodes, respectively. Also, the caller class of the most and least coupled class pairs contain 453 and one call sites to the callee class, respectively. The numbers of pairs selected from each project are reported in Table 1 . Each pair of caller and callee classes represents a target for CLING.
Our replication package 2 contains the list of class pairs sampled for our study, their detailed statistics (i.e., cyclomatic complexity and the number of interaction calls), and the project versions.
Evaluation Procedure
To answer RQ1, we ran CLING 20 times on each class pair. In each run, we collected the generated test suites and the corresponding number of pair branches covered by the suite. Each run was configured with a search budget of five minutes. Then, we analyzed the average CBC coverage achieved by CLING across the 20 independent runs.
For RQ2, we measure the effectiveness of the generated test suite using mutation analysis on the callee classes (only). Mutation analysis is a high-end coverage criterion, and mutants are often used as substitutes for real faults since previous studies highlighted its significant correlation with fault-detection capability [65] , [66] . Besides, mutation analysis provides a better measure of the test effectiveness compared to more traditional coverage criteria [12] (e.g., branch coverage).
For the mutation analysis, we used PIT 3 , which is a stateof-the-art mutation testing tool for Java code, to mutate the callee classes. PIT has been used in literature to assess the effectiveness of test case generation tools [56] , [64] , and it has also been applied in industry 4 . In our study, we used PIT v. 1.4.9 with the all mutation operators activated.
To answer RQ2, we compute the mutation scores achieved by the test suite generated with CLING (T CLING ) for the callee class in each target class pair. Then, we compare it with the mutation scores achieved by the unit-level test suites produced by EVOSUITE when executed against the caller (T R ) and the callee classes (T E ) of the target pair. We choose EVOSUITE as the state-of-the-art unit test generation tool because it won the last editions of the unit testing tool competition [67] , [68] .
For each class pair targeted with CLING, we ran EVO-SUITE on both the caller and the callee separately. This results in having two unit-level test suites, one for the caller (T R ), and one for the callee (T E ). To answer RQ2, 2 . The link will be provided in the next version. 3. http://pitest.org 4. http://pitest.org/sky experience/ we analyzed the orthogonality of the sets of mutants in the callee that were strongly killed by the integration-level tests (T CLING ), and those killed by the two unit-level tests (T R and T E ) individually. In other words, we look at whether T CLING allows to kill mutants that are not killed at unit level (strong mutation). To allow a fair comparison, EVO-SUITE was run for five minutes (the same search budget used for CLING) on each caller/callee class. Furthermore, EVOSUITE was configured to use the branch coverage criterion, using DynaMOSA as the search algorithm. To address the random nature of DynaMOSA, EVOSUITE was launched 20 times on each class.
For RQ3, we collected and analyzed the exceptions triggered by both integration and unit-level test suites. In particular, we extracted unexpected exceptions, i.e., exceptions that are triggered by the test suites but that are not handled by the SUT (caller and callee) causing application crashes. Unhandled exceptions are not declared in the signature of the caller and callee methods, not caught with try-catch blocks, throws clauses, and not documented in the Javadoc. To answer RQ3, we then manually analyze those unexpected exceptions that are triggered by the integration-level test cases (i.e., by CLING), but not by the unit-level tests.
Flaky tests. The test suites generated by CLING and EVOSUITE may contain flaky tests, i.e., test cases that exhibit intermittent failures if executed with the same configuration. To detect and remove flaky tests, we ran each generated test suite five times. Then, we removed those tests that fail in at least one of the independent runs. Therefore, the test suites used to answer our three research questions likely do not contain flaky tests.
Infrastructure
We used a cluster (with 20 CPU-cores, 384 GB memory, and 482 GB hard drive) for our evaluation. We executed CLING and EVOSUITE (against caller and callee class) on each of the 140 detected subjects. To address the random nature of the evaluated search approaches, we repeated each execution 20 times. In total, we performed 8,400 independent executions.
EVALUATION RESULTS
This section presents the results of the evaluation and answers the research questions. Due to space constraints, we report our results at the project level and provide examples at the class level. Full results are available in our replication package. 5 Figure 4 presents the coupled branch coverage of the T Cling test suites. On average (the diamons in Figure 4 ), the test suites generated by CLING achieve a coupled branch coverage of 50.10% for all the projects. The most covered couples are in the time project (CBC = 64.34%), followed by math (CBC = 63.60%) and lang (CBC = 48.23%). The least covered couples are in the closure (CBC = 23.12%) and mockito projects (CBC = 37.07%), which are also the 5. The link will be provided in next version projects with the highest number of coupled branches in Table 1 (10,542 coupled branches on average for all the class pairs in closure and 1,185 coupled branches on average in mockito).
Coupled branches coverage (RQ1)
As reported in Table 1 , CLING did not identify any coupled branches for four pairs of classes (one in mockito and three in time). This is due to the absence of target branches in either the caller or the callee. Those four couples have been excluded from the results presented in Figure 4 .
In total, CLING could generate at least one test suite achieving a coupled branches coverage higher than 50% for 81 out of 140 pairs: 37 for time, 18 for math, 10 for lang, 9 for closure, and 7 for mockito. For 23 callercallee pairs, CLING could not generate a test suite able to cover at least one coupled branch out of 20 executions: 7 for closure, 4 for math, mockito and time, and 2 for lang. Those 23 pairs cannot be explained solely by the complexities of the caller (with a cyclomatic complexity ranging from 8 to 5,034 for those classes) and the callee (with a cyclomatic complexity ranging from 1 to 2,186) or the number of call sites (ranging from 1 to 177) and call for a deeper understanding of the interactions between caller and callee around the call sites. In our future work, we plan to refine the caller-callee pair selection used in our evaluation protocol (for which we looked at the global complexity of the classes) to investigate the local complexity of the classes around the call sites.
Summary
For 81 out of 140 (58%) of the pairs, CLING can generate test suites achieving a coupled branches coverage above 50%. For 23 pairs out of 140 (16.4%) no coupled branch pairs were covered by the generated tests. For the remaining 36 pairs (25.6%), CLING was able to generate test suites covering coupled branches, but none could achieve a CBC higher than 50%.
Comparison of Mutation Coverage (RQ2)
To understand the impact of CLING on mutation coverage, we first show the overall mutation scores, in Figure 5 . For each of our subject systems, we show the mutation scores when we mutate class E, and apply the test suite T E , T R , and T CLING .
As expected, test suites optimized for overall branch (line) coverage (T E ), achieve a total higher mutation score (50.49% on average), simply because a mutant that is on a line that is never executed cannot be killed. Thus, the yellow Figure 5 . Likewise, the orange (T CLING ) bars are lowest (20.46% on average), since CLING searches for dedicated interaction pairs, but does not try to optimize overall line coverage. Note that for lang it is the "easiest" to kill mutants, and that this is the hardest for the complex closure project. Figure 5 also shows that almost half of the mutants are not killed by unit test suites T E and T R . It is those unkilled mutants that are the target of CLING. Thus, Figure 6 shows increase in the percentage of the total number of mutants strongly killed by T CLING , compared to T E , T R , or their union T E+R . The main findings are: 1) On average, 11.80% of the mutants are killed only by T CLING , compared to T E , the unit test suite optimized for E itself. 2) This differene becomes slightly less, 9.21%, if we use T R , the unit test suite exercising E via the caller class R. This is natural, since both T R and T CLING seek to exercise E via R. 3) The difference with traditional unit testing is 6.81% when we compare CLING with the combined test suites of E and R, exercising E directly as much as possible as well as indirectly via call sites in R.
Note that the success of CLING is related to the level of ParsePosition ps = new ParsePosition(0); 6
Object obj = cf.parseObject("", ps); 7 8
pf.formatToCharacterIterator(obj); 9 } CBC achieved for the subject systems, as shown in Figure 4 when answering RQ1. Higher CBC levels help to exercise a larger amount of different behaviors, which in turn help to kill mutants.
The outliers in Figure 6 are also of interest: Out of the 140 classes, there are 24 for which CLING was able to generate a test suite where more than half of the mutants were killed only by T CLING , compared to T E . Even when compared to T E+R , there were three classes for which this was the case, further emphasizing the complementarity between unit and integration testing. Table 2 presents the status of the mutants that are killed by T CLIN G but not by unit-level test cases. What stands out is that many mutants are in fact covered, but not killed by T E or T R . Here CLING leverages the context of caller, not only to reach a mutant, but also to propagate the (modified) values inside the caller's context, so that the mutants can be eventually killed.
Summary
The test suite generated by CLING for a caller R and callee E, can kill different mutants than unit test suites for E, R or their union, increasing the mutation coverage on average with 11.81%, 9.21%, and 6.81%, respectively, with outliers well above 50%. Our analysis indicates that this is not just due to the fact that different mutants are reached, but also because the mutated outcomes are better propagated in the caller context, causing the mutant to be killed by CLING.
New Bugs Found Using CLING (RQ3)
In our experiments, CLING generated 29 test cases that triggered an unexpected exception in one of the subject systems. These remained undetected by any of the corresponding test cases generated by the 40 executions of EVOSUITE (20 for each caller, and 20 for each callee class, for the pairs tested by CLING). Of the 29 crash-inducing test cases, 21 were found in Closure, four in Time, and another four in Math. For six of the 29 integrations tested, the caller and callee belonged to the same class hierarchy (shared a superclass other than Object).
To get an intuition for the type of problem detected by CLING, consider the test case it generated in Listing 4 and the induced stack trace (for a division by zero) in Listing 3. These are from the Commons Math Fraction class, which can be used to represent fractions like 1/3 or 3/4. There are several ways to format fractions, represented by the FractionFormat class, and its subclass Proper-FractionFormat.
The various classes and methods involved in fractions make assumptions about denominators being zero or not; one class assumed an invariant that the denominator can never be zero. This was indeed ensured by most constructors, but unfortunately not by all. The CLING integration testing approach brought these conflicting assumptions together, triggering the stack trace of Listing 3.
The method pair under test by CLING in this case is FractionFormat.format, ProperFraction-Format.format , which indeed recurs on lines 3 and 2 of the stack trace (Listing 3). The test case obtained by CLING implicitly creates a fraction by parsing an empty string. Under the hood this leads to the creation of a fraction from Double.NaN. Fractions can be created from any double, and the Fraction class then finds the corresponding minimal nominator and denominator (e.g., 3 and 4 for 0.75). For Double.NaN this approximation leads to a denominator that is zero. At the same time, the format method seeks to display the fraction value, and therefore computes the actual division, triggering the failure.
As is typical for integration faults, this problem can be fixed in multiple ways. The most consistent would be to adjust the Fraction(double) constructor, to align it with all other constructors (which raise an exception if the denominator is zero). This then would ensure the invariant that the denominator is never zero, aligning the assumptions of all classes and methods involved.
We are in the process of conducting a root cause analysis for all 29 issues. We have not yet contacted the maintainers of the open source subject systems, but will offer findings (and proposed fixes) at a later stage.
Summary
CLING-based automated testing of caller, callee class pairs exposes actual problems that are not found by unit testing either the caller or callee class individually. These problems relate to conflicting assumptions on the safe use of methods across classes.
DISCUSSION
Test generation cost. One of the challenges in automated class integration testing is detecting the integration points between classes in SUT. The number of code elements (e.g., branches) that are related to the integration points increases with the complexity of the involved classes. Finding and testing a high number of integration code targets increases the time budget that we need for generating integrationlevel testing.
With CBC, the number of coupled branches to exercise is upper bounded to the cartesian product between the branches in the caller R and the callee E. Let B R be the set of branches in R and B E the set of branches in E, the maximum number of coupled branches CB R,E is B R × B E . In practice, the size of CB R,E is much smaller than the upper bound as the targets branches in the caller and callee are subsets of R and E, respectively. Besides, CBC is defined for pairs of classes and not for multiple classes together. This substantially reduces the number of targets we would incur when considering more than two classes at the same time.
Effectiveness. To answer RQ2, we analyzed the set of mutants that are killed by CLING (integration tests) but not by the two unit-test suites generated by EVOSUITE for the caller and callee separately (boxes labeled with C − E − R in Figure 6 ). Note the test suite C was generated by CLING using a search budget of five minutes. Similarly, the unitlevel suites E and R by EVOSUITE were generate with a search budget of five minutes for each class separately. Therefore, the total search budgets for unit test generation (E +R) is 10 minutes. Despite the larger search budget spent on unit testing, there are still mutants and faults detectable only by CLING and in less time.
Note that CLING is not an alternative tool to unit testing tools like EVOSUITE. In fact, integration test suites do not subsume unit-level suites as the two types of suites focus on different aspects of the SUT. Our results (RQ2) confirm that integration and unit testing are complementary. Indeed, some mutants can be killed exclusively by unit-test suites: the overall mutation scores for the unit tests E, and R are larger than the overall mutation scores of CLING. This higher mutation score is expected due to the larger unitlevel branch coverage achieved by the unit tests (coverage is a necessity but not a sufficient condition to kill mutant).
Instead, CLING focuses on a subset of the branches in the units (caller and callee) but exercises the integration between them more extensively. In other words, the search is less broad (few branches) but more in-depth (the same branches are covered multiple times within different pairs of coupled branches). This more in-depth search allows killing mutants that could not be detected by satisfying unit-level criteria. Our results further indicate that it also allows us finding bugs that are not detectable by unit tests.
Applicability. CLING considers pairs of classes and exercises the integration between them. We did not propose any procedure for selecting pairs of classes to give in input to CLING. However, CLING can be applied to any pair of classes in which at least one of the classes calls the other one. Besides, our approach can be further extended by incorporating integration test ordering approaches and selecting the classes to integrate with a given ordering.
In this paper, we consider only the integration call type of integration between classes, although other types of integration exist between classes [14] (i.e., integration through external data). However, our results are very encouraging because they show how integration-level tests based on CBC coverage complement unit-level tests generated with EVOSUITE in terms of test effectiveness. Further research is needed to incorporate other types of integrations in CLING. This is part of our future agenda.
THREATS TO VALIDITY
Internal validity. Our implementation of CLING may contain bugs. We mitigated this threat by reusing standard algorithms implemented in EVOSUITE, a widely used stateof-the-art unit test generation tool. And by unit testing the different extensions (described in Section 4.1) we developed. To take the randomness of the search process into account, we followed the guidelines of the related literature [69] and executed CLING and EVOSUITE 20 times to generate the different test suites (T CLING , T E , and T R ) for the 140 callercallee classes pairs. We described how we parametrized CLING and EVOSUITE in Sections 3.2 and 4.2. We left all other parameters to their default value, suggested by related literature [52] , [70] , [71] .
External validity. We acknowledge that we report our results for only five open-source projects. However, we recall here their diversity and broad adoption by the software engineering community. The identification and categorization of the integration faults done in RQ3 have been performed by the first author and confirmed independently by the last author of the paper. Disagreements were solved by a discussion between the two authors.
Reproducibility. We provide CLING as an open-source publicly available tool as the data and the processing scrips used to present the results of this paper. 6 Including the subjects of our evaluation (inputs) and the produced test cases (outputs).
CONCLUSION AND FUTURE WORK
Previous studies have introduced many automated unit and system-level testing approaches for helping developers to test their software projects. However, there is no approach to automate the process of testing the integration between classes, even though this type of testing is one of the fundamental and labor-intensive tasks in testing. Therefore, in this paper we have introduce a testing criterion for integration testing, called the Coupled Branches Criterion (CBC). Furthermore, we have presented an evolutionary-based class integration testing approach called CLING that uses the CBC criterion to generate these kinds of tests with a low budget.
In our investigation of 140 branch pairs that we collected from 5 open source Java projects, we found that CLING has reached an average CBC score of 50% across all classes, while for some classes we reached 90% coverage. More tangibly, if we consider mutation coverage and compare automatically generated unit tests with automatically generated integration tests using the CLING approach, we find that our approach allows to kill 10% of mutants per class that cannot be killed by unit tests generated with EvoSuite. Finally, we observed 29 crashes of our subject systems, which we could not reproduce using unit test approaches. 6 . The link will be provided in next version
The results indicate a clear potential application perspective, more so because our approach can be integrated into any integration testing practice. Additionally, it can be applied in conjunction with with other automated unit and system-level test generation approach in a complementary way.
From a research perspective, our study shows that CLING is not an alternative for unit testing. However, it can be used for complementing unit testing for reaching higher mutation coverage and capturing additionally crashes which materialize during the integration of classes. These improvements of CLING are achieved by the key idea of using existing usages of classes in calling classes in the test generation process.
Future work. For now, CLING only tests the callcoupling between classes. In our future work, we extend this approach for the other types of coupling between classes (e.g., Parameter coupling, Shared data coupling, and External device coupling). Moreover, this study indicates that despite the effectiveness of CLING in complementing unit tests, lots of objectives (coupled branches) remain uncovered during our search process. Hence, in future studies, we try to find and tackle the challenges in this search process to cover more integration between classes. Also, this study mostly focuses on examining the results of this approach on structural coverage, mutation coverage, and detected faults. In future studies, it would be interesting to create a benchmark dedicated to class integration bugs and evaluate our approach by this benchmark.
