We propose the use of genetic programming (GP)-a genetic algorithm that evolves computer programs-for bridging simulation methods across multiple scales of time and/or length. The effectiveness of genetic programming in multiscale simulation is demonstrated using two illustrative, non-trivial case studies in science and engineering. The first case is multi-timescale materials kinetics modeling, where genetic programming is used to symbolically regress a mapping of all diffusion barriers from only a few calculated ones, thereby avoiding explicit calculation of all the barriers. The GP-regressed barrier function enables use of kinetic Monte Carlo for realistic potentials and simulation of realistic experimental times (seconds). Specifically, a GP regression is applied to vacancy-assisted migration on a surface of a binary alloy and predict the diffusion barriers within 0.1-1% error using 3% (or less) of the barriers. The second case is the development of constitutive relation between macroscopic variables using measured data, where GP is used to evolve both the function form of the constitutive equation as well as the coefficient values. Specifically, GP regression is used for developing a constitutive relation between flow stress and temperature-compensated strain rate based on microstructural characterization for an aluminum alloy AA7055. We not only reproduce a constitutive relation proposed in literature, but also develop a new constitutive equation that fits both low-strain-rate and high-strain-rate data. We hope these disparate example applications exemplify the power of GP for multiscaling at the price, of course, of not knowing physical details at the intermediate scales.
Introduction
In recent years there has been growing interest in developing effective modeling and simulation methods to explain or predict the behavior of many phenomena in science and engineering. Many of these phenomena are inherently multiscale. For example, to simulate realistic nano-layered film growth, we often require systems with sizes in the range of 10-100 nm (simulation cells over one million atoms), and simulation times of about 10-1000 seconds (Jacobsen, Cooper, & Sethna, 1998) . Thus, there is a significant premium on cost-effective modeling techniques that can simulate physical, chemical or biological phenomena across multiple scales in both time and space, even at the price of losing information at intermediate scales. Many powerful methods exist that address modeling at single scales and only recently has attention been paid to develop computational methods that span multiple scales of time and space.
One approach is to apply modeling methods of a single scale and couple them by transferring key information from the finer scale to a coarser scale (Picu, 2003a) . For example, microstructural information from atomistics can be used to regress a constitutive relation between stress and strain that in turn can be used in a finite-element analysis. An important and often daunting task in this multiscaling approach is the development of proper coupling methods. In this paper, we propose symbolic regression via genetic programming (GP)-a genetic algorithm that evolves computer programs-as a robust method for coupling modeling methods from different scales. Unlike traditional regression methods, symbolic regression via GP automatically and adaptively develops both the functional form and the coefficient values based on phenomenological behavior at an underlying scale. For example, rather than assuming, say, a Fourier basis (which may prejudice the outcome) and regressing the Fourier coefficients, we allow both function and coefficients to evolve and search for a more optimal function.
We believe that genetic programming based symbolic regression holds promise in various multiscaling areas, for example, modeling multi-timescale kinetics, obtaining constitutive rules and finding chemical reaction pathways. Also, as we exemplify with case studies, standard basisset regression are generally not competitive to GP for fixed accuracy due to the difficulty in choosing appropriate basis functions. To demonstrate our methodology's effectiveness, we discuss the application GP to multi-timescale modeling of vacancy-assisted migration on (100) surface of phase-separating Cu x Co 1−x , where local chemical environment around a vacancy result in numerous barriers needed for simulations, and to derive a constitutive relation between flow stress and temperature-compensated strain rate for aluminum alloy AA7055. This paper is organized as follows. A brief introduction of the mechanisms and workings of genetic programming is presented in the following section. The potential of applying GP for multiscale simulation in science and engineering is discussed in section 3. The effectiveness of symbolic regression via genetic programming in multiscaling is demonstrated with the help of two illustrative, but non-trivial examples from two major areas in section 4: (1) Evolving a constitutive relation between flow stress and temperature-compensated strain rate for an aluminum alloy, and (2) Multi-Timescale materials kinetics simulation. Finally, we provide summary, conclusions, and possible future directions of the work.
Genetic Programming
Genetic programming (Koza, 1989; Koza, 1992; Koza, 1994; Koza et al., 1999; Koza et al., 2003) is a genetic algorithm (Holland, 1975; Goldberg, 1989; Goldberg, 2002 ) that evolves computer programs via the mechanisms of genetics and natural selection. Over the last two decades, GP has been successfully used to solve problems in a wide range of areas from novel analog circuit design to quantum computing that has resulted in several reinventions of patented inventions and some patentable new inventions (Koza et al., 2003) . A typical GP consists of the following components:
Representation: Unlike traditional search methods, genetic algorithms encode the decision variables of a problem into an artificial chromosome, e.g., in a binary representation, a solution (chromosome) could be (0101110111) in a 2 10 solution space. In GP a chromosome is a candidate computer program, which is usually represented by a tree (Koza, 1992) , see Figure 1 . However, it should be noted that other representations such as linear codes (Banzhaf et al., 1998) , grammar-based codes (Ryan, Collins, & O'Neill, 1998; Ratle & Sebag, 2001) , and domain-specific representations (Koza et al., 2003; Babovic & Keijzer, 2000) have also been used.
In tree representations, the internal nodes of a tree are composed of elements from a set of primitive functions and the leaf nodes consist of elements from a set of terminals as shown in the example of Figure 1 . Both the primitive functions and the terminals are user specified. The primitive functions can be arithmetic functions (e.g., "+", "-", "*", "/"), logical expressions (e.g., "if-then-else", "and", "or", "not"), boolean functions (e.g., "AND", "OR", "XOR", "NOT"), loops (e.g., "while", "for"), and other program constructs, including user-specified subroutines, or domain-specific functions. The terminals usually consists of independent variables of a problem, constants, and ephemeral random constants (Koza, 1992) . We note here briefly that choosing appropriate primitive functions and terminals is one of the key factors influencing GP performance. In some cases, the choice of the primitive functions can be straightforward and might consist of arithmetic functions, and a branching operator (Koza, 1992) . In other cases, the primitive functions might include specialized functions from the problem domain. For example, for thermal processes such as various creep mechanisms, a specialized function such as Q/(k B T ) can be beneficial. Similarly, for thermal activation process, such as vacancy-assisted climb (which is one of the creep-recovery mechanisms), using exp[−Q/(k B T )] as a primitive function might be beneficial in obtaining an optimal solution. Koza (1992) suggests selecting primitive functions that are capable of expressing the solution to the problem, and calls this the sufficiency property. Kinnear (1996b) suggests using "the most powerful and useful seeming functions from the problem domain that you can think of". It should be noted, however, that if one uses advanced GP features like automatically defined functions and architecture altering operations, then missing, but necessary primitive functions, can be automatically co-evolved (Koza et al., 1999) .
Notion of Fitness:
To evolve computer programs and to implement natural selection, we need a measure for distinguishing good solutions from bad solutions. This can involve the usual elaborate computer simulation or mathematical model that helps determine what good is (the standard notion of an objective function), or it can be as simple as having a human intuitively choose better solutions over worse ones (what we might call a subjective function). It can even be an ecologylike process where different digital species co-evolve through an intricate mix of competition and cooperation. However it is done, something must determine a solution's relative fitness to purpose (or context), and whatever that is will be used by the genetic program to guide the evolution of future generations. For example, in symbolic regression for fitting some data, the fitness function could be the sum-squared error between the predicted and calculated values. Or, for a traveling salesman problem, perhaps minimum travel distance is most appropriate.
Notion of Population: Unlike traditional search methods genetic algorithms and programming rely on a population of candidate solutions. The population size, which is a user-specified parameter, is one of the important factors affecting the scalability and performance of genetic algorithms. For example, small population sizes might lead to premature convergence and yield substandard solutions. On the other hand, large population sizes lead to unnecessary expenditure of valuable computational time. While population sizing in genetic algorithms has been analytically studied (Goldberg et al., 1992; Harik et al., 1999) , population-sizing models for GP are still in the early developmental stages (Sastry, O'Reilly, & Goldberg, 2003) .
Once the problem is encoded in a chromosomal manner and a fitness measure for discriminating good solutions from bad ones has been chosen, we can start to evolve solutions to the search problem using the following steps: 
Subtree Crossover
Figure 1: Illustration of tree representation, subtree crossover, subtree mutation, and point mutation used in GP.
1. Initialization: The initial population of candidate solutions is usually generated randomly across the search space. However, domain-specific knowledge and other information can be easily incorporated in the generation of initial population. A common initialization scheme used in GP is the ramped half-and-half method (Koza, 1992) , where trees of different sizes (between user-specified minimum and maximum tree sizes) and shapes are initialized using the grow and full methods in equal proportion. In a grow method, a tree of arbitrary size is generated by selecting terminals or primitive functions with equal probability. In a full method a tree of specified size is generated by selecting only primitive functions for the nodes till the tree size approaches a specified size after which only terminals are selected.
Evaluation:
Once the population is initialized or a offspring population is created, the fitness values of the candidate solutions are evaluated.
3. Selection: Allocates more copies to solutions with better fitness values and thus imposes the survival-of-the-fittest mechanism on the candidate solutions. The main idea of selection is to prefer better solutions to worse ones, and many selection procedures have been proposed to accomplish this idea, including roulette-wheel selection, stochastic universal selection, ranking selection and tournament selection. One of the population selection procedures is an s-wise tournament selection (Goldberg, Korb, & Deb, 1989 ), where "s" candidate solutions are randomly chosen and pitted against each other in a tournament. A solution with the best fitness wins. We note, however, that to have a sufficiently robust gene pool one must maintain some viable, but not necessarily high-fitness solutions.
4. Recombination: Combines bits and pieces of two or more parental solutions to create new, possibly better solutions (i.e., offspring). There are many ways of accomplishing this, and achieving competent performance does depend on getting the recombination mechanism designed properly; but the primary idea to keep in mind is that the offspring under recombination will not be identical to any particular parent and will instead combine parental traits in a novel manner (Goldberg, 2002) . Competent recombination operators that automatically identify the important traits of parental solutions and effectively exchange have been developed for genetic algorithms (Goldberg, Korb, & Deb, 1989; Goldberg, 2002; Pelikan & Goldberg, 2001; Pelikan, 2002) , and recently for genetic programming .
Typically, in a GP a subtree-crossover method is used (Koza, 1992) . In subtree crossover, a crossover point for each solution is randomly chosen and subtrees below this crossover are swapped to create two new solutions (see Fig. 1 ).
5. Mutation: While recombination operates on two or more parental chromosomes, mutation locally but randomly modifies a solution. Again, there are many variations of mutation, but usually involves one or more changes are made to an individual's trait or traits. By itself mutation represents a "random walk" in the neighborhood of a particular solution (Goldberg, 2002) .
In GP, usually two mutation techniques are used, see Fig. 1 : Subtree mutation, where a subtree is randomly replaced with another randomly created subtree, and point mutation where a node is randomly modified.
6. Replacement: The offspring population created by selection, recombination, and mutation replaces the original parental population. Many replacement techniques such as elitist replacement, generation-wise replacement and steady-state replacement methods are used in GP.
7. Repeat steps 2-6 till one or more convergence criteria are met.
Advanced Genetic Programming Features
The scalability and applicability of GP can be significantly enhanced with the help of one or more of the advanced features (Koza et al., 1999; Koza et al., 2003) , two of which are outlined in the following:
Constrained Syntactic Structures: In simple GP, the search space-or, the possible set of valid combinations of functions and terminals-is usually unconstrained. However, when solving complex problems, it might be advantageous, or even necessary, to search among a restricted program space. Usually, grammar-based representations such as strong typing are used to restrict the space of valid syntactic structures (Montana, 1995; Haynes et al., 1996; Koza et al., 2003) . One such restriction (or constraint) that is useful for symbolic regression is imposing the requirement that the GP operators create (or promote) only dimensionally-correct functions (or programs) (Babovic & Keijzer, 2000; Ratle & Sebag, 2001) . For example, when evolving a model for predicting activation energies, we need to search among only those relations whose dimensions are consistent with energy units. By restricting the GP to evolve only dimensionally-correct programs, the search space can be significantly reduced and the evolutionary process can be accelerated.
Automatically Defined Functions (ADFs): Sometimes it is difficult or even impossible to have prior knowledge of all the important primitive functions that are useful for solving the problem at hand. Even when appropriate primitive functions are used, the solution might contain repeated use of certain highly favorable combinations of functions and terminals. For example, when modeling activation energies from atomistic simulations, a relation representing the attractive and repulsive forces between atom pairs, such as (r/σ) n − (r/σ) m , might be repeatedly used. In such cases, GP can automatically evolve highly favorable combinations of functions and terminals and encapsulate them into reusable subroutines (Koza, 1994) . These automatically defined functions eliminate the need to "reinvent the wheel" and efficiently utilizes the modularities, symmetries, regularities, and hierarchy of the problem (Koza et al., 2003) . Moreover, the use of ADFs decreases the possibility of disrupting the important sub-programs via the genetic operators such as recombination and mutation. In GP, an ADF is evolved from a population of candidate ADFs in parallel to the main program. That is, every individual comprises of multiple trees, one representing the main program and the others representing the ADFs as shown in Figure 2 . The main program invokes the ADFs as a primitive function with predefined number of arguments. For example, in figure 2, the ADF takes a single arguments. Other program features such as iterations, loops, recursions, stores can also be automatically defined along the lines of an ADF and further details are available elsewhere (Koza, 1994; Angeline, 1996; Kinnear, 1996a; Rosca & Ballard, 1996) . Furthermore, the structure, content, and the subroutine topologies can also be evolved with the help of architecture altering operations such as addition, deletion, and duplication of subroutines and arguments (Koza et al., 1999) .
GP-Regression for Multiscaling in Science and Engineering
Although there has been a rise in interest in multiscaling as of late (Grujicic, Cao, & Joseph, 2003; Picu, 2003b; Fish & Schwab, 2003; Mukherjee, Fedder, Ramaswamy, & White, 2000; Chen, 1999;  Voter, 1997; Voter, 1998; Voter, Montalenti, & Germann, 2002; Jacobsen, Cooper, & Sethna, 1998; Diaz De La Rubia et al., 1998; Henkelman & Jónsson, 1999; Sørensen & Voter, 2000; Cai, Kalos, de Koning, & Bulatov, 2002; Steiner & Genilloud, 1998; Barkema & Mousseau, 1996; Barkema & Mousseau, 2001) , the very notion of multiscaling has been an important part of mathematical physics for some time. Perhaps the most commonplace examples are drawn from the physics of solids, liquids, and gases, where assumptions are made about the molecular behavior of matter and statistical mechanics enables us to derive constitutive relationships that enable us to treat the mechanics of solids, liquids, and gases in a continuum. These cases are, of course, somewhat special, depending on the microscopic homogeneity of the molecular level. As engineers and scientists want to understand less regular low-level phenomena, multiscale speed-up depends on our ability to derive custom-made constitutive relationships for the special case at hand. No longer can we reliably rely on specialized mathematical tools to bridge the gap, and the two modeling levels being bridged may not be assumed to exist in mathematical closed from. Instead, we must find ways to automatically (1) sparsely sample low-level models, and (2) derive accurate custom-made constitutive relationships for a higher level using a uniform, competent computational procedure.
We propose symbolic regression via genetic programming as one such effective tool for bridging modeling methods working on different scales. That is, we propose the use of GP to evolve automatically (reduced-order) models between macroscopic variables based on microscopic data (see Figure 3) 1 . Unlike traditional regression methods, GP does not require the knowledge of the functional form of the coupling relation. In fact, GP searches for both the functional form (via appropriate choice of primitive functions, terminals, and program-tree structure) and regresses the coefficients in parallel to best fit the data. That is, GP evolves important basis functions for regression via appropriate hierarchical combination of primitive functions, and also optimizes the coefficient values simultaneously.
However, similar to other regression methods, the symbolic regression via GP yields a function that "fits" the data and usually does not reveal the underlying physics. Yet the flexibility of genetic programming makes it readily amenable to the incorporation of problem-specific knowledge through the choice of primitive functions, terminals, and via custom design of representation, recombination, and mutation operators. Moreover, the GP can be developed such that only functions are gener-ated that manifestly satisfy dimensional/unit requirements. Other multiscale methods can also be readily and efficiently hybridized with GP as in the case of genetic algorithms (Sinha & Goldberg, 2003) . Furthermore, genetic programming is inherently parallel making it readily amenable to a variety of parallelization techniques (Cantú-Paz, 2000) , which is a significant advantage over other regression/optimization methods.
GP-Regression Example Multiscaling Applications
We now exemplify the utility and effectiveness of the GP-approach in multiscale simulations by applying the methodology to two current areas of interest. These examples constitute a fundamental science problem in multi-timescale material kinetics modeling, and an engineering problem in development of constitutive relation between flow stress and strain rate. We also demonstrate that standard basis-set regression are generally not competitive to GP for fixed accuracy due to the difficulty in choosing appropriate basis functions.
Evolving Constitutive Relations
We demonstrate the capabilities of genetic programming is in evolving constitutive relations based on macroscale data arising from microscale effects. One of the ways to transfer information from microscopic analysis onto macroscopic analysis is via constitutive relations. A methodology for automatically discovering not only the important variables, but also the functional form of constitutive relations between them can be very effective. Such reduced-order constitutive relations can them be used in macroscopic analysis via finite-element or finite-difference methods.
Here, we wish to emphasize the effectiveness of GP for this application. Hence, we use measured data (Padilla et al., 2003) and evolve a constitutive relation between flow stress and and temperature-compensated strain rate for an aluminum alloy AA7055. Specifically, the constitutive relation is required for the simulation of hot rolling process, which is one of the important thermomechanical process involved in the treatment of aluminum alloys (Beaudoin & Cassada, 1998) . The effect of temperature, stress and strain rate on the final product properties and their anisotropy are required to understand the hot rolling process. Furthermore, the material properties are also affected by changes in precipitate distributions, grain structure and texture (Deshpande, 1998) . Microstructural characterization can be used to describe the microstructural development with temperature and the evolution of deformation structures. Moreover, high-temperature compression tests can be performed to high strains to collect data that can correlate material properties with microstructural damage characterization (Padilla et al., 2003) .
The objective is to find a constitutive relation between the stress and strain rate to model their correlation based on microstructural characterization. Padilla et al. (2003) conducted such high temperature compression tests on AA7055 at temperatures ranging from 340 • C-520 • C at two different strain rates of 1 s −1 and 10 −3 s −1 . A detailed experimental procedure used in obtaining the stress-strain rate data is given elsewhere (Padilla et al., 2003) . Assuming the power-law relation between stress and strain rate, they obtained the coefficients that best fit the data to give the following constitutive relation:˙
where˙ is the strain rate, σ is the stress, µ is viscosity, Q d ( = 125 kJ/mol) is the activation energy for diffusion of zinc in aluminum, R is universal gas constant, T is the temperature, and A o is an Arrhenius exponent. We demonstrate the effectiveness of GP in automatically discovering constitutive relations without any problem-specific knowledge (other than the choice of primitive functions and terminals) by applying GP to evolve the stress-strain rate relationship for AA7055. Here we use the function set F = {+, −, * , /,^, exp, sin} and the terminal set T = {˙ , T, exp[1/(RT )], R}. Here R is a random number generator and in genetic programming parlance called ephemeral random constant (Koza, 1992) . We use both T as well as exp[1/(RT )] as possible temperature-related variable to see if GP can automatically decide between the more likely useful primitive function exp[1/(RT )] over the less likely T . The output of the candidate program is the ratio of stress and viscosity, i.e., σ/µ.
The fitness of a solution is computed as the absolute error between the predicted and experimental data for σ/µ:
where M is the number of experimental data points. This fitness function is one of the obvious choices for data-fitting problems. Here we note that experimental uncertainties can be incorporated into the fitness function in a straightforward manner. For example, a Gaussian noise (or other models of the uncertainty) can be added to the fitness function, which would prevent the GP from over-fitting to the data. Alternatively, if any of GP-regressed data is within the error-bar of its corresponding measured data, we can set the error to zero. First, we start by obtaining constitutive relation between stress-strain rate using only lowstrain-rate data. That is, we only used experimental data obtained for strain rate of 10 −3 s −1 . This was because the power-law relation described by Padilla et al. (2003) was fit only to the low-strain-rate data. Therefore, we wanted to verify if GP could find a similar relation as that of equation 1. We expect that this linear regression should be trivially reproduced-albeit by a highly non-trivial approach. We find that GP does indeed discover a stress-strain rate relation that is in agreement with the constitutive relation of Padilla, Harnish, Gore, Beaudoin, Dantzig, Robertson, and Weiland (2003) and other power-law relations used to describe creep in metals (Mukherjee, 1975; Kassner & Pérez-Prado, 2000) .
where
We ran 10 independent runs of GP (which took wall time of 13-41 seconds per GP run on a 1.67 GHz AMD Athlon XP workstation with 2 users) and in all 10 runs we obtained very similar relations as above, suggesting that the above expression might be an optimum. Furthermore, GP was able to select the appropriate form for incorporating the effect of temperature in the constitutive relation. The comparison of the constitutive relation developed by GP and that developed by Padilla et al. (2003) (equation 1) to experimental data is shown in Figure 4 . Now, more importantly, we use GP-regression and fit both the low-strain-rate and high-strainrate data and evolved the constitutive relation. We were interested in finding out if GP can identify a single relation to fit both the data sets. Note that the GP does not have any knowledge of the two different sets of data, that is, high-or low-strain rates. As far as GP is concerned, there is no ) between stress and strain rate for accounting variations in microstructural deformation. Only low-strain-rate data is used for the symbolic regression via GP. .
qualitative difference between high-strain-rate and low-strain-rate data. We used the same set of functions and terminals as in the previous case and obtained the following constitutive relation for the˙
where the denominator g is a complex mathematical expression:
The behavior and functionality of g is explained in the later paragraphs. Equation 4 indicates a competition between the 4 th -order power-law ((σ/µ) 4 ) and 5 th -order power-law ((σ/µ) 5 ) in stress. Such power-law behavior is suggestive of possible competing mechanisms taking place during the microstructural deformation process. Furthermore, three out of ten independent GP runs (which took wall time of 34.4-58.2 seconds per GP run on a 1.67 GHz AMD Athlon XP workstation with 2 users) yield similar constitutive relation as Equation 4. The rest of the seven GP runs gave either a 4 th -order power-law or a 5 th -order power-law equation still highlighting the competition between the two. Notably, a 5 th -order power-law represents creep in metals (Kassner & Pérez-Prado, 2000) . However, it is unclear as to the physical mechanism represented by the 4 th -order power-law. Nonetheless, ) between stress and strain rate for accounting variations in microstructural deformation. Both low-strain-rate and high-strain-rate data are used for the symbolic regression via GP. The arrow indicates a crossover between low-strain-rate and high-strain-rate data.
GP regression appears to have consistently identified a competing set of power-law-mechanisms; one which has clear physical meaning (creep), while the other remains unknown-but, as discussed below, yield cross-over from low-strain-rate to high-strain-rate.
Comparison of the constitutive relation (Equation 4) with experimental data is shown in Figure 5 . The results show that the constitutive relation developed by GP does indeed agree with experimental data. Furthermore, there is a noticeable kink incorporated in Equation 4 at the transition between low-and high-strain-rate data points. This indicates that GP implicitly identified the transition point between high-strain-rate and low-strain-rate data. After some simplification and analysis of the denominator g in Equation 4 , we found that the kink was represented in the denominator. This indicates that GP was able to identify a missing variable and compensate for the missing variable by a step function as shown in Figure 6 . It is important to note that this transition is well established. For example, a hyperbolic function is often used to specify the transition between low-strain-rate and high-strain-rate data (Kassner & Pérez-Prado, 2000) , which approximates a step-function-like behavior in analytic models.
Our results in this section demonstrate the effectiveness of genetic programming in regressing constitutive relation between key macroscopic variables using microscopic information. Such a reduced-order model can be highly effective in multiscaling not only in space coordinates, but also in time coordinate. The constitutive relations developed in this paper can be readily used with finite-element or finite-difference methods along the lines of Padilla et al. (2003) to simulate the hot rolling process used in the treatment of aluminum alloys. However, we stress that while the GP provided a better constitutive law that incorporates strain-rate effects, it does not reveal the underlying physics-in this case a competing creep mechanism and as yet unknown mechanism. The results show that the denominator is a complex way of expressing a simple step function. The step function which was automatically discovered by GP represents the transition between lowstrain-rate and high-strain-rate data points.
Multi-Timescale Material Kinetics Simulation
In the previous section, we demonstrated the use of genetic programming for regressing constitutive relation between macroscopic variables based on data arising out of microscale effects. In this section, we discuss the use of genetic programming in multi-timescale material kinetics modeling. We being with a brief discussion of current simulation methods in the following paragraphs. Molecular dynamics (MD) (Alder & Wainwright, 1959; Alder & Wainwright, 1960; Allen & Tildesley, 1989 ) is extensively used for kinetic modeling of materials. Yet, MD methods are limited to nanoseconds of real time, and hence fail to model directly many processes. Recently several approaches were proposed for multiscaling (Voter, 1997; Voter, 1998; Voter, Montalenti, & Germann, 2002; Jacobsen, Cooper, & Sethna, 1998; Diaz De La Rubia et al., 1998; Henkelman & Jónsson, 1999; Sørensen & Voter, 2000; Cai, Kalos, de Koning, & Bulatov, 2002; Steiner & Genilloud, 1998; Barkema & Mousseau, 1996; Barkema & Mousseau, 2001 ). Methods such as temperature-accelerated dynamics (TAD) (Voter, 1998) provide significant acceleration of MD but they still fall 3-6 orders of magnitude short of real processing times. These methods assume that transition-state theory applies, and concentrate only on infrequent events. An alternative approach to bridge timescales uses kinetic Monte Carlo (KMC) (Binder, 1986; Frenkel & Smit, 1996; Landau & Binder, 2000) combined with MD (Jacobsen, Cooper, & Sethna, 1998) , which relied on an a priori list of events (so-called "table look-up"). A table of possible events is commonly comprised of atomic jumps, but collective motions (or off-lattice jumps) may need to be considered depending on the problem, e.g. see (Sørensen & Voter, 2000) . Tabulating activation energies from a (possibly innumerable) list of events is a serious limitation. For example, multicomponent alloys have an impossibly large set of barriers, due to configurational dependence, making their tabulation impractical, especially from first-principles. An alternative approach is calculating energies "on-the-fly" (Henkelman & Jónsson, 1999; Bocquet, 2002) , but it too has a serious limitation of time restriction (Bocquet, 2002) . For example, encountering infrequent events on-the-fly might take unrealistically long time.
However, alternatively we could generate the look-up table by machine learning the barrier energies and, rather then actually calculating all the barriers, we could calculate only a few and regress a function that accurately reproduces other barriers. The barrier function than is just an in-line function . It should be noted that table look-up KMC requires the knowledge of all the barriers and even then takes O(n log n) time to look-up the barrier, where n is the total number of events. Similarly, "on-the-fly" KMC also requires encountering different barriers during the course of the simulation. On the other hand, if we machine learn the barriers based on few configurations, we can potentially predict barriers for other, yet un-encountered, configurations. Furthermore, the barrier function is just an in-line function call taking only milli-seconds (usually independent of the number of barriers/events). We call such a KMC method augmented with machine-learned barrier function as symbolically-regressed table KMC (sr-KMC).
Symbolically-Regressed Table KMC (sr-KMC)
Therefore, in order to avoid the need or expense of explicit calculation of all activation barriersfrequent or infrequent-and thereby facilitate an effective hybridization of MD and KMC for multiscale dynamics modeling, we utilize genetic programming to symbolically regress the entire PES from a limited set of calculated points on the PES. An accurate GP-regressed PES extends the KMC paradigm to machine learn the "look-up table" for increasing complexity and providing simulation over experimentally relevant time frames, not possible from either table look-up KMC, on-the-fly KMC, or MD simulations.
To demonstrate our effectiveness of srKMC, we apply GP to a non-trivial case of vacancyassisted migration on (100) surface of phase-separating Cu x Co 1−x . Although there are millions of configurations, only the environmental atoms locally around vacancy and migrating atom significantly influence the barrier energies. We refer to these as the active configurations. The results show that GP predicts barriers within 0.1-1% error using calculated barriers of less than 3% of the total active configurations. For alloys, this technique can be combined with a local cluster expansion technique (Van der Ven & Ceder, 2001 ) that reduces the explicit barrier calculations to ∼0.3% of the active configurations. Our initial results hold promise to enable the use of KMC (even with realistic potentials) for increased problem complexity with a scale-up of simulation time over MD.
Here we use the function set F = {+, −, * , /,^, exp, sin} and the terminal set T = { x, R}, where x is a vector representing the active alloy configuration, and R is an ephemeral random constant (Koza, 1992 ). Since we use GP for predicting the barriers, a tree represents a PES-prediction function that takes a configuration and ephemeral constants as inputs and returns the barrier for that configuration as output.
For the fitness measure f , we calculate the barriers
These configurations are used as inputs to the tree and the barriers {∆E pred ( x 1 ) , · · · , ∆E pred ( x M )} are predicted. The fitness is then computed as a weighted average of the absolute error between the predicted and calculated barriers:
with w i = |∆E calc | −1 , which gives preference to accurately predicting lower energy (most significant) events.
In this particular application (surface vacancy-assisted migration) the fitness f maintains agreement with a (perhaps randomly picked) set of calculated diffusion barriers. The weights favor the lowest-energy (more favorable) pathways through the chemical "landscapes" of the diffusion atoms. To demonstrate the effectiveness of genetic programming, we consider the prediction of diffusion barriers for vacancy-assisted migration on (100) surface of phase-separating Cu x Co 1−x . The test system consists of five layers with 100 to 625 atoms in each layer (see Fig. 7 ). The bottom three layers are held fixed to their bulk bond distances, while the top layers are either held fixed (as a test) or fully relaxed via MD. We consider only first and second nearest-neighbor (n.n.) jumps, along with 1 st (as a test) and 2 nd n.n. environmental atoms in the active configuration, as shown in Fig. 7 . Table 1 gives the number of active configurations when 1 st and 2 nd n.n. environments are considered.
For simplicity, we model the atomic interactions with the Morse potential (Girifalco & Weizer, 1959) . To validate interactions, we model vacancy-assisted migration on (100)-surface of Cu and consider only first n.n. jumps. The predicted barrier for n.n. vacancy jumps with fully relaxed lattice in Cu is 0.39 eV, agreeing with 0.42±0.08 (0.47±0.05) from ab initio (EAM) (Boisvert & Lewis, 1997) calculations. However, we emphasize that the underlying atomistic method, and associated potentials, do not impact the GP whatsoever. The GP only requires barrier information from which to learn. They could be measured barriers, calculated barriers-but, realistically, reliable barriers, so that we get quantitative results. We now consider the PES regression via GP for vacancy-assisted migration on (100)-surface of Cu x Co 1−x . The input to the PES regression (i.e., prediction) function, x = {x j } is a binaryencoded vector sequence, where x j = 0 (1) represents a Cu (Co) atom. For simplicity, we begin by considering only seven 1 st n.n. environmental atoms yielding 128 active configurations. About 20 (i.e., 16%) different active configurations are randomly chosen and their barriers are computed using the conjugate-gradient method and are used in the GP fitness function (see Eq. 6). The barriers predicted by GP for the relaxed configurations are compared to the exact values in Fig. 8 . We note that the prediction error for rigid lattice case (0.4±0.04%) is significantly less than that for relaxed lattice case (2.8±0.08%). Due to the weighting used in the fitness function, GP predicts barriers for most significant events more accurately than for less-significant (higher-energy) events.
Figure 8 also compares the barriers predicted by GP to those predicted by a least-squares fit quadratic polynomial, showing clearly its inadequacy for alloys generally. Furthermore, while GP requires only 16%, the quadratic (cubic) polynomial fit needs 27% (78%) of the barriers. In limited cases, such as dilute Fe 1−x Cu x , the barriers can be predicted via a simple polynomial fit (Bouar & To test the scalability of GP with active configuration size, we consider the 2 nd n.n. jumps and 1 st and 2 nd n.n. environmental atoms in the active configuration. As shown in Table 1 , there are a total of 8192 configurations. The energies predicted by GP are compared with direct calculations in Fig. 9 , along with the error. The GP predicts the barriers for most significant events with less than 0.1% error by fitting to energies from only 3% (i.e., 256/8192) of the active configurations. The average relative error is given bȳ
where N cfgs is the number of configurations within the desired energy range. A cubic polynomial fit requires energies for ∼6% of the configurations, predicting the barriers with 2.5% error for the most significant events. The results shown in Figs. 8 and 9 clearly demonstrate the effectiveness of GP in predicting the potential energy surface, with high accuracy and little information. As expected, we find that the GP performance does not depend on the potentials (linear or non-linear) used. For example, the same results are found for the linear potentials of Lennard-Jones, Double-Yukawa, or Morse potentials. Non-linear potentials, such as EAM and first-principle, would also show this because GP does not depend on which method was used to calculate the barriers. Furthermore, even though the function form of the potentials (linear of nonlinear) are significantly different, the resulting barrier heights are usually very similar (as we observed for the case of pure Cu). We also find that the GP performance is independent of the configuration set that is used in calculating the fitness function, the order in which they are used, and the mechanism used to convert the configuration into a vector of inputs. Differences in activation-energy scale on the PES prediction via GP is also negligible. That is, even though the barriers for the 1 st and 2 nd n.n. jumps differ by an order of magnitude, GP predicts the barriers with similar accuracy. Moreover, for more complex, cooperative effects, such as island diffusion via surface dislocations (Hamilton, Daw, & Foiles, 1995) , sr-KMC can be interfaced with pattern-recognition methods 2 . For long-range fields (e.g., elastic fields from coherent interfaces, such as multilayers or precipitates), a description based solely on local configurations may have to be extended, say, with phase field methods.
The potential time enhancements by coupling a GP-regressed PES with KMC, i.e., sr-KMC, are simple to estimate. With event occurrence following a Poisson distribution, the real time in KMC is given by (Binder, 1986; Fichthorn & Weinberg, 1991) 
where N KMC is the number of Monte Carlo steps, U ∈ (0, 1] is a uniform random variable, N cfgs is the number of active configurations, ν o is ≈ 27 × 10 12 Hz for Cu (Boisvert & Lewis, 1997) .
Using sr-KMC we obtain, per time step of KMC relative to MD (assuming an MD time-step of 10 −15 s), 9 orders of magnitude increase in simulated time over MD at 300 K, 4 orders at 650K, and 2.3 orders at 1000 K. From the example given, we showed a direct CPU gain of 100 over table look-up methods. Additionally, each time step of sr-KMC requires only 10 −3 CPU-seconds, as opposed to MD or on-the-fly KMC which require seconds (empirical potentials) to hours (quantum methods).
To summarize, potential energy surface prediction using symbolic regression via genetic programming (GP) holds promise as an efficient tool for multi-scaling in dynamics. The GP approach avoids the need or expense of calculating the entire potential-energy surface, is highly accurate, and leads to significant scale-up in simulation time and a reduction in CPU time over molecular dynamics. We have shown on a non-trivial example of vacancy-assisted migration on a surface of Cu x Co 1−x that GP predicts all barriers with 0.1-1% error from calculations for only 3% of active configurations, allowing seconds of simulation time. For alloy problems, the number of direct barrier calculations can further be reduced by over an order of magnitude by hybridizing GP with cluster expansion methods (Van der Ven & Ceder, 2001) .
Summary and Conclusions
In this paper we proposed symbolic regression via genetic programming (GP) as a robust method for bridging simulation methods across multiple scales. Unlike traditional regression methods, symbolic regression via GP adaptively evolves both the functional relation as well as regression constants for transferring key information based on modeling at an underlying scale to a higher scale. We demonstrated the applicability of GP in multiscale simulation with the help of two non-trivial examples from science (vacancy-assisted surface migration in alloys-multi-timescaling) and engineering (deriving a constitutive relation between flow stress and temperature-compensated strain rate for aluminum alloy AA7055-multi-spatial scaling).
In the multi-timescaling example, GP-based symbolic regression is used predict the diffusion barriers from only a few calculated points, thereby avoiding explicit calculation of the entire PES. The GP-based regression predicts the barriers within 0.1-1% error using 3% (or less) of the barrier calculations and thereby enables use of kinetic Monte Carlo for increased realistic time scales and real systems.
In the latter example, we sought the development of constitutive equation between flow-stress and temperature compensated strain-rate based on microstructural characterization for an aluminum alloy. In other words, GP was used to automatically identify the relationship between macroscopic variables based on microscopic effects. The GP-based approach not only reproduced a constitutive relation proposed in literature for low-strain-rate data, but also developed a new constitutive equation that fit both low-strain-rate and high-strain-rate data, identifying a crossover between the two. It remains to be seen whether it in fact describes additional strain-rates to which it was not fit.
We believe that genetic programming based symbolic regression holds promise in various multiscaling areas, including finding chemical reaction pathways, which we are currently investigating. The present results indicate that GP-based symbolic regression is an effective and promising tool for multiscale. Moreover, the flexibility of GP makes it readily amenable to hybridization with other multiscaling methods leading to enhanced scalability and applicability to more complex problems.
