ABSTRACT. We define Hardy spaces H p (D ′ β ) on the non-smooth worm domain D ′ β = {(z 1 ,z 2 ) ∈ C 2 : |Im z 1 − log |z 2 | 2 | < 
INTRODUCTION AND MAIN RESULTS
Given a domain Ω ⊆ C n , it is a classical problem to study the Hardy spaces of holomorphic functions and the Szegő projection operator associated to this domain. If ρ is a defining function for Ω, i.e. Ω = {z ∈ C n : ρ(z) < 0}, a standard way to define the Hardy spaces H p (Ω), p ∈ (1, ∞), is to consider a family of approximating subdomains Ω ε = {z ∈ C n : ρ(z) < −ε} together with the growth condition Every function F in H p (Ω) admits a boundary value function F and the linear space of these boundary value functions defines a closed subspace of L p (bΩ) which we denote by H p (bΩ). In the special case p = 2, the orthogonal projection
is called the Szegő projection operator associated to Ω. We refer to [Ste72] for more details.
The geometry of the domain Ω affects the regularity of S Ω and this problem has been extensively studied in the last 40 years. There is a number of results regarding the regularity of the Szegő projection in Sobolev scale for many classes of domains: strictly pseudoconvex domains [PS77] , smooth bounded complete Reinhardt domains in C n [Boa85, Str86] , domains satisfying Catlin's property [Boa87] , complete Hartogs domains in C 2 [BCS88, BS89] , domains of finite type in C 2 [NRSW89] , domains that admit a defining function that is plurisubharmonic on the boundary [BS91] and convex domains of finite type in C n [MS97] . We refer also to [Che91] and [Chr96b] for some results regarding the behavior of the Szegő projection with respect to the real analyticity of functions.
We also have some results concerning the L p regularity of the Szegő proejction; in [Dia87] the problem is studied for a particular family of weakly pseudoconvex domains, in [MS97] the case of convex domains is threated , while in [LS04] the authors deal with non-smooth, simply connected domains in the plane C. More recently, Lanzani and Stein announced in [LS13] some new results about the L p regularity of the Szegő projection. They still deal with strictly pseudoconvex domains, but assuming only C 2 boundary regularity. We also cite [BL14] where a new definition of the Szegő kernel is suggested.
The smooth worm domain W = W β does not belong to any of the known situations. The domain W was first introduced by Diederich and Fornaess in [DF77] as a counterexample to certain classical conjectures about the geometry of pseudoconvex domains. For β > π 2 , the worm domain is defined by
(1.1)
where η is a smooth, even, convex, non-negative function on the real line, chosen so that η −1 (0) = [−β + π 2 , β − π 2 ] and so that W is bounded, smooth and pseudoconvex. We refer to [KP08a] for a history of the study of the worm domain.
Diederich and Fornaess introduced this domain to provide an example of a smooth, bounded and pseudoconvex domain whose closure does not have a Stein neighbourhood basis. Nearly 15 years after its introduction, the interest in the worm domain has been renewed since it turned out to be a counterexample to other important conjectures. Starting from ground-breaking works of Kiselman [Kis91] and Barrett [Bar92] , Christ [Chr96a] finally proved that the Bergman projection P W of the worm domain, i.e. the orthogonal projection of L 2 (W ) onto the closed subspace of holomorphic functions, does not map C ∞ (W ) to C ∞ (W ). Therefore, the worm domain is a smooth bounded pseudoconvex domain which does not satisfy the so-called Condition R. This conditions is closely related to the boundary regularity of biholomorphic mappings as it has been shown in works of Bell [Bel81] and Bell and Ligocka [BL80] . Due to the results of Christ's, the Bergman projection of the worm domain has been extensively studied by many authors. We cite the recent papers [KP07, KP08a, KP08b, BŞ 12, BEP14, KPS14] and the references therein. We remark that the Szegő projection can be considered a boundary analogue of the Bergman projection. Moreover, the regularity of the Szegő projection, at least in a certain setting, has been proved in [HPR15] to be closely linked to the regularity of the complex Green operator in analogy with the Bergman projection and the ∂-Neumann operator.
Due to the lack of general results concerning the regularity of the Szegő projection of smooth bounded weakly pseudoconvex domains and the peculiar behavior of P W , the study of the regularity of S W is an interesting starting point for research in this direction. The work presented here would like to be a first step for this investigation. In analogy with the Bergman case [Bar92, KP08b] , we start studying a non-smooth model of the domain W , namely,
The domain D ′ β is rotationally invariant in the z 2 variable and it can represented in the plane (Im z 1 , log |z 2 |) as in Figure 1 .
can be identified with a strip centered in log |z 2 | 2 and width equals to π. All these characteristics will be reflected in our results. The rotationally invariance in the z 2 -variable will allow us to use the theory of Fourier series, while the "strip-like" geometry in the z 1 -variable will make the results for the Hardy spaces on a strip available. In order to define Hardy spaces on D ′ β we need to establish a H p -type growth condition for holomorphic functions on D ′ β . Due to the geometry of D ′ β , instead of considering a growth condition on copies of the topological boundary bD ′ β , we decided to consider a growth condition on copies of the distinguished boundary ∂D ′ β . This seems to be a natural choice in comparison with similar setting such as the polydisc. In detail, the distinguished boundary ∂D ′ β is the set
where
For every p ∈ (1, ∞), we define the Hardy spaces H p (D ′ β ) as the functional space
We emphasize that the domain D ′ β is not a product domain, while, on the other hand, every component E ℓ of the distinguished boundary is and it can be identified with R × T.
The main results we obtain describe the good behavior of the Szegő projection associated to D ′ β in term of Sobolev and L p norms. Before we can state the theorems, we need a remark. As we already mentioned, the distinguished boundary ∂D ′ β has 4 different components, thus when considering a function ϕ : ∂D ′ β → C we actually mean a vector ϕ = (ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 ) where each function ϕ ℓ is considered as defined on the component E ℓ , ℓ = 1, . . . , 4 of the distinguished boundary. Recall again that each E ℓ can be identified with R × T.
Notation. Given a function ψ in C ∞ 0 (R × T), we denote with F R ψ(ξ,ĵ) the Fourier transform of F in the first variable and the jth Fourier coefficient in the second, i.e.
The space H 2 (D ′ β ) turns out to be a reproducing kernel Hilbert space (see, for instance, [Aro50] ) and its reproducing kernel K D ′ β induces a Hilbert space orthogonal projection, the so-called Szegő projection,
where 
Besides these theorems, we carefully study the spaces H p (D ′ β ) proving a series of results such as a Fatou type theorem (i,e, pointwise convergence to the boundary values), a Paley-Wiener type theorem for the space H 2 (D ′ β) and a nice decomposition for the spaces H p (D ′ β ). The paper is organized in the following way. In section 2 we recall some results concerning the Hardy spaces on a symmetric strip. The boundedness results of the singular integrals which arise in this context are consequence of the standard theory of Calderón-Zygmund convolution operators, but, to the best of the author's knowledge, they do not appear explicitly in the literature. Therefore, we give some hints for the proofs since we perform some computations which will be used in the sections that follow. In section 3 we study in detail the Hilbert space H 2 (D ′ β ). In Section 4 we study the spaces H p (D ′ β ) and we prove Theorem 1.1 and Theorem 1.2. Unless specified, we will use standard and self-explanatory notation. We will denote by C, possibly with subscripts, a constant that may change from place to place. This paper is part of the author's doctoral dissertation, written under the supervision of Prof. Marco M. Peloso at Università degli Studi di Milano. The author extends his gratitude to Professor Peloso.
HARDY SPACES FOR A SYMMETRIC STRIP
In the Introduction we mentioned that the non-smooth worm domain D ′ β can be sliced in strips. This feature of D ′ β will be fundamental in the development of the Hardy spaces H p (D ′ β ) since it will allow us to use the theory of Hardy spaces on a strip. Hence, we recall here some results concerning the H p (S β ) spaces where S β is the symmetric strip
The results contained in this section are well-known. The boundedness results of the singular integrals which arise in this context are consequence of the standard theory of Calderón-Zygmund convolution operators. Some of these results are contained in [BK07] and [Sed75] , nevertheless, for the reader's convenience, we include here some details.
For full details, we refer also to [Mon] .
For every p ∈ (1, ∞), the Hardy space for the strip S β is the functional space
By Mean Value Theorem, it is immediate to prove that
where K is a compact subset of S β . Now, we recall the well-known Paley-Wiener Theorem for a strip, which relates the growth of a holomorphic function in a strip with the growth of the Fourier transform of its restriction to the real line. We refer to [PW87] for the proof. 
Moreover, the following relationship holds
Since ∂S β has two boundary components and each of these components can be identified with the real line, the
We use the notation ϕ ± since we think of ϕ + as a function defined on the upper boundary of the strip S β and of ϕ − as a function defined on the lower boundary.
The Paley-Wiener Theorem guarantees that the function
is well-defined for κ ∈ {+, −}, therefore we can endow H 2 (S β ) with the inner product
The space H 2 (S β ) is a reproducing kernel Hilbert spaces with respect to this inner product. Hence, from (2.2) and the Paley-Wiener Theorem, we obtain the following result. 
where the limit holds in L 2 (R) and for almost every x in R.
The integration against the kernel K S β induces an operator which can be continuously extended to L p (∂S β ) for every
Then, the operator ϕ → Sϕ extends to a bounded linear operator S :
Proof. For future reference, we observe that for a function
The L p boundedness of the operator S easily follows from Mihlin's multipliers theorem (see e.g. [Gra08, Chapter
5]).
More can be proved; namely, given
Consider now the operator ϕ → Sϕ and define
Then, the following theorem holds.
Theorem 2.4. The operator S extends to a bounded linear operator
where the limits are in L p (R) and pointwise almost everywhere in R.
Proof. The boundedness of the operator S is immediately obtained by means of Mihlin's multipliers theorem.
About the limits, we do not include the details of the proof in full generality, but we give the general idea of the proof in a simplified situation. Namely, we prove the theorem for a function ϕ = (ϕ + , 0) in L p (S β ) meaning that ϕ − ≡ 0. Instead of computing the limit for y → β − , we compute the equivalent limit lim
Thus, we can study the kernels K ε and K ε separately. It is not hard to prove that the family of functions { K ε 2 } is a summability kernel, while the operator associated to the kernel K ε can be studied comparing it to the singular integral operator T defined on Schwartz functions by
dy.
The conclusion follows now by the classical theory of Calderón-Zygmund singular integral operators.
Remark 2.5. We conclude this section with a remark concerning the continuity of functions in H p (S β ).
, that is Sϕ is continuous up to the boundary of S β . This fact easily follows by dominated convergence from (2.4).
HARDY SPACES ON
In this section we study in detail the Hardy space H 2 (D ′ β ) according to this plan:
) as direct sum of subspaces H 2 j using the rotational invariance in the second variable and the theory of Fourier series (Proposition 3.3 ) ; − using such a decomposition we show that each
as an L 2 inner product on the distinguished boundary (Proposition 3.8) obtaining that the decomposition of H 2 (D ′ β ) is an orthogonal decomposition; − we define the Szegő projection operator and we formulate a Paley-Wiener Theorem for the domain D ′ β (Theorem 3.14); − we prove the Sobolev regularity of the Szegő projection (Theorem 1.2).
We start proving a results which is actually true for every p ∈ (1, ∞). Using only the definition of
We define a family of functions
HARDY SPACES AND THE SZEGŐ PROJECTION OF THE NON-SMOOTH WORM DOMAIN
The following proposition is elementary. ∞) . Then, the following facts hold:
We now focus on the space H 2 (D ′ β ); we prove that H 2 (D ′ β ) admits a nice decomposition which allows to describe explicitly its reproducing kernel.
Theorem 3.2. The Hardy space H
2 (D ′ β ) admits an orthogonal decomposition (3.1) H 2 (D ′ β ) = j∈Z H 2 j , where each H 2 j is the subspace of H 2 (D ′ β ) defined as (3.2) H 2 j = {F ∈ H 2 (D ′ β ) : F(z 1 , e iθ z 2 ) = e i jθ F(z 1 , z 2 )}.
Moreover, each subspace H 2 j is isometric to the Hardy space of the strip H 2 (S β ) equipped with a weighted norm depending on j.
The proof of Theorem 3.2 will follow from a series of results that we state and prove separately for the reader's convenience. 
β } for every fixed z 1 , we obtain the following proposition.
where the series converges pointiwise for every (z 1 , z 2 ) ∈ D ′ β and each f j belongs to the Hardy space H 2 (S β ).
Since each function f j belongs to the Hardy space H 2 (S β ), all the results contained in the previous section are available. In particular, we know that the each function f j admits a boundary value function f j in L 2 (∂S β ).
We remark also that the connectedness of the set D ′ β (z 1 ) = {z 2 ∈ C : (z 1 , z 2 ) ∈ D ′ β } for every fixed z 1 has a primary role since it permits to split the variables in each function F j .
By the Paley-Wiener Theorem for the strip, the H 2 (D ′ β ) norm of each function F j in the sum (3.3) is easily computed.
In particular,
Remark 3.5. Notice that, for every j fixed, the quantity
defines a norm on H 2 (S β ) equivalent to the standard one. In conclusion, the previous proposition shows that
. This proves the second part of Theorem 3.2.
Proposition 3.6. Let be F a function in H
where the supremum is taken for
Proof. We already know that F 2
; it trivially follows from the orhogonality of trigonometric monomials. We would like to prove that it is possible to switch the supremum with the sum, i.e.
Since we know from Proposition 3.4 that sup
L 2 F j (t, s), we can conclude using monotone convergence.
Remark 3.7. From Proposition 3.3 and Proposition 3.6 it is easily deduced that the series (3.3) converges not only pointwise, but also in norm. That is,
as N tends to +∞.
Finally, we are able to prove that a function
. Let F t,s be the function defined in Proposition 3.1. Then, we have the following result.
Proof. Theorem 3.6 guarantees that F is well defined. We want to prove that
. By monotone convergence for decreasing sequences, we can switch the sum and the limit obtaining
The conclusion follows.
Thus, we proved that a given function
. Moreover, as expected, the identity
holds.
As in the case of the strip, we identify the inner product in
The decomposition (3.1) is an orthogonal decomposition with respect to this inner product and Theorem 3.2 is finally proved.
The Szegő kernel and projection of
, we investigate the reproducing kernels of the subspaces H 2 j . The particular structure of each H 2 j and Proposition 3.4 allow us to look for the kernels of the spaces H 2 j (S β ).
Proposition 3.9. The reproducing kernel of H
Proof. Given z 2 in S β , by Remark 3.4, we have
where the last equality holds since f belongs to H 2 (S β ). It followŝ
.
Using the inverse Fourier transform we finally obtain
The reproducing kernel of H 2 (D ′ β ) is then given by
Proof. We prove the proposition supposing that (ζ 1 , ζ 2 ) is in E 1 . The general case will follow analogously. In order to estimate the size of k j , suppose for the moment that j < 0. Then,
dξ.
It follows that
Notice that all these estimates do not depend on Re ζ 1 and the term is not singular when Im
Im z 1 + 3β
and it is immediate to see that we get a uniform bound for (z 1 , z 2 ) ∈ K. Analogous computations prove the estimate for the sum over positive j's.
We want to prove now that the integration against the kernel K D ′ β not only reproduces function in H 2 (D ′ β ), but actually produces functions in H 2 (D ′ β ).
Proposition 3.11. Let ϕ be a function in L 2 (∂D ′ β ). Then, the function
Proof. It is sufficient to prove the theorem for a function in L 2 (∂D ′ β ) of the form ϕ = (ϕ 1 , 0, 0, 0). The results for a general function ϕ will follow by linearity. Therefore, by Plancherel's theorem,
The holomorphicity of Sϕ is obtained using Proposition 3.10 and Morera's theorem. It remains to prove that Sϕ satisfies the H 2 growth condition. Thus,
Hence,
By analogous computations we estimate the other three terms of the H 2 growth condition and we conclude by taking
Remark 3.12. We report for completeness the explicit expression of Sϕ given a general initial data ϕ = (
Since Sϕ is a function in H 2 (D ′ β ), we know it admits a boundary value function Sϕ = ((
For the reader's convenience, we adopt the lighter notation ( Sϕ) ℓ := Sϕ ℓ , ℓ = 1, . . . , 4. We obtain an explicit formula for Sϕ 1 ; the formulas for the other components Sϕ ℓ , ℓ = 2, 3, 4, can be easily deduced.
where we set
Using the notation of Proposition 3.1, we have the following convergence result.
Proposition 3.13. Let ϕ be a function in L
In particular, Sϕ = ψ.
Proof. We only prove explictly that
The complete proof for a general function ϕ is obtained with similar arguments. We have
By dominated convergence, we can conclude.
Let us define
We conclude this section stating a Paley-Wiener type of result. 
Theorem 3.14. (Paley-Wiener Theorem for
2 ) e 2πi jγ ;
where, for every j ∈ Z,
Moreover,
Proof. Suppose that ϕ belongs to H 2 (∂D ′ β ). Then, the conclusion follows from Theorem 3.2, (3.3) and the PaleyWiener Theorem for a strip. Conversely, let {g j } be a sequence which defines ϕ = (ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 ) as in the hypothesis.
It follows that Sϕ belongs to H 2 (D ′ β ) and the formula in Definition 3.10 guarantees that Sϕ 1 = ϕ 1 . Analogously it can be proved for k = 2, 3, 4. The proof is complete.
HARDY SPACES ON
In this section we extend the results we have seen so far to the case p ∈ (1, ∞). In detail,
− we show that the Szegő projection can be realized as a composition of simpler operators we are able to study and we prove our main result Theorem 1.1; − we prove that the space H p (D ′ β ), p ∈ (1, ∞), admits a decomposition analogous to (3.1) for the case p = 2 (Proposition 4.8); − we prove a Fatou-type theorem; that is, we prove that an appropariate restriction of a function F in H p (D ′ β ), p ∈ (1, ∞), converges to its boundary value function F pointiwise almost everywhere (Theorem 4.14).
For a function ϕ in L p (∂D ′ β ) of the form ϕ = (ϕ 1 , 0, 0, 0), we recall that the formulas in Definition 3.10 and 3.9 reduce to
We observe that the operators ϕ → Sϕ and ϕ → Sϕ y,s are well-defined for functions ϕ = (ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 ) where each ϕ ℓ , ℓ = 1, . . . , 4 is of the form (4.3)
with ϕ ℓ (·, j) in C ∞ 0 (R) for every j and the sum is over a finite number of j's. Moreover, the set of functions ϕ of such a form is dense in L p (∂D ′ β ).
where the constant C p does not depend on y and s.
Proof. By density and linearity it suffices to prove the theorem for a function ϕ of the form ϕ = (ϕ 1 , 0, 0, 0) where
We recall that y and s are such that (x + iy, e s 2 e 2πiγ ) is in D ′ β , thus |s| ∈ (0, β − π 2 ) and |y − s| ∈ (0, π 2 ). Then, by Mihlin's multipliers theorem, it is not hard to prove that m ′ y,s is a multiplier of L p (R) for every p ∈ (1, ∞) with norm independent of y and s. Thus the operator λ ′ y,s extends to a bounded linear operator
Therefore, by a change of variables and the periodicity of the exponential function,
Again, by Mihlin's multipliers theorem, we obtain that m s is a multiplier of L p (R) for every p ∈ (1, ∞) with norm indepedent of s. Therefore, if we prove that the function
we will obtain the L p boundedness of the operator λ s . By a change of variables and the periodicity of the exponential function, we have
Finally, we conclude the proof exploiting the boundedness of the operators λ s and λ ′ y,s .
The last proposition allows us to prove that the operator S extends to a continuous operator with respect to the L p norm.
Theorem 4.2. For every p ∈ (1, ∞), the operator S extends to a bounded linear operator
with C p independent of t and s thanks to Proposition 4.1. Thus, we proved the theorem when ϕ is in
. By density we obtain the proof for a general function ϕ in L p (∂D ′ β ).
It remains to prove that Sϕ admits a boundary value function Sϕ. In order to keep the lenght of this work contained, we prove explicitly that (4.1) is a boundary value function for Sϕ on the component E 1 of the distinguished boundary ∂D ′ β . Using a similar strategy it is possible to prove the analogous result for the other three components of the distinguished boundary.
The proof of the theorem will follow from a series of results that we state and prove separately. Let us fix some notation. Given ϕ = (ϕ 1 , 0, 0, 0), we define
Thus, the operator T I t,s can be seen as a composition of two operators, that is,
where Λ s and Ξ t are defined by
Similarly, for the operator T II t,s we have
where the operators Λ ′ s and Ξ ′ t are defined by
So, in order to obtain information on the mapping properties of the operator T t,s , we study the operators Λ s , Ξ t , Λ ′ s and Ξ ′ t separately. The realization of T t,s as composition of these operators is particularly effective since the parameters t and s become, in some sense, independent. 
for every p ∈ (1, ∞). Moreover,
Proof. By density it suffices to prove the theorem for a function g of the form g(x, γ) =
Then, similarly to the proof of Proposition 4.1 for the operator λ s , we obtain 
identifies a multiplier operator that is bounded on L p (R) for every p ∈ (1, ∞) and that satisfies (4.11). Notice also that the function
Finally, by Fubini's theorem, 
Proof. By Mihlin's condition we obtain that the function m II,1 t (ξ) is a L p (R) multiplier for every p ∈ (1, ∞) which satisfies (4.13). By Fubini's theorem we conclude.
Proposition 4.6. The operator Ξ t extends to a bounded linear operator
Proof. The boundedness of Ξ t follows once again by Mihlin's condition, while the limit is computed as in Theorem 2.4 for the strip S π 2 .
Proposition 4.7. The operator Λ ′ s extends to a bounded linear operator
for every p ∈ (1, ∞). Moreover, Proof. It suffices to prove the theorem for a function of the form ϕ = (ϕ 1 , 0, 0, 0). For such a function ϕ, it holds
Moreover, we prove explicitly only that
. With similar arguments, it is then possible to
Thus,
and the conclusion follows from the L p boundedness of the operator S.
A decomposition of
In this section we prove that the the space H p (D ′ β ) admits for every p ∈ (1, ∞) a decomposition (4.14)
analogously to (3.1) for the case p = 2. We recall that, for every j ∈ Z,
Thus, we will prove that given a function
where each function F j belongs to H p j . We begin proving this result for functions which belong to the range of the operator S. Once again, without losing generality, we prove the result using simplified initial data. The general result will follow by linearity. Given a function
Notice that each function S j ϕ trivially belongs to H p j .
Proposition 4.8. Let
Proof. For almost every function x ∈ R, the function
Fourier series guarantees that
By dominated convergece, we can conclude that
Thus we can conclude that ϕ − ϕ (N)
Finally, using estimates (4.6), we get
The proof is complete.
So far we proved that every function which is in the range of S admits a decomposition Sϕ = ∑ j∈Z S j ϕ where the equality is meant in H p (D ′ β ) and each S j ϕ belongs to H p j . To obtain (4.14) it remains to prove that the operator S is surjective on H p (D ′ β ). We already know this the case for the case p = 2; the general case p ∈ (1, ∞) will follow as a corollary of the following result.
Proposition 4.9. For every p in (1, ∞), we have
Proof. For every ε > 0 and z 1 ∈ S β consider the function
It can be proved that, for every fixed ε > 0, the function
where F is the weak- * limit of F (see Proposition 3.1). Now,
We focus on one of these term; the computation for the other terms is similar. Therefore,
where in the last two lines we used the boundedness of the operator S and the dominated convergence theorem. The proof is complete.
Corollary 4.10. Let F be a function in H p
Remark 4.11. Theorem 4.3 shows that every function in the range of S tends to its boundary values in norm. The previous corollary allows to conclude that this is true for every element of
Remark 4.12. Proposition 4.8 and Corollary 4.10 together prove the decomposition (4.14).
4.3. Pointwise convergence. We conclude this section proving a Fatou-type theorem. We prove that an appropriate restriction of a function F in H p (D ′ β ), p ∈ (1, ∞), converges to its boundary value function also pointwise almost everywhere . As usual, we prove our results in a simplified situation. In general, to prove a pointwise convergence result, we expect that we need to put some restrictions on the parameters At the moment, we are able to prove a pointwise convergence result which depends only on one parameter. It would be interesting to determine a larger approach region to the distinguished boundary ∂D ′ β . We need the following lemma which it is not hard to prove using the results contained in Section 2. Lemma 4.13. Let S β be the strip S β = {z = x + iy ∈ C : |y| < β}. Let ϕ = (ϕ + , ϕ − ) be a function in L p (∂S β ), p ∈ (1, ∞). for almost every (x, γ) ∈ R × T.
Proof. We prove the theorem for ϕ = (ϕ 1 , 0, 0, 0). By (4.8), we want to prove that exists for almost every x in R and for every function G in L p (R), p ∈ (1, ∞). The existence of this last limit follows immediately from the lemma and Theorem 2.4.
Analogously we can prove the pointwise convergence of Sϕ to the other components of ∂D ′ β .
Remark 4.15. We proved the previous theorem for functions that belong to the range of the operator S. From Proposition 4.10 we can conclude that the result is true for every function in H p (D ′ β ), p ∈ (1, ∞).
A density result.
In this section we use the L p boundedness of the operator S to prove a density results regarding the space H p (D ′ β ), p ∈ (1, ∞).
Theorem 4.16. Let p ∈ (1, ∞). Then,
Proof. It is enough to prove that given a function ϕ = (ϕ 1 , 0, 0, 0) where ϕ 1 (x, γ) = ∑ and Sϕ is continuous up to the boundary of ∂D ′ β since each term of the sum is thanks to Lemma 4.13 and Remark 2.5. The proof is complete.
