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We consider the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction between magnetic impuri-
ties on the surface of a three-dimensional topological insulator with proximity induced superconduc-
tivity. A superconductor placed on the top of the topological insulator induces a gap in the surface
electron states and gives rise to a long-ranged in-plane antiferromagnetic RKKY interaction. This
interaction is frustrated due to strong spin-orbit coupling, decays as 1/r for r < ξ, where r is the
distance between two magnetic impurities and ξ the superconducting coherence length, and dom-
inates over the ferromagnetic and Dzyaloshinskii-Moriya type interactions for r > ξ. We find the
condition for the Yu-Shiba-Rusinov intragap states that are bound to the magnetic impurities.
PACS numbers: 73.20.-r, 74.25.Ha, 75.10.Hk, 75.50.Lk
Introduction. Inducing Cooper pairs in systems pos-
sessing strong spin-orbit interaction such as topological
insulators [1–3] and Rashba spin-orbit coupled films or
nanowires [4] via proximity effect of a superconductor
[5–7] can lead to topological superconductivity [8]. Topo-
logical superconductors host intragap Majorana fermions
localized at topological defects [9].
Motivated by the intense research on the interplay of
topological insulators (TI), magnetism, [10–18], and su-
perconductivity [1, 19, 20], we study here the RKKY in-
teraction between magnetic impurities (localized spins)
on the surface of a three-dimensional TI with proxim-
ity induced superconductivity, see Fig. 1. The effect
of strong spin-orbit interaction at the surface of a TI
on the RKKY interaction without superconductivity is
well-studied theoretically [10–15]. If the system is at the
charge neutrality point, i.e., the chemical potential is at
the Dirac point, it is predicted that the localized spins
can form a ferromagnetic order with magnetization point-
ing normal to the surface of the TI, if the out-of-plane
anisotropy of the RKKY interaction is stronger than the
in-plane one. Out-of-plane ferromagnetic order breaks
time-reversal symmetry and opens energy band gaps in
the surface states. On the other hand, the in-plane in-
teraction is frustrated. It may result in a spin-glass state
[21, 22] if the in-plane anisotropy is stronger than the
out-of plane one [14].
The effect of magnetic impurities deposited on the sur-
face of a TI on the band gap and the resulting mag-
netic order is under experimental debate [23–30]. Al-
ternatively, the locally induced electronic spin density
can be measured by NV-center atomic force microscope
tips, allowing one to experimentally probe the spin-spin
correlations independently of the magnetic impurities on
the surface [31]. The method of spin-polarized scanning
tunneling microscope for probing the surface magnetic
properties of TI is well established experimentally [30].
In the present paper, we consider an s-wave supercon-
ductor placed on the surface of a three-dimensional TI.
The proximity effect can lead to a gap in the density
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FIG. 1. An s-wave superconductor placed on top of a three-
dimensional TI. Proximity induced superconductivity in the
surface states of the TI mediates the RKKY interaction be-
tween magnetic impurities (red arrows). Here the length of
the contact, L, can be much larger than the coherence length
of the superconducting surface states ξ.
of surface states of the TI forming a two-dimensional
superconductor with strong spin-orbit interaction. It
is well known that in s-wave superconductors the indi-
rect RKKY coupling between localized spins has contri-
butions from Friedel oscillations and from an isotropic
antiferromagnetic-type interaction [21, 32–34].
We show that such antiferromagnetic interactions be-
tween localized spins in TIs with proximity induced su-
perconductivity are frustrated due to strong spin-orbit
interaction and the RKKY energy is minimized if the lo-
calized spins point in the plane of the superconducting
surface normal to the line connecting them.
We find that superconductivity strongly increases the
antiferromagnetic interaction and makes it dominant
over the ferromagnetic and Dzyaloshinskii - Moryia types
of ordering, if the separation between two magnetic impu-
rities is larger than the superconducting coherence length
ξ of the surface states. The interaction between local-
ized spins is exponentially suppressed in this case. How-
ever, it was shown that antiferromagnetic interaction in
s-wave superconductors gets enhanced due to the forma-
tion of Yu-Shiba-Rusinov bound states [35], already at
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2distances between localized spins smaller than the coher-
ence length. We expect similar results for TIs.
Description of the model . The low-energy behaviour of
ballistic electrons at the surface of a three-dimensional
TI with proximity-induced superconducting gap can be
described by the BCS Hamiltonian
H =
1
2
∫
d2rΨ†(r)
{
(−ivFσ×zˆ·∇r−µ)τz+∆τx
}
Ψ(r),
(1)
where Ψ†(r) = (ψ†↑(r), ψ
†
↓(r), ψ↓(r),−ψ↑(r)) is the
Nambu operator of an electron at the superconducting
TI surface; σa and τa (a = x, y, z) are the Pauli matri-
ces acting on the spin and the particle-hole degrees of
freedom, respectively; zˆ is a unit vector in the direction
perpendicular to the surface; vF , µ, and ∆ are the Fermi
velocity, chemical potential, and proximity induced su-
perconducting gap of the surface states, respectively. We
set h¯ = 1. Generally, ∆ depends on the properties of the
superconductor-TI interface [5–7]. Here we will not be
interested in the exact expression of the gap and assume
it to be a coordinate-independent positive constant.
The local anisotropic exchange interaction between
magnetic impurities with classical spin S, localized on
the proximitized TI surface, and the spin density of the
surface electrons of the TI is described by the Hamilto-
nian
Hex =
1
4
∫
d2rΨ†(r)
∑
j
[JzSjzσ
z
+ Jx(Sjxσ
x + Sjyσ
y)]δ(r− rj)Ψ(r). (2)
The direction of the localized spin at point rj is defined
by the vector Sj = (Sjx, Sjy, Sjz). The exchange is as-
sumed to be anisotropic, with the in- and out-of plane
coupling constants given by Jx = Jy and Jz, respectively.
From Eqs. (1) and (2) we see that the particle-hole
symmetry is preserved in the presence of exchange in-
teractions between the impurity and electron spins. The
interaction of the electron spin with the in-plane com-
ponent of the localized spin locally breaks the in-plane
rotational symmetry, while the interaction with the out-
of-plane component locally breaks the time-reversal sym-
metry.
It is known that magnetic impurities can give rise to
intragap Yu-Shiba-Rusinov bound states in the super-
conductor [36–40]. Changing the exchange interactions
one can tune these states through zero energy, counted
from the position of the Fermi level, leading to a quan-
tum phase transition. The spin quantum number of the
ground state changes [40, 41]. Magnetic impurities in
TIs with proximity-induced superconductivity can sup-
port such bound states as well. The intragap states at
the surface of the three-dimensional TI with supercon-
ducting proximity effect were studied numerically [42].
Here we will give general analytical conditions for the
bound state at the middle of the gap.
The energy levels bound to the localized magnetic im-
purities are defined by the poles of the electron Green
function with the self-energy that takes into account mul-
tiple scatterings off a magnetic impurity,
Det
[
1−1
2
(JzSjzσ
z+Jx(Sjxσ
x+Sjyσ
y))G(ωn, r = 0)
]
= 0,
(3)
where Det means determinant. It is convenient to write
the Green function of the TI electrons in Nambu space as
G(ωn, r) =
∫
dp
(2pi)2G(ωn,p)e
ip·r, where in the momentum
representation one has
G(ωn,p) = −1
2
∑
λ=±1
(1 + λσ × zˆ · pˆ) iωn + ξλτ
z + ∆τx
ω2n + ξ
2
λ + ∆
2
.
(4)
Here, summation is performed over two bands with op-
posite helicities λ = ±1, pˆ = p/|p| is the unit vector
in the direction of the in-plane momentum of electron,
ωn = piT (2n + 1) is the fermionic Matsubara frequency,
T is the temperature, and ξλ = λvF |p| − µ. The Green
function at point r = 0 becomes
G(ωn, r = 0) =
√
ω2n + ∆
2
2piv2F
[
τz − µiωn + ∆τ
x
ω2n + ∆
2
]
arctg
µ√
ω2n + ∆
2
− µ
2piv2F
[
τz +
iωn + ∆τ
x
µ
]
ln
Λ√
ω2n + ∆
2 + µ2
. (5)
The high energy cut-off is defined by the surface states
band width, Λ. Two quasiparticle energy levels show up
inside the gap symmetrically below and above the Fermi
level as the strength of Jx,z increases. We substitute ex-
pression (5) into (3), and perform the analytical continu-
ation iωn → ω + iδ. We find the necessary condition for
the zero energy, ω = 0, Yu-Shiba-Rusinov bound state in
the superconducting surface of the TI,
(J2z − J2x)S2jz + J2xS2 (6)
=
(4piv2F )
2
∆2+µ2
[
arctg2(µ/∆) + ln2( Λ√
∆2+µ2
)
]−1
.
At µ = 0 the dependence of the exchange interactions on
3the proximity gap ∆ is given by[
(J2z − J2x)S2jz + J2xS2
]1/2
=
4piv2F
∆ ln(Λ/∆)
. (7)
The interaction constant is inversely proportional to
the superconducting gap up to the logarithmic prefac-
tor. In the limit when the chemical potential is much
larger than the gap but smaller than the band width,
Λ > µ > ∆, we obtain,
[
(J2z − J2x)S2jz + J2xS2
]1/2 '
4piv2F
µ ln(Λ/µ) [1+pi∆/2µ ln
2(Λ/µ)]. An increase of µ decreases
the values of Jx,z at which the bound states are pinned
to the middle of the superconducting gap. To compare,
the condition for the bound state at the Fermi level in an
s-wave superconductor is given by JSpiν/2 = 1, where
ν is the normal-state density of states at the Fermi level
and the exchange coupling J is isotropic [36–39].
RKKY interaction. Far from the resonance Eq. (6), the
RKKY interaction between two localized spins S1 and S2
at points r1 and r2, respectively, and separated by the
distance r = |r| ≡ |r1 − r2| is defined as [33]
E(r) = T
2
∑
n;a,b
Tr
{
JaS1a
σa
2
G(ωn, r)JbS2b
σb
2
G(ωn,−r)
}
,
(8)
where Tr means the trace over the spin and particle-hole
degrees of freedom of the TI electrons. It is convenient to
consider the limit of large chemical potential, µ/∆  1,
µr/vF  1, and the limit µ = 0 separately.
RKKY interaction for zero chemical potential . At µ =
0 the single-electron Green function reads
G(ωn, r) =
iωn + ∆τ
x
2piv2F
K0
(
r
vF
√
ω2n + ∆
2
)
(9)
+ iρˆ · στz
√
ω2n + ∆
2
2piv2F
K1
(
r
vF
√
ω2n + ∆
2
)
,
where ρˆ = zˆ × rˆ is an in-plane unit vector that is per-
pendicular to the unit vector rˆ pointing along the line
connecting two localized spins, and Kn(x) is the Mac-
donald function. We are interested in the zero tempera-
ture limit, T = 0, and transform the sum over frequencies
into an integral, T
∑
n →
∫
dω
2pi . We obtain the RKKY
interaction between two magnetic impurities in the form
E(r) = −A+(2r/ξ)
64pivF r3
[
J2zS1zS2z + J
2
x(S1 · rˆ)(S2 · rˆ)
]
+
A−(2r/ξ)
64pivF r3
J2x(S1 · ρˆ)(S2 · ρˆ), (10)
where ξ = vF /∆ is the superconducting coherence
length. The interaction coefficients A±(α) are defined
through the dimensionless integrals:
A±(α) =
∫ ∞
0
dx
pi2
[
(x2 + α2)K21
(√
x2 + α2/2
)
± (x2 − α2)K20
(√
x2 + α2/2
)]
. (11)
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FIG. 2. The coordinate dependence of the coefficients A±(α)
at T = 0 when the surface states of the TI are at the Dirac
point, µ = 0. Here, α = 2r/ξ, where ξ = vF /∆ is the super-
conducting coherence length.
Analytical expressions for the RKKY interaction can
be obtained in several limiting cases. For ∆ = 0 we
recover the known RKKY interaction on the surface of a
three-dimensional TI: A+(α) = 1 and A−(α) = 1/2 [10–
14]. In this limit the RKKY interaction scales as 1/r3.
We note that in the limit of small separation r → 0 the
RKKY interaction is cut by the interatomic distance.
For ∆ 6= 0, we find the asymptotics A±(α) ' (1 ∓
α2)2(±1−1)/2, if r < ξ, i.e., α < 1, while in the opposite
case, α > 1, we obtain
A+(α) '
√
2α/pie−α,
A−(α) ' αA+(α). (12)
In Fig. (2), we plot the exact numerical solution of the
interaction coefficients A±(α) as function of α = 2r/ξ.
Since both coefficients A±(r) are positive, the first
term on the rhs of Eq. (10) favours ferromagnetic order-
ing between two magnetic impurities with spins pointing
normal to the plane, while the second term favours in-
plane ferromagnetic ordering between two magnetic im-
purities with spins pointing along the line joining them.
The third term describes the in-plane antiferromagnetic
ordering in perpendicular direction to the line connecting
the two magnetic impurities [10–14].
For ∆ 6= 0 the RKKY interaction is exponentially
suppressed if the the separation between two magnetic
impurities is larger than the superconducting coherence
length. We note that in the presence of the supercon-
ducting gap the strength of the in-plane antiferromag-
netic coupling between two localized spins increases com-
pared to both in-plane and out-of-plane ferromagnetic
couplings, A−(α)/A+(α) = α at α > 1.
It was argued that the in-plane frustration might lead
to the spin glass state if the in-plane exchange interaction
exceeds the out-of-plane one [14]. The quantum critical
point corresponding to the transition to the glassy state
was estimated as Jx/Jz ≈ 1.3 at T = 0. For ∆ 6= 0,
however, we expect the spin glass state at lower values
of Jx/Jz <∼ 1, for an average distance between localized
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FIG. 3. The coordinate dependence of A1,2(α) for α = 2r/ξ,
at T = 0, and in the regime µ vF /r,∆, with ξ = vF /∆ the
superconducting coherence length.
spins on the order of ξ.
RKKY interaction for finite chemical potential . Let us
now turn to the large chemical potential limit defined by
µ  ∆ and µr/vF  1. In this case the Green function
in Eq. (4) can be projected onto the band with positive
helicity, λ = 1,
G(ωn, r) =
√
µ
8piv3F r
e
− rvF
√
ω2n+∆
2+iρˆ·σ(rµ/vF−pi/4)
×
(
iωn + ∆τ
x√
ω2n + ∆
2
+ iρˆ · στz
)
, (13)
where we used (ρˆ ·σ)2 = 1. Then, the RKKY interaction
becomes,
E(r) = µA1(2r/ξ)
(4pivF r)2
{
JxJzρˆ · S1 × S2 cos (2rµ/vF )
− [J2zS1zS2z + J2x(S1 · rˆ)(S2 · rˆ)] sin (2rµ/vF )}
+
µA2(2r/ξ)
(4pivF r)2
J2x(S1 · ρˆ)(S2 · ρˆ), (14)
where the interaction coefficients at T = 0 are given by
A1(α) = αK1(α)−A2(α),
A2(α) =
∫ ∞
0
α2dx
x2 + α2
e−
√
x2+α2 . (15)
We note that the RKKY interaction for r → 0 is cut
by the Fermi wave length 2pi/kF . In the normal state,
∆ = 0, one obtains the asymptotic form of the RKKY
interaction on the surface of a three-dimensional TI [10–
14]: A1(α) = 1 and A2(α) = 0. In leading order in
vF /(µr)  1, the finite chemical potential suppresses
the antiferromagnetic in-plane coupling, the third term
on the rhs of Eq. (10), and gives rise to a Dzyaloshinskii-
Moriya type coupling, the third term in Eq. (14). Such
exchange anisotropy is similar to the one induced by spin
orbit interaction in normal semiconductors [43] and in
nanotubes and nanoribbons [44]. For ∆ 6= 0 and α < 1
the interaction coefficients have the following asymptotic
forms, A1(α) ' 1 − piα/2 and A2(α) ' piα/2, while in
the opposite limit, α > 1, they are given by
A1(α) '
√
pi/2α e−α,
A2(α) ' αA1(α). (16)
In Fig. (3), we plot A±(α) as function of α = 2r/ξ
obtained by exact numerical evaluation.
We see that the superconducting gap at finite chemical
potential gives rise to the antiferromagnetic RKKY inter-
action term (14), which in the limit ∆ = 0 is smaller than
the terms in Eq. (10) as vF /(µr)  1 [12]. This term is
long ranged: It decays as 1/r, if r < ξ, compared to the
usual oscillating terms, which decay as 1/r2. Similarly to
the case of zero chemical potential, superconductivity in-
creases the in-plane antiferromagnetic ordering between
two magnetic impurities with spins pointing in the per-
pendicular direction to the line connecting them.
Conclusions. We studied the RKKY interaction on
the surface of the three-dimensional TI with proximity-
induced superconductivity. We showed that in addition
to the conventional interaction terms which oscillate at
finite chemical potential as sin(2µv/r) and decay as 1/r2,
superconductivity gives rise to an antiferromagnetic long
range term, which decays as 1/r, provided r < ξ. This in-
plane antiferromagnetic ordering between two magnetic
impurities with spins pointing normal to the line con-
necting them dominates the RKKY interaction when the
distance between the impurities exceeds ξ. We find the
condition for the Yu-Shiba-Rusinov bound states in the
superconducting surface of the TI.
To conclude, we propose the frustrated antiferromag-
netic RKKY interaction as a direct manifestation of the
intrinsic properties of a TI with proximity-induced su-
perconductivity which gives rise to a rich behaviour of
the interaction as a function of doping, exchange inter-
action, and distance and orientation between impurities.
It would be interesting to study the effect of disorder on
the RKKY interaction in the TI [45, 46].
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