By means of spectral collocation method the solution of the Kortewegde Vries Burgers (KdVB) equation is obtained, numerically. To reduce roundoff error we use central, left and right Darvishi's preconditionings. Numerical results which obtained by this method, are very good. Because the absolute errors are very small.
Introduction
Consider the following partial differential equation with known initial and boundary conditions
where ε, ν and μ are positive parameters. This equation known as the Korteweg-de Vries Burgers equation which is defined by Su and Gardner [12] . We can see that 1) if ν = 0, then equation (1) becomes
which is the Korteweg-de Vries equation.
2) If μ = 0, then equation (1) changes into u t + εuu x = νu xx which is the Burgers' equation and it has solved by different schemes in [1, 8] . Some authors have worked on equation (1) to find its solution. Zaki [15] used the collocation method with quintic B-spline finite element scheme to solve the KdVB equation. Kaya [12] implemented the Adomian decomposition method to solve it. Soliman [16] using variational iteration method obtained the solution of the KdVB equation. The aim of this paper is to obtain the numerical solution of the KdVB equation using spectral collocation method. To enhance the accuracy we use Darvishi's preconditionings.
Spectral collocation method
We can approximate the arbitrary function f (x) by polynomials in x. However, it is well known that the Lagrange interpolation polynomial based on equally spaced points does not give a satisfactory approximation to general smooth f . In fact, it converges for analytic functions with poles far enough from the interval of interpolation. This poor behavior of polynomial interpolation can be avoided for smoothly differentiable functions by removing the restriction to equally spaced collocation points. Good results are obtained by relating the collocation points to the structure of classical orthogonal polynomials, like Chebyshev and Legendre polynomials. In the most common spectral collocation Chebyshev method, the interpolation points in the interval [−1, 1] are the Chebyshev-Gauss-Lobatto collocation points
which are the extrema of the Nth order Chebyshev polynomials T N (x) = cos(N arccos(x)). In order to construct the interpolant of f (x) at the point x the following polynomials are defined:
where c j = 1, j = 1, 2, . . . , N − 1, and c 0 = c N = 2. The interpolation polynomial, P N (x), to f (x) is given by
Then to obtain a spectral collocation approximation we have to express the derivatives of P N (x) in terms of f (x) at collocation points x j . This can be done by differentiating (2) , that is
so that 
One of the basic steps in spectral collocation methods involves finding an approximation for the differential operator in terms of the grid point values of u N . The derivative of u(x) at collocation points x j can be computed using the matrix-vector multiplication method. If u = {u(x i )} is the vector consisting of values of u(x) at the N + 1 collocation points and u = {u (x i )} consists of values of the derivative at the collocation points, then the collocation derivative matrix D is the matrix mapping u → u . Two matrix multiplications yield u , where u is the vector containing the second derivatives evaluated at the collocation points. More efficiently, the matrix D 2 maps u → u , and so on. Collocation matrix methods are asymptotically less efficient than the Chebyshev transform method (see [13] ), because it needs O(N 2 ) operations. Although matrix vector multiplication asymptotically slower than the recursion technique, for special sequences of collocation points, e.g. Chebyshev nodes, this can be accomplished by using fast Fourier transform and requires only O(N log N) operations [13] . Also, unlike transformation methods, matrix multiplication is amenable to vectorization and the advent of parallel computation ensures its continued use. The matrix vector products are often easily parallelized on shared-memory machines by splitting the matrix into strips corresponding to the vector segments. Each processor then computes the matrix vector product of one strip. It can be shown that the Chebyshev derivative, when computing the derivative using the matrix vector multiplication method, is a rather ill-conditioned operator, and inaccuracies in the function can be magnified by as much as O(N 4 ) where N is the number of collocation points. Hence attempts have been made to improve the method. These studies have concentrated on the problem of the roundoff error in Chebyshev collocation methods and various algorithms have been suggested to reduce it. The best result for the matrix vector multiplication algorithm managed to reduce the roundoff error from O(
where ε is the machine precision [9, 10] . Some researchers have studied the problem of reducing roundoff errors in Chebyshev collocation derivative methods. Baltensperger and Trummer [3] demonstrated that naive algorithms for computing these matrices suffer from severe loss of accuracy due to roundoff errors. Breuer and Everson [5] introduced a preconditioning to reduce roundoff error by making the value of the function on the boundaries vanish. Tang and Trummer [14] used trigonometric identities and a flipping trick to reduce roundoff errors. A different approach was suggested in [2, 4] .
Don and Solomonoff attempted to reduce the roundoff error using trigonometric identities for rewriting components of the derivative matrix as follows [9] :
Formula (4), which avoids the differencing of nearly equal numbers, was introduced to reduce this source of error from O(N 4 ε) to O(N 3 ε). Don and Solomonoff show that, even with the utilization of (4), the error incurred in the evaluation of Du near x = −1 is significantly larger than at x = 1, even if u is symmetric (related to the accuracies achieved in evaluating sin(x) and sin(π − x) for small x) [9] . In other words, if k and j are small, then d kj can be computed accurately whilst if k and j are near N, then the evaluation of d kj is less accurate. This can be utilized by evaluating d kj in the upper half of the matrix and then 'flipping' to take advantage of the following symmetry property [9] 
Preconditioning
In this subsection we summarize Darvishi's preconditionings.
Central Darvishi's preconditioning (CDP). From (4) for k = j we have
since the value of sin
) is near zero when k is near j, and this causes |d kj | to become large for k near j. This means that the entries of derivative matrix D with large absolute values are on a band near the main diagonal. That is, large values of |d kj | correspond to values of k near j. Therefore, the matrix vector multiplication method causes large roundoff errors. In [7] , to reduce roundoff error in the kth node, the authors defined h k (x) as follows:
hence from (3) the derivative of h k at x = x k is as follows
Therefore, using this preconditioning, we can reduce the influence of large values of |d kj | in the matrix vector multiplication method.
Left and right Darvishi's preconditionings (LDP and RDP).
As stated before for k = j, as we have equation (5), the entries of the derivative matrix D with large absolute value are on a band near the main diagonal. In fact, the values of |d kj | in (5) can be very large when k is near j. In particular, if |k −j| = 1 the value of |d kj | is very large. This means that the large elements of the derivative matrix in absolute value, except for d 00 and d NN are
Therefore, if these elements are multiplied by zero, the influence of these large elements in roundoff error will vanish. Darvishi [6] defined the following functions to reduce the roundoff error in the kth node:
. Note that u (x) = h − (x) = h + (x). Similar to (2.1), from these functions we have
and
If we want to use (6) we need to compute u (x 0 ) separately. Similarly, if we want to use (7) we need to compute u (x N ) separately. Therefore, the following formulas are proposed:
We call the preconditioning in (8) as left preconditioning and that in (9) as right preconditioning. The effect of these preconditionings are shown on some test functions in [6] .
Application
We consider the KdVB equation as follows
where a and b are real numbers. The initial condition of equation (10) is
In this study we set a = 0 and b = 100, hence the boundary conditions of equation (10) are
The exact solution of equation (10) is [16] ,
To solve equation (10) by spectral collocation method we discretize the equation in space
where D is the differentiation matrix and D r is the matrix mapping u → u (r) . From equation (11) in the kth collocation point we have
where d (2) kj is the typical element of matrix D 2 . For simplicity we set u(
The ith row of the preconditioned system of equation (12) by CDP is as follows 
There are similar relations for the kth row of equation (11) by LDP and RDP. In the following section we solve the KdVB equation by spectral collocation method using CDP, LDP and RDP for some parameter values. Note that system (13) is a system of ordinary differential equations (ODEs). Hence we can use any ODE solver to solve it. In this paper we use the standard fourthorder Runge-Kutta method.
Numerical results
We compared our numerical results with the exact results for different values of time and number of collocation points. To demonstrate the efficiency of our methods we report the absolute errors in some arbitrary points in Tables 1-3 . To obtain the numerical results we used MATLAB 7.0 software. We 
Conclusion
In this paper we have presented an efficient way to solve the KdVB equation by spectral collocation method with small errors. As can be seen from Tables 1-3 the errors are very small. As we can see from the reported errors, three preconditioning schemes for final t greater than or equal 200, are identical. It means that the effect of central, left and right preconditionings as t increases, are the same. But all of errors are good and acceptable.
