A notion of cyclic descents on standard Young tableaux (SYT) of rectangular shape was introduced by Rhoades, and extended to certain skew shapes by the last two authors. The cyclic descent set restricts to the usual descent set when the largest value is ignored, and has the property that the number of SYT of a given shape with a given cyclic descent set D is invariant under cyclic shifts of the entries of D. Following these results, the existence of cyclic descent sets for standard Young tableaux of any skew shape other than a ribbon was conjectured by the authors, and recently proved by Adin, Reiner and Roichman. Unfortunately, the proof does not provide a natural definition of the cyclic descent set for a specific tableau.
Introduction
Let [n] = {1, 2, . . . , n} and let S n denote the symmetric group on [n] . Recall that the descent set of a permutation π ∈ S n is Des(π) := {i : 1 ≤ i ≤ n − 1, π(i) > π(i + 1)}.
The cyclic descent set of a permutation was introduced by Cellini [5] and further studied in [12, 7] . It is defined, for π ∈ S n , by cDes(π) := Des(π) ⊔ {n}, if π(n) > π(1), Des(π), otherwise.
Clearly, cDes(π) ∩ [n − 1] = Des(π). Moreover, for any D ⊆ [n], letting 1 + D be the subset of [n] obtained from D by adding 1 (mod n) to each element, the number of permutations in S n with cyclic descent set D is equal to the number of permutations with cyclic descent 1+ D. Equivalently, the multiset {{cDes(π) : π ∈ S n }} is closed under cyclic rotation modulo n. Throughout this paper, double curly braces will be used to denote multisets.
Another important family of combinatorial objects for which there is a well-studied notion of descent set are standard Young tableaux (SYT). Let λ/µ denote a skew shape, where λ and µ are partitions such that the Young diagram of µ is contained in that of λ. Let SYT(λ/µ) denote the set of standard Young tableaux of shape λ/µ. For a straight shape λ = (λ 1 , λ 2 , . . . ), we will write SYT(λ 1 , λ 2 , . . . ) instead of SYT((λ 1 , λ 2 , . . . )) for simplicity. We draw tableaux in English notation, as in Figure 1 .1. The descent set of T ∈ SYT(λ/µ) is Des(T ) := {i ∈ [n − 1] : i + 1 is in a lower row than i in T }.
For example, the descent set of the SYT in Figure 1 .1 is {1, 4, 7, 8}. It is natural to ask whether an appropriate notion of cyclic descent set exists for SYT(λ/µ). When λ/µ is a straight rectangular shape, such a notion was introduced by Rhoades [19] (who called it extended descent set); see also [14] . The following theorem reformulates [19, Lemma 3.3] . Let 2 [n] denote the collection of all subsets of [n] , and let m n/m denote the Young diagram of rectangular shape with n/m rows and m columns. Theorem 1.1 ( [19] ). Let m be a divisor of n. There exists a map cDes : SYT(m n/m ) → 2 [n] such that (i) cDes(T ) ∩ [n − 1] = Des(T ) for every T ∈ SYT(m n/m );
(ii) the multiset {{cDes(T ) : T ∈ SYT(m n/m )}} is closed under cyclic rotation modulo n.
Rhoades' definition of cDes on SYT(m n/m ) states that n ∈ cDes(T ) if and only if n − 1 is a descent of the SYT obtained from T by Schützenberger promotion.
An analogous phenomenon for certain disconnected shapes has recently been discovered in [9] . For a partition λ of n − 1, let λ be the skew shape obtained from the Young diagram of shape λ by placing a disconnected cell at its upper right corner.
Theorem 1.2 ([9]
). Let λ be a partition of n − 1. There exists a map cDes : SYT(λ ) → 2 [n] such that (i) cDes(T ) ∩ [n − 1] = Des(T ) for every T ∈ SYT(λ );
(ii) the multiset {{cDes(T ) : T ∈ SYT(λ )}} is closed under cyclic rotation modulo n.
The definition of the cyclic descent set in this case involves a jeu-de-taquin-type straightening algorithm [9, Definition 7.1]; see Section 2.2 below.
Motivated by Theorems 1.1 and 1.2 and by the properties of cyclic descent sets of permutations, we define the key concept of this paper. Definition 1.3. For a (possibly skew) Young diagram λ/µ with n cells, a cyclic descent map for λ/µ is a map cDes : SYT(λ/µ) → 2 [n] such that (i) cDes(T ) ∩ [n − 1] = Des(T ) for every T ∈ SYT(λ/µ); and (ii) the multiset {{cDes(T ) : T ∈ SYT(λ/µ)}} is closed under cyclic rotation modulo n.
For a given cyclic descent map cDes for λ/µ and a tableau T ∈ SYT(λ/µ), denote by cDes(T ) the cyclic descent set of T , and call its elements cyclic descents. Note that, by condition (i) in Definition 1.3, a cyclic descent map for λ/µ is uniquely determined by specifying, for each tableau T ∈ SYT(λ/µ), whether or not n is a cyclic descent of T . Theorems 1.1 and 1.2 above state that there exist cyclic descent maps for the shapes (m n/m ) and λ , respectively.
Recall that (connected) ribbons are connected skew shapes containing no 2 × 2 rectangle. The following result is relatively straightforward, and follows from the proof of [1, Theorem 1.1], restated as Theorem 3.2 below. Proposition 1.4. If γ is a connected ribbon with n cells and height 1 < h < n, then there is no cyclic descent map for γ as in Definition 1.3.
The restriction 1 < h < n in this statement is due to a slight difference (concerning the "nonEscher property") between Definition 1.3 above and the corresponding definition in [1] (reproduced as Definition 3.1 below).
In an early version of this paper we conjectured that all skew shapes, with the exception of connected ribbons, have a cyclic descent map. This conjecture has recently been proved in [1] , using nonnegativity properties of Postnikov's toric Schur polynomials. The proof relies on an interpretation of the fiber sizes of the cyclic descent map as coefficients in the expansion of a certain toric Schur function in the Schur basis; equivalently, on a new combinatorial interpretation of certain Gromov-Witten invariants as fiber sizes of the cyclic descent map. Unfortunately, the proof does not provide a natural definition of the cyclic descent map.
The current paper is intimately related to [1] . While [1] presents a general algebraic point of view, the approach in the current paper is more combinatorial. The main goal of this paper is to explicitly describe cyclic descent maps for certain families of shapes: near-hooks, i.e., shapes which are one cell away from hooks, and two-row shapes, both straight and skew. In the special case of two-row rectangular shapes, our definition coincides with that of Rhoades [19] . Our description provides a constructive combinatorial proof of the existence of cyclic descent extensions for these shapes; for near-hooks we also prove that the cyclic descent map is unique. Two additional goals of the paper are the explicit description of a Z-action on the tableaux of each shape that cyclically rotates their cyclic descent sets, and explicit formulas (generating functions) for the distribution of cyclic descents.
Let us give an overview of the rest of the paper, according to the three goals outlined above. We start with the preliminary Section 2, introducing some necessary background regarding jeu de taquin and its generalizations, which play an important role in the description of certain cyclic descent maps and Z-actions.
Cyclic descent maps are explicitly described for various shapes: near-hooks, which are hooks plus or minus one cell (Section 3); strips, which generalize one type of near-hooks, that of hooks minus the corner cell (Section 4); straight two-row shapes (Section 5); and skew two-row shapes, for which we present two different cyclic descent maps (Section 6). As an appetizer, we present two of the results, one from Section 3 (a special case of Corollary 3.9) and one from Section 5. Here T i,j denotes the entry in row i (from the top) and column j (from the left) of T . Theorem 1.5. For every 2 ≤ k ≤ n − 2, the shape (n − k, 2, 1 k−2 ) has a unique cyclic descent map. Given T ∈ SYT(n − k, 2, 1 k−2 ), this map is specified by letting n ∈ cDes(T ) if and only if the entry T 2,2 − 1 appears in the first column of T . Theorem 1.6. For every 2 ≤ k ≤ n/2 there exists a cyclic descent map for the shape (n − k, k). Given T ∈ SYT(n − k, k), such a map is specified by letting n ∈ cDes(T ) if and only if both of the following conditions hold:
1. the last two entries in the second row of T are consecutive, that is, T 2,k = T 2,k−1 + 1;
The cyclic descent maps described in Theorem 1.5 and Theorem 1.6 coincide on the shape (n − 2, 2).
Explicit Z-actions showing that condition (ii) in Definition 1.3 is satisfied are described for hooks plus one internal cell (Section 3.3); strips, including hooks minus a corner cell (Section 4.1); and straight two-row shapes (Section 5.3). No explicit descriptions of such actions are known for skew two-row shapes.
The fiber sizes of the cyclic descent map on near-hook and straight two-row shapes are described in Theorems 3.11 and 5.13, respectively. The associated generating functions are computed in Sections 3.4 (for near-hooks), 4.2 (for certain strips), and 5.4 (for straight two-row shapes).
Finally, Section 7 contains a summary (see Table 1 ) of the definitions of cyclic descents for the various shapes considered in this paper, and presents some open problems. 
Des(jdt(T )) = Des(T ).
A Young tableau is semistandard if the entries weakly increase along each row and strictly increase down each column. The content of a semistandard Young tableau T is the (eventually zero) sequence whose ith component is the number of i's in T . The reverse reading word of T is obtained by reading the entries in each row from right to left, and reading the rows from top to bottom. A lattice permutation is a sequence of positive integers a 1 a 2 . . . a n such that every prefix contains at least as many i's as i + 1's, for all i ∈ N.
Comparing different formulations of the Littlewood-Richardson rule [20, Theorems A1.3.1 and A1. 3.3] , we obtain the following. Then c λ µν is equal to the number of semistandard Young tableaux of shape λ/µ and content ν whose reverse reading word is a lattice permutation.
The following property of jdt for two-row tableaux will be used in Sections 5 and 6. Lemma 2.3. For every n, k and m with 0 ≤ m ≤ k < n and 2k ≤ n + m,
Proof. Let λ = (n − k + m, k) and µ = (m). For T ∈ SYT(λ/µ), the tableau jdt(T ) has shape
n − k} and c λ µν = 0 otherwise. Thus, every tableau P of shape (n − d, d) with k − m ≤ d ≤ min{k, n − k} appears exactly once as the image under jdt of some T ∈ SYT(λ/µ).
Generalized jeu de taquin and cyclic descents
For a set D ⊆ [n] and an integer k, let k + D denote the subset of [n] obtained by adding k (mod n) to each element of D. Similarly, for T ∈ SYT(λ/µ) with n cells, let k +T be the tableau with entries in [n] obtained from T by adding k (mod n) to each entry. Note that k + T is not standard in general. Define jdt(k + T ) to be the standard tableau obtained by applying the following procedure, based on jeu de taquin, to k + T : Set T 0 = k + T , and repeat the following elementary step ε until T 0 is a standard tableau.
(ε) Let i be the minimal entry in T 0 with the property that the entries immediately above and to the left of it are not both smaller than i; switch i with the larger of these two entries, and let T 0 be the resulting tableau.
In our notation, the promotion operation 1 can be described as T → jdt(−1 + T ). We denote by pT = jdt(−1 + T ) the image of T under promotion.
Rhoades' result (Theorem 1.1 above) may be now reformulated as follows.
Theorem 2.4 ([19, Lemma 3.3]).
Let m be a divisor of n. There exists a cyclic descent map for the shape (m n/m ), defined for T ∈ SYT(m n/m ) by letting n ∈ cDes(T ) if and only if n − 1 ∈ Des(pT ).
With the definition of cDes on SYT(m n/m ) given by Theorem 1.1, the inverse promotion operation p −1 : SYT(m n/m ) → SYT(m n/m ) cyclically shifts cDes, and it generates a Z n -action on SYT(m n/m ).
For λ ⊢ n − 1, let λ be the skew shape obtained from the Young diagram of shape λ by placing a disconnected cell at its upper right corner. The following theorem reformulates [9, Proposition 5.3] .
Theorem 2.5 ([9]
). Let λ ⊢ n − 1. There exists a cyclic descent map for λ , defined for T ∈ SYT(λ ) by letting n ∈ cDes(T ) if and only if n is strictly north of 1 (i.e., n is the entry in the disconnected cell) or n − d ∈ Des( jdt(−d + T )), where d is the entry in the disconnected cell. = jdt(−3 + T ), we see that 6 − 3 ∈ {1, 3} = Des( jdt(−3 + T )), and so 6 ∈ cDes(T ). Therefore, cDes(T ) = {3, 4, 6}.
With the definition of cDes from Theorem 2.5, the map φ : SYT(λ ) → SYT(λ ) given by φT = jdt(1 + d + jdt(−d + T )) is a bijection that cyclically shifts cDes, as shown in [9] . This bijection generates a Z n -action on SYT(λ ).
Example. Below is an orbit of the Z 6 -action generated by φ : SYT((3, 2) ) → SYT((3, 2) ), where cyclic descents are marked in boldface red: By introducing the non-Escher axiom, this definition differs slightly from Definition 1.3 above. However, by [1, Theorem 7.8] , this makes a difference only for very special shapes, namely those consisting of a single row, a single column, or an even number of single-cell connected components. Thus, the cardinalities |cDes −1 (J)| are unique for all J ⊆ [n] but, in general, the map cDes itself is not unique. In this section we study an interesting family of shapes for which the map cDes is unique; note, however, that the bijection φ is not necessarily unique even in this case. This is the family of skew shapes for which the descent numbers of all SYT have only two possible (consecutive) values, k − 1 and k. Specifically, for a skew shape λ/µ define the set
Lemma 3.3. Let λ/µ be a non-ribbon skew shape with n cells. If D(λ/µ) = {k − 1, k} for some 1 ≤ k ≤ n − 1, then there is a unique cyclic descent map cDes :
equivalently, by requiring |cDes(T )| = k for all T ∈ SYT(λ/µ).
Proof. Under the given assumption on D(λ/µ), the size of a cyclic descent set cDes(T ) must be
is impossible by the non-Escher axiom), then, by Definition 1.3(ii), there exists T ′ ∈ SYT(λ/µ) with |cDes(T ′ )| = k − 1 and n ∈ cDes(T ′ ); but then |Des(T ′ )| = |cDes(T ′ )| − 1 = k − 2, which is impossible. Similarly, if |cDes(T )| = k + 1 < n for some T ∈ SYT(λ/µ) (note that |cDes(T )| = n is impossible by the non-Escher axiom), then there exists T ′ ∈ SYT(λ/µ) with |cDes(T ′ )| = k + 1 and n ∈ cDes(T ′ ); hence |Des(T ′ )| = |cDes(T ′ )| = k + 1, which is again impossible. It follows that, necessarily, |cDes(T )| = k for all T ∈ SYT(λ/µ), leading to the claimed uniqueness, while existence follows from Theorem 3.2.
Remark 3.4. A similar proof shows that if D(λ/µ) = {k} consists of a single value, then there is no cyclic descent map for λ/µ. As we shall see below (Theorem 3.5), this happens only for a hook or its reverse.
Near-hooks
We now provide an explicit description of all the shapes satisfying the assumptions of Lemma 3.3. For a SYT T , let T t denote its transpose (or conjugate) tableau, obtained by reflecting T along the main diagonal, i.e., by interchanging rows with columns. For i ∈ [n − 1], i ∈ Des(T t ) if and only if i ∈ Des(T ). The reverse (λ/µ) rev of a skew shape λ/µ is the skew shape obtained by rotating λ/µ by 180 • . The reverse of a tableau T ∈ SYT(λ/µ) is the tableau T rev ∈ SYT((λ/µ) rev ) obtained from the 180 • rotation of T by replacing each entry i by n + 1 − i, where n is the number of cells in λ/µ. It is easy to see that i ∈ Des(T rev ) if and only if n − i ∈ Des(T ).
Example. For λ = (5, 4, 2, 2) and µ = (2, 2, 1), here is a tableau T ∈ SYT(λ/µ) and its corresponding reverse tableau T rev ∈ SYT((λ/µ) rev ): Their descent sets are {1, 4, 6} and {2, 4, 7}, respectively. For a skew shape λ/µ, we write λ/µ = s 1 ⊕ . . . ⊕ s t to indicate that s 1 , . . . , s t are its connected components, ordered from southwest to northeast.
In light of Lemma 3.3, the main result of this section is the following.
Theorem 3.5. Let λ/µ be skew shape with n ≥ 2 cells, and let 1 ≤ k ≤ n − 1 be an integer. Then:
1. D(λ/µ) = {k} if and only if λ/µ is either the hook (n − k, 1 k ) or its reverse.
2. D(λ/µ) = {k − 1, k} if and only if either λ/µ or its reverse is "one cell away from a hook", namely has one of the following forms.
(a) Hook minus its corner cell: The proof of Theorem 3.5 will follow from two lemmas. The first one, which is of independent interest, establishes the "only if" direction. In particular, (c − 1) + (r − 1) ≤ n − 1.
2. If (c − 1) + (r − 1) = n − 1 (equivalently, D(λ/µ) consists of a single value), then either λ/µ or its reverse is a hook.
3. If (c − 1) + (r − 1) = n − 2 (equivalently, D(λ/µ) consists of two consecutive values), then either λ/µ or its reverse is a near-hook.
Proof.
1. Let us first show that, for any T ∈ SYT(λ/µ), |Des(T )| ≥ c − 1. Indeed, choose a column of length c in λ/µ, and let a 1 < . . . < a c be the entries of T in this column. For each 1 ≤ i ≤ c − 1, the sequence a i , a i + 1, . . . , a i+1 − 1 must contain at least one descent of T , since otherwise each of these numbers would appear in a cell strictly west and weakly south of its successor, forcing a i to be strictly west and weakly south of a i+1 , which is impossible. We have thus established the existence of c − 1 distinct elements in Des(T ).
Let us now construct a tableau T ∈ SYT(λ/µ) for which |Des(T )| = c − 1. As a guiding example, if λ/µ is a straight shape (i.e., if µ is empty), fill the shape row by row, from top to bottom, with each row filled consecutively from left to right. Note that c is then the number of rows in λ. Similarly, for a general (possibly disconnected) skew shape λ/µ, define skew rows as follows. The first skew row consists of the top cells of all the columns in λ/µ. Removing these cells leaves another skew shape, for which we iterate the same procedure to define the second skew row, and so on. Now fill these skew rows from top to bottom, with each skew row filled consecutively from left to right. Since the length of each column decreases by 1 at each step (as long as it is still nonzero), the number of skew rows is exactly c. The descents of the resulting tableau T are the entries in the last cell of each skew row (except the last). Thus |Des(T )| = c − 1 and min(D(λ/µ)) = c − 1 as claimed.
The argument for max(D(λ/µ)) is similar; alternatively, it follows by considering the conjugate shape, and noting that Des(T t ) = [n−1]\Des(T ). Finally, the inequality (c−1)
2. If (c − 1) + (r − 1) = n − 1, consider a column of length c and a row of length r in λ/µ. Since c + r = n + 1, they must have a (unique) cell in common, and their union contains all the cells of λ/µ. If the positive integers i < i ′ and j < j ′ are such that the cells (i, j) and (i ′ , j ′ ) belong to the skew shape λ/µ, then so do (i, j ′ ) and (i ′ , j). We deduce that the common cell is either the top cell of the column as well as the leftmost cell of the row, or it is the bottom cell of the column as well as the rightmost cell of the row. Thus either λ/µ or its reverse is a hook.
Lemma 3.8. Assume that either λ/µ or its reverse is a near-hook with n cells, and let k be as given in each case of Theorem 3.5.2. Then
Additionally, for T ∈ SYT(λ/µ), Des(T ) is given explicitly in each case as follows.
(a) Hook minus its corner cell: Let C be the set of entries in the column
Hook plus a disconnected cell: Let T 0 be the entry in the disconnected cell of T , and let C be the set of entries in the column (1 k−1 ) (excluding the corner cell).
Hook plus an internal cell: Let T int = T 2,2 be the entry in the internal cell of T , and let C be the set of entries in the column (1 k−1 ) (excluding the corner cell).
Proof. The equality D(λ/µ) = {k − 1, k} follows from the detailed description of Des(T ) in each case, which can be proved by a straightforward case-by-case verification. Details are omitted, but we remark that if λ/µ = (1)
Proof of Theorem 3.5.
1. The "only if" direction follows from Lemma 3.7.2. The "if" direction is clear by noting that D(λ/µ) = {k} if either λ/µ or its reverse is the hook (n − k, 1 k ).
2. The "only if" direction follows from Lemma 3.7.3, and the "if" direction is given by Lemma 3.8.
Having shown that D(λ/µ) = {k − 1, k} for some 1 ≤ k ≤ n − 1 when λ/µ or its reverse is a near-hook, Lemma 3.3 guarantees that there is a unique cylic descent map for such shapes. The explicit conditions determining whether n ∈ cDes(T ) for T of such shapes can now be extracted from Lemma 3.8.
Corollary 3.9. Assume that either λ/µ or its reverse is a near-hook with n cells, let k be as given in each case of Theorem 3.5.2, and let T ∈ SYT(λ/µ). Then:
1. There exists a unique cyclic descent map for λ/µ, specified by letting
In particular, |cDes(T )| = k.
2. Explicitly, the condition for n ∈ cDes(T ) is given in each case as follows, where C, T 0 and T int are defined as in Lemma 3.8.
λ/µ n ∈ cDes(T ) iff (a) Hook minus its corner cell:
Case (a) will be generalized in Section 4; case (c) is Theorem 1.5 above.
Two interesting symmetries for cyclic descents of near-hooks emerge from Lemma 3.8 and Corollary 3.9. They correspond to symmetries for descents of arbitrary skew shapes. Corollary 3.10. Let λ/µ be a skew shape with n cells and let T ∈ SYT(λ/µ). Then
If, additionally, either λ/µ or its reverse is a near-hook, then the (unique) cyclic descent set of the transpose and the reverse tableaux are
where 0 is interpreted as n (mod n).
Finally, we compute the multiplicities |cDes −1 (J)| for each J ⊆ [n] with |J| = k, for the various types of near-hooks. A cyclic run of a set ∅ J [n] is a maximal cyclic interval {i, i+1, . . . , i+r} (mod n) contained in J.
Theorem 3.11. Assume that either λ/µ or its reverse is a near-hook with n cells, and let k be such that |cDes(T )| = k for every T ∈ SYT(λ/µ) (which exists by Corollary 3.9.1). For every J ⊆ [n] with |J| = k, |cDes −1 (J)| is given in each case as follows.
(a) Hook minus its corner cell:
), or their reverses, then |cDes −1 (J)| equals the number of cyclic runs in J.
(c) Hook plus an internal cell: If λ/µ is either (n − k, 2, 1 k−2 ) or its reverse, then |cDes −1 (J)| equals the number of cyclic runs in J minus 1.
Proof. By Corollary 3.10, reversing the shape if needed, we can assume that (λ/µ) rev is a near-hook. Similarly, transposing the shape if needed, we can reduce case (b) to one shape. Let T ∈ SYT(λ/µ).
then, by Lemma 3.8, cDes(T ) is the set of entries in the column
(1 k ) of T . Thus, cDes(T ) uniquely determines T .
) rev , then, by Lemma 3.8 and Corollary 3.9,
where C is the set of entries in the column (1 k−1 ) of T , and T 0 is the entry in the disconnected cell. Since cDes satisfies Definition 1.3(ii), it suffices to prove the claim for J ⊆ [n − 1] (i.e., not containing n). In this case, J = C ⊔ {T 0 − 1} and
Note that either T 0 = n (so that n occupies the bottom-right corner) or T 0 = n (so that n − 1 = T 0 − 1 occupies that corner). Summing up, given J ⊆ [n − 1], to construct T ∈ SYT(λ/µ) with cDes(T ) = J one can choose T 0 − 1 ∈ J subject only to T 0 ∈ J, yielding
which is the number of cyclic runs in J.
(c) If λ/µ = (n − k, 2, 1 k−2 ) rev , then, by Lemma 3.8 and Corollary 3.9,
where C is the set of entries in the column (1 k−1 ) of T , and T int is the entry in the internal cell. By Definition 1.3(ii), it suffices to prove the claim for
(given that n must occupy the bottom-right corner). In fact, the last equality is superfluous, since T int < max(C) implies T int ≤ n − 2, and the constraint T int + 1 ∈ C then implies
which is one less than the number of cyclic runs in J.
The bijection φ for near-hooks
The inverse promotion operator p −1 T = jdt(1+T ) shifts the cyclic descent set for rectangular shapes (see Section 2.2) and for hooks minus their corner cell (see the more general discussion of strips in Section 4 below). Namely, for every SYT T of rectangular or strip shape, cDes(p −1 T ) = 1+cDes(T ), with addition modulo n. However, for hooks plus an internal or disconnected cell, this is not always the case. For example, cDes 1 2 5 3 4 = {2, 5}, but cDes p −1 1 2 5 3 4 = cDes 1 2 3 4 5 = {3, 5}.
A variant of promotion which shifts the cyclic descent set for hooks plus a disconnected cell was described in [9] , see Section 2.2. In this section we present a bijection on SYT of a shape consisting of a hook plus an internal cell, cyclically shifting their (uniquely defined) cyclic descent sets. Instead of describing a bijection φ such that cDes(φT ) = 1 + cDes(T ), it will be more convenient to describe its inverse ψ = φ −1 , satisfying cDes(ψT ) = −1 + cDes(T ), always with addition modulo n, the number of cells. We emphasize that, even though cDes is uniquely defined for these shapes, the definition of φ (or ψ) is not unique. We assume throughout this section that 2 ≤ k ≤ n − 2. A run of a set J ⊆ [n − 1] is a maximal interval {i, i + 1, . . . , i + r} contained in J. In this case, i is called the first letter of the run. The first run of J is the one that contains its smallest element. Note that, since n ∈ J, runs are the same as the cyclic runs (defined before Theorem 3.11) when viewing J as a subset of [n].
Lemma 3.12. Let T ∈ SYT(n−k, 2, 1 k−2 ), and let cDes be defined as in Theorem 1.5 (equivalently, Corollary 3.9.2(c)).
• If n ∈ cDes(T ), then T 2,2 − 1 is the first letter in a run of cDes(T ) which is not the first run.
• If n ∈ cDes(T ), then T 2,2 − 1 is the first letter in a run of cDes(T t ) which is not the first run.
Proof. To prove the first part, note that, by Lemma 3.9.2(c), n ∈ cDes(T ) if and only if T 2,2 − 1 is in the first row of T . Thus, in this case, T 2,2 − 1 ∈ Des(T ) but T 2,2 − 2 / ∈ Des(T ). It follows that T 2,2 − 1 is the first letter in a run of Des(T ) = cDes(T ), which is not the first run because
The second part follows using Corollary 3.10 and noting that T t 2,2 = T 2,2 .
as follows.
• If 1 ∈ cDes(T ), let the first row of ψT contain the entries [n] \ cDes(T ), in increasing order from left to right. By Lemma 3.12, T 2,2 − 1 is the first letter in the ith run (for some i = 1) of either cDes(T ) or cDes(T t ). In any case, let (ψT ) 2,2 be the first letter in the ith run of cDes(T ). Equivalently,
if T 2,2 − 1 is in the first column of T and a is the entry below it, n if T 2,2 − 1 is at the bottom of the first column of T .
Place the remaining letters in the first column of ψT , in increasing order from top to bottom.
• If 1 ∈ cDes(T ), define ψT := (ψT t ) t , reducing to the previous case.
Remark 3.14. For T ∈ SYT(n − k, 2, 1 k−2 ) with 1, n both in cDes(T ) or both not in cDes(T ), the map ψ coincides with the promotion operator.
Proposition 3.15. The map ψ is a bijection (generating a Z n -action) on SYT(n−k, 2, 1 k−2 ) which cyclically shifts the cyclic descent set cDes defined in Theorem 1.5 (or Corollary 3.9.2(c)); namely, for every T ∈ SYT(n − k, 2, 1 k−2 ), cDes(ψT ) = −1 + cDes(T ) with addition modulo n.
Example. Below are three orbits of the Z 6 -action on SYT(3, 2, 1). Cyclic descents are marked in boldface red.
, , Proof. First we show that ψT is a standard Young tableau. By definition, the first row and first column are increasing, so it remains to show that (ψT ) 2,2 > max{(ψT ) 1,2 , (ψT ) 2,1 }. By Corollary 3.10 (regarding the effect of the transpose on cDes), it suffices to prove this inequality for the case 1 ∈ cDes(T ). In this case, by Definition 3.13 and Lemma 3.12, (ψT ) 2,2 belongs to a run of cDes(T ) which is not the first run, thus it is bigger than the minimum of cDes(T ), which equals (ψT ) 2,1 . Also, by definition, if 1 ∈ cDes(T ) then (ψT ) 1,2 is the smallest value in [n]\cDes(T ) which is not 1, thus smaller than first letter in any run of cDes(T ) which is not the first run, hence (ψT ) 1,2 ≤ (ψT ) 2,2 .
Next we prove that cDes(ψT ) = −1 + cDes(T ) . Again, by Corollary 3.10, it suffices to prove this statement for the case 1 ∈ cDes(T ). Since (ψT ) 2,2 is the first letter in a run of cDes(T ) = {(ψT ) i,j : i > 1} which is not the first run, (ψT ) 2,2 − 1 lies in the first row of ψT . Now observe that, by Lemma 3.8(b), for every T ∈ SYT(n − k, 2, 1 k−2 ),
Hence,
The last equality follows from the assumption 1 ∈ cDes(T ) and the definition of ψ.
To prove that ψ is a bijection, it suffices to show that ψ n is the identity map. For every ∅ = J ⊆ [n], let r(J) := |{d ∈ J : d − 1 ∈ J}| (with addition modulo n) be the number of cyclic runs in J. Since cDes(T t ) = [n] \ cDes(T ) for T ∈ SYT(n − k, 2, 1 k−2 ) by Corollary 3.10, r(cDes(T t )) = r(cDes(T )). If 1 ∈ cDes(T ), then all cyclic runs in cDes(T ) are regular runs. Similarly, if 1 ∈ cDes(T ), then by Corollary 3.10, 1 ∈ cDes(T t ) and all cyclic runs in cDes(T t ) are regular runs. Thus, by Lemma 3.12, for every T ∈ SYT(n − k, 2, 1 k−2 ) there exists a unique 1 < i ≤ r(cDes(T )) such that T 2,2 − 1 is either the first letter in the ith run of cDes(T ) or the first letter in the ith run of cDes(T t ). Let f be the map from the set SYT(n − k, 2, 1 k−2 ) to the interval [2, r(cDes(T ))] which associates, to each T ∈ SYT(n − k, 2, 1 k−2 ), this positive integer i.
Combining this with Theorem 3.11(c), we deduce that the marked cyclic descent set map cDes ×f from SYT(n − k, 2, 1 k−2 ) to the set of pairs (1), the length of the orbit of T under ψ is equal to the length of the orbit of cDes(T ) under the shift operation on subsets of [n], thus it divides n. One deduces that ψ n is the identity map, and so ψ is a bijection that generates a Z n -action on SYT(n − k, 2, 1 k−2 ).
Generating functions for cyclic descent set over near-hook shapes
Next we derive some enumerative results, for the various types of near-hook shapes, from the explicit descriptions of cyclic descent sets given in Theorem 3.11. For a subset J ⊆ [n], let x J := i∈J x i . Proposition 3.16. We have
In particular,
Proof. By Theorem 3.11(a), each subset of [n] of size k appears exactly once as cDes(T ) for some
Proposition 3.17. We have
Proof. By Theorem 3.11(b), the multiplicity of each monomial x J in the LHS of Equation (3) 
) is equal to the number of cyclic runs in J. Representing each cyclic run by its first element, this is the number of j ∈ [n] for which j ∈ J but j − 1 ∈ J (with subtraction modulo n). Changing the order of summation, this amounts to counting, for each j ∈ [n], each subset J which contains j but not j − 1.
Proposition 3.18. We have
Proof. By Theorem 3.11(c), the multiplicity of each monomial x J in the LHS of Equation (4) (for
) is equal to the number of cyclic runs in J minus 1. Therefore, this equation is obtained by subtracting Equation (2) from Equation (3).
Strips

From near-hooks to strips
In this section we generalize the cyclic descent set map on a hook minus a corner cell to certain shapes called strips.
A strip is a skew shape all of whose connected components have either only one row or only one column; equivalently, it is a skew shape which contains neither of the shapes , .
Example. The following shapes are strips:
, , .
By Corollary 3.9.2(a), there exists a unique cyclic descent map for SYT of shape a hook minus its corner, and it is defined by letting n ∈ cDes(T ) if and only if the entry 1 is in the first column of T . The existence part of this statement can be generalized to arbitrary strips. The uniqueness part does not generalize, as the example in Remark 6.8.2 shows. Proposition 4.1. For every strip λ/µ with n cells, there exists a cyclic descent map, specified for T ∈ SYT(λ/µ) by letting n ∈ cDes(T ) if and only if either n is strictly north of 1, or 1 and n are in the same vertical component; equivalently, if n − 1 ∈ Des(pT ), where p is the promotion operator.
Proof. For T ∈ SYT(λ/µ), pT is obtained from −1 + T by sorting the entries within each row so that they increase from left to right, and within each column so that they increase from top to bottom. Since p : SYT(λ/µ) → SYT(λ/µ) is a bijection (and, in fact, generates a Z n -action in this case), it is enough to show that cDes(pT ) = −1 + cDes(T ) with the above definition, by considering the following cases, for 1 ≤ i ≤ n, with addition mod n:
• If i and i + 1 are in different connected components of T , then the corresponding components of pT contain i − 1 and i, respectively. Thus, i ∈ cDes(T ) if and only if i − 1 ∈ cDes(pT ).
• If i and i + 1 are in the same row of T , then i − 1 and i are in the corresponding row of pT . In this case, i ∈ cDes(T ) and i − 1 ∈ cDes(pT ).
• If i and i + 1 are in the same column of T , then i − 1 and i are in the corresponding column of pT . In this case, i ∈ cDes(T ) and i − 1 ∈ cDes(pT ).
We conclude that the inverse promotion operator φT := jdt(1 + T ) = p −1 T shifts (cyclically) the cyclic descent sets of the SYT of any given strip shape. Of special interest are horizontal strips, which are the skew shapes all of whose connected components are single rows. 
Cyclic super-descents for words and cyclic descents for strips
The cyclic descent map on SYT of a strip shape can be equivalently described in terms of a cyclic super-descent map on words with bi-colored letters, as follows.
Let Remark 4.5. This notion of N -super-descents implicitly appears in [4] for N := [k] and in [17] for any N ⊆ [n]; see also [18] . It is easy to see that the following properties hold for every strip shape γ:
1. The map f is injective.
The map f is Des-and cDes-preserving; that is, for all T ∈ SYT(γ)
Des Nγ (f (T )) = Des(T ) and cDes Nγ (f (T )) = cDes(T ).
3. The map f commutes with cyclic rotation; namely, for every T ∈ SYT(γ) For a horizontal strip with two connected components (m = 2 and N = ∅), we can apply the above bijection to obtain a formula for the number of tableaux with a given cyclic descent set. Proposition 4.7. Let (k) ⊕ (n − k) be a horizontal strip with two components, containing k cells in the lower component and n − k cells in the upper one, with 1 ≤ k ≤ n − 1. For each nonempty subset J = {j 1 < . . . < j t } ⊆ [n], define the sequence of cyclic differences (d 1 , . . . , d t ) by
In particular, a subset J ⊆ [n] as above is a cyclic descent set for some T ∈ SYT((k) ⊕ (n − k)) if and only if 1 ≤ |J| ≤ min(k, n − k) and the elements of J are cyclically non-adjacent (namely,
Proof. Apply the map f defined above to encode each T ∈ SYT((k) ⊕ (n − k)) by a word w = w 1 · · · w n ∈ [2] n where, for each 1 ≤ i ≤ n, w i := 1, if entry i is in the lower row of T ; 2, if entry i is in the upper row of T.
This encoding is a bijection from SYT((k) ⊕ (n − k)) to the set of words w ∈ [2] n in which 1 appears k times (and 2 appears n − k times), and this bijection preserves cyclic descents. It thus suffices to study cDes for such words. Clearly, cDes(w) = J = {j 1 < . . . < j t } if and only if each cyclic interval w j i−1 +1 · · · w j i has the form 1 c i 2 d i −c i for some 1 ≤ c i ≤ d i − 1, with c 1 + . . . + c t = k. This yields the claimed formula. Finally, to determine when a subset J ⊆ [n] appears as a cyclic descent set, note that the factors in the RHS of the formula have the form q + . . . + q d i −1 . Thus the coefficient of q k in the LHS of the formula is nonzero if and only if d i ≥ 2 for each 1 ≤ i ≤ t and also t ≤ k ≤ n − t, which is equivalent to t ≤ min(k, n − k).
Another enumerative application of this bijection will be presented in Section 5.4.
Two-row straight shapes
In this section we provide an explicit combinatorial description of a cyclic descent map for two-row straight shapes, proving Theorem 1.6.
From two-row shapes to lattice paths
It will be useful to view two-row SYT as lattice paths on the plane. Let A n denote the set of all lattice paths with n steps U = (1, 1) and D = (1, −1) starting at the origin. Let A h n denote the set of paths in A n whose ending height (that is, the y-coordinate of its endpoint) is h. Define the peak set of a path P ∈ A n as Λ(P ) = {i : the ith step of P is a U followed by a D} ⊆ [n − 1].
Let P n ⊂ A n be the set of paths that do not go below the x-axis, and let P h n = P n ∩ A h n be those that end at height h. Let Q n = A n \ P n , and define Q h n similarly. Consider the map Γ from two-row SYT (possibly of skew shape) to lattice paths obtained by letting the ith step of the path be a U if i is the first row of the tableau, and a D otherwise. Clearly, Γ sends the statistic Des on tableaux to the statistic Λ on paths. The map Γ restricts to a bijection between SYT(n − k, k) and P n−2k n . As a consequence, finding a cyclic descent map for (n − k, k) as in Definition 1.3 is equivalent to constructing a cyclic peak map on P n−2k n , defined as follows.
Definition 5.1. Let B ⊆ A n . A cyclic peak map on B is a map cΛ : P n−2k n → 2 [n] such that (i) cΛ(P ) ∩ [n − 1] = Λ(P ) for all P ∈ B (i.e., cΛ extends Λ);
(ii) the multiset {{cΛ(P ) : P ∈ B}} is closed under cyclic rotation modulo n.
Indeed, once a cyclic peak map cΛ P on P n−2k n has been constructed, the map cDes : SYT(n − k, k) → 2 [n] defined by cDes(T ) := cΛ P (Γ(T )) for T ∈ SYT(n − k, k) will be a cyclic descent map for (n − k, k).
We start with the much simpler problem of defining cyclic peak map cΛ A on A h n , for any fixed h. Unlike P h n , the set A h n is closed under cyclic shifts, namely the operation of moving the last step to the beginning of the path. Thus, for P ∈ A h n , we can simply define cΛ A (P ) = Λ(P ) ⊔ {n} if P ends with a U and starts with a D, Λ(P ) otherwise.
Clearly, cΛ A on A h n satisfies Definition 5.1. Next we relate the sets A n and P n by describing an injection ϕ : A n−2k+2 n → A n−2k n with the property that the set of paths that are not in its image is A n−2k n \ Q n−2k
Proof. Given P ∈ A n−2k+2 n , match U and D steps that face each other, meaning that they are at the same height, U is to the left of D, and the horizontal line segment connecting their midpoints stays below the path. (Viewing U and D steps as opening and closing parentheses, respectively, this is equivalent to matching parentheses properly.) Note that the sequence of unmatched steps, from left to right, is of the form D i U j , and that j > 0 because n − 2k + 2 > 0. Let ϕ(P ) be the path obtained from P by changing its leftmost unmatched U into a D. See Figure 5 .1 for an example. It is clear that Λ(P ) = Λ(ϕ(P )), since the changed step is not part of a peak in either P or ϕ(P ).
Since the leftmost unmatched U of P must start at height 0 or lower, we have that ϕ(P ) ∈ Q n−2k n . To show that ϕ is a bijection between A n−2k+2 n and Q n−2k n , we describe its inverse. Given a path in Q n−2k n , match again U and D steps that face each other, and then change the rightmost unmatched D, which must exist because the path goes below the x-axis, into a U . Unfortunately, ϕ does not preserve cΛ A in general: there are paths P ∈ A n−2k+2 n with n ∈ cΛ A (ϕ(P )) but n / ∈ cΛ A (P ). We will require our map cΛ P on P n−2k n to satisfy that, for all J ⊆ [n], |{P ∈ P n−2k n : cΛ P (P ) = J}| = |{P ∈ A n−2k n : cΛ A (P ) = J}| − |{P ∈ A n−2k+2 n : cΛ A (P ) = J}|.
(5) This requirement, together with the fact that {{cΛ A (P ) : P ∈ A h n }} is closed under cyclic rotation for every h, will imply that condition (ii) of Definition 5.1 holds for cΛ P .
Cyclic descents on two-row straight shapes
In the previous section we have reduced the construction of a cyclic descent map for (n − k, k) to the construction of a cyclic peak set cΛ P on P n−2k n that extends Λ and satisfies Equation (5) . In the rest of this section we assume that 2 ≤ k ≤ n/2, since we know by Proposition 1.4 that no cyclic descent map exists for (n − 1, 1).
Fix I ⊆ [n − 1]. Paths in A n−2k n with peak set I can be partitioned as follows:
where the last equality uses the fact that every P ∈ P n−2k n starts with a U step, and thus satisfies n / ∈ cΛ A (P ).
{P ∈ A n−2k+2 By Lemma 5.2, ϕ gives a bijection between {P ∈ A n−2k+2 n : Λ(P ) = I} and {P ∈ Q n−2k n : Λ(P ) = I}. Even though ϕ does not preserve cΛ A in general , the next lemma describes precisely when it does. The paths with cΛ A (ϕ(P )) = cΛ A (P ) ⊔ {n} correspond to the striped region in Figure 5 .2. Lemma 5.3. For 2 ≤ k ≤ n/2 and P ∈ A n−2k+2 n , cΛ A (ϕ(P )) = cΛ A (P ) ⊔ {n} if P is of the form P = U RU for some R ∈ P n−2k n−2 , cΛ A (P ) otherwise.
Proof. Recall from Lemma 5.2 that ϕ is Λ-preserving, and ϕ(P ) is obtained from P ∈ A n−2k+2 n by changing the leftmost unmatched U of P into a D. Since n − 2k ≥ 0, the leftmost unmatched U is never the last step of P . Therefore, ϕ does not change the last step.
It follows that in order to have cΛ A (ϕ(P )) = cΛ A (P ), ϕ must change the first step of P (from a U to a D) and P must end with a U . For the first step of P to be the leftmost unmatched U , we must have P = U RU for some R ∈ P n−2k n−2 . In this case, ϕ(P ) = DRU , and thus n ∈ cΛ A (ϕ(P )) but n / ∈ cΛ A (P ).
Our strategy to define cΛ P satisfying Equation (5) will be to declare that n ∈ cΛ P (P ) for certain paths P ∈ P n−2k n , making the number of paths with this property equal to the number of paths P ∈ A n−2k+2 n for which cΛ A (P ) and cΛ A (ϕ(P )) disagree. Provided that cΛ P extends Λ, in order for Equation (5) to hold for all J ⊆ [n], it is enough if it holds for sets J containing n. This is because, for I ⊆ [n − 1], having cΛ P (P ) equal to I or I ⊔ {n} is equivalent to having Λ(P ) = I, and |{P ∈ P n−2k n : Λ(P ) = I}| = |{P ∈ A n−2k n : Λ(P ) = I}| − |{P ∈ A n−2k+2 n : Λ(P ) = I}| by Lemma 5.2. For J = I ⊔ {n}, Equation (5) : cΛ A (P ) = I ⊔ {n}}| = |{P : P = U RU for some R ∈ P n−2k n−2 and Λ(P ) = I}|, (7) where we have used the decomposition (6) and Lemma 5.3.
To define cΛ P satisfying condition (7), we will find a subset of {P ∈ P n−2k n : Λ(P ) = I} of size equal to the right-hand side of (7) (corresponding to the striped region in Figure 5. 2); and then let cΛ P (P ) := I ∪ {n} for P in the subset, and cΛ P (P ) := I otherwise. To find such subset, we construct an injection ψ : {P : P = U RU for some R ∈ P n−2k n−2 and Λ(P ) = I} −→ {P ∈ P n−2k n : Λ(P ) = I} and let the aforementioned subset be its image.
Given P in the domain of the map, let ψ(P ) be the path obtained by changing the last occurrence of DU in P into DD. Note that P must contain a D because n − 2k + 2 < n, since k > 1, and thus it must contains some DU since the last letter of paths in the domain is U . Also, we have ψ(P ) ∈ P n−2k n , and ψ preserves Λ, since the last DU of P cannot be followed by a D. Figure 5 .3 shows an example of this construction. To see that ψ is an injection, note that P can be recovered from ψ(P ) by changing the rightmost D into a U .
For P ∈ P n−2k n with Λ(P ) = I, we declare that n ∈ cΛ P (P ) if and only if P is in the image of ψ, which can be described as the set of paths in P n−2k n where the rightmost D is preceded by another D, and after changing that rightmost D into a U , the resulting path is of the form P = U RU with R ∈ P n−2 . This is equivalent to the following definition. Recall that a return of a path in P n is a D step that ends on the x-axis. Definition 5.4. For P ∈ P n−2k n with 2 ≤ k ≤ n/2, let n ∈ cΛ P (P ) if and only if the rightmost D of P is preceded by another D, and P has no returns before the rightmost D.
We point out that, from the above definition, it is clear that having n ∈ cΛ P (P ) forces 1, n − 1 / ∈ cΛ P (P ). This is consistent with the fact that a path cannot have two peaks in adjacent positions. Via the bijection Γ between SYT(n−k, k) and P n−2k n , the statistic cΛ P translates into the following statistic cDes on SYT(n − k, k).
Definition 5.5. For T ∈ SYT(n − k, k) with 2 ≤ k ≤ n/2, let n ∈ cDes(T ) if and only if both of the following conditions hold:
1. the last two entries in the second row of T are consecutive, that is,
Example. According to Definition 5.5, we have 9 ∈ cDes 1 2 3 5 9 4 6 7 8 , but 9 / ∈ cDes 1 3 4 6 9 2 5 7 8 .
Proof of Theorem 1.6. Theorem 1.6 states that, for 2 ≤ k ≤ n/2, Definition 5.5 gives a cyclic descent map cDes for (n − k, k). By construction, this definition is equivalent to setting cDes(T ) = cΛ P (Γ(T )) for all T ∈ SYT(n − k, k). Having shown that cΛ P on P n−2k n satisfies Definition 5.1, it follows that cDes on SYT(n − k, k) satisfies Definition 1.3.
Note that condition 2 in Definition 5.5 is equivalent to the fact that, after removing T 2,k and T 1,1 = 1 from T and applying jdt, the resulting tableau has shape (n − k − 1, k − 1).
We conclude this section by comparing Definition 5.5 with previous definitions of cyclic descent sets.
Remark 5.6.
1. For the shape (n − 2, 2), Definition 5.5 coincides with the only cyclic descent map for hooks plus an internal cell described in Theorem 1.5.
2. On two-row rectangular shapes, Definition 5.5 coincides with Rhoades' definition [19] , restated right after Theorem 1.1. Indeed, for even n and T ∈ SYT(n/2, n/2), Rhoades' definition declares that n ∈ cDes(T ) if and only if, when applying jdt to −1 + T , the path that n follows goes east at every step until the last step, when it goes south. This happens if and only if T 2,i−1 > T 1,i for 1 < i ≤ n/2, which is equivalent to condition 2 of Definition 5.5 plus the fact that T 2,n/2−1 = n − 1, which translates into condition 1.
5.3
The bijection φ for two-row straight shapes Let 1 < k ≤ n/2. We will define a bijection φ : SYT(n − k, k) → SYT(n − k, k) with the property that, with cDes as given by Definition 5.5,
for all T ∈ SYT(n − k, k), with addition modulo n. We first construct a bijection ρ : P n−2k n → P n−2k n such that cΛ P (ρP ) = 1 + cΛ P (P ) for all P ∈ P n−2k n , with addition modulo n. Let P = n≥0 P n and P 0 = n≥0 P 0 n . Given P ∈ P n−2k n , define ρP by considering four cases:
1. If n ∈ cΛ P (P ), let ρP be the path obtained by moving the last D of P and inserting it as the second step of the path. In other words, write P = U QDDU i for some i ≥ 0 and some path Q, and let ρP = U DQDU i .
2. If n − 1 ∈ cΛ P (P ), write P = QDU i+1 D for some i ≥ 0 and some path Q ∈ P, and let ρP = U QDDU i .
3. If n − 1, n / ∈ cΛ P (P ) and the last D of P is preceded by a U , let ρP be the path obtained by simply moving the last step of P (which is necessarily a U ) to the beginning.
4. If n − 1, n / ∈ cΛ P (P ) and the last D is preceded by a D, write P = RU QDDU i for some i ≥ 0, R ∈ P 0 and Q ∈ P (that is, the last return of P not including the final D occurs at the end of R), and let ρP = U RDQDU i . (Note that R is never empty because, since n / ∈ cΛ P (P ), P must have some return before the last D.)
To prove that ρ is a bijection, we describe its inverse in each of the four cases above, for given P ′ ∈ P n−2k n , as follows:
1. If 1 ∈ cΛ P (P ′ ), then ρ −1 P ′ is the path obtained by moving the first D of P ′ (which is the second step) and inserting it right after the last D of P ′ .
2. If n ∈ cΛ P (P ′ ), write P ′ = U QDDU i for some i ≥ 0 and some path Q ∈ P, and let
3. If 1, n / ∈ cΛ P (P ′ ) and P ′ has no returns, then ρ −1 P ′ is the path obtained by simply moving the first step of P (which is necessarily a U ) to the end.
If 1, n /
∈ cΛ P (P ) and P ′ has returns, write P ′ = U RDQDU i for some i ≥ 0, R ∈ P 0 and Q ∈ P (that is, the first return of P ′ is immediately before Q), and let ρ −1 P ′ = RU QDDU i .
It is easy to check from the above definition that cΛ P (ρP ) = 1 + cΛ P (P ) in all four cases. Letting φ = Γ −1 • ρ • Γ, we obtain a bijection φ : SYT(n − k, k) → SYT(n − k, k) satisfying Equation (8) .
Next we describe φ directly in terms of SYT as follows. The three cases below correspond to the four cases above, with 1 and 4 consolidated into one new case 1'. For T ∈ SYT(n − k, k), let x denote the last entry in the second row of T , and let 1 + T ≤x be the tableau obtained by adding 1 modulo x to the entries of T that are smaller or equal to x (and leaving the entries bigger than x unchanged). Given T ∈ SYT(n − k, k), construct φT by considering the following cases, which depend on whether the last two entries of the second row of T are consecutive or not:
1'. If they are consecutive, let φT = jdt(1 + T ≤x ).
2. If they are not consecutive and n is in the first row of T , let φT = jdt(1 + T ).
3. If they are not consecutive and n is in the second row of T , let φT be the tableau obtained from 1 + T as follows: switch 1 (which is the last entry in the second row of 1 + T ) with y + 1, where y is the entry immediately to the left of 1; then apply jdt as usual.
Remark 5.7. When n is even and k = n/2, the above definition of φT coincides with jdt(1 + T ) in all cases.
Example. Below are two orbits of the Z-actions on SYT(5, 4) and SYT(6, 3) generated by φ, respectively. Cyclic descents in each SYT are marked in boldface red. 
Generating functions for cdes over two-row straight shapes
For a positive integer n, denote n 1 := ⌊n/2⌋ and n 2 := ⌈n/2⌉, so that n 1 ≤ n 2 and n 1 + n 2 = n. Let T be the set of all straight SYT with n cells whose shape has at most two rows. Recall the definition des(T ) := |Des(T )| of the descent number of T ∈ T . The following result appears, for example, in [3, Theorem 3.2] ).
Proposition 5.8. We have
We now prove an analogous formula for the cyclic descent number cdes(T ) = |cDes(T )|. To this end, we replace the pair of hook shapes in T , h 0 = (n) and h 1 = (n − 1, 1), which do not possess cyclic descent extensions, with the single shape h ′ = (1) ⊕ (n − 1), and denote byT the resulting set of SYT. Note thatT des (q) = T des (q), since there is an obvious Des-preserving bijection between SYT(h ′ ) and SYT(h 0 ) ∪ SYT(h 1 ).
Theorem 5.9. We havê
We present three proofs of this theorem. The first applies a differential equation; the second applies the bijection to words from Section 4.2; and the third applies the bijection to lattice paths from Section 5.1.
First Proof. Let us first restate the formula forT des (q) from Proposition 5.8.
By [1, Lemma 2.4 and Remark 2.5],
(1 − q) n and, moreover, the polynomialT cdes (q) has no constant term. Thuŝ
Second Proof. Recall (from Lemma 2.1 and Lemma 2.3 with m = k = n 1 ) that jdt is a Despreserving map from SYT((n 1 ) ⊕ (n 2 )) to T . As discussed above, (1) ⊕ (n − 1) may replace the pair of shapes (n − 1, 1) and (n), so we can considerT instead of T . By [1, Lemma 2.2(iii)], the distribution of cDes is determined by the distribution of Des. Hence, the number of SYT inT with d cyclic descents is equal to the number of SYT of shape (n 1 ) ⊕ (n 2 ) with d cyclic descents; namely,T
Proof. Lemma 2.1 and Lemma 2.3 (with m = k ≤ n/2) imply that
Subtracting the corresponding equation for k − 1 gives
The specialization x 1 = . . . = x n−1 = q together with the aforementioned generalization of Proposition 5.8 yield the desired formula.
Theorem 5.12. For any 2 ≤ k ≤ n/2,
Proof. By [1, Lemma 2.2(iii)], the cyclic descent set distribution is determined by the descent set distribution. Hence, Equation (10) also holds when Des is replaced by cDes. The result now follows from the aforementioned generalization of Theorem 5.9.
By a similar argument, Proposition 4.7 implies the following more refined result. 
6 Two-row skew shapes
In this section we give two different definitions of cyclic descent sets on skew SYT with two rows. The first one applies the jeu de taquin construction from Section 2.1 to reduce to straight tableaux, while the second applies the lattice path interpretation from Section 5.
Parameterizing two-row skew shapes as (n − k + m, k)/(m), where 0 ≤ m ≤ k < n and 2k ≤ n + m, we will consider those with k ≥ m + 2, which we call non-ribbon two-row skew shapes. For k = m + 1, the shape (n − k + m, k)/(m) is a ribbon and thus, by Proposition 1.4, has no cyclic descent map. For k = m, the shape (n − k + m, k)/(m) is a strip, and this case was considered in Section 4.
6.1 Cyclic descents on two-row skew shapes via jeu de taquin Next we show that part (ii) is also satisfied. By Lemma 2.3,
Hence, since k − m ≥ 2,
with cDes on the right hand side given by Definition 5.5. By Theorem 1.6, each multiset in this union is closed under cyclic rotation modulo n.
Cyclic descents on two-row skew shapes via lattice paths
A second definition of cyclic descents on two-row skew shapes is obtained by generalizing the construction in Section 5, considering paths in A n that do not go below a given horizontal line, and extending the injections ϕ and ψ to more general sets of paths. Let P n,m be the set of paths in A n that do not go below the line y = −m, and let P h n,m be the subset of those that end at height h. Let Q n,m = A n \ P n,m , and define Q h n,m similarly. Note that, by definition, P h n,0 = P h n and Q h n,0 = Q h n . Fix 0 ≤ m ≤ k < n with 2k ≤ n+m. The map Γ defined in Section 5.1 gives a bijection between SYT((n − k + m, k)/(m)) and P n−2k n,m , mapping the statistic Des on tableaux to the statistic Λ on paths. Again, we restrict to non-ribbon two-row skew shapes by further assuming in the rest of this section that k ≥ m + 2.
As before, finding a cyclic descent map for (n − k + m, k)/(m) as in Definition 1.3 is equivalent to finding a cyclic peak map cΛ P,m on P n−2k n,m as in Definition 5.1. Indeed, once cΛ P,m has been defined, letting cDes P (T ) := cΛ P,m (Γ(T )) for T ∈ SYT((n − k + m, k)/(m)) will yield a cyclic descent map for (n − k + m, k)/(m).
The following lemma generalizes Lemma 5.2. Note that the condition k = m guarantees that the set A n−2k+2m+2 n is not empty. Proof. Given P ∈ A n−2k+2 n , match U and D steps that face each other, as in the proof of Lemma 5.2. Then take the leftmost m+1 unmatched U steps (which must exist because n−2k+2m+2 ≥ m+1) and turn them into D steps. Let ϕ m (P ) be the resulting path.
The image of ϕ m consists of those paths in A n−2k n that have at least m + 1 unmatched D steps, that is, those in Q n−2k n,m . The preimage of a path in Q n−2k n,m is obtained by matching U and D steps that face each other, and then changing the rightmost m + 1 unmatched D steps into U steps.
The set of paths in A n−2k n that are not in the image of ϕ m is P n−2k n,m . Since {{cΛ A (P ) : P ∈ A h n }} is closed under cyclic rotation, requiring that |{P ∈ P n−2k n,m : cΛ P,m (P ) = J}| = |{P ∈ A n−2k n : cΛ A (P ) = J}|−|{P ∈ A n−2k+2m+2 n : cΛ A (P ) = J}| (11) for every J ⊆ [n] is sufficient for cΛ P,m on P n−2k n,m to satisfy condition (ii) in Definition 5.1. Additionally, provided that cΛ P,m extends Λ, Lemma 6.4 implies that it is enough to require condition ( Lemma 6.5. For P ∈ A n−2k+2m+2 n , cΛ A (ϕ m (P )) = cΛ A (P ) ⊔ {n} if P is of the form P = U RU for some R ∈ P n−2k+2m n−2 , cΛ A (P ) otherwise.
Using the decomposition (12) and Lemma 6.5, Equation (11) for J = I ⊔ {n} can be written as
n,m : cΛ P,m (P ) = I ⊔ {n}}| = |{P ∈ A n−2k n : cΛ A (P ) = I ⊔ {n}}| − |{P ∈ A n−2k+2m+2 n : cΛ A (P ) = I ⊔ {n}}| = |{P ∈ P n−2k n,m : cΛ A (P ) = I⊔{n}}| + |{P : P = U RU for some R ∈ P n−2k+2m n−2
and Λ(P ) = I}|.
For paths P ∈ P n−2k n,m with cΛ A (P ) = I ⊔ {n}, we simply define cΛ P,m (P ) = I ⊔ {n}. For Equation (13) to be satisfied, we will find a subset of {P ∈ P n−2k n,m : cΛ A (P ) = I} of size equal to the last summand of the right-hand side of (13) (corresponding to the striped region in Figure 6.1) ; and then let cΛ P,m (P ) := I ∪ {n} for P in the subset, and cΛ P,m (P ) := I for P outside of the subset (but with cΛ A (P ) = I). The subset will be the image of an injection ψ m : {P : P = U RU for some R ∈ P n−2k+2m n−2 and Λ(P ) = I} −→ {P ∈ P n−2k n,m : cΛ A (P ) = I}, that we define next.
Given P in the domain, we can uniquely write P = U QDU r for some path Q and r ≥ 1. Indeed, R must contain a D, since k ≥ m + 2 implies that n − 2k + 2m < n − 2. Consider two cases: It is clear from the construction that ψ m preserves the statistic Λ, and that it never creates a cyclic peak at n, since ψ m (P ) always either starts with a U (in case (a)) or ends with a D (in case (b)). Also, since ψ m changes m + 1 U steps into D steps, the ending height of ψ m (P ) is n − 2k, and this path never goes below y = −m, so ψ m (P ) ∈ P n−2k n,m . Finally, to check that ψ m is injective, we describe how to recover P from P ′ = ψ m (P ). If P ′ starts with a U , then it was obtained from case (a), and so it is enough to change the last m + 1 D steps of the path into U steps, recovering P . If P ′ starts with a D, then it was obtained from case (b). In this case we can find r because the lowest point of P ′ not including the ending run of Ds is at height −(m + 1 − r). Then, P is recovered by first removing the D r at the end of P ′ , then matching U with D steps as usual, and finally changing the m + 1 − r unmatched D steps into U steps.
To summarize, we have constructed a cyclic peak map cΛ P,m on P n−2k n,m satisfying Definition 5.1 by letting n ∈ cΛ P,m (P ) if and only if either n ∈ cΛ A (P ), or P is in the image of ψ m for some I. This image consists of paths in P n−2k n,m that either (A) start with a U , end with D m+2 U j for some j ≥ 0, and after changing this ending to DU j+m+1 they are of the form U RU for some R ∈ P n−2 ; or (B) start with a D and end with D ℓ+m+2 , where ℓ is the height of their lowest point not including the ending run of Ds (note that ending with D ℓ+m+2 is equivalent to going below y = −(m − b) where b + 1 is the number of consecutive Ds at the end of the path).
Via the bijection Γ, the statistic cΛ P,m translates into a statistic cDes P on SYT((n − k + m, k)/(m)) that we define next. For T ∈ SYT((n − k + m, k)/(m)), let b = b(T ) be the number of consecutive entries at the end of the second row of T minus one. In other words, b ≥ 0 is the largest number so that the second row of T ends in i − b, . . . , i − 1, i, for some i. Definition 6.6. For T ∈ SYT((n − k + m, k)/(m)) with 2 ≤ m + 2 ≤ k < n and 2k ≤ n + m, let n ∈ cDes P (T ) if and only if at least one of the following conditions holds:
(1) 1 is lower than n in T ; Example. According to Definition 6.6, we have 10 ∈ cDes 2 3 4 5 6 7 1 8 9 10 because condition (4) is satisfied, but 10 / ∈ cDes 1 3 4 5 6 7 2 8 9 10 .
Theorem 6.7. For every 2 ≤ m + 2 ≤ k < n and 2k ≤ n + m, Definition 6.6 gives a cyclic descent map for (n − k + m, k)/(m).
b + 1 entries) of the second row and we left-justify the rows, the resulting tableau is standard. This is equivalent to condition (2).
In case (B), 1 is in the second row of T , and the condition of the path going below y = −(m−b) translates as follows: if we remove the last b + 1 entries of the second row of T and shift the first row b positions to the left, we no longer have a standard tableau. This is equivalent to conditions (3) and (4).
Remark 6.8. Table 1 : Shapes for which a cyclic descent map is known explicitly.
Problem 7.1. Find an explicit combinatorial definition of a cyclic descent map cDes for any non-ribbon shape λ/µ.
Whereas for certain shapes, such as hooks plus one cell, there exists a unique cyclic descent map (Theorem 1.5), for other shapes, such as two-row skew shapes, different definitions of cDes are possible (Theorems 6.3 and 6.7). In these cases, one may ask if one definition is more natural than the others.
The combinatorial descriptions of cDes in the cases known so far vary significantly from shape to shape. For example, our definition for strips given in Proposition 1.4 determines whether n is a cyclic descent by simply comparing the positions of n and 1 in the SYT, whereas the definitions for hooks plus one cell (Theorem 1.5) and two-row shapes (Theorem 1.6) do not explicitly consider the position of n. Ideally, one would hope for a unified definition of cDes for all non-ribbon shapes, or at least for the straight ones.
For some shapes, namely rectangles [19] , straight shapes with a disconnected box added in the upper-right corner [9] , strips, hooks plus one cell, and two-row straight shapes, we have been able to explicitly describe a bijection φ : SYT(λ/µ) → SYT(λ/µ) with the property that cDes(φT ) = 1 + cDes(T ) for every T ∈ SYT(λ/µ). In general, finding such a bijection is not immediate, even after a combinatorial definition of cDes has been found; for example, we have no explicit φ for two-row skew shapes.
The bijection φ generates a Z-action on SYT(λ/µ), which, in some of the above cases, is in fact a Z n -action, where n is the number of cells of λ/µ. This is the case for rectangles and strips (where
