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Abstract 
Any complex n x n matrix A satisfies the inequality 
IIAII, Gn”211All,,j 
where 11.11, is the trace norm and I[.& is the norm defined by 
where B is the set of orthonormal bases in the space of n x 1 matrices. The present work 
is devoted to the study of matrices A satisfying the identity: 
ILlI, = n1’*l14,. 
This paper is a first step towards a characterization of matrices satisfying this identity. 
Actually, a workable characterization of matrices subject to this condition is obtained 
only for n = 2. For n = 3, a partial result on nilpotent matrices is presented. Like our 
previous study (J. Dazord, Linear Algebra Appl. 254 (1997) 67), this study is a conti- 
nuation of the work of M. Marcus and M. Sandy (M. Marcus and M. Sandy, Linear and 
Multilinear Algebra 29 (1991) 283). Also this study is related to the work of R. Gabriel 
on classification of matrices with respect to unitary similarity (see R. Gabriel, J. Riene 
Angew, Math. 307/308 (1979) 31; R. Gabriel, Math. Z. 200 (1989) 591). 0 1998 
Elsevier Science Inc. All rights reserved. 
’ E-mail: jdazord@desargues.univ-lyonl .fr. 
0024-379Y98B19.00 0 1998 Elsevier Science Inc. All rights reserved. 
PII:SOO24-3795(98)10016-2 
174 J. Dazord I Linear Algebra and its Applications 280 (1998) 173-187 
1. Terminology and notations 
The classical facts we need are presented in [14]. A more specific introduc- 
tion to the subject may be found in [S], Section 4. 
We use the following notations: A4,,k for the vector space of complex II x k 
matrices, A4, for the algebra of complex 12 x n matrices, and U, for the group 
of complex unitary n x n matrices. 
Let A E A4, be given; the trace of A is denoted by tr(A) and the diagonal ma- 
trix with the same diagonal as A by diag(tl); for a sequence (al, ~2, . . . , a,) E C”, 
the diagonal matrix with diagonal entries ul,u2,. . , a, is denoted by 
diag (ai, u2,. . . , a,). 
Subsequently, four norms on A4, will be needed: 
1. the truce norm ll.jll: llAll, = tr[(AA*)“2],A EM,; 
2. the Frobenius norm 11.J2: liAll_, = (tr(AA*))“2,A E A&; 
3. the numerical radius r(.); 
r(A) = max{ IX*AxI;X E M,,i;X*X = l}, A E A4,; 
4. the norm ll.lld: 
‘12 
llAlld = max ;X;~M,,I,X~Xk=~i.k,l~i,k~n 
= max {]ldiag(U*AU)I],; U E U,},A E IV,, 
2. Introduction 
It was proved by Marcus and Sandy ([6], Theorem 1, p. 339) that any matrix 
A E A4, satisfies the inequality 
kill G 44 
moreover these two authors studied the equality case and obtained the follow- 
ing result: a nonzero matrix A E IV,, satisfies the equality 
IIAII, = 44 (*I 
if and only if the matrix r(A)-‘A is unitarily similar to the direct sum of a dia- 
gonal unitary matrix together with unit multiples of 2 x 2 matrices of the form: 
1 d 
[ 1 -2 -1 ’ 
where 0 < ldl 6 1 ([6], Theorem 1, p. 339). 
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A refinement of the inequality of Marcus and Sandy was obtained in [7], 
Theorem 3.1: any matrix A E h4, satisfies the following inequalities: 
]]A]], < ~“211Alld < nr(A). 
Moreover ([7], Theorem 3.2), a matrix A E M,, satisfies the equality 
Pll, = 44 (*I 
if and only if it satisfies the equality 
llAlld = r~‘~r(A). (**) 
The present paper is devoted to the study of matrices A E A4, subject to the 
condition 
]]A]], = ~“211All,~ (***) 
Matrices satisfying condition (***) will be called (1 - d)-matrices. We will show 
that condition (a**) is not equivalent to (*) or (**). Actually, for any integer 
n B 2, there exists a matrix A E M,, satisfying the conditions 
lkll, = ~“*llAll~ < 44; 
(for case n = 2, see example following Theorem 4.2 below; for case n 2 3, see 
Theorem 5.1). 
In a series of papers, in particular [8,9], Gabriel studied the classification of 
matrices with respect to unitary similarity. Let us see how the class of (1 - d)- 
matrices is linked to this matrices classification. Let us recall first some classical 
definitions. 
Two matrices A, B E A4,, are said to be: 
1. equivalent if there exist two invertible matrices S, T E M,, satisfying the 
equality B = SAT, 
2. unitarily equivalent if there exist two unitary matrices U, V E U,, satisfying 
the equality B = UA V, 
3. similar if there exists an invertible matrix S E M, satisfying the equality 
B = F’AS, 
4. unitarily similar if there exists a unitary matrix U E U,, satisfying the equal- 
ity B= U’AU. 
The classification of matrices with respect to the first three equivalence rela- 
tions is well-known. Actually two matrices are: 
1. equivalent if and only if they have the same rank, 
2. unitary equivalent if and only if their sequence of singular values are id- 
entical, 
3. similar if and only if their Jordan reduction are identical. 
The work of R. Gabriel contains a partial solution to the problem of clas- 
sification of matrices with respect to unitary similarity. Actually, any matrix 
is unitarily similar to a maximal matrix, where a matrix A E AI, is said to be 
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maximal if it satisfies the equality (Idiag(A) ]I2 = ]]A IId. Therefore the problem of 
classification of matrices with respect to unitary similarity is equivalent to the 
problem of classification of maximal matrices. 
A matrix whose diagonal entries are of equal modulus is said to be a unital 
matrix. A (1 - d)-matrix is a matrix unitarily similar to a maximal and unital 
matrix; see Theorem 3.1. Therefore characterization of (1 - d)-matrices is a 
problem equivalent to the problem of characterization of maximal and unital 
matrices. In absence of a workable criterium of maximality for n x n matrices, 
we will obtain explicit results only in the cases of 2 x 2 matrices and of nilpo- 
tent 3 x 3 matrices. Actually description of maximal matrices or computation 
of norm 11. IId is a hard problem; however, for a (1 - d)-matrix A, to compute 
the norm ]lAlld amounts to compute the trace norm llA[], . In general, upper 
bounds for the norm ll.lld were obtained by L&z16 in [lo]. 
3. Maximal matrices and (1 - d)-matrices 
Theorem 3.1. For a matrix A E A4, the following assertions are equivalent: 
(i) A is a (1 - d)-matrix; 
(ii) A is unitarily similar to a maximal and unital matrix. 
Proof. (i) + (ii): the proof uses the same arguments as in [7], Section 4. We 
consider the polar decomposition of A: A = Hi& with H = (AA*)“2, and 
UO E U,. Let ((T,(A), Q(A), . . . , a,(A)) be the non-increasing sequence of 
singular values of A; the matrices H and UO are diagonalizable and thus we 
may write H = U*CU, with U E U,, and with C = diag(oi(A),az(A), . , 
a,(A)), and UO = V*DV, with V E U,, and with D = diag(di,dz, . . ,d,,) E U,,. 
Then we obtain A = (U*CU)(V*DV) = V*(W*CwD)V, with W = UV*. Let 
W*ZW = S = (QJ); since S is a positive semi-definite matrix, we obtain 
k=l k=l k=l 
< n’12 I 1 -&k,kdk12 ‘I2 = n’/211diag(SD)]]2 = n’/211diag(VAV*)I12 k=l 
~n”211AlId = ILlI,. 
Thus we get 
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i.e. sk,k = sl,l = (1 /n) [IA II,, 1 < k < n. Matrix SD is unitarily similar to A and Sat- 
isfies the relations (SD),,, = Isk,kdkI = Sk,+ = n-l/*llAlld, 1 < k < n. This means 
that M = SD is a maximal and unital matrix. 
(ii) + (i): any matrix B = (bk,,) E b&, SatiSfieS the inequalities 
plbk,ki < IlBll, c n”211Blld. 
k=l 
The first inequality is due to Ky Fan ([4], p. 228); the second inequality is 
proved in [7] (Theorem 3.1). Now let M be a maximal and unital matrix, uni- 
tarily similar to A; the matrix M satisfies the identity: c;=l lmk,& = n’/21/Mll,. 
Therefore the matrix M is a (1 - d)-matrix and so is the unitarily similar 
matrix A. 0 
4. Study of 2 x 2 (1 - @matrices 
For a matrix A E Ml, det(A) denotes the determinant of A and A0 is the 
matrix defined by: AO = A - i tr(A)Zz, where Z2 is the identity matrix in M2. 
Theorem 4.1. Any matrix A E A42 satisjies the following identities: 
(4 2(llAlld)’ = ItW’ + t4&&,) + 21 det(&)l; 
(b) (llA1ll)’ = i Itr(A)I’ + tr(AoA;) + 1; tr(A)2 + 2 det(Ao)j; 
Cc) 2(l14d)2 - (1141)2 = i ltr(A)I’ + 21 det(Ao)l - 1; tr(A)* + 2 det(Ao)l. 
Proof. (a) We have 
2(IIAlld)2 = Itr(A)12 +4r(A0)* = ltr(A)l* + tr(AoA;) + 21 det(Ao)l; 
the first equality was obtained in [7], Lemma 5.1; the second one is a classical 
expression of 4r(Ao)*, see [2], Theorem 1.3.6, p. 23. 
(b) Let crl (A), a*(A) be the singular values of A; we obtain 
(llAll,~* = (a164 +02(A))* = al(A)* + Gus + ~QI(A)Q(A) 
= tr(AA*) + 2 det((AA*)1’2) = tr(AA*) + 21 det(A)I. 
On the other hand, we have 
tr(AA*) = tr[(Ao + $r(A)Iz)(A; + ($tr(A)Z2)] 
= tr(AoA;) + $tr(A)12; 
I det(A)I = I det(Ao + (l/2) tr(A)Zz)l = x I&( -y)l 
= l$r(A)2 + det(Ao) /, 
178 J. Dazord I Linear Algebra and its Applications 280 (1998) 173-187 
where xe denotes the characteristic polynomial of the matrix B E M2. 
(c) Subtracting (b) from (a) yields (c). 0 
A characterization of 2 x 2 (1 - d)-matrices is presented in the following 
theorem. This result is a direct consequence of Theorem 4.1 and the proof is 
omitted. 
Theorem 4.2. For a matrix A E Mz, the following assertions are equivalent: 
(i) A is a (1 - d)-matrix; 
(ii) the scalar (tr(A*))’ det(AO) is a real nonnegative number; 




[ 1 0 1 
is an example of a 2 x 2 (1 - d)-matrix that does not satisfy equality 
IlAlll = 2r(A). 
Actually, this matrix A satisfies the following properties 
(liAll,)’ = 2(llA11,)2 = 5 < 4r(A)2 = 9. 
(*) 
5. On n x n (1 - d)-matrices 
A matrix A E M,, is said to be unitary similarity decomposable if it is unitarily 
similar to a block diagonal matrix with at least two blocks; otherwise it is uni- 
tary similarity indecomposable. 
The main result of Marcus and Sandy ([6], Theorem 1, p. 339; see Section 2) 
shows that, for n 2 3, a matrix A E M, satisfying inequality (*) llAlll = nr(A) is 
unitary similarity decomposable. Let us give an example of an n x n unitary 
similarity indecomposable (1 - d)-matrix for any integer n > 2. 
Theorem 5.1. The n x n Jordan block 
-0 1 0 . . . 0 o- 
0 0 1 . . . 0 0 
J,,(O) = 
0 0 0 . . 0 1 
-0 0 0 . . . 0 o_ 
is a (1 - d)-matrix. 
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Proof. From an inequality proved by Liszlo ([lo], Theorem 3, p. 296) we get, 
for any nilpotent matrix A E M, 
411diag(A)l12)* 6 (n - 1)Wl12)‘~ 
From this inequality and from inequality (***), we get 
(ll‘41,~2 ~a41,~* G b - w4112)‘~ 
LetA=J,,(O).WehaveAA*=diag(l,l,...,l,O),andweget 
(114)’ = (n - II2 = (n - w4112)’ 3 ~(l14d~2~ 
Finally we obtain: n(llA]l,)* 6 (]lAll,)2<n(]lA]I,)2. 0 
The notation B $ C will subsequently be used for a block diagonal matrix 
with two diagonal blocks B and C. 
Lemma5.2.Letp,qEN*,withp+q=nandZetA=B~CEM,,withA#(O), 
B E I&, C E M4. Zf A is a (1 - d)-matrix, then B and C are nonzero matrices. 
Proof. Let us consider the unitary matrices U E UP, V E U,, and U @ V u 0 = o 
[ 1 v E U,,. Assuming C = (0), we have 
Wlld)2 = ~~~~~ll~~~~~~*~~~11,~*~ U E 41 
= max{(]]diag((U $ V)*(B $ (O))(U @ V))l12)*; U E UP, V E U,} 
< max{(lldiag(W*AW)l12)2; W E Un} = (llAlld)*. 
On the other hand, assuming that A is (1 - d)-matrix, we get 
n”211Alld = llAlll = IIB @ WI, = llBlll ~P”*IP% G ~“211Blld~ 
Thus we obtain B = (0), a contradiction. 0 
The next result extends to (1 - d)-matrices a property of matrices satisfying 
equality (*). For matrices satisfying equality (*) this property is easily proved 
by using the main result of Marcus and Sandy ([6], Theorem 1, p. 339; see Sec- 
tion 2.). 
Theorem 5.3. A nonzero (1 - d)-matrix A E M, has rank at least 4 n. 
Proof. Let us assume that the rank r of the nonzero matrix A satisfies the 
inequality r < in. Let us denote by Ker(A) the vector subspace of M,,t defined 
by: Ker(A) = {X E M,,t;AX = 0). We have Ker(A) fl Ker(A*) # (0). Therefore 
there exists a unitary matrix U E M, such that U*AU = (0) @B, with 
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B E M,_l. Lemma 5.2 then implies that matrix U*AU is not a (1 - d)-matrix, 
i.e. that A is not a (1 - d)-matrix. 0 
6. On 3 x 3 nilpotent (1 - d)-matrices 
Gabriel defined AH-matrices in [7] (Definition 1, p. 34). A matrix M E M, is 
called a AH-matrix if there exists a diagonal matrix D E M, and an Hermitian 
matrix H = (hk,~) E M,, with zero main diagonal, such that M = D + [D, H], i.e. 
M = D + DH - HD. In other words, a matrixM = (mk,,) E M,, is a AH-matrix if 
mk.l=hk.,(dk-d~),l~k<l~n; 
m/,k = -hk.,(dk - d), 1 <k < l < n, 
where dk = n&k, 1 <k < n. Here the convention is hk.! = 0 if dk = d,, 
1 < k < I< n. This convention and condition hk,k = 0,l <k < n will be summa- 
rized as follows: hk,/ = 0 if dk = d/, 1 6 k < I< n. 
Conversely, for a given AH-matrix M E M,, there exists a unique pair 
{D, H} such that M = D + [D, H], where D = diag(d,, d2, . . , d,) is a diagonal 
matrix, and where H = (hk.,) is a Hermitian matrix satisfying condition 
hk,/ = 0 if dk = dl, 1 <k, I< n. The Hermitian matrix H will be called the Her- 
mitian factor of the AH-matrix M. 
Gabriel showed that a maximal matrix is a AH-matrix ([8], Satz 4, p. 44). 
However a AH-matrix is not necessarily a maximal matrix. We will need later 
on the following maximality criterium proved by Gabriel: let M E M, be a 
AH-matrix, let H E M,, be its Hermitian factor, let sp(H) be the spectrum of 
H and let 6(H) = max{A - p; i, p E sp(H)} be the spectral diameter of H; if 
the matrix H satisfies the condition 6(H) < 1, then M is a maximal matrix 
([9], Lemma 3, p. 597); moreover, if n = 2, the sufficient condition 6(H) < 1 
is also necessary ([8], Satz, p. 45). 
Any matrix is unitarily similar to a maximal matrix, and hence to a AH-ma- 
trix. On the other hand, a matrix is a (1 - d)-matrix if and only if it is unitarily 
similar to a maximal and unital matrix (Theorem 3.1). In this section, we will 
present a few necessary or sufficient conditions for some specific 3 x 3 unital 
AH-matrices to be maximal. Actually, description of 3 x 3 unitary similarity 
decomposable (1 - d)-matrices is easy; for instance, using the above maxi- 
mality criterium of Gabriel, the following result can be proved: let us consider 
matrixC=(a)~BEM~,aEC,BEM*;thenCisa(l-d)-matrixifandonly 
if B is a (1 - d)-matrix and /aI = 2’/*11Bll,. In other words, the matrix C is a 
(1 - d)-matrix if and only if Ial = lb, 1 = Ib21, where bi and b2 are the endpoints 
of the major axis of the elliptical boundary of the numerical range of B. 
Since 3 x 3 unitary similarity decomposable (1 - d)-matrices are easily des- 
cribed, only 3 x 3 unitary similarity indecomposable (1 - d)-matrices will be 
studied later on. 
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Henceforth the notation j is used for exp(2ix/3), where exp(z) is the expo- 
nential of z E C and where i2 = - 1. Let us observe that if M = (Q,) E Ms is a 
unital matrix with a null trace then, under the assumption ml,l = 1, the diago- 
nal of M is either (1, j, j2) or (1, j’, j). We will consider only the first case, since 
the second case is obtained from the first by permutation of the two last rows 
and of the two last columns. 
Theorem 6.1. Let M E M3 be the AH-matrix, with diag(M) = (I, j, j’), 
k 
1 hl,z(l -j) hl.s(l -j2) 
M= -h1.2(1 -j) j h2.30’ - j’) 
-h.3(1 -j2) -hti -?I j2 I 
(1) The following assertions are equivalent: (i) tr(M*) = 0; (ii) IhI. = lh2.31 
= lh.31. 
(2) If moreover any of these two equivalent conditions is satisfied, then 
det(M + M’) = 2 det(M) and det(M - M*) = 0. 
Proof. (1) We have 
-2 tr(M2) = (1 - j)21h1,2/2 + Cj - j2)21h2.312 + (1 - j2)2/h1,312. 
Hence, the condition tr(M2) = 0 is equivalent to the identity 
I&,$ - lh.312 +Ah.212 - lh,312) = Or 
this last condition is equivalent to lh1,2/ = lh2,31 = lh1.31. 
(2) We have Ihk,jI := h, 1 < k < I < 3; therefore the determinant of M is 
det(M) = 6~‘?Irn(h,,~h~.~h,,~) - 9h2 + 1 = 6&h3sin(q) - 9h2 + 1, 
where h,,2h2.3hj,3 = h3 exp(in), and where Im(z) is the imaginary part of z E C. 
Let us write matrices M + M’ and M - W. 
M+M* = 
-i&l.2 iv’%,3 
-1 2ifih2.3 , 
-2ifi h2,3 -1 1 
It is now easy to prove the required identities. 0 
182 J Dazord I Linear Algebra and its Applications 280 (1998) 173-187 
The weighted shift matrix S(a, b) is the following 3 x 3 matrix 
0 a 0 
S(a,b) = 0 0 b 
[ 1 0 0 0 
with a, b E C. The scalars a, b are said to be the weights of S(a, b). It is easy to 
check that the matrices S(a, b) and S(lal, lb]) are unitarily similar. Subsequent- 
ly, only the matrices S(a, b) of rank two will be studied, and hence only the ma- 
trices S(a, b) with weights a > 0, b > 0 will be studied. We will make use of the 
notation M(a, b) for the matrix U;,S(a, b)U,, where S(a, b) is the weighted 
matrix with weights a > 0, b > 0, and where Ui is the unitary matrix 
Therefore M(a, b) is the matrix 
M(a, b) = U;,S(a, b)U, = ; 
a+b aj + bj2 aj2 + bj 
a+bj2 (a+ b)j oj’+ b . 
a + bj uj + b (u + b)j2 1 
shift 
The properties of M(a, b) stated in the next theorem are easy to prove. 
Theorem 6.2. The matrix M(a, b), with a > 0, b > 0, is a unital nilpotent 
AH-matrix, M(a, b) = D + [D, H], with 
D = f(u + b) diag(1, j, j2), 
h = _l_ (u’ + b2 - ab)1’2 
fi a+b ’ 
Moreover the scalar h satis$es the following inequalities 
Theorem 6.2 shows that a weighted shift matrix is unitarily similar to a uni- 
tal nilpotent AH-matrix; actually, the following result can be proved. 
Theorem 6.3. Let A be a nilpotent 3 x 3 matrix of rank two. The following 
assertions are equivalent: 
(i) the matrix A is unitarily similar to a weighted shift matrix; 
(ii) the matrices A + A* and A - A* are both singular matrices; 
(iii) the matrix A is unitarily similar to a nilpotent unital AH-matrix. 
Proof. (i) N (ii): this is easy. 
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(i) + (iii): the matrix A is unitarily similar to a matrix M(a, b), with 
a > 0, b > 0. Then it follows from Theorem 6.2 that M(a, b) is then a nilpotent 
unital m-matrix. 
(iii) + (ii): let A be unitarily similar to a 3 x 3 nilpotent unital m-matrix 
N = (nk,!); then nl,l # 0. Theorem 6.1 shows that the matrix n;iN is unitarily 
similar to a matrix M such that det(M + M’) = det(M - M’) = 0. Then we ob- 
tain det(A + A*) = det(A -A*) = 0. Cl 
The next result will be used in conjunction with a maximality criterium of 
Gabriel ([9], Lemma 3, p. 597) to prove Theorem 6.5. 
Theorem 6.4. Let S(a, b) be a weighted shift matrix, with weights a > 0, b > 0. 
The following assertions are equivalent: 
(i) the matrix S(a, b) is a (1 - d)-matrix; 
(ii) the matrix M(a, 6) is a maximal matrix. 
Proof. We have IIM(a,b)lll = IlS(a,b)(l, = a + b = &[I diag (M(a,b))l12. 
Hence, to say that s(a, b) is a (1 - d)-matrix is equivalent to say that 
Ils(a,b)ll, = v%%bh = ~Il~Wh~ i.e. IldkdWa, b))l12 = IINK b)lld. 
0 
The last part of this paper will be devoted to the study of a criterium for a 
weighted shift matrix ,!Y(a, b), with weights a > 0, b > 0, to be a (1 - d)-matrix. 
We will actually show that, depending on the values of parameter b/a, some 
weighted shifts are (1 - d)-matrices and some weighted shifts are not 
(1 - d)-matrices; however the present study does not include all cases. 
Subsequently the notation H will exclusively be used for the following Her- 
mitian 3 x 3 matrix: 0 h.2 h,3 H = h1.z 
[- 1 0 h2.3 , -- Al.3h2.3 0 
with Ihk,l = h # 0,l <k < I < 3. Moreover the scalar yl E [0,271[ is defined by 
hl,2h?.3h1,3 = h3exp(iq). On the other hand, notation M will exclusively be used 
for the matrix A4 = D + [D, H], where D = diag( 1, j, j’). 
Theorem 6.5. (1) The spectral diameter 6(H) of the matrix H is 
6(H) = 
2fih sin 0 5 , rL<r/<27t. 
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(2) Moreover, ifA4 is a nilpotent matrix, then the scalar h satisfies the inequal- 
ity h 2 1/2fi and the spectral diameter 6(H) of matrix H is 
h E [1/2~‘7,1/3], 
(1/2)[1 + fi(12h2 - l)“‘], h E [l/3, +c0[. 
Proof. (1) The characteristic polynomial of matrix H is 
xH = X3 - $r(H*)X - det(H) = X3 - 3h*X - 2h3 cos(y). 
The eigenvalues of H are /Zk = 2h cos (n+*yPI)n)) 1 < k < 3. Hence the spectral 
diameter of the matrix H is 
6(H) =max{2&h sin(y),kt {O.l,?}} 
(2) We have det(M) = 1 - 9h2 + 6fih3 sin(q) > 1 - 9h2 - 6fih3 = (l+ 
v?h)2(1 - 2fih). Therefore condition det(M) = 0 implies h > l/2& 
Now condition 6fih3 sin(q) - 9h2 + 1 = 0 enables us to eliminate ye in the 
previously obtained expressions of 6(H). 
(a) For h E [1/2fi, l/3], i.e. for n < q < 2rc, we obtain 
9h2 - 1 
-=A3 Sin(r])=3h3 sin~-4(hsin~)3=3k* !$!$_4($)3. 
6fi 
Therefore we obtain (6(H) - 1)(~5(H)~ + 6(H) - 9h2 + 1) = 0. 
Now the conditions H # 0 and tr(H) = 0 imply 6(H) > 0, and we obtain 
6(H) = 1. 
(b) For h E [i, +m[, i.e. for 0 < q < rc, we obtain 
1 - 9h2 r+n p= 
6& 
h” sin(q+n) =3h3 sinT- 
4 
Therefore we obtain (6(H) + 1)(6(H)* - 6(H) - 9h2 + 1) = 0. 
Now 6(H) is equal to the only positive solution of the equation 
X2-X-9h2+1=0,i.e.~[1+~(12h2-1)1’2]. 0 
A sufficient condition for the weighted shift matrix s(a, b) to be a (1 - d)- 
matrix is given in the following result. 
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Theorem 6.6. The following assertions are equivalent: 
(i) h 6 f ; 
(ii) 6(H) = 1; 
185 
If moreover any of these equivalent conditions is satisfied, then the weighted 
shift matrix S(a, b) is a (1 - d)-matrix and M(a, b) is a maximal (1 - d)-matrix. 
Proof. It results from Theorem 6.5(2) that conditions (i) and (ii) are equivalent. 
On the other hand, we get from Theorem 6.2 
h=i(a2+b2-ab)“2 
fi a+b 
and it is now easy to check that conditions (i) and (iii) are equivalent. 
Finally, from a maximality criterium due to Gabriel ([9], Lemma 3, p. 597), 
condition (ii) implies that matrix M(a, b) is a maximal matrix. Theorem 6.4 
then shows that the weighted shift matrix S(a, b) is a (1 - d)-matrix. 0 
The lower bound and the upper bound of the norm IjS(a, b)lld given in the 
following theorem will be used in the proof of Theorem 6.8. 
Theorem 6.7. The norm IlS(a, b) Ild of the weighted shijt S(a, b), with a > 0. b > 0, 
satisJies the inequalities 
& (a’ + b2)“2 < IlS(a, b)ljd < &(a’ + b2)“2. 
Proof. Let 0 E R. Consider the unitary 3 x 3 matrices U, V defined by 
Let W = UV; we obtain 
diag( W*S(a, b) W) = (i( a cos(0) + b sin(Q)), -;(a cos(8) + b sin(8)),0). 
Thus we get 
IIS(a,b)lld 2 max -$u cos(0) +b sin(8)1;0<0<2n 
Jz 
=-$a’+b’)li: 
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On the other hand, applying an inequality due to L&z16 ([lo], Theorem 3, 
p. 296) to a nilpotent 3 x 3 matrix, we obtain 
3(lldiag(S(a, b)l12)’ < ‘WVa, b)l1212 = 2(a2 + b2). 
The upper bound for I]S(a, b)ild is now easy to obtain. 0 
The last result is a necessary condition for the weighted shift matrix S(u, 6) 
to be a (1 - d)-matrix. As in Theorem 6.2, the scalar &(‘*+~$‘) is denoted 
by h. 
Theorem 6.8. If the weighted shift matrix S(u, b), with weights a > 0, b > 0, is a 
(1 - d)-matrix, then the following equivalent conditions are satisfied: 
(9 h < 5: 
1+& 
(ii) 6(H) < 2 ; 
(iii) 2 - & 6 $ < 2 f &. 
Moreover M(u, b) is a maximal (1 - d)-matrix. 
Proof. If the matrix S(u, b) is a (1 - d)-matrix, then we get from Theorem 6.7 
;(a2 + b2) < 3(llS(u, b)llJ2 = (IlS(a, b)ll,)’ = (u + b)2; 
i.e. u2 + b2 - 4ub < 0, i.e. 2 - fi < $ < 2 + fi. 
(i) u (ii): equivalence between these two assertions results from the ex- 
pression of 6(H) given in Theorem 6.5; 
(i) w (iii): equivalence between these two assertions results from the ex- 
pression of h given in Theorem 6.2. 
Finally, S(u, 6) being a (1 - d)-matrix, Theorem 6.4 shows that M(u, b) is a 
maximal matrix. 0 
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