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a b s t r a c t
Aneigenvalue of a graphG is calledmain if there is an associated eigenvector not orthogonal
to j, the vector with each entry equal to 1. In this work, an error in a prior paper
[Y. Hou and F. Tian, Unicyclic graphswith exactly twomain eigenvalues, Appl.Math. Letters,
19 (2006), 1143–1147] is pointed out and the properties of the graphs with exactly two
main eigenvalues and with pendent vertices are discussed. As an application, we obtain,
together with known results, all connected bicyclic and tricyclic graphs with exactly two
main eigenvalues.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Throughout this note,G = (V , E) is a connected simple graph. LetA := A(G) be the adjacencymatrix ofG. The eigenvalues
of G are those of A. An eigenvalue of G is calledmain if there is an associated eigenvector not orthogonal to j, the vector with
each entry equal to 1. It is well-known that a graph is regular if and only if it has exactly one main eigenvalue. It is a long-
standing problem of Cvetković (see [1]) to characterize graphs with exactly k(k ≥ 2)main eigenvalues. In 2002, Hagos [2]
gave an alternative characterization of graphs with exactly two main eigenvalues. Using this characterization, trees, and
unicyclic and bicyclic graphs with exactly two main eigenvalues are discussed in [3–6]. In the proofs of [4–7], a lemma
of [4, Lemma 2] is used. However, this lemma is incorrect and hence their results are incomplete.
The aim of this work is to correct the lemma mentioned above and give a complete set of bicyclic and tricyclic graphs
with exactly two main eigenvalues. The organization of this work is as follows. In Section 2, graphs with exactly two main
eigenvalues and with pendent vertices are discussed. In Section 3, all (a, b)-linear bicyclic and tricyclic graphs with b < 0
are determined; together with the results of [5–7], all bicyclic and tricyclic graphs with exactly two main eigenvalues are
obtained.
2. 2-walk linear graphs with pendent vertices
For a graph G, the set of neighbors of a vertex v is denoted by NG(v) (or for short by N(G)) and the degree of v, dG(v) =
d(v) = |N(v)|. The number of walks of length 2 (2-walks) of G starting at v is denoted by S(v). Clearly, S(v) =u∈N(v) d(u).
A graph G is called 2-walk (a, b)-linear if there exist unique rational numbers a and b (in fact, both a and b are integers
and a ≥ 0 [4]) such that
S(v) = ad(v)+ b (2.1)
holds for every vertex v ∈ V (G).
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Fig. 1. Three possible cases of r in the proof of Lemma 3.1.
For a ≥ 2, the tree Ta has been defined in [8] to be the tree with one vertex v of degree a2 − a+ 1 while every neighbor
of v has degree a and all remaining vertices are pendent. The double-star graph Sn+1,n+1 is the tree with 2n + 2 vertices,
where two central vertices u and v are adjacent and they are adjacent to exactly n pendent vertices, respectively.
Theorem 2.1 ([3]). Ta, K1,n(n ≥ 2), and Sn+1,n+1 are the only 2-walk linear trees.
Lemma 2.2. Let G be a connected and 2-walk (a, b)-linear graph. Suppose a > 0 and b ≥ 0. Then
d(u) ≤ a2 − a+ ab+ 1
holds for every vertex u ∈ V (G). Moreover, G has a vertex u with d(u) = a2 − a+ ab+ 1 if and only if a = 1 and G = Sb+1,b+1,
or a ≥ 2, b = 0 and G = Ta.
Proof. Let v1, v2, . . . , vd(u) be all neighbors of u and letwij, j = 1, 2, . . . , d(vi)− 1, be all neighbors of vi other than u. Then,
applying Eq. (2.1) to vertex vi, we have
ad(vi)+ b = S(vi) = d(u)+
d(vi)−1
j=1
d(wij) ≥ d(u)+ d(vi)− 1. (2.2)
Thenwe have (a−1)d(vi) ≥ d(u)−b−1. On the other hand, applying Eq. (2.1) to vertex u, we have ad(u)+b =d(u)i=1 d(vi).
Hence
a(a− 1)d(u)+ (a− 1)b = (a− 1)
d(u)
i=1
d(vi) ≥ d(u)(d(u)− b− 1),
that is,
d(u)2 − (a2 − a+ b+ 1)d(u)− (a− 1)b ≤ 0. (2.3)
Since a ≥ 1 and b ≥ 0, we have
d(u) ≤ a
2 − a+ b+ 1+(a2 − a+ b+ 1)2 + 4(a− 1)b
2
≤ a
2 − a+ b+ 1+ a2 − a+ b+ 1+ 2(a− 1)b
2
= a2 − a+ ab+ 1.
d(u) = a2 − a + ab + 1 if and only if all equalities in Eqs. (2.2) and (2.3) hold. This is equivalent to a = 1 or b = 0 and
d(wij) = 1 for all vertices wij. If b = 0, then G must be the tree Ta by Lemma 2.2 of [8]. If a = 1, then d(u) = b + 1. By
Eq. (2.2), each vertex in N(u) is of degree either 1 or b+ 1. By ad(u)+ b =v∈N(u) d(v), there exists exactly one neighbor
of uwith degree b+ 1. Hence G = Sb+1,b+1. 
Lemma 2.3. Let G be a connected and 2-walk (a, b)-linear graph and b ≥ 0. If G has a vertex u adjacentwith exactly a+b−1 ≥ 1
pendent vertices, then G = Ta in the case a ≥ 2, and G = Sb+1,b+1 in the case a = 1.
Proof. Since G is 2-walk linear, on applying Eq. (2.1) to a pendent vertex adjacent with u, we have d(u) = a+ b. Hence only
one neighbor of u, say v, is not a pendent vertex. Applying Eq. (2.1) to the vertex uwe have a(a+ b)+ b = a+ b− 1+ d(v).
Hence we have d(v) = a2 − a + ab + 1. Since v is not a pendent vertex, a > 0. Therefore, the lemma follows from
Lemma 2.2. 
Remark 2.4. The condition b ≥ 0 is necessary in Lemmas 2.2 and 2.3. This is because, if b < 0 and G has a vertex with
a + b − 1 pendent vertices, then G may not be Ta or Sb+1,b+1. For example, two graphs G10 and G11 in Fig. 2 are 2-walk
(3,−1)-linear and both of them have a vertex adjacent with a+ b− 1 pendent vertices.
Remark 2.5. Since Lemma 1 in [4] has a mistake, it results in an incorrect Lemma 2 in [4] which has been used in some
articles, e.g. [4–7]. The following Lemma 2.6 is a correction of this crucial lemma.
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Fig. 2. All bicyclic graphs with two exactly main eigenvalues.
Let G be a graph and v a vertex of G. Denote the eccentricity of v in G as the distance from v to the vertex farthest from
v in G, i.e., RG(v) = maxu∈V (G) d(v, u), where d(u, v) is the distance between vertices u and v. For other undefined concepts
please refer to the textbook [1].
Let G be a connected graph containing a cycle and v ∈ V (G). Suppose e = vu is a cut edge of G such that Tu and Gv are
two components of G− e, where Tu is a tree, u belongs to it and v ∈ V (Gv). Then we call u an outside neighbor of v in G. Let
O(v) be the set of all outside neighbors of v. Neighbors of v which are not outside are called inside neighbors. Let T (v) be the
tree containing v and all

u∈O(v) Tu. We refer to this tree as a rooted tree with the root at v. We will use this notation in the
rest of this work.
Lemma 2.6. Let G be a connected 2-walk (a, b)-linear graph containing at least a cycle and with a ≥ 2. Suppose e is a cut edge
incident with a vertex v such that G− e has two components G1 and G2 with G1 acyclic and v ∈ V (G2). If RT (v)(v) = 3, then the
level of each leaf of the rooted tree T (v) is 3 except for the root v.
Proof. Let P = vuu2u3 be the longest path starting from v in T (v). On applying Eq. (2.1) to u3 we have d(u2) = a+ b. Note
that d(u2) ≥ 2. By the choice of P we know that all the neighbors except u are leaves. On applying Eq. (2.1) to u2 we have
d(u) = a(a+ b− 1)+ 1. Since a ≥ 2, d(u) > a+ b. Thus, u is not adjacent to any leaf. Since RT (v)(v) = 3, each path starting
at v and passing through u to any leaf of T (v) is of length 2. So all neighbors of u except v are of degree a+ b. On applying
Eq. (2.1) to uwe have d(v) = (1− ab)(a+ b− 1)+ 1.
Now suppose that w is another outside neighbor of v. Suppose that there is a path Q = vwy in T (v), where y is a leaf.
Then by the same proof as above, we have d(w) = a+ b and d(v) = a(a+ b− 1)+ 1. Combining with the above results for
the degree of v, we have (a+ b− 1)(a− 1+ ab) = 0. Since a+ b− 1 ≥ 1, a(1+ b) = 1. This is impossible for a ≥ 2. 
By the first part of the proof of Lemma 2.6 we have:
Corollary 2.7. Let G be a connected 2-walk (a, b)-linear graph with a ≥ 2. Suppose e is a cut edge incident with v such that
G− e has two components G1 and G2 with G1 acyclic and v ∈ V (G2). If RT (v)(v) = 2, then the level of each leaf of the rooted tree
T (v) is 2 except for the root v.
Lemma 2.8. Let G be a connected 2-walk (a, b)-linear graph containing at least one cycle. Suppose there exists a cut edge e such
that G− e has two components G1 and G2 with G1 acyclic and v ∈ V (G2).
(1) If b ≥ 0, then G1 has exactly one vertex.
(2) If b ≤ 0, then all leaves except v are of the same level RT (v)(v) ≤ 3.
(3) Suppose b ≤ 0 and e = uv. If all neighbors of v except at most four have degrees d(u), then all leaves except v are of the
same level RT (v)(v) ≤ 2.
Proof. Let P = vu1 · · · ukuk+1 be a longest path in T (v) starting at v and k ≥ 0. By definition, RT (v)(v) = k+1. If k = 0, then
since G2 contains a cycle, d(v) ≥ 2. If k ≥ 1, then since G1 is acyclic, uk+1 is a pendent vertex. Applying Eq. (2.1) to uk+1, we
have d(uk) = a+ b. Hence a+ b ≥ 2.
(1) Suppose b ≥ 0 and G1 contains more than one vertex, i.e., k ≥ 1. Since uk+1 is the farthest vertex in G1 from v, all but
one of the neighbors of uk must be pendent vertices. Thus exactly a + b − 1 pendent vertices are adjacent to uk. By
Lemma 2.3, Gmust be the harmonic tree Ta or the double-star graph Sb+1,b+1, which contradicts the assumption that G
has at least a cycle.
(2) Suppose b ≤ 0. In this part, we want to show that k ≤ 2. For b = 0 we have just shown from (1) that k = 0. Thus
we may assume that b ≤ −1. In this case a ≥ 3. Suppose k ≥ 3. On viewing uk−2 and uk−1 respectively as v and u in
Lemma 2.6, we have
d(uk−2) = (1− ab)(a+ b− 1)+ 1;
d(uk−1) = a(a+ b− 1)+ 1.
From the above two expressions it is easy to see that d(uk−2) > d(uk−1) and d(uk−1) − a = a(a + b − 2) + 1 ≥ 1. By
Lemma2.6, all leaves of the tree T (uk−2) are of level 3. Hence the degrees of all neighbors except uk−3 are equal to d(uk−1).
Applying Eq. (2.1) to uk−2, we have d(uk−3) = S(uk−2)− d(uk−1)(d(uk−2)− 1) = d(uk−2)(a− d(uk−1))+ b+ d(uk−1) ≤
−d(uk−2)+ d(uk−1)+ b < 0. This yields a contradiction. Therefore k ≤ 2.
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(3) From the proof of (2), we only need to consider b < 0. Suppose that k = 2. By the proof of Lemma 2.6, we know that
the degrees of each of the outside neighbors of v are the same, namely d(u). So we may take u1 = u. Assume that there
are r inside neighbors of v. Then r ≤ 4 and the sum of the degrees of these r vertices is
S ′ = ad(v)+ b− (d(v)− r)d(u) = −d(v)(a(a+ b− 2)+ 1)+ b+ rd(u).
If a+b−2 > 0, then a(a+b−2)+1 ≥ a+1 ≥ 4. Hence S ′ = −d(v)(a(a+b−2)+1)+b+rd(u) ≤ −4d(v)+b+rd(u) < 0,
which yields a contradiction. If a+b−2 = 0, then d(u3) = 1, d(u2) = a+b = 2, d(u) = a+1, and d(v) = (a−1)2+1.
We have S ′ = −d(v)+b+rd(u) = −(a−1)(a−r)+2r ≤ 6when r ≤ 3 and S ′ = −(a−1)(a−r)+2r ≤ 10when r = 4.
Thus there exists a vertexw in the neighbor of vwith degree 2. But a+2 = 2a+b = S(w) ≥ d(v)+1 > d(u)+1 = a+2
which is a contradiction. 
3. All (a, b)-linear bicyclic and tricyclic graphs with b < 0
In this section, we show that if G is a (a, b)-linear bicyclic or tricyclic graph with b < 0, then a = 3, b = −1. Moreover
all (a, b)-linear bicyclic and tricyclic graphs with b < 0 are determined, together with the results in [5–7], and all bicyclic
and tricyclic graphs with exactly two main eigenvalues are obtained.
Lemma 3.1. Let G be a 2-walk linear bicyclic graph. Suppose there exists an edge e = uv such that G− e has two components G1
and G2 with G1 acyclic and v ∈ G2 and RG1+e(v) = 2. Then a = 3, b = −1 and G must be one of the graphs G10 and G11 depicted
in Fig. 2.
Proof. Since RG1+e(v) = 2, by Lemma 2.8 (1) we have b < 0. Note that d(u) = a+ b and d(v) = a(a+ b− 1)+ 1. First we
show that any neighbor of v with degree a+ bmust be an outside neighbor. Suppose thatw is a neighbor of v with degree
a+ b. Then
a(a+ b)+ b = S(w) = a(a+ b− 1)+ 1+

x∈N(w)\{v}
d(x).
This implies that

x∈N(w)\{v} d(x) = a+ b− 1. Then d(x) = 1 for each x ∈ N(w) \ {v}. Hencew is an outside neighbor of v.
Let w1, w2, . . ., wr be all the inside neighbors of v. Then 2 ≤ r ≤ 4 as G is bicyclic. Set S ′ = ri=1 d(wi). Then
S(v) − (d(v) − r)d(u) = ad(v) + b − (d(v) − r)d(u). Thus S ′ = r(a + b) − ba(a + b − 1) > r(a + b). Thus, there is
at least one vertex, sayw1, of degree greater than a+ b. By Lemma 2.8 (3) we may assume that d(w1) = a(a+ b− 1)+ 1.
Suppose that there is another inside neighbor of v, sayw, of degree a+ b. Then S ′− d(w1)− d(w) = r + (a+ b− 1)(r −
1− ab− a). Since a ≥ 3 and b ≤ −1, we get S ′ − d(w1)− d(w) ≤ 1. Thus, if r ≥ 3, then there are no inside neighbors of v
of degree a+ b.
Case 1: Suppose r = 4. Then v is the only vertex having four inside neighbors. Then the degree of eachwi (1 ≤ i ≤ 4) is 2 or
a(a+ b− 1)+ 1. Suppose that r1 of thosewi’s (i = 1, 2, 3, 4) have degree a(a+ b− 1)+ 1 and r2 of thosewi’s have degree
2, where r1 + r2 = 4 and 1 ≤ r1 ≤ 4. Then we have [a(a + b − 1) + 1]r1 + 2r2 = S ′ = 4(a + b) − ab(a + b − 1). After
simplifying we have (4− ab− ar1)(a+ b− 1) = 4− r1 = r2. Suppose a+ b− 1 = 1 or r1 = 4. Then 4− ab− ar1 = 4− r1.
We have r1 = a(r1 + b). Since a ≥ 3, r1 = 3 or 4. For both cases, we will get r1 = a and 1 = r1 + b. But this contradicts
a + b ≥ 2. Thus, a + b − 1 ≥ 2. Hence r2 = 2 or 3. For both cases, we will get a + b − 1 = r2 and 4 − ab − ar1 = 1. This
implies that a ≥ 4 and a(r1 + b) = 3. Thus they contradict each other.
Case 2: Suppose r = 3. Then at most one inside neighbor of v is of degree 3. Suppose that r1 of those wi’s (i = 1, 2, 3, 4)
have degree a(a + b − 1) + 1 and r2 of those wi’s have degree 3, where 1 ≤ r1 ≤ 3 and 0 ≤ r2 ≤ 1. We have
S ′ = r1(a(a+b−1)+1)+3r2+2(3− r1− r2). That is, (3−ab− r1a)(a+b−1) = 3− r1+ r2.Note that 0 ≤ 3− r1+ r2 ≤ 3.
Suppose a + b − 1 ≥ 2. We will obtain either a + b − 1 = 3 − r1 + r2 and 3 − ab − r1a = 1, or 3 − ab − r1a = 0 and
3− r1 + r2 = 0. Both cases are impossible as a ≥ 4. Thus a+ b− 1 = 1, i.e., a+ b = 2. Since there are no inside neighbors
of degree a+ b, r1 + r2 = 3. We will get a(r1 + b) = r1 − r2 = 2r1 − 3. Since 1 ≤ 2r1 − 3 ≤ 3 and a ≥ 3, we have a = 3,
r1 = 3 and b = −2, which contradicts a+ b = 2.
Case 3: Suppose r = 2. Then d(w2) = S ′ − d(w1) = (a+ b− 1)(2− ab− a)+ 1 ≥ 2+ 1 = 3. The possible values of d(w1)
are 3, 4 and a(a+ b− 1)+ 1.
If d(w2) = 3, then (a+ b− 1)(2− ab− a) = 2. Hence (a+ b− 1) = 1 and 2− ab− a = 2. That is, a = 3 and b = −1.
If d(w2) = 4, then (a+ b− 1)(2− ab− a) = 3. Hence (a+ b− 1) = 1 and 2− ab− a = 3. Then a(−b− 1) = 1 which
is impossible.
If d(w2) = a+ b, then we get (a+ b− 1)(1− ab− a) = 0. Hence a(1+ b) = 1 which is impossible.
If d(w2) = a(a+ b− 1)+ 1, then we get (a+ b− 1)(2− ab− 2a) = 0. Hence a(2+ b) = 2 which is impossible.
Therefore, there is only one case, which is r = 2, a = 3 and b = −1. Thus d(v) = 4, d(w1) = 4 and d(w2) = 3.
Since S(w1) = 11, the degrees of the neighbors, say w11 = v, w12, w13 and w14, of w1 are 4, 3, 2 and 2, respectively. Since
S(w13) = 5, the other neighbor of w13 must be of degree 1, and the same holds for w14. Thus, w12 is an inside neighbor of
w1. Note that since G is bicyclic, there are only two vertices having three inside neighbors, namelyw2 andw12.
Since S(w2) = 8, the degrees of the neighbors, say w21 = v, w22 and w23, of w2 are 4, 2 and 2, respectively. Since
S(w22) = 5, the other neighbor, say x1, ofw22 must be of degree 2. By Lemma 2.8 (3), x1 must be an inside neighbor ofw22.
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Fig. 3. All (a, b)-linear tricyclic graphs with b < 0.
Hence w22 is an inside neighbor of w2. The other neighbor of x1 must be inside and of degree 3. Therefore, x1 is adjacent to
eitherw2 orw12.
Suppose x1 is adjacent to w2. By applying the same argument on w12, we get that G is isomorphic to the left graph of
Fig. 1.
Suppose x1 is adjacent tow12. By applying the same argument onw23 wewill get thatw23 has an inside neighbor, say x2,
of degree 2. And x2 must adjacent tow12. Thus, G is isomorphic to the right graph of Fig. 1. 
Theorem 3.2. A bicyclic graph with exactly two main eigenvalues must be one of the graphs depicted in Fig. 2.
Proof. Let G be a 2-walk (a, b)-linear bicyclic graph and H be the subgraph obtained from G by deleting all (possible)
pendent vertices. ThenH is still bicyclic and connected. IfH has no pendent vertices, then Gmust be one of the graphs G1–G9
(see [5,6]). If H has at least a pendent vertex, then b < 0 and Gmust be G10 or G11 by Lemmas 2.8 and 3.1. 
Like in Lemma 3.1, we can prove following result; we omit the tedious detail here:
Lemma 3.3. Let G be a 2-walk linear tricyclic graph. Suppose there exists an edge e = uv such that G − e has two components
G1 and G2 with G1 acyclic and v ∈ G2 and RG1+e(v) = 2. Then a = 3, b = −1 and G is one of the graphs depicted in Fig. 3.
Theorem 3.4. There are 42 tricyclic graphs with exactly two main eigenvalues.
Proof. Let G be a 2-walk (a, b)-linear tricyclic graph and G′ be the subgraph obtained from G by deleting all (possible)
pendent vertices. Then G1 is still tricyclic and connected. If G′ has no pendent vertices, then G must be one of 38 graphs
listed in [7]. If G′ has at least a pendent vertex, then b < 0 and G must be one of Hi, i = 1, 2, 3, 4, in Fig. 3 by Lemmas 2.8
and 3.3. 
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