Abstract-In a traditional wakeup scheduling, sensor nodes start up numerous times to communicate in a period, thus consuming extra energy due to state transitions (e.g. from the sleep state to the active state). In this paper, we address a novel wakeup scheduling problem called compact wakeup scheduling, in which a node needs to wake up only once to communicate bidirectionally with all its neighbors. However, not all communication graphs have valid compact wakeup schedulings, and thus we focus on tree and grid topologies that have valid compact wakeup schedulings. We propose polynomial-time algorithms using the optimum number of time slots in a period for tree and grid topologies.
v i can start up only once to communicate bidirectionally with all its neighbors in one scheduling period T .
Apart from reducing the transient time and energy cost in the state transitions, compact wakeup scheduling also has other benefits. The network delay, which is a major concern in time-critical monitoring systems like [4] , can be reduced. For instance, a sensor may need to wait until all its neighbors wake up so that it can collect the real time data from these neighbors to make the local computation on these data. Furthermore, compact wakeup scheduling can reduce the state transitions of other components in the nodes, such as external memory and sensing devices.
II. PROBLEM FORMULATION
We assume that a WSN has n static sensor nodes equipped with single omni-directional antennas, and all the nodes have the same communication range. The network is represented as a communication graph G = (V, E), where V = {v 1 , v 2 , · · · , v n } denotes the set of nodes, and E = {e 1 , e 2 , · · · , e m } denotes the set of edges referring to all the communication links.
In TDMA wakeup schedulings, each bidirectional communication link l i j is assigned two time slots: one time slot is that v i is a transmitter and v j is a receiver, while the other one is that v j is a transmitter and v i is a receiver. In the two time slots, nodes v i and v j start up, and switch from the sleep state to the active state. After that, nodes v i and v j switch to the sleep state again. We can see that node v i may start up 2w i times to communicate bidirectionally with its neighbors in a scheduling period T in the worst case, where w i is the number of neighbors of v i . To minimize the frequency of state transitions, we propose a new scheduling approach called compact wakeup scheduling.
Definition 1.
Compact wakeup scheduling is an interferencefree wakeup scheduling to assign consecutive time slots to all the links incident to a node v i , and then v i needs to start up only once to communicate bidirectionally with all its neighbors. Such a scheduling is said to be valid if all the links incident to v i are assigned consecutive time slots.
In the compact wakeup scheduling, the two time slots assigned to each bidirectional link l i j are adjacent, and node v i can finish its bidirectional communication with v j in consecutive time slots. Fig. 1 (a) shows the given network topology. Fig. 1 (b) shows a wakeup scheduling, in which a node starts up numerous times in a period. Fig. 1 (c) shows a compact 978-1-4244-5638-3/10/$26.00 ©2010 IEEE wakeup scheduling, in which a node could start up only once to communicate bidirectionally with its neighbors. Compact wakeup scheduling can reduce the time for a node to collect the data from its neighbors. As shown in Fig. 1 Proof: If graph G has a valid compact wakeup scheduling, any node v i in G can wake up once to communicate with all its neighbors. Each two-way communication link can be colored with one color, and then the links incident to one node are assigned consecutive colors. Thus, graph G has an interval edge-coloring. According to [5] , graph with an interval edgecoloring belongs to Class 1 graphs. Therefore, graph G is a Class 1 graph.
Unfortunately, the converse proposition is not true. The graph in Fig. 2 (a) belongs to Class 1 graphs, but has no valid interval edge-coloring, and thus it has no valid compact wakeup schedulings. The Class 1 graphs even with valid interval edge-colorings may not have valid compact wakeup schedulings. For example, the graph in Fig. 2 (b) has an interval edge-coloring, but all valid interval edge-colorings could not avoid the hidden terminal problem. Thus, graphs with valid compact wakeup schedulings are a proper subset of graphs with valid interval edge-colorings, and also a proper subset of Class 1 graphs. Since not all communication graphs have valid compact wakeup schedulings, we will focus on particular graphs, such as tree and grid topologies. Interestingly and surprisingly, we can obtain polynomial-time algorithms using the optimum number of time slots in a period. By minimizing the number of time slots, the overall network throughput can be maximized.
III. COMPACT WAKEUP SCHEDULING ALGORITHMS
In this section, we propose polynomial-time algorithms to produce valid compact wakeup schedulings for tree and grid topologies, which are commonly used in WSNs.
A. Trees
To obtain a valid compact wakeup scheduling of a tree, we first obtain an interval edge-coloring of a tree, then try to assign time slot to each edge and ensure interference-free. If graph G is a tree of degree Δ, we could get an interval edgecoloring of G using color 1, · · · , Δ. In the coloring process (lines 1 to 7 in Algorithm 1), when coloring a new uncolored edge, the consecutiveness of edge-coloring remains invariant, and the edges already colored form a consecutively colored subgraph. After all edges are colored, we could get an interval edge-coloring and the total number of colors assigned is Δ.
We now describe how the interval edge-coloring is used to assign time slots to each edge. The idea is to map each color to two consecutive time slots and assign a valid direction of transmission to avoid interferences. In Fig. 3 , link l ab and l ce are assigned the same color "1" in the interval edge-coloring, while time slot ts 1 and ts 2 are allocated for color "1". If time slot ts 1 is assigned in the directions of transmission as shown in Fig. 3 (a) , the hidden terminal problem would happen because the reception at node v b is garbled due to the collision of transmission from nodes v a and v c . Alternatively, if time slot ts 1 is assigned in the directions of transmission as shown in Fig. 3 (b) , the hidden terminal problem could be avoided. Similarly, time slot ts 2 is assigned in the reverse directions of transmission as shown in Fig. 3 (c) . Inspired by this, we should determine the directions of transmission along each link carefully to avoid the hidden terminal problem, i.e., determine a node when to transmit and when to receive.
We first introduce how to avoid the hidden terminal problem after a valid coloring is obtained. In this paper, the transmitter is marked with a sign "+" and the receiver is marked with a sign "−". Given a coloring of graph G and a color k, a subgraph Find a uncolored edge e whose end vertex v is adjacent to an already colored edge. Let {a, · · · , b} be the interval of colors assigned to v.
4:
if a > 1 then 5: Color edge e with a − 1.
6:
Color edge e with b + 1. // Time slot assignment 8: Map each color to two consecutive time slots, and use Algorithm 2 to determine a valid direction of transmission assignment to avoid interferences.
Algorithm 2 DFS-based sign assignment algorithm
1: Start by visiting any node in V k , and assign a sign "+" to it. 2: Initiate a DFS procedure. 3: while there are unvisited nodes do 4: Let edge e be traversed from a visited node v i to an unvisited node v j using the DFS procedure. 5: if e is colored with k then 6: Assign v j the sign opposite to v i . Assign v j the sign same to v i . set of edges with both end vertices in V k . When a node is assigned a sign "−", the only neighbor assigned a sign "+" in G k is the neighbor incident to the edge colored with k, and the other neighbors in G k are individually assigned a sign "−". Then, nodes incident to an edge colored with k always have an opposite sign, and nodes incident to an edge colored with other colors have the same sign. Algorithm 2, based on Depth First Search (DFS), can provide a valid direction of transmission assignment to G k . Note that the time slot assignment also avoids the exposed terminal problem, as shown in Fig. 3 (c) .
We define χ cw (G) as the minimum number of colors assigned over all valid compact wakeup schedulings of graph G. As any valid coloring in a tree requires at least Δ colors and an interval edge-coloring can be obtained using Δ colors, χ cw (G) is equal to Δ. Then, the number of time slots assigned in the compact wakeup scheduling is 2Δ, which is the optimum number of time slots. Algorithm 1 describes the compact wakeup scheduling for trees. Both the interval edge-coloring of a tree and the time slot assignment can be obtained using O(n), where n is the number of vertices in a tree. Thus, the algorithm to produce a valid compact wakeup scheduling for trees is polynomial-time. Fig. 4 (b) .
B. Grid Graphs
Grid graphs can be consecutively colored with Δ colors, and one interval edge-coloring approach is given below: For a V × H grid graph, let c be a consecutive coloring of each horizontal path with colors 2 and 3. For each i = 1, 2, · · · , V, we color the edges of i th horizontal path according to c. Let {a, · · · , b} be an interval of colors assigned at each vertex in the corresponding horizontal path, then edge V 1 j is colored with a − 1, V 2 j with b + 1, V 3 j with a − 1, and so forth, where 1 ≤ j ≤ H. By repeating this for all edges, we could obtain a interval edge-coloring of G, and a sample of the edge-coloring is shown in Fig. 5 (a) .
A valid direction of transmission assignment can be obtained to avoid the hidden terminal problem using Algorithm 2 in acyclic subgraphs G k . But grid graphs contain cycles, a valid assignment does not exist if we use the interval edge-coloring approach above. For example, this edge-coloring cannot avoid the hidden terminal problem as shown in Fig. 5 (b) . Interestingly, Gandham et al. [6] prove that all the nodes in a cycle of G k can be given a valid sign "+" or "−" if and only if there are an even number of edges with color k in the cycle.
If the edges colored with "3" in the cycle of Fig. 5 (b) are assigned with other colors, the consecutiveness of the colors assigned to the edges incident to one node cannot be held. Our solution for a grid graph first considers the property of the hidden terminal problem in the grid graph, and then deals with the consecutiveness of the edge-coloring.
Definition 3.
In a grid graph, the maximum degree of vertices is Δ = 4. The vertices of degree 4 are inner vertices, the vertices of degree 2 or 3 are boundary vertices, the edges incident to at least one inner vertex are inner edges, and the edges incident to two boundary vertices are boundary edges.
Definition 4.
In the compact wakeup scheduling of a grid graph, the colors assigned to the inner edges incident to an inner vertex form an interval of 4 integers. When the total number of colors assigned is less than 8, certain color must appear in one of the inner edges and this color is referred to as a critical color.
In grid graphs, if the total number of colors assigned is M (4 ≤ M ≤ 7), then the number of critical colors is 8 − M. For example, if M = 4, the set of critical colors is {1, 2, 3, 4}; if M = 5, the set of critical colors is {2, 3, 4}; if M = 6, the set of critical colors is {3, 4}.
Lemma 1. If K is a critical color assigned to an inner edge e incident to two inner vertices in the compact wakeup scheduling of a grid graph, the inner edges parallel to e are all colored with K.
Proof: Without loss of generality, we assume that an inner horizontal edge H i j (2 ≤ i ≤ V − 1, 2 ≤ j ≤ H − 2) is colored with K in a V × H grid graph. The cases of colorings shown in Fig. 6 would lead to odd number of edges with color K in subgraph G K (see the thick lines in Fig. 6 ), and no feasible direction of transmission can be obtained. Since K is a critical color, H (i+1) j (i + 1 ≤ V − 1) must be colored with K. By applying recursion, the horizontal edges H m j (2 ≤ m ≤ V − 1) are in a parallel pattern, as shown in Fig. 7 (a) . with K. According to Lemma 1, the horizontal edges H mk (2 ≤ m ≤ V −1) are colored with K, and the result still holds when
. By applying recursion, the horizontal edges
are colored with K, since K is a critical color. Hence, the inner edges colored with a critical color are in an interlined pattern, as shown in Fig. 7 (b) . 978-1-4244-5638-3/10/$26.00 ©2010 IEEE
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE Globecom 2010 proceedings. Fig. 9 (a) . As the colors assigned to the edges incident to the vertices in the dashed circles must be consecutive, the color sets {A, B, C}, {B, C, D}, {A, C, D} and {A, B, D} must consist of three consecutive numbers. However, {1, 2, 3} and {2, 3, 4} are the only two possible cases with three consecutive numbers, which leads to a contradiction. Note that {4, 1, 2} is not consecutive, as nodes operate in a low duty cycle mode and then a gap exists between 4 and 1.
2) If the grid could be consecutively colored with 5 colors, B, C, D ∈ {2, 3, 4} are critical colors and the non-critical color 1 or 5 is denoted by X. For an inner vertex has 3 incident critical inner edges, the inner edges are colored with B, C, D, respectively. According to Lemma 1 and Lemma 2, B, C, D are all in a parallel and interlined pattern, and the coloring is shown in Fig. 9 (b) . Since the colors assigned to the edges incident to the vertices in the dashed circles must be consecutive, the color sets {B, C, X}, {B, C, D}, {C, D, X} and {B, D, X} must consist of three consecutive numbers. However, {1, 2, 3}, {2, 3, 4} and {3, 4, 5} are the only three possible cases with three consecutive numbers, which leads to a contradiction.
Similarly, we could get the following lemma. 
Algorithm 3 Compact wakeup scheduling of a grid graph

Input: A V × H grid graph G (3 ≤ V ≤ H).
Output: A valid compact wakeup scheduling. // Interval edge-coloring of a grid 1: Decide the parity of V and H (even or odd). 2: if both V and H are even then 3: color G using the pattern in Fig. 8 . 4 : else if one of V and H is even and one is odd then 5: color G using the pattern in Fig. 10 (a) . 6 : else 7: color G using the pattern in Fig. 10 (b) . // Time slot assignment 8: Map color k to two consecutive time slots {2k − 1, 2k}, and use Algorithm 2 to determine a valid direction of transmission assignment to avoid interferences.
The proofs of Theorems 4 and 5 are omitted due to space limitations. We can also obtain all the possible coloring patterns in the compact wakeup scheduling for grid graphs. Fig. 10 (a) shows a possible coloring in the compact wakeup scheduling, if one of V and H is even and the other is odd. Fig. 10 (b) shows a possible coloring in the compact sleep scheduling, if both V and H are odd. According to Theorem 3, 4 and 5, the number of time slots assigned is optimum. Algorithm 3 describes the compact wakeup scheduling of a grid graph and its complexity is O(n).
IV. CONCLUSION
In this paper, we address a new interference-free TDMA wakeup scheduling problem in WSNs, called compact wakeup scheduling. In the scheduling, a node needs to wake up only once to communicate bidirectionally with all its neighbors, thus reducing the time overhead and energy cost in the state transitions. We propose polynomial-time algorithms to achieve the optimum number of time slots assigned in a period for trees and grid graphs. In the process of time slot assignments, both the hidden terminal and exposed terminal problems can be avoided.
