Abstract: In this work we are considered with parameter optimization of elliptic multiscale problems with macroscopic optimization functionals and microscopic material design parameters. An efficient approximation is obtained by the reduced basis approach. A posteriori error estimates for the reduced forward problem are obtained in the periodic homogenization setting, using the so called two scale weak formulation of the multiscale problem. The resulting error indicators allow for an efficient offline/online decomposition and are used for an efficient reduced basis construction, both for the homogenization limit, as well as for the approximation of the corresponding cell problems.
INTRODUCTION
In this article we are considered with model reduction for parameter optimization of elliptic multiscale problems, where the optimization functional is defined on a macro scale and the material design parameters are considered on the microscale. Such optimization problems naturally arise e.g. in optimal design of composed materials or in the design of technical devices that rely on multiscale processes, such as fuel cells or batteries. As the solution of such optimization problems usually requires repeated evaluations of the underlying multiscale partial differential equations for different sets of parameters, model reduction is applied to increase computational efficiency. In this contribution we are considered with the reduced basis approach Patera and Rozza (2007) ; Haasdonk and Ohlberger (2008) . The application of this approach to parameter optimization of elliptic partial differential equations was first presented in Oliveira and Patera (2007) , and generalized to multiscale problems in Ohlberger and Schaefer (2012) . A posteriori error estimates for reduced approximation of linear -quadratic optimization problems and parametrized optimal control problems with control constraints were studied e.g. in Tröltzsch and Volkwein (2009) ; Vossen and Volkwein (2012) ; Grepl and Kärcher (2011); Dedè (2012) . In the context of optimal control and mesh adaptivity of the underlying finite element discretizations we e.g. refer to Liu and Yan (2001) ; Benedix and Vexler (2009) ; Rösch and Wachsmuth (2012) ; Hintermüller et al. (2012) and the references therein.
In detail we will look at the following multiscale optimization setting:
with a compact parameter set P ⊂ R P . In (1), the state variable u ε (µ) is solution of the following (parametrized) multiscale problem:
In (2), Ω ⊂ R d is a bounded domain, ν the outward normal and A ε is a rapidly oscillating diffution tensor, see definition 2.2. We made use of the short notation u ε (µ) := u ε (·; µ) and will use analogue expressions for all functions that depend on both spatial variables and parameters.
There is a large variety of numerical algorithms for general optimization problem such as (1), see for example Vanderbei and Shanno (1999) . Typically, these algorithms are based on necessary and/or sufficient optimality conditions for local optima which involve higher order derivatives of the participating functions. In order to get a reduced approximation of (1) it is thus not sufficient to provide RB approximation solely of the state u ε (µ), but also for derivatives with respect to the parameter µ.
For classical numerical multiscale approaches we refer to the multiscale finite element method Hou and Wu (1997) ; Efendiev and Hou (2009) , the variational multiscale method Hughes (1995) , the multiscale finite volume method Aarnes et al. (2009); Nordbotten and Bjørstad (2008) and the heterogeneous multiscale method E and Engquist (2003) . A posteriori error estimates for multiscale methods have been derived in the context of the variational multiscale method (cf. Larson and Målqvist (2007) ; Målqvist (2011) and references therein), for the heterogeneous multiscale method (cf. Ohlberger (2005) ; Abdulle and Nonnenmacher (2011); and references therein), and the multiscale finite element method . The approach presented in this article is related to the heterogeneous multiscale approach. Although we will discuss it only in the periodic homogenization setting, it is also applicable to more general scenarios with scale separation using the analogy with the heterogeneous multiscale method as demonstrated in Ohlberger (2005) .
The rest of this paper is organized as follows: In Section 2 we introduce the two scale homogenization framework and define the so called two scale homogenized limit equation. Based on this formulation, we first introduce a finite element approximation of the two scale homogenized equation and then introduce the two scale reduced basis approximation. In this setting, an a posteriori error estimate for the reduced approximation is derived in Section 3. Finally in Section 4 we sketch the overall reduced basis model reduction approach for parameter optimization of elliptic multiscale problems and conclude in Section 5.
TWO SCALE FORMULATION OF THE UNDERLYING HOMOGENIZED PROBLEM AND REDUCED BASIS APPROXIMATION
Our goal in this contribution is the derivation of an efficient reduced modelling approach for the multiscale optimization problem (1), (2) based on the two scale formulation of the underlying homogenized elliptic problem (cf. Allaire (1992) ). We therefore first introduce the variational form of the underlying multiscale problem and state some well known homogenization results. Definition 2.1. (Domains and spaces). Let Ω ⊂ R d be the bounded macroscopic domain, Y := (0, 1) d the reference cell and P ⊂ R p the parameter space, typical elements of which will be denoted x ∈ Ω, y ∈ Y and µ ∈ P. We assume that the boundary Γ of Ω is decomposed into Γ = Γ D ∪Γ N . Onto these domains we introduce the following spaces:
(Ω)) * and the Cartesian product
. For a given function β : Γ N → R with β(x) ≥ β 0 > 0 a.e., the space H becomes a Hilbert space with the scalar product
The length scale ε is usually very small w.r.t. the macroscopic domain, ε |Ω|. This makes a direct discretization of equation (3) very costly since the grid must resolve the fine scale. Therefore we study the convergence of a sequence u ε (µ) for ε → 0. With the notion of two scale convergence we can proof the following result: Theorem 2.4. (Two-scale convergence Allaire (1992) ). We introduce the parametrized bilinear form a : (3) is then defined as solution of
Moreover, if the coefficient matrix A is regular enough and u 0 ∈ H 2 (Ω), then the following estimate holds with a constant C independent of ε (cf. Hoang and Schwab (2003) ):
Model reduction by the reduced basis method
As next step we will discretize problem (5). To keep the notation simple we consider piecewise linear finite elements and one-point quadrature rules. Higher order and/or other discretization methods can be handled as well. Definition 2.5. (Discrete bilinear form). Let T H , S h be triangulations of Ω and Y . For grid cells T j ∈ T H , K i ∈ S h we denote their barycenters by x j ∈ T j resp. y i ∈ K i . Considering
and similar approximations f h , g h and β h we can introduce the discrete forms a h : H × H × P → R and l h : H → R as (5) is sought in the ansatz space H H := X H × Z H and defined through
) Definition 2.6. (Reduced basis approximation). Consider a sample set S = {µ 1 , . . . , µ N } ⊂ P. We define the reduced basis space
is then defined as the Galerkin projection of (6) 
Let us further introduce the cell problems
n (x).
A POSTERIORI ERROR ESTIMATE
In the definition of the reduced basis approximation we assumed that the sample set S = {µ 1 , . . . , µ N } is given. However, the approximation quality of the RB method very much relies on the particular choice of this set. An optimal choice of the sample set can be constructed by the weak Greedy method, based on an efficient a posteriori error estimator as shown in Binev et al. (2011) . Thus, our next goal is the derivation of an efficient a posteriori error estimate for the model reduction error e N (µ) := u N (µ) − u H (µ) ∈ H H between the reduced RB solution and the high dimensional FEM solution. Such an a posteriori error estimate can then be used in the weak Greedy algorithm to define the sample set, and moreover allows for error control in the state equation. However, in order to be really applicable for such tasks, we will need to show that the resulting error estimate allows for an offline/online splitting such that the evaluation of the error estimator in the optimization process has a complexity comparable to the solution of the low dimensional RB approximation itself.
To start with, we introduce the residual Res : 
If we assume A(x, y; µ)ξ ·ξ ≥ α(µ) |ξ| 2 for all (x, y, µ) ∈ Ω × Y × P and ξ ∈ R d with inf µ∈P α(µ) > 0, the bilinear form a h is coercive and we get the following estimate 
Calculation of the residual and offline/online splitting
The error estimation (10) is only useful, if it can be efficiently evaluated in the so called online phase. To that end we first make the following assumption: The diffusion tensor approximation A h is affinely decomposable, i.e.
for some (preferably small) natural number Q A . This leads to an affine decomposition of the bilinear form a h as well:
with the same Q A and σ (11) yields
Calculation of the residual
H ∈ Z H , we can use it as a test function in this equation and get
a.e., or in turn v l H ∈ X H . Next, testing with v 1 H ≡ 0 we end up with the weak Poisson-like problem
for all v 0 H ∈ X H .
Computation of v a,q,n H
: Plugging a test function with v
with
.
On the other hand, using v 0 H ≡ 0 in the test function yields the very similar equation
MODEL REDUCTION FOR PARAMETER OPTIMIZATION OF ELLIPTIC MULTISCALE PROBLEMS
We can now give a reduced basis approximation of the optimization problem (1). To that end we start with introducing RB approximations of the functionals J and C j , namely
Notice that the reduced functionals involve only the macroscopic part of u N (µ). For an efficient optimization process, the involved functionals must allow an offline/online splitting. For that reason we make the further restriction that J N and C N,j allow an expansion similar to the affine decomposition. To be precise, we demand
where the mappings J q N and C q N,j can (in principle) be arbitrary. These expansions ensure that we can separate the parts of the functionals that depend on the basis functions from those depending on parameters which is necessary to achieve the offline/online splitting. Some typical examples for functionals that allow the above expansion are listed below:
p dx for some p ∈ N and given y : Ω → R To see the decomposition of (iii) for p = 2, we use the basis representation u 0
Since y is a priori known, this is the desired decomposition. For p > 2 a similar expansion can be achieved by the Binomial theorem.
The only thing that is still missing are the parameter derivatives of the state u N (µ). Equations for these quantities are established by differentiating the defining equation (8) Hence, we can reuse both the same reduced spaces and precomputed reduced system matrices as for the approximation of u N (µ). Thus the computational costs for the parameter derivatives are negligible. Higher order derivatives can be specified by further differentiation of (23).
CONCLUSION
In this work we presented the reduced basis model reduction framework for parameter optimization of elliptic homogenization problems. In particular, we derived an a posteriori error estimate for the reduction error of the underlying elliptic partial differential equation and demonstrated its efficient offline/online decomposition. Although the exposition in this work is for periodic homogenization problems, the approach is applicable in a more general multiscale setting with separable scales, as the numerical approximation in the two scale setting can be related to the heterogeneous multiscale method as demonstrated in Ohlberger (2005) . The reduced basis approach is very attractive for parameter optimization problem, as the reduced space for the original partial differential equation can also be used to compute derivative information with respect to the parameters, which is needed for an efficient application of suitable descent methods to solve the optimization problem.
