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Abstract
Biases impair the effectiveness of algorithms. For example, the age bias of the widely-used PageRank algorithm
impairs its ability to effectively rank nodes in growing networks. PageRank’s temporal bias cannot be fully explained
by existing analytic results that predict a linear relation between the expected PageRank score and the indegree of
a given node. We show that in evolving networks, under a mean-field approximation, the expected PageRank score
of a node can be expressed as the product of the node’s indegree and a previously-neglected age factor which can
“amplify” the indegree’s age bias. We use two well-known empirical networks to show that our analytic results
explain the observed PageRank’s age bias and, when there is an age bias amplification, they enable estimates of the
node PageRank score that are more accurate than estimates based solely on local structural information. Accuracy
gains are larger in degree-degree correlated networks, as revealed by a growing directed network model with tunable
assortativity. Our approach can be used to analytically study other kinds of ranking bias.
Keywords: PageRank, Algorithmic bias, Networks, Ranking algorithms
1. Introduction
Algorithmic biases threaten the application of algorithms to real-world problems. Their presence can indeed penal-
ize underrepresented minorities [1], reduce the success rate of higher-quality products in cultural markets [2], increase
polarization and fragmentation in society [3], and, overall, lead to sub-optimal decisions. The major challenge toward
understanding the biases of complex algorithms is that it might be hard to dissect the steps used by the algorithm to
reach a certain decision [4]. But in complex environments, such as modern social and information systems, even the
behavior of simpler algorithms might be difficult to understand [5], which makes it challenging to understand how
algorithmic biases emerge and how to best prevent them.
A paradigmatic example of an algorithm whose biases are not yet fully understood is the widely-used PageRank
algorithm [6, 7, 8]. The algorithm has been used for many and diverse applications, e.g., identifying seminal pa-
pers [9] and promising researchers [10] in academia, quantifying individual influence on collective opinion formation
processes [6], predicting road traffic [11], and others [12]. The algorithm builds on the plausible hypothesis that in
a given directed complex network (where the network’s nodes are connected by directed edges), an important node
is referred to by other important nodes [13]. Following the seminal paper that introduced it [7], PageRank has be-
come a standard tool in network analysis, and it is often believed to provide more reliable and robust estimations of
node importance than the number of incoming connections received by a node (referred to as indegree in network
science) [8, 13].
Yet, numerical simulations and analyses of real-world information networks reveal that PageRank can be severely
biased by the age of the nodes [14, 15, 16], and other factors (such as homophily effects [17] and domain [18]), which
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impairs the algorithm’s ability to identify high-potential nodes [15, 19, 20, 21, 22]. In networks with strong temporal
effects [23], the age bias of the PageRank scores is more severe than that exhibited by the indegree [15, 19, 16]. At
the same time, existing analytic results cannot explain why PageRank has a higher level of bias than indegree, as they
predict that the PageRank score of a node is, on average, proportional to its indegree [24, 25]. Achieving an analytic
understanding of the emergence of PageRank’s biases remains elusive, but it might help to design robust methods to
correct them.
Here, we provide an analytic explanation of PageRank biases in evolving networks. To this end, by performing a
mean-field approximation, we derive a self-consistent equation for the PageRank score of nodes of a given indegree
and age. We use this equation to show that in evolving networks, on average, the PageRank score of a node is expected
to be proportional not only to its indegree, but also to a time-dependent factor, which we refer to as the age factor. The
age factor depends on the temporal structure of the network. We use an empirical citation network from the Americal
Physical Society to show that the age factor can “amplify” the indegree’s age bias to produce PageRank scores that
are considerably more biased than indegree. When an amplification effect is present, the obtained factorization of the
expected PageRank score in a product of indegree and the age factor: (1) leads to an “age-corrected predictor” that
estimates the PageRank score of a node more accurately than indegree alone and (2) provides support for the practice
to “debias” PageRank scores using rescaling procedures [19, 20]. In an empirical network without amplification (i.e.,
where the age factor is close to one), represented here by the Higgs Twitter dataset [26], the indegree alone provides
an accurate estimate of the PageRank score. Indegree assortativity plays a key role in the relative accuracy of the age-
corrected and the indegree predictors, as revealed by systematic analysis of synthetic data generated with a growing
network model.
2. Background
This Section provides background information that motivates the rest of the paper. It introduces the definitions
of indegree and PageRank, previous analytic arguments [24, 25] pointing at a linear relation between the expected
PageRank score of a node and its indegree, and previous numeric evidence that suggests instead a more complex
relation between PageRank and indegree [15, 19].
2.1. Indegree and PageRank
Given a directed network composed of N nodes whose N × N adjacency matrix is denoted by A (Ai j = 1 if a
directed edge from j to i exists, zero otherwise), the indegree kin(i) of a given node i is defined as the total number
of its incoming edges, kin(i) =
∑
j Ai j [16]. When there are no dangling nodes (i.e., no nodes with outdegree equal to
zero), the vector x of PageRank scores is defined as the stationary state of the following process [12]:
xn+1 = αP xn + (1 − α) v, (1)
where P denotes the transition matrix whose elements are Pi j = Ai j/kout( j) where kout( j) =
∑
i Ai j denotes node j’s
outdegree, and v is a teleportation vector which, in line with many applications of the algorithm [12], we assume to










Intuitively, the equation embodies the idea that an important node is referred to by other important nodes, as i’s score
depends linearly on its neighbors’ scores. The nodes’ final scores, x = (x(1), . . . , x(N)), can be obtained by the power
method [16], i.e., by starting from an initial condition and recursively applying Eq. (2) until the L1 distance between
xn−1 and xn becomes smaller than a predefined tolerance parameter, ǫ [8]. The convergence conditions for Eq. (2)
1Incorporating dangling nodes would simply require, in Eq. (2), to replace the first term of the r.h.s. with the sum of a contribution from the
non-dangling nodes (
∑
i:kout>0 Ai j xn( j)/k
out( j)) and a uniform contribution from all the dangling nodes – see [8] for a detailed discussion. The













have been well-studied in the literature [8]. In fact, Eq. (2) can be interpreted as the master equation of a Markov
chain with transition probability matrix G = αP + (1 − α) eT e/N, where P is the matrix whose element is defined
as Pi j = Ai j/k
out( j). As matrix G (typically referred to as Google matrix) is both stochastic and primitive, a unique
solution of Eq. (2) exists, and iterating Eq. (2) will reach it independently of the initial condition [8].
2.2. Relation between PageRank and indegree
By simply looking at Eq. (2), one could conjecture that nodes with many incoming edges have a larger PageR-
ank score. Fortunato et al. [24] provided analytic results to support this intuition using a mean-field approximation.
Specifically, they estimated the average PageRank score, x(k), of a given set of nodes (called degree class) character-
ized by a given pair of indegree and outdegree values. We denote a degree class as C(k) = C(kin, kout) = {i : kin(i) =







where N P(k) is the total number of nodes of degree class C(k), and P(k) = P(kin, kout) denotes the joint degree
distribution of the network (defined as the fraction of nodes with indegree and outdegree equal to kin and kout, respec-
tively) [27]. Under a mean field approximation, one assumes that the PageRank score of a neighbor of class C(k′) can





Ai j xn( j) ≃ xn(k
′) Ek′→k, (4)
where Ek′→k is the number of edges from nodes of class k
′ to nodes of class k. Using this approximation, from
Eq. (2), one can obtain the following self-consistent equation for the average PageRank score:












′|k) is the probability that a link to a node in class C(k) originated from a node in class C(k′). For networks
without degree correlations among neighboring nodes (which we refer to as uncorrelated networks from now on), one
has Pin(k
′|k) = P(k′) k′out/ 〈kout〉, which leads to the following proportionality relation between average PageRank










Eq. (6) is consistent with our expectation that if a node has many incoming edges, it is likely to achieve a high
PageRank score as a result. However, this result neglects temporal patterns in network connectivity, which may
strongly affect the relation between PageRank and indegree. Understanding the role of temporal patterns for the
analytic relation between the PageRank score and indegree is our main goal.
2.3. PageRank’s biases and limitations of existing works
Although the analytic argument revisited above suggests that the PageRank score might behave similarly to inde-
gree, numeric results suggest that the relation between PageRank and indegree is more complex than the simple linear
relation expected from Eq. (6).
In citation networks where each node can only refer to older nodes (e.g., a paper citing an existing paper), PageR-
ank’s bias toward old nodes is more severe than indegree’s bias. Considering the citation network of the papers
published in Americal Physical Society (APS), for example, a previous work [19] found that the proportion of old
(recent) nodes at the top of the ranking by PageRank is substantially larger (smaller) than the same proportion at
the top of the ranking by indegree. A similar finding holds for citation networks of patents [20]. Yet, these works
only reported the relative magnitude of PageRank’s and indegree’s temporal biases in empirical citation data, without












Refs. [19, 20] and some follow-ups [18, 28, 21] showed that we can effectively suppress both indegree’s and
PageRank’s temporal biases through a simple rescaling procedure. In the proposed rescaling procedure, a node’s
score is only compared against the scores of nodes of similar age using a z-score calculation [19]. Although the
rescaling procedure is effective at suppressing PageRank’s temporal bias [19, 20], previous works did not attempt to
justify it analytically.
To uncover the mechanisms behind the emergence of PageRank’s bias, Ref. [15] adopted a simulation-based
approach. In simulations where the nodes of a growing network create outgoing links over an extended time period,
they found that PageRank can be biased toward either recent or old nodes depending on the relatives timescale at
which the creation of outgoing links and the attraction of incoming links decay [15]. However, this study only
reported the observed relation between PageRank and indegree in numeric simulations, together with their biases,
without attempting to analytically explain the observed relation.
In this paper, we overcome the limitations of previous works by proposing an analytic approach to quantifying the
relation between PageRank and indegree in evolving networks. The proposed approach identifies the circumstances
under which PageRank is expected to be more biased by node age than indegree, and it clarifies why a simple rescaling
procedure of the nodes’ PageRank scores is effective at suppressing their age bias.
3. Analytic results
In this Section, we focus on the relation between PageRank and indegree in evolving networks. We derive a general
self-consistent equation that links the expected PageRank score, indegree, and the temporal structure of the network
data. We use a mean-field approximation to show that the expected PageRank score of a node can be decomposed as
the product of its indegree and an age factor that depends on the temporal structure of the data. We finally show how
rescaling PageRank scores [19] can factor out their age dependence.
3.1. Linking PageRank score, indegree, and temporal effects
This article focuses on evolving networks, broadly defined as networks that change in time through the addition of
new nodes and edges and the deletion of preexisting ones. Many real networks are evolving ones, including citation
networks of scientific papers and patents, online and offline social networks where new ties are incessantly created and
deleted, and user-product networks in e-commerce systems, among others [23]. In all these networks, the propensity
that two nodes are connected depends on their age. For example, in a citation network, a link from a node i to j can
only exist if i is younger than j. To formalize this property, we divide the N nodes into B = N/∆ age classes composed
of ∆ nodes each, denoted as C(t) (t = 1, . . . , B). As in Section 2.2, we assume that a node belongs to degree class
C(k) = C(kin, kout) if its indegree and outdegree are equal to kin and kout, respectively. Further, we split the nodes into
degree-age classes: Degree-age class C(k, t) = C(k) ∩ C(t) comprises the nodes of degree class C(k) and age class
C(t). For a generic evolving network, we assume that the temporal structure of the data is encoded in a B×B temporal
transition matrix whose element P(t′ → t) denotes the probability that an edge from a node in class C(t′) links to a
node in age class C(t).
We assume that a snapshot of the evolving network is given, and we set out to estimate the average PageRank







where P(k, t) is the fraction of nodes that belong to class C(k, t). Subsequently, we plug Eq. (2) into this definition,
and we use the property that summing over all nodes is equivalent to first summing over all degree-age classes, and











































At this stage, similarly to Eq. (4), we perform a mean-field approximation where we assume that the PageRank score





Ai j xn( j) ≃ xn+1(k
′, t′) E(k′,t′)→(k,t) (9)
where E(k′,t′)→(k,t) denotes the total number of edges from nodes in class C(k
′, t′) to nodes in class C(k, t). This
quantity can be expressed as
E(k′,t′)→(k,t) = N kin P(k, t) Pin(k
′, t′|k, t), (10)
where Pin(k
′, t′|k, t) denotes the probability that a directed edge to a node in C(k, t) comes from a node in C(k′, t′). In
the following, we will also denote as Pin(k
′, t′ → k, t) the probability that a directed edge from a node in C(k′, t′) links
to a node in C(k′, t′). Note that Pin(k
′, t′|k, t) and Pin(k
′, t′ → k, t) differ. Indeed, by denoting as E(k′,t′)→· and E·→(k,t)
the total number of edges from nodes in C(k′, t′) and the total number of edges to nodes in C(k, t), respectively, we
have Pin(k
′, t′|k, t) = E(k′,t′)→(k,t)/E·→(k,t) and Pin(k
′, t′ → k, t) = E(k′,t′)→(k,t)/E(k′,t′)→·. Plugging Eqs. (9) and (10) into
Eq. (8), we obtain











This is a self-consistent equation for the average PageRank score of nodes of degree-age class C(k, t). To further
simplify it, we will focus on degree-uncorrelated networks.
3.2. PageRank, indegree, and age factor in degree-uncorrelated networks
We focus on degree-uncorrelated evolving networks. Specifically, we assume that the probability that an edge to
a node in C(k, t) comes from a node in C(k′, t′) only depends on the probability Pin(t
′|t) that an edge to a node in
age class C(t) comes from a node in age class C(t′), times the fraction of outgoing edges in C(t′) from nodes with
outdegree k′out; the latter factor enforces the assumption of a lack of degree-degree correlations. By further assuming
that node outdegree is independent of node age, we have
Pin(k









out/ 〈kout〉 denotes the fraction of outgoing edges that come from nodes of outdegree k
′
out. Plugging
Eq. (12) into Eq. (11), we obtain











To obtain a simple analytic dependence of xn+1(k, t) on indegree, we assume that all nodes have the same outdegree m,
i.e., P(kout) = δkout ,m where δ denotes the Kronecker delta. This assumption is justified in systems where the outdegree
distribution is substantially narrower than the indegree distribution. The networks analyzed here respect this property
(see Section 4.2). We shall mention at the end of this Section the main difference in the final result if we were to take
into account the outdegree heterogeneity.
Under the homogeneous-outdegree assumption, the degree-age classes can be denoted as C(kin, t), and the outde-































where xn(t′) is the average PageRank score of nodes in age class C(t























For a more straightforward interpretation, we express Pin(t
′|t) in terms of the probability P(t′ → t) that a node in C(t′)
links to a node in C(t). We have:
Pin(t




where 〈kin(t)〉 is the average indegree of nodes in age class C(t). This leads to the expression for the average PageRank
score of nodes in C(kin, t)



















Hence, Eq. (17) can be conveniently rewritten as:










P(t′ → t) xn(t′) (20)
denotes the average “premium” that a node in class t obtains from the temporal structure of the data, encoded in the
transition matrix P(t′ → t). This is our first main result: In the first approximation, for uncorrelated networks where
each node has the same outdegree, the average mean-field PageRank score of a node of indegree-age class C(kin, t)
is proportional to the product of its indegree and an age factor that depends on the temporal structure of the network
data.
We conclude this Section with two remarks. First, for networks where the formation of new edges does not depend
on node age, the temporal transition matrix is uniform (P(t′ → t) = 1/B), which implies φin(t) = 〈kin(t)〉
−1 = 〈kin〉
−1
and, therefore, x(kin, t) = α kin/ 〈kin〉 + (1 − α)/N, which is the analytic result found in prior works [24, 25]. Second,
if we consider the outdegree heterogeneity, we would obtain an expression similar to Eq. (17) but without a simple
interpretation. Specifically, in the sum on the r.h.s., we would not have the average PageRank of nodes of age class
C(t′), xn(t′), but a more complicated expression depending on both the outdegree distribution and the joint distribution
P(k, t).
3.3. Debiasing PageRank’s scores by rescaling
Eq. (19) above has implications for the previously-studied PageRank’s age bias [9, 14, 15, 19, 20]. It indicates
indeed that PageRank’s age bias is simultaneously affected by both the age bias of indegree, and the bias in the age
factor, φin(t). In Section 3.1, we will illustrate this point with a concrete example. In the following, we show that the
previous analytic results shed light on why a simple rescaling procedure is effective to mitigate PageRank’s age bias.
Recent works [19, 16, 29, 20, 21] defined the rescaled PageRank score of a node i, Rx(i), as the number of standard





where x(i) and σ[x(i)] denote the mean and standard deviation, respectively, of the PageRank scores of nodes of
similar age as node i. Prior works determined this set of nodes as [i − δ/2, i + δ/2], where δ is a parameter of the
rescaling method [19]. For simplicity, in the following analytic developments, we assume that each node is compared
against the nodes that belong to its age class. Therefore, we define the average rescaled PageRank score of a node in
class C(kin, t), Rx(kin, t), as
Rx(kin, t) =














For a node in class C(kin, t), from Eq. (19), we obtain
x(t) = (1 − α)
[
α 〈kin(t)〉 φin(t) + 1
]
/N,
σ[x(t)] = ασ[kin(t)] φin(t),
(23)






This is our second main result: Rescaling the PageRank score eliminates the age factor, which leads the expected
rescaled PageRank score of nodes in class C(kin, t) to be equal to their rescaled indegree score. Having the rescaling
procedure factored out the age dependence that is specific to the PageRank score, if the rescaled indegree score is
age-unbiased (which is usually the case [19, 20]), we expect the rescaled PageRank score to be unbiased too.
4. Results on empirical networks
We investigate the implications of the analytic results above in two empirical networks. We first introduce the
procedures to compute the empirical PageRank scores and to estimate the expected PageRank scores using the analytic
results above, and then investigate the agreement between the analytic estimates of expected PageRank scores and their
empirical values.
4.1. Empirical datasets
Suitable empirical networks for our analysis need to be directed and time-stamped. We analyze two empirical
datasets: The well-studied APS citation network [9, 14, 15, 19, 21] and a dataset on the Twitter activity related to
the experimental discovery of the Higgs boson [26]. We use these datasets to illustrate how PageRank’s age bias
can be explained in terms of the analytic results above, and identify the circumstances under which the age-corrected
predictor outperforms the indegree predictor at estimating a node’s PageRank score.
APS dataset. We analyze a large-scale citation network of papers published in the American Physical Society (APS)
journals (available under request at https://journals.aps.org/datasets), updated until year 2009. The net-
works includes 449, 935 papers and 4, 672, 812 citations between them. PageRank has been already applied to this
dataset in prior studies [9, 14, 15, 19, 21], which revealed its age bias and the ability of rescaled PageRank to early
identify editor-selected milestone papers [19] (see Section 4.1.2 in [29] for a review).
Higgs (Twitter) dataset. We analyze the dataset collected from Twitter by De Domenico et al. [26] to analyze the
spreading of a scientific rumor – the experimental discovery of the Higgs boson, announced on 4th July 2012.
The dataset is restricted to the period from 1st to 7th of July 2012, and it is publicly available at https://snap.
stanford.edu/data/higgs-twitter.html. Here, we focus on the directed social network where a directed link
from i to j means that i mentioned j. The resulting network has 116, 408 nodes and 145, 465 directed edges. Pre-
vious studies have used this dataset as a benchmark to study rumor spreading and influential users of online social
networks [30].
4.2. Empirical and estimated PageRank scores
In both the APS and Higgs datasets, to compute the empirical PageRank values, we split the nodes into B = 40
age classes, and we compute the nodes’ empirical scores using the power method adopted in prior works [15, 19]
(i.e., by iterating Eq. (2)), with teleportation parameter α = 0.5 and tolerance ǫ = 10−9, where α = 0.5 is the
customary choice for citation data [9, 19]. The analytic estimates of PageRank scores are obtained either through
Eq. (6) (which we refer to as indegree predictor) or the novel Eq. (19) (age-corrected predictor). To estimate the
age factor in Eq. (19), we measure the temporal transition matrix P(t′ → t) from the empirical citation/mention flows
between the 40 age classes (see Fig. 1), and then use it to find the expected PageRank of the nodes of a given age class












Figure 1: Temporal transition matrix in the empirical networks. For each pair of age classes t, t′, the corresponding cell’s color indicates the
value of P(t′ → t). This matrix is a key element for the analytic estimation of PageRank scores in evolving networks. In the APS network (left
panel), the matrix P(t′ → t) reveals two general properties of citation networks [29]: (1) nodes almost always cite nodes from previous age classes,
(2) because of well-documented aging effects [15], nodes tend to cite nodes from near age classes. The shape of the matrix in the Higgs dataset
(right panel) suggests that during the studied event, nodes tended to mention the earliest nodes that tweeted about the new particle’s discovery,
without substantial aging effects.
under the simplifying assumption of homogeneous outdegree, which is violated in most real networks. For the two
empirical datasets analyzed here, a potential argument to support the approximation is that the outdegree distribution
is substantially narrower than the indegree distribution, as evident by comparing the variance of the indegree against
that of the outdegree (σ2(kout)/σ
2(kin) is 0.10 and 1.3 · 10
−3 in the APS and Higgs dataset, respectively).
4.3. Age bias amplification
Prior works found that in citation networks such as the APS network, PageRank’s bias by age is more severe than
indegree’s bias, meaning that old papers are more overrepresented at the top of the ranking by PageRank than at the
top of the ranking by indegree [15, 19]. The analytic result in Eq. (19) indicates that approximately, the PageRank
score is determined by both the indegree of a node and an age factor. The precise shape of the age factor determines
whether PageRank is more or less biased by age than indegree.
To quantify the age bias of a given metric across the age classes of papers, we compute the metric’s average score
for each age bin and normalize it with the metric’s average score overall. Thus-obtained score fold increase can be
used to assess the average age bias of the metric toward papers from a given age bin. A value greater (smaller) than
one indicates that papers in a given bin are favored (disfavored), on average, by the evaluated metric. Note that other
measures of ranking bias, such as those that focus on the best-ranked nodes [21], are possible.
In the APS network analyzed here, both the average indegree and the average PageRank score of a node are biased
in favor of old nodes (Fig. 2A). Consistently with prior works, we find that PageRank’s bias is more severe than
indegree’s bias, which is illustrated by the stronger advantage (disadvantage) of old nodes (recent nodes) compared
to more recent (older) nodes. This can be explained by the fact that the age factor, φin, is heavily biased toward old
nodes (see the orange line in Fig. 2A). By combining empirical age factor and average indegree values according
to Eq. (19), we obtain an analytic prediction (dark blue line in Fig. 2A) of the temporal dependence of the average
PageRank score, which matches accurately the empirical behavior (light blue line in Fig. 2A; the light blue shadowed
area indicates the standard error of the mean of the score fold increase for the empirical PageRank score within each
age class).
A different scenario is observed in the Higgs network. Here, the age factor is reasonably uniform across different
age classes and it is close to one (Fig. 2C). This property indicates that although age classes corresponding to the
oldest nodes accrue most of the links (see Fig. 1, right panel), their advantage is not further amplified by the structure
of the temporal transition matrix in Eq. (20). According to Eq. (19), φin(t) ≃ 1 predicts that the PageRank score will
exhibit an age bias of similar magnitude than that exhibited by the degree, which is indeed confirmed by the empirical












Figure 2: Explaining PageRank’s age bias in the empirical networks. (A, C) Score fold increase of indegree, age factor φin(t), and PageRank
for 40 age classes of papers, sorted from the oldest one (t = 1, left) to the most recent one (t = 40, right). In the APS network (panel A), compared
to the indegree’s age bias, the stronger bias exhibited by PageRank is a combination of the indegree’s bias and the age factor. (B, D) The relation
between the average PageRank and indegree for four different age classes. In the APS network (panel B), the relation is mediated by the age factor,
and the mean-field analytic results (lines) match the empirical results (dots) well for sufficiently large indegree values. In the Higgs network (panel
D), we observe no systematic discrepancies among the age classes, as predicted by the age factor.
4.4. The age factor moderates the relation between PageRank and indegree
An important prediction of Eq. (19) is that differently from mean-field results that do not consider the temporal
structure of the data [24, 25], the relation between PageRank and indegree is moderated by the age factor, φin(t). To
test this result, in both empirical datasets, we divide the nodes into 10 indegree classes (by adopting a logarithmic
binning), and plot their average effective PageRank score, x(kin, t) − (1 − α)/N, as a function of indegree for different
age classes. According to the analytic result in Eq. (19), for a given age class t, we expect the relation between x(kin, t)
and kin to be linear, with an age-dependent slope proportional to φin(t).
In the APS dataset, we find that for sufficiently large indegree values, the prediction in Eq. (19) accurately matches
the empirical relation between PageRank score and indegree (Fig. 2B). The slope of the relation, manifested by the
vertical displacement in the log-log scale of Fig. 2B, depends on the node age. The major discrepancies between the
analytic and the empirical relationships are found for small indegree nodes, which is likely to be a consequence of the
performed mean-field approximations (see [24] for similar discrepancies at small indegree values). Overall, compared
to prior analytic results [24, 25], these findings confirm the analytic expectation that the slope of the linear relation
between mean PageRank score and indegree depends on the node age.
In the Higgs dataset, the age factor is nearly uniform across different age classes, i.e., φin ≃ 1. In this case, our
analytic computation predicts that the dependence of the PageRank score on indegree is approximately independent
of the considered age class. We observe indeed no age-dependence of the relation between PageRank and indegree











Figure 3: Understanding the effects of the rescaling procedure. (A) Score fold increase of rescaled indegree and rescaled PageRank for 40 age
classes of papers. We see that both rescaled indegree and PageRank are essentially unbiased. (B) The relation between average rescaled PageRank
and rescaled indegree for four different age classes. The four age classes follow the same curve that is well described by a direct proportionality
relationship (shown as the dash-dotted line).
be challenging in the Higgs dataset.
4.5. Estimating PageRank from local and temporal information
After having analyzed the moderator role of age in the relation between PageRank and indegree, we focus on
the problem of estimating the PageRank score of a given node by only using the properties of its degree-age class.
We find that that the indegree predictor (Eq. 6) has good explanatory power: Its coefficient of determination of the
empirical PageRank score in the APS data is R2 = 0.67. This value is roughly consistent with previously-reported
correlation values found in Web graphs [24, 25]. In the Higgs dataset, such correlation is even higher (R2 = 0.96).
The results in Figs. 2B and 2D suggest that by incorporating the age factor, we might achieve a substantially more
accurate estimation of node-level PageRank score in the APS dataset, but not in the Higgs dataset.
We confirm that this is the case. In the APS dataset, the age-corrected predictor given by Eq. (19) has a stronger
correlation with the empirical PageRank score (R2 = 0.79, +18% compared to the indegree predictor). The fraction
of variance unexplained by the combined age-indegree relation, 1 − R2, is due to the intrinsic structure of the citation
network which, for example, involves degree correlations that the derivation of Eq. (19) neglects (see Sec. 4.7 for
details). A qualitatively similar result can be obtained by measuring the mean squared errors of a given predictor, de-





2, where xi and xi denote the empirical and predicted PageRank score, respectively.
We find that compared to the indegree predictor (e = 2.33×10−6), the age-corrected predictor achieves a substantially
lower error (e = 1.96 × 10−6, −16%).
By contrast, in the Higgs dataset, the age-corrected predictor has a similar correlation with the empirical PageRank
score (R2 = 0.96) to the indegree predictor. This suggests a limitation to the range of usefulness of our calculation:
When the age factor is close to one for most age groups, the age-corrected predictor does not outperform the indegree
predictor. A likely lack of improvement is signaled by the age factor itself, which could then be used as an indicator
to determine whether including temporal information is necessary to estimate the PageRank score of a node.
4.6. Rescaling PageRank’s scores
A prediction of Eq. (24) is that, on average, we expect the age-rescaled PageRank score of a node to be proportional
to its age-rescaled indegree. Numeric results on the APS citation network confirm that the rescaling procedure is
effective at suppressing the age bias of both indegree and PageRank: For both variables, the score fold increase is
close to one for all age bins (Fig 3A). When rescaling both PageRank score and indegree, the curves that describe
the dependence of PageRank score on indegree for different age classes (Fig. 3B) collapse on top of each other, and












rescaled indegree explains most of the variance of the rescaled PageRank score (R2 = 0.80). At the same time, this
correlation is lower than that in degree-uncorrelated networks, as reported below.
4.7. Decorrelating the APS network
Although the analytic results have been derived under the assumption of absence of degree-degree correlation, like
in prior works [24, 25], the APS citation network exhibits degree-degree correlations (see [28] for a detailed analysis).
Despite this mismatch, the analytic results accurately capture essential features of PageRank’s behavior, including the
moderating role of the age factor on its dependence on indegree, its stronger bias by age than indegree, and the effects
of rescaling. Yet, the question remains whether the agreement between analytic and empirical results would improve
if we reduced or eliminated the degree-degree correlations of the network.
To address this question, we extend all the previous results to degree-uncorrelated networks obtained from the
original APS citation network. To obtain degree-uncorrelated networks from the original APS network while pre-
serving the temporal structure of the data, we adopt a similar time-aware randomization procedure as that developed
in [28]. In particular, within each calendar year y, we associate ∆k∗
in
(i, y) and ∆k∗out(i, y) stubs to each node i, where
∆k∗
in
(i, y) and ∆k∗out(i, y) denote the empirical variation of node i’s indegree and outdegree, respectively, within year y.
We then randomly match the in- and out-stubs, and eliminate self-loops and multiple edges [28]. Therefore, we end
up with randomized networks where the nodes’ indegree and outdegree values as well as their temporal evolution are
approximately preserved. For simplicity, we discuss below the results for one single randomized network; the results
for other realizations of the randomization procedure are qualitatively unchanged.
We find that the conclusions obtained in the APS empirical network still hold for the randomized network, al-
though with a better match between analytic and empirical results. When considering the indegree predictor (Eq. (6)),
the coefficient of determination between the nodes’ predicted and empirical PageRank grows from R2 = 0.67 (em-
pirical network) to R2 = 0.75 (randomized network). The coefficient of determination increases for the age-corrected
predictor (Eq. (19)) as well: From R2 = 0.76 (empirical network) to R2 = 0.86 (randomized network). Therefore,
in both the randomized and the empirical network, the age-corrected predictor enables a more accurate estimation of
node PageRank than the indegree predictor. Similarly, the coefficient of determination between the nodes’ predicted
and empirical rescaled PageRank grows from R2 = 0.80 (empirical) to R2 = 0.92 (randomized network). Overall,
these findings indicate that the discrepancies between the PageRank score and its expected value based on node age
and indegree decrease after artificially suppressing the degree-degree correlations of empirical networks. In other
words, in the randomized networks, the PageRank score is more accurately predictable from indegree and tempo-
ral patterns. These findings suggest that the added value of (rescaled) PageRank compared to (rescaled) indegree is
greater in more correlated networks, which might explain its good performance at detecting significant papers and
patents [21].
5. Results on synthetic networks
The results on empirical data call for a more systematic investigation of the accuracy of the age-corrected and
indegree predictors and their dependence on the degree-degree correlations of the network. To this end, in this Section,
we analyze synthetic data generated with a growing network model with a tunable degree of degree-degree correlation,
which generalizes to directed networks a model previously proposed for undirected networks [31].
5.1. Network generation model
We describe here the network generation model and its control parameters. The proposed model generalizes the
model by Guo et al. [31], proposed for undirected networks, to directed networks. The network growth begins by
gradually introducing m initial nodes. Among these m initial nodes, the n-th one is connected with a directed link to
all the previous n − 1 nodes. The remaining N − m nodes are introduced one by one in time steps m + 1, . . . ,N; node
n is thus added at time n. Each node forms m outgoing links. The target of the first link is chosen using preferential
attachment (PA). After a link has been formed using the preferential attachment rule, with probability p the next link is
formed by a triangle closing (TC) rule; otherwise, the next link is again formed using the PA rule (p = 0 thus recovers
the standard preferential attachment model). The formation of links from node n stops when m outgoing links have












Figure 4: Results in synthetic networks. (A) Indegree-indegree assortativity coefficient as a function of γ. The correlation exhibits a sharp decline
around γ ≃ 0, which marks a transition from a high-correlation regime (γ < 1) to a low-correlation regime (γ > 1). (B) As the indegree-indegree
correlation decreases, the R2 between the predicted PageRank score and the empirical one (represented on the y-axis) tends to increase for both the
indegree and the age-corrected predictor. (C) Ratio between the R2 of the age-corrected and the R2 of the indegree predictor (R2 “fold increase”)
as a function of γ. The R2 fold increase is considerably larger in the high correlation regime.
• PA: If there is not yet a link from n to i, then the probability of i being chosen as the target of a given link from
n is proportional to kin(i, n) + m.
• TC: Denoting the target of the previous PA-driven link as i, triangle closing forms a link from n to a neighbor
of i. If there is not yet a link from n to the neighbor j, then the probability of j being chosen is proportional to
[kin( j, n) + m]
γ.
The final network comprises N nodes. In our simulations, we use N = 10, 000 and m = 2 or m = 4. All results
presented below are averaged over 10 independent network realizations for each parameter setting.
By varying the model’s control parameters, p and γ, we can tune the degree of assortativity of the resulting
networks. We focus on the indegree-indegree assortativity coefficient of the generated networks, rin;in, defined as the
Pearson correlation coefficient between the indegree values found at the two extremes of the same directed edge [27].
Fig. 4A shows the behavior of rin;in as a function of γ for various values of p. We find that for negative γ values,
the model generates networks with positive indegree-indegree correlations. Starting from negative γ values, as γ
increases, we observe a transition to a regime of γ values where the generated networks exhibit small correlation
values. For simplicity, we refer to the ranges γ < 0 and γ > 0 as the low- and high-correlation regime, respectively.
When varying p, the dependence of the indegree-indegree correlation on γ remains qualitatively the same; at the
same time, the larger p is, the more prominent the triangle closure mechanism is over the generation process, and the
more assortative the resulting networks tend to be when γ < 0. Overall, the generated networks constitute an ideal
playground to quantify the dependence of our analytic results for PageRank on the underlying network’s correlations.
5.2. The role of assortativity
We find that the indegree-indegree assortativity significantly impacts the relative accuracy of the indegree and
time-corrected predictor. In the low-correlation regime, we expect a high level of accuracy of both predictors as they
both rely on the assumption of negligible degree-degree correlations. In this regime, both predictors achieve indeed
high accuracy in estimating the PageRank score (Fig. 4B), and the age-corrected predictor exhibits marginally better
accuracy than the indegree predictor (Fig. 4C). In the high-correlation regime, the assumption of negligible degree-
degree correlations is violated. Predictably, in this regime, the accuracy of both the indegree and the age-corrected
predictor are substantially lower than in the low-correlation regime, although the respective R2 coefficients remain
significantly larger than zero (Fig. 4B). Yet, it is in this regime that the age-corrected predictor achieves the largest











Taken together, these results indicate that the age correction is particularly beneficial when the assumption of
negligible degree-degree correlations is not supported. As indegree-indegree correlations increase, the accuracy of
both predictors decreases, and the relatative accuracy of the age-corrected predictor compared to the indegree predictor
improves. In other words, the benefits from taking into account temporal information to estimate the PageRank score
are higher for correlated networks.
6. Conclusions
In this article, we aimed to understand analytically the emergence of a well-documented bias exhibited by the
widely-used PageRank algorithm: Its bias by node age. Our findings demonstrate that in time-evolving directed
networks, both indegree and temporal patterns play a key role in determining the PageRank score of a node. Using a
mean-field approximation, we found that the PageRank score of a node can be expressed as the product of the node’s
indegree and an age factor that depends on the temporal structure of the network data. The age factor may “amplify”
the indegree’s age bias. When a significant amplification is found, such as in the analyzed APS citation network, the
derived “age-corrected” predictor can substantially improve estimates of PageRank score compared to the previously-
studied indegree predictor [24]. The same is not true in the absence of age bias amplification, as found in the analyzed
Higgs Twitter dataset. Evidence from synthetic data shows that in more assortative networks, the accuracy of both
predictors is lower, and the accuracy gain from the age-corrected predictor over the indegree predictor is substantially
higher.
Several extensions of this work are possible. First, although we focused on PageRank’s age bias, our analytic
results could be extended to other biases found for the algorithm, e.g., its bias by scientific field in papers’ citation
networks [18]. Taking into account more potentially confounding factors could increase the accuracy of our estimates
of a node’s PageRank. Second, although our predictor explains most of the variance of PageRank scores, the correla-
tion is not perfect. We would expect that the amount of variance that is not explained is partially due to what has made
PageRank a successful algorithm: Its ability to identify nodes that are connected with other important nodes [7, 13].
Our analytic results could be used to develop a ranking algorithm that factors out the contributions of indegree and age
from a node’s score, which could help to detect low-degree nodes with high potential. Third, the proposed mean-field
approximation for degree-age classes could be applied to understand the behavior of other network-based ranking al-
gorithms in evolving networks. Algorithms that could be analyzed with our framework include those based on scores
that can be written explicitly as functions of the network’s adjacency matrix, e.g., the H-index [32], the collective
influence algorithm [33], and PageRank variants with a non-uniform teleportation vector [12]. Fourth, while we have
measured the temporal transition matrix P(t′ → t) from empirical data (see Fig. 1), one could attempt to derive it
analytically from mechanistic models of network formation. This could further deepen our understanding of how al-
gorithmic behavior emerges from the microscopic behavior of the network’s nodes. Finally, because of the increasing
interest in ranking algorithms for multilayer [34] and higher-order networks [35], it could be beneficial to uncover
potential biases of ranking algorithms based on more complex network representations.
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1) In evolving networks, PageRank can exhibit stronger age biases than indegree
2) We use a mean-field approximation to understand the origin of PageRank's age 
bias
3) We estimate the expected PageRank score of nodes of a given indegree and age.
4) The obtained estimate is more accurate than estimates based on indegree alone.
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