Prediction of Evapotranspiration in a Mediterranean Region Using Basic Meteorological Variables by Jato-Espino, D. & Charlesworth, Susanne M.
  
Prediction of Evapotranspiration in a 
Mediterranean Region Using Basic 
Meteorological Variables 
 
Jato-Espino, D. and Charlesworth, S. 
 
Post-print deposited in Coventry University repository  
 
Original citation:  
Jato-Espino, D. and Charlesworth, S. (2016) Prediction of Evapotranspiration in a 
Mediterranean Region Using Basic Meteorological Variables . Journal of Hydrologic 
Engineering. DOI: 10.1061/(ASCE)HE.1943-5584.0001485 
 
http://dx.doi.org/10.1061/(ASCE)HE.1943-5584.0001485 
 
©2016 American Society of Civil Engineers 
 
Copyright © and Moral Rights are retained by the author(s) and/ or other copyright owners. 
A copy can be downloaded for personal non-commercial research or study, without prior 
permission or charge. This item cannot be reproduced or quoted extensively from without 
first obtaining permission in writing from the copyright holder(s). The content must not be 
changed in any way or sold commercially in any format or medium without the formal 
permission of the copyright holders. 
Journal of Hydrologic Engineering
 
Prediction of evapotranspiration in a Mediterranean region using basic meteorological
variables
--Manuscript Draft--
 
Manuscript Number: HEENG-3310R1
Full Title: Prediction of evapotranspiration in a Mediterranean region using basic meteorological
variables
Manuscript Region of Origin: SPAIN
Article Type: Technical Paper
Manuscript Classifications: 97.21000: Evapotraspiration
Funding Information: Ministerio de Economía y Competitividad
(BIA2012-32463)
Not applicable
Abstract: A critical need for farmers, particularly those in arid and semi-arid areas is to have a
reliable, accurate and reasonably accessible means of estimating the
evapotranspiration rates of their crops in order to optimise their irrigation requirements.
Evapotranspiration is a crucial process due to its influence on the precipitation that is
returned to the atmosphere. The calculation of this variable often starts from the
estimation of reference evapotranspiration, for which a variety of methods have been
developed. However, these methods are very complex either theoretically and/or
because of the large amount of parameters on which they are based, which makes the
development of a simple and reliable methodology for the prediction of this variable
important. This research combined three concepts such as cluster analysis, multiple
linear regression and Voronoi diagrams to achieve that end. Cluster analysis divided
the study area into groups based on its weather characteristics, whose locations were
then delimited by drawing the Voronoi regions associated with them. Regression
equations were built to predict daily reference evapotranspiration in each cluster using
basic climatic variables produced in forecasts made by meteorological agencies.
Finally, the Voronoi diagrams were used again to regionalise the crop coefficients and
calculate evapotranspiration from the values of reference evapotranspiration derived
from the regression models. These operations were applied to the Valencian Region
(Spain), a Mediterranean area which is partly semi-arid and for which
evapotranspiration is a critical issue. The results demonstrated the usefulness and
accuracy of the methodology to predict the water demands of crops and hence enable
farmers to plan their irrigation needs.
Corresponding Author: Daniel Jato-Espino, MSc
Universidad de Cantabria
Santander, SPAIN
Corresponding Author E-Mail: jatod@unican.es
Order of Authors: Daniel Jato-Espino, MSc
Susanne M Charlesworth, PhD
Sara Perales-Momparler, PhD
Ignacio Andrés-Doménech, PhD
Suggested Reviewers: David M Summer
United States Geological Survey
dmsumner@usgs.gov
Expert in evapotranspiration.
Sirisha Adamala
Indian Institute of Technology Kharagpur
sirisha@agfe.iitkgp.ernet.in
Expert in evapotranspiration.
Jingyu Li
China Institute of Land Surveying and Planning
Powered by Editorial Manager® and ProduXion Manager® from Aries Systems Corporation
lijingyu@mail.clspi.org.cn
Expert in evapotranspiration.
Weiguang Wang
Hohai University
wangweiguang006@126.com
Expert in irrigation.
John D Valiantzas
Geoponiko Panepistimion Athinon
ival@aua.gr
Expert in irrigation.
Opposed Reviewers:
Additional Information:
Question Response
Authors are required to attain permission
to re-use content, figures, tables, charts,
maps, and photographs for which the
authors do not hold copyright. Figures
created by the authors but previously
published under copyright elsewhere may
require permission. For more information
see
http://ascelibrary.org/doi/abs/10.1061/978
0784479018.ch03. All permissions must
be uploaded as a permission file in PDF
format. Are there any required
permissions that have not yet been
secured? If yes, please explain in the
comment box.
No
ASCE does not review manuscripts that
are being considered elsewhere to include
other ASCE Journals and all conference
proceedings. Is the article or parts of it
being considered for any other
publication? If your answer is yes, please
explain in the comments box below.
No
Is this article or parts of it already
published in print or online in any
language? ASCE does not review content
already published (see next questions for
conference papers and posted
theses/dissertations). If your answer is
yes, please explain in the comments box
below.
No
Has this paper or parts of it been
published as a conference proceeding? A
conference proceeding may be reviewed
for publication only if it has been
significantly revised and contains 50%
new content. Any content overlap should
be reworded and/or properly referenced. If
your answer is yes, please explain in the
comments box below and be prepared to
provide the conference paper.
No
ASCE allows submissions of papers that No
Powered by Editorial Manager® and ProduXion Manager® from Aries Systems Corporation
are based on theses and dissertations so
long as the paper has been modified to fit
the journal page limits, format, and
tailored for the audience. ASCE will
consider such papers even if the thesis or
dissertation has been posted online
provided that the degree-granting
institution requires that the thesis or
dissertation be posted.
Is this paper a derivative of a thesis or
dissertation posted or about to be posted
on the Internet? If yes, please provide the
URL or DOI permalink in the comment
box below.
Each submission to ASCE must stand on
its own and represent significant new
information, which may include disproving
the work of others. While it is acceptable
to build upon one’s own work or replicate
other’s work, it is not appropriate to
fragment the research to maximize the
number of manuscripts or to submit
papers that represent very small
incremental changes. ASCE may use
tools such as CrossCheck, Duplicate
Submission Checks, and Google Scholar
to verify that submissions are novel. Does
the manuscript constitute incremental
work (i.e. restating raw data, models, or
conclusions from a previously published
study)?
No
Authors are expected to present their
papers within the page limitations
described in <u><i><a
href="http://dx.doi.org/10.1061/978078447
9018" target="_blank">Publishing in
ASCE Journals: A Guide for
Authors</a></u></i>. Technical papers
and Case Studies must not exceed 30
double-spaced manuscript pages,
including all figures and tables. Technical
notes must not exceed 7 double-spaced
manuscript pages. Papers that exceed the
limits must be justified. Grossly over-
length papers may be returned without
review. Does this paper exceed the ASCE
length limitations? If yes, please provide
justification in the comments box below.
No
All authors listed on the manuscript must
have contributed to the study and must
approve the current version of the
manuscript. Are there any authors on the
paper that do not meet these criteria? If
the answer is yes, please explain in the
comments.
No
Was this paper previously declined or
withdrawn from this or another ASCE
No
Powered by Editorial Manager® and ProduXion Manager® from Aries Systems Corporation
journal? If so, please provide the previous
manuscript number and explain what you
have changed in this current version in
the comments box below. You may
upload a separate response to reviewers
if your comments are extensive.
Companion manuscripts are discouraged
as all papers published must be able to
stand on their own. Justification must be
provided to the editor if an author feels as
though the work must be presented in two
parts and published simultaneously.
There is no guarantee that companions
will be reviewed by the same reviewers,
which complicates the review process,
increases the risk for rejection and
potentially lengthens the review time. If
this is a companion paper, please indicate
the part number and provide the title,
authors and manuscript number (if
available) for the companion papers along
with your detailed justification for the
editor in the comments box below. If there
is no justification provided, or if there is
insufficient justification, the papers will be
returned without review.
If this manuscript is intended as part of a
Special Issue or Collection, please
provide the Special Collection title and
name of the guest editor in the comments
box below.
Recognizing that science and engineering
are best served when data aremade
available during the review and discussion
of manuscripts andjournal articles, and to
allow others to replicate and build on
workpublished in ASCE journals, all
reasonable requests by reviewers
formaterials, data, and associated
protocols must be fulfilled. If you are
restricted from sharing your data and
materials, please explain below.
Papers published in ASCE Journals must
make a contribution to the core body of
knowledge and to the advancement of the
field. Authors must consider how their
new knowledge and/or innovations add
value to the state of the art and/or state of
the practice. Please outline the specific
contributions of this research in the
comments box.
The aim of this paper is to build linear equations for the prediction of evapotranspiration
(ET) based on weather forecasts, so that users can estimate the water requirements of
their crops and determine when and how much to irrigate. This was achieved through a
methodology which combined three tools such as cluster analysis, multiple linear
regression models and Voronoi diagrams to enable the estimation and regionalisation
of ET using basic meteorological variables.
Previous research is limited to the estimation of reference evapotranspiration (ETo)
and did not include any regionalisation methodology to group different locations
according to their climatic characteristics, which precludes the calculation of ET and
therefore the design of irrigation strategies. Furthermore, former approaches do not
yield equations that can be used for predicting ETo with new data, which limits their
applicability.
The flat fee for including color figures in
print is $800, regardless of the number of
No
Powered by Editorial Manager® and ProduXion Manager® from Aries Systems Corporation
color figures. There is no fee for online
only color figures. If you decide to not
print figures in color, please ensure that
the color figures will also make sense
when printed in black-and-white, and
remove any reference to color in the text.
Only one file is accepted for each figure.
Do you intend to pay to include color
figures in print? If yes, please indicate
which figures in the comments box.
If there is anything else you wish to
communicate to the editor of the journal,
please do so in this box.
Powered by Editorial Manager® and ProduXion Manager® from Aries Systems Corporation
1 
 
Prediction of evapotranspiration in a Mediterranean 1 
region using basic meteorological variables 2 
 3 
Daniel Jato-Espino*1, Susanne M. Charlesworth2, Sara Perales-Momparler3, 4 
Ignacio Andrés-Doménech4 5 
 6 
1 GITECO Research Group, Universidad de Cantabria, Av. de los Castros s/n, 39005 Santander, Spain 7 
2 Centre for Agroecology, Water and Resilience (CAWR), Coventry University, CV1 5FB, United 8 
Kingdom 9 
3 Green Blue Management, Avda. del Puerto, 180-1B, 46023 Valencia, Spain  10 
4 Instituto Universitario de Investigación de Ingeniería del Agua y Medio Ambiente (IIAMA), Universitat 11 
Politècnica de València, Cno. de Vera s/n, 46022 Valencia, Spain  12 
 13 
E-mail addresses:  jatod@unican.es (D. Jato-Espino), apx119@coventry.ac.uk (S. M. Charlesworth), 14 
sara.perales@greenbluemanagement.com (S. Perales-Momparler), igando@hma.upv.es (I. Andrés-15 
Doménech),  16 
 17 
* Corresponding author. Tel.: +34 942 20 39 43; Fax: +34 942 20 17 03. 18 
 19 
Abstract 20 
 21 
A critical need for farmers, particularly those in arid and semi-arid areas is to have a 22 
reliable, accurate and reasonably accessible means of estimating the evapotranspiration 23 
rates of their crops in order to optimize their irrigation requirements. Evapotranspiration 24 
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is a crucial process due to its influence on the precipitation that is returned to the atmos-25 
phere. The calculation of this variable often starts from the estimation of reference evap-26 
otranspiration, for which a variety of methods have been developed. However, these 27 
methods are very complex either theoretically and/or because of the large amount of pa-28 
rameters on which they are based, which makes the development of a simple and reliable 29 
methodology for the prediction of this variable important. This research combined three 30 
concepts such as cluster analysis, Multiple Linear Regression (MLR) and Voronoi dia-31 
grams to achieve that end. Cluster analysis divided the study area into groups based on 32 
its weather characteristics, whose locations were then delimited by drawing the Voronoi 33 
regions associated with them. Regression equations were built to predict daily reference 34 
evapotranspiration in each cluster using basic climate variables produced in forecasts 35 
made by meteorological agencies. Finally, the Voronoi diagrams were used again to re-36 
gionalize the crop coefficients and calculate evapotranspiration from the values of refer-37 
ence evapotranspiration derived from the regression models. These operations were ap-38 
plied to the Valencian Region (Spain), a Mediterranean area which is partly semi-arid and 39 
for which evapotranspiration is a critical issue. The results demonstrated the usefulness 40 
and accuracy of the methodology to predict the water demands of crops and hence enable 41 
farmers to plan their irrigation needs. 42 
 43 
Keywords 44 
 45 
Cluster analysis; Crop coefficient; Evapotranspiration; Multiple linear regression; Refer-46 
ence evapotranspiration; Voronoi diagrams 47 
 48 
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1. Introduction 49 
 50 
Evapotranspiration (𝐸𝑇) is the sum of two processes whereby water is lost from the soil 51 
surface (evaporation) and from the crop (transpiration) (Aytek 2009). As such, it is an 52 
important factor in the formation of clouds and the occurrence of rainfall and plays a 53 
relevant role in several different water-related fields, including aquifer recharge (Healy 54 
and Scanlon 2010), ecosystem water balances (Sun et al. 2011), global circulation models 55 
(Dolman 1993), hydrology (Sorooshian et al. 1993), irrigation systems (Allen 2000; Bos 56 
et al. 2008), land surface modelling (Chen and Dudhia 2001) and water resource manage-57 
ment (Biswas 2004). Despite its importance, 𝐸𝑇 is still one of the most misunderstood 58 
variables in the hydrological cycle and its characterization remains limited (Brutsaert 59 
1982; Naoum and Tsanis 2003). 60 
 61 
As a global average, 𝐸𝑇 is responsible for approximately 60% of the precipitation re-62 
turned to the atmosphere, a figure that increases to up to 90% in arid and semi-arid regions 63 
(Brutsaert 2005). Therefore, its measurement is essential in agricultural terms for estimat-64 
ing crop water demand and managing irrigation systems. The calculation of 𝐸𝑇 is fre-65 
quently preceded by the determination of reference evapotranspiration (𝐸𝑇𝑜) (López-66 
Urrea et al. 2006), which is the rate at which available soil water is lost from a specific 67 
crop (Jensen et al. 1990) and which can be estimated using climate data (Xing et al. 2008). 68 
 69 
There are many methods developed to determine 𝐸𝑇𝑜 based on climate data, but the FAO 70 
Penman-Monteith equation (Monteith 1981) has been recommended by the Food and Ag-71 
riculture Organization (Allen et al. 1998) and the American Society of Civil Engineers 72 
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(Allen et al. 2005) as the standard method for this calculation. This equation can be used 73 
worldwide without requiring any local adjustment thanks to its physical foundations, val-74 
idated by the use of lysimeters (Gocic and Trajkovic 2010). In contrast, the main weak-75 
ness of the FAO Penman-Monteith (PM) method is the large amount of variables it con-76 
tains, some of which might not be available in many locations, especially developing 77 
countries (Martinez and Thepadia 2010).  78 
 79 
Several researchers have pointed to the need for simpler methods to estimate 𝐸𝑇𝑜 (George 80 
et al. 2002; Sabziparvar et al. 2010; Tabari and Talaee 2011). Since the relationships be-81 
tween 𝐸𝑇𝑜 and the climate variables on which it depends are nonlinear (Jackson 1985; 82 
Kumar et al. 2002; Parasumaran et al. 2007; Wang et al. 2007; Adamala et al. 2014), 83 
Artificial Neural Networks (ANNs), Adaptive Neuro Fuzzy Inference Systems (ANFIS) 84 
and Genetic Programming (GP) have been the main methods used during the last decades 85 
to model it. Kumar et al. (2002) and Adamala et al. (2014) concluded that ANNs outper-86 
formed the PM method for reproducing values of 𝐸𝑇𝑜 measured with lysimeters, based 87 
on the errors yielded by both approaches. Parasuraman et al. (2007), who went one step 88 
further and also included GP in the comparison, demonstrated that both this technique 89 
and ANNs performed better than the PM method. Similarly, the results achieved by Wang 90 
et al. (2008) and Traore et al. (2010) revealed that ANNs could reach higher accuracy 91 
than empirical models such as Hargreaves and Blaney-Criddle in the prediction of 𝐸𝑇𝑜.  92 
 93 
Despite the nonlinear nature of 𝐸𝑇𝑜, the linear combination of climate variables has been 94 
found to provide a simpler and still reliable and accurate alternative to predict it. Hence, 95 
the results obtained by Tabari et al. (2012) indicated that the differences between Multiple 96 
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Linear Regression (MLR) models and Multiple Nonlinear Regression (MNLR) models 97 
were almost negligible, to the extent that MLR outperformed MNLR when the number 98 
of predictors used was small. In the same line, the studies carried out by Jain et al. (2008), 99 
Mallikarjuna et al. (2013) and Ladlani et al. (2014), who compared the capability of MLR 100 
to estimate 𝐸𝑇𝑜 with that of nonlinear methods such as ANNs and ANFIS, suggested that 101 
the performance of both linear and nonlinear approaches was very similar. The predictive 102 
power of the models built by Sanford et al. (2013), which explained around 90% of the 103 
proportion of the variance in the ratio of 𝐸𝑇 over precipitation, also provided evidence of 104 
the potential of MLR to estimate this variable. 105 
 106 
These previous studies show that although nonlinear methods can be slightly more accu-107 
rate than MLR, the differences between both approaches might not be significant and the 108 
linear combination of climate variables can provide accurate predictions of 𝐸𝑇𝑜. Further-109 
more, MLR are simpler and easier to understand and interpret than nonlinear techniques, 110 
which are frequently used as “black boxes” without having a clear perception of their 111 
internal workings. For instance, ANNs, which represent the most widely used nonlinear 112 
method to estimate 𝐸𝑇𝑜, require a series of hidden layers to relate inputs and output that 113 
are often added arbitrarily to improve the accuracy of the prediction model. This might 114 
lead to overfitting of the model and result in misleadingly high-quality estimates. Besides, 115 
ANNs do not directly yield equations to estimate future values of 𝐸𝑇𝑜 as MLR do. How-116 
ever, former applications of MLR to predict 𝐸𝑇𝑜 did not provide solid evidence of their 117 
potential for making new estimates. Moreover, they were limited to the prediction of 𝐸𝑇𝑜 118 
and did not include any regionalization methodology to group different locations accord-119 
ing to their meteorological characteristics, which together with the fact that they were not 120 
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built according to data availability in weather forecasts precludes the calculation of 𝐸𝑇 121 
and therefore the design of aprioristic irrigation strategies. 122 
 123 
In this context, the aim of this paper was to build linear equations for the prediction of 𝐸𝑇 124 
based on weather forecasts, so that users can estimate the water requirements of their 125 
crops and determine when and how much to irrigate. This was achieved through a meth-126 
odology which combined three tools such as cluster analysis, MLR models and Voronoi 127 
diagrams to enable the estimation and regionalization of 𝐸𝑇 using basic meteorological 128 
variables. These tools were applied to the Valencian Region in Spain, a Mediterranean 129 
area with semi-arid climate zones wherein evapotranspiration is an essential factor in op-130 
timizing agricultural production. 131 
 132 
2. Methodology 133 
 134 
2.1. Framework 135 
 136 
Evapotranspiration (𝐸𝑇) and reference evapotranspiration (𝐸𝑇𝑜) can be related through 137 
Eq. (1): 138 
 139 
𝐸𝑇 = 𝐸𝑇𝑜 · 𝐾𝑐 (1) 
 140 
where 𝐾𝑐 is the single crop coefficient (dimensionless), which combines the effect of soil 141 
evaporation and crop transpiration into a single coefficient and is recommended for irri-142 
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gation planning, design, management and scheduling (Allen et al. 1998). Since 𝐾𝑐 aver-143 
ages evaporation and transpiration, a single crop coefficient is used to determine 𝐸𝑇 for 144 
weekly or longer periods (Allen et al. 1998). Based on findings from several researchers 145 
on the temporal scale of 𝐾𝑐 for different crops under Mediterranean climate (Ferreira and 146 
Carr 2002; Williams et al. 2003; Testi et al. 2004; Amayreh and Al-Abed 2005; Martínez-147 
Cob A. 2008; Villalobos et al. 2009), a monthly period was chosen for the estimation of 148 
this coefficient. This is a time horizon that suits the purpose of this research, since it 149 
allows the prediction of daily 𝐸𝑇 for every month. 150 
 151 
The FAO PM method is used in Spain for calculating 𝐸𝑇𝑜 (Doorenbos and Pruitt 1976). 152 
The concept of 𝐸𝑇𝑜 was defined by the FAO as the rate of 𝐸𝑇 from an ideal 12 cm high 153 
grass reference crop with a fixed canopy of 70 s·m-1 and an albedo of 0.23 (Allen et al. 154 
1998). This reference surface resembles an extensive and well-watered green grass cover 155 
of uniform height, actively growing and completely shading the ground (Droogers and 156 
Allen 2002). 𝐸𝑇𝑜 (mm) can be estimated through Eq. (2), once the aerodynamic and radi-157 
ation terms derived from the PM equation are combined: 158 
 159 
𝐸𝑇𝑜 =
0.408 · 𝛥 · (𝑅𝑛 − 𝐺) + 𝛾 ·
900
𝑇 + 273 · 𝑈2 ·
(𝑒𝑎 − 𝑒𝑑)
𝛥 + 𝛾 · (1 + 0.34 · 𝑈2)
 (2) 
 160 
where 𝑅𝑛 is net radiation at the crop surface (MJ·m
-2·d-1), 𝐺 is soil heat flux (MJ·m-2·d-161 
1), 𝑇 is mean temperature (ºC), 𝑈2 is mean wind speed at 2 m above the ground (m·s
-1), 162 
(𝑒𝑎 − 𝑒𝑑) is the difference between the actual (𝑒𝑎) and saturation (𝑒𝑑) vapor pressure 163 
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(kPa), Δ is the slope of the vapour pressure curve (kPa·ºC-1) and 𝛾 is the psychrometric 164 
constant (kPa·ºC-1), computed as shown in Eq. (3) (Brunt 2011): 165 
 166 
𝛾 = 0.00163 ·
𝑃
𝜆
 (3) 
 167 
where 𝑃 is atmospheric pressure (kPa) and 𝜆 is latent heat (MJ·kg-1). Eqs. (2) and (3) 168 
reveal the complexity of the PM equation and the great amount of parameters required by 169 
it, some of which are not provided by meteorological agencies in their weather forecasts. 170 
Therefore, there is a justifiable need to develop alternative models to estimate 𝐸𝑇 using 171 
basic meteorological variables. 172 
 173 
2.2. Overview 174 
 175 
The Valencian Region is divided into three provinces: Alicante, Castellón and Valencia. 176 
Table 1 summarizes their main demographic and climate characteristics and indicates the 177 
number of valid agrometeorological stations located in each of them. The Spanish Min-178 
istry of Agriculture, Food and Environment (MAGRAMA) provides historical daily val-179 
ues of 𝐸𝑇𝑜 for these stations calculated using the FAO PM equation (see Eq. (2)).  180 
 181 
Table 1. Main characteristics of the provinces forming the Valencian Region 182 
 183 
However, conventional weather stations do not record all the information required to 184 
complete the equation, which also cannot be used to predict new values of 𝐸𝑇, since it is 185 
not compatible with the variables that are presented in the daily Spanish Meteorological 186 
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Agency weather forecasts (AEMET 2016). In accordance with the data included in these 187 
forecasting models, predictors that are made available include mean temperature (𝑇𝑚𝑒𝑎𝑛, 188 
ºC), maximum temperature (𝑇𝑚𝑎𝑥, ºC), minimum temperature (𝑇𝑚𝑖𝑛, ºC), mean relative 189 
humidity (𝑅𝐻𝑚𝑒𝑎𝑛, %), maximum relative humidity (𝑅𝐻𝑚𝑎𝑥, %), minimum relative hu-190 
midity (𝑅𝐻𝑚𝑖𝑛, %) and mean wind speed (𝑊𝑆𝑚𝑒𝑎𝑛, m·s
-1).  191 
 192 
The four main steps carried out to develop a methodology capable of predicting 𝐸𝑇 for a 193 
single day in any month using basic meteorological variables are listed below: 194 
 195 
 Acquisition of the daily datasets corresponding to the seven predictors for the 49 196 
stations located in the whole region and their subsequent arrangement in months, 197 
according to the time horizon of 𝐾𝑐.  198 
 Categorizing the weather stations based on their recorded values in relation to the 199 
predictors. Measures of central tendency and variability were used to characterize 200 
these stations for clustering.  201 
 Development of regression equations to make predictions of daily 𝐸𝑇𝑜 for each 202 
month and cluster from the combination of the set of predictors.  203 
 Delimitation of the boundaries associated with both the clusters previously ob-204 
tained and the values of 𝐾𝑐 for each station using Voronoi diagrams.  205 
 206 
The fulfilment of these steps enabled daily 𝐸𝑇 to be determined by multiplying 𝐾𝑐 by the 207 
regression equation built to estimate 𝐸𝑇𝑜 for the month and the cluster corresponding to 208 
the coordinates of the study area. The theoretical framework behind the tools on which 209 
these last three steps were based is described in the following subsections. 210 
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 211 
2.3. Cluster analysis 212 
 213 
Cluster analysis, a term first introduced by Tryon (1939), is a multivariate data mining 214 
technique that uses different algorithms and methods to group objects based on their sim-215 
ilarity. As a result, objects within a group are related to one another but unrelated to ob-216 
jects in other groups, so that the distinctness of the clusters increases as the similarity 217 
within a group and the difference between groups increase (Tan et al. 2005). 218 
 219 
Even though the notion of “cluster” is clear, the definition of the threshold that differen-220 
tiates two clusters has not been precisely defined. Consequently, many clustering methods 221 
have been developed over the years, each of them based on different working principles 222 
(Estivill-Castro and Yang 2004). Among them, 𝑘-means is one of the most popular algo-223 
rithms to cluster large datasets in an efficient and simple way (Forgy 1965; MacQueen 224 
1967; Wu et al. 2008). 225 
 226 
The 𝑘-means algorithm seeks to partition a set of observations 𝑛 into 𝑘(≤ 𝑛) clusters by 227 
minimising the within-cluster sum of squares (𝑊𝐶𝑆𝑆), i.e. the sum of distances of each 228 
point in the cluster to its centroid. This algorithm proceeds according to the three follow-229 
ing steps (Tan et al. 2005): (1) choose 𝑘 initial centroids, where 𝑘 is the number of clusters 230 
desired; (2) assign each observation to the closest cluster according to the Euclidean dis-231 
tance between them, i.e. the square root of the sum of their squared differences; and (3) 232 
update the centroid of each cluster based on the points assigned to it. The last two steps 233 
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are repeated until the results converge and there are no point changes in the clusters. In 234 
other words, the algorithm stops when the centroids remain the same (Tan et al. 2005).  235 
 236 
Two pairs of measures of central tendency and variability were proposed to characterize 237 
these variables for each weather station depending on whether they were normally dis-238 
tributed or not: mean (?̅?) and standard deviation (𝜎) or median (?̃?) and interquartile range 239 
(𝐼𝑄𝑅), respectively. The Shapiro-Wilk test (Shapiro and Wilk 1965), which has been 240 
found to be more reliable when checking normality than other commonly used tests such 241 
as Kolmogorov-Smirnov or Lilliefors (Shapiro et al. 1968), was selected for checking 242 
normality. 243 
 244 
2.4. Multiple linear regression 245 
 246 
Multiple Linear Regression (MLR) aims to model the relationship between two or more 247 
predictors (basic meteorological variables) and a predictand (𝐸𝑇𝑜) by fitting a linear equa-248 
tion to observed data (see Eq. (4)): 249 
 250 
𝑦 =  𝛽0 + 𝛽1 ∙ 𝑥1 + 𝛽2 ∙ 𝑥2 + ⋯ + 𝛽𝑘 ∙ 𝑥𝑘 + 𝜀 (4) 
 251 
where 𝑦 is the predictand expressed as a linear combination of a set of 𝐾 predictors 𝑥𝑘, 252 
each of which is multiplied by a coefficient 𝛽𝑘 that indicates its relative weight in the 253 
equation. The equation also includes a constant 𝛽0 and a random component 𝜀 (the resid-254 
uals) which explain everything that cannot be interpreted from the predictors. 255 
 256 
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The goodness-of-fit of a MLR model is often measured through the coefficient of deter-257 
mination (𝑅2) (Hirsch et al. 1993). The standard 𝑅2 is useful to determine how well the 258 
model fits the original data, but has several limitations that compromise its validity to 259 
make predictions. It does not capture the influence of the number of predictors in fitting 260 
the model, so that the addition of a predictor always results in an increase in 𝑅2. The 261 
adjusted 𝑅2 arose as a modified version of the standard 𝑅2 that compares the explanatory 262 
power of regression models built with different numbers of predictors. However, although 263 
this coefficient improves the reliability of 𝑅2, it still cannot provide accurate predictions 264 
of new data, which is the main goal of this research. Another variant of the coefficient of 265 
determination, known as predictive 𝑅2, was used to overcome this drawback by making 266 
estimates on new observations according to three steps: (1) remove each observation from 267 
the dataset, (2) estimate the regression equation without the removed observation and (3) 268 
determine how well the model predicts the removed observation. The goodness-of-fit of 269 
the models was also tested through the standard error of the regression (𝑆), which repre-270 
sents the average distance from the observed values to the regression line.  271 
 272 
Cook’s distance was used to show the influence of each observation on the response val-273 
ues and identify erroneous measurements in the predictors (outliers). According to Eq. 274 
(5), an observation with a Cook’s distance (𝐷𝑖) larger than three times the mean Cook’s 275 
distance is considered as an outlier (Stevens 2009): 276 
 277 
𝐷𝑖 =
∑ (𝑧𝑗 − 𝑧𝑗(𝑖))
2𝑛
𝑗=1
𝑝 ∙ 𝑀𝑆𝐸
 (5) 
 278 
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where 𝑧𝑗 is the 𝑗th fitted response values, 𝑧𝑗(𝑖) is the 𝑗th fitted response value where the fit 279 
does not include observation 𝑖, 𝑝 is the number of coefficients of the regression model 280 
and 𝑀𝑆𝐸 is the mean squared error. 281 
 282 
MLR is based on four assumptions that must be verified to ensure its validity: linearity, 283 
independence, homoscedasticity and normality. Violation to these assumptions was diag-284 
nosed through the residual plots and the Durbin-Watson statistic (Osbourne and Waters 285 
2002). 286 
 287 
2.5. Voronoi diagrams 288 
 289 
The concept of Voronoi diagrams (Voronoi 1908), also known as Dirichlet tessellation 290 
(Dirichlet 1850) or Thiessen polygons (Thiessen and Alter 1911), consists of dividing a 291 
plane containing a series of points following the nearest-neighbor rule, so that each point 292 
belongs to the region of the plane closest to it (Aurenhammer 1991), called a Voronoi 293 
cell.  294 
 295 
Analytically, if 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛} is a set of point sites in the plane, then the Voronoi cell 296 
for a point site 𝑥𝑖 (𝑉𝐶(𝑥𝑖)) is defined as the set of points 𝑦 in the plane that are closer to 297 
𝑥𝑖 than any other point site (see Eq. (6)): 298 
 299 
𝑉𝐶(𝑥𝑖) = {𝑦 | 𝑑(𝑥𝑖, 𝑦) < 𝑑(𝑥𝑗, 𝑦), ∀𝑗 ≠ 𝑖}  (6) 
 300 
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where 𝑑(𝑥, 𝑦) denotes the Euclidean distance between the points 𝑥 and 𝑦. From a graph-301 
ical point of view, 𝑉𝐶(𝑥𝑖) can also be defined in terms of the intersection of half-planes. 302 
The bisector of 𝑥 and 𝑦 is equal to the perpendicular line through the centre of the line 303 
segment 𝑥𝑦̅̅ ̅ and separates the plane into two half-planes. Therefore, the Voronoi diagram 304 
of 𝑋 is the tuple of cells 𝑉𝐶(𝑥𝑖 ∈ 𝑋). More details about the properties of Voronoi dia-305 
grams can be found in Aurenhammer and Klein (2000). 306 
 307 
3. Results and discussion 308 
 309 
The study period for this research was between 2008 and 2014, since the former was the 310 
first year in which all the agrometeorological stations in the Valencian Region (see Table 311 
1) started to work altogether. Figure 1 shows the location of this region in relation to the 312 
geography of Spain and the Mediterranean Sea and its division into the provinces of Ali-313 
cante, Castellón and Valencia. 314 
 315 
Figure 1. Location and provincial division of the Valencian Region  316 
 317 
The first step in the methodology was the regionalization of the Valencian Region ac-318 
cording to its weather characteristics, which were provided by the values taken by the 319 
basic meteorological variables to be used as predictors for building the regression models 320 
in the stations. Normality of this set of possible predictors was checked through the 321 
Shapiro-Wilk test, which revealed that the null hypothesis was rejected for all of them (p-322 
values < 0.05). Hence, these variables were characterized for clustering through the me-323 
dian (?̃?) and interquartile range (𝐼𝑄𝑅) corresponding to each station. As an exploratory 324 
15 
 
inspection of the variations in 𝐸𝑇𝑜 across the Valencian Region, Table 2 lists the monthly 325 
values of ?̃? and 𝐼𝑄𝑅 obtained after averaging the stations located in each of the three 326 
provinces forming it. The general trend of these data suggested that the highest values of 327 
𝐸𝑇𝑜 were recorded in Alicante, which is characterised by having a drier climate than either 328 
Castellón or Valencia and therefore, higher temperatures coupled with lower humidity. 329 
The Köppen Climate Classification for the Iberian Península (Chazarra et al. 2011) con-330 
firmed this inference, since Alicante completely belongs to type B (dry), whereas Castel-331 
lón and Valencia also have some type C areas (temperate). 332 
 333 
Table 2. Average median (?̃?) and interquartile range (𝐼𝑄𝑅) of 𝐸𝑇𝑜 (mm/month) for each province 334 
 335 
Many different methods have been developed to optimize the determination of the num-336 
ber of clusters in a dataset, such as the gap statistic, Hartigan’s approach or silhouette 337 
(Tibshirani et al. 2001). However, since cluster analysis preceded the development of the 338 
prediction models, the number of clusters chosen was calculated to maximize the predic-339 
tive 𝑅2 of subsequent regression equations. The results demonstrated that the optimal 340 
number of clusters was 1 in all cases except in May, June, July and August, when it was 341 
2. In other words, the predictive 𝑅2 was maximized for these clusters and then began to 342 
decrease its value gradually as the number of clusters increased. 343 
 344 
Figure 2 illustrates the Voronoi regions obtained for each of these months from the pair 345 
of values (?̃?, 𝐼𝑄𝑅) calculated from each station. These were the warmer months of the 346 
year and those in which the combination of weather effects resulted in the highest and 347 
most varying values of 𝐸𝑇 (see Table 2), justifying the need to partition the whole work-348 
space into two zones. The clustering patterns were consistent with that premise, since 349 
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they separated the coastal and interior areas of the region, which were the zones wherein 350 
such variability became more accentuated. 351 
 352 
Figure 2. Clusters obtained for a) May b) June c) July d) August 353 
 354 
From there, multiple linear regression models were built to estimate daily 𝐸𝑇𝑜 for each 355 
month and cluster by adapting Eq. (4) to the specifics of this research: 𝑦 = 𝐸𝑇𝑜 (mm/day); 356 
𝑥1 = 𝑇𝑚𝑒𝑎𝑛 (ºC); 𝑥2 = 𝑇𝑚𝑎𝑥 (ºC); 𝑥3 = 𝑇𝑚𝑖𝑛 (ºC); 𝑥4 = 𝑅𝐻𝑚𝑒𝑎𝑛 (%); 𝑥5 = 𝑅𝐻𝑚𝑎𝑥 (%); 𝑥6 = 357 
𝑅𝐻𝑚𝑖𝑛 (%); 𝑥7 = 𝑊𝑆𝑚𝑒𝑎𝑛 (m·s
-1). A 95% confidence interval (p-value < 0.05) was set to 358 
choose predictors stepwise, whilst Cook’s distances were calculated using Eq. (5) to de-359 
tect and remove influential points. Table 3 shows the regression coefficients and good-360 
ness-of-fit measures obtained for the number of days (N) corresponding to each month 361 
and cluster (CL) between 2008 and 2014. 362 
 363 
Table 3. Summary of the regression models to predict 𝐸𝑇𝑜 (mm/day) for each month and cluster 364 
 365 
The results were 16 regression equations consisting of 5 predictors in each case. Varia-366 
tions in the coefficients associated with the predictors (see Table 3) demonstrated the need 367 
to build monthly regression models for the prediction of 𝐸𝑇𝑜, because weather attributes 368 
vary over the year (e.g. increased temperature in summer). Although the predictors in-369 
cluded in each model varied in some cases depending on the month and cluster, all re-370 
gression models consisted of two temperature-related variables (‘𝑇𝑚𝑒𝑎𝑛 AND 𝑇𝑚𝑖𝑛’ OR 371 
‘𝑇𝑚𝑒𝑎𝑛 AND 𝑇𝑚𝑎𝑥’ OR ‘𝑇𝑚𝑖𝑛 AND 𝑇𝑚𝑎𝑥’), two humidity-related variables (‘𝑅𝐻𝑚𝑒𝑎𝑛 372 
AND 𝑅𝐻𝑚𝑖𝑛’ OR ‘𝑅𝐻𝑚𝑒𝑎𝑛 AND 𝑅𝐻𝑚𝑎𝑥’ OR ‘𝑅𝐻𝑚𝑖𝑛 AND 𝑅𝐻𝑚𝑎𝑥’) and 𝑊𝑆𝑚𝑒𝑎𝑛. The 373 
most influential predictors were found to be those related to temperature with an average 374 
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contribution around 50% to estimate 𝐸𝑇𝑜, except for the colder months, in which the com-375 
bination of relative humidity and wind speed explained up to 80% of the variations in the 376 
predictand. The physical relationships between the mean predictors (𝑥1, 𝑥4 and 𝑥7), which 377 
are the most representative ones for each type of variable (temperature, humidity and 378 
wind), and the predictand were logical in all cases. The pores of plants in which water is 379 
released open if they are surrounded by warmer air, i.e. there is an increase in transpiration 380 
(Crawford et al. 2012). In contrast, relative humidity is inversely proportional to evapo-381 
transpiration, since the evaporation of water into the air is hindered as this becomes more 382 
saturated (Thut 1938). As for wind speed, moving air facilitates the process of evapotran-383 
spiration, since it is less saturated than stagnant air and can absorb water vapor more 384 
easily (Moore et al. 2003). 385 
 386 
The reliability of the regression models for making predictions was guaranteed by the 387 
high and low values of predictive 𝑅2 and 𝑆 reached, respectively. The values of predictive 388 
𝑅2 indicated that these regression models can make estimates for new values of daily 𝐸𝑇𝑜 389 
with an accuracy of at least 83% through a linear combination of basic variables related 390 
to temperature, humidity and wind. The ratio between 𝑆 and the average monthly values 391 
of ?̃? and 𝐼𝑄𝑅 (see Table 2) was at most 7% and 25%, respectively, which demonstrates 392 
that the errors in the regression models were very small in relation to the typical values 393 
and spread of 𝐸𝑇𝑜. The relationships between the climate variables used as predictors and 394 
𝐸𝑇𝑜 were nonlinear in general. Figure 3 illustrates this circumstance for April, in which 395 
the predictand varied nonlinearly in relation to all predictors except 𝑅𝐻𝑚𝑖𝑛, whose rela-396 
tionship to 𝐸𝑇𝑜 could be assumed to be linear. Therefore, these results confirmed that the 397 
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linear combination of climate variables can provide accurate predictions of 𝐸𝑇𝑜, even 398 
though their individual correlations are mostly nonlinear. 399 
 400 
Figure 3. Relationships between the predictors and the predictand (𝐸𝑇𝑜) in the regression model for April 401 
 402 
Figure 4 shows the histograms and scatterplots of standardized residuals against fitted 403 
values for two months representing different weather conditions (April (1 cluster) and 404 
June (2 clusters)), which provide graphical diagnose verifying whether the assumptions 405 
of normality, linearity and homoscedasticity were violated or not. The symmetrical bell-406 
shape of the histograms, which fitted their corresponding theoretical normal curves with 407 
high accuracy, suggested that the normality assumption was true. Moreover, the absence 408 
of curvilinear distributions and marked trends (e.g. increasing dispersion as the fitted val-409 
ues increase) in the scatterplots confirmed both the linearity and homoscedasticity of the 410 
residuals. Finally, the Durbin-Watson statistics were between 1.5 and 2.5 (Durbin and 411 
Watson 1950; Durbin and Watson 1951) in all three cases (1.740 for April and 1.596 412 
(CL1) and 1.591 (CL2) for June), which involved that there was no time trends nor serial 413 
correlations in the residuals and their independence could be assumed too. Furthermore, 414 
the values of Variance Inflation Factor (VIF) obtained for the predictors, which were al-415 
ways below 10 (Belsley et al. 1980), ensured that they were not highly correlated to each 416 
other and multicollinearity was not an issue. 417 
 418 
Figure 4. Histograms and scatterplots of standardized residuals against fitted values for a) April b) June - 419 
Cluster 1 c) June - Cluster 2 420 
 421 
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The final step was the regionalization of the Valencian Region according to the crop co-422 
efficients (𝐾𝑐) in each station, in order to obtain a value for 𝐸𝑇 from 𝐸𝑇𝑜 using Eq. (1). 423 
Due to space constraints, this last process was limited to only one crop type: midseason 424 
potato. This specific crop was selected because it proved to be variable in terms of both 425 
location and time. The daily values of 𝐾𝑐 provided by the MAGRAMA through its Agro-426 
climatic Information System for Irrigation (SiAR 2016), which were constant for each 427 
month during the years of study, reaffirmed the convenience of choosing a monthly period 428 
for the estimation of this coefficient. Therefore, the Voronoi regions were drawn as shown 429 
in Figure 5 according to the values of 𝐾𝑐 for each station and month of the year. The 430 
procedure would be the same for any other crop, with the only difference that the Voronoi 431 
regions should be particularized to the monthly values of 𝐾𝑐 associated with the specifics 432 
of the crop under study. 433 
 434 
Figure 5. Monthly crop coefficients (𝐾𝑐) in the Valencian Region for midseason potato 435 
 436 
Knowing the coordinates for where irrigation was planned, the multiplication of crop co-437 
efficients in this area (see Figure 5) by the regression equations summarized in Table 3 438 
enabled an estimation to be made of the water demands of this crop for a single day in 439 
any month using basic meteorological variables available from official weather forecasts. 440 
For instance, Figure 6 particularizes the procedure for the case of a farmer who planted 441 
midseason potatoes in April in the geographic coordinates (39º55’57’’ N, 1º04’10’’ W) 442 
and would like to estimate 𝐸𝑇 in a day in May. To illustrate the example, the historical 443 
average values for May recorded in the closest station to the specified coordinates were 444 
taken as the climate variables to be acquired from daily weather forecasts. According to 445 
the clusters identified in Figure 6a) and Figure 6b), these coordinates corresponded to 446 
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CL1 and a Voronoi region with a value of 𝐾𝑐 equal to 0.8. The application of the regres-447 
sion equation in Table 3 for these predictors, month and cluster yielded a value of 𝐸𝑇𝑜 of 448 
4.66 mm/day. The multiplication of 𝐸𝑇𝑜 by 𝐾𝑐 as formulated in Eq. (1) resulted in a final 449 
value of 𝐸𝑇 equal to 3.77 mm/day.  450 
 451 
Figure 6. Estimation of 𝐸𝑇 in May for midseason potato in the coordinates (39º55’57’’ N, 1º04’10’’ W) 452 
a) Cluster b) Monthly crop coefficient (𝐾𝑐) c) Historical average values for the predictors in the closest 453 
station to the coordinates d) Calculation of 𝐸𝑇𝑜 (mm/day) e) Determination of 𝐸𝑇 (mm/day) 454 
 455 
4. Conclusions 456 
 457 
This paper presents a methodology for the prediction of daily evapotranspiration based 458 
on the combination of cluster analysis, multiple linear regression models and Voronoi 459 
diagrams. The first was used to partition the study area according to its weather charac-460 
teristics, so that regression equations to estimate daily reference evapotranspiration could 461 
be built for the resultant clusters using basic meteorological variables. Voronoi diagrams 462 
enabled regionalization of the workspace in terms of both clusters and crop coefficients 463 
associated with it, whose multiplication by reference evapotranspiration yielded the value 464 
for real evapotranspiration which was being sought.  465 
 466 
Despite the relationships between climate variables and reference evapotranspiration are 467 
generally nonlinear, the results proved that the linear combination of the former can pro-468 
vide accurate estimates of the latter. The models obtained using multiple linear regression 469 
analysis met the four hypotheses related to their residuals and reached high predictive 470 
coefficients of determination, which ensured their reliability and capability to make new 471 
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estimates from daily weather forecasts. As for cluster analysis and Voronoi diagrams, 472 
their combination was found to be a simple and effective method for local application of 473 
the predictive regression equations and regionalization of crop coefficients, which ena-474 
bled determining real evapotranspiration without any need to take into account complex 475 
physical considerations. 476 
 477 
This methodology is proposed as a tool to be used by farmers for irrigation planning and 478 
scheduling based on the estimation of water demands of their crops. The daily value of 479 
evapotranspiration corresponding to a given date, coordinates and crop can be determined 480 
through the cluster, regression equation and crop coefficient associated with the day and 481 
region under study, since they are based on primary weather variables that are available 482 
from the daily forecasts made by meteorological agencies. Although the validity of these 483 
results is not compromised by the size of the study area, further research should consider 484 
the application of this methodology to larger locations, in order to delimit different cli-485 
mate zones and develop regional prediction equations at larger scales. 486 
 487 
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Table 1. Main characteristics of the provinces forming the Valencian Region 
Province Population 
Surface area 
(km2) 
Valid 
stations 
Average 
Annual 
Precipitation 
(mm) 
Average 
Annual Max 
Temperature 
(ºC) 
Average 
Annual Min 
Temperature 
(ºC) 
Alicante 1,934,127 5,816 16 311.1 23.3 13.2 
Castellón 604,344 6,632 10 467.0 22.3 12.7 
Valencia 2,578,719 10,763 23 474.9 23.0 13.8 
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Table 2. Average median (?̃?) and interquartile range (𝐼𝑄𝑅) of 𝐸𝑇𝑜 (mm/month) for each province 
Province Measure 
Month 
1 2 3 4 5 6 7 8 9 10 11 12 
Alicante ?̃? 1.18 1.79 2.74 3.65 4.62 5.45 5.70 5.01 3.67 2.36 1.41 1.05 
 𝑰𝑸𝑹 0.70 0.85 1.18 1.41 1.17 0.99 0.75 0.94 1.19 0.86 0.71 0.49 
Castellón ?̃? 1.07 1.69 2.51 3.42 4.32 5.12 5.31 4.59 3.44 2.17 1.30 0.99 
 𝑰𝑸𝑹 0.64 0.85 1.06 1.28 1.32 1.02 0.89 1.10 1.19 0.88 0.63 0.48 
Valencia ?̃? 1.10 1.75 2.68 3.55 4.49 5.30 5.55 4.86 3.55 2.19 1.30 0.98 
 𝑰𝑸𝑹 0.81 1.05 1.32 1.47 1.40 1.13 0.77 0.97 1.30 0.94 0.79 0.60 
 
   
 
Table 3. Summary of the regression models to predict 𝐸𝑇𝑜 (mm/day) for each month and cluster 
Month CL N 𝜷𝟎 𝜷𝟏 𝜷𝟐 𝜷𝟑 𝜷𝟒 𝜷𝟓 𝜷𝟔 𝜷𝟕 𝑺 Pred. 𝑹
𝟐 
1 1 8309 1.131 - 0.029 0.008 - -0.007 -0.007 0.464 0.070 96.72 
2 1 7473 1.126 - 0.079 -0.006 - -0.009 -0.009 0.463 0.102 96.96 
3 1 8440 1.021 - 0.124 -0.010 - -0.009 -0.014 0.514 0.174 95.68 
4 1 8151 0.881 0.307 - -0.132 - -0.007 -0.021 0.553 0.208 95.31 
5 1 1027 1.638 - 0.174 -0.035 -0.016 - -0.020 0.545 0.195 96.19 
 2 7070 1.261 0.266 - -0.114 -0.008 - -0.016 0.722 0.211 91.45 
6 1 967 1.410 0.246 - -0.069 - 0.002 -0.035 0.616 0.202 95.24 
 2 6817 1.969 0.243 - -0.102 - -0.007 -0.014 0.673 0.177 89.61 
7 1 3092 2.320 0.041 0.077 - -0.009 - -0.013 0.830 0.156 93.61 
 2 4864 2.751 0.191 - -0.079 - -0.007 -0.019 0.692 0.161 86.11 
8 1 2467 -0.014 0.038 0.126 - -0.012 - -0.009 0.976 0.240 92.64 
 2 6175 -0.735 0.353 - -0.144 - -0.009 -0.015 0.823 0.237 83.04 
9 1 8372 -1.189 0.346 - -0.149 - -0.005 -0.018 0.853 0.191 94.53 
10 1 8471 -0.452 0.222 - -0.092 - 0.002 -0.020 0.628 0.168 92.12 
11 1 8518 0.568 0.016 0.052 - - -0.006 -0.009 0.538 0.082 96.07 
12 1 8260 0.755 - 0.028 0.009 - -0.005 -0.006 0.497 0.043 97.98 
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Figure 1. Location and provincial division of the Valencian Region  
 
Figure 2. Clusters obtained for a) May b) June c) July d) August 
 
Figure 3. Relationships between the predictors and the predictand (𝐸𝑇𝑜) in the regression model for April 
 
Figure 4. Histograms and scatterplots of standardized residuals against fitted values for a) April b) June - 
Cluster 1 c) June - Cluster 2 
 
Figure 5. Monthly crop coefficients (𝐾𝑐) in the Valencian Region for midseason potato 
 
Figure 6. Estimation of 𝐸𝑇 in May for midseason potato in the coordinates (39º55’57’’ N, 1º04’10’’ W) 
a) Cluster b) Monthly crop coefficient (𝐾𝑐) c) Historical average values for the predictors in the closest 
station to the coordinates d) Calculation of 𝐸𝑇𝑜 (mm/day) e) Determination of 𝐸𝑇 (mm/day) 
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 Cover Letter 
 
Dear Editor,  
 
We are sending the revised version of the research paper entitled “Prediction of 
evapotranspiration in a Mediterranean region using basic meteorological 
variables”, for your consideration to be published in Journal of Hydrologic 
Engineering. 
 
Point-to-point responses to every comment made by the four reviewers and the associate 
editor are attached in five separate WORD files. We have made a great effort to address 
all the concerns posed by them, since we are very interested in publishing in HEENG. 
Thanks to their helpful suggestions, we believe that the quality of the manuscript has 
substantially improved, so we hope you continue considering our work for publication. 
 
We look forward to receiving your opinion.  
 
Yours sincerely, 
 
Daniel Jato-Espino 
Susanne M. Charlesworth 
Sara Perales-Momparler 
Ignacio Andrés-Doménech 
 
The authors. 
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Response to the Associate Editor 
 
Dear Sir or Madam,  
 
Thank you for your comments on our manuscript. The detailed response to them are given 
below. 
 
GENERAL COMMENTS 
 
The manuscript has been evaluated by four referees. Reviewers agree that the contribu-
tion fits well to the scope of our journal and second version should be significantly im-
proved by considering review comments. The authors should expand the literature section 
and clearly explain the contribution of their study. Why the authors use linear equations 
instead of GP or GEP for modeling non-linear ET process? The results section should 
also be expanded by explaining findings of the study. Based on the reviewer comments, 
my recommendation is “Revise for Re-Review (Technical Paper). The review comments 
should be carefully taken into account while preparing the revised version. 
 
The literature review has been extended as suggested by Reviewer #3, in order to give 
more details about former similar studies (see lines 80-105). A new paragraph has also 
been included in the Introduction to highlight the contributions of our study in relation to 
these former similar works (see lines 107-122).  
 
Although the relationships between climate variables and ETo are nonlinear, as proved in 
current Figure 3, the linear combination of the former can provide accurate predictions 
on the latter (see lines 94-95). We agree that nonlinear techniques can be slightly more 
accurate than MLR, but these differences might not be significant, as demonstrated in the 
studies described in lines 94-105. In particular, we are presenting average results of pred. 
R2 (equivalent to the R2 obtained in the validation phase in ANNs) of more than 90% (see 
current Table 3), which speak for themselves. In addition, MLR are simpler and easier to 
understand and interpret than nonlinear methods such as ANNs, in which hidden layers 
are often added without really knowing why to improve the quality of the model and 
obtain higher values of R2. Actually, including too many hidden layers might lead to over-
fitting of the model and result in misleadingly high values of R2. 
 
We have extended and strengthened the discussion about the results obtained through the 
application of the proposed methodology (see lines 369-377, lines 387-399, lines 414-
417 or lines 441-450, to cite some examples). 
Response to Associate Editor Click here to download Response to Editors/Reviewers
Comments Response to Associate Editor.docx
Reviewer #1 
 
Dear Sir or Madam,  
 
Thank you for your useful suggestions on our manuscript, they have led us to improve 
the quality of our paper substantially. The detailed responses to your comments are listed 
below point by point. 
 
GENERAL COMMENTS 
 
The paper is well organized and well written. It offers excellent and sufficient, if not ex-
haustive, literature review that provides a clear justification for the reported research. 
The authors discuss the complexity of the FAO- and ASCE-recommended Penman-Mon-
teith equation for estimating the reference evapotranspiration, ETo, that is crucial (along 
with crop coefficients) for estimating irrigation needs. They correctly note that often there 
is not enough data to use this equation for estimating the local irrigation needs. 
 
The authors resolve this problem by developing a simpler model with smaller number of 
input requirements. The price for the relative simplicity is the local nature of the model: 
as opposed to the Penman-Monteith equation that is valid for arbitrary location, the de-
veloped model is valid only locally for the Valencian Region--the overview of this region 
is well done. Although the proposed model is local, the methodology developed to specify 
its parameters can be applied to other regions. 
 
In the development of their model, the authors combine skilfully cluster analysis, multiple 
linear regression, and Voronoi diagrams to basically derive separate submodels for the 
subregions of the Valencian Region. The subregions are defined by means of Voronoi 
tessellations. 
 
Advancing applied knowledge, the paper is novel and should be of interest to hydrolo-
gists, soil physicists, agronomists, and irrigation engineers, as well as farmers planning 
their irrigation schedules. 
 
PARTICULAR COMMENTS 
 
Comment #1 
 
Table 1: provide units to the numbers (or columns) for precipitation and temperature. 
Point-to-point responses to Reviewer #1 Click here to download Response to Editors/Reviewers
Comments Point-to-Point Responses to Reviewer#1.docx
 Table 1 has been modified to include units for precipitation (mm) and temperature (ºC) 
(see line 182). 
 
Comment #2 
 
Table 3: ETo (mm) ... ETo is a rate, so it has to be measured in L^3/TIME or 
L^3/TIME/L^2 = L/TIME. Specify the time unit you imply here (your Tables 4 suggests 
that your time unit is a day). 
 
Current Table 2 (former Table 3) has been modified to specify the time unit of ETo, which 
in this case was mm/month (see line 334), since the exploratory analysis associated with 
this table was done according to the same time horizon used for the calculation of the 
crop coefficient Kc, as explained in subsection 2.1 (see lines 145-150). 
 
Comment #3 
 
Expand their skimpy discussion of Figure 3, which contains the meat of their results. 
Expand the discussion of what these six plots tell you and the reader: spell it out; don't 
imply it. 
 
The discussion of current Figure 4 (former Figure 3) has been expanded as you suggested, 
including more details about the quality of the regression models and the fulfilment of the 
assumptions on which they are based (see lines 403-417). Also a new paragraph (see lines 
387-399) and a new figure (current Figure 3) have been added to provide more details 
about the quality of the prediction models determined. 
 
Comment #4 
 
Compare their new model's performance to that of the Penman-Monteith equation with 
the characteristic literature values assumed for the unmeasured parameters. Which 
model is better? Which one is more reliable? 
 
The methodology proposed in the paper does not aim to outperform the results provided 
by the Penman-Monteith method, but rather replicate them using more accessible varia-
bles, in order to facilitate the calculation of ETo from daily weather forecasts which do 
not include several variables considered in the Penman-Monteith equation. Actually, we 
state that the Penman-Monteith method is recommended by several organizations, such 
as FAO and ASCE, as a reliable and worldwide applicable approach for the estimation of 
ETo (see lines 70-73). In fact, we specify in lines 178-180 that the historical daily values 
of ETo used in the paper to build the regression models were originally calculated through 
the Penman-Monteith equation. 
Reviewer #2 
 
Dear Sir or Madam,  
 
Thank you for your useful suggestions on our manuscript, they have led us to improve 
the quality of our paper substantially. The detailed responses to your comments are listed 
below point by point. 
 
Authors have developed a methodology to estimate evapotranspiration (ET) using limited 
meteorological data in Spain.  Initially, they have grouped the weather stations based on 
their characteristics (central tendency and variability). Then for each group, a monthly 
regression model has been developed for each month to predict the reference evapotran-
spiration (ET₀).  Finally, the ET was estimated by multiplying the crop coefficient (Kc) of 
that region, which is obtained using Voronoi diagrams.  In general, the manuscript is 
well written. However, the methodology section deserves some more explanation for clar-
ity and better understanding.  The detailed comments are as follows: 
 
Comment #1 
 
Line 87: Recently, many researchers have derived equations (extracted the knowledge 
(weights and bias) gained during training) from ANN models, and used for future predic-
tion. Other techniques like genetic programming (GP) and gene expression programming 
(GEP) will directly yield equations.  Many studies have been reported using these tech-
niques to predict ET. 
 
We have reworded those lines to clarify that we mean that ANNs do not provide direct 
equations as MLR do (see lines 115-116). 
 
Comment #2 
 
Line 97: Why linear equations? ET is a non-linear process. A non-linear equation may 
result in much better prediction.  Why MLR is chosen for prediction?  Many recent tech-
niques have been proved to be better than MLR. 
 
We have added some explanations about this issue (see lines 94-95 and lines 107-109 and 
lines 397-399). Although the relationships between climate variables and ETo are nonlin-
ear, as proved in current Figure 3, the linear combination of the former can provide accu-
rate predictions on the latter. We agree that nonlinear techniques can be slightly more 
Point-to-point responses to Reviewer #2 Click here to download Response to Editors/Reviewers
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accurate than MLR, but these differences might not be significant, as demonstrated in the 
studies described in lines 94-105. In particular, we are presenting average results of pred. 
R2 (equivalent to the R2 obtained in the validation phase in ANNs) of more than 90% (see 
current Table 3), which speak for themselves. In addition, MLR are simpler and easier to 
understand and interpret than nonlinear methods such as ANNs, in which hidden layers 
are often added without really knowing why to improve the quality of the model and 
obtain higher values of R2. Actually, including too many hidden layers might lead to over-
fitting of the model and result in misleadingly high values of R2. We have added a new 
paragraph to justify the choice of MLR (see lines 107-122). 
 
Comment #3 
 
Line 121: The value of Kc varies for different stages of crop growth. Does this monthly 
time period is in agreement with crop growth stages? 
 
Yes, the values of Kc vary according to the month, which in turn depends on the growth 
stages of the crop. 
 
Comment #4 
 
Line 171-173: How the daily data of each variable were arranged monthly? For example, 
the January month data of each year was separated and arranged (January month alone) 
chronologically? Explain in detail. 
 
As we explain in lines 145-150, since a monthly period was chosen for the estimation of 
Kc, the models for the prediction of daily ET were also built according to such a time 
horizon. Therefore, we extracted the daily values for the seven predictors for each month 
of all the years available in each station located in the Valencian Region. The chronolog-
ical order is not relevant for the application of the methodology, since the aim is to predict 
ET for a single (and random) future day in a month (January, for example). This “arrange-
ment” is just a division of the whole dataset in each station, which consists of several 
years of daily data (the exact number of years depends on the station), in months. 
 
Comment #5 
 
It is also not clearly explained why a separate regression models/equations is required 
for each month. Instead you can have a single equation for all the months with different 
Kc values for each month.   
 
This can be explained through current Table 3 (former Table 4). The coefficients associ-
ated with the predictors and their values vary according to the month, which is consistent 
with the fact that the weather characteristics change throughout a year (e.g. increased 
temperature in summer months, etc.). We have added some lines to highlight this (see 
lines 366-369). 
 
Comment #6 
 
Line 215: I think clustering is done only for ET (based on properties of ET).  However, it 
is not clearly mentioned in the text. What is i, j and p? 'ip' and 'jp' are confusing.  Are you 
finding the euclidean distance between two points or between the centroid of cluster and 
a point? In line 318-318, it mentioned that regionalisation was done based according to 
the weather characteristics.  However, it is not clearly mentioned whether it is based on 
only ET or all the parameters used in this study. 
 
As a result of the suggestions made by other reviewer, we have shortened some explana-
tions in section 2, including the equation related to the Euclidean distance (former Eq. 
(4)). As specified in lines 231-232, the Euclidean distance is calculated between each 
point and the centroids of the clusters identified, in order to assign each station to the 
closest cluster. 
 
Regionalisation (e.g. cluster analysis) was carried out according to the weather character-
istics of the stations in terms of the values they recorded for the set of predictors used. 
The aim of the paper is to provide a methodology for the prediction of ET using only 
basic meteorological variables, so the clustering of the study area must be done according 
to these parameters. We have reworded that sentence you mention to clarify it (see lines 
318-321). 
 
Comment #7 
 
Line 213: Is 'k' subjective/ arbitrary? Have done sensitivity analyses on 'k'. How to fix 
'k'?  It is mentioned in line 336-338, that 'the number of clusters chosen was calculated 
to maximise the predictive 2.' How? Do you have any separate method/algorithm for this? 
How this is done within cluster analysis? 
 
Although k was not set arbitrarily, we did not develop any algorithm to automate the 
optimization of the number of clusters. As explained in lines 338-342, we built the re-
gression models with different numbers of the clusters and calculated their corresponding 
pred. R2, in order to select the number of clusters that maximised it. We found out that 
pred. R2 was maximised for 1 cluster in all cases and then started to gradually decrease as 
the number of clusters increased (2, 3, 4…), except for May, June, July and August, where 
pred. R2 was maximised for 2 clusters and then started to gradually decrease as the number 
of clusters increased (3, 4, 5…). We have included an additional sentence to clarify this 
(see lines 342-343). 
 
Comment #8 
 
Line 236: Xi and x are the smallest value and mean of clusters or whole sample?  What 
is 'n' in Eq 5. Is it number of points in cluster or sample size? 
 
xi and x are the smallest value and mean value of the whole sample used to test normality. 
Consequently, n was the number of points in such a sample. However, as a result of the 
suggestions made by other reviewer, we have shortened some explanations in section 2, 
including these equations related to the Shapiro-Wilk test. 
 
Comment #9 
 
Multiple linear regression model: Change the variable notations. The manuscript is not 
consistent with notations. Same notations are used at different places. 
 
Since we have removed the equations corresponding to the Shapiro-Wilk test, xi and x 
are now only used for MLR. We have changed the notation in the equation for the Cook’s 
distance (current Eq. (5)), which now includes zj and zj(i) instead of yj and yj(i) (y was 
also the response in the regression equation). 
 
Comment #10 
 
There are lot of uncertainties associated with the meteorological variable, which is not 
properly addressed in this study. Table 4: The random component (ε) is missing, without 
which how will you estimate the future predictions? 
 
ε refers to the residuals, i.e. the distances from the fitted values to the hyperplane defined 
by the multiple linear regression models. In other words, they indicate the error of pre-
diction in the regression models, so that ε = 0 if R2 = 100%. Although ε =/= 0 in our 
models, the errors are very small because the values of pred. R2 are around 90% on aver-
age, which demonstrates their predictive potential. Furthermore, we have analysed in 
great detail the characteristics of the residuals (see lines 403-417 and current Figure 4) 
and guaranteed they met all the hypotheses required to validate multiple linear regression 
analysis, so we believe we have thoroughly demonstrated the reliability of our models 
and their capability to make future predictions. 
 
Lines 441-450 and current Figure 6 have been added to clarify and demonstrate the ap-
plicability of the regression models. 
 
Comment #11 
 
The predictive R2 needs much clear explanation.  How it overcomes the drawbacks of 
standard R2.  Give equation for estimating predictive R2. 
 
We have added some lines to highlight the benefits provided by the predictive R2 in rela-
tion to the standard R2 and the adjusted R2 (see lines 259-265). The explanation of how it 
overcomes the inability of the two other coefficients was already explained in the previ-
ous version of the manuscript according to three steps: (1) remove each observation from 
the dataset, (2) estimate the regression equation without the removed observation and (3) 
determine how well the model predicts the removed observation. Thus, this process in-
cludes the estimation of new data in the calculation of the regression models and their 
corresponding pred. R2, which ensures their capability to predict future values. It uses the 
same equation than the standard R2, so that what changes is related to the inclusion of the 
abovementioned three-step process. That equation is widely known among engineers, so 
we believe it is not necessary to specify it, unless the Editor considers it is really neces-
sary. Instead, we have added a reference which can be consulted in case anyone wants 
more details about the R2 coefficient (see line 258). 
 
Comment #12 
 
Is your Kc value varies based on clusters or weather stations? 
 
Kc varies depending on the station, as explained in line 423 and line 430.  
 
Comment #13 
 
Some stations have two clusters for summer months, especially the stations in coastal 
regions.  Therefore, there will be two equations for these months and only for these sta-
tions.  However, the Table 4 doesn't show like this. Are the equations same for all the 
stations? Also, among two equations, which one has to used and for which station? 
 
Some months (not stations) have two clusters for summer. The purpose for clustering is 
precisely to group the set of stations according to the similarity in the values they recorded 
for the predictors. Figure 2 illustrates this pretty well: the polygons are the Voronoi re-
gions associated with the set of stations, whereas the clusters are identified according to 
the shades of grey (light grey: Cluster 1; dark grey: Cluster 2). Therefore, the equation 
summarised in the row for the 5th month and the 2nd cluster in current Table 3 (former 
Table 4) is to be applied in any location enclosed by the dark grey areas in Figure 2a). 
 
The remaining months had only one cluster, which means that all the stations under con-
sideration belonged to the same cluster (the values they recorded for the basic meteoro-
logical variables used as predictors were similar enough as to assume that). 
 
Comment #14 
 
Table 4: Why the number of days varies for each cluster in May, June, July and August? 
How the number of days is obtained for each month? 
 
The number of days in each month depends on data availability in the stations, e.g. one 
station might have started to work in July and, therefore, it wouldn’t include data about 
May and June of that year. Besides, outliers or influential points were removed from the 
datasets associated with each month using the Cook’s distance. The number of points 
discarded can also slightly vary depending on the month. In any case, the number of days 
is about 8,000 in all cases. 
 
Comment #15 
 
Line 363: Why only 5 predictors for each month? What about other two predictors? This 
also varies for different months? Authors have to do impact analysis of each input varia-
ble in their model. 
 
The stepwise process mentioned in lines 358-359 demonstrated that 5 was the optimal 
number of predictors for each month to maximize the accuracy of the regression models 
(i.e. the values of pred. R2) without having problems of multicollinearity (see lines 414-
417). This means that including one more predictor resulted in problems of multicolline-
arity (VIF values above 10), whilst excluding one more predictor resulted in a loss of 
precision (decrease in R2). Hence, the process for selecting the number of predictors was 
accomplished very carefully based on statistical considerations. Although the selected 
predictors varied for some months, they always consisted of two temperature-related var-
iables (mean and min, mean and max or min and max), two humidity-related variables 
(mean and min, mean and max or min and max) and mean wind speed. 
 
We have also added some lines about the contribution of the predictors to the estimation 
of the predictand (see lines 369-377). The most influential predictors were those related 
to temperature in general, with the exception of the colder months, wherein relative hu-
midity and wind speed proved to be the greatest contributors for the estimation of ETo. 
 
Comment #16 
 
Line 366-371: These statements are general. Give reference to these sentences? 
 
We have added references to those statements according to your suggestion (see lines 
381-385). 
 
Comment #17 
 
References are not according to the style of ASCE. For all web pages in the references, 
give the date of access. 
 
We have modified both the references in text and the list of references (see lines 496-673) 
according to the style of ASCE. We have also included the date of access for webpages 
(see line 500 and lines 623-624). 
Reviewer #3 
 
Dear Sir or Madam,  
 
Thank you for your useful suggestions on our manuscript, they have led us to improve 
the quality of our paper substantially. The detailed responses to your comments are listed 
below point by point. 
 
The paper presents a methodology for the prediction of evapotranspiration based on 
weather forecasts. In addition, the authors applied this method to the Valencian region 
in Spain. The methodology was explained clearly but the following comments need to be 
addressed: 
 
Comment #1 
 
In Introduction section, literature review should be expanded. 
 
The literature review has been extended as you suggested, in order to give more details 
about former similar studies (see lines 80-105). 
 
Comment #2 
 
Study area section should be added and explained in detail by using a map which shows 
the selected area in Spain. 
 
A new figure (current Figure 1) has been added to show the study area in relation to the 
Map of Spain (see line 316).  
 
Comment #3 
 
The authors should give a brief explanation for the terms of ea and ed which are given in 
Eq.2 on page 6. 
 
The definition of the term (𝑒𝑎 − 𝑒𝑑) has been rewritten, so now it reads: “(𝑒𝑎 − 𝑒𝑑) is the 
difference between the actual (𝑒𝑎) and saturation (𝑒𝑑) vapor pressure (kPa)” (see line 
163). 
 
Comment #4 
Point-to-point responses to Reviewer #3 Click here to download Response to Editors/Reviewers
Comments Point-to-Point Responses to Reviewer#3.docx
 On page 6, Equation 3 is incorrect. The correct form is given on web page of FAO as 
[…].   
 
Psychrometric Constant 
Reference: Brunt (1952) 
 
 
Yes, there was a typo error in Eq. (3) (we “forgot” one zero). It has been modified ac-
cording to your comment (see lines 166-167). 
 
Comment #5 
 
On page 8, Figure 1 should be more understandable. 
 
Former Figure 1 has been removed as a result of one of the comments made by other 
reviewer, since the detailed description provided in lines 193-210 is enough to understand 
the main steps carried out to develop the proposed methodology. 
 
Comment #6 
 
On page 10, Equation 4 is incorrect, as well. It should be corrected. 
 
The Euclidean distance between two points is the square root of the sum of their squared 
differences, which is what former Eq. (4) represented. In any case, as a result of the com-
ments made by other reviewer, we have shortened some descriptions in section 2, includ-
ing the equation for the Euclidean distance (former Eq. (4)). 
 
Comment #7 
 
There is no need to write the full name of MAGRAMA on page 17 as it is already given 
on page 7. 
 
The full meaning of MAGRAMA has been removed from that page (see line 426). 
Reviewer #4 
 
Dear Sir or Madam,  
 
Thank you for your useful suggestions on our manuscript, they have led us to improve 
the quality of our paper substantially. The detailed responses to your comments are listed 
below point by point. 
 
The paper adresses the prediction of evapotranspiration rates from crops, which is an 
interesting and very useful study. I therefore find the authors approach interesting and 
relevant, but I also have some difficulties with the current manuscript. Unfortunately, 
there are little details on the findings and discussion of the results from the study and very 
little evaluation if the approach taken is working. I think the paper needs to be tightened 
up and more focus should be on the results and their application. So my main suggestions 
are as follows. 
 
Comment #1 
 
You do not need both figure 1 and the detailed description from line 171->. My suggestion 
would be to remove the figure. 
 
Former Figure 1 has been removed according to your suggestion. 
 
Comment #2 
 
Much of 2.3 – 2.5 contain basic text book information that could be left in the referenced 
literature. These sections could be reduced to cover only info critical for your use of the 
methods. E.g. table 2 could be removed since this covers just basic requirements for the 
regression application. Similar goes for the Cooks distance, the formula is shown but I 
can´t find any results in the paper computed from this formula (except it is used to remove 
points if necessary – was it necessary?). The Voroni chapter is too long, I think most 
hydrologists would understand if you just stated you used Thiessen polygons for the clus-
ter boundaries. 
 
We have reduced subsections 2.3, 2.4 and 2.5 as you suggested. The detailed changes are 
listed below: 
 
Point-to-point responses to Reviewer #4 Click here to download Response to Editors/Reviewers
Comments Point-to-Point Responses to Reviewer#4.docx
 2.3. Cluster analysis: removal of bullet points (see lines 230-233) and shortening 
of the explanation about the Shapiro-Wilk test (see lines 240-243).  
 2.4. Multiple linear regression: removal of former Table 2 and shortening of the 
explanation about the assumptions of MLR (see lines 283-286). 
 2.5. Voronoi diagrams: removal of former Eqs. (7) and (8) and their associated 
descriptions in text (see lines 304-305). 
 
The equation of the Cook’s distance was used to detect and remove influential points 
(outliers) as specified in lines 359-360. 
 
Comment #3 
 
I am not sure why the Penman-Monteith equation is shown, is it to illustrate the data 
needs? But on the other hand it is interesting to see the equation since it is an adaptation 
to the standard version on the P-M equation found in text books. 
 
The Penman-Monteith is shown for two reasons. First, to highlight the great amount of 
parameters it requires and the need to develop alternative and simpler methods to estimate 
ETo. And second, because the historical daily values of ETo used in the paper to build the 
regression models were originally calculated through the Penman-Monteith equation. So 
we are actually trying to replicate them using more accessible variables, in order to facil-
itate the calculation of ETo from daily weather forecasts. 
 
Comment #4 
 
I miss a discussion of the accuracy of the method, e.g. by leaving some stations out of the 
analysis and then testing the prediction of the simplified method on these data. This would 
strengthen the understanding of the goodness of the method which is important. Now the 
output is figure 4 with little discussion on it´s content and if the values are reasonable. 
 
We precisely used the predictive R2 as a goodness-of-fit statistic because it is based on 
that principle you mentioned, as we explain in lines 267-269: “(1) remove each observa-
tion from the dataset, (2) estimate the regression equation without the removed observa-
tion and (3) determine how well the model predicts the removed observation”. So the 
results we are presenting in Table 3 included these considerations already. To further 
clarify it, we have extended and strengthened the discussion about the statistical accuracy 
of the models summarized in current Table 3 (see lines 387-399). 
 
Comment #5 
 
You state (l.366) that the relationships were generally logical. Were there cases where 
they were not, and if so when and why?   
 
They were logical in all cases. According to the values of the Beta coefficients in current 
Table 3, the mean values of temperature, relative humidity and wind follow the physical 
relationships explained in lines 379-385 in all cases (for every month and cluster). We 
have reworded that sentence to make it clear (see line 379). 
 
Comment #6 
 
Did you consider methods to evaluate the significance of the regression variables with 
the purpose of reducing the number of variables? Is the difference in results between a 
model of all predictors and a model of e.g. mean predictors large? 
 
The variables included in current Table 3 as predictors were all statistically significant 
(p-values < 0.05) (see line 358). The differences between choosing more or less predictors 
were not high. The number of predictors was selected with the aim of both reaching the 
highest possible value of R2 and avoiding multicollinearity (see lines 414-417). 
 
Comment #7 
 
You tested for normality (line 320). You could state that more clearly on line 379 which 
now states that the graphs suggest that the assumption of normality is ok. 
 
The discussion about Figure 2 has been enhanced, including more details about the ful-
filment of the assumption of normality (see lines 403-417). 
 
Comment #8 
 
Space constraints (l.390) limited the study to one crop type. If you can reduce the intro-
ductory material could you get space for more crop types, or do I misunderstand this 
statement? 
 
Yes, you understood it well. Unfortunately, although we have reduced Section 2 and 4, 
Section 1 and 3 were actually extended as a result of the comments made by the remaining 
reviewers, so the situation has even worsened in this sense. Anyway, we understand that 
limiting the paper to one crop type (as an example) does not limit the scope of our research 
as both methodology and results are directly replicable for every crop type. 
 
Comment #9 
 
L.402 – 408 is not very clear to me. You talk about water demands and combined regres-
sion results with crop factors, but no specific results are shown and no conclusions are 
drawn from this except that it is possible to do it. Does it produce useful results and based 
on your results is this a method ready for practical use? This is potentially a central 
component of the paper that needs more detail. 
 
Lines 441-450 and current Figure 6 have been added to clarify and demonstrate the ap-
plicability of this part of the results. 
 
Comment #10 
 
You discuss data availability in more general terms in the intro. Have you considered the 
application of measured evapotranspiration over reference crops a potential future 
source? Much work is going into e.g. the fluxnet cooperation. Similarly, many forecasts 
today provide humidity and basics for radiation estimations, could this combined with 
reanalysis data be a potential for the future? 
 
Yes, measured evapotranspiration from FLUXNET might be a source from which to build 
prediction models to estimate ET, as we did in this paper with the values of measured ETo 
provided by the Spanish Ministry of Agriculture, Food and Environment. Humidity (rel-
ative humidity) is already included in the models we are presenting in this paper. As for 
radiation, it might be estimated as you say and included in the prediction models, but that 
would involve adding more error in the eventual prediction of ET. Besides, very accurate 
models can be obtained without requiring radiation-related variables, as we prove in the 
results of this paper. 
 
Comment #11 
 
The conclusion is long and in parts more of a discussion. It should be shorter anf more 
concise, and the elements of discussion or summaries of the work belongs in the results – 
discussion section. 
 
The conclusions section is 325 words long, which seems quite reasonable from our per-
spective. In our opinion, a potential reader can get an overview of the whole article with 
these conclusions, since paragraph 1 summarises it, paragraph 2 provides evidence of the 
technical performance of the methods used and paragraph 3 describes the potential uses 
of the research behind the paper. We have reworded the second paragraph according to 
your comment (see lines 467-476), in order to avoid giving specific details which might 
be more characteristic of the results & discussion section. 
 
Comment #12 
 
Line 62: The value of 60% is the global average and the text should state this. E.g. in 
northern latitudes the percentage is significantly lower than this. 
 
We have modified that sentence according to your comment (see line 62). 
 
Comment #13 
 
I miss a small map of Spain inserted into fig 2 to show where your region is, and as an 
aid to see inland and coastal areas. 
 
We have added a new figure (current Figure 1) to show the study area in relation to the 
Map of Spain, including the location of the Mediterranean Sea (see line 316). 
