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Abstract
Consider partial linear models of the form Y ¼ X tbþ gðTÞ þ e with Y measured with error
and both p-variate explanatory X and T measured exactly. Let Y˜ be the surrogate variable for
Y with measurement error. Let primary data set be that containing independent observations
on ðY˜; X ; TÞ and the validation data set be that containing independent observations on
ðY ; Y˜; X ; TÞ; where the exact observations on Y may be obtained by some expensive or
difﬁcult procedures for only a small subset of subjects enrolled in the study. In this paper,
without specifying any structure equations and distribution assumption of Y given Y˜; a
semiparametric dimension reduction technique is employed to obtain estimators of b and gðÞ
based the least squared method and kernel method with the primary data and validation data.
The proposed estimators of b are proved to be asymptotically normal, and the estimator for
gðÞ is proved to be weakly consistent with an optimal convergent rate.
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1. Introduction
Many variables of interest are difﬁcult or expensive to be measured accurately and
hence are usually replaced by surrogate observations, which are available by some
relatively simple measuring methods. Generally, the relationship between the
surrogate variables and the true variables can be rather complicated compared to
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the classical additive error structure usually assumed [7]. Actually, in many practical
settings, it is even difﬁcult to specify the relationship between true variables and their
surrogates. That is, the most realistic situation may be that no error structure or
distribution assumption of true variables given the surrogate variables is speciﬁed.
However, this situation present serious difﬁculties towards obtaining correct
statistical analysis. Biases caused by measurement errors would be difﬁcult to access
accurately without extra observations and information. One solution is to use
validation data. Some examples where validation data are available can be found in
[6,11,21] among others.
With the help of validation data, some statisticians developed statistical inference
techniques based on surrogate data. See, e.g. [1–4,9,11,12,14–16,18,20], among
others. Carroll and Wand [4] developed a semiparametric approach using the kernel
regression technique for logistic measurement error models. Pepe and Fleming [12]
also considered an analogous problem with surrogate a discrete random variable. It
is of interest to extend it to the following partial linear model:
Y ¼ X tbþ gðTÞ þ e; ð1:1Þ
with Y measured erroneously and both explanatory variables measured exactly,
where Y is a scalar response variable, X is a p-variate explanatory vector that enters
the model linearly, X t is its transpose, T is another explanatory variable that enters
in a nonlinear fashion, and takes values in ½0; 1; b is a p  1 vector of regression
parameters, gðÞ is an unknown regression function on ½0; 1; e is a random statistical
error, and given X and T the errors e ¼ Y 	 X tb	 gðTÞ are assumed to be
independent and identically distributed.
If the measurement error in the response is additive, the problem obviously
reduces to the standard partially linear model and hence can be handled with
standard methodology. Let Y˜ be the surrogate variable observed for the true variable
Y : We consider settings where no error equation or distribution assumption of Y
given Y˜ is speciﬁed, but some validation data are available to relate Y and Y˜: In such
cases, the problem of estimating b and gðÞ cannot be handled directly by (1.1) with
standard methodology. To use the surrogate data Y˜’s, we must rewrite model (1.1)
such that Y˜ is related to X and T : Notice that Y˜; X and T have useful information in
predicting the unknown Y : Therefore, it is assumed that X and T are also measured
in validation data set besides Y and Y˜: Let Z ¼ ðY˜; X ; TÞ and uðZÞ ¼ E½Y jZ:
Model (1.1) can then be rewritten as
uðZÞ ¼ X tbþ gðTÞ þ e; ð1:2Þ
where e ¼ e 	 ðY 	 uðZÞÞ: Clearly, (1.2) does not really change model (1.1). Hence, we
can develop statistical inference of b and gðÞ based on (1.2). A natural way to estimate
b and gðÞ is ﬁrst to estimate uðzÞ by kernel regression technique from the validation
data and then to use the standard technique for partly linear models (see, e.g., [17]) with
primary data to estimate b and gðÞ: But, such a semiparametric method would require
a large validation data set, which is difﬁcult or expensive to obtain, in order to be
feasible because of the use of kernel regression with p þ 2 explanatory variables. That
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is, curse of dimension will limit the usefulness of this method. This motivates us to
consider this dimensional reduction model where we suppose
uðzÞ ¼ mðatzÞ;
where mðÞ is an unknown function and a is a ðp þ 2Þ  1 vector of unknown
parameter. a can be ﬁrst estimated by sliced inverse regression (SIR) techniques (see,
e.g., [5,8,10,22]). Then, we can estimate uðzÞ by kernel regression with univariate
explanatory variate with validation data. Finally, the standard techniques for partial
linear models can be used to estimate b and gðÞ: It is proved that the estimator of b is
asymptotically normal and the estimator of gðÞ is weakly consistent with a optimal
rate of convergence.
This paper is organized as follows. We deﬁne the estimator of b and gðÞ in
Section 2, and state the main results in Section 3. In Section 4, we present the proofs
of the main results.
2. Description of methods
Let the primary data set contain N independent and identically distributed
observations of fðY˜j; Xj; TjÞnþNj¼nþ1g: In addition to the primary data set, a validation
data set containing n independent and identically distributed observations of
fðY˜i; Yi; Xi; TiÞni¼1g; which are also independent of the primary sample set, are available.
Denote X¼ðX1; X2;y; XpÞt; RðY Þ¼ðR1ðYÞ;y; Rpþ2ðYÞÞt¼ðE½Y˜jY ; E½X1jY ;y;
E½XpjY ; E½T jY Þt; L1 :¼ CovðRðY ÞÞ ¼ CovðEðZjY ÞÞ; RnðYÞ ¼ ðRn1ðYÞ;y;
Rnpþ2ðY ÞÞt ¼ ðR1ðY ÞfY ðY Þ;y; Rpþ2ðY ÞfY ðY ÞÞt; where fY ðyÞ is the density function
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Let an be the eigenvector corresponding to the maximum eigenvalue of #Ln: By Zhu







































where both K3ðÞ and K4ðÞ are the kernel functions and both h3;N and h4;n are











ðYi 	 X ti b	 *g1;nðTiÞ þ *gt2;nðTiÞbÞ2: ð2:1Þ










ðXi 	 *g2;nðTiÞÞ½Yi 	 *g1;nðTiÞ 	 ðXi 	 *g2;nðTiÞÞtb ¼ 0: ð2:2Þ
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By solving (2.2), it is obtained that





















ðXi 	 *g2;nðTiÞÞðYi 	 *g1;nðTiÞÞ:
We deﬁne the estimator of gðÞ as follows:
#gn;NðtÞ ¼ #g1;NðtÞ 	 #g2;NðtÞ #bn;N : ð2:4Þ
Clearly, one could also deﬁne the estimator of b to be the one which minimizes the
second term at the right-hand side of (2.1). But, this would ignore the information
contained in the primary data. To make up for the loss of accuracy, one can
insteadly increase n; the number of the observations of the exact data which are,
however, expensive and difﬁcult to obtain. Hence, this procedure is impractical
though simple.
For the estimators #bn;N and #gn;NðtÞ; we have the following theorem.
Theorem 2.1. Under all the assumptions listed in Section 4, we haveﬃﬃﬃ
n
p ð #bn;N 	 bÞ-L Nð0;VÞ;
where
V ¼S	1V1S	t;
V1 ¼E½ðuðZÞ 	 X tb	 gðTÞÞ2ðX 	 E½X jT ÞðX 	 E½X jT Þt
þ lE½ðY 	 X tb	 gðTÞÞ2ðX 	 E½X jT ÞðX 	 E½X jT Þt
þ lfE½ðY 	 E½Y jZÞ2ðX 	 E½X jT ÞðX 	 E½X jT Þt
þ 2E½ðY 	 E½Y jZÞðY 	 X tb	 gðTÞÞðX 	 E½X jT ÞðX 	 E½X jT Þtg;
S ¼ 2E½ðX 	 E½X jT ÞðX 	 E½X jT Þt:
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The ﬁrst term in the asymptotic covariance of #bn;N is the contribution of validation
data: the Fisher information for b in validation sample by the regression relationship
between uðZÞ; and X and T : The second term is the Fisher information in the true
observations by the regression relationship between Y ; and X and T : The third term
represents the extra cost due to estimation of the unknown E½Y jZ:
Remark 2.1. The asymptotic covariance of #bn;N can be estimated consistently by











fðYi 	 uˆnðZiÞÞ2ðXi 	 #g2;NðTiÞÞðXi 	 #g2;NðTiÞÞt
þ ðYi 	 X ti #bn;N 	 #gn;NðTiÞÞ2ðXi 	 #g2;NðTiÞÞðXi 	 #g2;NðTiÞÞt
þ 2ðYi 	 uˆnðZiÞÞðYi 	 X ti #bn;N 	 #gn;NðTiÞÞðXi 	 #g2;NðTiÞÞðXi 	 #g2;NðTiÞÞtg:
Theorem 2.2. Under the same conditions of Theorem 3.1, we have





2Þ þ Oðh3;NÞ þ OpðN	
1
2Þ
for any tA½0; 1:
Corollary. Under all the assumptions of the theorem, if h3;N ¼ N	
1
3 we have
#gn;NðtÞ 	 gðtÞ ¼ OpðN	
1
3Þ:
Remark 2.2. The convergent rate of #gn;NðtÞ is the same as the optimal one for the
corresponding nonparametric estimator of regression function (see, e.g., [19]).
3. Simulation results
Without the assumption uðzÞ ¼ mðatzÞ; one may deﬁne the estimator of b; say
#bnn;N ; to be #bn;N with uˆnðzÞ replaced by
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where Kn2 ðÞ is a ðp þ 2Þ-dimensional kernel function and hn2;n is a bandwidth tending
to zero. As pointed in the introduction, ‘‘the curse of dimension’’ limits the use of
this estimator.
In this section, a simulation study was carried out to compare the proposed
estimator #bn;N with #bnn;N and the naive estimator #bNaive which is deﬁned to be #bn;N ;
with uˆnðZkÞ replaced by Y˜k for k ¼ n þ 1; n þ 2;y; n þ N: We considered the partly
linear model Y ¼ X tbþ gðTÞ þ e; where b ¼ 1:30; gðtÞ ¼ 3:5t2 if tA½0; 1; gðtÞ ¼ 0
otherwise. It is assumed that X and T follow the standard normal distribution and
the uniform distribution on ½0; 1; respectively. The surrogates Y˜ were generated as a
standard w2 with one degree of freedom, while e given Z ¼ ðX ; T ; Y˜Þ was normally
distributed with mean ðatZÞ2 	 X tb	 gðTÞ and variance d2 ¼ 1: We let a ¼
ð0:752; 0:372; 0:105Þt; and we estimate a using an given in Section 2. The simulation
were run with validation data and primary data sizes of ðn; NÞ ¼ ð30; 150Þ;
ð60; 300Þ; ð60; 150Þ; ð120; 300Þ; ð30; 600Þ and ð60; 1200Þ; respectively. In the
simulation study, h1;n; h2;n; h
n























ð1	 2u2 þ u4Þ; 	1pup1;
0 otherwise;
(
Kn2 ðzÞ ¼ K2ðz1ÞK2ðz2ÞK2ðz3Þ
and K3ðuÞ ¼ K4ðuÞ ¼ 12 I ½	1pup1 were used to calculate RnbðY Þ; uˆnðÞ; uˆ *n ðÞ and
the weights WNjðtÞ; j ¼ n þ 1;y; n þ N and WniðtÞ; i ¼ 1; 2;y; n; respectively. The
simulation results are presented in following Tables 1–3 to compare the bias and
standard deviation (SD) of #bn;N with #bnn;N and #bNaive: The bias and SD are computed
from 1000 simulated data sets of each size ðn; NÞ: That is, 1000 estimates were
computed to yield the results in the tables.
From the simulation results, the naive estimator has serious bias and bigger SD
than the proposed estimator. Comparing the proposed estimator with #bnn;N ; #bn;N
outperforms #bnn;N in terms of the bias and SD. On the other hand, the simulation
study illustrates that the change of size of validation set yields bigger effect on the
proposed estimators than that of the surrogate set.
4. Assumptions and proofs of theorems
The model considered here is rather complicated. In order to prove our results, we
must impose assumptions for X ; T ; Y ; Y˜; e; gðÞ; uðÞ; E½uðzÞjT ¼ t; E½X jT ¼ t;S;R;
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Rn; KiðÞ for i ¼ 1; 2; 3; 4 and hi;n for i ¼ 1; 2; 4; hN;3; etc. Hence, a large numbers of
assumptions are needed in the proofs of the theorems. Before stating these
assumptions, we introduce the following notations.
Let g1ðtÞ ¼ E½uðZÞjT ¼ t; g2ðtÞ ¼ E½X jT ¼ t: Denote by g2rðÞ and Xir the rth
component of g2ðÞ and Xi; i ¼ 1; 2;y; n; r ¼ 1; 2;y; p: Let jja 	 bjj ¼
P jai 	 bij
for any vectors a and b; where ai and bi are the ith component of a and b;
respectively.
We will prove our theorem in the following assumptions:




Estimate ðbÞ ðn; NÞ
(30, 150) (60, 300)
Bias SD Bias SD
#bn;N 0.0897 0.7033 0.0568 0.3513
#bnn;N 0.1124 1.1405 0.1055 0.9202
#bNaive 	1.1722 1.9586 	1.1281 1.5839
Table 2
l ¼ 2:5
Estimate ðbÞ ðn; NÞ
(60, 150) (120, 300)
Bias SD Bias SD
#bn;N 0.0645 0.4546 0.0351 0.2629
#bnn;N 0.1019 0.9241 0.0932 0.6810
#bNaive 	1.1054 1.7017 	1.1813 1.1743
Table 3
l ¼ 20
Estimate ðbÞ ðn; NÞ
(30, 600) (60, 1200)
Bias SD Bias SD
#bn;N 0.0753 0.6058 0.0341 0.3129
#bnn;N 0.1088 0.9543 0.0816 0.7804
#bNaive 	1.3052 1.5792 	1.3294 0.8563
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(A.X) supt E½X 21rjT ¼ toN and EX 41roN for r ¼ 1; 2;y; p:
(A.Y) supzAZ E½Y 2jZ ¼ zoN:
ðA: *YÞ EjY˜j4oN:
(A.Z) The density of Z; say fZðzÞ; has bounded partial derivative of order
one and satisﬁes NPðfZðZÞoZNÞ-0 for some positive constant
sequence ZN40 tending to zero.
(A.e) E½ejZ ¼ 0 and supzAZ E½e2jZ ¼ zoN:
ðA:SÞ E½ðX 	 E½X jT ÞðX 	 E½X jT Þt is a positive deﬁnite matrix.
(A.u) uðÞ has bounded partial derivative of order one.
ðA:K1Þ K1ðÞ is symmetric about 0 with bounded support ½	1; 1; and is a
kernel function of order 4.
ðA:K2Þ K2ðÞ is a bounded nonnegative kernel function of order one with
bounded support.
ðA:K3K4Þ K3ðÞ and K4ðÞ are bounded kernel function with bounded support.





oc1o14	 c2; and the notation ‘‘B’’ means that
two quantities have the same coverage order.
ðA:h3;Nh2;nÞ h2;n
h3;N












ðA:h4nÞ nh4n-N and nh44n-0:
(A.Nn) N
n
-l; where l is a nonnegative constant.
ðA:Rn) Rni ðyÞ for i ¼ 1; 2;y; p þ 2; and fY ðyÞ are 3-times differentiable and
their third derivatives satisfy the following conditions: there exists a
neighborhood of the origin, say U ; and a constant c40 such that, for
any uAU
jf ð3ÞY ðy þ uÞ 	 f ð3ÞY ðuÞjp cjuj;
jR* ð3Þi ðy þ uÞ 	 R*
ð3Þ
i ðuÞjp cjuj; i ¼ 1; 2;y; p þ 2:
(A.R) (i) For pair 1pi; lpp þ 2 and for any uAU





ERiðY ÞRlðYÞI ½fY ðY Þob ¼ oð1Þ as n-N; for 1pi; lpd;
where I ½ is the indicator function and b satisﬁes ðA:h1;nÞ:
In what follows, we will ﬁrst prove Theorem 2.1 based on the above assumptions.
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Remark 4.1. Assumptions ðA:RnÞ; (A.R), (A.X), ðA: *YÞ; ðA:K1Þ; ðA:h1nÞ are used by
Zhu and Fang [22] to prove the root n consistency of an:
Note that











ðXi 	 *g2;nðTiÞÞðYi 	 *g1;nðTiÞ 	 ðXi 	 *g2;nðTiÞÞtbÞ:
To prove theorems, we ﬁrst prove the following lemmas.































ek ¼ ek 	 ðYk 	 uðZkÞÞ ¼ uðZkÞ 	 X tkb	 gðTkÞ:
We have






ðXk 	 #g2;NðTkÞÞ gðTkÞ 	
XnþN
j¼nþ1
WNjðTkÞðuðZjÞ 	 X tj bÞ
" #
;
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0; i ¼ 1; 2 ð4:3Þ
and








































WNjðTkÞðg2ðTkÞ 	 g2ðTjÞÞðu˜nðZkÞ 	 uðZkÞÞ
:¼AN;4 þ rN;3 þ rN;4: ð4:5Þ
By the appendix, we have
rN;i ¼ opðN	
1












































ðXk 	 E½XkjTkÞ ðl˜ðZkÞ 	 fZðZkÞuðZkÞÞðfZðZkÞ 	 f˜ZðZkÞÞ
fZðZkÞf˜ZðZkÞ
:
























:¼AN;6 þ rN;6 þ rN;7: ð4:9Þ
By the appendix, we have
rN;i ¼ opðN	
1
2Þ; i ¼ 6; 7: ð4:10Þ
Combining (4.2)–(4.10), we get
A˜n;NðbÞ ¼ AN;6 þ AN;5 þ opðN	
1
2Þ: ð4:11Þ
This proves Lemma 4.1. &
Similarly, we can prove the following Lemma 4.2.






ðXi 	 E½XijTiÞei þ opðn	
1
2Þ:
Lemma 4.3. Under conditions of Theorem 2.1, we haveﬃﬃﬃﬃ
N
p
ðA˜nðbÞ þ A˜n;NðbÞÞ-L Nð0; V˜Þ
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where
V˜ ¼E½ðuðZÞ 	 X tb	 gðTÞÞ2ðX 	 E½X jT ÞðX 	 E½X jT Þt
þ lfE½ðY 	 E½Y jZÞ2ðX 	 E½X jT ÞðX 	 E½X jT Þt
þ E½ðY 	 X tb	 gðTÞÞ2ðX 	 E½X jT ÞðX 	 E½X jT Þt
þ 2E½ðY 	 E½Y jZÞðY 	 X tb	 gðTÞÞðX 	 E½X jT ÞðX 	 E½X jT Þtg:
Proof of Lemma 3.3. Let Uk ¼ ðek; ZkÞ; Vi ¼ ðYi; ZiÞ; i ¼ 1; 2;y; n; k ¼
n þ 1;y; n þ N; and
CnðUk; Vi; h2;nÞ ¼ ðXi 	 E½XijTiÞei þ ðXk 	 E½XkjTkÞek
þ


















CnðUk; Vi; h2;nÞ þ opð1Þ: ð4:12Þ
For any p-dimensional vector g; let











Clearly, Un;N is a two sample statistic and
E½cnðU ; V ; h2;nÞjV -gtðX 	 E½X jT ÞðY 	 E½Y jZÞ
þ gtðX 	 E½X jT Þe: ð4:13Þ
By (A.u) and ðA:K2Þ; it follows that
E½cnðU ; V ; h2;nÞjU -gtðX 	 E½X jT Þe
þ
gtðX 	 E½X jT Þ R ðuðzÞ 	 uðZÞÞK2ðatðz	ZÞh2;n Þ dz
h2;nfZðZÞ
- gtðX 	 E½X jT Þe: ð4:14Þ
Notice that
E½cnðU ; V ; h2;nÞ ¼ EfE½fnðU ; V ; h2;nÞjU g
¼ E
gtðX 	 E½X jT Þ R ðuðzÞ 	 uðZÞÞK2ðatðz	ZÞh2;n Þ dz
h2;nfZðZÞ ð4:15Þ
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and Z















where Zi and vi are the ith component of Z and v; and y ¼ ðy1;y; ypþ2Þ with
0oyio1: By (A.u), ðA:K2Þ; (4.15), and (4.16), it follows that
jE½cnðU ; V ; h2;nÞjpCh2;n: ð4:17Þ
By conditions (A.Nn), and nh2n-0 which is implied ðA:h2;nÞ; we haveﬃﬃﬃﬃ
N
p
EcnðU ; V ; h2;nÞ-0: ð4:18Þ














V1 ¼E½ðuðZÞ 	 X tb	 gðTÞÞtgtðX 	 E½X jT ÞðX 	 E½X jT Þtg
þ lfE½ðY 	 E½Y jZÞ2gtðX 	 E½X jT ÞðX 	 E½X jT Þtg
þ E½ðY 	 X tb	 gðTÞÞ2gtðX 	 E½X jT ÞðX 	 E½X jT Þtg
þ 2E½ðY 	 E½Y jZÞðY 	 X tb	 gðTÞÞgtðX 	 E½X jT ÞðX 	 E½X jT Þtgg:
This together with (4.12) proves Lemma 4.3 since g is any p-dimensional vector.





where S ¼ 2E½ðX 	 E½X jT ÞðX 	 E½X jT Þt:
Proof. This proof is similar to that of Lemma A.2 of Wang [20]. &
Proof of Theorem 3.1. Notice thatﬃﬃﬃﬃ
N
p









ð #S	1n;N 	 S	1ÞðA˜nðbÞ þ A˜n;NðbÞÞ: ð4:19Þ
Eq. (4.19), Lemmas 4.3 and 4.4 together prove Theorem 3.1. &
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Proof of Theorem 3.2. Notice that

















:¼ RN1 þ RN2 þ RN3 þ RN4: ð4:21Þ






2Þ; RNi ¼ OpððNhNÞ	
1
2Þ; i ¼ 2; 3 and ERN4 ¼ OðhNÞ: This together with
(4.21) yields that





2Þ þ OðhNÞ: ð4:22Þ
Similarly, we can prove that
#g2;NðtÞ 	 g2ðtÞ ¼ OpððNhNÞ	
1
2Þ þ OðhNÞ: ð4:23Þ
Theorem 3.1 implies that
#bn;N 	 b ¼ OpðN	
1
2Þ: ð4:24Þ
Eqs. (4.20)–(4.24) together prove Theorem 3.2. &
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Appendix
In the appendix, we will prove (4.3), (4.4), (4.6), (4.8), (4.10) by the conditions of
Lemma 4.1. To do so, the following Lemma A.1 due to Wang [20] is needed.
Lemma A.1. Under assumptions (A.r) and ðA:K3K4Þ; we have as NhN-N
(a) E½WNjðTiÞgpcðNghNÞ	1; g ¼ 2; 4; i; j ¼ n þ 1;y; n þ N;
(b) E½WNjðtÞgpcðNghNÞ	1; g ¼ 2; 4; i; j ¼ n þ 1;y; n þ N:
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N;1i; r ¼ 1; 2;y; p: ðA:1Þ
Employing conditions (A.g), ðA:K3K4Þ and (A.r), Lemma A.1 and Dharmadhi-

















Similarly, we can prove





























EfW 2NjðTkÞE½ðXkr 	 E½XkrjTkÞ2jTkg
pCðNhNÞ	1-0: ðA:5Þ
Similarly, we can prove
Ejr½rN;16jpCðNhNÞ	1-0: ðA:6Þ






































WNj1ðTkÞWNj2ðTkÞðE½Xj1 jTj1  	 Xj1Þ
 ðuˆnðZj2Þ 	 uðZj2ÞÞ
:¼ rN;21 þ rN;22 þ rN;23: ðA:8Þ
Recalling the deﬁnition of uˆnðÞ; rN;21 can be represented as
rN;21 ¼ rN;211 þ rN;212; ðA:9Þ
where rN;211 and rN;212 are rN;21 with uðÞ replaced by u˜nðÞ and rN;21 with uˆnðÞ
replaced by u˜nðÞ; respectively.
By Theorem 2 of Zhu and Fang [22], we have
#an 	 a ¼ Opðn	
1
2Þ: ðA:10Þ
Hence, the same arguments as those used in the proof of Theorem 3.3 of Ha¨rdle and








5-N; which is implied by ðA:h3;NÞ: Employing (A.10) and (A.11), standard
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Similarly, we can prove
rN;2i-
p
0; i ¼ 2; 3: ðA:15Þ






Eqs. (A.7) and (A.16) together prove (3.2). &
Proof of (4.4). Notice that




ðXk 	 #g2;NðTkÞÞðuˆnðZkÞ 	 u˜nðZkÞÞ: ðA:17Þ
Using the inequality used in the proof of Theorem 3.3 of Ha¨rdle and Stoke (1989)
and (A.10), the similar arguments to those used in the proof of (A.16) can be applied
to the proof of (4.4). The detail is omitted. &
Proof of (4.6). Using similar arguments to Wang [20], we can prove (4.6). &
Proof of (4.8). Eq. (4.8) can be proved following the proof of (A.46) in [20] line by
line. &





























Notice that (C.e) (i) implies E½ejX ; T  ¼ 0; and (A.e) (ii) and (A.Y) imply that





E½WNjðTkÞðXjr 	 E½XjrjTjÞ2E½e2kjXkr; Tkr
 ( )







EfW 2NjðTkÞE½ðXj 	 E½XjjTj Þ2jTjg
pCðNhNÞ	1:
Eqs. (A.18) and (A.19) together prove (4.10). &
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