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1. Introduction
Two standard invariants used to study the fundamental group of the complement
X of a hyperplane arrangement are the Malcev (i.e. unipotent) completion of its
fundamental group π1(X, x0) and the cohomology groups H
•(X,Lρ) with coeffi-
cients in rank one local systems. In this paper, we develop a tool that unifies these
two approaches. This tool is the Malcev completion of π1(X, x0) relative to a ho-
momorphism ρ : π1(X, x0) → (C
∗)N . This is a prosolvable group that generalizes
the Malcev completion of π1(X, x0) and is tightly controlled by the cohomology
groups H1(X,L
ρ
k1
1 ···ρ
kN
N
).
1.1. Relative Malcev Completion. Let ρ : π1(X, x0) → (C
∗)N be a represen-
tation. Let Dρ denote the Zariski closure of the image of ρ in G
N
m. The Malcev
completion of π1(X, x0) relative to ρ is a proalgebraic group over C (i.e., inverse
limit of algebraic groups) that is an extension
1 −→ Uρ −→ Sρ −→ Dρ −→ 1
of Dρ by a prounipotent group Uρ. It is equipped with a Zariski dense homomor-
phism θρ : π1(X, x0) → Sρ that lifts ρ, and it is a characterized by the following
universal property. Suppose that the affine algebraic group S is an extension
1 −→ U −→ S −→ Dρ −→ 1
1
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of Dρ by a unipotent group U and that θ : π1(X, x0)→ S lifts ρ:
π1(X, x0)
θ

ρ
$$I
II
II
II
II
S // Dρ.
Then there is a unique map Sρ → S such that the diagram
π1(X, x0)
θρ
//
θ
$$I
II
II
II
II
I
Sρ

S
commutes.
If ρ is the trivial homomorphism, then Dρ is the trivial group, and Sρ is the
standard Malcev completion of π1(X, x0). This is the prounipotent group whose
Lie algebra is the completion h∧ of Kohno’s [19] holonomy Lie algebra
h =
L(H1(X,C))
〈im ∂〉
,
where ∂ : H2(X,C) →
∧2H1(X,C) is the dual of the cup product, and 〈im ∂〉 is
the ideal generated by the image of ∂.
The relative Malcev completion of the fundamental group of a knot complement
was studied by Miller [20].
1.2. The Pronilpotent Lie Algebra. The exponential and logarithm maps de-
termine an equivalence of categories between prounipotent algebraic groups and
pronilpotent Lie algebras. In particular, the prounipotent group Uρ corresponds to
a pronilpotent Lie algebra uρ . Each character α of Dρ determines a one dimensional
representation Vα of Dρ and a rank one local system Vα on X with monodromy
given by the character α ◦ ρ : π1(X, x0)→ C
∗.
If u is any pronilpotent Lie algebra, then u is strongly controlled by H1(u) and
H2(u). As described in the proof of Proposition 7.1 of [15], there is a Dρ-equivariant
isomorphism
(1)
∏
α∈D∨ρ
H1(X,Vα)
∗ ⊗ Vα ∼= H1(uρ)
and a Dρ-equivariant surjection
(2)
∏
α∈D∨ρ
H2(X,Vα)
∗ ⊗ Vα −→ H2(uρ).
Rational homotopy theory provides several equivalent methods for constructing a
pronilpotent Lie algebra from a connected commutative differential graded algebra
(e.g. bar construction, formal power series connections, and minimal models). The
Lie algebra uρ is the pronilpotent Lie algebra constructed from the commutative
differential graded algebra
E•(X,Oρ) =
⊕
α∈D∨ρ
E•(X,Vα)⊗ V
∗
α
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This algebra has a product that we describe in Section 5.6. If ρ has Zariski dense
image in GNm, then
E•(X,Oρ) =
⊕
k∈ZN
E•(X,L
ρ
k1
1 ···ρ
kN
N
)q−k11 · · · q
−kN
N .
Standard results of rational homotopy theory imply that the Lie algebra uρ is
quadratically presented if and only if the differential graded algebra E•(X,Oρ)
is 1-formal. In particular, if uρ is quadratically presented, then all Massey triple
products of 1-forms must vanish modulo their indeterminacies. If ρ is the trivial
representation, then Dρ is the trivial group and E
•(X,Oρ) = E
•(X,C). Thus,
uρ = u1 is the completion h
∧ of Kohno’s [19] holonomy Lie algebra h, which is
quadratically presented. As the next theorem shows, E•(X,Oρ) is not, in general,
1-formal.
Let X ⊂ C2 denote the complement of the braid arrangement B, and let T =
H1(X,C∗) denote its character torus. The intersection of B with R2 is shown below.
Let the hyperplanes be numbered as indicated.
1 2 5
3
4
Figure 1. The braid arrangement B
Theorem 1.1. There exist infinitely many ρ ∈ T2 for which H•(X,Oρ) has a
nonzero Massey triple product of degree-one elements. Thus, the commutative dif-
ferential graded algebra E•(X,Oρ) is not 1-formal and therefore the pronilpotent
Lie algebra uρ is not quadratically presented. 
1.3. Completion and Characteristic Varieties. For each i ≥ 0, the character
torus has a filtration
T = V i0(X) ⊃ V
i
1(X) ⊃ . . .
by characteristic (sub)varieties of T, where
V im(X) := {ρ ∈ T : dimH
i(X,Lρ) ≥ m}.
There is a similar stratification of TN defined by
V iN,m(X) := {(ρ1, . . . , ρN ) ∈ T
N : dimHi(X,Lρ1···ρN ) ≥ m}.
In [1], Arapura proved a general result that implies that the subvariety V iN,m(X)
of TN is the union of translates of subtori of TN by torsion characters.
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If ρ ∈ TN , then the universal property of the relative Malcev completion Sρ gives
a surjection Sρ −→ Dρ × π1(X, x0)
un of groups, where π1(X, x0)
un is the Malcev
completion of π1(X, x0). Thus, there is a surjection Sρ → π1(X, x0)
un, which is an
isomorphism if ρ is the trivial representation. Consequently, we may view Sρ as a
kind of “deformation” of π1(X, x0)
un over TN .
In Section 10, we examine exactly how Sρ depends on ρ. The first result in this
direction is the following theorem.
Theorem 1.2. If X is the complement of an arrangement of hyperplanes in a com-
plex vector space and two distinct hyperplanes intersect, then Sρ ∼= Dρ×π1(X, x0)
un
for general1 ρ ∈ TN .
If ρ lies in the characteristic variety V1N,1(X), then Sρ is not isomorphic to
Dρ × π1(X, x0)
un.
1.4. The Problem with (A•,−aωT ). Suppose that X is the complement of an
arrangement of n hyperplanes in a complex vector space V . Choose a linear function
Lj on V whose vanishing set is the j-th hyperplane. Set ωj = (2πi)
−1dLj/Lj. This
is a closed holomorphic 1-form on X with integral periods. Let A• denote the
subalgebra of E•(X,C) generated by the forms ωj . This is the complexified Orlik-
Solomon algebra of the arrangement.
Define ω = (ω1, . . . , ωn), and let ω
T denote the transpose of ω . Given a ∈ Cn,
set aωT = a1ω1 + · · · + anωn. This is an element of H
1(X,C). Its exponential
ρ = exp(aωT ) is an element of T. Let ∇a denote the connection on the trivial line
bundle C × X → X defined by ∇aσ = dσ − (aω
T )σ for σ ∈ E0(X). There is a
natural inclusion
(A•,−aωT ) →֒ E•(X,Lρ).
of complexes. Though the product in A• induces a product in H•(A•,−aωT ), the
algebra (A•,−aωT ) is not a differential graded algebra. The cup product of two
elements of H•(X,Lρ) lies in H
•(X,Lρ2). If ζ and ψ are elements of (A
•,−aωT ),
then ζ ∧ ψ is an element of the complex (A•,−2aωT ). The diagram
(A•,−aωT )⊗C (A
•,−aωT )

∧
//(A•,−2aωT )

E•(X,Lρ)⊗C E
•(X,Lρ)
∧
//E•(X,Lρ2)
commutes, and all maps are chain maps. That is, although the cup product of two
elements in (A•,−aωT ) is an element of this same complex, it is more naturally an
element of the complex (A•,−2aωT ). Thus, it is natural to define
A•a =
⊕
k∈Z
A•q−k.
This is a commutative differential graded C-algebra, where the differential is given
on the k-th component by left multiplication by −kaωT . It is graded by degree of
differential forms.
In general, if a is any element ofMN×n(C), then aω
T is an element ofH1(X,CN ).
Thus, ρ = exp(aωT ) is an element of TN . If k ∈ ZN , then kaωT is an element of
1Those ρ ∈ Y which lie in an intersection of countably many Zariski open sets.
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A•. In this case, we define
A•a =
⊕
k∈ZN
A•q−k11 · · · q
−kN
N .
As above, this is a commutative differential graded C-algebra, where the differen-
tial is given on the k-th component by left multiplication by −kaωT . There is a
canonical homomorphism
A•a −→ E
•(X,Oρ)
of commutative differential graded algebras, which is an inclusion when ρ has Zariski
dense image in GNm.
Theorem 1.3. If V is a vector subspace of MN×n(C), then there is a countable
collection {Wj} of proper affine subspaces of V that do not contain 0 with the
following property. If a ∈ V−
⋃
jWj and ρ = exp(aω
T ) has Zariski dense image in
GNm, then the induced homomorphism H
•(A•a) −→ H
•(X,Oρ) is an isomorphism.
Recall that Theorem 1.1 says that when X is the complement of the braid ar-
rangement in C2, there exists ρ ∈ T2 such that H1(X,Oρ) has a nonvanishing
Massey triple product of degree-one elements. To prove Theorem 1.1, we apply
Theorem 1.3 and then exhibit a nonvanishing Massey triple product in H2(A•a) for
a 2 by 5 matrix a.
In addition, we use Theorem 1.3 to give conditions under which Sρ is combina-
torially determined.
1.5. When Sρ is Combinatorially Determined. Let X denote the complement
of an arrangement of hyperplanes in a complex vector space, and let h denote its
holonomy Lie algebra. Let h∧ denote its completion with respect to degree. Then
h∧ is the pronilpotent Lie algebra constructed from the differential graded algebra
E•(X) by the methods of rational homotopy theory. Let A• denote the complexified
Orlik-Solomon algebra of X . The inclusion A• →֒ E•(X) is a quasi-isomorphism
[23]. Thus, h∧ can also be constructed from the differential graded algebra A•. The
Orlik-Solomon algebra is determined by the intersection poset of the hyperplane
arrangement. Thus, the pronilpotent Lie algebra h∧ is also determined by the inter-
section poset. The Malcev completion π1(X, x0)
un is the unique prounipotent group
whose Lie algebra is h∧. Thus, π1(X, x0)
un is determined by the intersection poset
of the arrangement. For this reason, we say that π1(X, x0)
un is combinatorially
determined.
It is natural to ask whether, in general, the isomorphism class of the relative Mal-
cev completion Sρ is combinatorially determined. The first result in this direction
is given in Theorem 1.2, which implies that if two distinct hyperplanes intersect,
then Sρ ∼= Dρ × π1(X, x0)
un for general ρ ∈ T. For such ρ, the relative Malcev
completion Sρ is combinatorially determined. This generalizes to any subtorus of
the character torus T that contains the trivial character.
Theorem 1.4. If Y is a subtorus of T that contains the trivial character, then the
isomorphism class of the relative Malcev completion Sρ is combinatorially deter-
mined for general ρ ∈ Y .
We do not know whether Sρ is always combinatorially determined. The isomor-
phism (1) and the surjection (2) of Lie algebra homologies suggest that the question
of whether Sρ is combinatorially determined is related to the question of whether
characteristic varieties are combinatorially determined.
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Theorem 1.5. If the isomorphism class of the relative Malcev completion Sρ is
combinatorially determined for all ρ ∈ T, then the characteristic variety V1m(X) =
{ρ ∈ T | dimCH
1(X,Lρ) ≥ m} = 0 is combinatorially determined.
1.6. Constancy Over Characteristic Varieties. Let Y be an irreducible sub-
variety of TN . In Section 10, we examine how Sρ deforms as ρ ∈ Y varies. One
natural and interesting choice for Y is an irreducible component of the characteristic
variety V iN,m(X).
There is an affine group scheme SY over Y such that for Y = {ρ}, SY is the
Malcev completion of π1(X, x0) relative to ρ. Let O(Y ) denote the coordinate ring
of Y . There is a homomorphism
θY : π1(X, x0) −→ SY (O(Y ))
into the group of O(Y )-rational points of SY . For each ρ ∈ Y , there is a homo-
morphism Sρ → SY ⊗O(Y ) Cρ of affine group schemes over C, where Cρ is the
residue field associated to ρ. This residue field is naturally a quotient of O(Y ).
The diagram
π1(X, x0)
θY

θρ
// Sρ(C)

SY (O(Y )) // SY (Cρ)
commutes.
Theorem 1.6. If there exists ̺ ∈ Y such that D̺ contains imρ for all ρ ∈ Y , then
the homomorphism
Sρ −→ SY ⊗O(Y ) Cρ
is an isomorphism for general ρ ∈ Y .
Remark 1.7. If Y is an irreducible subvariety of T that has positive dimension,
then the general ρ ∈ Y has Zariski dense image in Gm. Thus, if N = 1, then the
hypotheses of the theorem are always satisfied.
1.7. Acknowledgements. I would like to thank my advisor, Richard Hain, for his
guidance and encouragement. He has helped to instill in me a love of mathematics
and an appreciation for rigorous and creative accomplishment.
2. Notation and Conventions
For the convenience of the reader, this section is an outline of the basic conven-
tions that will be used.
All differential forms are assumed to be complex-valued. For a manifold X ,
E•(X) denotes E•(X,C).
We multiply paths in their natural order. That is, if γ, β : [0, 1]→ X are paths in
a topological space X such that γ(1) = β(0), then the path γβ is given by (γβ)(t) =
γ(2t) for 0 ≤ t ≤ 12 and (γβ)(t) = β(2t− 1) for
1
2 ≤ t ≤ 1. If (X˜, x˜0) → (X, x0) is
a pointed universal covering of X , then π1(X, x0) acts on the left of X˜.
All schemes and varieties are assumed to be affine.
If G is an affine group scheme over a commutative ring R, then all G-modules
are assumed to be right G-modules.
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If n is an integer, elements of Cn are 1 by n vectors with entries in C. If w ∈ Cn,
we let wT denote its transpose. Thus, if k ∈ CN , w ∈ Cn, and a is an N by n
matrix with entries in C, then kawT is a complex number.
Suppose that X is the complement of an arrangement of n hyperplanes in a
complex vector space V . For j = 1, . . . , n, choose a linear function Lj on V whose
vanishing set is the j-th hyperplane. Set ωj = (2πi)
−1dLj/Lj. This is a closed
holomorphic 1-form on X . Set ω = (ω1, . . . , ωn), and let ω
T denote the transpose
of ω. If a is an N by n matrix with entries in C, then aωT is a closed holomorphic
1-form on X with entries in CN . If k ∈ ZN , then kaωT is a closed holomorphic
1-form on X with entries in C.
3. Hyperplane Arrangements and Characteristic Varieties
This section is a review of some basic facts about the topology of complements
of hyperplane arrangements.
3.1. Hyperplane Arrangements. Let {K1, . . . ,Kn} be an affine hyperplane ar-
rangement in a complex vector space V of dimension ℓ. The complement X =
V −
⋃n
j=1Kj is affine and therefore has the homotopy type of a CW complex of
dimension at most ℓ [21, Theorem 7.2].
Suppose that x0 ∈ X . Let Lj be a defining equation for Kj, and set ωj =
(2πi)−1dLj/Lj. This is a closed holomorphic 1-form on X whose periods are inte-
gers. Set ω = (ω1, . . . , ωn), and let ω
T denote the transpose of ω. If a is an N by
n matrix with entries in an additive abelian group A, and if k ∈ ZN , then kaωT is
a closed 1-form on X with values in A. The Zariski-Lefschetz theorem [11] implies
that there are generators γ1, . . . , γn of π1(X, x0) such that∫
γj
ωk = δjk.
It follows from work of Brieskorn [3] that if A is an abelian group under addition,
then there is a natural isomorphism An
≃
−→ H1(X,A) given by a 7→ aωT . In
particular, the character group H1(X,C∗) is naturally isomorphic to the torus
(C∗)n.
Denote by A• the subalgebra of E•(X) generated by the forms ω1, . . . , ωn. This
algebra is due to Brieskorn and is known as the complexified Orlik-Solomon algebra.
Brieskorn’s theorem [3] implies that the homomorphism A• → H•(X,C) is an
isomorphism.
3.2. Local Systems and Characteristic Varieties. Define T to be the character
torus T := H1(X,C∗). For each ρ ∈ T, define Lρ to be the rank one local system on
X with monodromy ρ. Choose a ∈ Cn such that ρ = exp(aωT ). Then a determines
a connection ∇a on the trivial line bundle C×X → X via the formula
∇aσ = dσ − (aω
T )σ
for σ ∈ E0(X,C). It is flat because d(aωT ) = (aωT )∧ (aωT ) = 0. The monodromy
representation of ∇a is ρ. Consequently, there is an isomorphism Lρ ∼= (C×X,∇a)
of flat line bundles on X .
If a ∈ Cn, then aωT is an element of A•. Thus, left multiplication by −aωT
determines a differential on A•, which will be denoted −aωT . The resulting complex
(A•,−aωT ) is then a subcomplex of (E•(X),∇a). Let K̂j denote the closure of Kj
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in P(V ⊕ C). Define K̂0 = P(V ) to be the hyperplane at infinity in P(V ⊕ C). Set
a0 = −a1− · · · − an. A subset S of P(V ⊕C) that is the intersection of a collection
of the hyperplanes K̂j is said to be dense if the subarrangement consisting of all
K̂j containing S is not the product of two nonempty subarrangements. Given such
a subset S and a positive integer M , define a linear polynomial λS,M on C
n by
λS,M (a) =M −
∑
S⊂ bKj
aj .
Theorem 3.1 (Esnault, Schechtman, and Viehweg, [9]). If a ∈ Cn and λS,M (a) 6=
0 for all dense S and positive integers M , then the inclusion
(A•,−aωT ) →֒ (E•(X),∇a)
of complexes induces an isomorphism on cohomology. 
For each i ≥ 0, the character torus has a filtration
T = V i0(X) ⊃ V
i
1(X) ⊃ . . .
by characteristic (sub)varieties of T, where
V im(X) := {ρ ∈ T : dimH
i(X,Lρ) ≥ m}.
There is a similar stratification of TN defined by
V iN,m(X) := {(ρ1, . . . , ρN ) ∈ T
N : dimHi(X,Lρ1···ρN ) ≥ m}.
In [1], Arapura proved the following theorem, which relies on and is closely related
to work of Green and Lazarsfeld [12] and Simpson [27].
Theorem 3.2. If X is a smooth quasi-projective variety, then the characteristic
variety V iN,m(X) is the union of translates of subtori of T
N by torsion characters.
It follows from the results in Yuzvinsky’s paper [32] that if X is the comple-
ment of an arrangement of hyperplanes in a complex vector space and two distinct
hyperplanes intersect, then V1N,1(X) is a proper subvariety of T
N .
4. Affine Group Schemes
Several of the basic objects in this paper are affine group schemes, either because
their coordinate rings are not finitely generated or because they are defined over
the ring of functions on a subvariety of a characteristic variety.
Let R be a commutative ring with identity. Throughout this paper, we assume
that all algebras are commutative and have a multiplicative identity. The category
of affine schemes over R is by definition the opposite category of the category of
commutative R-algebras:
{affine schemes over R} = {commutative R-algebras}op.
If A is an R-algebra, the corresponding affine scheme is denoted SpecA. If X is
an affine scheme over R, the corresponding R-algebra is denoted O(X). If X and
Y are affine schemes over R, morphisms X → Y are R-algebra homomorphisms
O(Y )→ O(X). Each affine scheme X over R gives rise to a set-valued functor
X : AlgR −→ Sets
that takes the R-algebra A to its set
X(A) = HomR(O(X), A) ,
of A-rational points.
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An affine group scheme over R is a group object in the category of schemes
over R. The category of affine schemes over R is opposite to the category of Hopf
algebras over R. That is, if G is an affine group scheme over R, then O(G) is a
Hopf algebra over R. Conversely, if A is a Hopf algebra over R, then SpecA is an
affine group scheme over R.
If G is an affine group scheme over R and A is any R-algebra, then the set G(A)
of A-rational points of G is a group.
Example 4.1. The ring R[q±1j ] = R[q
±1
1 , . . . , q
±1
N ] of Laurent polynomials is a Hopf
algebra over R. The comultiplication is given by ∆(qj) = qj ⊗ qj , the antipode by
λ(qj) = q
−1
j , and the counit by ǫ(qj) = 1. Let G
N
m/R = SpecR[q
±1
j ] denote the
corresponding affine group scheme. For each R-algebra A, there is a canonical
isomorphism GNm/R(A)
∼= (A×)N of groups. In particular, when R = C, the group
GNm/C(C) is (C
∗)N . If R is a field, we denote the affine group scheme GNm/R by G
N
m.
If R is the coordinate ring of an affine variety Y , we write GNm/Y for this group
scheme.
Example 4.2. Let r be a positive integer, and let F be a field. Consider the
Hopf algebra F [q]/(qr − 1), which has comultiplication ∆q¯j = q¯j ⊗ q¯j , antipode
λ(q¯j) = q¯−j , and counit ǫ(q¯j) = 1. The affine algebraic group scheme µr =
SpecF [q±1]/(qr − 1) sends each F -algebra to its group of r-th roots of unity.
Let G be an affine group scheme over R. If A is an R-algebra, then O(G)⊗R A
is a Hopf algebra over A. We define
G⊗R A = Spec(O(G) ⊗R A).
This is an affine group scheme over A. Equivalently, the functor G ⊗R A from
A-algebras to groups is the restriction of the functor G to A-algebras [30, Section
1.6].
If O(G) is a finitely generated R-algebra, then G is called algebraic. If G is
the limit of an inverse system of affine algebraic group schemes, then G is called
proalgebraic.
Suppose that A is an R-algebra and that K is a subset of G(A). We define the
Zariski closure of K in G to be the intersection of all affine subschemes Gα of G
over R such that K ⊂ Gα(A). This is a group subscheme of G.
4.1. Right Modules and Representations. An R-module M is a (right) G-
module if it is equipped with an R-module map φ : M → O(G) ⊗R M such that
(I ⊗ φ) ◦ φ = (∆⊗ I) ◦ φ and (ǫ ⊗ I) ◦ φ = I. If R is a field, then M is said to be
a (right) representation of G. In what follows, all modules and representations are
assumed to be right modules and representations, respectively. IfM is a G-module,
there is a (right) action of G(A) on A⊗R M .
Example 4.3. The algebra O(G) has the structure of a (right) G-module, with
structure map O(G)→ O(G)⊗RO(G) given by the coproduct. Consider the affine
group scheme Gm over a field F , with O(Gm) = R[q
±1]. The coproduct in F [q±1]
sends q to q ⊗ q. An element ζ ∈ F× of the F -rational points of Gm acts on this
algebra via (h · ζ)(q) = h(ζq) for h ∈ F [q±1]. It acts on SpanF q
j by multiplication
by ζj .
Over a field, an affine algebraic group scheme G is reductive if for each represen-
tation V of G, every subrepresentation of V has a G-invariant complement.
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Example 4.4. Suppose that N is a positive integer and k ∈ ZN . The ring R[q±1j ] =
R[q±11 , . . . , q
±1
N ] of Laurent polynomials is a Hopf algebra. The comultiplication
sends each qj to qj ⊗ qj . Its spectrum is the affine algebraic group scheme G
N
m/R.
The ring R is itself a free R-module of rank one. There is a homomorphism R →
R[q±1j ] ⊗R R of R-modules given by 1 7−→ q
k1
1 · · · q
kN
N ⊗ 1. Thus, we may view R
as a GNm/R-module. The action of an element (r1, . . . , rN ) of the R-rational points
(R×)N of this group scheme is given by multiplication by rk11 · · · r
kN
N . When R is
a field, we call this module the k-th standard representation of GNm. The group
scheme GNm is reductive, and each irreducible representation is isomorphic to the
k-th standard representation for some k.
Suppose that F is a field and that G is an affine group scheme over F . If V is a
representation of G, we say that a vector v ∈ V is fixed by G if the structure map
V → O(G)⊗F V sends v to 1⊗ v. An affine algebraic group scheme over a field is
unipotent if every nonzero representation has a nonzero fixed vector. Over a field of
characteristic zero, there is a bijection between unipotent group schemes and finite
dimensional nilpotent Lie algebras. In Section 5, we will discuss inverse limits of
unipotent group schemes. Thus, we define an affine group scheme over a field to be
prounipotent if it is the limit of an inverse system of unipotent group schemes.
4.2. The Dual Group and Coordinate Ring. If F is a field and G is an affine
group scheme over F , a character of G is a homomorphism α : G → Gm of group
schemes. The set G∨ of characters of G forms a group. Given characters α, β : G→
Gm, let the product αβ be the character given by composition G
(α,β)
−→ Gm×Gm →
Gm, where the map Gm × Gm → Gm is multiplication. The group G
∨ is known
as the dual group of G. The elements of G∨ correspond to the one-dimensional
representations of G.
Let F be a field, and let G be an affine group scheme over F . The coproduct
O(G)→ O(G)⊗F O(G) gives O(G) the structure of a (right) representation of G.
Each character α : G → Gm of G corresponds to a Hopf algebra homomorphism
α∗ : C[q±1]→ O(G). There is an injective group homomorphism
G∨ →֒ O(G)×
defined by α 7→ α∗(q). Thus, we may view G∨ as a subset of O(G).
4.3. Diagonalizable Group Schemes. An affine algebraic group scheme over a
field F is diagonalizable if it is isomorphic to a group subscheme of GNm for some
positive integer N . Over an algebraically closed field, every diagonalizable group
scheme is reductive. It is well known that if D is a diagonalizable group scheme
over a field, then there is an isomorphism
D
∼=
−→ Gsm ×µr1 × · · · × µrt
of affine algebraic group schemes, where µrj is the group scheme of rj -th roots of
unity, the rj are integers greater than 1 such that rj |rj+1, and s is a nonnegative
integer [30, Section 2.2].
The irreducible rational representations of a diagonalizable group D are all one-
dimensional. Thus, they are in bijective correspondence with the dual group D∨.
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If F is an algebraically closed field and D is a group subscheme of GNm, then the in-
duced map [GNm]
∨ → D∨ is surjective [2, Page 111]. Consequently, every irreducible
representation of D extends to an irreducible representation of GNm.
5. Relative Malcev Completion
The relative Malcev completion of a discrete group π with respect to a reductive
representation over a field F is a proalgebraic group scheme that generalizes the
Malcev (or unipotent) completion of π. Here, we restrict to the field F = C. The
prounipotent radical of the relative completion is determined by its pronilpotent
Lie algebra. We describe the homology of this Lie algebra and give a commutative
differential graded algebra that determines this Lie algebra via rational homotopy
theory. Finally, we show that if π is the fundamental group of the complement of an
affine hyperplane arrangement and T is the character torus of π, then the relative
completion is generally constant over TN .
5.1. Relative Malcev Completion. The concept of relative Malcev completion
is due to Deligne. It and generalizations of it have been extensively developed by
Hain ([13], [14], [15]) and Hain and Matsumoto [18]. The data for the relative
Malcev completion over C are
• a discrete group π;
• an algebraic group scheme G over C;
• a Zariski dense homomorphism ρ : π → G(C).
The Malcev completion of π relative to ρ is an extension 1 → U → G → G → 1
in the category of proalgebraic group schemes, where U is prounipotent. It is
equipped with a homomorphism θρ : π → G(C) lifting ρ, and it is characterized
by the following universal property. If E is an extension of G by a prounipotent
group scheme and θ : π → E(C) is a homomorphism lifting ρ, then there is a unique
homomorphism G → E such that the diagrams
G
 




E // G
π
θρ
//
θ

G(C)
{{xx
xx
xx
xx
E(C)
commute. If θ is Zariski dense, then the homomorphism G → E is surjective. When
G is reductive, U is called the prounipotent radical of G.
In what follows, we will sometimes suppress the word “Malcev” and refer to G
as the completion of π relative to ρ or simply as the relative completion. To see
that the relative completion exists, consider all extensions
(3) 1→ U → E → G→ 1
of G by a unipotent group scheme U that are equipped with a Zariski dense homo-
morphism θ : π → E(C) that lifts ρ:
π
θ

ρ
$$I
II
II
II
II
E(C) // G(C).
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Given two extensions E1 and E2 of G by unipotent group schemes with lifts
θ1 : π → E1(C) and θ2 : π → E2(C) of ρ, a morphism from the first to the second is
a homomorphism E1 → E2 such that the diagrams
E1
~~||
||
||
||

E2 // G
π
θ1
//
θ2

E1(C)
zzvv
vv
vv
vv
v
E2(C)
commute. One can define a partial order on these extensions. Given two such
extensions E1 and E2, we say that E1  E2 if there is a surjective morphism
E1 → E2. A proof of the following proposition can be found in [13].
Proposition 5.1. The set of extensions (3) forms an inverse system, and the
completion of π relative to ρ is the inverse limit
G = lim
←−
E
taken over all such extensions. 
This is a proalgebraic group scheme, and the Zariski dense homomorphisms
θ : π → E(C) induce a Zariski dense homomorphism θρ : π → G(C) that lifts ρ.
The prounipotent group scheme U is given by
U = lim←− U
taken over all extensions (3). If G is reductive, then U is called the prounipotent
radical of G.
If the homomorphism ρ : π → G(C) is not Zariski dense, we can define the
completion of π relative to ρ as follows. Let im ρ denote the Zariski closure of
the image of ρ in G. This is the smallest algebraic group subscheme of G whose
group of C-rational points contains the image of ρ. The induced homomorphism
π
ρ
−→ im ρ(C) is Zariski dense, and we define the completion of π relative to ρ to
be the completion of π with respect to this map. This is an extension of im ρ by a
prounipotent group scheme.
Example 5.2. LetX be the complement of a hyperplane arrangement in a complex
vector space V , and let
ρ : π1(X, x0)→ (C
∗)N
be a homomorphism. Let Dρ denote the Zariski closure of the image of ρ in G
N
m.
This is a group subscheme of GNm. Let Sρ denote the completion of π1(X, x0)
relative to ρ, and let Uρ denote its prounipotent radical. There is a short exact
sequence
1 −→ Uρ −→ Sρ −→ Dρ −→ 1
of proalgebraic group schemes. In the following sections, we develop tools that will
help us to understand the completion Sρ .
5.2. Unipotent Completion. The completion of π relative to the trivial repre-
sentation π → {1} is the standard Malcev (i.e. unipotent) completion πun of π. It
is the prounipotent group scheme that is the inverse limit of all unipotent group
schemes U over C for which there is a Zariski dense homomorphism π → U(C). The
homomorphisms π → U(C) induce a Zariski-dense homomorphism π → πun(C).
This agrees with other standard definitions [13, Section 3].
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If X is the complement of an arrangement of hyperplanes in a complex vector
space and π = π1(X, x0), then π
un is the is the unique prounipotent group scheme
whose Lie algebra is the completion h∧ of Kohno’s [19] holonomy Lie algebra
h =
L(H1(X,C))
〈im ∂〉
,
where ∂ : H2(X,C) →
∧2
H1(X,C) is the dual of the cup product, and 〈im ∂〉 is
the ideal generated by the image of ∂.
5.3. Properties of Relative Malcev Completion. Some of the basic properties
presented here can be found in [13] and [14]. Suppose that ρ : π → G(C) is Zariski
dense, where G is an algebraic group scheme over C. Let H be an algebraic group
scheme with a surjection G → H . Suppose that E is an extension of H by a
prounipotent group scheme and that θ : π → E(C) is a homomorphism such that
the diagram
π
ρ
//
θ

G(C)

E(C) // H(C)
commutes. The following proposition can easily be proved using the universal
property of the relative completion G.
Proposition 5.3. There is a unique homomorphism G → E such that the diagrams
G

// G

E // H
π
θρ
//
θ
!!B
BB
BB
BB
BB
G(C)

E(C)
commute. The homomorphism G → E is surjective if θ is Zariski dense. 
Corollary 5.4. If πun is the Malcev completion of π, then there is a unique sur-
jection G → πun of group schemes such that the diagrams
G
}}||
||
||
||

πun // G
π
θρ
//

G(C)
zzvv
vv
vv
vv
v
πun(C)
commute. 
This corollary holds even if ρ : π → G is not Zariski dense, because the Zariski
closure im ρ always surjects onto the trivial group scheme.
Example 5.5. Suppose that X is the complement of a hyperplane arrangement in
a complex vector space V and that
ρ : π1(X, x0)→ (C
∗)N
is a homomorphism. Let Sρ denote the completion of π1(X, x0) relative to ρ. The
corollary gives a surjection Sρ(C)→ π1(X, x0)
un. When ρ is the trivial representa-
tion, this is an isomorphism. Thus, Sρ(C) is a kind of “deformation” of π1(X, x0)
un
over TN in a sense that we will make more precise in Section 10.
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When computing the Malcev completion relative to a representation ρ : π →
G(C), the group scheme G can be replaced by its maximal reductive quotient R.
The composition π
ρ
−→ G −→ R is Zariski dense. Let R denote the completion of
π relative to this composition. Then Proposition 5.3 gives a surjection G → R such
that the diagrams
G
~~
~~
~~
~~

R // G
π
θρ
//
θ

G(C)
{{ww
ww
ww
ww
R(C)
commute. The proof of the following proposition is left as an exercise.
Proposition 5.6. The surjection G → R is an isomorphism of proalgebraic group
schemes. 
This proposition allows us to replace G with its maximal reductive quotient when
studying the relative completion. Therefore, assume that R is a reductive algebraic
group scheme over C and that ρ : π → R(C) is a Zariski dense homomorphism.
Let G denote the completion of π relative to ρ, and let U denote its prounipotent
radical. Then there is an extension
1 −→ U −→ G −→ R −→ 1
in the category of proalgebraic group schemes. The following proposition generalizes
the Levi decomposition for algebraic groups [2, Page 158].
Proposition 5.7 (Hain, [13]). The sequence 1→ U → G → R→ 1 splits. 
This proposition implies that there is an isomorphism G ∼= R⋉U of proalgebraic
group schemes. The relative completion G is therefore determined by its prounipo-
tent radical U and the action of R on U .
Over an algebraically closed field of characteristic zero, the exponential and loga-
rithm maps determine an equivalence of categories between prounipotent algebraic
group schemes and pronilpotent Lie algebras. Thus, there is a unique pronilpotent
Lie algebra u such that
U = exp u.
The conjugation action of R on U gives u the structure of a right representation of
R.
5.4. The Completion Relative to a Diagonal Representation. Let X be
a smooth manifold, and set π = π1(X, x0). Suppose that ρ : π → (C
∗)N is a
representation. Let Dρ denote the Zariski closure of the image of ρ in G
N
m. Then
Dρ is a reductive algebraic group scheme. Let Sρ denote the completion of π relative
to ρ, and let Uρ denote its prounipotent radical. Note that Sρ is prosolvable, as it
is an extension
1→ Uρ → Sρ → Dρ → 1,
and Dρ is diagonalizable. The irreducible representations of Dρ correspond to ele-
ments of the dual groupD∨ρ . Each α ∈ D
∨
ρ determines a one-dimensional irreducible
representation Vα of Dρ and a rank-one local system Vα on X whose monodromy
is given by the character α ◦ ρ of π.
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Let uρ denote the pronilpotent Lie algebra of Uρ. Then uρ is a representation of
Dρ. Hain [15, Proof of Proposition 7.1] shows that the Dρ-module structure on uρ
induces an Dρ-module structure on H•(uρ), the Lie algebra homology of uρ . Recall
that H1(uρ) is defined to the abelianization of uρ. A more general version of the
following theorem is due to Hain and Matsumoto [18, Theorems 4.8 and 4.9].
Theorem 5.8. There is a Dρ-equivariant isomorphism∏
α∈D∨ρ
H1(X,Vα)
∗ ⊗ Vα ∼= H1(uρ)
and a Dρ-equivariant surjection∏
α∈D∨ρ
H2(X,Vα)
∗ ⊗ Vα −→ H2(uρ).

Example 5.9. Choose an isomorphism
Dρ
φ
−→ Gsm × µr1 × · · · × µrt
of algebraic group schemes, where µrj is the group scheme of rj -th roots of unity,
the rj are integers greater than 1 such that rj |rj+1, and s is a nonnegative integer.
Choose characters q1, . . . , qs, q1, . . . , qt on Dρ such that qj has order rj and the
isomorphism φ is given by
φ = (q1, . . . , qs, q1, . . . , qt).
Define characters ρ1, . . . , ρs, ̺1, . . . , ̺t of π by ρj = qj ◦ ρ and ̺j = qj ◦ ρ.
The irreducible representations of Dρ correspond to elements in the dual group
D∨ρ . The dual φ
∨ of φ is an isomorphism:
(4) Zs × (Z/r1Z)× · · · × (Z/rtZ)
φ∨
−→ D∨ρ .
Given an element k = (k1, . . . , ks, κ1, . . . , κt) of Z
s × (Z/r1Z) × · · · × (Z/rtZ),
let Lk denote the one-dimensional representation of Dρ given by the character
qk11 · · · q
ks
s · q
κ1
1 · · · q
κt
t , and let Lρk denote the rank-one local system on X with
monodromy given by the character ρk11 · · · ρ
ks
M̺
κ1
1 · · · ̺
κt
t of π. Then Theorem 5.8
implies that there is a Dρ-equivariant isomorphism∏
k
H1(X,Lρk )
∗ ⊗ Lk ∼= H1(uρ)
and a Dρ-equivariant surjection∏
k
H2(X,Lρk )
∗ ⊗ Lk −→ H2(uρ),
where the products are taken over the elements k of Zs × (Z/r1Z)× · · · × (Z/rtZ).
Example 5.10. Suppose that ρ = (ρ1, . . . , ρN ) : π → (C
∗)N has Zariski dense
image in GNm. That is, Dρ = G
N
m. The irreducible representations of G
N
m correspond
to characters, which are in bijective correspondence with ZN . Let qj denote the
j-th standard character on GNm. Given k = (k1, . . . , kN ) ∈ Z
N , let Lk denote
the irreducible representation of GNm given by the character q
k1
1 · · · q
kN
N , and let Lρk
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denote the rank-one local system onX with monodromy ρk11 · · · ρ
kN
N . Then Theorem
5.8 implies that there is a GNm-equivariant isomorphism∏
k∈ZN
H1(X,Lρk )
∗ ⊗ Lk ∼= H1(uρ)
and a GNm-equivariant surjection∏
k∈ZN
H2(X,Lρk )
∗ ⊗ Lk −→ H2(uρ).
Remark 5.11. Suppose that X is the complement of a hyperplane arrangement in a
complex vector space, and let T = H1(X,C∗) be the character torus. Each ρ ∈ TN
can be viewed as a representation π → (C∗)N . We will show that Sρ ∼= Dρ × π
un
for general ρ ∈ TN , where πun is the Malcev completion of π. To prove this, we
will use the de Rham theory of relative completion. This result is nontrivial, and
in fact it fails if ρ lies in the characteristic variety V1N,1(X).
5.5. A General Construction. Suppose that Z is an additive abelian group and
that for each k ∈ Z, Ak is a co-complex over C with differential ∇k . Suppose
further that there are chain maps Ak1 ⊗Ak1 → Ak1+k2 that are associative in the
sense that (a1⊗a2)⊗a3 and a⊗(a2⊗a3) have the same image in Ak1+k2+k3 , where
aj ∈ Akj . This implies that there is a multiplication A0 ⊗ A0 → A0, which gives
A0 the structure of an algebra over C. We assume that C is a subalgebra of A0.
We write a1 ·a2 for the image of a1⊗a2 in Ak1+k2 . Assume that the differentials
∇k satisfy
∇k1+k2(a1 · a2) = ∇k1(a1) · a2 + (−1)
deg a1a1 · ∇k2(a2).
The direct sum ⊕
k∈Z
Ak
is a graded C-algebra, the grading determined by the degrees in the Ak . The
multiplication is defined componentwise by the chain maps Ak1 ⊗ Ak2 → Ak1+k2 .
Define a differential ∇ on this algebra by setting ∇(ak ) = ∇k(ak) for ak ∈ Ak . The
proof of the following proposition is trivial.
Proposition 5.12. The algebra ⊕
k∈Z
Ak
is a commutative differential graded algebra over C with differential ∇. 
5.6. De Rham Theory of Relative Completion. Suppose that X is a smooth
manifold, and set π = π1(X, x0). Let ρ : π → (C
∗)N be a representation, and let Dρ
denote the Zariski closure of the image of ρ in GNm. The irreducible representations
of Dρ are given by the elements of the dual group D
∨
ρ . Given a character α ∈ D
∨
ρ ,
let Vα be the corresponding irreducible representation of Dρ , and let Vα denote a
rank-one local system on X with monodromy given by the character α◦ρ of π. Let
∇α denote the differential on E
•(X,Vα). For characters α and β on Dρ , the cup
product is a chain map
E•(X,Vα)⊗ E
•(X,Vβ)
∧
−→ E•(X,Vαβ).
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In addition, if ψα ∈ E
j(X,Vα) and ψβ ∈ E
•(X,Vβ), we have
∇αβ(ψα ∧ ψβ) = ∇α(ψα) ∧ ψβ + (−1)
jψα ∧∇β(ψβ).
The construction in Section 5.5 therefore allows us to define a commutative
differential graded algebra E•(X,Oρ) by
E•(X,Oρ) =
⊕
α∈D∨ρ
E•(X,Vα)⊗ V
∗
α .
See [14, Section 4] for an explanation of the notation E•(X,Oρ). This algebra
is a Dρ-module. The differential is defined componentwise by the differential on
E•(X,Vα). The product of an element in E
•(X,Vα) ⊗ V
∗
α with an element in
E•(X,Vβ) ⊗ V
∗
β lies in E
•(X,Vαβ) ⊗ V
∗
αβ . The cohomology ring of E
•(X,Oρ) is
denoted H•(X,Oρ). We have
H•(X,Oρ) =
⊕
α∈D∨ρ
H•(X,Vα)⊗ V
∗
α .
Thus, this cohomology ring is a Dρ-module as well.
Important Fact 5.13. The differential graded algebra E•(X,Oρ) determines the
pronilpotent Lie algebra uρ via the methods of rational homotopy theory. The Dρ-
module structure on E•(X,Oρ) determines the Dρ-module structure on uρ. For a
proof, see [14]. Thus, the Lie algebra uρ is quadratically presented if and only if
E•(X,Oρ) is 1-formal.
If ρ is the trivial homomorphism, then Dρ is the trivial group scheme and
E•(X,Oρ) is the de Rham complex E
•(X). When X is the complement of a
hyperplane arrangement, the Lie algebra uρ = u1 is therefore the completion of
Kohno’s [19] holonomy Lie algebra, since X is 1-formal. We will show in Theorem
6.5 that when X is the complement of the braid arrangement B in C2, there is a
representation ρ : π → (C∗)2 for which E•(X,Oρ) is not 1-formal.
Example 5.14. Choose an isomorphism
Dρ
φ
−→ Gsm × µr1 × · · · × µrt
of algebraic group schemes, where µrj is the group scheme of rj -th roots of unity,
the rj are integers greater than 1 such that rj |rj+1, and s is a nonnegative integer.
Choose characters q1, . . . , qs, q1, . . . , qt of Dρ such that qj has order rj and the
isomorphism φ is given by
φ = (q1, . . . , qs, q1, . . . , qt).
Set ρj = qj ◦ ρ and ̺j = qj ◦ ρ. Given
k = (k1, . . . , ks, κ1, . . . , κt) ∈ Z
s × (Z/r1Z)× · · · × (Z/rtZ),
Let Lρk be the rank-one local system on X with monodromy ρ
k1
1 · · · ρ
ks
s ̺
κ1
1 · · · ̺
κt
t .
The commutative differential graded algebra E•(X,Oρ) has the following descrip-
tion as a Dρ-module.
E•(X,Oρ) =
⊕
k
E•(X,Lρk ) · q
−k1
1 · · · q
−ks
s · q
−κ1
1 · · · q
−κt
t
The qj and qj determine the Dρ-module structure on E
•(X,Oρ) via the (right)
action of Dρ on its coordinate ring. The direct sum is taken over the elements
k = (k1, . . . , ks, κ1, . . . , κt) of Z
s × (Z/r1Z)× · · · × (Z/rtZ).
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Example 5.15. Suppose now that ρ = (ρ1, . . . , ρN ) : π → (C
∗)N has Zariski dense
image in GNm. Then each ρj is a character of π. Define qj to be the j-th standard
character on GNm. For k ∈ Z
N , let Lρk denote the rank one local system on X
with monodromy ρk11 · · · ρ
kN
N . Then E
•(X,Oρ) has the following description as a
G
N
m-module.
E•(X,Oρ) =
⊕
k∈ZN
E•(X,Lρk ) · q
−k1
1 · · · q
−kN
N
Here, the qj determine theG
N
m-module structure on E
•(X,Oρ) via the (right) action
of GNm on its coordinate ring.
5.7. Constancy of Relative Completion. Theorem 5.8 suggests a relationship
between the relative completion and the characteristic varieties V iN,m(X). In this
section, we prove the simplest form of this relationship.
The following lemma is standard in rational homotopy theory. The concepts and
the idea were developed by Stallings, Chen, and Sullivan. A proof can be found in
[17, Corollary 3.2].
Lemma 5.16. A homomorphism α : n1 → n2 of pronilpotent Lie algebras is an
isomorphism if and only if it induces an isomorphism H1(n1) → H1(n2) and a
surjection H2(n1)→ H2(n2). 
Let E•1 and E
•
2 be commutative differential graded algebras which determine
the pronilpotent Lie algebras n1 and n2 (respectively) via the methods of rational
homotopy theory. The next lemma follows directly from Lemma 5.16.
Lemma 5.17. If E•1 → E
•
2 is a homomorphism of commutative differential graded
algebras, then the induced map n1 → n2 is an isomorphism if and only if the maps
H1(E•1 )→ H
1(E•2 ) and H
2(E•1 )→ H
2(E•2 ) are an isomorphism and an injection,
respectively. 
Let X be the complement of n hyperplanes in a complex vector space V , and let
T = H1(X,C∗) denote the character torus. Set π = π1(X, x0). An element ρ ∈ T
N
may be viewed as a homomorphism π → (C∗)N . Let Dρ denote the Zariski closure
of the image of ρ in GNm. Let π
un denote the Malcev completion of π. The universal
property of the relative Malcev completion Sρ gives a unique homomorphism Sρ →
Dρ × π
un of proalgebraic group schemes such that the diagrams
Sρ
zzuu
uu
uu
uu
uu

Dρ × π
un // Dρ
π
θρ
//

Sρ(C)
wwpp
pp
pp
pp
pp
p
Dρ(C)× π
un(C)
commute.
Recall that a property is said to hold for a general point of an irreducible affine
variety V if there are countably many proper subvarieties Σ1,Σ2, . . . of V such
that the property holds for each point not lying in any Σk .
Theorem 5.18. If X is the complement of an arrangement of n hyperplanes in a
complex vector space and two distinct hyperplanes intersect, then for general ρ ∈
TN , the homomorphism Sρ → Dρ × π
un is an isomorphism.
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Remark 5.19. If ρ lies in the characteristic variety V1N,1(X), then Sρ is not isomor-
phic to Dρ × π1(X, x0)
un. We show in Section 10 that Sρ is generally constant on
each irreducible component of V 1N,1(X).
Proof of Theorem 5.18. The unipotent radical of Dρ × π
un is simply πun. The Lie
algebra u1 of π
un is Kohno’s [19] holonomy Lie algebra, since the space X is 1-
formal. The conjugation action of Dρ on π
un given by the extension 1 → πun →
Dρ × U1 → Dρ → 1 is trivial. Hence, Dρ acts trivially on u1. The induced map
Uρ → π
un is a Dρ-equivariant isomorphism if and only if the corresponding Lie
algebra homomorphism uρ → u1 is an isomorphism.
The uniqueness of the maps Sρ → Dρ × U1 and Uρ → U1 implies that the map
uρ → u1 is induced by the canonical inclusion
E•(X) −→ E•(X,Oρ)
of commutative differential graded algebras. By Lemma 5.17, it suffices to show that
for general ρ ∈ TN , the map H1(X,C) → H1(X,Oρ) is an isomorphism and the
map H2(X,C) → H2(X,Oρ) is injective. Recall that the definition of E
•(X,Oρ)
implies that
H•(X,Oρ) =
⊕
α∈D∨ρ
H•(X,Vα)⊗ V
∗
α ,
where Vα is the representation of Dρ given by the character α, and Vα is the local
system on X with monodromy α ◦ ρ. The fact that the induced map H2(X,C)→
H2(X,Oρ) is injective is therefore trivial.
Thus, we only need to show that the induced map H1(X,C) → H1(X,Oρ) is
an isomorphism for general ρ ∈ TN . By the definition of E•(X,Oρ), it suffices to
show that for general ρ ∈ TN , we have H1(X,Vα) = 0 for all nontrivial characters
α of Dρ .
Set ρ = (ρ1, . . . , ρN ), where each ρj ∈ T. For k ∈ Z
N , let L
ρ
k1
1 ...ρ
kN
N
denote
the rank-one local system on X with monodromy ρk11 · · · ρ
kN
N . It follows directly
from Arapura’s theorem (Theorem 3.2) and Yuzvinsky’s result that V1N,1(X) 6= T
N
(Section 3.2) that for general ρ ∈ TN , we have H1(X,L
ρ
k1
1 ...ρ
kN
N
) = 0 for all nonzero
k ∈ ZN . For any such ρ, if α is a nontrivial character on Dρ, then α ◦ ρ : π →
GNm(C) = (C
∗)N must be a nontrivial character of π, as ρ has Zariski dense image
in Dρ. Thus, Vα is a nontrivial local system on X . Recall that every character
on Dρ extends to a character on G
N
m. Each character of G
N
m is given by q
k1
1 · · · q
kN
N
for some k ∈ ZN , where qj is the j-th standard character on G
N
m. Since α ◦ ρ is a
nontrivial character on π, this implies that there is some nonzero k ∈ ZN such that
Vα is isomorphic to Lρk11 ···ρ
kN
N
as local systems on X . Our choice of ρ then implies
that H1(X,Vα) = 0. This completes the proof. 
6. A Combinatorial Approximation of E•(X,Oρ)
In this section, we assemble the twisted Orlik -Solomon algebras (A•,aωT ) into a
new, infinite dimensional commutative differential graded algebra A•a that approx-
imates E•(X,Oρ).
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6.1. Notation. Let {K1, . . . ,Kn} be an affine hyperplane arrangement in an com-
plex vector space V . Set K =
⋃n
j=1Kj , and let X denote the complement X =
V − K. Set π = π1(X, x0). Let T = H
1(X,C∗) denote the character torus. For
j = 1, . . . , n, choose a linear function Lj on V whose vanishing set is the hyper-
plane Kj , and define a holomorphic 1-form ωj on X by ωj = (2πi)
−1dLj/Lj. Set
ω = (ω1, . . . , ωn), and let ω
T denote the transpose of ω. Recall the notation of
Section 3.1: If a ∈ Cn, then the closed holomorphic 1-form aωT on X is defined as
follows.
(5) aωT = a1ω1 + · · ·+ anωn
Let MN×n(C) denote the set of N by n matrices with entries in C. In general, if
a is any element of MN×n(C), then aω
T is a closed holomorphic 1-form on X with
values in CN . Thus, ρ = exp(aωT ) is an element of TN .
6.2. The Problem with (A•,−aωT ). Let A• denote the complexified Orlik-Solomon
algebra, defined in Section 3.1. If a ∈ Cn, then ρ = exp(aωT ) is an element of
the character torus T. Let ∇a denote the connection on the trivial line bundle
C×X → X defined by
∇aσ = dσ − (aω
T )σ
for σ ∈ E0(X). There is a natural inclusion
(A•,−aωT ) →֒ E•(X,Lρ).
of complexes. Though the product in A• induces a product in H•(A•,−aωT ), the
algebra (A•,−aωT ) is not a differential graded algebra. If ζ and ψ are elements of
(A•,−aωT ), then ζ∧ψ is an element of the complex (A•,−2aωT ). The cup product
of two elements of H•(X,Lρ) lies in H
•(X,Lρ2). The diagram
(A•,−aωT )⊗C (A
•,−aωT )

∧
//(A•,−2aωT )

E•(X,Lρ)⊗C E
•(X,Lρ)
∧
//E•(X,Lρ2)
commutes, and all maps are chain maps. That is, although the cup product of two
elements in (A•,−aωT ) is an element of this same complex, it is more naturally an
element of the complex (A•,−2aωT ). Thus, it is natural to define
A•a =
⊕
k∈Z
A•q−k
By the construction in Section 5.5, A•a is a commutative differential bigraded C-
algebra, where the differential is given on the k-th component by left multiplication
by−kaωT . It is graded by degree of differential forms and also by k ∈ Z. In the next
section, we generalize this construction to define A•a , where a ∈MN×n(C). In this
case, ρ = exp(aωT ) is an element of H1(X, (C∗)N ), which is naturally isomorphic
to TN . The algebra A•a approximates E
•(X,Oρ).
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6.3. The Algebra A•a. Let A
• denote the complexified Orlik-Solomon algebra,
defined in Section 3.1. If a ∈ MN×n(C), then aω
T is a closed holomorphic 1-form
with values in CN . Thus, ρ = exp(aωT ) is an element of TN . If k ∈ ZN , then
ka ∈ Cn. As in Section 3.2, let ∇ka be the flat connection on the trivial line bundle
C×X → X defined by the formula
∇kaσ = dσ − (kaω
T )σ
for σ ∈ E0(X). Thus, E•(X) is a chain complex with differential ∇ka .
For each k ∈ ZN , the algebra A• is a subcomplex of (E•(X),∇ka). The restric-
tion of ∇ka to A
• is given by left multiplication by −(kaωT ). Moreover, for ϕ1 ∈ A
j
and ϕ2 ∈ A
•,
∇(k1+k2)·a(ϕ1 ∧ ϕ2) = (∇k1·aϕ1) ∧ ϕ2 + (−1)
jϕ1 ∧ (∇k2·aϕ2).
By the general construction in Section 5.5, we can therefore define a commutative
differential graded algebra A•a by
A•a =
⊕
k∈ZN
A•q−k11 · · · q
−kN
N ,
where the differential is given on the k-th component by left multiplication by
−kaωT and where qj is the j-th standard character on G
N
m. Then each qj can
be viewed as an element of the coordinate ring of GNm. The action of G
N
m on its
coordinate ring gives A•a the structure of a (right) representation of G
N
m.
Each character β on GNm determines an irreducible representationWβ of G
N
m and
a rank-one local systemWβ on X whose monodromy is given by the character β ◦ρ
of π. Again by the construction in Section 5.5, the direct sum⊕
β∈[GNm]
∨
E•(X,Wβ)⊗W
∗
β
is a commutative differential graded algebra. The differential is defined componen-
twise, as is multiplication. The product of an element in E•(X,Wα)⊗W
∗
α with an
element in E•(X,Wβ)⊗W
∗
β lies in E
•(X,Wαβ)⊗W
∗
αβ .
Lemma 6.1. There is a natural GNm-equivariant inclusion
(6) A•a →֒
⊕
β∈[GNm]
∨
E•(X,Wβ)⊗W
∗
β
of commutative differential graded algebras.
Proof. For k ∈ ZN , let Lρk denote the rank one local system onX with monodromy
ρk11 · · · ρ
kN
N . There is a natural G
N
m-equivariant isomorphism⊕
β∈[GNm]
∨
E•(X,Wβ)⊗W
∗
β
∼=
⊕
k∈ZN
E•(X,Lρk ) · q
−k1
1 · · · q
−kN
N
of commutative differential graded algebras. For k ∈ ZN , there is an isomorphism
(E•(X),∇ka) ∼= E
•(X,Lρk )
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of complexes. Moreover, the following diagram commutes for all k and m in ZN ,
where the horizontal arrows are given by the cup product.
(E•(X),∇ka)⊗ (E
•(X),∇ma)
∧
//
∼=

(E•(X),∇(k+m)a)
∼=

E•(X,Lρk )⊗ E
•(X,Lρm )
∧
// E•(X,Lρ(k+m))
For each k ∈ ZN , (A•,−kaωT ) is a subcomplex of (E•(X),∇ka). The result follows.

Recall that ρ is a representation ρ : π → (C∗)N . LetDρ denote the Zariski closure
of the image of ρ in GNm. Since A
•
a is a representation of G
N
m, it is a representation
of Dρ as well.
Theorem 6.2. If ρ = exp(aωT ), then there is a natural Dρ-equivariant homomor-
phism
A•a −→ E
•(X,Oρ)
of commutative differential graded algebras. It is an inclusion when ρ is Zariski
dense.
Proof. By Lemma 6.1, it suffices to prove that there is a natural Dρ-equivariant
homomorphism
(7)
⊕
β∈[GNm]
∨
E•(X,Wβ)⊗W
∗
β −→ E
•(X,Oρ)
of commutative differential graded algebras, which is equality when ρ is Zariski
dense. Recall that E•(X,Oρ) is defined by
E•(X,Oρ) =
⊕
α∈D∨ρ
E•(X,Vα)⊗ V
∗
α
where Vα is the irreducible representation of Dρ given by the character α and Vα
is the rank-one local system on X with monodromy given by the character α ◦ ρ
of π. For β ∈ [GNm]
∨, the restriction of Wβ to Dρ is isomorphic to Vα, where α is
the restriction of the character β to Dρ. Thus, the homomorphism (7) is simply
defined by restriction of the irreducible representations Wβ of G
N
m to Dρ. 
6.4. The Induced Map H•(A•a) → H
•(X,Oρ). If a ∈ MN×n(C), then ρ =
exp(aωT ) is an element of TN . The homomorphism A•a →֒ E
•(X,Oρ) of commu-
tative differential graded algebras induces a homomorphism
H•(A•a) −→ H
•(X,Oρ)
of graded algebras.
Theorem 6.3. If V is a vector subspace of MN×n(C), then there is a countable
collection {Wj} of proper affine subspaces of V that do not contain 0 with the
following property. If a ∈ V −
⋃
jWj and ρ = exp(aω
T ) has Zariski dense image
in GNm, then the homomorphism H
•(A•a) −→ H
•(X,Oρ) is an isomorphism.
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Proof. For each k ∈ ZN , Theorem 3.1 implies that there is a countable collection
{Ψk,M}M∈Z of affine subspaces of MN×n(C) that do not contain 0 such that the
inclusion
(A•,−kaωT ) →֒ (E•(X),∇ka)
is a quasi-isomorphism for all a ∈MN×n(C)−
⋃
M∈ZΨk,M . SetWk,M = V∩Ψk,M .
Then Wk,M does not contain 0, so it is a proper affine subspace of V. Suppose
a ∈ V −
⋃
k,MWk,M .
Set ρ = exp(aωT ) ∈ TN and suppose that ρ has Zariski dense image in GNm.
Given k ∈ ZN , let Lρk denote the rank one local system on X with monodromy
ρk11 · · · ρ
kN
N . As in Example 5.15, E
•(X,Oρ) has the following description as a G
N
m-
module.
E•(X,Oρ) =
⊕
k∈ZN
E•(X,Lρk ) · q
−k1
1 · · · q
−kN
N
The map A•a → E
•(X,Oρ) on the k-th component is determined by the inclusion
(A•,−kaωT ) →֒ (E•(X),∇ka) ∼= E
•(X,Lρk ), which is a quasi-isomorphism since
a /∈
⋃
M∈ZWk,M . Thus, the induced map
H•(A•a)→ H
•(X,Oρ)
is an isomorphism on the k-th component for all k ∈ ZN . The result follows. 
6.5. Massey Triple Products and 1-Formality. In the next section, we show
that when X is the complement of the braid arrangement in C2, there exists ρ ∈ T2
such that the algebra E•(X,Oρ) is not 1-formal. Thus, the pronilpotent Lie algebra
uρ is not quadratically presented. This is accomplished by exhibiting a nonzero
Massey triple product in H•(A•a), where ρ = exp(aω
T ). In this section, we review
Massey triple products and their relationship to 1-formality.
Let R• be a commutative differential graded C-algebra, and let d denote the
differential on R•. Let H1(R•)2 denote the vector subspace of H2(R•) defined by
H1(R•)2 = {φ ∧ ϕ|φ, ϕ ∈ H1(R•)}.
If ϕ1, ϕ2, and ϕ3 are elements of H
1(R•) such that ϕ1∧ϕ2 = ϕ2∧ϕ3 = 0, then the
Massey triple product
〈
ϕ1, ϕ2, ϕ3
〉
is a element of H2(R•)/H1(R•)2. Equivalently,
it is a coset of H1(R•)2 in H2(R•). It is defined as follows.
Choose closed elements r1, r2, and r3 of R
1 that represent the cohomology classes
ϕ1, ϕ2, and ϕ3, respectively. Since ϕ1 ∧ ϕ2 = ϕ2 ∧ ϕ3 = 0, there exist elements r12
and r23 of R
1 such that dr12 = r1 ∧ r2 and dr23 = r2 ∧ r3. Then r12 ∧ r3 + r1 ∧ r23
is a closed element of R2. Let [r12 ∧ r3 + r1 ∧ r23] denote its cohomology class in
H2(R2). Define 〈
ϕ1, ϕ2, ϕ3
〉
= [r12 ∧ r3 + r1 ∧ r23] + H
1(R•)2.
This is a well-defined coset of H1(R•)2 in H2(R•). It is referred to as a Massey
triple product in H2(R•).
The cohomology H•(R•) is a commutative differential graded C-algebra with
trivial differential. Recall that R• is 1-formal if there exists a commutative differ-
ential gradedC-algebra S• and differential graded algebra homomorphisms θ : S• →
R• and φ : S• → H•(R•) which induce isomorphisms
θ∗ : H
0(S•)
∼=
−→ H0(R•) θ∗ : H
1(S•)
∼=
−→ H1(R•)
φ∗ : H
0(S•)
∼=
−→ H0(R•) φ∗ : H
1(S•)
∼=
−→ H1(R•)
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and injections
θ∗ : H
2(S•) →֒ H2(R•) φ∗ : H
2(S•) →֒ H2(R•).
Proposition 6.4. If R• is 1-formal, then all Massey triple products of degree-one
elements vanish. 
6.6. ANontrivial Massey Triple Product. LetX ⊂ C2 denote the complement
of the braid arrangement B. Let T denote the character torus. The intersection of
B with R2 is shown below.
1 2 5
3
4
Figure 2. The braid arrangement B
Theorem 6.5. There exist infinitely many ρ ∈ T2 for which H2(X,Oρ) has a
nonzero Massey triple product of degree-one elements. Thus, the commutative dif-
ferential graded algebra E•(X,Oρ) is not 1-formal and the pronilpotent Lie algebra
uρ is not quadratically presented.
Proof. Let the hyperplanes be numbered as indicated. Define elements λ1 and λ2
of the Orlik-Solomon algebra A• by λ1 = ω2 + ω3 − 2ω5 and λ2 = −ω1 − ω4 + 2ω5.
Let V be the one dimensional vector subspace of M2×5(C) spanned by
b =
(
0 1 1 0 −2
−1 0 0 −1 2
)
.
Given an element a = rb of V, where r ∈ C, the element ρ = exp(aωT ) of T2 =
H1(X, (C∗)2) is given by ρ = (ρ1, ρ2), where ρ1, ρ2 ∈ H
1(X,C∗) ∼= (C∗)5 and
ρ1 = (1, e
r, er, 1, e−2r) and ρ2 = (e
−r, 1, 1, e−r, e2r).
The image of ρ : π1(X, x0) → (C
∗)2 contains both (1, e−r) and (er, 1). Thus, by
applying Theorem 6.3 to V, there are infinitely many r ∈ C such that ρ has
Zariski dense image in G2m and such that the map H
•(A•a) → H
•(X,Oρ) is an
isomorphism. To prove the theorem, it therefore suffices to show that there exists
a nonzero Massey triple product of 1-forms in H2(A•a)/H
1(Aa)
2. Define closed
holomorphic 1-forms α1 and α2 in A
• by αj = rλj . The cohomology classes [αj ]
lie in H1(X,C), and we have
aωT =
(
α1
α2
)
.
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The cup product in A• will be written as juxtaposition. The elements (ω2−ω3)·q1
and (ω1−ω4) · q2 are closed in A
•
a , as α1(ω2−ω3) = α2(ω1−ω4) = 0. The product
(ω1 − ω4)(ω2 − ω3) · q1q2 lies in A
• · q1q2 ⊂ A
•
a . We have
∇a
[(
−
1
r
ω2 −
1
r
ω3
)
· q1q2
]
= (−α1 − α2)
(
−
1
r
ω2 −
1
r
ω3
)
· q1q2
= (rω1 − rω2 − rω3 + rω4)
(
−
1
r
ω2 −
1
r
ω3
)
· q1q2
= (ω2ω4 − ω1ω3) · q1q2
= (ω1 − ω4)(ω2 − ω3) · q1q2.
That is, the cohomology class [(ω1−ω4)(ω2−ω3)·q1q2] inH
2(A•a) is trivial. Trivially,
we have ((ω2 − ω3) · q1)
2 = 0. The Massey triple product
(8)
〈
[(ω1 − ω4) · q2], [(ω2 − ω3) · q1], [(ω2 − ω3) · q1]
〉
is therefore defined. We show that it is nonzero in H2(A•a)/H
1(A•a)
2. This Massey
triple product is equal to[(
−
1
r
ω2 −
1
r
ω3
)(
ω2 − ω3
)
· q21q2
]
=
2
r
[
ω2ω3 · q
2
1q2
]
+ H1(A•a)
2.
To show that it is nonzero, it suffices to show that [ω1ω2 · q
2
1q2] is not equal a sum
of cup products of elements in H1(A•a).
First, we show that if this Massey triple product is trivial, then [ω1ω2 · q
2
1q2] is
equal to a sum of cup products of cohomology classes of elements in A• · q21 with
cohomology classes of elements in A• · q2. To prove this statement, it would suffice
show to that if H1(X,Lρs1ρt2) 6= 0, then st = 0. We thus consider the characteristic
variety V11 (X), which is completely described by Suciu in [28, Example 10.3]. We
have
sα1 + tα2 = −rtω1 + rsω2 + rsω3 − rtω4 + 2r(t− s)ω5.
If the character ρs1ρ
t
2 is an element of V
1
1 (X), then by Suciu’s description of the
variety V11 (X), s or t must be zero. Thus, we have shown that if the Massey
triple product (8) is trivial, then [ω1ω2 · q
2
1q2] is equal to a sum of cup products of
cohomology classes of elements in A1 · q21 with cohomology classes of elements in
A1 · q2.
By [28, Example 10.3], we know that dimCH
1(X,L) ≤ 1 for all nontrivial rank-
one local systems L on X . Thus, if the Massey triple product (8) is trivial, then
[ω1ω2 · q
2
1q2] is equal to the cup product of the cohomology class of an element in
A• · q21 with the cohomology class of an element in A
• · q2. That is, we can write
ω2ω3 = ϕβ + ψ(2α1 + α2)
as forms in the Orlik-Solomon algebra A•, where α1 ∧ ϕ = 0 and α2 ∧ β = 0. By
an elementary argument using the fact that H1(X,Lρ21 ) and H
1(X,Lρ2) are both
one-dimensional, there are complex numbers f1, f2, f3, f4, f5, x, y, g, and h such
that the following equalities hold.
ψ =
f1
r
ω1 +
f2
r
ω2 +
f3
r
ω3 +
f4
r
ω4 +
f5
r
ω5
ϕ = xω2 + yω3 − (x+ y)ω5
β = gω1 + hω4 − (g + h)ω5
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We have
ψ(2α1 + α2) =
(f1ω1 + f2ω2 + f3ω3 + f4ω4 + f5ω5)(−ω1 + 2ω2 + 2ω3 − ω4 − 2ω5)
= 2f1ω1ω3 − f1ω1ω4 − 2f1ω1ω5 + 2f2ω2ω3 − f2ω2ω4 − 2f2ω2ω5
+ f3ω1ω3 − 2f3ω2ω3 − 2f2ω3ω5 + f4ω1ω4 − 2f4ω2ω4
− 2f4ω4ω5 + f5ω1ω5 − 2f5ω2ω5 − 2f5ω3ω5 + f5ω4ω5
= 2f1ω1ω3 − f1ω1ω4 − 2f1ω1ω5 + 2f2ω2ω3 − f2ω2ω4 − 2f2ω2ω5
+ f3ω1ω3 − 2f3ω2ω3 + 2f3ω2ω3 − 2f3ω2ω5
+ f4ω1ω4 − 2f4ω2ω4 + 2f4ω1ω4 − 2f4ω1ω5
+ f5ω1ω5 − 2f5ω2ω5 + 2f5ω2ω3 − 2f5ω2ω5
− f5ω1ω4 + f5ω1ω5
We also have
ϕβ = (xω2 + yω3 − (x+ y)ω5)(gω1 + hω4 − (g + h)ω5)
= xhω2ω4 − x(g + h)ω2ω5 − ygω1ω3 − y(g + h)ω3ω5
+ g(x+ y)ω1ω5 + h(x+ y)ω4ω5
= xhω2ω4 − x(g + h)ω2ω5 − ygω1ω3 − y(g + h)ω2ω5 + y(g + h)ω2ω3
+ g(x+ y)ω1ω5 + h(x+ y)ω1ω5 − h(x+ y)ω1ω4
Since {ω1ω3, ω1ω4, ω1ω5, ω2ω3 ω2ω4, ω2ω5} is a basis for A
2 and ω2ω3 = ϕβ +
ψ(2αρ1 + αρ2), we have the following set of equations.
2f1 + f3 − yg = 0 (1)
−f1 + 3f4 − f5 − (x+ y)h = 0 (2)
−2f1 − 2f4 + 2f5 + (x+ y)(g + h) = 0 (3)
2f2 + 2f5 + y(g + h) = 1 (4)
−f2 − 2f4 + xh = 0 (5)
−2f2 − 2f3 − 4f5 − (x+ y)(g + h) = 0 (6)
Adding (3) and (6) together gives
(9) f1 + f2 + f3 + f4 + f5 = 0.
Note that y(g + h) = (x+ y)h+ yg − xh. Thus, (1), (5), and (2) imply that
y(g + h) = (−f1 + 3f4 − f5) + (2f1 + f3) + (−f2 − 2f4)
= f1 − f2 + f3 + f4 − f5.
Plugging this in for y(g + h) in (4) yields
(10)
2f2 + 2f5 + y(g + h) = 1
f1 + f2 + f3 + f4 + f5 = 1.
Equations (9) and (10) are incompatible. This completes the proof. 
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7. Chen’s Reduced Bar Construction
In this section, we review Chen’s ([7], [6]) reduced bar construction B(M,R•, N).
We prove that under certain conditions, it is a differential graded Hopf algebra. In
particular, the Hopf algebra H0(B(C, E•(X,Oρ),O(Dρ))) is the coordinate ring of
the relative Malcev completion Sρ .
7.1. Definition of the Reduced Bar Construction. Suppose that R• is a com-
mutative differential graded algebra over a commutative ring F and that M and
N are graded R•-algebras that only have degree-zero elements. Then rm = 0 and
rn = 0 for all r ∈ R+, m ∈ M , and n ∈ N . We assume that R• is non-negatively
weighted. Define R+[1] to be the F -module obtained from R+ be reducing degrees
by 1. Chen’s ([7], [6]) reduced bar construction B(M,R•, N) is a quotient of the
F -module
T (M,R•, N) : =
⊕
s≥0
M ⊗ (R+[1]⊗s)⊗N.
For m⊗(r1⊗· · ·⊗rs)⊗n ∈ T (M,R
•, N), we write m[r1| · · · |rs]n for its equivalence
class in B(M,R•, N). The relations in B(M,R•, N) are given below.
m[dg|r1| · · · |rs]n = m[gr1| · · · |rs]n−m · g[r1| · · · |rs]n;
m[r1| · · · |rj |dg|rj+1| · · · |rs]n = m[r1| · · · |rj |grj+1| · · · |rs]n
−m[r1| · · · |rjg|rj+1| · · · |rs]n 1 ≤ j < s;
m[r1| · · · |rs|dg]n = m[r1| · · · |rs]g · n−m[r1| · · · |rsg]n;
m[dg]n = 1⊗ g · n−m · g ⊗ 1.
Here each rj ∈ R
+, g ∈ R0, m ∈M , and n ∈ N .
The reduced bar construction B(M,R•, N) has the structure of a commutative
differential graded algebra over F . The degree of the element m[r1| · · · |rs]n is
defined to be deg(r1) + · · · + deg(rs) − s. Define an endomorphism J of R
• by
J(r) = (−1)deg rr for each homogeneous element r. The differential on B(M,R•, N)
is defined by
(11)
d m[r1| · · · |rs]n =
∑
1≤j≤s
(−1)jm[Jr1| · · · |Jrj−1|drj |rj+1| · · · |rs]n
+
∑
1≤j<s
(−1)i+1m[Jr1| · · · |Jrj−1|Jrj ∧ rj+1|rj+1| · · · |rs]n.
The product in B(M,R•, N) is given by
(m[r1| · · · |rp]n) · (m
′[rp+1| · · · |rp+q ]n
′) =
∑
σ∈Sh(p,q)
mm′[rσ(1)| · · · |rσ(p+q)]nn
′,
where Sh(p, q) denotes the set of shuffles of type (p, q). With this product, the
reduced bar construction B(M,R•, N) is a commutative differential graded F -
algebra. The map F → B(M,R•, N) is given by 1 7→ [ ].
If R• → A• is a surjective homomorphism of commutative differential graded F -
algebras, thenM⊗R•A
• and N⊗R•A
• are A•-modules. Their annihilators contain
A+. Thus, we may form the reduced bar construction B(M⊗R•A
•, A•, N⊗R•A
•).
28 ANTHONY JOSEPH NARKAWICZ
Proposition 7.1. If R• → A• is a surjective homomorphism of commutative dif-
ferential graded F -algebras, then the canonical homomorphism
(12) B(M,R•, N)⊗R• A
• −→ B(M ⊗R• A
•, A•, N ⊗R• A
•)
is an isomorphism of differential graded A•-algebras.
Proof. For simplicity of notation, all tensor product symbols in the proof are as-
sumed to be over R•. Let RelR denote the R
•-submodule of T (M,R•, N) consisting
of all elements that have trivial equivalence class in B(M,R•, N). Let RelA denote
the A•-submodule of T (M ⊗ A•, A•, N ⊗ A•) consisting of all elements that have
trivial equivalence class in B(M ⊗A•, A•, N ⊗A•). The sequence
0 −→ RelR −→ T (M,R
•, N) −→ B(M,R•, N) −→ 0
is exact. Thus, the following diagram commutes, and both rows are exact. All
tensor product symbols indicate a tensor product over R•.
RelR ⊗A
•
φ

// T (M,R•, N)⊗A•
∼=

// B(M,R•, N)⊗A•

RelA // T (M ⊗A
•, A•, N ⊗A•)
θ
// B(M ⊗A•, A•, N ⊗A•)
The homomorphism (12) is surjective because θ is surjective and injective because
φ is surjective. 
7.2. The Eilenberg-Moore Spectral Sequence. The reduced bar construction
B(M,R•, N) has a standard filtration
F = B0(M,R•, N) ⊂ B−1(M,R•, N) ⊂ B−2(M,R•, N) . . .
The subspace B−s(M,R•, N) is defined to be the F -submodule of B(M,R•, N)
generated by those m[r1| · · · |rt]n with t ≤ s. The second quadrant spectral se-
quence Es,tn corresponding to this filtration is known as the Eilenberg-Moore spectral
sequence. One always has E−s,sn ⇒ H
0(B(M,R•, N)).
Proposition 7.2 (Chen, [7]). If H0(R•) = F , then the E1 term of the Eilenberg-
Moore spectral sequence is given by
E1 = B(M,H
•(R•), N),
where H•(R•) is given the trivial differential. The differential d1 is therefore given
by the cup product. 
Note that the algebra H•(R•) is a commutative differential graded algebra when
equipped with the trivial differential. The algebra R• is formal if there is a com-
mutative differential graded algebra S• and quasi-isomorphisms S• → R• and
S• → H•(R•). The following proposition shows that the formality of R• is closely
related to the differentials in the Eilenberg-Moore spectral sequence.
Proposition 7.3. If R• is 1-formal, then E−s,s2 = E
−s,s
∞ , and if R
• is formal, then
E2 = E∞. 
Corollary 7.4. If R• →֒ A• is a quasi-isomorphism of non-negatively weighted
commutative differential graded F -algebras and M and N are graded A•-modules
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that have only degree-zero elements, then the map B(M,R•, N) → B(M,A•, N)
induces an isomorphism
H•B(M,R•, N)
∼=
−→ H•B(M,A•, N)
of graded R•-algebras. 
7.3. The Hopf Algebra B(F,R•,O). In this section, we show that under certain
hypotheses, the reduced bar construction B(F,R•,O) is a differential graded Hopf
algebra. This generalizes a construction by Hain in [14]. The main purpose for this
construction is that it implies that B(C, E•(X,Oρ),O(Dρ)) is a differential graded
Hopf algebra. The Hopf algebra H0B(C, E•(X,Oρ),O(Dρ)) is the coordinate ring
of the relative Malcev completion Sρ [14]. Suppose that we have the following data.
• A differential graded algebra R• over a commutative ring F .
• A Hopf algebra O over F with augmentation ǫ.
• A homomorphism R• → O of F -algebras that vanishes on R+.
• An F -algebra homomorphism ν : R• → O⊗F R
• with the following prop-
erties.
(1) If r ∈ Rj and ν(r) =
∑
k φk ⊗ rk, then rk ∈ R
j for all k and
ν(dr) =
∑
k φk ⊗ drk.
(2) We have (∆⊗ I) ◦ ν = (I ⊗ ν) ◦ ν : R• → O ⊗F O ⊗F ⊗FR
•.
(3) We have (ǫ ⊗ I) ◦ ν = I : R• → R•.
Define a homomorphism ǫ : R• → F of rings by composition R• → O
ǫ
→ F ,
where ǫ is the counit of O. Then ǫ vanishes on R+. Via the map ǫ : R• → F , we
may view F as an R•-module. Thus, we may form the reduced bar construction
B(F,R•,O). We show here that it has the structure of a differential graded Hopf
algebra over F . Suppose that r1, . . . , rs ∈ R
+. Define ǫ : B(F,R•,O) → F by
ǫ([r1| · · · |rs]ϕ) = 0 for s > 0 and ǫ([ ]ϕ) = ǫ(ϕ). Suppose that ϕ ∈ O and that the
comultiplication in O sends ϕ to
∑
j ϕ
′
j ⊗ϕ
′′
j . Suppose that ν(rℓ) =
∑
kℓ
φ
(ℓ)
kℓ
⊗ rℓkℓ .
Define an F -algebra homomorphism ∆: B(F,R•,O)→ B(F,R•,O)⊗B(F,R•,O)
by
∆: [r1| · · · |rs]ϕ 7−→
s∑
i=1
∑
j
∑
ki+1
· · ·
∑
ks
([r1| · · · |ri]φ
i+1
ki+1
· · ·φsksϕ
′
j)⊗ ([r
i+1
ki+1
| · · · |rsks ]ϕ
′′
j ).
Define λ : B(F,R•,O)→ B(F,R•,O) by
λ : [r1| · · · |rs]ϕ 7−→ (−1)
s
∑
ks
· · ·
∑
k1
[rsks | · · · |r
1
k1 ]ι(φ
s
ks) · · · ι(φ
1
k1 )ι(ϕ),
where ι is the antipode of O. The maps ǫ, ∆, and λ are F -algebra homomorphisms.
The proof of the following theorem can be found in [22].
Theorem 7.5. The reduced bar construction B(F,R•,O) is a differential graded
Hopf algebra over F with counit ǫ, comultiplication ∆, and antipode λ. 
Corollary 7.6. The Hopf algebra structure on B(F,R•,O) induces a Hopf algebra
structure on H0B(F,R•,O). 
The following proposition allows us to describe the Hopf algebra structure on
H0B(F,R•,O) via the Eilenberg-Moore spectral sequence.
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Proposition 7.7 (Chen). For each n ≥ 0, the Hopf algebra structure on B(F,R•,O)
induces a differential graded Hopf algebra structure on the n-th term of the associ-
ated Eilenberg-Moore spectral sequence. 
7.4. The Hopf Algebra B(C, E•(X,Oρ),O(Dρ)). Of particular interest to us is
the reduced bar construction when the differential graded algebra R• is E•(X,Oρ),
defined as in Section 5.6. In this section, we prove that there is an algebra ho-
momorphism E•(X,Oρ) → O(Dρ) that vanishes in positive degree. As in the
previous section, this gives the reduced bar constructions B(C, E•(X,Oρ),C) and
B(C, E•(X,Oρ),O(Dρ)) the structure of differential graded Hopf algebras.
Let X be a smooth manifold, and set π = π1(X, x0). Let X˜ → X denote the uni-
versal cover of X . Suppose that ρ : π → (C∗)N is a representation. Let Dρ denote
the Zariski closure of the image of ρ in GNm, and let O(Dρ) denote the coordinate
ring of O(Dρ). Each character α on Dρ gives an irreducible representation Vα of
Dρ and a rank-one local system Vα on X with monodromy given by the character
α ◦ ρ of π. Recall the definition of E•(X,Oρ):
E•(X,Oρ) =
⊕
α∈D∨ρ
E•(X,Vα)⊗ V
∗
α .
For each α ∈ D∨ρ , there is a left action of π on the trivial line bundle X˜ × C → X˜
defined by γ · (z, u) = (γ · z, α(ρ(γ−1))u). This induces a right action of π on
E•(X˜) via ψ · γ = α(ρ(γ))(γ−1)∗ψ. The complex E•(X,Vα) is defined to be the
π-invariants of E•(X˜).
Evaluation of a differential form ψ in E•(X,Vα) ⊗ V
∗
α at x0 gives an element
δ(ψ) of Vα ⊗ V
∗
α , which is the trivial representation C of Dρ. Note that the co-
product in O(Dρ) satisfies ∆(α
−1) = α−1 ⊗ α−1. Define a C-algebra homomor-
phism E•(X,Oρ)→ O(Dρ) by sending ψ to δ(ψ)α
−1. Then this map vanishes on
E+(X,Oρ). Define an algebra homomorphism
(13) E•(X,Oρ)
ν
−→ E•(X,Oρ)⊗O(Dρ)
via ψ 7−→ ψ⊗α−1. This extends in a unique way to E•(X,Oρ). It follows easily from
definitions that ν satisfies the hypotheses at the beginning of Section 7.3. Thus,
the reduced bar construction B(C, E•(X,Oρ),O(Dρ)) is a differential graded Hopf
algebra.
Viewing C as an algebra over E•(X,Oρ) via the map δ, we may form the reduced
bar construction B(C, E•(X,Oρ),C) as well. By the construction in Section 7.3, it
is also a differential graded Hopf algebra.
The Hopf algebra H0B(C, E•(X,Oρ),O(Dρ)) is the coordinate ring of a proal-
gebraic group scheme, which is in fact the relative Malcev completion Sρ [14]. The
Hopf algebra H0B(C, E•(X,Oρ),C) is the coordinate ring of the prounipotent rad-
ical Uρ of Sρ . The homomorphism θρ : π → Sρ will be described in Section 8 using
iterated integrals.
8. Iterated Integrals
In this section, we review Hain’s [14] generalization of Chen’s ([7],[6]) iterated in-
tegrals. We describe the relative Malcev completion using the bar construction
B(C, E•(X,Oρ),O(Dρ)) and iterated integrals.
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8.1. Twisted Iterated Integrals. Suppose that X is a smooth manifold and that
ψ1, . . . , ψr are smooth 1-forms on X . Chen [6] defined
(14)
∫
γ
ψ1 · · ·ψr =
∫
0≤t1≤···≤tr≤1
f1(t1) · · · fr(tr)dt1 · · · dtr,
where γ : [0, 1] → X is a piecewise smooth path and γ∗ψj = fj(t)dt. The integral∫
ψ1 · · ·ψr can therefore be viewed as a function PX → C, where PX denotes
the path space of X . A linear combination of such functions is called an iterated
intgegral.
The following generalization of Chen’s iterated integrals is due to Hain [14]. Set
π = π1(X, x0). Let ρ : π → (C
∗)N be a representation, and let Dρ denote the
Zariski closure of the image of ρ in GNm. This is a group subscheme of G
N
m. Each
character α on Dρ gives a one-dimensional irreducible representation Vα of Dρ and
a rank-one local system Vα on X whose monodromy is given by the character α ◦ρ
of π. For each α, the fiber of Vα over x0 is canonically identified with Vα. The
local system Vα ⊗ V
∗
α is isomorphic to Vα, as the tensor product with V
∗
α simply
indicates an action by Dρ. The fiber of Vα ⊗ V
∗
α over the point x0, however, is
canonically identified with Vα ⊗ V
∗
α . As a representation of Dρ, this is canonically
isomorphic to the trivial representation C.
Suppose that ψj ∈ E
1(X,Oρ) for j = 1, . . . , r, that ϕ ∈ O(Dρ), and that γ is
a piecewise smooth loop at x0 in X : γ : [0, 1] → X . We will define the iterated
integral ∫
γ
(ψ1 · · ·ψr|ϕ) ∈ C.
First, suppose that each ψj ∈ E
1(X,Wαj )⊗W
∗
αj , where each αj is a character
of Dρ. Let X˜ denote the universal cover of X , with basepoint x˜0 over x0. The local
system Wαj is equal to the quotient (X˜ × C)/π1(X, x0), where π1(X, x0) acts on
X˜ ×C on the left via η · (z, u) = (η · z, αj(ρ(η
−1)) · u). This action induces a right
action of π1(X, x0) on E
•(X˜) via ψ ·η = αj(ρ(η))(η
−1)∗ψ, where η ∈ π1(X, x0). By
definition, E1(X,Wαj ) is the set of π1(X, x0)-invariants of E
•(X˜). Let γ˜ denote
any lift of γ to X˜. We define∫
γ
(ψ1 · · ·ψr|ϕ) = ϕ(ρ(γ))
∫
γ˜
ψ1 · · ·ψr.
This definition extends uniquely to the case ψ1, . . . , ψr ∈ E
1(X,Oρ) in such a way
that the integral
∫
γ(ψ1 · · ·ψr|ϕ) is multi-linear in the forms ψj and in ϕ. When
r = 0, we set
∫
γ( |ϕ) = ϕ(ρ(γ)).
Definition 8.1. The set I(X)ρ of iterated integrals with coefficients in O(Dρ) is
defined to be the set of all linear combinations of integrals of the form
∫
(ψ1 · · ·ψr|ϕ),
where r ≥ 0, ψj ∈ E
1(X,Oρ), and ϕ ∈ O(Dρ).
The elements of I(X)ρ will be regarded as functions Ωx0X → C on the loop
space Ωx0X .
Definition 8.2. We define H0(I(X)ρ) to be the subset of I(X)ρ consisting of all
elements that are constant on each homotopy class [γ] ∈ π1(X, x0). We call the
elements of H0(I(X)ρ) locally constant iterated integrals with coefficients in O(Dρ).
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We will see in Section 8.2 that the set H0(I(X)ρ) has a purely algebraic descrip-
tion.
Proposition 8.3 ([6], [14]). For ψ1, . . . , ψp+q ∈ E
1(X,Oρ) and ϕ, θ ∈ O(Dρ), we
have ∫
(ψ1 · · ·ψp|ϕ)
∫
(ψp+1 · · ·ψp+q|θ) =
∑
σ∈Sh(p,q)
∫
(ψσ(1) · · ·ψσ(p+q)|ϕθ),
where Sh(p, q) denotes the set of shuffles of type (p, q). 
Corollary 8.4. The sets I(X)ρ and H
0(I(X)ρ) of functions on Ωx0X are C-
algebras, where the map C→ H0(I(X)ρ) is given by 1 7→
∫
( |1). 
Remark 8.5. Suppose that ρ : π → (C∗)N is the trivial representation and that
ψ1, . . . , ψr ∈ E
1(X,Oρ). Then Dρ is the trivial group scheme and E
•(X,Oρ) =
E•(X). Consequently, the iterated integral
∫
γ
(ψ1 · · ·ψr|1) is Chen’s iterated inte-
gral
∫
γ
ψ1 · · ·ψr, defined by (14).
8.2. Relative Malcev Completion. In this section, we recall several results by
Hain [14]. They are generalizations of work by Chen [6].
Let X be a smooth manifold, and set π = π1(X, x0). Suppose that ρ : π → (C
∗)N
is a representation. Let Dρ denote the Zariski closure of the image of ρ in G
N
m. Con-
sider the bar construction B(C, E•(X,Oρ),O(Dρ)), which is described in Section
7.4. This Hopf algebra is nonnegatively graded. Thus, H0B(C, E•(X,Oρ),O(Dρ))
is a Hopf subalgebra of B(C, E•(X,Oρ),O(Dρ)). In [14], Hain shows that it is the
coordinate ring of a proalgebraic group scheme Sρ .
Theorem 8.6. There is a C-algebra isomorphism
H0B(C, E•(X,Oρ),O(Dρ))
∼=
−→ H0(I(X)ρ)
given by [ψ1| · · · |ψr]ϕ 7−→
∫
(ψ1 · · ·ψr|ϕ). 
Note that the group Sρ(C) consists of the set of C-algebra homomorphisms
H0B(C, E•(X,Oρ),O(Dρ)) −→ C.
Theorem 8.7. The map θρ : π → Sρ(C) given by
γ 7−→
(
[ψ1| · · · |ψr]ϕ 7→
∫
γ
(ψ1 · · ·ψr|ϕ)
)
is a Zariski dense group homomorphism. 
In the construction of B(C, E•(X,Oρ),O(Dρ)), we are viewing C as an alge-
bra over E•(X,Oρ) via the composition E
•(X,Oρ) → O(Dρ)
ǫ
→ C. The map
E•(X,Oρ) → O(Dρ) is described in Section 7.4. Thus, we may form the reduced
bar construction B(C, E•(X,Oρ),C), which is also a differential graded Hopf alge-
bra. Hain [14] shows that the Hopf algebraH0B(C, E•(X,Oρ),C) is the coordinate
ring of a prounipotent group scheme Uρ . That is,
O(Sρ) = H
0B(C, E•(X,Oρ),O(Dρ))
O(Uρ) = H
0B(C, E•(X,Oρ),C).
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Theorem 8.8. There is a natural short exact sequence
1 −→ Uρ −→ Sρ −→ Dρ −→ 1
of affine proalgebraic group schemes over C. 
The homomorphism Uρ → Sρ corresponds to the Hopf algebra homomorphism
H0B(C, E•(X,Oρ),O(Dρ))→ H
0B(C, E•(X,Oρ),C) which sends [ψ1| · · · |ψr]ϕ to
[ψ1| · · · |ψr]ǫ(ϕ). The homomorphism Sρ → Dρ corresponds to the Hopf algebra
homomorphism O(Dρ)→ H
0B(C,E•(X,Oρ),O(Dρ)) which sends ϕ to [ ]ϕ.
If γ ∈ π, then the element θρ(γ) of Sρ(C) is a C-algebra homomorphismO(Sρ)→
C. Moreover, the element ρ(γ) of Dρ(C) is a C-algebra homomorphism O(Dρ) →
C. If ϕ ∈ O(Dρ), then [ ]ϕ ∈ O(Sρ). Thus, by the definition of θρ , we have
θρ(γ)([ ]ϕ) = ϕ(ρ(γ)). It follows that the diagram
π
θρ

ρ
$$J
JJ
JJ
JJ
JJ
J
Sρ(C) // Dρ(C)
commutes.
Theorem 8.9 (Hain, [14]). The proalgebraic group scheme Sρ is the Malcev com-
pletion of π relative to ρ. 
By definition, the group scheme Uρ is the prounipotent radical of Sρ . In Section
10, we will generalize this construction to define the Malcev completion relative to
any irreducible component of the characteristic variety V iN,m(X).
8.3. When Sρ is Combinatorially Determined. In this section, we give condi-
tions under which Sρ is combinatorially determined, where ρ ∈ T is a character. We
do not know whether Sρ is always combinatorially determined. In Section 8.3.1, we
show that if Sρ is combinatorially determined for all ρ ∈ T, then the characteristic
variety V1m(X) is combinatorially determined.
Let X denote the complement of an arrangement of hyperplanes in a complex
vector space V , and let h denote its holonomy Lie algebra. Set π = π1(X, x0). Let
h∧ denote its completion with respect to degree. Then h∧ is the pronilpotent Lie
algebra constructed from the differential graded algebra E•(X) by the methods of
rational homotopy theory. Let A• denote the complexified Orlik-Solomon algebra
of X . The inclusion A• →֒ E•(X) is a quasi-isomorphism [23]. Thus, h∧ can
also be constructed from the differential graded algebra A•. The Orlik-Solomon
algebra is determined by the intersection poset of the hyperplane arrangement.
Thus, the pronilpotent Lie algebra h∧ is also determined by the intersection poset.
The Malcev completion πun is the unique prounipotent group whose Lie algebra is
h∧. Thus, πun is determined by the intersection poset of the arrangement. For this
reason, we say that πun is combinatorially determined.
It is natural to ask whether, in general, the relative Malcev completion Sρ is
combinatorially determined for ρ ∈ TN . The first result in this direction was
given in Theorem 5.18, which says that if two distinct hyperplanes intersect, then
Sρ ∼= Dρ × π
un for general ρ ∈ TN . For such ρ, the relative Malcev completion Sρ
is combinatorially determined.
This result extends to positive dimensional subvarieties of the character torus.
Here, we only consider ρ ∈ T. That is, we consider characters ρ : π → C∗. This
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simplifies notation, because each subtorus Y of T which has positive dimension
must contain a character ρ that has Zariski dense image in Gm. Thus, we can
apply Theorem 6.3.
Choose linear functions Lj on V such that the j-th hyperplane is the vanishing
set of Lj. Set ωj = (2πi)
−1dLj/Lj. This is a closed holomorphic 1-form on X . Set
ω = (ω1, . . . , ωn).
Suppose that a ∈ Cn, and set ρ = exp(aωT ). This is an element of T. In Section
6.3, we constructed a commutative differential graded algebra A•a . It is defined by
A•a =
⊕
k∈Z
A•q−k.
The differential is given on the k-th component by left multiplication by −kaωT .
There is a natural inclusion A•a →֒ E
•(X,Oρ). By Theorem 6.3, ifV is a vector sub-
space of Cn, then there is a countable collection {Wj}j∈Z of proper affine subspaces
of V with the following property. If a ∈ V −
⋃
jWj and ρ = exp(aω
T ) has Zariski
dense image in Gm, then the induced homomorphism H
•(A•a) −→ H
•(X,Oρ) is an
isomorphism.
Theorem 8.10. If Y is a subtorus of T that contains the trivial character, then
the relative Malcev completion Sρ is combinatorially determined for general ρ ∈ Y .
Proof. If Y has dimension 0, then Y is the trivial character, and Sρ is the standard
Malcev completion of π. It is therefore combinatorially determined. If Y has
positive dimension, then the general ρ ∈ Y has Zariski dense image in Gm. This
is because the statement that ρ : π → C∗ does not have Zariski dense image in
Gm is equivalent to the statement that the image of ρ is contained in the roots of
unity. Choose a countable collection {Λr} of proper subvarieties of Y such that
every ρ ∈ Y −
⋃
r Λr has Zariski dense image in Gm.
Let V be the unique vector subspace of Cn such that the exponential map
exp: H1(X,C)→ T takesVω onto Y , whereVω is the image ofV under the natural
isomorphism Cn
∼=
−→ H1(X,C), given by a 7→ aωT . Then Vω is the universal cover
of Y . Let Vj denote the image ofWj in Vω . Each affine subspace Vj exponentiates
to a possibly-translated subtorus Ωj of Y . Each Ωj is a proper subtorus of Y , since
dimY = dimCV > dimCWj = dimC Vj = dimΩj . Suppose that ρ ∈ Y and that ρ
does not lie in any Λr or any Ωj . Since ρ does not lie in any Λr, it follows that ρ
has Zariski dense image in Gm. That is, Dρ = Gm. We show that the isomorphism
class of Sρ may be computed using the combinatorially determined algebra A
•
a ,
where a ∈ V satisfies ρ = exp(aωT ). If ρ does not lie in any Λr or Ωj , then a is
necessarily an element of V−
⋃
jWj . Theorem 6.3 therefore implies that the map
H•(A•a) −→ E
•(X,Oρ)
is an isomorphism of graded algebras.
Consider the reduced bar construction B(C, E•(X,Oρ),O(Gm)). We have
O(Sρ) = H
0B(C, E•(X,Oρ),O(Gm)).
There is natural inclusion A•a →֒ E
•(X,Oρ), which is a quasi-isomorphism. Thus,
O(Gm) inherits the structure of a A
•
a-module. Consider the reduced bar construc-
tion B(C,A•a ,O(Gm)). Set
G = SpecH0B(C,A•a ,O(Gm)).
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This is an affine group scheme. Proposition 7.4 implies that the natural homo-
morphism O(G) −→ O(Sρ) is an isomorphism, since A
•
a →֒ E
•(X,Oρ) is a quasi-
isomorphism. Thus, there is a natural isomorphism
Sρ
∼=
−→ G
of group schemes. The group scheme G is determined by the algebra A•a , which
depends only on the intersection poset of the arrangement. 
We do not know whether Sρ is always combinatorially determined.
8.3.1. Characteristic Varieties and the Intersection Poset. Theorem 5.8 suggests
that the question of whether Sρ is combinatorially determined is related to the
question of whether characteristic varieties are combinatorially determined.
Theorem 8.11. If the isomorphism class of the relative Malcev completion Sρ is
combinatorially determined for all ρ ∈ T, then the characteristic variety V1m(X) =
{ρ ∈ T | dimCH
1(X,Lρ) ≥ m} = 0 is combinatorially determined.
Proof. Suppose that the relative Malcev completion Sρ is always combinatori-
ally determined for all characters ρ : π1(X, x0) → C
∗. Let {K1, . . . ,Kn} and
{H1, . . . , Hn} denote arrangements of hyperplanes in V that have isomorphic inter-
section posets. We may assume that the ordering of the hyperplanes induces the
isomorphism of intersection posets. Set X = V −
⋃n
j=1Kj and Z = V −
⋃n
j=1Hj .
There are natural isomorphisms
(15) H1(X,C∗) ∼= (C∗)n ∼= H1(Z,C∗)
determined by the ordering of the hyperplanes. Let ~p be an element of (C∗)n, and
choose characters ρX ∈ H
1(X,C∗) and ρZ ∈ H
1(Z,C∗) which correspond to ~p via
the isomorphisms (15). We will show that dimCH
1(X,LρX ) = dimCH
1(Z,LρZ ).
Let SρX denote the completion of π1(X, x0) relative to ρ, and let SρZ denote the
completion of π1(Z, z0) relative to ρZ . Let D denote the Zariski closure of the image
of ρX in Gm. Then D is also the Zariski closure of the image of ρZ in Gm. Let
ψ : SρX → D denote the surjection given by the definition of Sρ . The composition
SρX
∼=
−→ SρZ → D is surjective. Since D is the maximal reductive quotient of SρX ,
it follows that there is an automorphism φ : D → D such that the diagram
SρX
ψ
//
∼=

D
φ

SρZ
// D
commutes. Thus, the diagram
SρX
φ◦ψ
//
∼=

D
SρZ
// D
commutes. Let UρZ denote the kernel of SρZ → D, and let UρX denote the kernel
of φ ◦ ψ : SρX → D. A simple diagram chase shows that there is an isomorphism
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UρX
∼=
−→ UρZ such that the diagram
1 // UρX
∼=

// SρX
∼=

φ◦ψ
// D // 1
1 // UρZ
// SρZ
// D // 1
commutes. Let uρX and uρZ denote the Lie algebras of UρX and UρZ , respectively.
Then the isomorphism UρX
∼= UρZ induces a D-equivariant isomorphism
H1(uρX )
∼= H1(uρZ ).
Theorem 5.8 implies that as representations of D, both H1(uρX ) and H1(uρZ ) are
direct products of irreducible representations. Recall that D is a group subscheme
of Gm. The standard representation of Gm is the one dimensional representation
corresponding to the identity Gm → Gm, which is a character of Gm. This restricts
to an irreducible representation L1 of D. By Theorem 5.8, the L1 isotypical part
of the representation H1(uρX ) of D has dimension dimCH
1(X,LρX ). By the same
theorem, the L1-isotypical part of the representation H1(uρZ ) of D has dimension
dimCH
1(Z,LρZ ). The result follows. 
9. Infinite Dimensional Flat Vector Bundles
Let X be a smooth manifold such that H1(X,Z) is torsion-free, and set π =
π1(X, x0). Then T = H
1(X,C∗) is isomorphic to (C∗)b1(X). Let R be a commuta-
tive C-algebra, and suppose that α : π → R× is a group homomorphism. This gives
R the structure of a left π-module. There is a corresponding infinite dimensional
flat vector bundle VR,α over X . In this section, we define the de Rham complex
E•(X,VR,α) and prove some of its basic properties. The monodromy homomor-
phism of VR,α is α : π → R
×. The natural example to keep in mind is where Y is an
irreducible subvariety of TN , R = O(Y ), and the homomorphism α : π → O(Y )×
is given by γ 7→ fk11 · · · f
kN
N , where the kj are integers and fj ∈ O(Y ) is defined by
fj(ρ) = ρj(γ).
9.1. Definitions and Basic Properties. Suppose that X is a smooth manifold,
and set π = π1(X, x0). Let τ : X˜ → X denote the universal cover of X . We say
that an open subset U ⊂ X is evenly covered if τ−1(U) is a disjoint union of open
subsets of X˜, each of which maps homeomorphically onto U via τ . Suppose that
R is a commutative C-algebra.
Let E•fin(X˜, R) denote the set of sums∑
j∈J
ψj ⊗ rj ,
taken over any index set J , with ψj ∈ E
•(X˜) and rj ∈ R, such that locally,
all but finitely many ψj vanish. That is, every point in X˜ has a neighborhood
on which only finitely many ψj take a nonzero value. We view the elements of
E•fin(X˜, R) as differential forms on X˜ with values in R. We obviously haveE
•(X˜)⊗C
R ⊂ E•fin(X˜, R). The product on E
•(X˜) ⊗ R extends to a product on E•fin(X˜, R).
If R has finite dimension, then E•fin(X˜, R) = E
•(X˜) ⊗C R. The differential on
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E•fin(X˜, R) defined by d(
∑
j ψj ⊗ rj) =
∑
j d(ψj)⊗ rj is R-linear. Thus, E
•
fin(X˜, R)
is a differential graded algebra over R.
Let α : π → R× be a group homomorphism, where R× denotes the group of units
in R. This determines a left action of π on R. There is an induced left action of π
on the trivial bundle X˜ ×R→ X˜ via the formula γ · (z, r) = (γ · z, α(γ−1)r). The
quotient by this action is a flat vector bundle
VR,α (X˜ ×R)/π

X.
The fiber over each point is a free R-module of rank one.
Notation 9.1. If Y is an affine variety and α : π → O(Y )× is a group homomor-
phism, then the resulting flat vector bundle is denoted VY,α.
The action of π on the bundle X˜ × R → X˜ induces a right action of π on
E•fin(X˜, R) via
(
∑
j
ψj ⊗ rj) · γ =
∑
j
(γ−1)∗ψj ⊗ α(γ)rj .
Definition 9.2. Define E•(X,VR,α) to be the π-invariants of E
•
fin(X,R):
E•(X,VR,α) = [E
•
fin(X,R)]
π.
This is a module over R, and the differential on E•fin(X˜, R) restricts to a differ-
ential on E•(X,VR,α). If α and β are homomorphisms π → R
×, then the product
αβ is as well.
Proposition 9.3. The space E•(X,VR,α) is a cochain complex of R-modules, and
the product on E•fin(X˜, R) restricts to a product
E•(X,VR,α)⊗V E
•(X,VR,β) −→ E
•(X,VR,αβ). 
Example 9.4. Let R = C, and let α : π → C∗ be a homomorphism. The flat
bundle VR,α is the rank one local system on X with monodromy α. The complex
E•(X,VR,α) is the standard complex of differential forms on X with coefficients in
VR,α.
Let φ : R → A be a C-algebra homomorphism. Then φ ◦ α is a homomorphism
π → A×. Thus, we may form the complex E•(X,VA,φ◦α). The homomorphism φ
induces a homomorphism
(16) E•(X,VR,α) −→ E
•(X,VA,φ◦α)
of complexes of R-modules. The proof of the following proposition is a standard
argument using a partition of unity, and it can be found in [22].
Proposition 9.5. If the C-algebra homomorphism φ : R → A is surjective, then
the homomorphism (16) is surjective. 
If φ : R → A is a surjection of C-algebras, then there is a canonical inclusion
E•(X,VR,α)⊗R A →֒ E
•(X,VA,φ◦α) of complexes of A-modules.
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Corollary 9.6. If φ : R → A is a surjection of C-algebras, then the canonical
inclusion E•(X,VR,α) ⊗R A →֒ E
•(X,VA,φ◦α) is an isomorphism of complexes of
A-modules. 
The cohomology of the complex E•(X,VR,α) is denoted H
•(X,VR,α). In the
next sections, we show that this cohomology may be computed using simplicial
cochains.
9.2. Simplicial Cohomology. Recall that X is a smooth manifold and that π =
π1(X, x0). By [31, pages 124-135], there is a triangulation of X . In this section, we
show that the cohomology H•(X,VR,α) may be computed by simplicial cochains.
The proofs of these results can be found in [22].
Let R be a commutative C-algebra, and let α : π → R× be a group homomor-
phism. As in the previous section, there is an associated flat vector bundle VR,α
over X . The fiber over each point is a free R-module of rank one. Choose a trian-
gulation of X such that each simplex has a neighborhood that is evenly covered by
τ : X˜ → X . This triangulation lifts to a triangulation of X˜ that is invariant under
the action of π on X˜ . Let C•∆ denote simplicial cochains. Given a subsimplicial
complex Z ⊂ X , let C•∆(Z,VR,α) denote the set of sums
∑
j∈J φj ⊗ rj taken over
any index set J , with φj ∈ C
•
∆(τ
−1(Z)) and rj ∈ R, that have the following two
properties.
• On each simplex of τ−1(Z), all but finitely many φj vanish.
• For γ ∈ π, one has
∑
j(γ
−1)∗φj ⊗ α(γ)rj =
∑
j ψj ⊗ rj .
It is easy to see that C•∆(Z,VR,α) is a cochain complex of R-modules. The differ-
ential is defined by d(
∑
j φj ⊗ rj) =
∑
j d(φj) ⊗ rj . Note that if σ is a simplex in
X , then C•∆(σ,VR,α) is a free R-module of rank one.
If φ : R→ A is a C-algebra homomorphism, there is an induced homomorphism
C•∆(Z,VR,α) → C
•
∆(Z,VA,φ◦α) of complexes of R-modules. The proof of the next
proposition is similar to the proof of Proposition 9.5.
Proposition 9.7. If φ : R→ A is a surjective C-algebra homomorphism, then the
induced homomorphism C•∆(Z,VR,α)→ C
•
∆(Z,VA,φ◦α) is surjective. 
Corollary 9.8. If φ : R → A is a surjective C-algebra homomorphism, then the
induced homomorphism C•∆(Z,VR,α)⊗R A→ C
•
∆(Z,VA,φ◦α) is an isomorphism of
complexes of A-modules. 
9.3. Equivalence of De Rham and Simplicial Cohomologies. Suppose that
X is a smooth manifold such that H1(X,Z) is torsion free, and let T = H
1(X,C∗)
denote the character torus. Each element of TN can be viewed as a representation
π → (C∗)N . Let Y be an irreducible subvariety of TN , and let O(Y ) denote the
coordinate ring of Y . Choose k ∈ ZN . There is a homomorphism α : π → O(Y )×
given by γ 7→ fk11 · · · f
kN
N , where fj ∈ O(Y )
× is given by fj(ρ) = ρj(γ). Then
VY,α is a flat vector bundle over X , and the fiber over each point is a free O(Y )-
module of rank one. If Y = {ρ}, then VY,α is the rank one local system on X with
monodromy ρk11 · · · ρ
kN
N . We denote this local system by Lρk . Corollary 9.6 implies
that there is a canonical isomorphism
E•(X,VY,α)⊗O(Y ) Cρ ∼= E
•(X,Lρk )
of complexes. It induces a homomorphism
H•(X,VY,α)⊗O(Y ) Cρ −→ H
•(X,Lρk ).
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In Section 9.5, we show that if X deform-retracts onto a finite simplicial complex,
then this is an isomorphism for general ρ ∈ Y . This result therefore holds for the
complement of a hyperplane arrangement [24, Theorem 5.40]. The proof will use
the following proposition.
Proposition 9.9. If X deform-retracts onto a finite simplicial complex Z, then
there is a natural isomorphism
H•(X,VR,α) ∼= H
•(C•∆(Z,VR,α))
of R-modules.
Proof. See [22]. 
9.4. Universal Coefficients and Specialization. The purpose of this section
is to prove several general statements in commutative algebra. Recall that Y is
an irreducible affine variety. Let O(Y ) denote the coordinate ring of Y , and let
F denote its fraction field. For each ρ ∈ Y , let Cρ denote the associated residue
field. Let 1F and 1ρ denote the multiplicative identities in F and Cρ, respectively.
Let (C•, ∂•) be a chain complex of O(Y )-modules. In this section, we consider the
complex (C• ⊗O(Y ) Cρ, ∂• ⊗ 1ρ). There is a canonical homomorphism
H•(C•)⊗O(Y ) Cρ −→ H•(C• ⊗O(Y ) Cρ),
which is an isomorphism under certain conditions. As in Section 9.1, associated
to any group homomorphism α : π1(X, x0) → O(Y )
× is a flat vector bundle VY,α
over X whose fibers are free O(Y )-modules of rank one and whose monodromy
homomorphism is α. In Section 9.5, we use the results of the current section to
show that if X deform-retracts onto a finite simplicial complex, then the canonical
homomorphism
H•(X,VY,α)⊗O(Y ) Cρ −→ H
•(X,VY,α ⊗O(Y ) Cρ)
is an isomorphism for general ρ ∈ Y .
Remark 9.10. For simplicity of notation, the results in this section are stated in
terms of chain complexes. All results hold for cochain complexes as well.
The next lemma follows from the proofs of Theorems 3.3 and 3.8 of [26].
Lemma 9.11. If M is a finitely generated O(Y )-module, then there exists a reso-
lution · · · → P1 → P0 →M → 0 of M such that each Pj is a finitely generated free
O(Y )-module. 
Lemma 9.12. If M is a finitely generated O(Y )-module, then for each j ≥ 1,
Tor
O(Y )
j (M,Cρ) = 0
for generic ρ ∈ Y .
Proof. Choose a resolution
. . . −→ Pr
dr−→ . . .
d2−→ P1
d1−→ P0
d0−→M −→ 0
of M , where each Pj is a finitely generated free O(Y )-module. For j ≥ 0, the map
dj is represented by a matrix with entries in O(Y ). The complex P• ⊗O(Y ) F is
exact since F is a flat O(Y )-module [26, Corollary 3.48]. Let rj denote the rank
of the map dj ⊗ 1F : Pj ⊗O(Y ) F → Pj−1 ⊗O(Y ) F . Then for generic ρ ∈ Y , the
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induced map dj ⊗ 1ρ : Pj ⊗O(Y ) Cρ → Pj−1 ⊗O(Y ) Cρ has rank rj . For each ρ ∈ Y
such that dj ⊗ 1ρ has rank rj and dj+1 ⊗ 1ρ has rank rj+1, the sequence
Pj+1 ⊗O(Y ) Cρ
dj+1⊗1ρ
−→ Pj ⊗O(Y ) Cρ
dj⊗1ρ
−→ Pj−1 ⊗O(Y ) Cρ
is exact. Thus, Tor
O(Y )
j (M,Cρ) = 0 for such ρ. 
Recall that a property holds for general ρ ∈ Y if there are countably many
nonempty Zariski open subsets Uj of Y such that the property holds for any ρ ∈⋂
j Uj. The next lemma follows from Lemma 9.12 and the fact that the Tor functor
commutes with direct limits.
Lemma 9.13. If M is a countably generated O(Y )-module, then for each j ≥ 1,
Tor
O(Y )
j (M,Cρ) = 0
for general ρ ∈ Y . 
Theorem 9.14 (Important). If C• is a chain complex of countably generated O(Y )-
modules, then the canonical homomorphism
H•(C•)⊗O(Y ) Cρ −→ H•(C• ⊗O(Y ) Cρ)
is an isomorphism for general ρ ∈ Y .
Proof. Since O(Y ) is a Noetherian ring, submodules of countably generated O(Y )-
modules are countably generated. Thus, each Hj(C•) is a countably generated
O(Y )-module. By Lemma 9.13, for general ρ ∈ Y ,
(17) Tor
O(Y )
i (Cj ,Cρ) = 0
and
(18) Tor
O(Y )
i (Hj(C•),Cρ) = 0
for all j ≥ 0 and i ≥ 1. Choose any such ρ. Let · · · → P1 → P0 → Cρ → 0 be a
projective resolution of Cρ as O(Y )-modules.
Let En denote the homology spectral sequence associated to the double complex
C• ⊗O(Y ) P•. It has E
0-term E0s,t = Cs ⊗O(Y ) Pt. Its E
1 term is given by E1s,t =
Tor
O(Y )
t (Cs,Cρ). By Equation (17), for general ρ ∈ Y , the E
1 term is concentrated
in t = 0 and is given by the complex Cs ⊗O(Y ) Cρ . For such ρ, the E
2 term is
concentrated in t = 0 and is given by Hs(C• ⊗O(Y ) Cρ).
Every projective module is flat. Thus, each Pt is a flat O(Y )-module. This
implies that the ′E1 term is given by ′E1s,t = Hs(C•)⊗O(Y ) Pt. Thus, the
′E2 term
is given by ′E2s,t = Tor
O(Y )
t (Hs(C•),Cρ). By Equation (18), for general ρ ∈ Y , the
′E2 term is concentrated in t = 0 and is given by Hs(C•) ⊗O(Y ) Cρ . The result
follows. 
9.5. Specialization of Cohomology. Let X be a smooth manifold such that
H1(X,Z) is torsion-free. Then T = H
1(X,C∗) is a torus. Set π = π1(X, x0).
Each element of TN can be viewed as a homomorphism π → (C∗)N . Let Y be
an irreducible subvariety of TN , and let O(Y ) denote its coordinate ring. Let
α : π → O(Y )× be a group homomorphism. As in Section 9.1, there is an associated
flat vector bundle VY,α over X . The fiber over each point is a free O(Y )-module
of rank one. Let φρ : O(Y )→ Cρ denote the canonical surjection. Let Lρ,α denote
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the rank one local system on X with monodromy φρ ◦ α. Recall that Corollary 9.6
implies that if ρ ∈ Y , then the natural homomorphism
E•(X,VY,α)⊗O(Y ) Cρ −→ E
•(X,Lρ,α)
is an isomorphism of complexes. It induces a homomorphism H•(X,VY,α) ⊗O(Y )
Cρ −→ H
•(X,Lρ,α). The next theorem will follow from Proposition 9.9 and The-
orem 9.14.
Theorem 9.15 (Important). If X deform-retracts onto a finite simplicial complex,
then for general ρ ∈ Y , the natural homomorphism
H•(X,VY,α)⊗O(Y ) Cρ −→ H
•(X,Lρ,α).
is an isomorphism.
Proof. Let K be a finite simplicial complex which is deformation retraction of X .
Corollary 9.8 implies that there is a natural isomorphism
C•∆(K,VY,α)⊗O(Y ) Cρ
∼= C•∆(K,Lρ,α)
of complexes. By Proposition 9.9, it therefore suffices to show that the canonical
homomorphism
H•(C•∆(K,VY,α))⊗O(Y ) Cρ −→ H
j(C•∆(K,VY,α)⊗O(Y ) Cρ)
is an isomorphism for general ρ ∈ Y . Since C•∆(K,VY,α) is a complex of finitely
generated O(Y )-modules, this follows from Theorem 9.14. 
Remark 9.16. The word “general” in the statement of the theorem cannot be re-
moved. If X = C∗ and Y = H1(X,C∗), then there is a homomorphism α =
π1(X, x0) → O(Y )
× given by γ 7−→ (ρ 7→ ρ(γ)). Thus, H0(X,VY,α) = 0, but for
the trivial character 1 ∈ Y , we have H0(X,L1,α) = H
0(X,C) = C.
Corollary 9.17. If X is the complement of an arrangement of hyperplanes in a
complex vector space, then for general ρ ∈ Y , the natural homomorphism
H•(X,VY,α)⊗O(Y ) Cρ −→ H
•(X,Lρ,α).
is an isomorphism.
Proof. By [24, Theorem 5.40], there is a strong deformation retraction of X onto a
finite simplicial complex. Thus, Theorem 9.15 applies. 
Example 9.18. For each k ∈ ZN , there is a homomorphism α : π → O(Y )× given
by γ 7→ fk11 · · · f
kN
N , where fj ∈ O(Y )
× is defined by fj(ρ) = ρj(γ). The local
system Lρ,α has monodromy ρ
k1
1 · · ·ρ
kN
N . We therefore denote this local system by
Lρk . If X deform-retracts onto a finite simplicial complex, then for general ρ ∈ Y ,
there is a canonical isomorphism
H•(X,VY,α)⊗O(Y ) Cρ ∼= H
•(X,Lρk ).
It is natural with respect to cup products.
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10. Constancy of Relative Malcev Completion
Let X be a smooth manifold such that H1(X,Z) is torsion-free. Then T =
H1(X,C∗) is a complex torus. Set π = π1(X, x0). Each ρ ∈ T
N can be viewed as a
homomorphism π → (C∗)N . Let Y be an irreducible subvariety of TN . One natural
and interesting choice for Y is an irreducible component of the characteristic variety
V iN,m(X).
In this section, we will construct an affine group scheme SY over Y and a homo-
morphism θY : π → SY (O(Y )) using iterated integrals that generalize those of Chen
[6] and Hain [14]. When Y = {ρ}, the group scheme SY is the Malcev completion
of π relative to ρ. In addition, for each irreducible subvariety Z of Y , there is a
canonical homomorphism SZ → SY ⊗O(Y ) O(Z) of group schemes such that the
diagram
π
θZ
//
θY

SZ(O(Z))

SY (O(Y )) // SY (O(Z))
commutes.
If X deform-retracts onto a finite simplicial complex (e.g. if X is the complement
of a hyperplane arrangement), then the relative Malcev completion Sρ is constant
over Y in the following sense. If there exists ̺ ∈ Y such that the Zariski closure
of the image of ̺ in GNm contains imρ for every ρ ∈ Y , then for general ρ ∈ Y ,
the homomorphism Sρ → SY ⊗O(Y ) Cρ is an isomorphism. This holds for any
irreducible subvariety of the character torus T.
10.1. The Group Schemes GY and DY . Recall that X is a smooth manifold
such that H1(X,Z) is torsion-free, that T = H
1(X,C∗), and that π = π1(X, x0).
Let Y be an irreducible subvariety of TN . The coordinate ring of Y is denoted
O(Y ). There is a tautological homomorphism
ρY : π → (O(Y )
×)N
into the O(Y )-rational points of GNm defined by γ 7→ (f1, . . . , fN), where fj(ρ) =
ρj(γ) for ρ ∈ Y . Via the group isomorphism G
N
m(Cρ)
∼= (C∗)N , the composition
π
ρY−→ GNm(O(Y )) −→ G
N
m(Cρ)
is given by ρ.
Define GY to be the intersection of all group subschemes G of G
N
m over C such
that imρ ⊂ G(C) for every ρ ∈ Y . This is a group subscheme of GNm over C. Set
DY = GY ⊗C O(Y ).
By definition, O(DY ) = O(GY )⊗C O(Y ), and DY is a group subscheme of G
N
m/Y .
The image of ρY is contained in GY (O(Y )), which is equal to DY (O(Y )).
Remark 10.1. Suppose that Y = {ρ}. Then O(Y ) is the residue field Cρ , and GY
is the Zariski closure of the image of ρ in GNm. That is, if ρ ∈ Y , then Dρ = Gρ .
Each character α ∈ G∨Y induces a homomorphism DY → Gm/Y of affine group
schemes over Y . This homomorphism corresponds to a Hopf algebra homomor-
phism α∗ : O(Y )[q±1] → O(DY ). There is an O(Y )-module map O(Y ) → O(DY )
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given by 1 7→ α∗(q). This results in aDY -module VY,α, which is a free O(Y )-module
of rank one. There is a homomorphism π −→ O(Y )× given by the composition
π
ρY−→ GY (O(Y ))
α
−→ Gm(O(Y )).
This induces a left action of π on O(Y ), where an element γ of π acts by multipli-
cation by (α ◦ ρY )(γ). As in Section 9.1, there is a left action of π on the trivial
bundle X˜ ×O(Y )→ X˜ defined by γ · (z, v) = (γ · z, γ−1 · v). The quotient
VY,α X˜ ×O(Y )

X
is a flat vector bundle over X ; each fiber is a free O(Y )-module of rank one. The
differential forms E•(X,VY,α) on X with coefficients in VY,α are defined to be sums∑
j∈J ψj ⊗ vj taken over any index set J , with ψj ∈ E
•(X˜) and vj ∈ O(Y ), which
have the following two properties.
• Each point of X˜ has a neighborhood on which all but finitely many ψj
vanish identically.
• For each γ ∈ π, one has
∑
j ψj ⊗ vj =
∑
j(γ
−1)∗ψj ⊗ γ · vj .
The monodromy representation of VY,α is α ◦ ρY : π → O(Y )
×.
Remark 10.2. Let Y = {ρ} and k ∈ ZN . Let the character α of GY be the
restriction to GY of the k-th standard character on G
N
m. Let Lρk denote the rank
one local system on X with monodromy ρk11 · · · ρ
kN
N . The complex E
•(X,VY,α) is
the de Rham complex E•(X,Lρk ).
10.2. The Algebra E•(X,OY ). Recall that X is a smooth manifold such that
H1(X,Z) is torsion-free, that T = H
1(X,C∗), and that π = π1(X, x0). Let Y be
an irreducible subvariety of TN . As in the previous section, each α ∈ G∨Y gives
a DY -module VY,α and a flat vector bundle VY,α over X . The fiber over each
point is a free O(Y )-module of rank one. The monodromy representation of VY,α is
α◦ρY : π → O(Y )
×, where ρY : π → GY (O(Y )) is the tautological homomorphism.
Given α, β ∈ G∨Y , the cup product of an element of E
•(X,VY,α) with an element
of E•(X,VY,β) lies in E
•(X,VY,αβ). Via the construction in Section 5.5, we can
define the commutative differential graded O(Y )-algebra E•(X,OY ):
(19) E•(X,OY ) =
⊕
α∈G∨
Y
E•(X,VY,α)⊗O(Y ) VY,α−1 .
The differential is defined componentwise by the differentials on the complexes
E•(X,VY,α), and the grading is determined by the degree of differential forms.
The O(Y )-algebra structure is determined by the O(Y )-module structure on each
E•(X,VY,α). The VY,α−1 in the summand implies that E
•(X,OY ) has the structure
of a DY -module.
Example 10.3. If Y = {ρ}, then GY is the Zariski closure of the image of ρ
in GNm. Thus, the algebra E
•(X,Oρ) is the same as the commutative differential
graded algebra defined in Section 5.6. Let Uρ denote the prounipotent radical of
the relative Malcev completion Sρ, and let uρ denote the Lie algebra of Uρ. This
is representation of Dρ. The commutative differential graded algebra E
•(X,Oρ)
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determines the Lie algebra uρ and the action of Dρ on it by standard methods of
rational homotopy theory.
Example 10.4. Suppose that there exists ρ ∈ Y such that ρ has Zariski dense
image in GNm. Thus, GY = G
N
m and DY = G
N
m/Y . As in Section 9.1, given k ∈ Z
N ,
let LY k denote the flat vector bundle over X whose fibers are free O(Y )-modules
of rank one and whose monodromy representation π → O(Y )× is given by γ 7→
fk11 · · · f
kN
N , where fj(ρ) = ρj(γ). Let qj denote the j-th standard character on
GNm/Y . The algebra E
•(X,OY ) has the following description as a G
N
m/Y -module.
E•(X,OY ) =
⊕
k∈ZN
E•(X,LY k )q
−k1
1 · · · q
−kN
N .
The qj determine the action of G
N
m/Y on E
•(X,O(Y )) via the action on its coordi-
nate ring. For ρ ∈ Y and k ∈ ZN , let Lρk denote the rank one local system on X
with monodromy ρk11 · · · ρ
kN
N . By Corollary 9.6 , for each ρ ∈ Y which has Zariski
dense image in GNm, there is a canonical isomorphism
E•(X,OY )⊗O(Y ) Cρ ∼=
⊕
k∈ZN
E•(X,Lρk )q
−k1
1 · · · q
−kN
N
of commutative differential graded C-algebras.
The cohomology of the commutative differential graded algebra E•(X,OY ) is
denoted H•(X,OY ). There is a canonical isomorphism
H•(X,OY ) ∼=
⊕
α∈G∨
Y
H•(X,VY,α)⊗O(Y ) VY,α−1 .
of O(Y )-algebras. Thus, the algebra H•(X,OY ) is a DY -module.
Theorem 10.5. The algebra E•(X,OY ) has connected cohomology:
H0(X,OY ) = O(Y ).
Proof. For the trivial character 1 : GY → Gm, one always hasH
0(X,VY,1) = O(Y ).
It suffices to prove that if α ∈ G∨Y is nontrivial, then the monodromy representation
of VY,α is nontrivial. That is, if α : GY → Gm is nontrivial, then
α ◦ ρY : π → O(Y )
×
is nontrivial, where ρY : π → GY (O(Y )) is the tautological homomorphism. Recall
that GY is defined to be the intersection of all group subschemes of G
N
m that contain
imρ for every ρ ∈ Y . Thus, Dρ is a group subscheme of GY for each ρ ∈ Y . Thus,
the character α of GY restricts to a character on Dρ . The diagram
π
ρ

ρY
// GY (O(Y ))
α
// Gm/Y (O(Y ))

Dρ(C)
α
// Gm(Cρ)
commutes.
If α ◦ ρY is trivial, then α ◦ ρ : π → Gm(C) is trivial for each ρ ∈ Y . Since the
image of ρ is dense in Dρ , this implies that α : Dρ(C)→ Gm(Cρ) is trivial for each
ρ ∈ Y . Over C, an algebraic group scheme is uniquely determined by its group
of C-rational points. Thus, Dρ ⊂ kerα for every ρ ∈ Y . But kerα is a group
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subscheme of GY . By the definition of GY , this implies that GY = kerα. Thus, α
is trivial. 
10.3. Specialization of Coefficients. Suppose now that Z is an irreducible sub-
variety of Y . Then GZ ⊂ GY , and the diagram
π
ρY

ρZ
// GZ(O(Z))

GY (O(Y )) // GY (O(Z))
commutes. Suppose that α is a character on GY . This restricts to a character
α|Z on GZ . Thus, there is a canonical homomorphism G
∨
Y → G
∨
Z of groups, given
by restriction. The complex E•(X,VZ,α|Z ) is a complex of O(Z)-modules. By
Proposition 9.5, there is a canonical surjection
E•(X,VY,α) −→ E
•(X,VZ,α|Z )
of complexes of O(Y )-modules. Corollary 9.6 implies that it induces a canonical
isomorphism
E•(X,VY,α)⊗O(Y ) O(Z)
∼=
−→ E•(X,VZ,α|Z )
of complexes of O(Z)-modules.
Recall that DY = GY ⊗C O(Y ) and DZ = GZ ⊗C O(Z). Since GZ ⊂ GY ,
DZ is a group subscheme of DY ⊗O(Y ) O(Z). The O(Y )-algebra E
•(X,OY ) is a
DY -module. Thus, the O(Z)-algebra E
•(X,OY )⊗O(Y )O(Z) is a DZ-module. The
next proposition and corollary follow immediately.
Proposition 10.6. There is a canonical DZ-equivariant homomorphism
E•(X,OY ) −→ E
•(X,OZ)
of commutative differential graded O(Y )-algebras. It is a surjection if GZ = GY .

Corollary 10.7. There is a canonical DZ-equivariant inclusion
E•(X,OY )⊗O(Y ) O(Z) →֒ E
•(X,OZ)
of commutative differential graded O(Y )-algebras. It is an isomorphism if GZ =
GY . 
It follows from this corollary that there is a canonical homomorphism
H•(X,OY )⊗O(Y ) O(Z) −→ H
•(X,OZ)
of graded O(Z)-algebras. The next proposition will follow directly from Theorem
9.15 and the fact that G∨Y is countable.
Theorem 10.8. If X deform-retracts onto a finite simplicial complex, then for
general ρ ∈ Y , the natural homomorphism
(20) H•(X,OY )⊗O(Y ) Cρ −→ H
•(X,Oρ)
is an isomorphism when Dρ = GY .
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Proof. Recall that Dρ = Gρ for every ρ ∈ Y . We have the following two equalities.
H•(X,OY ) =
⊕
α∈G∨
Y
H•(X,VY,α)⊗O(Y ) VY,α−1
H•(X,Oρ) =
⊕
β∈D∨ρ
H•(X,Vρ,α)⊗C Vρ,α−1
The group scheme Dρ is a group subscheme of DY ⊗O(Y ) Cρ , and the restriction
to Dρ of the representation VY,α−1 ⊗O(Y ) Cρ of DY ⊗O(Y ) Cρ is the representation
Vρ,β−1 , where β is the restriction of α to the subscheme Dρ of GY . The homomor-
phism (20) is given on the α-th component by the canonical homomorphism
(21) H•(X,VY,α)⊗O(Y ) Cρ −→ H
•(X,Vρ,β).
By Theorem 9.15, for a fixed α ∈ G∨Y , the map (21) is an isomorphism for general
ρ ∈ Y . Thus, since G∨Y is countable, for general ρ ∈ Y , the homomorphism (21) is
an isomorphism for all α ∈ G∨Y . For any such ρ, if Dρ = GY , then D
∨
ρ = G
∨
Y and
the natural homomorphism
H•(X,OY )⊗O(Y ) Cρ −→ H
•(X,Oρ)
is an isomorphism on the α-th component for all α ∈ G∨Y . Since D
∨
ρ = G
∨
Y , it is
therefore an isomorphism. 
Remark 10.9. The statement that Dρ = GY is equivalent to saying that for every
̺ ∈ Y , im̺ ⊂ Dρ(C).
The remark following Theorem 9.15 implies that we cannot remove the word
“general” in the statement of this theorem.
10.4. GZ = GY is Not Too Restrictive. The results in the previous section
indicate that for an irreducible subvariety Z of Y such that GZ = GY , the restric-
tion homomorphism E•(X,OY ) −→ E
•(X,OZ) is well behaved. In this case, the
canonical homomorphism
E•(X,OY )⊗O(Y ) O(Z) −→ E
•(X,OZ)
is an isomorphism of commutative differential graded O(Z)-algebras. There is an
induced homomorphism
H•(X,OY )⊗O(Y ) O(Z) −→ H
•(X,OZ)
of graded O(Z)-algebras.
Let Y denote any irreducible subvariety of the character torus T. If K is a
subgroup of C∗ that is not Zariski dense in Gm, then K must be a finite subgroup
of the roots of unity. Thus, if Y has positive dimension, then there exists ρ ∈ Y ,
ρ : π1(X, x0) −→ C
∗,
that has Zariski dense image in Gm. Hence, GY = Gm. Thus, if Z is an irreducible
subvariety of Y that has positive dimension, then GZ = GY . In particular, we have
the following proposition.
Proposition 10.10. If Y is a subvariety of T, then Dρ = GY for general ρ ∈
Y . 
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10.5. The Affine Group Scheme SY . Recall that X is a smooth manifold such
that H1(X,Z) is torsion-free, that T = H
1(X,C∗), and that π = π1(X, x0). Sup-
pose that Y is an irreducible subvariety of TN , where T is the character torus of
X . There is a tautological homomorphism
ρY : π → (O(Y )
×)N
into the O(Y )-rational points of GNm, defined by γ 7→ (f1, . . . , fN), where fj(ρ) =
ρj(γ) for ρ ∈ Y . The image of ρY is contained in GY (O(Y )). For ρ ∈ Y , the
composition
π
ρY−→ GNm(O(Y )) −→ G
N
m(Cρ)
is given by ρ. In Section 10.2, we constructed a commutative differential graded
algebra E•(X,OY ) over O(Y ). Recall that E
•(X,OY ) is defined to be the direct
sum
E•(X,OY ) =
⊕
α∈G∨Y
E•(X,VY,α)⊗O(Y ) VY,α−1 .
Each α ∈ G∨Y induces a homomorphism DY → Gm/Y of affine group schemes over
Y . This corresponds to a Hopf algebra homomorphism α∗ : O(Y )[q±1] → O(DY ).
There is an injective group homomorphism G∨Y → O(DY )
× that takes α to α∗(q).
The action by DY on E
•(X,OY ) corresponds to the O(Y )-algebra homomorphism
ν : E•(X,OY )→ E
•(X,OY )⊗O(Y ) O(DY )
that sends ψ ∈ E•(X,VY,α) ⊗O(Y ) VY,α−1 to ψ ⊗ (α
−1)∗(q). It follows from def-
initions that the map ν satisfies the hypotheses at the beginning of Section 7.3.
Thus, we may form the reduced bar construction B(O(Y ), E•(X,OY ),O(DY )),
which is a differential graded Hopf algebra over O(Y ). Thus, the cohomology
H0(O(Y ), E•(X,OY ),O(DY )) is a Hopf algebra overO(Y ). Define the affine group
scheme SY over Y by
SY = SpecH
0B(O(Y ), E•(X,OY ),O(DY )).
As is standard for affine group schemes, we write
O(SY ) = H
0B(O(Y ), E•(X,OY ),O(DY )).
Proposition 10.11. There is a canonical surjection SY → DY of affine group
schemes over Y .
Proof. This map corresponds to the homomorphism
O(DY )→ H
0B(O(Y ), E•(X,OY ),O(DY ))
that sends ϕ to [ ]ϕ. This Hopf algebra homomorphism is injective. 
If Z is an irreducible subvariety of Y , then Corollary 10.7 implies that there is a
canonical homomorphism
(22) B(O(Y ), E•(X,OY ),O(DY ))⊗O(Y )O(Z) −→ B(O(Z), E
•(X,OZ),O(DZ))
Note that Proposition 7.1 and Corollary 10.7 imply that this is an isomorphism
if GZ = GY . By the definition of the Hopf algebra O(SY ), there is a canonical
homomorphism
(23) SZ −→ SY ⊗O(Y ) O(Z)
of affine group schemes over Z.
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Proposition 10.12. If Z is an irreducible subvariety of Y , then the diagram
SZ //

DZ
 _

SY ⊗O(Y ) O(Z) // DY ⊗O(Y ) O(Z)
commutes. 
Note that DY (O(Y )) = GY (O(Y )). Thus, the image of the tautological homo-
morphism ρY : π → G
N
m(O(Y )) is contained in DY (O(Y )). In Section 10.6, we show
that there is a homomorphism π → SY (O(Y )) into the O(Y )-rational points of SY
that lifts ρY :
π

ρY
''P
PP
PP
PP
PP
PP
PP
SY (O(Y )) // DY (O(Y )).
If Z is an irreducible subvariety of Y , then the diagram
π //

SZ(O(Z))

SY (O(Y )) // SY (O(Z))
commutes. If X deform-retracts onto a finite simplicial complex, then the homo-
morphism Sρ → SY ⊗O(Y ) Cρ is an isomorphism for general ρ ∈ Y , assuming that
ρ has Zariski dense image in GY for general ρ ∈ Y . As the comments in Section
10.4 indicate, this restriction is frequently satisfied, and in fact it is always satisfied
if Y is an irreducible subvariety of T.
10.6. Iterated Integrals. In this section, we introduce iterated integrals that gen-
eralize those of Chen [6] and Hain [14]. First, recall that X is a smooth manifold
such that H1(X,Z) is torsion-free, that T = H
1(X,C∗), and that π = π1(X, x0).
Let Y be an irreducible subvariety of TN . There is a tautological homomor-
phism ρY : π → G
N
m(O(Y )). Its image is contained in GY (O(Y )), where GY is
the group subscheme of GNm defined in Section 10.1. Each element f in O(DY )
gives a function DY (O(Y )) → O(Y ) that sends the O(Y )-algebra homomorphism
φ : O(DY )→ O(Y ) to φ(f). For ρ ∈ Y , the diagram
π
ρY
//
ρ

GNm(O(Y ))

(C∗)N (C×ρ )
N
commutes.
Suppose that γ : [0, 1]→ X is a piecewise smooth loop in X with basepoint x0.
Let γ˜ denote any lift of γ to X˜. If ψ ∈ E1(X,VY,α)⊗O(Y ) VY,α−1 , where α ∈ G
∨
Y ,
then we define
∫
γ ψ =
∫
γ˜ ψ. This is an element of VY,α ⊗O(Y ) VY,α−1 , which is the
trivial DY -module O(Y ). That is, the integral
∫
γ ψ is an element of O(Y ). We
extend this definition to iterated integrals as follows.
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Suppose that ψ1, . . . , ψr are elements of E
1(X,OY ) and that ϕ ∈ O(DY ). If
each ψj ∈ E
1(X,Vαj )⊗O(Y ) Vα−1j
, where αj ∈ D
∨
Y , then we define∫
γ
(ψ1 · · ·ψr|ϕ) = ϕ(ρY (γ))
∫
γ˜
ψ1 · · ·ψr ∈ O(Y ).
This definition extends uniquely to the case where ψ1, . . . , ψr ∈ E
1(X,OY ) in such
a way that the integral
∫
γ
(ψ1 · · ·ψr|ϕ) is O(Y )-multi-linear in the forms ψj and in
ϕ. If r = 0, we set
∫
γ
( |ϕ) = ϕ(ρY (γ)).
Definition 10.13. The set I(X)Y of iterated integrals with coefficients in O(DY )
is defined to be the set of all O(Y )-linear combinations of integrals of the form∫
(ψ1 · · ·ψr|ϕ), where r ≥ 0, ψj ∈ E
1(X,OY ), and ϕ ∈ O(DY ).
The elements of I(X)Y will be regarded as O(Y )-valued functions on the space
Ωx0X of piecewise smooth loops in X .
Definition 10.14. We define H0(I(X)Y ) to be the subset of I(X)Y consisting of
all elements that are constant on each homotopy class [γ] ∈ π1(X, x0). We call
the elements of H0(I(X)Y ) locally constant iterated integrals with coefficients in
O(DY ).
Recall that each element of E1(X,VY,α) is a differential form on X˜ with values
in O(Y ). That is, there are open sets U covering X˜ such that the restriction of
any ζ ∈ E1(X,VY,α) to U is an element of E
•(U) ⊗C O(Y ). Since the image of a
lift γ˜ of a piecewise smooth path γ : [0, 1]→ X to X˜ has compact image, it follows
that there is an open set U containing γ˜ such that the restriction of ζ to U is an
element of E•(U) ⊗C O(Y ). Thus, the next proposition follows directly from the
similar result for ordinary iterated integrals [4, Equation (1.5.1)].
Proposition 10.15. For ψ1, . . . , ψp+q ∈ E
1(X,OY ) and ϕ, θ ∈ O(Y )[q
±1
j ], we
have ∫
(ψ1 · · ·ψp|ϕ)
∫
(ψp+1 · · ·ψp+q|θ) =
∑
σ∈Sh(p,q)
∫
(ψσ(1) · · ·ψσ(p+q)|ϕθ),
where Sh(p, q) denotes the set of shuffles of type (p, q). 
Corollary 10.16. The sets I(X)Y and H
0(I(X)Y ) are O(Y )-algebras, where the
map O(Y )→ H0(I(X)Y ) is given by 1 7→
∫
( |1). 
10.7. The Map θY : π → SY (O(Y )). Consider the reduced bar construction
B(O(Y ), E•(X,OY ),O(DY )),
which was examined in Section 10.5. The degree of the element [ψ1| · · · |ψr]ϕ is
defined to be deg(ψ1) + · · ·+ deg(ψr)− r. Note that
H0B(O(Y ), E•(X,OY ),O(DY )) ⊂ B(O(Y ), E
•(X,OY ),O(DY )),
since B(O(Y ), E•(X,OY ),O(DY )) is is non-negatively weighted.
Proposition 10.17. There is an O(Y )-algebra homomorphism
H0B(O(Y ), E•(X,OY ),O(DY )) −→ H
0(I(X)Y )
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given by
(24) [ψ1| · · · |ψr]ϕ 7−→
∫
(ψ1 · · ·ψr|ϕ).
Remark 10.18. The homomorphism in the theorem is natural with respect to spe-
cializations in the following sense. If Z is an irreducible subvariety of Y , then the
diagram
H0B(O(Y ), E•(X,OY ),O(DY )) //

H0(I(X)Y )

H0B(O(Z), E•(X,OZ),O(DZ )) // H
0(I(X)Z)
commutes, where down arrows are the canonical maps.
Proof of Proposition 10.17. The image of the map (24) is certainly contained in
I(X)Y . Suppose that the image is not contained in H
0(I(X)Y ). Then there exists
a closed ζ ∈ B(O(Y ), E•(X,OY ),O(DY )) of degree 0 and loops γ, λ ∈ Ωx0X that
have the same equivalence class in π1(X, x0) such that
∫
γ
ζ 6=
∫
λ
ζ as elements of
O(Y ). Choose ρ ∈ Y such that
(∫
γ ζ
)
(ρ) 6=
(∫
λ ζ
)
(ρ).
Consider the canonical homomorphism
(25) φρ : B(O(Y ), E
•(X,OY ),O(DY ))⊗O(Y ) Cρ −→ B(C, E
•(X,Oρ),O(Dρ))
of differential graded Hopf algebras. By the commutativity of the diagram in Re-
mark 10.18, ∫
γ
φρ(ζ ⊗ 1) =
(∫
γ
ζ
)
(ρ) 6=
(∫
λ
ζ
)
(ρ) =
∫
λ
φρ(ζ ⊗ 1).
Thus, by standard properties of Chen’s iterated integrals [6] and Hain’s general-
ization of them [14], φρ(ζ ⊗ 1) is not closed in B(C, E
•(X,Oρ),O(Dρ)). This is a
contradiction, since ζ is closed. Thus, the image of (24) is contained in H0(I(X)Y ).
To see that it is well defined, suppose that ξ ∈ (
⊕
s≥0 E
1(X,OY )
⊗s)⊗O(DY ),
where ⊗s denotes a tensor product taken over O(Y ). Suppose that the equivalence
class [ξ] in B(O(Y ), E•(X,OY ),O(DY ) is trivial but that
∫
ξ 6= 0 as a function
Ωx0X → O(Y ). Then [ξ] ∈ H
0B(O(Y ), E•(X,OY ),O(DY )). Choose ρ ∈ Y and
γ ∈ Ωx0X such that
(∫
γ ξ
)
(ρ) 6= 0.
Consider the element φρ([ξ]⊗ 1) of H
0B(C, E•(X,Oρ),O(Dρ)), which is trivial,
since [ξ] is trivial. By Remark 10.18, it follows that
∫
γ φρ([ξ]⊗1) =
(∫
γ [ξ]
)
(ρ) 6= 0.
By [14, Proposition 8.1], the element φρ([ξ]⊗1) is nonzero in B(C, E
•(X,Oρ),O(Dρ)),
a contradiction. The map (24) is therefore well-defined.
Propositions 8.3 and 10.15 imply that this map is a homomorphism. 
Recall that the group SY (O(Y )) of O(Y )-rational points of SY is the set of
O(Y )-algebra homomorphisms H0B(O(Y ), E•(X,OY ),O(DY )) → O(Y ). If γ ∈
π1(X, x0), then this proposition implies that θY (γ) =
∫
γ
is an element of SY (O(Y )).
Theorem 10.19. The map
π1(X, x0)
θY−→ SY (O(Y )),
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given by γ 7→
∫
γ
, is a homomorphism of groups.
Remark 10.20. The map θY is natural in the sense that if Z is an irreducible
subvariety of Y , then the diagram
π1(X, x0)
θZ
//
θY

SZ(O(Z))

SY (O(Y )) // SY (O(Z))
commutes.
Proof of Theorem 10.19. If Y = {ρ}, then this is Theorem 8.7. Suppose that γ, λ ∈
π1(X, x0). Then βY = θY (γλ) − θY (γ)θY (λ) is a set map O(SY ) −→ O(Y ). For
each ρ ∈ Y , there is a canonical homomorphism
φ : O(SY )⊗O(Y ) Cρ −→ O(Sρ)
of differential graded algebras. Remark 10.20 implies that the diagram
O(SY )⊗O(Y ) Cρ
βY⊗1ρ

φ
// O(Sρ)
βρ

Cρ C
commutes. The map βρ is zero by Theorem 8.7. Thus, the map βY ⊗ 1ρ must be
zero for each ρ ∈ Y . If the map βY is not identically zero, choose ζ ∈ O(SY ) such
that βY (ζ) is nonzero as an element of O(Y ). Choose ρ ∈ Y such that βY (ζ)(ρ) 6= 0.
Then the map
βY ⊗ 1ρ : O(SY )⊗O(Y ) Cρ −→ Cρ
satisfies (βY ⊗ 1ρ)(ζ ⊗ 1) = βY (ζ)(ρ) 6= 0, a contradiction. Thus, the map βY is
identically zero. 
The next proposition follows directly from definitions.
Proposition 10.21. The homomorphism θY lifts ρY :
π
θY

ρY
''P
PP
PP
PP
PP
PP
PP
SY (O(Y )) // DY (O(Y )).

10.8. Constancy of Relative Completion. For the convenience of the reader,
we recall the material of the previous sections. Recall that X is a smooth manifold
such that H1(X,Z) is torsion-free, that T = H
1(X,C∗), and that π = π1(X, x0).
Each element of TN can be viewed as a representation π → (C∗)N . Let Y be
an irreducible subvariety of TN . Define GY to be the intersection of all group
subschemes of GNm whose group of C-rational points contains imρ for every ρ ∈ Y .
The group scheme DY over Y is defined by DY = GY ⊗C O(Y ). This is a group
subscheme of GNm/Y . Recall that ρY is the tautological homomorphism
ρY : π −→ DY (O(Y )).
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The affine group scheme SY over Y satisfies
O(SY ) = H
0B(O(Y ), E•(X,OY ),O(DY )).
There is a canonical surjection SY → DY of affine group schemes over Y and a
homomorphism θY : π → SY (O(Y )) that lifts ρY . When Y = {ρ}, the group scheme
SY is the relative Malcev completion of π with respect to ρ. For each irreducible
subvariety Z of Y , there is a canonical homomorphism SZ → SY ⊗O(Y ) O(Z) of
affine group schemes over Z. The diagram
π
θY

θZ
// SZ(O(Z))

SY (O(Y )) // SY (O(Z))
commutes. In particular, for each ρ ∈ Y , there is a canonical homomorphism
Sρ → SY ⊗O(Y ) Cρ. The next theorem is the main result of Section 10. The proof
is based on the Eilenberg-Moore spectral sequence and relies on Theorem 9.14.
Theorem 10.22. Suppose that X deform-retracts onto a finite simplicial complex.
If ρ is Zariski dense in GY for general ρ ∈ Y , then the homomorphism Sρ →
SY ⊗O(Y ) Cρ is an isomorphism of affine group schemes for general ρ ∈ Y .
Remark 10.23. The statement that ρ is Zariski dense in GY means that the image
of ρ in GY (C) is Zariski dense in GY . If Y is any irreducible subvariety of T, then
ρ is dense in GY for general ρ ∈ Y .
Remark 10.24. If X is the complement of an arrangement of hyperplanes in a
complex vector space, then there is a deformation retraction of X onto a finite
simplicial complex [24, Theorem 5.40]. Thus, Theorem 10.22 can be applied to X .
Proof of Theorem 10.22. The homomorphism Sρ → SY ⊗O(Y ) Cρ corresponds to
the Hopf algebra homomorphism O(SY )⊗O(Y )Cρ −→ O(Sρ). This is the canonical
homomorphism
(26) H0B(O(Y ), E•(X,OY ),O(DY ))⊗O(Y ) Cρ −→ H
0B(C, E•(X,Oρ),O(Dρ))
of Hopf algebras. If ρ ∈ Y is Zariski dense in GY , then this homomorphism is
induced by the canonical homomorphism
(27) B(O(Y ), E•(X,OY ),O(DY ))⊗O(Y ) Cρ −→ B(C, E
•(X,Oρ),O(Dρ)).
If ρ is Zariski dense in Y , then Proposition 7.1 and Corollary 10.7 imply that (27)
is an isomorphism. By assumption, (27) is therefore an isomorphism for general
ρ ∈ Y . It suffices to prove that (26) is an isomorphism for general ρ ∈ Y .
For each irreducible subvariety Z of Y , which can be ρ or Y itself, let En(Z)
denote the Eilenberg-Moore spectral sequence corresponding to the reduced bar
construction B(O(Z), E•(X,OZ),O(DZ)). Each En(Z) is a Hopf algebra over
O(Z). There is a canonical homomorphism
En(Y )⊗O(Y ) O(Z) −→ En(Z)
of differential graded Hopf algebras over O(Z). The Hopf algebra homomorphism
E0(Y ) ⊗O(Y ) Cρ −→ E0(ρ) is the map (27), and the Hopf algebra homomorphism
E∞(Y )⊗O(Y ) Cρ −→ E∞(ρ) is the map (26).
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It suffices to prove that E∞(Y ) ⊗O(Y ) Cρ −→ E∞(ρ) is an isomorphism for
general ρ ∈ Y . Proposition 7.2 implies that
E1(Y ) = B(O(Y ), E
•(X,OY ),O(DY )).
Thus,
E−s,t1 (Y ) = [H
+(X,OY )
⊗s]t ⊗O(Y ) O(DY ),
where [H+(X,OY )
⊗s]t denotes the degree t part of H+(X,OY )
⊗s. Note that this
implies that eachE−s,t1 (Y ) is a countably generatedO(Y )-module, sinceH
•(X,OY )
is countably generated. Since O(Y ) is Noetherian, submodules of countably gener-
ated O(Y )-modules are Noetherian. It follows that E−s,tn (Y ) is a countably gener-
ated O(Y )-module for n ≥ 1 and all s and t.
The image of ρ is Zariski dense in GY for general ρ ∈ Y . For such ρ, the
homomorphism O(DY ) ⊗O(Y ) Cρ → O(Dρ) is an isomorphism. Theorem 10.8
implies that H•(X,OY ) ⊗O(Y ) Cρ −→ H
•(X,Oρ) is an isomorphism for general
ρ ∈ Y , since the general ρ is Zariski dense in GY . Thus, for general ρ ∈ Y , the
canonical homomorphism
E1(Y )⊗O(Y ) Cρ −→ E1(ρ)
is an isomorphism.
Suppose now that the canonical homomorphism En(Y ) ⊗O(Y ) Cρ −→ En(ρ) is
an isomorphism for general ρ ∈ Y . Since each E−s,tn (Y ) is countably generated,
En(Y ) is a complex of countably generated O(Y )-modules. Theorem 9.14 therefore
implies that for general ρ ∈ Y , the canonical homomorphism
En+1(Y )⊗O(Y ) Cρ −→ En+1(ρ)
is an isomorphism. It follows that the canonical homomorphism
E∞(Y )⊗O(Y ) Cρ −→ E∞(ρ)
is an isomorphism for general ρ ∈ Y . This completes the proof. 
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