ABSTRACT This paper proposed a probabilistic load flow analysis of correlated wind farms based on Copula theory. This method addresses the linear and non-linear dependence between random variables more efficiently and accurately than other methods. The proposed method is nearly unconstrained to the marginal probability distribution types of the input random variables. The dependency between the input random variables is established using Copula theory in this paper. An improved Latin hypercube sampling is adopted due to the real discrete data. Uncertainty and dependence factors are considered to access the load flow of the power system accurately and comprehensively. The validity of the probability distribution between the correlated random variables is evaluated by adopting the power output of wind farms located in New Jersey. The effectiveness and accuracy of the proposed model are investigated using the comparative test in modified IEEE 14-bus and IEEE 118-bus test systems.
I. INTRODUCTION
To handle the uncertainty in an electric power system network has remained a challenge for power system operation and planning engineers. Currently, the insertion of intermittent wind power generation at the transmission level has increase the level of uncertainty of power system network. Distribution generation and emerging technologies such as storage devices will also increase the uncertainty of the aggregated loads [1] . This leads to several stochastic dependencies between the power injections exist in the power system renewable energy operation, including linear and non-linear dependencies [2] . Many uncertainties are associated with power system networks, such as load variation, branch outage, generation outage, faults in the power system devices, and unpredictable renewable energy sources (REGs). The results of these uncertainties are an unpredictable power system operation and a highly stressed power system network. Studying the impact of these uncertainties is important for power system operation and planning engineers.
The probabilistic load flow (PLF) is an important approach to investigate the steady-state characteristics of a power system network under various types of possible uncertainties with input random variables (IRVs), such as wind power. The PLF analysis can provide the line overloading and overvoltage for the investigation of the potential crisis and weak points in the operation and planning of the power system network [3] . It can also be used for cost/benefit analysis of the transmission and distribution asset expansion projects [4] , real-time operation of the power system, and uncertainty with dispersed wind power and in other fields.
The PLF was first proposed by Borkowska in the early 1970s, but there has been significant contribution from Allan. Since then, much work has been reported in the literature to solve PLF problems in power systems [3] . The various methods of PLF study can be categorized as numerical methods, analytical methods, approximate methods, and hybrid methods. The Monte Carlo simulation (MCS) is one of the most popular numerical methods adopted for PLF problems and has also been used for many other power system problems. It simulates various types of uncertainty problems through a series of deterministic load flow analyses (DLF) [3] . The MCS combined with simple random sampling (MCS-SRS) has been used widely in the literature. In the MCS-SRS, if the sample size is large enough, the simulation results obtained should have considerably high accuracy and are often adopted as the benchmark of other methods. However, this method suffers heavy computational burden due to the extensive repeated calculations [2] , [3] .
The accuracy of the PLF analysis results highly depend on three significant requirements [5] :
i. An accurate uncertainty handling method ii. Adoption of an accurate power system model iii. An accurate uncertainty modeling method To provide more valuable information to the operator, the dependency factor should be considered for PLF studies. Some papers in the literature have been proposed for correlated IRVs, including MCS methods [6] , [7] , point estimation method [8] , [9] , Gaussian mixture model method [10] , unscented transformation [11] , the Von Mises method [12] , with important sampling, fir and Markov Chain Monte Carlo. The linear dependence between the IRVs has been proposed in these papers. In addition, the degree of dependency between the IRVs is calculated using Pearson's linear correlation coefficient. The limitations of Pearson's linear coefficient are that it only measures the linear dependence between the IRV and not the non-linear dependence, it cannot measure the structure of the dependency, it is only suitable for normally and elliptically distributed random variables (RVs), and it is invariant under non-linear strictly increasing [13] transformations of the RVs. The dependence relationship between the IRV is either linear or non-linear. The dependence factor not only affects the total demand, generation, and operational mode but also influences the power system load flow analysis.
In this paper, the probability distribution of correlated IRVs based on Copula theory is proposed. This theory provides the information about the degree of dependency between the IRVs, as well as the dependence structure. This theory can also handle linear and non-linear, flexible, dependence relationships. It is also unconstrained to marginal distribution (MD) type IRVs. Due to the discrete data, an improved Latin hypercube sampling (ILHS) is proposed. In this work, the Monte Carlo simulation combined with the simple random sampling and Copula is known as MCS-SRS-C, and the Monte Carlo simulation combined with the ILHS known as the MCS-ILHS are proposed. For the sake of effectiveness, accuracy and computational burden, the modified IEEE 14-bus & 118-bus systems are used.
The rest of this paper is organized as follows. Section II describes the probability distribution modeling of the correlated IRVs based on Copula theory. Section III describes the improved Latin hypercube sampling, and its computational procedure is described in Section IV. The performance of the proposed methods is given in Section V, and finally, conclusions are drawn in Section VI.
II. PROBABILITY DISTRIBUTION MODELLING A. DEPENDENCE MEASUREMENT METHODS
There are two groups according to the measurement of the dependence between random variables. One group only measures the degree of dependence and the other group measure the degree and the dependence structure of the IRVs. In the first group, including the Pearson correlation coefficient ρ, is expressed in (1):
where cov(w 1 ,w 2 ) is the covariance between the random variables w 1 and w 2 , and σ 1 and σ 2 are the standard deviations of w 1 and w 2 , respectively. The coefficient ρ has its own limitation, as it only measures the degree between the RVs but provides no information about their dependence structure. It can only measure the linear dependence between the input variables rather than their non-linear dependence. It cannot measure the coefficient ρ of the undefined standard deviation type distributions, such as the Cauchy distribution.
The second method to measure the dependence is the rank correlation coefficient. This method also measures the degree of dependence rather than the complete information of the dependence between the RVs. In this method, the Spearman's rank correlation is more widely used.
The third method includes the multivariate joint distribution function. This function can provide both the degree of dependence and the dependence structure accurately but is difficult to obtain, especially when the RVs are large and each RV has a different MD. The Copula theory also belongs to this group, which can measure the degree and dependence structure.
B. COPULA THEORY
In 1959, Sklar obtained the most important relation between the correlated RVs called Copula and provided the Sklar theorem. According to the Sklar theorem, if F 1 (w 1 ) and F 2 (w 2 ) are marginal to the CDF of the two RVs w 1 and w 2 , the joint distribution CDF is F 12 (w 1 , w 2 ), then there exists a Copula function C in (2):
Equation (3) gives the uniform distribution in the range from 0 to 1. If the RV obeys the invertible CDF,
Let the joint CDF F 12 (U 1 , U 2 ) of the RVs U 1 = F 1 (w 1 ) and U 2 = F 2 (w 2 ). Then, the Copula function term as the joint CDF of the RVs in a range from [0, 1] can be obtained from (4) as: Similarly, the case for the probability density function (PDF) when the joint PDF f 12 (w 1 , w 2 ) of the RVs w 1 and w 2 , and their marginal PDFs f 1 (w 1 ) and f 2 (w 2 ), respectively, exist, (5) can be driven from (2) as:
where C(F 1 (w 1 ), F 2 (w 2 )) is the Copula density function. Equation (6) for the MRV is:
where,
is the Copula density function, and II. Follow (8) and (9) to obtaining the empirical CDF and inverse function, respectively.
Step 2 is the common procedure to select the suitable Copula function and contains the following steps: a) Select several commonly used copula functions. b) Use the estimation theory to select the copula function. c) Select the optimal Copula function. In this work, the last step adopted is based on the empirical Copula function and the Euclidean distance. The empirical Copula function can be described as:
where C e is the empirical function,
m is the order statistics, and 1 ≤ i 1 , i 2 , . . . . . . .., i m ≤ n is the ith vector of the mth variable. The variable I is an indicator function, which is 1 if the condition in brackets is satisfied, and otherwise is 0.
The calculated Euclidean distance is the difference between the theoretical Copula and empirical Copula functions based on the given data . [14] . The shortest distance is a key to select the optimal Copula function and to develop a fit for the given data set. The Euclidean distance is obtained as follows:
The random number matrix (RNM) of the MRV vector w m×1 preserves the MD and the dependence relationship of w m×1 and can be computed using (12) .
III. IMPROVE LATIN HYPERCUBE SAMPLING
The LHS is a type of stratified sampling technique that has been used in many research articles. The main advantage of the LHS is a higher sampling efficiency and robustness compared to the SRS technique [3] , [7] , [15] - [17] . In this work, an improved Latin hypercube sampling ILHS is proposed.
In the LHS technique, the marginal CDF of the RV should be known. If these requirements cannot met, the application of the LHS remains limited. Compute the position parameter P using (13) .
III. Arrange the vector w 1×n obtained from (13) randomly to obtain w 1×n . In an analogous way, the multivariate RNM W m×N can be obtained.
IV. COMPUTATIONAL PROCEDURE FOR MCS-SRS-C AND MCS-ILHS
In the MCSILH, the exact non-linear load flow equations are used for the load flow analysis multiple times as:
where w is the input vector of the real and reactive wind power injections, x is the state vector of the nodal voltages and angles, z is the output vector, and f and g are the nodal power and line flow functions, respectively . [18] . The computational procedure of the MCSILHS is summarized in these steps:
I. Arrange the essential data for the deterministic load flow (DLF 
V. ACCURACY EVALUATION OF IRV
The data of active power output of two wind farms located in New Jersey (Eastern wind data-set) with 10 minute intervals from 1 January to 31 December 2006 are obtained, with nearly 52,559 discrete dataset points [19] . The scatter plot and histogram of these data are shown in Fig. 1. Fig. 1 shows the dependence structure of the RVs (active power from the wind farms). The scatter plot shows the strong positive correlation between wind farm A (Pwf1) and wind farm B (Pwf2); the ρ between wind farms A and B is 0.985. The histogram shows that the MD of the active power output from wind farms Pwf1 and Pwf2 does not follow any typical MD.
As explained in the literature, for the selection of a suitable Copula function, four Copula functions are proposed in this work. The Euclidean distance d n is calculated oneby-one from the proposed four Copula functions using (11) . The smallest dn = 0.633 is from the Gumbel Copula. The dn = 4.635 from Clayton Copula is the worst case. The values of dn for the Gaussian and Frank Copula are between these values. This means that the Gumbel Copula function is the most suitable for these data. The scatter plot of the generated CDF data is shown in Fig. 2. Fig. 3 shows the scatter plots of the 52,559 random numbers using the four Copula functions. The generated random numbers with different Copula functions is shown in Fig. 3 . Although, the plots in Fig. 3 are nearly identical to each other, the optimum is in Fig. 3 (a) , which follows the Gumbel Copula function. The scatter plot in Fig. 3 (a) and the scatter plot in Fig. 2 , which is generated with an active power output of the wind farms, are almost the same. This means that the Gumbel Copula function is the best fit for the dependence relationship between the real and generated datasets. Two indices are adopted to measure the accuracy of the dependence relationship. First is the relative error index ε s , which shows the statistical properties of the wind farm, and the second is the average root mean square (ARMS), denoted by ζ [20] . The relative error index and ARMS are calculated using (15) and (16), respectively. (16) where s shows the statistical properties, P WFgs and P WFrs are the generated and real values, respectively, P WFgs and P WFri are the values of the jth point on the CDF, and N is the total number of points. These error indices, the relative error index and the ARMS error index, are shown in Tables 1 and 2 , respectively. The Gumbel Copula function is a best fit for the given wind dataset of the active power output than the other proposed four Copula functions. This claim can be confirmed in Tables 1 and 2 . In Table 1 , the relative error index for the Gumbel Copula is less than the other Copula function, and the same is true for the ARMS error index in Table 2 . The probability distribution of the IRVs based on Copula theory meets the requirements of accuracy, as shown in Fig. 4 . The actual value and generated value of the CDF overlap, but the dependence factor influences the P WF .
VI. PERFORMANCE ANALYSIS OF THE MCS-SRS-C AND MCS-ILHS
To investigate the performance of both methods, modified IEEE 14-bus and IEEE 118-bus systems are used in the DIgSILENT PowerFactory framework. The simulation was performed on a PC with an AMD A12-9700P, RADEON R7, 10 COMPUTER CORES UC+6G, 2.5 GHz processing speed, and 8 GB RAM. The deterministic data from these test system are presented in [21] . The results obtained using the MCS-SRS-C with a sample size of 52,559 are assumed as a reference for the other methods, and the loads are modeled as a Gaussian distribution. The relative error index is used to measure the accuracy of the output RVs as in [7] and [22] .
where * represents the type of output random variable. The output random variables in this study case are divided into four categories: the nodal voltage magnitude V , nodal voltage phase angle θ , line active power P, and line reactive power Q. The µ and σ are the mean and standard deviation, respectively. [7] . Subscribe a as the mean of the actual value of the output random variable obtained from the MCS-SRS-C, which is considered an accurate benchmark in this work, and subscribe s as the mean random variable output value obtained with the MCS-ILHS.
A. 14-BUS TEST SYSTEM
The deterministic values from this network are presented in [21] , and the test system consists of 26 IRVs. First, the wind farm is located at bus 11 and the other is at bus 13. A total of 11 loads are covered in two areas. Area one has loads 1-5, and area two has loads 6-14. As described in the previous section, the loads are modeled as a Gaussian distribution. Therefore, the mean values of the loads are the deterministic values, and the standard deviation is an arbitrary value set at 8% in first area and 6% in the second area. Loads are dependent in the first area, where ρ = 0.9, and in the second area, where ρ = 0.5. For the accuracy of the output RVs of the proposed methods, the line power flow P is selected to be representative. The error curves of ε 
MCS-SRS-C and MCS-ILHS methods, are shown in
Figs. 5 and 6, respectively, using (17) and (18), respectively. The error curves of the other output RVs are nearly the same.
The error comparison of the two methods are shown in Table 3 . The probability distribution of the active power flow through lines 10 to 11 (P 10−11 ) are shown in Fig. 7 . The sample size is 52,559 with the MCS-SRS-C method and 600 with the MCS-ILHS method. The ARMS error index calculated using (16) is 0.553% for P 10−11 . Table 4 provides the computational times for these two methods using the IEEE 14-bus test system. The computational time required for the MCS-SRS-C with a sample size of 52,559 is 895 seconds for the considered test system.
B. 118-BUS TEST SYSTEM
The deterministic data for this test system is presented in [6] and [21] , which has 201 IRVs, and the 118 loads are categories into four areas. The first area has loads 1-31, the second area has loads 32-59, the third area has loads 60-92, and the fourth area has loads 93-118. The loads are modeled as a Gaussian distribution. The mean value of the loads is equal to its deterministic value, and the standard deviation is an arbitrary value set as: first area 8%, second area 10%, third area 8%, and fourth area 7%. The Pearson linear coefficient ρ is set as 0.8 for the same area and 0.5 between different areas. Four wind farms are connected with bus 79 having the same characteristics as described in Section VI (A).
The error indices of P 78−79 through lines 78 and 79 are the same pattern as in Figs. 5 and 6 for the proposed network, which is not shown here to be concise. The error comparison of the output RVs (V , θ, P, Q) using both methods are shown in Table 5 . The probability distributions of the active power (P 78−79 ) through lines 78 and 79 obtained using the MCS_SRS_C with a 52,559 sample size and the MCS-ILHS with a 600 sample size are shown in Fig. 8 . The ARMS of the P 78−79 is 0.387%. Table 6 presents the computational time needed for the different samples. The computational time required for the MCS-SRS-C with a sample size of 52,559 is 6985.34 seconds.
C. RESULTS AND DISCUSSION
The results in Figs. 5 and 6 demonstrate that the performance of the MCS-SRS-C is not as accurate as the MCS-ILHS with same sample size in terms of convergent robustness. Tables 3 and 5 show that the computational accuracy of the MCS-SRS-C is not better than the MCS-ILHS method. Thus, the MCS-ILHS is an improved method in terms of computational accuracy and convergence robustness. However, the computational time of the MCS-ILHS is slightly longer than the MCS-SRS-C, even with the same sample size. This claim can be verified from Tables 4 and 6 for the modified IEEE 14-bus and modified IEEE 118-bus test systems, respectively, but with small differences. The probability distribution of P 10−11 shown in Fig. 7 for the modified IEEE 14-bus test system and probability distribution of P 78−79 shown in Fig. 8 for the modified IEEE 118-bus test system illustrate that the performance is significantly affected by the wind power. Both methods have almost the same probability distribution, but the MCS-SRS-C has a sample size of 52,559. This shows that the MCS-ILHS can obtain accurate simulation results with a much lower computational time as compare to the MCS-SRS-C. From the above discussion, it is concluded that the MCS-ILHS is an accurate, efficient, robust and flexible method for the load flow analysis of power systems with wind energy sources.
VII. CONCLUSION
The large-scale integration of renewable sources in power system networks has brought uncertainty and dependence factors in the power system operation and control. The uncertainty and dependence factors have been considered in this work. These factors have been used to obtain the accuracy and efficiency of the proposed methods. A novel probabilistic load flow method based upon the MCS-SRS-C and MCS-ILHS has been proposed in this paper. The probability distribution of correlated IRVs is based on the Copula theory with real data proposed in the MCS-SRS-C. Based on the real discrete data, the ILHS is proposed in combination with the MCS. From the results, the ILHS method can cover the larger sampling space of the IRVs with a smaller sample size compared with the SRS. The proposed PLF model can handle the statistical dependence between the IRVs with the help of the Copula function more flexibly. The proposed PLF method is also unconstrained by the MD type variables. The results show that the MCS-ILHS is a highly accurate and robust method for the PLF study. The results show that the MCS-ILHS can obtain highly accurate results and has better robustness compared with the MCS-SRS-C, with a much smaller simulation size. Additionally, the number of simulations needed for the MCS-ILHS is independent of the network variables. The MCS-ILHS method has tremendous potential to solve probabilistic load flow problems in the power system network with renewable energy sources.
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