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Nuclear-based hydrogen generation is accumulating more and more interest, both from 
academia and industry. In nuclear hydrogen production system based on 4-step Cu-Cl 
cycle, proper temperature inputs play an essential role to ensure the heat transfer process 
performance as expected. Three major temperature variations exist in this process: room 
temperature, hydrolysis temperature and oxygen decomposition temperature. The heat 
requirement of the system varies with temperatures. Therefore, it is important to identify 
the optimal ranges of the temperatures to ensure the heat requirement satisfied when the 
temperatures are fluctuating. A Genetic-Algorithm-based Monte-Carlo Simulation method 
is developed in this thesis to identify the optimal temperature ranges. The process of 
establishing the model of GA-based MCS is illustrated. Essential parameters of the method 
are decided through experiments. The confidence interval estimation of the results are 
presented to improve the reliability. The final result indicates that this method can be 
applied to identify the optimal ranges and the results are reliable. 
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 CHAPTER 1   
  INTRODUCTION 
 
1.1 Background 
With the aggravating tendency of global warming, concern about the consumption of fossil fuels 
has been heightened in recent decades. Since it is a common knowledge that burning fossil fuels 
is one of the major factors contributing to greenhouse effect which will lead to other effects, such 
as global warming, polar caps melting, and sea level rising. In addition, it is widely known that 
fossil fuels, such as coal, petroleum and natural gas, are non-renewable energy resource. With the 
growing consumption, they will no doubt be exhausted one day. Therefore, it is urgent to find a 
new source of energy which has abundant storage and does not have negative effects on the 
environment. Over the research in the past decades, hydrogen, because of its sustainability and 
environmental non-harmfulness, has been accepted to be the ideal one out of various energy 
resources which can address this concern.  
In the light of the factors above, many countries start to become interested in hydrogen production. 
Increasing use of hydrogen is also one of the most significant trends which can be witnessed in the 
contemporary world. There are many industrial ways of producing hydrogen, such as electrolysis 
hydrogen production, coal gasification and so forth [1]. Among all of them, nuclear-based 
hydrogen production, which is also known as clean hydrogen production, is one of the newest and 
most promising means due to its sustainability and environmental friendliness. Clean Energy 
Research Laboratory (CERL) was launched in the University of Ontario Institute of Technology 
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(UOIT) in 2010. Tt aims at producing hydrogen from laboratorial scale to industrial scale. CERL 
is working on the world’s first lab-scale demonstration of copper-chlorine (Cu-Cl) cycle for water 
splitting and nuclear hydrogen production [2]. In nuclear-based hydrogen production, waste heat 
of nuclear power plant (NPP) is used to provide energy for water splitting and other chemical 
reactions. However, many problems are raised with this mean, such as whether the heat provided 
by NPP will satisfy the heat requirement of the hydrogen production process. 
 
1.2 Problem Statement and Motivation 
As a recently-built system, nuclear-based hydrogen production system is still under development 
in CERL. More experiments are underway before the overall system can be integrated together. 
Fault identification is one of the essential processes while designing all the tests and experiments. 
The possibility of accidents happening caused by potential hazards needs to be ruled out before 
operating. For example, many uncertainties in the heat transfer process, such as fluctuating room 
temperature, will cause the change in heat requirement. For the water-splitting technology used in 
nuclear-based hydrogen production, the process can only be completed when there is enough 
amount of heat from the nuclear plant [3]. And if this new heat requirement cannot be satisfied by 
the heat provided by NPP, many problems may happen, such as incomplete reactions in the 
hydrogen production system, or even ceasing the operation. These potential problems also 
necessitate fault identification. However, since the target system is still under development, the 
major obstruct of doing fault identification is lacking of experiment data and expert experience.  
Hence, the main purpose of this thesis is to find out that, with only sparse data provided, the 
optimal ranges of the varying temperatures, within which the heat requirement can be satisfied. 
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For example, if the optimal range of one changing temperature is found as [25.6°C, 27°C], when 
the system is working out of the optimal range, a potential problem may happen to the system, 
which needs to be ruled out. In other words, this thesis aims to optimize the ranges of the varying 
temperatures. 
An integration of Monte Carlo Simulation (MSC) method and Genetic Algorithm (GA) is 
developed in this thesis and applied to the hydrogen generation plant to identify the optimal ranges 
of three changing temperatures in the heat transfer process. The limited experimental dataset is 
expanded through this method, and the final ranges are established based on the expanding dataset. 
Whenever the temperatures drop out of these ranges, the system may encounter heat insufficiency. 
 
1.3 Organization of this Thesis 
The rest of the thesis is organized as follows: literature review is presented in Chapter 2 to provide 
information on recent progress in nuclear hydrogen production and several methods used to tackle 
with similar problem. In Chapter 3, both Monte-Carlo Simulation method and Genetic Algorithm 
are described in detail, and the integration of two methods is developed. In Chapter 4, application 
of the new method to fault identification for heat transfer process in hydrogen production system 





 CHAPTER 2 
   LITERATURE REVIEW 
 
With years of research, many ways to generate hydrogen have been developed. This chapter will 
first give a literature review of different ways to produce hydrogen and a comparison of pros and 
cons of each way. Afterwards, several optimization methods which can tackle with the confronted 
problem are illustrated and compared with each other. 
 
2.1 Introduction to Hydrogen Production 
As the demand for hydrogen rapidly growing, there appear many methods for mass hydrogen 
production in the contemporary world. Those are: 
1. Electrolysis of water 
2. Radiolysis of water 
3. Biomass gasification 
4. Photoelectrochemical water splitting 
5. Nuclear hydrogen production based on Cu-Cl cycle 




2.1.1 Electrolysis of Water 
Electrolysis of water is a widely known and well-established way to produce hydrogen due to its 
simplicity. The main idea of this method is charging water with a DC current to split water into 
hydrogen and oxygen. The procedure of conventional water electrolysis is shown in Figure 2.1. 
 
 
Figure 2.1: Procedure of conventional water electrolysis [4] 
 
The downsides of using this method for large-scale hydrogen production are that a large amount 
of electricity is needed in this process, and the considerable expense on the membrane will also 
increase the cost. Recently, a new method was developed based on water electrolysis. It is called 
steam electrolysis or high-temperature electrolysis (HTE), since it uses heat to provide part of the 





Figure 2.2: Thermodynamics of the steam electrolysis [6] 
 
Figure 2.2 shows the standard procedure of HTE. This method is more economic than conventional 
water electrolysis since heat is cheaper than electricity. Typical temperature range of this process 
is between 100°C to 850°C, the higher the temperature is, the higher efficiency will be. To produce 
1 kg hydrogen (141.86 megajoules), at 100 °C, 350 megajoules of thermal energy are required 
(41% efficient). At 850 °C, 225 megajoules are required (64% efficient) [4]. However, even HTE 
is not an efficient way to produce and store hydrogen in a large scale, since there are big conversion 
losses in the electrolysis process and the required temperature is usually over 750°C which is too 
high.  
2.1.2 Radiolysis of Water 
Another recently developed method of producing hydrogen is radiolysis. In the Mponeng gold 
mine, South Africa, researchers found in a naturally high radiation zone a community dominated 
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by a new phylotype of Desulfotomaculum, feeding on primarily radiolytically produced hydrogen 
[7]. By interacting with different types of ionizing radiation (α, β, and γ), the water will 
produce molecular hydrogen.  
 
 
Figure 2.3: Radiolysis of Water [8] 
 
The procedure is shown in Figure 2.3 and can be described as: exposure of cells to ionizing 
radiation induces high-energy radiolysis of water molecules into H+ and OH- radicals. These 
radicals are themselves chemically reactive, and in turn recombine to produce a series of highly 
reactive combinations such as superoxide (HO2) and peroxide (H2O2) that produce oxidative 
damage to molecules within the cell [8]. The main drawback of radiolysis is its expensive 
professional equipment required for the water radiolysis, which made the water radiolysis still in 




2.1.3 Biomass Gasification  
Biomass refers to the renewable organic resource derived from living, such as peanut shells. 
Gasification is a process that converts organic or fossil-based carbonaceous materials at high 
temperatures (>700°C), without combustion, with a controlled amount of oxygen and/or steam 
into carbon monoxide, hydrogen, and carbon dioxide [10]. The reaction between CO and water 
will then generate CO2 and H2. The material flow can be depicted in Figure 2.4, and the simplified 
reaction is shown as follows, 
C6H12O6 + O2 + H2O → CO + CO2 + H2 + other species 
CO + H2O → CO2 + H2 
 
 
Figure 2.4: Biomass to hydrogen based on pyrolysis with a co-products strategy [11] 
 
The advantage of biomass gasification is rather obvious, it uses the waste from daily life and 
consumption of carbon dioxide will reduce net greenhouse gas emissions. However, one of the 
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major drawbacks is the low efficiency of utilizing biomass [12], usually between 10% and 30%. 
Other drawbacks including high-temperature requirement, immature technology, a high cost of the 
equipment and solid products (such as pure carbon) also make it unrealistic to be applied to mass 
hydrogen production. 
 
2.1.4 Photoelectrochemical Water Splitting 
Photoelectrochemical water splitting is the cleanest mean to generate hydrogen, since it uses 
sunlight directly to split water into H2 and O2. Multi-junction cell technology developed by the 
photovoltaic industry is being used for photoelectrochemical (PEC) light harvesting systems that 
generate sufficient voltage to split water and are stable in a water/electrolyte environment [13].  
 




The standard process of photoelectrochemical water splitting is shown in Figure 2.5. The 
advantages of this method are that once the system is built, it can generate hydrogen without 
expenses or complication of electrolyzers. However, it is outperformed by other methods due to 
high cost of equipment, immature technology and low efficiency.  
 
2.1.5 Nuclear Hydrogen Production Based on Cu-Cl Cycle 
Thermochemical cycles are emerging technologies for hydrogen production in recent years. 
Usually two or more intermediate chemical compounds are involved and reused internally in the 
cycles. Water will be split into H2 and O2 through a sequence of chemical and physical reactions 
without exhausting any harmful compounds to the external environment. Over the past years, more 
than 200 thermochemical cycles have been developed by researchers, such as sulfur-iodine (S-I) 
cycle and calcium-bromine-iron (UT-3) cycle.  
There are mainly 3 steps in S-I thermochemical cycle. Like other thermochemical cycles, the 
intermediate compounds are recycled in the reactions. Though it is an economic method to 
generate hydrogen, the required temperature of this cycle can be over 850°C which is too high for 
nuclear hydrogen production. Same as S-I cycle, the main drawback of the UT-3 cycle is that its 
highest required temperature is around 730°C [15]. Besides this downside, the UT-3 cycle has a 
low efficiency comparing to S-I cycle, and the solid products generated in the cycle also need to 
be tackled with. 
The following seven cycles (in addition to the S-I cycle) were identified in a Nuclear Hydrogen 
Initiative as the most promising cycles: copper-chlorine (Cu-Cl), cerium-chlorine (Ce-Cl), iron-
chlorine (Fe-Cl), vanadium-chlorine (V-Cl), copper-sulfate (Cu-SO4) and hybrid chlorine [16]. 
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Typically, the temperature required in most of these cycles is more than 800°C which makes them 
less applicable contemporarily. On the other hand, Cu-Cl cycle is more applicable, since the 
typically required temperature in this cycle is lower than 550°C. Therefore, it can be connected to 
the Generation IV Super-Critical Water-cooled Reactor (SCWR). 
With the major intermediate chemical compound copper chloride (CuCl2), Cu-Cl cycle splits water 
into H2 and O2 through a sequence of chemical and physical processes. All the chemicals involved 
in this cycle can be continuously reused in the loop. The schematic of the Cu-Cl cycle is shown in 
Figure 2.6. Since the heat from NPP is directly used in the reactions of the Cu-Cl cycle rather than 
being transformed into electricity, Cu-Cl is much efficient than traditional hydrogen production 
methods, such as water electrolysis. The net efficiency of Cu-Cl cycle is approximately 43%, 
which is 33% more than electrolysis [17]. 
 
 




There are three types of Cu-Cl cycles which have been developed: 3-step, 4-step and 5-step cycle. 
In the 5-step cycle, copper is produced in an electrochemical cell, transported to an exothermic 
hydrogen reactor and then reacted with HCl gas to produce hydrogen gas and molten CuCl (in 
addition to spray drying and oxygen production steps) [3]. In the 4-step cycle, electrochemical and 
thermochemical processes are combined in order to remove the intermediate production without 
handling copper solids. In a 3- step cycle, aqueous CuCl2 is directly transmitted into hydrolysis 
chamber. This thesis focuses on the heat transfer process of the 4-step Cu-Cl cycle, since it was 
found that the 4-step Cu-Cl cycle has the lowest environmental impact comparing to the 3-step 
and 5-step cycles [18].  
The process cycle of a 4-step Cu-Cl cycle is shown as follows [19] [20]: 
1. 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑎𝑎𝑎𝑎) + 2𝐻𝐻𝐶𝐶𝐶𝐶(𝑎𝑎𝑎𝑎)
<100°𝐶𝐶




3. 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2 + 𝐻𝐻2𝑂𝑂
450°𝐶𝐶
�⎯⎯� 𝐶𝐶𝐶𝐶2𝑂𝑂𝐶𝐶𝐶𝐶2 + 2𝐻𝐻𝐶𝐶𝐶𝐶 
4. 𝐶𝐶𝐶𝐶2𝑂𝑂𝐶𝐶𝐶𝐶2
500°𝐶𝐶







Figure 2.7: The 4-step Cu-Cl cycle [21] 
 
The overall process of 4-step Cu-Cl thermochemical cycle is shown in Figure 2.7. The explanation 
of each step is described as follows: 
1. 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑎𝑎𝑎𝑎) + 2𝐻𝐻𝐶𝐶𝐶𝐶(𝑎𝑎𝑎𝑎)
<100°𝐶𝐶
�⎯⎯⎯� 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2(aq) + 𝐻𝐻2(𝑔𝑔) 
This step is electrolysis process, it is achieved by a CuCl/HCl electrochemical cell. Hydrogen is 
generated through the reaction between copper (Cu) and hydrochloride acid (HCl). Through 
electrolysis, CuCl solution is decomposed and intermediate product, such as solid copper is 




This step includes a drying process, water is vaporized in this step to separate CuCl2 in the solution. 
This step takes place in a flash dryer at a temperature of 90°C. Instead of using a flash dryer, the 
ongoing research at CERL in UOIT is using a new method to pressurize liquid stream in a pressure-
reducing nozzle, at a reduced temperature of 70°C [3]. 
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3. 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2 + 𝐻𝐻2𝑂𝑂
450°𝐶𝐶
�⎯⎯� 𝐶𝐶𝐶𝐶2𝑂𝑂𝐶𝐶𝐶𝐶2 + 2𝐻𝐻𝐶𝐶𝐶𝐶 
This step is hydrolysis process happens in a fluidized bed, solid CuCl2 acquired from step 2 and 
high-temperature steam (450°C) will generate HCl which will then be reused in step 1. A large 




�⎯⎯� 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 1
2
𝑂𝑂2 
Oxygen decomposition process takes place in the last step, CuCl yielded in this step will be sent 
to step 1 for electrolyzing, and oxygen (O2) which is harmless to the environment will be released. 
This step requires the highest temperature (over 500°C) among all steps. 
 
2.2 Introduction to Optimization Methods 
The major target of this thesis, as mentioned in Chapter 1, is to find constraints for varying 
temperatures in heat transfer process based on the given ranges. In other words, to optimize the 
given ranges, in which regardless of the changing temperatures, the heat provided by NPP will 
satisfy the heat requirement of the cycle or the performance analysis will have a high pass rate.  
For heat transfer process, there are three major barriers for doing such optimization. The first is 
highly nonlinear, since the heat transfer process contains various heat transfer points, at which 
there are different transfer equations which are of high complexity. The second is multiple 
variables under different constrains. Because at each heat transfer point, there exists uncertainty in 
certain temperatures, such as the room temperature which will fluctuate in a given range and cannot 
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be controlled. The third is large searching space. In order to gain a more accurate result, the 
searching space should be large enough to get a global minimum/maximum value. 
A useful optimization method should not only be able to tackle with the three challenges, but also 
achieve high accuracy and fast convergence. In this section, several evolutionary algorithms are 
found and introduced, the pros and cons of each algorithm are listed and discussed at last. 
During the 1950s, some computer scientists were inspired by biological evolution and first 
proposed the concept of evolutionary algorithm. It was applied as an optimization technology to 
solve engineering and searching problems. Evolutionary algorithms can be further classified as 
specific heuristics and metaheuristics. The first is applied to find solutions to certain problems 
directly, and the other is to exploit and explore the searching space and find solutions. The term 
“heuristic” originally comes from Greek and means “to discover” and “to guide an investigation” 
[22]. Heuristics are techniques which seek good (near optimal) solutions at a reasonable 
computational cost without being able to guarantee either feasibility or optimality, or even in many 
cases to state how close to optimality a particularly feasible solution is [23]. The competence of 
metaheuristic algorithms can depend on the fact that they imitate the best features in nature, 
especially the selection of the fittest in biological systems which have evolved by natural selection 
over millions of years [24].  
Three metaheuristics will be investigated and chosen from in this section, since they have several 
advantages over specific heuristics. First, metaheuristics are insensitive to the scale of searching 
space which makes it be able to explore the searching space efficiently. Moreover, their flexibility 
makes them easy to be designed and implemented. Other features such as intensification and 
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diversification make them be able to search the space completely and locate and search around the 
best solution quickly and efficiently.  
 
2.2.1 Particle Swarm Optimization (PSO) 
Particle swarm optimization method was first proposed by Dr. Kennedy and Eberhart in 1995. It 
is a metaheuristic search technique, biologically inspired from the nature’s social behavior, 
dynamic movements and communications of insects, birds and fish [25]. It is a population based 
stochastic global optimization technique evolved to study the social behavior of insects, birds or 
fish as why they move in a group searching for food randomly in some area, knowing only the 
distance from the food [26].  
When a bird flock is searching for food sources, each of them can be considered as a particle, they 
will either fly together or separately to look for place of food. The particle without standard and 
volume serves as each individual and the behavioral pattern is applied for each particle to show 
the complexity of whole particle swarm [27]. When one of the birds finds a place of food, it will 
share the resource information of the food place (personal best) with the others (neighborhoods). 
As they move from one place to another, more information will be transmitted. Each of the birds 
is intelligent about the resource information that they will compare their own findings with others’ 
and select a place with most food (global best) to fly to. In other words, each bird will adjust its 
flying route and speed depending on its own flying experience and others’. At last, the birds will 
flock to the place with most food (optimal solution). This behavior was first described by Craig 
Reynolds in 1986, the three steps: separation, alignment and cohesion are shown in Figure 2.8(a), 




     
(a) Separation                        (b) Alignment 
 
(c) Cohesion 
Figure 2.8: Three behaviors of a bird flock when searching for food 
 
The process of this algorithm is shown as follows, and the flowchart is shown in Figure 2.9. 
1. Initialize a population of particles at different positions and velocities in the searching space. 




3. Compare the fitness values acquired from step 2 with the personal best fitness value (pbest) 
calculated from the previous loops. If the current value is better, assign it as new pbest, 
otherwise, keep the previous pbest. 
4. Compare each pbest with the global best fitness value (gbest), if pbest is better, assign it as a 
new gbest, otherwise, keep the previous gbest. 
 
 




5. Update the new route to gbest and velocity to each particle based on the following equations: 
p=p+v-2                                                               
(2.1) 
v=v+c1*rand ()*(pbest-p) + c2*rand ()*(gbest-p)-2                              
(2.2) 
Where, p is the current position of the particle, v is the route direction, c1 is the weight or 
importance of local information, c2 is the weight or importance of global information, rand () is 
a randomly generated variable. In equation 2.2, v describes the diversification of the algorithm, 
it can help particles search for possibly new best solutions in the region; and the rest of the 
equation describe the intensification of the algorithm, it can help particles explore the previous 
region or best positions of neighborhoods’. c1 and c2 should be chosen carefully, since if v is too 
large, the algorithm will converge too quickly and the result will be less accurate; if v is too 
small, the algorithm will converge too slowly. Usually, the sum of c1 and c2 is empirically 
chosen to be 4.  






(a)                                      (b) 
 
(c)                                    (d) 
 
(e)                            (f) 




An example of PSO is shown in Figure 2.10. As can be seen from the figures, the particles first 
scatter and wander in the searching space, once a particle find a high-fitness position, the 
neighborhoods will flock to that region like shown in Figure 2.10 (c). The two groups in Figure 
2.10 (d) will compare their personal best fitness values with each other, and choose the global best 
fitness position to go. 
In the light of the factors outlined above, it can be seen that PSO is a target-directed and derivative 
free algorithm comparing to conventional optimization algorithms; it is capable of solving difficult 
nonlinear and multi-dimension problems; it is easy to be implemented and only two parameters 
need to be adjusted; it is an efficient global search algorithm insensitive to the scale of searching 
space. 
On the other hand, the disadvantages of PSO are obvious, both c1 and c2 need to be designed 
carefully, otherwise, the results will be less accurate or it will take a large amount of time to 
converge. In addition, since only the “best” particle shares its information with others, it is possible 
that one particle changes its direction depending on the information obtained from the “best” 
particle, and it may omit one good solution on the original path. 
 
2.2.2 Ant Colony Optimization (ACO) 
An artificial Ant Colony System (ACS) is an agent-based system, which simulates the natural 
behavior of ants and develops mechanisms of cooperation and learning [31]. It was first proposed 
in 1992 by Dr. Dorigo in his PhD thesis to numerical optimization problems. The original idea has 
since diversified to solve a wider class of numerical problems, and as a result, several problems 
have emerged, drawing on various aspects of the behavior of ants [32].  
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The behavior of ants which inspired ACO is their foraging for food behavior, specifically, how 
they find the least time-consumptive, in other words, the shortest path from their nest to food 
sources. When the ants are searching for food, they will initially wander around their nest in a 
random manner. After finding the food sources, during the way back to their colony, each of them 
will lay down chemical pheromone trail on the ground which leaves information for other ants. So 
when other ants find such a path, more often than not, they prefer to choose the path with stronger 
pheromone rather than to choose randomly. When they are on their way back to the nest, they will 
also leave pheromone to reinforce the trail. However, as time goes, the pheromone trail on the 
ground will evaporate to reduce its attraction. The more time ants spend on traveling down the 
path and back again, the less strength of the pheromone will be. On the other hand, the shorter path 






Figure 2.11: The process of ants’ foraging behavior [33] 
 
The process of ants’ foraging behavior is depicted in Figure2.11. When considering ACO 
algorithm, pheromone evaporation can help the algorithm avoid converging to a local 
minimum/maximum value. This idea lies in the fact that if there is no evaporation, other ants will 
be only attracted by the path selected by the first ant. In this case, the searching space will be 
explored incompletely. This advantage is called positive feedback which will eventually guide all 
ants follow the same path.  
One of the most popular problems which ACO is frequently applied to is traveling salesman 
problem (TSP). TSP is a problem gives a list of different cities and the distance between each pair 
of cities, and asks for the shortest distance a salesman needs to travel if he visits each of the cities 





Figure 2.12: Flowchart of ACO solving TSP [34] 
 
The applications of ACO are more than TSP, it can also be applied to solve other problems such 
as scheduling problem, vehicle routing problem, assignment problem, device sizing problem in 
nanoelectronics physical design and so on. One of the major advantages of ACO is inherent 
parallelism which makes a generation of ants be able to search for solution simultaneously. In 
addition, the positive feedback of each ant will help find good solutions rapidly, plus a premature 
convergence will be avoided due to distributed computation. On the other hand, theoretical 
analysis of ACO is usually more difficult, though the convergence is guaranteed, the time to 
convergence will change depending on problems.  
 
2.2.3 Genetic Algorithm (GA) 
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A genetic algorithm is a randomized, population-based search technique that has its roots in the 
principles of genetics [35]. It is a member of evolutionary algorithms, simulates the process of 
natural selection and evolution. The basic idea of GA was first developed by Dr. John Holland in 
the late 1960s and eventually popularized in 1989, by David Goldberg who was once Dr. John’s 
student. David Goldberg first applied GA to a problem in control of gas-pipeline transmission. 
Since then, GA has been widely used as a computational tool to tackle with search and optimization 
problems. Today, other than those problems, GA is also popular in neural network training, 
artificial intelligence and other fields. 
The idea of GA was inspired by Charles Darwin’s theory of evolution. This theory was premised 
on four main notions: first, like father, like son, an offspring is likely to carry part of the features 
of its parents, in other words, features in a population is relatively stable; second, there will be 
variations in features of each offspring, such variations can be passed to next generation, in this 
way, new characteristics can be introduced to the population; third, a certain amount of offspring 
will be eliminated, the elimination will keep the number of individuals in a population relatively 
stable; the fourth is that only the ones who are competitive and adaptive to the environment can 
survive, the adaptability depends on their inherited characteristics. The combination of these 
premises generates the theory of natural selection. 
A GA allows a population composed of many individuals to evolve under specified selection 
rules [36], by doing so, some inherent features which maximizes the “fitness” (i.e., minimizes 
the cost function) are kept to generate optimum solutions. Figure 2.13 gives a flowchart of a 





Figure 2.13: The flowchart of a standard GA 
 
Like other optimization algorithms, a GA starts by defining variables and cost of the target 
problem, also selecting necessary parameters of the algorithm. It ends by testing for convergence, 
usually, the criterion is when a number of iteration is reached or an optimal result is found. 
However, in between, GA is different. The specialty of GA will be introduced as follows: 
Population: initially, a GA will randomly generate a group of binary strings with the same 
number of digits, this group is called population. The larger the population is, the more accurate 
the result will be, and the more time it will take to converge. Each binary string is encoded, 
represents one certain number in the range of variable which needs to be optimized. A binary 
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string is also called a chromosome, and each binary number in the string is called a gene. The 
longer a chromosome is, the more precise the result will be, and the more time it will take to 
converge. The encoding method is like the process of analog to digital conversion, quantization 
samples a continuous range of values and categorizes the samples into nonoverlapping 




+ 1)                                                  (2.3) 
In the equation, b and a are the upper and lower boundary of the target variable respectively, δ 
is the tolerance. For example, if the variable locates in the range [20, 35], and δ is 1, the length 
of each chromosome will be 4 bits. On the other side, if the length of each chromosome increases 
to 5 bits, the tolerance δ will be reduced to less than 0.5, which will contribute to a more accurate 
result. 
Decode: a GA operates with the binary strings, but the cost function, more often than not, needs 
continuous variables. A binary string can be converted into decimals with the following 
equation: 
𝑁𝑁𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑎𝑎𝑑𝑑 = 𝑎𝑎 + ∑ (2(𝑑𝑑𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙ℎ−𝑑𝑑) × 𝐵𝐵𝑑𝑑) × 𝛿𝛿
𝑑𝑑𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙ℎ
𝑑𝑑=0                                  (2.4) 
In the equation, Bi is the ith digit of a binary string. For example, if the 4-bit binary string in the 
last example is 1011, after conversion, the decimal which it represents is 31.  
Fitness: fitness describes the adaptability of a chromosome, the higher the fitness, the lower cost 
it will need, and the better result it is. The fitness of a chromosome is decided by fitness function 
which can be defined with knowledge of a certain problem. Therefore, depending on different 
problems, the fitness function can be simple or complex. 
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Natural selection: a GA follows the theory of evolution, only the fittest chromosome will survive 
from natural selection, others will be discarded. There exist many methods for natural selection, 
such as elitism selection, rank selection, stochastic universal sampling and binary tournament 
selection et al. Among them, one of the most popular and most frequently used methods is 
roulette wheel selection (RWS). In RWS, individuals are selected with a probability that is 
directly proportional to their fitness values, i.e. an individual’s selection corresponds to a portion 
of a roulette wheel [37]. The probability of one chromosome being selected can be considered 
as spinning a roulette wheel, with the area of the segment for every chromosome matching its 
fitness. In other words, the whole roulette wheel is the summation of the fitness value of all 
chromosomes. The fitter one chromosome is, the larger section it will occupy. In this case, it is 
obvious to see that the fitter ones are more likely to be selected. The advantages of RWS 
comparing to other selection methods are that each single chromosome is given a chance to be 
selected, so the diversity of the population is preserved; in addition, it will contribute to a faster 
convergence, since fitter chromosomes have high chances to be selected. 
Crossover: crossover in GA is the mating process in natural evolution. In this process, each pair 
of chromosomes has a probability to be selected as parents, and two new chromosomes 
(offspring) will be created by exchanging same number of genes in the parents. Initially a 
crossover point will be randomly generated between the first and last digit of the selected 
chromosome; afterwards, two chromosomes will exchange the binary numbers on the left side 
of the crossover point with each other. Consequently, two new chromosomes will be created to 
replace the parents. For example, if two parents are 1011 and 1100 respectively, and the 
crossover point is 2, after crossover, the offspring will be 1111 and 1000 respectively. There are 
also other crossover methods, such as single-point crossover and dual-point crossover. 
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However, in order to get a more accurate result and a faster convergence, this thesis will apply 
uniform crossover as described above. In this way, new chromosomes are introduced to improve 
the diversity of the population, meanwhile, part of the genes of the parents are preserved. 
Therefore, new solutions that have, by virtue of their parent’s success, a higher probability of 
exhibiting a good performance [38]. In addition, a crossover rate is defined in this step to decide 
the genes of which pair of parents to be exchanged. A high crossover rate will result in a slower 
convergence, on the other side, a low crossover rate will cause less accurate results. 
Mutation: mutation is another way to introduce new traits to the population and explore the 
searching space more thoroughly. Usually, a single mutation point will be generated first in the 
selected chromosome, mutation will change 1 to 0 at that bit, and vice versa. For instance, if the 
selected chromosome is 1001, and the mutation point is 2, after mutation, the new chromosome 
will be 1101. A mutation can happen at more than one bit, this will keep the GA from converging 
too fast before it samples the whole space, but it will no doubt increase the convergence speed. 
Similar as crossover, a mutation rate can help decide a mutation happens on which chromosome. 
A high mutation rate can help improve the freedom of GA to explore outside the current region 
and distract GA from converging on a popular point. On the other side, a high mutation rate will 
decrease the convergence speed. 
Convergence: if a fittest chromosome is not found in the first generation, the next generation 

































Figure 2.14: Detailed process of GA [39] 
 
Figure 2.14 shows the process of GA in detail, it uses a roulette wheel selection method, the length 
of each chromosome is 11, which makes the operator be able to generate 211 different 
chromosomes at most.  
Figure 2.15 shows an application of GA, it uses it in evolving antenna arrays to focus 
electromagnetic (EM) / radio frequency (RF) energy on a signal of interest (SOI) while 
simultaneously minimizing EM/RF energy in jammer directions [40]. It aims at minimizing the 
objective function, the fitness of each chromosome is calculated and compared with the criterion. 
After several iterations of selection, crossover, mutation and calculation, the optimal value which 





Figure 2.15: Application of GA in antenna arrays [40] 
 
Some of the GA’s advantages include: it can tackle with both continuous and discrete problems; 
it does not need derivative information; it can search from a wide sampling in the space 
simultaneously; it can deal multi-dimensional problems; it can optimize variables in an extremely 
complicated space, since it introduces diversity in two steps which help avoid converging to a local 
minimum/maximum point; after optimization, a list of optimum variables will be shown instead 
of a single solution.  
 
 
2.2.4 Comparison of Different Optimization Algorithms 
After three different metaheuristic algorithms are introduced and discussed, a comparison of these 
algorithms is presented in this section to find the suitable method for the target system. 
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As mentioned above, the major disadvantage of PSO is that it does not have genetic operators like 
GA which can introduce diversity to the swarm. In this case, a good result of PSO depends on the 
initial position of each particles too much. Therefore, though the convergence speed of PSO may 
be faster than GA, it will converge on a local minimum/maximum points in some cases, especially 
when the searching space is extremely large. On the contrary, because of natural selection, 
crossover and mutation, GA can not only preserve the beneficial aspects of the chromosomes and 
eliminate undesirable individuals, but also introduce new features to the population and improve 
the diversity. Therefore, GA outperforms PSO when tackling with large-searching-space 
problems. 
ACO, as mentioned above, can find the best solution rapidly due to the positive feedback. Many 
researches [39-41] have proved that ACO can find a good solution to discrete problems with a 
faster convergence speed than GA. However, the target problem is continuous rather than discrete, 
and ACO is difficult to be applied to continuous problems. 
To sum up, though PSO and ACO are two widely used optimization tools, they can be hardly 
applied to target system due to the apparent deficiencies of each algorithm. On the other hand, GA 
is feasible for target optimization problem. For the first reason, GA can tackle with multi-
dimensional problems, a chromosome can be separated into several sections, and each variable can 
be encoded into one section. Moreover, GA can tackle with nonlinear and continuous problems, 
since the results rely on the fitness function. Furthermore, GA outperforms other methods, such as 
PSO, when tackling with large-searching-space problem due to the existence of crossover and 




2.3 Chapter Summary 
This chapter presents the literature review of several hydrogen production methods and three 
widely used metaheuristic optimization algorithms. The advantages and disadvantages of each 
hydrogen production method are illustrated. Afterwards, PSO, ACO and GA are introduced as 
three optimization algorithms to tackle with fault identification problem in heat transfer process of 
the target system, the advantages and disadvantages of each algorithm are discussed. The 
comparison of three algorithms illustrates the reason of applying GA to the target system. The 





 CHAPTER 3 
 DEVELOPMENT OF GENETIC-ALGORITHM-BASED 
MONTE CARLO SIMULATION METHOD 
 
3.1 Introduction to Performance Analysis 
In order to make sure the expectation or requirement of a newly established system be met or 
satisfied, it is of paramount importance to carry out performance analysis on the system to identify 
potential hazards or problems. Performance analysis is an essential process in building a new 
control system, since it can reflect the real performance of a system when it is put into operation. 
The function of performance analysis is not only limited to evaluating the yield of the system, it 
can also assess the reliability and stability of it [44]. Therefore, as a recently-established system, 
the nuclear-based hydrogen production system needs to be assessed with performance analysis, 
especially for the heat transfer process which is one of the most important process in the system. 
The major barrier of doing performance analysis on target system is sparse data, since it is a newly 
built system without abundant data or expert experience. Without sufficient data, the result of 
performance analysis will be less accurate. Therefore, it is necessary for a useful and practical 
method of performance analysis to have the function of expanding the dataset. Besides sparse data, 
researchers are also confronted with two other obstacles as mentioned in previous chapter, namely, 
nonlinear and multi-dimension. Hence, it is important to find a performance analysis method which 
is capable of tackling with such problems. 
34 
 
Three methods which is able to tackle with sparse data are introduced and discussed in [44], 
namely, Sparse Principle Component Analysis (Sparse PCA), Bayesian analysis and Monte Carlo 
Simulation (MCS) method. After discussion, the feasibility of each method in listed in table 3.1.  
 
Table 3.1: Feasibility of Performance Analysis Methods in Specific Situations [44] 
Methods/Situation Expand Data Multi-dimensional 
Sparse PCA N Y 
Bayesian Analysis N N 
MCS Y Y 
 
In the table, “Y” means the method is applicable to the situation, “N” means such method is 
inapplicable to the situation. As can be seen, among three methods, only MCS method is feasible 
for the target system. 
 
3.2 Introduction to Monte Carlo Simulation Method 
MCS is a computational algorithm aims at predicting the result or a trend of a system by sampling 
randomly and repeatedly. It was initially developed by S. M. Ulam and J. V. Neumann in 1940s. 
The original application of MCS was to produce nuclear weapons in “Manhattan Project” during 
World War II. And today, as a statistical random sampling technique and stochastic simulation 
approach, it is widely utilized in optimization, numerical integration and performance analysis. 
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MCS method can be utilized to build a model with multiple inputs, sometimes even with 
uncertainties in the input parameters. Therefore, it is capable of tackling with problems such as 
risk assessment or reliability analysis in both business and engineering. It will be executed by 
computer a significant amount of times to find the impact of each variable on the whole system 
and give its assessment result at last. The result is usually a pass rate which reflects the situation 
of the system or whether the quality satisfies the requirement. If enough times of iterations are 
provided, the MCS method will expand the dataset with sufficient amount of data which will result 
in a more accurate result, sometimes may even give the exact condition of the target system.  
As a statistical method, Monte-Carlo simulation allows operators to assess the risk and obtain an 
early warning of the crisis [45]. There is no doubt that the simulation result can help researchers 
understand the performance and the stability of the system they are developing. Moreover, with 
the help of computational tools, such as computers, MCS is easily to be executed, which saves the 
time and effort of the researchers considerably. 
The main idea of MCS method is to solve a problem or simulate a process by generating a large 
amount of samples randomly in a given range with a certain probability model. The number of the 
variables is usually decided by the complexity of specific problems. However, in order to make 
sure a more accurate result is obtained, the number of iterations or sampling data can be extremely 
large, sometimes may be over one thousand. For a conventional iterative method, this may be a 
disaster, since a considerable amount of CPU time is needed, that is why this case is called “Curse 
of Dimensionality”. However, MCS method is able to tackle with this problem, since it is 
independent on the number of variables. Hence, in the light of the features outlined above, MCS 
method is feasible for performance analysis of heat transfer process in hydrogen production system 
based on Cu-Cl cycle.  
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The basic idea of building the MCS-based model for performance analysis is to get an engineering 
or mathematical problem solved by establishing a probabilistic model. For those problems 
involved in stochastic process, the models can also be built with experience or knowledge of its 
actual background.  
 
Start












Figure 3.1: Flowchart of a standard MCS method 
 
Figure 3.1 shows the flowchart of a standard MCS method, the basic steps of it are described as 
follows: 
1. Define the objective function of the process 
2. Identify the probability distribution of each variable 
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3. Generate data which follow the probability distribution randomly 
4. Build the model of simulation and operate MCS 
 
3.2.1 Define the Objective Function 
The first and essential step of MCS-based performance analysis is to find a mathematical model, 
which is also known as transfer function mathematically, of the system which needs to be analyzed 
or assessed. This step is of paramount importance, since the result will be calculated with all the 
randomly generated data and the transfer function. The transfer function can be a known 
engineering formula or a mathematical model created by curve fitting [46].  
The accuracy of the result of MCS-based performance analysis depends greatly on the transfer 
function, so by applying a known engineering formula, undoubtedly the accuracy of the result will 
be improved greatly.  
The process of this step can be considered as curve fitting. For example, for Ohm’s law, the widely 
known formula is shown as follow: 
𝑅𝑅 = 𝑉𝑉
𝐼𝐼
                                                                   (3.1) 
In the equation, R stands for the resistance, V is the voltage across R and I is the current flowing 
through it. If I is not given in the equation with R and V are provided as 100 Ω and 200 V 
respectively. Then after a simple calculation, I can be acquired as 2 A. Hence, the transfer function 
can be obtained as: 
𝑅𝑅 = 𝑉𝑉
2
                                                                   (3.2) 
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Therefore, if V is the variable in the system, by generating numbers randomly based on the 
probability distribution V follows, different values of R can be found and assessed. 
On the other hand, if there is not any known formula available for the system, this process will be 
completed with the help of a mathematical model established by curve fitting. Curve fitting is the 
process of building a curve, or a mathematical equation which fits a series of single points. Fitted 
curves can be used as an aid for data visualization, to infer values of a function where no data are 
available, and to summarize the relationships among two or more variables [47].  
The basic idea of curve fitting is to use various coefficients in order to make the Chi-square value 
as small as possible and get the fittest mathematical equation. Chi-square value is the square root 
of the sum of squares of the distances of each data from the curve (a measure of the distance from 
the data to the curve) [48]. When Chi-square value can no more be reduced, it means that the fittest 
mathematical equation is found. 
 
3.2.2 Identify the Probability Distribution 
The next step of MCS-based performance analysis after acquiring the transfer function is to 
identify the probability distribution each variable in the transfer function follows. More often than 
not, the distributions are determined with the knowledge or experience of the system. However, 
when the knowledge or experience is not available, the distribution of the inputs should be decided 
by the fittest probability model of the current data. Anderson-Darling (AD) test is a method that 
will help to evaluate how the particular probability distribution fits the dataset [49]. 
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The basic idea of AD test is to compare an empirical distribution with a particular or a known 
distribution, and to find out the difference between them. The value of AD test is determined by 
the following equation [50]: 





−∞                                                 
( 3 . 3 ) 
In the equation, n is the number of the given data, Fn(x) stands for empirical probability 
distribution, and F0(x) is the particular distribution. By calculating A2, one can tell whether one 
distribution is the fittest or not. The value of it is from 0 to 1, the closer to 1 it is, the fitter the 
distribution will be.  
For example, table 3.2 gives a dataset of air humidity in a room. As no knowledge or expert 
experience is available, AD test is applied to find out the distribution of the dataset. 
 
Table 3.2: Dataset of air humidity (%RH) 
31.2 30.0 25.6 26.8 27.2 
18.9 22.4 15.6 17.8 22.2 
26.4 23.8 14.9 26.5 29.8 
19.6 27.6 31.2 19.9 15.8 
 
The data in the table are collected every day in that room for twenty consecutive days. It is 
reasonable to believe that the data are able to reflect the general and actual air humidity in that 
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(a) Weibull, Lognormal, Exponential, Loglogistic distribution 
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Figure 3.2: AD test results of some widely-known probability distributions 
 
The blue points in the figures above are the data recorded in 20 days, the red line is the standard 
value of every distribution. The distance from those dots to the line shows the difference between 
the data and the particular distributions. As the AD value of normal distribution is the closest to 1, 
it is therefore considered as the fittest distribution of the air humidity in that room. In practical 
problems, if one cannot distinguish the probability distribution of random variable x in the interval 
[a, b], one can assume that x uniformly distributed on the interval [a, b] [51]. 
On the other hand, if there is available knowledge or expert experience of the target system, such 
as when tackling with a dataset of time which follows uniform distribution, it is not a good choice 
to do AD test still. Because a wrong selection on the probability distribution may cause serious 
impact on the accuracy of the result. 
 
3.2.3 Generate Data Randomly 
After the fittest probability distribution is acquired, the next step is to generate data randomly based 
on the probability distribution identified in the previous step. Each time a randomly generated data 
is being assessed by the algorithm, a new value of the transfer function will be calculated. More 
often than not, the calculation results are different with each other, which may sometimes even 
cause big variation in the results and result in a less accurate result. However, the variation will be 
reduced as the number of iterations or in other words, the number of data randomly created is large 
enough. Though the variation cannot be eliminated, it will finally stop at a certain value and change 
no more as the number of iterations keeps increasing.  
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On the other hand, a high number of iterations will no doubt result in a considerably high 
computational cost, especially when the variance or standard deviation is no more changing. 
Therefore, it is of great importance to select a reasonable number of iteration times. And the only 
way to decide this is through experiments. 
 
3.2.4 Model Establishment 
The last step of MCS-based performance analysis is to build the model and run the simulation 
process. The value of the transfer function will be calculated in this step with data randomly created 
in the previous step. And the calculation results will be compared with an evaluation criterion, 
usually an expected value or a requirement. A pass rate will be given as a result at last which 
indicates the condition of the system. The higher the pass rate is, the more data satisfy the 
requirement, and the more stable the system is.  
The simulation process is described as follows, and Figure 3.3 provides the flowchart of MCS-
based performance analysis.  
1. Define the evaluation criterion for the simulation, such as speed requirement or expected 
temperature. 
2. Identify the probability distribution for each variable in the transfer function. 
3. Generate data based on the probability distribution randomly. 
4. Calculate the transfer function value with each data generated. 
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5. Compare each transfer function value with the evaluation criterion, and keep down the 
number of passed ones. 
6. Repeat from step 3 to 5 until a certain number of iterations is reached. 
7. Calculate the pass rate and output the result. 
 
Start
Sampling Based on 
the Probability 
Distribution 





N Iterations are 
completed?
Yes






Figure 3.3: Flowchart of the simulation process 
 
3.3 Development of Genetic-Algorithm-Based Monte Carlo Simulation Method 
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As mentioned in the previous chapter, there are some uncertainties in heat transfer process of 
nuclear hydrogen production based on Cu-Cl cycle, such as the variation in room temperature. The 
changes in the parameters will no doubt have considerable effect on heat requirement in heat 
transfer process. If such requirement is not satisfied, there may be potential hazards, such as 
incomplete reaction of the chemicals, which will hinder the operation of the system or even cause 
accidents. Therefore, genetic algorithm is chosen from several metaheuristic algorithms to 
optimize the given range of the temperatures in order to identify the faults might happen.  
After global searching, GA will output a result which gives the optimal ranges of the varying 
temperatures. However, there should be a way to evaluate the optimality of the result. In other 
words, to determine whether a range is optimal or good enough that the system will operate safely 
no matter how the temperatures change in those ranges. In this case, performance analysis is an 
appropriate way to assess the feasibility and stability of the result, and the pass rate can also be 
used as a criterion for GA. So when a result passes the criterion, it means that faults are less 
possible to take place in the system when the temperatures change in the ranges. 
In the light of the illustrations outlined above, it is reasonable to develop a method as shown in the 
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Figure 3.4: Flowchart of GA-based Monte Carlo Simulation method 
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As can be seen from the flowchart, the algorithm start by defining necessary parameters of GA, 
such as number of generations, size of population, length of each chromosome, crossover and 
mutation rate and the range of each variable. Afterwards, a series of binary numbers will be 
generated randomly based on the given ranges of certain variables.  
As mentioned in the previous chapter, since the cost function or the fitness function needs 
continuous number rather than binary number, the binary strings generated in the previous step 
need to be converted into decimals through equation 2.4. This step is called decode which aims at 
converting the chromosomes into continuous values in the given range, so the values can be used 
in the fitness function. 
The next step after decoding is defining the transfer function of MCS method and the probability 
distributions of each variable, this step is the start of Monte Carlo Simulation method. As can be 
seen from Figure 3.4, the flowchart in the red block is MCS method. As mentioned previously, it 
starts by defining the objective function which can reflect the stability and reliability of the target 
system. And then, the probability of each variable is identified by expert knowledge or abundant 
data, if such knowledge and data are not available, the variables will be assumed to follow uniform 
distribution. 
The next step will generate random data which follow the probability distribution found in the 
previous step in order to expand the dataset. The number of the data, which is also known as the 
number of iterations of MCS method, has great effect on the result of MCS method. The optimal 
number should not only keep computational cost as low as possible, but also reduce the variance 
between simulation results to a relatively low level. Usually, 1000 times should be able to meet 
with the coverage of all commonly seen problems. 
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Based on the transfer function defined in the previous step, the value of it will be calculated with 
each data randomly generated. And the calculation results will be then compared with a criterion 
or a requirement of the system. If such requirement is satisfied, it means there will be no fault 
occurs in the current situation, otherwise, the system may suffer potential hazards.  
The algorithm will keep calculating the results and comparing with the criterion until all data 
randomly generated are examined. Afterwards, a pass rate which implies the condition of the 
system with current temperature range will be shown. This pass rate is utilized as the fitness 
function of genetic algorithm, the higher the pass rate is, the fitter the chromosome is. Then, the 
algorithm will keep looking for the pass rate of the next chromosome until all chromosomes in the 
population are examined. The larger the population size is, the larger area the algorithm will search, 
the more accurate the result will be, the higher computational cost will be, so the population size 
should be considered carefully in step 1. 
After the fitness of all chromosomes in this generation are calculated, the GA operator will start 
selecting the fitter chromosomes by natural selection. Only the fitter chromosomes will be kept 
and selected to mate, others will be discarded like the process of natural evolution. The population 
size is kept constant in this step 
The natural selection is followed by crossover and mutation which aim at adding diversity to the 
current population. These two steps are reasonable, since after natural selection, all good genes are 
preserved, the crossover and mutation will not only introduce new features to the population, but 
also keep the good characteristics. Therefore, the algorithm will avoid searching the current region 
repeatedly and be able to search the whole space completely. The crossover and mutation rate 
should be selected with paramount concern in the first step. Since these two rates determine how 
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many chromosomes should undergo mating and mutation process. If these two rates are too high, 
the algorithm will be less likely to converge, which will cause high computational cost; if they are 
too low, the algorithm may not search the space completely, which will no doubt result in a less 
accurate result. The process of selecting crossover and mutation rate will be depicted in Chapter 4 
through a series of experiments. 
After mutation, the fitness value of each chromosome will be calculated and compared with each 
other. The fittest chromosome will be recorded and graphed to show the GA’s process of looking 
for the fittest chromosome. This trait makes GA outstanding among all metaheuristic algorithms, 
since others will only show the optimal solution of the problem at last. Moreover, this feature also 
contributes to a more accurate result. This idea lies in the fact that if mutation takes place in some 
chromosomes, to be specific, in the fittest chromosome in the last generation, there will be no more 
generations for the chromosomes to evolve into fitter ones. Therefore, the fittest solution will be 
the second fittest chromosome found previously instead of the global optimum. However, with 
this feature, researchers will have a clear insight of every fittest chromosome in each generation, 
if the mutation happens to the fittest chromosome in the last generation, people will not be misled 





Figure 3.5: An example to illustrate a good feature of GA 
 
For example, the GA optimization process for oxygen decomposition temperature is shown in 
Figure 3.5, the fittest T3 of every generation is plotted. It is obvious that the mutation takes place 
in the fittest chromosome in the last generation. The fitness value of the last point in the figure is 
0.945, but for the previous point is 0.950. If only the fittest chromosome of the last generation is 
provided by GA, people will be misled and think the last point is the fittest solution. However, 
with all fittest points of all generations provided, researchers can calculate the fitness value of 
previous points and get a more accurate solution. 
The algorithm will then keep repeating the process outlined above until the number of generations, 
in other words the number of all iterations of GA is reached. The number of generations should be 
chosen carefully in the first step, since a large number will improve the accuracy of the result to 
some extent, but it will no doubt increase the computational cost.  
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An example of application of GA-based MCS method will be presented in the next section to 
illustrate the features of this method. 
 
3.4 Example of Application of GA-based MCS Method 
As it is known, there are two parts in a power supply system, the supplier and the user. Usually, a 
power plant plays the role as power supplier, and the customers are the users, or known as power 
demand. The ratio of the power required by the users to the power provided by a power plant is a 
factor of paramount importance to evaluate the stability and performance of a power system. 
Usually, this ratio is lower than 1, but if it becomes increasingly close to 1, it means the system is 
getting tighter. And when this ratio is larger than 1, it means the requirement of customers are not 
satisfied, which may cause many problems. Therefore, operators need to be informed before such 
accident happening and take action to tackle with this problem, such as increasing load or power 
outages, before it gets aggravated.  
Some data of a power system in Ontario is acquired from Independent Electricity System Operator 
(IESO) [52] and provided as follows: 
The power supplied hourly by the power plant is 18,500 MWh. According to the data from 
IESO, in October, 2014, the highest power demand from the customers was 17,784 MWh, the 
lowest was 10,769 MWh. The power demand is denoted by Pd, the power supplied is denoted 
by Ps, and rd→s stands for the ratio of the power required by the users to the power provided by 
a power plant, which depicts the stability of the system and usually ranges from 0 to 1. rd→s can 






                                                             
( 3 . 4 ) 
In order to make the power system operate stably and reliably, the power provided by a power 
plant should be 10% higher than the power required by the customers. Therefore, a reasonable 
value of rd→s should be 0.909. In addition, when the power demand is increasing, this value 
will provide operators sufficient time to tackle with such surging requirement.  
For this problem, the variable is the power demand, and whenever the rate calculated with equation 
3.4 is over 0.909, it will be recorded. 
The GA-based MCS method starts by determining some necessary parameters, such as number of 
generations, size of population, length of each chromosome, crossover and mutation rate and the 
range of each variable. The typical values of the number of generations and population size are 
100 and 50 respectively. They are reasonable numbers which can meet the requirement of most 
problems, since they are large enough to completely search the space and not likely to cause a high 
computational cost. In order to gain a more accurate result, the tolerance of power demand is 
chosen to be 10 MWh. Since the range of the power demand is from 10,769 to 17,784, the length 
of the chromosomes, according to equation 2.3, is calculated as 10 bits.  
In addition, since not sufficient data is provided to identify the possibility distribution of the power 
demand, it is assumed to follow uniform distribution as mentioned previously. The target problem 
is to search for an upper boundary of the power demand. Whenever the power demand exceed this 
value, it means the power generated by the plant may not be able to support the customers soon, 
and operators need to take actions to tackle with this problem. Therefore, in the second step of 
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MCS method, random numbers which follow uniform distribution will be generated in the range 
from 10,769 to a value which is randomly generated and decoded by GA operator. 
Moreover, if the number of iterations of MCS method is too low, the dramatic variance in the result 
will make it less reliable. On the other hand, choosing a large number is more than necessary, since 
it will raise the computational cost. The number of iterations is selected as 800. In each of those 
iterations, a calculated rd→s will be compare to 0.909, the final pass rate is utilized as a criterion to 
evaluate the fitness of each chromosome. However, if the criterion is too critical, the result may 
become less accurate. For example, if the required pass rate is 1, the algorithm will tend to generate 
chromosomes around 10,769 MWh to make rd→s low enough to get a higher pass rate. Therefore, 
a desired pass rate should be lower than 1 to avoid this situation. A pass rate of 0.98 is an acceptable 
number, since it can not only guarantee a good performance of the system, but also avoid an 
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Figure 3.6: Flowchart of GA-based MCS method for the example 
 
The process of selecting crossover and mutation rate will be presented in detail in Chapter 4, the 
typical values of them, 0.5 and 0.01 will be used in this example to illustrate the basic idea of GA-
based MCS method. 
54 
 
According to the analysis above, it is reasonable to draw the flowchart of GA-based MCS method 
for this problem as it shown in Figure 3.6. 
 
 
Figure 3.7: Fittest power demand of every generation 
 
 




After simulation and optimization process, the fittest solution and the best fitness value of each 
generation are plotted. The power demand and pass rate results are shown in Figure 3.7 and 3.8 
respectively. 
As can be seen from the figures, the fittest power demand starts from a relatively low value in 
order to raise the pass rate. However, since the desired pass rate is 0.98 instead of 1, the fittest 
power demand will then fluctuate in the first few generations and bring down the pass rate to 0.98. 
Even though the pass rate does not change in the rest generations, it does not mean the power 
demand at this generation is the fittest. It is because that the pass rate is based on the random 
numbers generated by MCS operator, it needs to be examined until a GA operator explores the 
entire searching space. 
From the 24th generation, the fittest value of power demand starts to become stable at 16,865 
MWh. As can be seen in the rest generations, even though there are crossovers and mutations 
taking place to improve the diversity of the population, the power demand with the highest fitness 
value will soon drop down to 16,865 MWh. This phenomenon proves that 16,865 MWh is a 
trustable value which will maximize the fitness value under any condition. Therefore, whenever 
the power demand from the customers exceeds 16,865 MWh, there should be an alarm to inform 
operators to pay attention and start to take actions to tackle with the upcoming power shortage. 
From a practical point of view, the power shortage in October is reasonable, since winter was 
coming in Ontario in October, 2013. Because of the snowy weather and shorter daytime, people 
started to turn on their heaters to get warm and their lights earlier for brightness. This phenomenon 
would no doubt result in a surge in power consumption, which will drive the power system to 
become tighter.  
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In conclusion, the GA-based MCS method has the ability to find the optimal range of a variable in 
a system. It utilizes genetic algorithm to generate random values in a given range, and uses Monte 
Carlo Simulation method to assess these values. According to the result of assessment, the GA 
will then help improve the fitness of these values. When the variable exceeds the range provided 
by the result, it means potential hazards may take place in the system, which needs to be taken care 
of by operators.  
 
3.5 Chapter Summary 
In this chapter, the basic idea of performance analysis is first provided. Monte Carlo Simulation 
method is then introduced to tackle with the problem raised by sparse data in performance analysis. 
Afterwards, a genetic-algorithm-based Monte Carlo Simulation method is developed and 
demonstrated in detail to tackle with the range optimization problem in heat transfer process of 
nuclear hydrogen production system based on Cu-Cl cycle. In addition, an example of the 
application of GA-based MCS method is provided to illustrate the features of this method, the 





 CHAPTER 4  
 APPLICATION OF GA-BASED MCS METHOD TO HEAT 
TRANSFER PROCESS OF NUCLEAR HYDROGEN 
PRODUCTION SYSTEM BASED ON CU-CL CYCLE 
 
In this chapter, the heat transfer process of nuclear hydrogen production system based on Cu-Cl 
cycle is first described in detail. Afterwards, the process of building the model of GA-based MCS 
method is depicted. The model is applied to the heat transfer process to search for the optimal 
ranges of each variable. 
 
4.1 Introduction of Heat Transfer Process of Nuclear Hydrogen Production Based on Cu-
Cl Cycle 
As mentioned in Chapter 2, there are three types of Cu-Cl cycles which have been developed: 3-
step, 4-step and 5-step cycle. This thesis will focus on the heat transfer process of the 4-step Cu-
Cl cycle, since it is not only the hydrogen production method adopted by CERL in UOIT, but also 
found to be the most environmentally friendly and efficient cycle comparing to the 3-step and 5-




Table 4.1: The process of a 4-step Cu-Cl cycle 
Step Reaction Temperature Range 
1 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑎𝑎𝑎𝑎) + 2𝐻𝐻𝐶𝐶𝐶𝐶(𝑎𝑎𝑎𝑎)
<100°𝐶𝐶
�⎯⎯⎯� 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2(aq) + 𝐻𝐻2(𝑔𝑔) ~100°C 
2 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2(𝑎𝑎𝑎𝑎)
90°𝐶𝐶
�⎯� 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2(𝑠𝑠) ~90°C 
3 2𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2 + 𝐻𝐻2𝑂𝑂
450°𝐶𝐶









Figure 4.1: Conceptual layout of a copper–chlorine (Cu-Cl) thermochemical cycle for hydrogen 
production and primary chemical reactions [53] 
 
In a 4-step Cu-Cl cycle, if the heat provided by the nuclear power plant is not sufficient, the 
chemicals in the cycle will not react completely, which may even stop the whole system from 
operating. Therefore, it is not an exaggeration to claim that heat transfer process is the essential 
part in a 4-step Cu-Cl cycle and should receive paramount concern. 
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The process are classified into four steps in terms of different reactions and shown in Table 4.1. 
Figure 4.1 depicts the conceptual layout of a 4-step Cu-Cl cycle, according to which the Aspen 
Plus flow sheet is built and shown in Figure 4.2.  
 
 
Figure 4.2: Aspen Plus flow sheet of 4-step Cu-Cl cycle [18] 
 
The first completed and close loop Aspen Plus simulation model is established in [19] as shown 
in Figure 4.3. The electrochemical step of the cycle is simulated separately and the results 




Figure 4.3: Flow Chart of Aspen Plus simulation of hydrogen production with 4-step Cu-Cl cycle [19]
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The simulation result of the Aspen Plus model is acquired and the corresponding heat 
provided, input and output temperatures, and other data for the process at each transfer 
point are shown in Table 4.2 with 100 mol of water input, 100 mol of hydrogen and 50 
mol of oxygen output as the basis. 
 
Table 4.2: Aspen Plus simulation result for the four-step Cu-Cl cycle 
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From Table 4.2, it can be calculated that with 1 mol H2 produced in the cycle, the heat 
provided by the NPP is 517.4 kJ approximately. Moreover, the auxiliary work of the 
process consumes 26.4 kJ according to the simulation result. Therefore, the heat 
provided for the overall process when 1 mol of H2 is generated is 543.8 kJ. The 
explanation of each heat transfer point in the model is depicted in Table 4.3.  
 
Table 4.3: Explanation for each heat transfer point 
Heat transfer points Explanation 
32 Water is heated up in to steam, from room temperature 25°C 
to 100°C. 
34 
Separating hydrogen from other gases by increasing the 
temperature from 100°C to 116°C. 
41&43 Reducing the temperature of the cycle from 116°C to room 
temperature. 
57X Recycling CuCl2, temperature drops from 400°C to 90°C. 
57Y 
Drying CuCl2 (from aqueous to solid), temperature remains 
at 90°C. 
62&63X 
Preparing for hydrolysis, separating aqueous and solid 
CuCl2 up, temperature drops from 113°C to room 
temperature. 
63Y 
Hydrolysis. Heat exchanger provides the required heat for 
the chemical reaction, temperature increases from room 
temperature to 425°C. 
71 
Oxygen composition. Heat exchanger provides the required 
heat for the chemical reaction, temperature increases from 
425°C to 550°C. 
75 Recycling and cooling down CuCl to room temperature. 
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86 Separate the steam, temperature remains at room 
temperature. 
92 Cooling down and recycling HCl, temperature drops from 
117°C to room temperature. 
 
The heat transfer points are classified into four categories in terms of different steps as 
shown in Table 4.4. 
 
Table 4.4: Classification of heat transfer points in terms of different steps 
Steps Heat Transfer Points 
Step 1 32, 34, 86, 92 
Step 2 41, 43, 57Y 
Step 3 57X, 62, 63X, 63Y 
Step 4 71, 75 
 
Moreover, as can be seen from Table 4.2, though the whole heat transfer process absorb 
heat, at some certain heat transfer points in the process, heat is released by some 
particular reactions. The points can also be classified based on exothermic and 




Table 4.5: Classification of heat transfer points based on exothermic and endothermic 
reactions 
Exothermic Endothermic 
32, 34, 57Y, 63Y, 71, 86 41, 43, 57X, 62, 63X, 75, 92 
 
4.2 GA-based MCS Method Modelling Process 
In this section, the process of building the model of GA-based MCS method for the 
target problem will be described in detail, the selection of some particular parameters 
of this method will be discussed and demonstrated. 
 
4.2.1 Variations in the Heat Transfer Process 
From the Aspen Plus simulation results shown in Table 4.2, it can be seen that the total 
heat requirement for the heat transfer process of nuclear hydrogen production system is 
543.8 kJ, when 1 mol of hydrogen is generated. However, the results also indicate that 
in the process, some temperatures at particular points, such as the room temperature at 
point 63X and 75 are different. They refuse to stay stable at the assigned value, but 
rather varies in a certain range. In the heat transfer process of hydrogen production, 
three temperatures with variations are concerned as major factors which will influence 
the stability of the reactions in Cu-Cl cycle. The first is room temperature, as can be 
seen from Table 4.2, almost 50% of the heat transfer points are affected by room 
temperature. It is assigned 25°C for the reaction, but since several heaters and coolers 
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are applied to the process, it is not capable of controlling the room temperature, it will 
range from 25°C to 27°C as simulation indicates. The second variation is in the reaction 
temperature of hydrolysis, the assigned temperature is 425°C, but the simulation results 
show that this temperature ranges from 425°C to 450°C. The last temperature variation 
is in the process of oxygen decomposition, depending on the simulation result, it will 
vary from 500°C to 550°C rather than staying at 500°C. In conclusion, the overall 
variation in temperature is shown in Table 4.6. 
 
Table 4.6: Ranges of temperatures in heat transfer process 
Temperature Range (°C) 
Room temperature 25~27 
Hydrolysis 425~450 
Oxygen decomposition 500~550 
 
Besides the variations listed in Table 4.6, another factor which affects the heat 
requirement of the heat transfer process, is the variation in the heat capacity of some 
particular chemical components in the reactions. Though these characteristics of the 
chemicals are not desirable, sometimes they can have considerable influence on the 
heat requirement of the heat transfer process. For example, CuCl, which is one of the 
essential components of the cycle, exhibits allotropy and undergoes phase change 
within the temperatures of interest in the Cu-Cl cycle [19]. 
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Experiments by Argonne National Laboratory (ANL) [54, 55] gave the properties of 
CuCl at different temperatures, thereby verified the past data from Moscow State 
University (MSU) [56]. CuCl stays in a simple cubic crystalline (SC) form when the 
temperature is lower than 685K, with the temperature increasing, it will gradually melt, 
and turns into liquid (L) completely when temperature reaches 696K, and the state in 
between is called beta-hexagonal (SB). From MSU data, the heat capacity of CuCl can 
be calculated with the following equations: 
𝑐𝑐𝑐𝑐1(𝑇𝑇) = 173.778442133 + 38.206𝐶𝐶𝑙𝑙𝑙𝑙 + 0.001298𝑙𝑙−2 + 0.082339369657𝑙𝑙−1 + 191.575𝑙𝑙      
(𝑙𝑙 = 𝑇𝑇 × 10−4; 298.15𝐾𝐾 < 𝑇𝑇 ≤ 685𝐾𝐾)                               
(4.1) 
𝑐𝑐𝑐𝑐2(𝑇𝑇) = 277.808151505 + 79𝐶𝐶𝑙𝑙𝑙𝑙 + 1.3657𝑙𝑙−1 
(𝑙𝑙 = 𝑇𝑇 × 10−4; 685𝐾𝐾 < 𝑇𝑇 ≤ 696𝐾𝐾)                                  
(4.2) 
𝑐𝑐𝑐𝑐3(𝑇𝑇) = 206.987753087 + 29.319𝐶𝐶𝑙𝑙𝑙𝑙 + 0.0583185𝑙𝑙−2 − 4.11701275112𝑙𝑙−1 + 74.09𝑙𝑙 
(𝑙𝑙 = 𝑇𝑇 × 10−4; 696𝐾𝐾 < 𝑇𝑇 ≤ 1200𝐾𝐾)                                 (4.3) 
Besides CuCl, other chemical components also show this characteristic in the reactions, 
such as Cu2OCl2. Moreover, the solubility of CuCl and CuCl2 changes with temperature 
as well. However, most of these variations have only trivial impact on the heat 
requirement of the system. Therefore, only the heat capacity of CuCl is taken into 
consideration in this thesis as a major variation in a 4-step Cu-Cl cycle. 
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In conclusion, room temperature, hydrolysis temperature, oxygen decomposition 
temperature and heat capacity of CuCl are considered as four major variations in the 
heat transfer process of nuclear based hydrogen production system. With the reaction 
temperatures changing, it is no doubt that the heat requirement of the system will also 
change. The heat transfer function at each heat transfer point will be calculated in next 
section, the process of deriving the equation to calculate the new total heat requirement 
will also be shown in detail. 
 
4.2.2 Fitness Function 
As mentioned in the previous chapter, the most important step of GA-based MCS 
method is to identify the fitness function, in other words, to identify the object to be 
optimized. The object is to modify the output in some desirable fashion by finding the 
appropriate values for the input variables [36]. 
In order to define the fitness function of GA, it is important to calculate the heat transfer 
function at each heat transfer point first.  
The standard heat transfer function is shown as follow: 
𝑄𝑄 = 𝑐𝑐𝑐𝑐 · 𝑚𝑚 ·△ 𝑇𝑇                                                  (4.4) 
In the function, cp is the heat capacity of chemicals involved, m stands for the mass of 
those chemicals, and △T is the temperature difference between input and output. Since 
only the heat capacity of CuCl is seen as a variable changing with the temperature as 
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mentioned previously, heat capacity of all other chemicals are considered to be 
constants in the process. Moreover, the mass of each chemical is fixed, so the only 
changing parameter in heat transfer function is △T. Therefore, the productions of cp 
and m can be considered as constant which can be obtained from Table 4.2.  
For example, for heat transfer point 63Y, the heat consumed is 55.382 kJ, △T is 398°C. 
So the production of cp and m should be 55.382 kJ/398°C, which is 0.1392 kJ/°C. 
Therefore, the heat transfer function at point 63Y is: 
𝑄𝑄63𝑌𝑌 = 0.1392 ·△ 𝑇𝑇63𝑌𝑌                                             
( 4 . 5 ) 
Furthermore, the only heat transfer point associated with CuCl is point 75. CuCl 
generated from previous steps will be cooled down at this point. At heat transfer point 
75, only part of the energy is consumed or recovered by CuCl generated from step 1 
and step 4, the rest is required by other chemicals whose heat capacity can be seen as 
constants. According to the simulation result, CuCl recycled from step 1 is 450°C, and 
from step 4 is 550°C. Therefore, the heat recovered by cooling down CuCl can be 
calculated with equation 4.1 to 4.3 and shown as follow: 
𝑄𝑄𝐶𝐶𝐶𝐶𝐶𝐶𝑑𝑑(𝑇𝑇1,𝑇𝑇2,𝑇𝑇3) = 𝑚𝑚 ·
�∫ 𝑐𝑐𝑐𝑐1𝑑𝑑𝑇𝑇 +
𝑇𝑇1
685 ∫ 𝑐𝑐𝑐𝑐2𝑑𝑑𝑇𝑇 +
685














Since CuCl is recycled from two steps, m is 2 mol. With the assigned temperatures, the 
heat released by CuCl is -27.055kJ according to Eq. 4.6. Therefore, heat transfer 




·△ 𝑇𝑇 = 6.476 × 10−5 ·△ 𝑇𝑇75                    
(4.7) 
In conclusion, with variations in the temperatures, the heat transfer function at heat 
transfer point 75 is: 
𝑄𝑄75 = 𝑄𝑄𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑇𝑇1,𝑇𝑇2, 𝑇𝑇3) + 𝑄𝑄𝑟𝑟𝑑𝑑𝑠𝑠𝑙𝑙                                       (4.8) 
In the same manner, the heat transfer functions at other heat transfer points are 
calculated and shown in Table 4.7: 
 
Table 4.7: Heat transfer function at each heat transfer point 
Heat Transfer Points Heat Transfer Functions 
32 0.999 ·△ 𝑇𝑇32 = 0.999 · (100 − 𝑇𝑇1) 
34 244.092 kJ 
41 -231.860 kJ 
43 0.354 ·△ 𝑇𝑇43 = 0.354 · (𝑇𝑇1 − 105) 
57X -107.365 kJ 
57Y 320.923 kJ 
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62 -15.526 kJ 
63X 1.539 ·△ 𝑇𝑇63𝑋𝑋 = 1.539 · (𝑇𝑇1 − 90) 
63Y 1.391 ·△ 𝑇𝑇63𝑌𝑌 = 1.391 · (𝑇𝑇2 − 𝑇𝑇1) 
71 0.0447 ·△ 𝑇𝑇71 = 0.0447 · (𝑇𝑇3 − 𝑇𝑇2) 
75 𝑄𝑄75 = 𝑄𝑄𝐶𝐶𝐶𝐶𝐶𝐶𝑑𝑑 + 𝑄𝑄𝑟𝑟𝑑𝑑𝑠𝑠𝑙𝑙 
86 0.351 kJ 
92 1.904 ·△ 𝑇𝑇92 = 1.904 · (𝑇𝑇1 − 117) 
Auxiliary 26.4 kJ 
 
In the table, T1 is the varying room temperature, T2 and T3 stands for hydrolysis 
temperature and oxygen decomposition temperature respectively. As can be seen, at 
some particular heat transfer points, there is no variation in the input or output 
temperatures, therefore, the heat transfer functions are shown as constants in the table.  
The heat transfer function for the overall process can be calculated by summing all heat 
transfer functions up as shown in the following equation: 
𝑄𝑄𝑙𝑙𝑡𝑡𝑙𝑙𝑎𝑎𝑑𝑑 = ∑𝑄𝑄 = 1.406 · 𝑇𝑇1 + 1.346 · 𝑇𝑇2 + 0.0447 · 𝑇𝑇3 + 𝑄𝑄75 − 61.533      (4.9) 
For equation 4.9, with the temperatures varying, the value of it should be lower than 
the heat provided from the nuclear power plant which is 543.8 kJ according to the 
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simulation results. Therefore, for performance analysis, it is reasonable to define the 
objective function as follow: 
𝑄𝑄𝑀𝑀𝐶𝐶𝑀𝑀 = 543.8 − 𝑄𝑄𝑙𝑙𝑡𝑡𝑙𝑙𝑎𝑎𝑑𝑑                                            
( 4 . 1 0 ) 
With random values for each variable generated in a certain range, whenever the result 
of equation 4.10 passes 0, the number of passed sample will be added by 1. However, 
as it is mentioned in the previous chapter, the pass rate of performance analysis should 
not be too high, otherwise the GA operator will tend to generate higher values for the 
variables in a certain range. Therefore, the required pass rate for performance analysis 
should be defined with paramount concern. A pass rate of 0.985 is an acceptable 
number, since it can not only guarantee a good performance of the system, but also 
avoid an immature convergence. Therefore, the fitness function for GA should be 
define as follow: 
𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 = |𝑐𝑐𝑎𝑎𝑠𝑠𝑠𝑠 𝑟𝑟𝑎𝑎𝑙𝑙𝑙𝑙 − 0.985|                                    (4.11) 
The lower the value of the fitness function is, the closer to 0.985 the pass rate is, the 
more desirable the result is. Therefore, the GA operator will search for values for the 
three variables to make the value of fitness function as low as possible. 
 
4.2.3 GA-based MCS Method Parameters 
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The ranges of the variables, the probability distribution of each variable, population 
size and iteration times for GA, the length of each chromosome and iteration times for 
MCS method will be discussed and defined in this section. They are all very important 
to GA-based MCS method, inappropriate values will either lead to a fast and immature 
or a slow convergence of GA operator. 
The ranges of the variables: since the 4-step whole Cu-Cl cycle is an endothermic 
process, for most of the input and output temperatures at each heat transfer point, the 
required heat decreases with the temperature rising up. So only the lower boundary 
of each variable need to be decided to find out whether the heat provided can satisfy 
the requirement or not. However, as can be seen from Table 4.2 and Table 4.7, the 
highest temperature the system requires is 550°C which is the oxygen decomposition 
temperature. The higher this temperature is, the more heat will be required, therefore, 
the upper boundary of this temperature should be decided.  
 
Table 4.8: The range of each variable to be optimized 
Variables Ranges (°C) 
Room Temperature T1~27 
Hydrolysis Temperature T2~450 




In conclusion, the variables to be optimized are defined and shown in Table 4.8. The 
GA operator should search for each of them to make sure the pass rate of performance 
analysis is close to 0.985 with random values generated in the ranges below by MCS 
operator. 
Probability distribution of each variable: as a newly-built system, Cu-Cl cycle is lack 
of data and expert experience. Therefore, as mentioned previously, all the variables, 
room temperature, hydrolysis temperature and oxygen decomposition temperature 
namely, can be assumed to follow uniform distribution. 
Population size and iteration times for GA: as mentioned in the previous chapters, 
both of these two parameters are very important to GA, the larger these two values 
are, the larger area the GA operator will search, the more accurate the result will be. 
However larger population size and iteration times will no doubt raise the time to 
convergence and the computational cost. Typical values for them are 50 and 100 
respectively. They are reasonable values which are enough to search from the entire 
searching space with a relatively low computational cost. 
Length of each chromosome: as mentioned in Chapter 2, the length of each 
chromosome decides the precision of the result, longer chromosomes will result in a 
relatively small tolerance in the variables and a more precise result. A reasonable 
chromosome length should be decided with careful consideration on the range of 
each variable and the hardware in the system. The industry standard resolution for 
platinum RTD's according to IEC-751 is around +/-0.5°C at around 25°C, and for 
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temperature around 450°C and 500°C, the resolution is +/-2.5°C and +/-2.8°C 
respectively. Therefore, according to equation 2.3, the length of each chromosome is 
3, 4 and 5 respectively. The result is shown in Table 4.9. 
 
 
Table 4.9: The length of each chromosome 
Variables Length 
Room Temperature 3 
Hydrolysis Temperature 4 
Oxygen Decomposition Temperature 5 
 
Iteration times for MCS method: if the number of iterations of MCS method is too 
low, the dramatic variance in the result will make it less reliable. On the other hand, 






Figure 4.4: STD of results from different iterations times of heat transfer process [44] 
 
Since the standard deviation of the MCS results are less likely to change after 800 
iterations as can be seen in Figure 4.4 according to [44]. 800 will also be selected in 
this research due to the similarity of the target problem and the problem in [44]. 
In conclusion, according to the analysis above, it is reasonable to draw the flowchart of 
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Parameters of GA
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Value with Equation 4.10
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4.3 Results and Analysis 
Before the final result is found, two other important parameters, namely crossover and 
mutation rate need to be decided. As mentioned in the precious chapter, these two 
parameters can only be decided with a series of experiments. The process of deciding 
the values of crossover rate and mutation rate will be provided first in this section, the 
final results will be shown and analyzed at last. 
 
4.3.1 Crossover Rate 
Crossover rate decides the number of chromosomes to be mated. As mentioned 
previously, a higher crossover rate though will introduce more diversity to the 
population, it will also lead to a slow convergence. Furthermore, if the crossover rate is 
too high, big fluctuation may take place in the results. Therefore, the rate should be 
decided with a lot considerations. 
The simulation model is built based on the flowchart shown in Figure 4.5, the crossover 
rate is set to be 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9 individually to examine its 
influence on the stability of the results. During this process, the mutation rate is set to 
be 0.01 which is a typical value. In addition, since the target problem is multi-
dimensional, more than one global optimum may exist. Therefore, it is reasonable to 
have variation in the results if the simulation is executed more than once. The variation 
in the results is an important factor to decide whether the results are credible. In order 
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to acquire the variance of the results for each crossover rate, the simulation for each 
rate is executed by 10 times, the standard deviation of the results is calculated and kept 
down as shown in Table 4.10. 
 
Table 4.10: Standard deviation of the results based on different crossover rate 
Crossover Rate 
Standard Deviation 
T1 T2 T3 
0.1 0.420 1.45 17.82 
0.2 0.365 1.68 14.12 
0.3 0.341 1.28 14.95 
0.4 0.233 1.02 12.18 
0.5 0.127 0.772 11.51 
0.6 0.230 1.18 10.12 
0.7 0.326 1.52 13.86 
0.8 0.305 1.74 16.66 
0.9 0.432 1.55 18.00 
 
The best individuals of the three variables from each experiment are kept down and 




Table 4.11: Best individuals of T1 from the experiments 
Crossover Rate 




























































































Table 4.12: Best individuals of T2 from the experiments 
Crossover Rate 






























































































Table 4.13: Best individuals of T3 from the experiments 
Crossover Rate 




























































































The column charts of the standard deviation of the simulation results for T1, T2 and T3 




Figure 4.6: Column chart of the standard deviation of the simulation results for T1 
 
 







































































Figure 4.8: Column chart of the standard deviation of the simulation results for T3 
 
As can be seen from the figures, for the room temperature T1, and the temperature of 
hydrolysis process T2, when the crossover rate is 0.5, the standard deviations of the 
results get the lowest value, which means the variation in the results is relatively low. 
It is reasonable that the standard deviation of the simulation results for T1 is lower than 
that for T2. For one reason, T1 is involved in almost half of the points as can be seen 
from 4.2, it has more constraints comparing to T2. For another, the span of the range of 
T1 is 2 which is much smaller than that of T2. For the same reason, the span of the range 
of oxygen decomposition temperature T3 is 50 which is much higher than that of T2, so 
the simulation results have much higher standard deviation. And when the crossover 
rate is 0.6, the standard deviation reaches the lowest value. Moreover, the crossover 

































Standard Deviation of the Simulation Results for T3
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different values without affect others. In the light of the analysis above, it is reasonable 
to set the crossover rates for T1, T2 and T3 as 0.5, 0.5 and 0.6 respectively. 
 
 
Figure 4.9: Pass rate of performance analysis of each generation when the crossover 
rates are 0.9 
 
 
Figure 4.10: Pass rate of performance analysis of each generation when the crossover 




Figure 4.9 and 4.10 show the pass rate of performance analysis of each generation in 
two experiments when the crossover rate of each variable is set as 0.1 and 0.9. 
As can be seen from the figures, when the crossover rate of each variable is 0.1, the 
pass rate quickly drops down at the second generation, and does not change in the rest 
generations, since a low crossover rate will introduce less diversity to the population. 
On the other hand, when the crossover rates are 0.9, big fluctuation takes place in the 
pass rate, since more diversity is brought to the population. Neither of these situation is 
desirable, since on one hand, the space should be explored completely, on the other 
hand, a relatively stable result should be obtained. When the crossover rates for the 
three variables are set as 0.5, 0.5 and 0.6 respectively, the pass rate of each generation 
in one experiment is shown in Figure 4.11 which is more desirable. 
 
 




4.3.2 Mutation Rate 
Mutation rate decides the number of chromosomes to be mutated. Similar as crossover 
rate, it also has the ability to introduce diversity to the population, and a high mutation 
rate will also slow down the speed of convergence.  
The mutation rate is set to be 0.01, 0.02, 0.03, 0.04 and 0.05 individually to examine its 
influence on the stability of the results. It is reasonable to select these five values for 
mutation rate without consider other higher values, since a higher value may result in 
unstable results and slow down the convergence speed. Moreover, since the GA mimics 
the theory of evolution, the mutation rate in the real world is low. Figure 4.12 shows 
the pass rate of performance analysis of each generation in an experiment when the 
mutation rate of each variable is set as 0.1. 
 
 
Figure 4.12: Pass rate of performance analysis of each generation when the mutation 




A can be seen from Figure 4.12, the drastic fluctuation in the pass rate makes it difficult 
to decide whether the fittest solutions are obtained. Therefore, the mutation rate should 
not be set with a high value. 
During this process, the crossover rate acquired from the previous section is applied to 
each variable. In order to acquire the variance of the results for each mutation rate, the 
simulation for each rate is executed by 10 times, the standard deviation of the results is 
calculated and kept down as shown in Table 4.14. 
 
Table 4.14: Standard deviation of the results based on different mutation rate 
Mutation Rate 
Standard Deviation 
T1 T2 T3 
0.01 0.148 1.24 15.67 
0.02 0.381 1.21 14.60 
0.03 0.324 1.26 14.54 
0.04 0.367 0.826 13.43 
0.05 0.406 1.23 16.22 
 
The best individual of the three variables from each experiment is kept down and shown 




Table 4.15: Best individuals of T1 from the experiments 
Mutation Rate 




















































Table 4.16: Best individuals of T2 from the experiments 
Mutation Rate 






















































Table 4.17: Best individuals of T3 from the experiments 
Mutation Rate 




















































The column charts of the standard deviation of the simulation results for T1, T2 and T3 





Figure 4.13: Column chart of the standard deviation of the simulation results for T1 
 
 























































Figure 4.15: Column chart of the standard deviation of the simulation results for T3 
 
As can be seen from the figures above, for the room temperature T1, when the mutation 
rate is 0.01, the standard deviations of the results get the lowest value, which means the 
variation in the results is relatively low. And for T2 and T3, when the mutation rate is 
0.04, the standard deviation reaches the lowest value. Moreover, the mutation rate for 
each variable is indispensable with each other, which means they can have different 
values without affect others. In the light of the analysis above, it is reasonable to set the 
mutation rates for T1, T2 and T3 as 0.01, 0.04 and 0.04 respectively. Moreover, the value 
and the variation in the standard deviation of the results is relatively lower than it shows 
in Table 4.10. Because the crossover rates are selected with better values. Comparing 
with the results shown in Table 4.11, 4.12 and 4.13, the results in Table 4.15, 4.16 and 
4.17 are more credible, since the mutation rate of T2 and T3 increase, which makes the 
GA operator be able to search from a larger area. 
 
























In the light of the analysis in the previous section, the crossover rate of each variable is 
set as 0.5, 0.5 and 0.6 respectively, the mutation rate is set as 0.01, 0.04 and 0.04 
respectively. The computer time is 224.34s, and the best individual of each variable in 
every generation is shown in Figure 4.16, 4.17 and 4.18. 
 
 
Figure 4.16: Best individuals of T1 in each generation 
 
As can be seen from the figures above, for the room temperature, the best individual of 
the first few generations stays at 25.5714°C, at the 5th, 6th and 7th generation. It jumps 
to 25.8571°C, then quickly drops to 25.5714°C again, and rises to and stays at 
25.8571°C. This means that firstly, the process of crossover and mutation are able to 
introduce diversity to the population, though the new chromosome is not fit enough 
sometimes. Secondly, even though the results start from 25.5714°C and drop to it later, 
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25.8571°C survives at last, which means comparing to 25.8571°C, 25.5714°C is less 
fit. Lastly, the figure only shows the best individual of each generation, crossover and 
mutation may take place many times, however, only 25.8571°C survives at last, which 
means the result is trustable enough. 
 
 
Figure 4.17: Best individuals of T2 in each generation 
 
For the same reason, the result of T2 as shown in Figure 4.17 is also credible. Plus, the 
results of T2 also prove that the population size is sufficiently large, which makes the 





Figure 4.18: Best individuals of T3 in each generation 
 
For the oxygen decomposition temperature T3, the result in Figure 4.18 shows more 
fluctuation than T1 and T2. Because for one thing, the length of chromosomes of T3 is 
longer than that of T1 and T2. For another thing, the span of the range of oxygen 
decomposition temperature is much larger, which makes the searching space of T3 
much larger. However, the result of T3 shows high stability in the middle few 
generations, though a little fluctuation after, it becomes stable in the last generation, 
which also proves the result is trustable. 
After simulation, the fittest solution for each variable is listed in Table 4.18. The 
optimal ranges for all temperatures can be decided with the results in Table 4.18 and 




Table 4.18: The fittest solution for each variable 





Table 4.19: The optimal range for each temperature 
Temperature Optimal Range (°C) 
Room Temperature [25.8571, 27] 
Hydrolysis Temperature [433.4, 450] 
Oxygen Decomposition Temperature [500, 522.875] 
 
Table 4.19 indicates that whenever the room temperature drops below 25.8571°C, there 
may exist a potential problem in the system that the heat provided from the NPP will 
not satisfy the heat requirement of the hydrogen production system. Therefore, 
operators should pay attention to this problem and take actions, such as reduce the 
amount of chemicals of the reactions or ask for more heat, to avoid negative effects. 
Similarly, whenever the hydrolysis temperature drops below 433.4°C or the oxygen 
decomposition temperature rises above 522.875°C, there should be an alarm to inform 





Figure 4.19: Pass rate of performance analysis in each generation 
 
Figure 4.19 shows the pass rate of performance analysis in each generation. As can be 
seen from the figure, the pass rate of performance analysis sometimes fluctuates with 
the variables. The appropriate pass rate setting makes the heat provided from the NPP 
sufficient for the system in almost all cases, and makes sure the GA operator not tend 
to generate low values for the temperatures to achieve high pass rate. 
 
4.4 Confidence Interval Estimation 
Variation in results is an important factor when evaluate the reliability of the results. 
GA-based MCS method is not an exception. The confidence interval of results will 
show the interval of true value of the final results [44]. If the simulation results have 
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relatively small variations, the range of the confidence interval will also be small. 
Therefore, it can evaluate the accuracy of the results based on simulation. 
In statistics, confidence interval is the estimates of population of a probability sample 
[57]. Confidence interval indicates the probability of the true value locating in a certain 
interval. For instance, if the 95% confidence interval of parameter A is [62, 63], it 
means that the true value of parameter A has a probability of 95% to fall in the interval 
[62, 63] [58]. 
If the size of the sample is over 30, the confidence interval of the results can be defined 
by the confidence interval estimates of population parameters [59, 60]. Therefore, the 
GA-based MCS method for optimal range identification is executed for 30 times. The 
results for each variable are shown in Table 4.20. 
 
Table 4.20: Results of 30 experiments 
Experiment T1 (°C) T2 (°C) T3 (°C) Experiment T1 (°C) T2 (°C) T3 (°C) 
1 25.8571 433.400 522.875 16 25.8571 433.400 522.875 
2 25.8571 435.000 536.568 17 25.9325 433.400 509.677 
3 25.8571 433.400 522.875 18 25.8571 435.000 536.568 
4 25.5714 433.400 522.875 19 25.8571 433.400 522.875 
5 25.5714 436.712 540.223 20 25.8571 433.400 522.875 
6 25.8571 433.400 522.875 21 25.5714 433.400 508.065 
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7 25.9325 433.400 536.568 22 25.8571 435.000 522.875 
8 25.8571 433.400 522.875 23 25.5714 433.400 540.223 
9 25.8571 433.400 508.065 24 25.8571 435.000 536.568 
10 25.5714 433.400 522.875 25 25.5714 432.771 522.875 
11 25.5714 435.000 522.875 26 25.8571 435.000 522.875 
12 25.8571 433.400 541.936 27 25.8571 433.400 508.065 
13 25.5714 435.000 522.875 28 25.5714 433.400 522.875 
14 25.8571 433.400 522.875 29 25.8571 433.400 522.875 
15 25.5714 435.000 536.568 30 25.5714 433.400 522.875 
 
The means and standard deviations of all three temperatures are calculated and shown 
in Table 4.21. 
 
Table 4.21: Mean and standard deviation of each variable 
Temperature Mean Standard Deviation 
T1 25.757 0.145 
T2 433.92 0.907 




The mean and standard deviation are denoted by μ and σ respectively for convenience. 
95% confidence interval is widely applied in most statistical problems, it can be 
calculated with the following equation: 




                                  
( 4 . 1 2 ) 
In equation 4.12, n is the number of the samples, μ is the mean of the samples, σ stands 
for the standard deviation, 𝑍𝑍𝛼𝛼
2
 is the value from the standard normal distribution for 
the selected confidence level (e.g., for a 95% confidence level, 𝑍𝑍𝛼𝛼
2
=1.96) [61]. The 95% 
confidence interval of each variable is calculated and shown in Table 4.22. 
 
Table 4.22: 95% confidence interval of each variable 
Temperature 95% confidence interval 
T1 [25.705, 25.809] 
T2 [433.595, 434.245] 
T3 [521.645, 528.415] 
 
As can be seen from the table, the 95% confidence interval of T1 is [25.705, 25.809], 
which means the probability of T1 locating in [25.705, 25.809] is 95%. Similarly, the 
probability of T2 locating in [433.595, 434.245] is 95%, the probability of T3 locating 
in [521.645, 528.415] is 95%. The span of each interval is 0.104, 0.65 and 6.77 
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respectively, which are only 0.402%, 0.145% and 1.29% of the optimal solution, which 
means the results are stable and trustable.  
Additionally, the resolution of temperature detectors are +/-0.5°C, +/-2.5°C and +/-
2.8°C respectively as mentioned previously. In order to detect all potential faults, the 
optimal ranges for three temperatures can be further improved with the help of 
confidence interval as follows: 
 
Table 4.23: Improved optimal range for each temperature 
Temperature Optimal Range (°C) 
Room Temperature [25.809+0.5, 27]=[26.309, 27] 
Hydrolysis Temperature [434.245+2.5, 450]=[436.745, 450] 
Oxygen Decomposition Temperature [500, 521.645-2.8]=[500, 518.845] 
 
As can be seen from Table 4.23, with the help of confidence interval, the optimal ranges 
for temperatures are improved. Although the span of the improved ranges are smaller 
comparing to the ones shown in Table 4.19, especially for T1, they can make sure all 





4.5 Chapter Summary 
In this chapter, the heat transfer process of hydrogen production system based on a 4-
step Cu-Cl cycle is first introduced in detail. The details of Aspen Plus simulation model 
are then presented. Based on the model, the heat transfer function at each heat transfer 
point and the fitness function of GA are obtained. Afterwards, the process of modelling 
GA-based MCS method for the target problem is illustrated. Some certain parameters 
of GA are decided with several experiments. After simulation, the optimal range for 
each temperature are acquired, the confidence interval estimation is discussed at last to 




 CHAPTER 5  
  CONCLUSION AND FUTURE WORK 
 
5.1 Conclusion 
This thesis aims at identifying the optimal ranges for temperatures in the heat transfer 
process of a nuclear hydrogen production system based on the 4-step Cu-Cl cycle. 
There are majorly three varying temperatures in the heat transfer process of nuclear 
hydrogen production system, which results in uncertainty in the heat requirement of the 
system. Therefore, it is of paramount importance to inform operators to take actions 
before the insufficiency of heat have negative effects on the reactions.  
The major obstacles of identifying the ranges include nonlinearity, multi-dimension, 
large searching space and sparse data. Therefore, genetic algorithm is selected out of 
several metaheuristic methods to tackle with such problems. Moreover, Monte Carlo 
simulation method is integrated with GA to assure the reliability of the GA results. The 
model of GA-based MCS method is first established and applied to a power system, the 
process of modelling is presented and illustrated in detail. The results of an application 
of GA-based MCS method to a power systems indicates that this method can be 
extended to the heat transfer process of nuclear hydrogen production system to identify 
the ranges of the temperatures. In addition, an Aspen Plus simulation model is presented 
in the thesis, the heat transfer process is illustrated in detail. Based on the simulation 
model, he heat transfer function at each heat transfer point are found, depending on 
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which the fitness function of GA is derived. Afterwards, the method is applied to the 
heat transfer process of the hydrogen generation Cu-Cl cycle. Some particular 
parameters, such as crossover rate and mutation rate of GA are decided with several 
experiments.  
The simulation results are acquired, based on which the optimal range of each 
temperature is decided. The optimal ranges of three varying temperatures in the process, 
namely room temperature, hydrolysis temperature and oxygen decomposition 
temperature, are found as [25.8571, 27], [433.4, 450] and [500, 522.875] respectively. 
Whenever the temperatures drop out of the ranges, it means the system may be 
confronted with a problem of insufficient heat. 
The confidence interval estimation is presented at last to evaluate the reliability of the 
results. The results of confidence interval estimation show that the optimal ranges are 
trustable. A further improvement of the ranges is made based on confidence interval 
estimation results, the final optimal ranges for three varying temperatures are [26.309, 
27], [436.745, 450] and [500, 518.845] respectively. The application of GA-based MCS 
method to the heat transfer process in nuclear-based hydrogen production based on a 4-






5.2 Recommendation for Future Research 
Though the accuracy of the results of GA-based MCS method is proved to be high, it 
can further be improved with the following recommendations. 
Firstly, since the system is recently established, lacking of data and expert knowledge 
make it difficult do decide the distributions each temperature follows. Therefore, the 
results are obtained only based on the temperature ranges. If one day there are more 
data available, the distributions of the varying temperatures can be decided through 
Anderson-Darling test introduced in Chapter 3. The more accurate distributions are able 
to make the random values generated by MCS operator more realistic, which will highly 
improve the accuracy of the fitness of each chromosome and the best solution. 
Secondly, if the relation between the temperature and the time can be identified, the 
results of GA-based MCS method can be more practical, and it will be more convenient 
for operators to monitor the operation of the system. 
Lastly, the spans of the improved optimal ranges as shown at last in Chapter 4 are very 
small for practical purpose. If the resolution of the detectors can be further improved, 
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 APPENDIX A 
MATLAB CODE FOR POWER SYSTEM IN CHAPTER 3 
 






popsize=50;                  
chromlength1=10; 
pc1=0.5;                 
pm1=0.01;                    
a1=10769; 
a2=17784; 




for k=1:generation            
     
 [dpop,pop1]=decodebinary(pop,chromlength1,a1,a2); 
    fitvalue=calfitvalue(pop1,@total,popsize); 
    selectedpop=selection(pop,fitvalue); 
    crossedpop=crossover(selectedpop,pc1,chromlength1); 
    mutatedpop=mutation(crossedpop,pm1,chromlength1); 
    [bestindividual,bestfit]=best(dpop,fitvalue); 
    bestfitvalue(k,1)=1-bestfit; 
    bestindi(k,:)=bestindividual(1,:); 
    pop=mutatedpop; 
end 
x1=bestindi(:,1); 
gen = linspace(1,generation,generation);            




title('Power Demand Pd','FontSize',12) 
xlabel('Generation','FontSize',10) 
ylabel('Power Demand Pd (kW.h)','FontSize',10) 
T1=x1(generation) 
PassRate=1-bestfit        
 












    pop1(:,i)=(2^(chromlength1-i))*pop(:,i); 
end 
pop1=sum(pop1,2);    
for i=1:px 







total = t1/18500; 
end 
 








    n=0; 
    for j=1:iteration 
        t1=unifrnd(13520,pop1(i)); 
        if total(t1)<=0.909 
            n=n+1; 
        end 
    end 
    if (n/iteration-0.98)>=0 
        fitvalue(i)=1-n/iteration; 
    else 
        fitvalue(i)=0; 
    end 














    if(ms(newin,1))<=fitvalue(fitin)         
        selectedpop(newin,:)=pop(fitin,:); 
        newin=newin+1; 
    else 
        fitin=fitin+1; 
    end 
end 









    if(rand<pc1) 
        cpoint=round(rand*chromlength1); 
        if(cpoint==0) 
            cpoint=1;    
        end 
        
crossedpop(i,1:chromlength1)=[selectedpop(i,1:cpoint),selectedpop(i+1
,cpoint+1:chromlength1)];  
        
crossedpop(i+1,1:chromlength1)=[selectedpop(i+1,1:cpoint),selectedpop
(i,cpoint+1:chromlength1)]; 
    else  
        crossedpop(i,1:chromlength1)=selectedpop(i,1:chromlength1); 
        
crossedpop(i+1,1:chromlength1)=selectedpop(i+1,1:chromlength1); 









    if(rand<pm1) 
        mpoint=round(rand*chromlength1); 
        if (mpoint==0)                                                     
            mpoint=1;  
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        end 
        mutatedpop(i,1:chromlength1)=crossedpop(i,1:chromlength1); 
        if (mutatedpop(i,mpoint)==0)                                      
            mutatedpop(i,mpoint)=1; 
        else 
            mutatedpop(i,mpoint)=0; 
        end 
    else 
        mutatedpop(i,1:chromlength1)=crossedpop(i,1:chromlength1); 
    end 
end 
 







    if fitvalue(i)>bestfit              
        bestfit=fitvalue(i); 
        bestindividual=dpop(i,:); 





 APPENDIX B 
 MATLAB CODE FOR HEAT TRANSFER PROCESS IN 
CHAPTER 4 
 










pc1=0.5;                 
pc2=0.5; 
pc3=0.6; 
pm1=0.01;                    
pm2=0.04; 
pm3=0.04; 
a1=25;                     















    fitvalue=calfitvalue(pop1,pop2,pop3,@total,popsize); 
    selectedpop=selection(pop,fitvalue); 
    
crossedpop=crossover(selectedpop,pc1,pc2,pc3,chromlength1,chromlength
2,chromlength3); 
    
mutatedpop=mutation(crossedpop,pm1,pm2,pm3,chromlength1,chromlength2,
chromlength3); 
    [bestindividual,bestfit]=best(dpop,fitvalue); 
    bestfitvalue(k,1)=1-bestfit; 
    bestindi(k,:)=bestindividual(1,:); 





gen = linspace(1,generation,generation);            
figure(1), plot(gen,x1,'k.-'), grid on 
legend('Room Temperature T1') 
title('Room Temperature T1','FontSize',12) 
xlabel('Generation','FontSize',10) 
ylabel('Room Temperature T1 (°C)','FontSize',10) 
figure(2), plot(gen,x2,'r.-'), grid on 
legend('Hydrolysis Temperature T2') 
title('Hydrolysis Temperature T2','FontSize',12) 
xlabel('Generation','FontSize',10) 
ylabel('Hydrolysis Temperature T2 (°C)','FontSize',10) 
figure(3), plot(gen,x3,'b.-'), grid on 
legend('Oxygen Decomposition Temperature T3') 
title('Oxygen Decomposition Temperature T3','FontSize',12) 
xlabel('Generation','FontSize',10) 
ylabel('Oxygen Decomposition Temperature T3 (°C)','FontSize',10) 










PassRate=1-bestfit                                   
 

















    pop1(:,i)=(2^(chromlength1-i))*pop(:,i); 
end 
for i=1:chromlength2 
    pop2(:,i)=(2^(chromlength2-i))*pop(:,spoint1+i); 
end 
for i=1:chromlength3 
    pop3(:,i)=(2^(chromlength3-i))*pop(:,spoint2+i); 
end 
pop1=sum(pop1,2);    
pop2=sum(pop2,2);      
pop3=sum(pop3,2); 
for i=1:px 
    pop1(i)=a1+pop1(i)*(a2-a1)/((2^chromlength1)-1);  
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    pop2(i)=b1+pop2(i)*(b2-b1)/((2^chromlength2)-1); 
    pop3(i)=c1+pop3(i)*(c2-c1)/((2^chromlength3)-1); 
end 





total = 0.08*t3 - 1.354*t2 - 1.6146*t1 - 0.99*log(20.0*t1 + 5463.0) - 
24.7*log(20.0*t3 + 5463.0) - 458.47*(0.0001*t1 + 0.027)*(log(0.0001*t1 
+ 0.027) - 1.0) + 176*(0.0001*t3 + 0.027)*(log(0.0001*t3 + 0.027) - 
1.0) + 3115/(20.0*t1 + 5463.0) - 70000/(20.0*t3 + 5463.0) - 
1150*(0.0001*t1 + 0.027)^2 + 222*(0.0001*t3 + 0.027)^2 + 825; 
end 
 






    n=0; 
    for j=1:iteration 
        t1=unifrnd(25,pop1(i)); 
        t2=unifrnd(425,pop2(i)); 
        t3=unifrnd(pop3(i),550); 
        if total(t1,t2,t3)>=0 
            n=n+1; 
        end 
    end 
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    if (n/iteration-0.985)>=0 
        fitvalue(i)=1-n/iteration; 
    else 
        fitvalue(i)=0; 
    end 














    if(ms(newin,1))<=fitvalue(fitin)         
        selectedpop(newin,:)=pop(fitin,:); 
        newin=newin+1; 
    else 
        fitin=fitin+1; 












    if(rand<pc1) 
        cpoint=round(rand*chromlength1); 
        if(cpoint==0) 
            cpoint=1;    
        end 
        
crossedpop(i,1:chromlength1)=[selectedpop(i,1:cpoint),selectedpop(i+1
,cpoint+1:chromlength1)];  
        
crossedpop(i+1,1:chromlength1)=[selectedpop(i+1,1:cpoint),selectedpop
(i,cpoint+1:chromlength1)]; 
    else  
        crossedpop(i,1:chromlength1)=selectedpop(i,1:chromlength1); 
        
crossedpop(i+1,1:chromlength1)=selectedpop(i+1,1:chromlength1); 
    end 
end 
for i=1:2:px-1 
    if(rand<pc2) 
        cpoint=round(rand*chromlength2)+chromlength1; 
        if(cpoint==chromlength1) 
            cpoint=chromlength1+1; 
        end 








    else 





        
crossedpop((i+1),(chromlength1+1):(chromlength1+chromlength2))=select
edpop((i+1),(chromlength1+1):(chromlength1+chromlength2)); 
    end 
end 
for i=1:2:px-1 
    if(rand<pc3) 
        cpoint=round(rand*chromlength2)+chromlength1+chromlength2; 
        if(cpoint==chromlength1+chromlength2) 
            cpoint=chromlength1+chromlength2+1; 
        end 
        
crossedpop(i,(chromlength1+chromlength2+1):py)=[selectedpop(i,(chroml
ength1+chromlength2+1):cpoint),selectedpop((i+1),(cpoint+1):py)]; 
        
crossedpop((i+1),(chromlength1+chromlength2+1):py)=[selectedpop((i+1)
,(chromlength1+chromlength2+1):cpoint),selectedpop(i,(cpoint+1):py)]; 
    else 
        
crossedpop(i,(chromlength1+chromlength2+1):py)=selectedpop(i,(chromle
ngth1+chromlength2+1):py); 
        
crossedpop((i+1),(chromlength1+chromlength2+1):py)=selectedpop((i+1),
(chromlength1+chromlength2+1):py); 













    if(rand<pm1) 
        mpoint=round(rand*chromlength1); 
        if (mpoint==0)                                                     
            mpoint=1;  
        end 
        mutatedpop(i,1:chromlength1)=crossedpop(i,1:chromlength1); 
        if (mutatedpop(i,mpoint)==0)                                      
            mutatedpop(i,mpoint)=1; 
        else 
            mutatedpop(i,mpoint)=0; 
        end 
    else 
        mutatedpop(i,1:chromlength1)=crossedpop(i,1:chromlength1); 
    end 
end 
for i=1:px 
    if(rand<pm2) 
        mpoint=round(rand*chromlength2); 
        if (mpoint==0) 
            mpoint=1; 
        end 
        
mutatedpop(i,(chromlength1+1):(chromlength1+chromlength2))=crossedpop
(i,(chromlength1+1):(chromlength1+chromlength2)); 
        if (mutatedpop(i,(mpoint+chromlength1))==0) 
            mutatedpop(i,(mpoint+chromlength1))=1; 
        else 
            mutatedpop(i,(mpoint+chromlength1))=0; 
        end 
    else 
        
mutatedpop(i,(chromlength1+1):(chromlength1+chromlength2))=crossedpop
(i,(chromlength1+1):(chromlength1+chromlength2)); 
    end 
end 
for i=1:px 
    if(rand<pm3) 
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        mpoint=round(rand*chromlength3); 
        if (mpoint==0) 
            mpoint=1; 
        end 
        
mutatedpop(i,(chromlength1+chromlength2+1):py)=crossedpop(i,(chromlen
gth1+chromlength2+1):py); 
        if (mutatedpop(i,(mpoint+chromlength1+chromlength2))==0) 
            mutatedpop(i,(mpoint+chromlength1+chromlength2))=1; 
        else 
            mutatedpop(i,(mpoint+chromlength1+chromlength2))=0; 
        end 
    else 
        
mutatedpop(i,(chromlength1+chromlength2+1):py)=crossedpop(i,(chromlen
gth1+chromlength2+1):py); 
    end 
end 
 







    if fitvalue(i)>bestfit              
        bestfit=fitvalue(i); 
        bestindividual=dpop(i,:); 
    end 
end 
 
127 
 
 
128 
 
