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HOMOGENIZATION OF FULLY NONLINEAR ELLIPTIC
EQUATIONS WITH OSCILLATING DIRICHLET BOUNDARY DATA
KI-AHM LEE ANDMINHA YOO
Abstract. This paper deals with the homogenization of fully nonlinear
second order equation with an oscillating Dirichlet boundary data when
the operator and boundary data are ǫ-periodic. We will show that the
solution uǫ converges to some function u(x) uniformly on every compact
subset K of the domain D. Moreover, u is a solution to some boundary
value problem. For this result, we assume that the boundary of the
domain has no (rational) flat spots and the ratio of elliptic constants Λ/λ
is sufficiently large.
1. Introduction
In this paper, we are going to consider the homogenization problemwith
oscillating Dirichlet boundary data. Let D be a bounded domain in Rn and
let uǫ be the viscosity solution of the following equation,
(Pǫ)
F
(
D2uǫ(x),
x
ǫ
)
= f
(
x, xǫ
)
in D
uǫ(x) = g
(
x, xǫ
)
on ∂D.
Here f (x, y) is a continuous and uniformly bounded function, g is a C2-
function in (x, y) which is C2,α for fixed x ∈ D satisfying
(1.1) sup
x∈∂D
‖g(x, ·)‖C2,α(Rn) < ∞,
and F is a continuous function satisfying the following two conditions:
(1) (Uniformly Ellipticity) For given any symmetric matrix M and pos-
itive symmetric matrix N, there are constants 0 < λ ≤ Λ < +∞
satisfying
(1.2) λ||N|| ≤ F(M +N, y) − F(M, y) ≤ Λ||N||
where ‖ · ‖ is a matrix norm defined by ‖M‖ =
∑
1≤i, j≤nM
2
i j
.
(2) (Positive Homogenity) For given any t > 0 and any symmetric ma-
trixM,
(1.3) F(tM, y) = tF(M, y).
We assume that F(M, y), f (x, y) and g(x, y) are periodic in the y-variable,
that is, F(M, y + k) = F(M, y), f (x, y + k) = f (x, y), and g(x, y + k) = g(x, y) for
all M ∈ S, x ∈ D, y ∈ Rn and k ∈ Zn where S denotes the set of all n × n
symmetric matrices.
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According to [E], if there exists a limit u of uǫ, then there are homogenized
functions F and f which are independent on the y variable and the limit u
satisfies
(1.4) F(D2u) = f (x) in D
in the viscosity sense. Moreover, if the boundary data g(x, x/ǫ) does not
depend on the y variable, then the solution uǫ converges to the solution u of
the equation (1.4) equipped the same boundary data g(x) uniformly on the
x variable. However, because of the oscillation in the boundary data, the
uniform convergence onD cannot be expected in our case and hence much
more delicate analysis is needed.
We say that a vector ν ∈ Sn−1 = {ν ∈ Rn : |ν| = 1} is rational if tν ∈ Zn for
some t ∈ Rn and that a vector ν is irrational if it is not rational. Additionally,
we call a point x ∈ ∂D a rational point if its outward unit normal vector
ν(x) is rational. We define a irrational point in the similar way. Finally, we
say a domain D satisfies the Irrational Direction Dense Condition, IDDC, if
all but countably many points on ∂D are irrational. The simplest domains
satisfying the IDDC is a ball Br(0), r > 0. The formal definition for IDDC
can be found in the Section 4.
To exist the limit of uǫ uniquely, IDDC is necessary. We will give an
example in Section 7 that fails the uniqueness of the limit if the domain D
does not hold the IDDC. Further information on IDDC can be found in [LS]
and [GM].
We are going to define the effective boundary data g(x) on ∂D in Section
3 and Section 4. Unfortunately, g is defined only when x ∈ ∂D is a irrational
point. As long as we know, there are no concepts of the viscosity solutions
with discontinuous boundary data. So, we need to define the following,
Definition 1.0.1. Let g be a function defined on ∂D except countably many points,
g± be continuous functions defined on ∂D and u± be viscosity solutions of
(1.5)
F(D2v(x)) = f (x) in Dv(x) = g(x) on ∂D
when the boundary condition g is replaced by g± respectively where g± are contin-
uous functions defined on ∂D. We say v is a (viscosity) solution of the equation
(1.5) in the general sense if v satisfies u−(x) ≤ v(x) ≤ u+(x) in D for any g±(x)
satisfying g−(x) ≤ g(x) ≤ g+(x) on {x ∈ ∂D : g(x) is defined}.
Theorem 1.0.2. Suppose that uǫ is a solution of the equation (Pǫ). Additionally,
suppose that
(1) the domain D satisfies the IDDC,
(2) the equation (Pǫ) is in the stable class for the finite values of the boundary.
Then g∗(x) = g
∗(x) for all the irrational points and there is a function u such that
uǫ, the solution of (Pǫ), converges to u uniformly on every compact set K ⊂ D
where g∗ and g∗ are same in the Definition 4.0.18.
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Moreover, u is a unique solution of the following equation
(1.6)
F(D
2u(x)) = f (x) in D
u(x) = g(x) on ∂D
in the general sense where g = g∗.
You can find the definition that (Pǫ) is in the stable class for finite values of
the boundary in Section 6. See the Definition 6.0.35. Heuristically, it implies
that even if we change the value of g at some finite points, the solution does
not change. It is obvious in the Laplace equation because the solution can
be represented as a integral on the boundary and the finite values of the
boundary data g at finite points of the boundary is measure zero. However,
it is not obvious in the Fully nonlinear elliptic equations. We only find the
sufficient condition in Section 6 but it is open whether the general Fully
nonlinear equations are contained in the stable class for finite values of the
boundary.
Remark 1.0.3. Our argument can be applied if F = F(M, y) depends on the x
variable. However, for simplicity, we only consider the case when F is independent
on the x variable.
In Section 2, we summarize the existence and regularity theory of the
viscosity solution. In Section 3, we define a corrector, a function on the half
plain, and investigate their properties. By using the corrector, we define
the effective boundary data g and we measure how the solution uǫ and the
corrector wǫ are close in Section 4. In section 5, the continuity of g will be
discussed, and then we will focus on the proof of the Theorem 1.0.2 in the
remaining section.
The existence and uniqueness of a viscosity solution can be found in
[CIL] and its regularity theory can be found in [CC], [GT] and [LT]. The
interior homogenization result for fully nonlinear equation can be found [E]
in a periodic case, [CSW], [LS1], and [LS2] in a random one. We also refer
[JKO] for the linear homogenization. The oscillating boundary data for the
divergence equation can be considered in [GM] and [AL] and the homog-
enization of oscillating Neumann boundary data can be found in [CKL]
and [BDLS]. In [LS], the authors showed the similar theorem for Laplace
operator, or operators of divergence typewith Green representation. In this
paper, we try to show similar result for nonlinear non-divergence operator
which require very different approach due to the lack of the representation.
2. General Facts of the Viscosity Solution
We say a continuos function u ∈ C0(D) is a viscosity super-solution of the
equation
(2.1) F(D2u,Du, u, x) = f (x)
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inD if there exists a functionϕ(x) ∈ C2which is defined some neighborhood
of x0 ∈ D and u − ϕ has a local maximum at x0 ∈ D, then
(2.2) F(D2ϕ(x0),Dϕ(x0), u(x0), x0) ≤ f (x0).
We define the viscosity sub-solution in the similar way and we say u is a
viscosity solution of (2.1) if u is a viscosity sub and super solution.
The existence of viscosity solution is given at [CIL].
Theorem 2.0.4 (Existence and Uniqueness, [CIL]). There exists a unique con-
tinuous viscosity solution of the following equation,
(2.3)
F(D2u,Du, u, x) = f (x) in Du(x) = g(x) on ∂D
for any given continuous and bounded function f (x) and g(x) if the operator F
satisfies the structure condition in [CIL].
The structure conditions for F can be found at [CIL]. Becauses of the
condition 1.2 and the continuity of the operator, we can find a viscosity
solution of the equation (Pǫ) for each ǫ > 0.
Lemma 2.0.5 (Comparison, [CIL]). Suppose that u is a viscosity super-solution
of the equation (2.3) and v is a viscosity sub-solution of the same equation. Suppose
also that u ≥ v on ∂D. Then we have u ≥ v in D.
The boundedness of D is not necessary since Theorem 2.0.4 and Lemma
2.0.5 holds even for unbounded domains. For example, there is a viscosity
solution when the domain is a half-plain. We refer [CLV] for details.
The following results in [CC] will be used frequently in this paper.
Proposition 2.0.6 ([CC]). Suppose that u is a viscosity solution of (2.1) in B1(0).
Then,
(1) there exists a constant 0 < γ < 1, depending only on the dimension and
the elliptic constants such that
(2.4) oscB1/2(0)u ≤ γoscB1(0)u + ‖ f ‖Ln(B1(0)),
(2) and then u is in Cα(B1/2) with
(2.5) ‖u‖
Cα(B1/2(0))
≤ C
(
‖u‖L∞(B1(0)) + ‖ f ‖Ln(B1)
)
where 0 < α < 1 and a constant C depending only on the dimension and
the elliptic constants λ and Λ.
We note that the domain B1(0) in the Proposition above can be changed
to general domain D and B1/2(0) also can be replaced by K such K ⊂ D by
using the covering argument. In this case, the constant C depends on K and
D.
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For M ∈ Sn and 0 < λ ≤ Λ, the Pucci’s extremal operators, playing a
crucial role in the study of fully nonlinear elliptic equations, are defined as
(2.6)
M+λ,Λ(M) =M
+(M) = sup
A∈Aλ,Λ
[tr(AM)]
M−λ,Λ(M) =M
−(M) = inf
A∈Aλ,Λ
[tr(AM)]
where Aλ,Λ consists of the symmetric matrices, the eigenvalues of which
lie in [λ,Λ]. Note that for λ = Λ = 1, the Pucci‘s extremal operators M±
simply coincide with the Laplace operator.
Let S(λ,Λ) be the family of all functions u satisfying
(2.7) M+(D2u) ≥ 0, andM−(D2u) ≤ 0
in the viscosity sense. We note that all the viscosity solutions of (2.1) for
f = 0 are in S(λ,Λ) and all the functions in S(λ,Λ) satisfy the result in
the Proposition 2.0.6. So, roughly speaking, if u is in S(λ,Λ), then u is a
viscosity solution of some uniformly elliptic operator in the same class.
Theorem 2.0.7 ([CC]). Suppose that u and v are viscosity solutions of (2.1).
Suppose also that F in (2.1) is independent of Du and u variables. Then,
(2.8) u − v ∈ S(λ/n,Λ).
Hence, the maximum principle and the results in Proposition 2.0.6 also valid for
u − v as a viscosity solution of some uniformly elliptic equation.
The proof of Theoremabove can be found in chapter 5 of [CC]. Although,
in [CC], they considered the casewhen (2.1) is independent of the x variable,
the same proof also holds in our case.
3. Functions Defined on aHalf-plain
In this section, we define a corrector to describe the effective boundary
data.
Definition 3.0.8.
(1) A vector ν ∈ Sn−1 is irrational if νiν j is an irrational number for some
1 ≤ i, j ≤ n.
(2) A vector ν ∈ Sn−1 is rational if it is not irrational.
The above definition is equivalent to the definition of rational and irra-
tional direction in the introduction. We denote R as the set of all rational
directions in Sn−1 and IR as the set of all irrational directions in Sn−1. Note
that the number of elements of R is countable.
According to [LSY], every irrational vector ν has a averaging property.
The following Lemma is a modification of the Lemma 5.2.2 in [LSY] for the
uniform distribution.
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Figure 1. The shape of Q′
R
(k′) and QR(k
′).
Lemma 3.0.9 ([LSY]). Let Q′
R
be any cube with side length R > 0 in Rn−1.
Suppose that h is a function defined on Q′
R
such that
(3.1) h(y′) = α1y1 + α2y2 + · · · + αn−1yn−1
for some (α1, α2, · · · , αn−1) ∈ R
n−1. Denote that
(3.2)
N(R) = #
(
Q′R ∩Z
n−1
)
and
A(δ, t,R) = #{m ∈ Q′R ∩Z
n−1 : h(m)/Z ∈ [t, t + δ)/Z}.
If one of αi ( i = 1, 2, · · · , n − 1 ) is irrational, then there exists a modulus of
continuity ρ such that ρ(0+) = 0 and
(3.3)
∣∣∣∣∣A(δ, t,R)N(R) − δ
∣∣∣∣∣ ≤ ρ ( 1R
)
.
Suppose that νn , 0. Then we may think {y ∈ Rn : ν · y = 0} as a graph
defined as
(3.4) yn = −
ν1
νn
y1 − · · · −
νn−1
νn
yn−1.
LetQ′
R
be a cube in Rn−1 × {0} centered at 0 with side length R and Q′
R
(k′) =
Rk′ + Q′
R
for each k′ ∈ Zn−1 × {0}. We also let QR(k
′) be a piece of {y ∈ Rn :
ν · y = 0} whose projection to Rn−1 × {0} is Q′
R
(k′).
Lemma 3.0.10. Let Q′
R
(k′) and QR(k
′) be given as the above for a direction ν ∈
Sn−1. Assume that ν ∈ IR. Then, for any fixed δ > 0 and k′ ∈ Zn−1 × {0},
there exists a constant R, depending only on δ, ν and a point yˆ(k′) ∈ QR(k′) such
that |yˆ(k′) − m˜| ≤ δ for some m˜ ∈ Zn. Moreover, for any given periodic function
g(y) ∈ C1(Rn), we have
(3.5) |g(y + yˆ(k′)) − g(y)| ≤ ‖∇g‖L∞(Rn)δ
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for all y ∈ Rn.
Remark 3.0.11. The above Lemma tells us that if ν is irrational, then a periodic
function g(y) is almost periodic on {y ∈ Rn : ν · y = ν · y0} for all y0 ∈ Rn. This
property is crucial to obtain a homogenized result.
Proof. For simplicity, we assume that νn , 0 and
ν1
νn
is an irrational number.
Let m ∈ Zn−1 × {0} be a point in Q′
R
(k′) and let t = t(m) ∈ [0, 1) be the
fractional part of h(m) = ν1νnm1 + · · · +
νn−1
νn
mn−1.
SetNR = #{Z
n−1×{0}∩Q′
R
(k′)} andAR = #
{
m ∈ Zn−1 × {0} ∩Q′
R
(k′) : t(m) ∈ [0, δ)
}
.
From Lemma 3.0.9, there is a modulus of continuity ρ such that
(3.6) AR ≈
(
δ + ρ
(
1
R
))
NR ≈
1
Rn−1
(
δ + ρ
(
1
R
))
for any given δ > 0. Therefore AR is nonempty if R is large enough.
Note that the modulus of continuity depends only on the direction ν. Fix
R = R(δ, ν) > 0 such that AR becomes nonempty and then choose m ∈ AR.
Let m ∈ AR, yˆ(k
′) = (m, h(m)), and m˜ = (m, h(m) − t(m)). Then, from the
choice of m, we have
(3.7) |t(yˆ)| = |yˆ(k′) − m˜| ≤ δ.
Since m˜ is an integer point and g is periodic, we have
(3.8) g(y + yˆ(k′)) = g(y + yˆ(k′) − m˜) = g(y + t(m)en)
for all y ∈ Rn and hence we conclude
(3.9) |g(y + yˆ(k′)) − g(y)| = |g(y + t(m)en) − g(y)| ≤ ‖∇g‖L∞(Rn)δ.

Let us consider the following corrector equation,
(3.10)
F(D2w, y) = 0 in H(ν, y0)w(y) = g(y) on ∂H(ν, y0)
where H(ν, y0) = {y ∈ Rn : ν · y ≥ ν · y0}.
Via Perron’s method in [CIL], we have the following:
Lemma 3.0.12. There is a viscosity solution of (3.10) satisfying
(3.11) |w(y)| ≤ ‖g‖L∞(∂H(ν,y0)).
Lemma 3.0.13. The solution of (3.10) is unique.
Proof. Suppose that there are two solutions w1 and w2 satisfying (3.10).
From the Theorem 2.0.7, w1 − w2 ∈ S(λ,Λ). Moreover, since w1 − w2 has
zero boundary data on ∂H(ν, y0), it should be zero because of the weak
maximum principle in [CLV]. 
Let us introduce a regularity result for the solution of the equation (3.10).
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Lemma 3.0.14. Suppose that g(y) in (3.10) is periodic, and in C2(). Then we
have
(3.12) ‖w‖C1,α(H(ν,y0)) ≤ C‖g‖C2().
Here  denotes the unit cell of Rn and C is a constant depending only on n, λ, and
Λ.
From the maximum principle between w and ±‖g‖L∞(), we have |w| ≤
‖g‖L∞(). Then the proof of the Lemma above follows the similar argument
in the proof of Lemma 4.0.24, Lemma 4.0.25 and Lemma 4.0.26 in Section 4.
Lemma 3.0.15. Let wi, i = 1, 2, be the solutions of the equation (3.10) for y0 =
yi ∈ R
n respectively. Suppose that g is a periodic C2 function. Then we have
(3.13) |w1(y) − w2(y)| ≤ C‖g‖C2()|y1 − y2|
for all y ∈ H(ν, y1) ∩ H(ν, y2) where C is a constant depending only on n, λ, and
Λ.
Proof. Without any loss of generality, we may assume that y2 = 0 and
H(ν, y1) ⊂ H(ν, y2). Note that for given any y ∈ ∂H(ν, 0), y + y1 ∈ ∂H(ν, y1).
From Lemma 3.0.14, we have
(3.14) |w2(y + y1) − g(y)| = |w
2(y + y1) − w
2(y)| = C‖g‖C2()|y1|
where y ∈ ∂H(ν, 0) and C is a constant same as the Lemma 3.0.14. Moreover,
since g is in C2, we have
(3.15) |g(y + y1) − g(y)| ≤ ‖g‖C2()|y1|.
Now combining two inequalities above, we have
(3.16) |w2(y + y1) − g(y + y1)| ≤ C‖g‖C2()|y1|
for every y ∈ ∂H(ν, 0). Now from the Theorem 2.0.7 and the maximum
principle in [CLV], we can conclude that
(3.17) |w2(y) − w1(y)| ≤ ‖w2 − w1‖L∞(∂H(ν,y1)) ≤ C‖g‖C2()|y1|
for all y ∈ H(ν, y1). 
For simplicity, we denote Π = ∂H(ν, y0) and Π(t) = tν + Π for positive
real number t until the end of this section.
Lemma 3.0.16. Let w solve the equation (3.10). Suppose that ν in the equation
(3.10) is irrational. Then we have
(3.18) lim
t→∞
Wt = 0
where Wt = oscΠ(t)w = supy1 ,y2∈Π(t) |w(y1) − w(y2)|.
Proof. We only prove the case when y0 = 0 because the general case can be
obtained by the translation. Let Q′
R
(k′) and QR(k
′) be the same as Lemma
3.0.10. Fix δ > 0. Since ν is irrational, we may choose R > 0 such that each
cube QR(k
′) ⊂ ∂H(ν, 0) has a point yˆ = yˆ(k′) satisfying
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(1) yˆ = (m, h(m)) for some m ∈ Zn−1 ∩Q′
R
(k′),
(2) the fractional part t(m) of h(m) = ν1νnm1 + · · ·+
νn−1
νn
mn−1 is less than or
equal to δ
from Lemma 3.0.10.
From the definition of Wt, we can choose points y1 and y2 in Π(t) such
that
(3.19) Wt ≤
∣∣∣w(y1) − w(y2)∣∣∣ + δ
for given any δ > 0.
We denote yi = y
′
i
+ tν, y′
i
∈ ∂H(ν, 0) for i = 1, 2. Without any loss of
generality, we can assume that y′
1
∈ QR(0) and y
′
2
∈ QR(k
′
0
) for fixed k′
0
.
Note that yˆ = yˆ(k′
0
) consists of two parts, the integer part m˜ = (m, h(m) −
t(m)) ∈ Zn and the fractional part t(m)en, 0 ≤ t(m) ≤ δ. Note also that
y′
2
− yˆ ∈ ∂H(ν, 0) is contained in the cube Q3R(0).
Let w˜(y) = w(y˜) = w(y − m˜). Then, from the relation y˜ = y − m˜ =
y− yˆ+ t(m)en ∈ H(ν, y0) and the periodicity of F and g, wˆ is a solution of the
following equation,
(3.20)
F(D2w˜, y) = 0 in H(ν, y0 − t(m)en)w˜(y) = g(y) on ∂H(ν, y0 − t(m)en).
So, from Lemma 3.0.15, we have
(3.21) |w˜(y) − w(y)| ≤ C‖g‖C2δ
for all y ∈ H(ν, y0). In particular, we have
(3.22) |w(y2 − m˜) − w(y2)| ≤ C‖g‖C2δ.
Note that the constant C represents a constant that only depends on n,
λ and Λ. That constant C could change as the equation changes, but the
dependences does not change at least in this proof.
From the Lemma 3.0.14, we have |w(y2 − m˜) − w(y2 − yˆ)| ≤ C‖g‖C2δ and
hence we can conclude that
(3.23) |w(y2) − w(y2 − yˆ)| ≤ C‖g‖C2δ.
Since y1 and y2 − yˆ contained in a cube Q3R(t) = Q3R + tν, we have
(3.24)
Wt ≤
∣∣∣w(y1) − w(y2)∣∣∣ + δ
≤
∣∣∣w(y1) − w(y2 − yˆ)∣∣∣ + C‖g‖C2δ
≤ oscQ3R(t)w + C‖g‖C2δ.
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Suppose that 2m(3R) ≤ t for some m ∈ Z. Then, by applying the first
property in the Proposition 2.0.6 m times, we have
(3.25)
oscQ3R(t)w ≤ oscB3R(ten)w ≤ γ
1oscB2×(3R)(ten)w
≤ · · · ≤ γmoscB2m×(3R)(ten)w
≤ γmoscBt(ten)w
≤ 2γm|w|∞
where γ is a constant in (0, 1) depending only on the dimension. Hence we
have
(3.26) oscQ3R(t)w ≤ 2
(
3R
t
)log2 1γ
|w|∞.
Now by using (3.24) and (3.26), we have the following,
(3.27)
0 ≤Wt ≤ |w(y1) − w(y2)| + δ
≤ oscQ3R(t)w + C‖g‖C2δ
≤ 2
(
3R
t
)log2 1γ
|w|∞ + C‖g‖C2δ
for sufficiently large t > 0.
By taking limit infimum and supremum ofWt, we get
(3.28)
0 ≤ lim inf
t→∞
Wt ≤ lim sup
t→∞
Wt ≤ lim
t→∞
(
3R
t
)log2 1γ
|w|∞ + C‖g‖C2δ = C‖g‖C2δ.
Since δ is arbitrary, we get the conclusion. 
Lemma 3.0.17. Let w(y) be the solution of (3.20) and ν in (3.10) is irrational.
Then, the limit w(y′ + tp) exists as t goes to ∞ for each y′ ∈ Π and p ∈ Rn
satisfying p · ν > 0. Moreover, that limit is independent of the choice of y′ and p.
Proof. We assume that ν = en and y0 = 0 and the result for general case can
be obtained by the rotation and translation. We also assume that p · ν = 1.
Let Mt = supΠ(t)w and let mt = infΠ(t) w. ThenWt is given by Mt −mt and
mt ≤ w(y
′ + tp) ≤Mt.
Since w(y) satisfies the following equation,
(3.29)
F(D2w, y) = 0 in Rn−1 × {yn > t},w = w(y′ + ten) on ∂(Rn−1 × {yn > t}),
Mt = supRn−1×{yn>t} w and mt = infRn−1×{yn>t} w from the weak maximum
principle on the unbounded domain Rn−1 × {yn > t} (see [CLV]). It implies
that Mt is monotone decreasing and mt is monotone increasing and hence
there exist α∗ = limt→∞Mt and α∗ = limt→∞mt. From lemma 3.0.16, α∗ and
α∗ have to be the same and that should be equal to the limit ofw(y′+ tp). 
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4. Correctors
In this section, we are going to consider the corrector equation defined
as follow,
(4.1)
F(D2wǫ, y) = 0 in H
(
ν, y0,ǫ
)
wǫ = g(x0, y) on ∂H
(
ν, y0,ǫ
)
where x0 ∈ ∂D, y0,ǫ = x0/ǫ, and ν ∈ Sn−1.
Definition 4.0.18. Let wǫ be the solution of the equation (4.1). Then we denote
(4.2)
g∗(x0, ν) = lim sup
ǫ→0
lim sup
t→∞
wǫ(y0,ǫ + tν),
g∗(x0, ν) = lim infǫ→0
lim inf
t→∞
wǫ(y0,ǫ + tν).
If g∗ and g∗ are the same, then we define
(4.3) g(x0, ν) = g
∗(x0, ν).
Example 4.0.19. Choose x0 = (t, 1) ∈ R2, −1 < t < 1 and ν = e2. Assume that
g(y1, y2) = cos(πy2). If we select a subsequence ǫm =
1
2m
, then y0,ǫm = (2mt, 2m)
and hence g(y) = 1 for all y ∈ H
(
ν, y0,ǫ
)
. This implies that 1 is a solution of the
equation (4.1). So, we have
(4.4) lim
m→∞
wǫm(y0,ǫm + tν) = 1.
Since |wǫ| ≤ 1, we have g
∗(x0, ν) = 1. In this way, we can show that g∗ = −1 by
choosing ǫm =
1
2m + 1
. So g∗ , g∗ in this case.
We always observe the above phenomena when ν is not irrational be-
cause the hyper plain ∂H(ν, y0)/Zn is not uniformly distributed in [0, 1]n.
However, g∗(x0, ν) = g∗(x0, ν) if ν is irrational.
Let Fǫ(M, y) = F(M, y + y0,ǫ) and gǫ(x0, y) = g(x0, y + y0,ǫ). Then w˜ǫ(y) =
wǫ(y + y0,ǫ) is a solution of the following equation,
(4.5)
Fǫ(D2wǫ, y) = 0 in H (ν, 0)wǫ = gǫ(x0, y) on ∂H (ν, 0) .
Note that the estimate (3.27) depends only on n, λ, Λ, and ‖g‖C2 . So we
have the following uniform oscillation bounds,
(4.6) Wǫ,t ≤ inf
δ>0
2
(
3R(δ)
t
)− log2 γ
|g|∞ + C‖g‖C2δ
 .
Hence the oscillation Wǫ,t = oscΠ(t)w˜ǫ goes to zero uniformly on ǫ, and
αǫ = limt→∞ w˜ǫ(tν) is well defined for each ǫ.
Lemma 4.0.20. If ν is a irrational direction, then the limit αǫ in the above are
independent on ǫ. In other words, g(x0, ν) is well defined and αǫ = g(x0, ν) for all
ǫ > 0.
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Proof. Suppose that w˜1 is a solution of the equation (4.1) when ǫ = ǫ1 andw2
is a solution of the equation (4.5) when ǫ = ǫ2. By translating w˜1 properly,
we may assume that w1 is a solution of the equation,
(4.7)
Fǫ2(D2w1, y) = 0 in H
(
ν, y0,ǫ1 − y0,ǫ2
)
w1 = gǫ2(x0, y) on ∂H
(
ν, y0,ǫ1 − y0,ǫ2
)
.
Since ν is irrational, by using the similar argument in the proof of Lemma
3.0.16, we can find z = −m˜+ ten ∈ ∂H
(
ν, y0,ǫ1 − y0,ǫ2
)
where m˜ ∈ Zn, t ∈ [0, δ)
for given any δ > 0 and en is the n-th member of the standard coordinate
basis of Rn.
Note that if y − m˜ ∈ H(ν, y0,ǫ1 − y0,ǫ2) then y ∈ H(ν, y0,ǫ1 − y0,ǫ2 + m˜) and
H(ν, y0,ǫ1 − y0,ǫ2 + m˜) = H(ν, z + m˜) = H(ν, ten). Hence ŵ(y) = w1(y − m˜).
satisfies the following equation,
(4.8)
Fǫ2(D2ŵ, y) = 0 in H (ν, ten)ŵ = gǫ2(x0, y) on ∂H (ν, ten)
Now apply Lemma 3.0.15 to obtain
(4.9) |ŵ(y) − w2(y)| ≤ C‖g(x0, ·)‖C2()δ
if y ∈ H(ν, 0)∩H(ν, ten) where C is a constant depending only on n, λ andΛ.
Choose s large enough and substitute y = sν. Then we have
(4.10) |w1(sν − m˜) − w2(sν)| ≤ C‖g(x0, ·)‖C2()δ.
Because of Lemma 3.0.17, w1(sν − m˜) → αǫ1 as s → ∞. So we can have
the following by taking lims→∞ on both side to the equation (4.10),
(4.11) |αǫ1 − αǫ2 | ≤ C‖g(x0, ·)‖C2()δ.
Since δ > 0 can be chosen arbitrarily small, we get αǫ1 = αǫ2 and this
exactly implies the conclusion. 
If F is the Laplace operator, then we can describe the homogenized op-
erator g by the average of g. So, we can recover the result in [LS] for the
Laplace operator through our method.
Proposition 4.0.21. Suppose that F(M, xǫ ) = ai jMi j for some constant matrix (ai j).
Then, g(x, ν) = 〈g〉(x) =
∫
[0,1]n
g(x, y)dy for all ν ∈ IR.
Proof. Fix x0 ∈ ∂D and ǫ > 0. Assume that gǫ(x0, y) and H(ν, 0) are defined
the same in (4.5) and wǫ(y) is the solution of the equation (4.5).
Let QR(y) be a cube in ∂H(ν, 0) centered at y ∈ ∂H(ν, 0) with side length
R. Suppose that QR(y) is divided into disjoint cubes {Q
i} with side length
δ > 0 and yi ∈ QR(y) are centers of Qi. Let us define
(4.12) GδR(y) =
1
Rn−1
∑
i
gǫ(x0, y
i)δn−1 and GR(y) =
?
QR(y)
gǫ(x0, y)dσy.
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Since gǫ(x0, ·) is uniformly continuous on the y-variable, GδR(y) converges to
GR(y) uniformly on y ∈ ∂H(ν, 0) as δ→ 0.
SinceF is independent on the yvariable and linear,Wδ
R
(y+tν) =
1
Rn−1
∑
i
wǫ(y
i
+
tν)δn−1 is also a solution of the equation (4.5) with boundary conditionGδ
R
(y)
where y ∈ ∂H(ν, 0) and t > 0. Moreover, sinceGδ
R
(y) converges toGR(y) uni-
formly, Wδ
R
converges to WR(y), the solution of (4.5) when the boundary
condition is GR(y), uniformly and satisfying
(4.13) ‖WδR −WR‖L∞(H(ν,0)) ≤ ‖G
δ
R − GR‖L∞(∂H(ν,0))
because of the maximum principle in [CLV].
Since ν is irrational, from Lemma 3.0.17, αǫ = limt→∞ wǫ(y + tν) is well
defined and independent of the choice of y ∈ ∂H(ν, 0). Moreover,Wδ
R
(x+ tν)
is just a finite sum of wǫ(y
i + tν), αǫ = limt→∞WδR(x + tν).
Finally, from (4.13) and the uniform convergence of Gδ
R
, we have
(4.14)
|αǫ− lim
t→∞
WR(y + tν)| = lim
t→∞
|αǫ −WR(y + tν)|
≤ lim
t→∞
(
|αǫ −W
δ
R(y + tν)| + |W
δ
R(y + tν) −WR(y + tν)|
)
≤ lim
t→∞
|αǫ −W
δ
R(y + tν)| + |G
δ
R(y) − GR(y)|∞
≤ |GδR(y) − GR(y)|∞
→ 0
as δ→ 0 and hence
(4.15) αǫ = lim
t→∞
WR(y + tν).
Assume that GR(y) converges to 〈g〉 uniformly. Then by using similar
argument in the above, we can show that αǫ = limt→∞W(y + tν) where W
is the solution of (4.5) when the boundary condition is a constant function
〈g〉(x0) and since the boundary data is a constant, W(y) should be equal to
〈g〉(x0) in H(ν, 0). Hence we have αǫ = 〈g〉(x0) for all ǫ > 0 and g(x0, ν) =
〈g〉(x0).
Nowwewill prove the uniform convergence ofGR(y). For the simplicity,
we assume |g|∞ + |∇g|∞ ≤ 1. For fixed δ > 0, we can choose R0 > 0 such
that the plane ∂H(ν, 0) is represented as a union of disjoint cubes QR0 (k
′)
defined same in Lemma 3.0.10 and each cube has a point yˆ(k′) such that
|g(y + yˆ(k′)) − g(y)| ≤ δ for all y ∈ ∂H(ν, 0).
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Suppose that y1 and y2 are in ∂H(ν, 0) and |y1 − y2| ≤ 3nR0 ≤ R. Then,
(4.16)
|GR(y1) − GR(y2)| ≤
∣∣∣∣∣∣
?
QR(y1)
g(y)dσ −
?
QR(y2)
g(y)dσ
∣∣∣∣∣∣
≤
2|QR(y1) \QR(y2)|n−1
Rn−1
≤
c(n)Rn−2R0
Rn−1
≤
c(n)R0
R
where | · |n−1 is a measure on ∂H(ν, 0) reduced by the Lebesgue measure in
R
n and c(n) is a constant depending only on the dimension n.
Choose y1, y2 in ∂H(ν, 0). Without any loss of generality, we may assume
that y1 ∈ QR0 (0) and y2 ∈ QR0(k
′) for some k′ ∈ Zn−1. From the choice of
R0, we can find yˆ ∈ QR0(k
′) such that |g(y + yˆ) − g(y)| ≤ δ and, in particular,
|g(y+ y1 + yˆ)− g(y+ y1)| ≤ δ for all y ∈ ∂H(ν, 0). Moreover, since y1 ∈ QR0(0)
and yˆ ∈ QR0(k
′), we have
(4.17) |y1 + yˆ − y2| ≤ 3nR0.
Combining those, we have the following,
(4.18)
|GR(y1) − GR(y2)| ≤ |GR(y1) − GR(y1 + yˆ)| + |GR(y1 + yˆ) − GR(y2)|
≤
∣∣∣∣∣∣
?
QR(y1)
g(y)dσ −
?
QR(y1+yˆ)
g(y)dσ
∣∣∣∣∣∣ + |GR(y1 + yˆ) − GR(y2)|
≤
?
QR(y1)
∣∣∣g(y) − g(y + yˆ)∣∣∣ dσ + c(n)R0
R
≤ δ +
c(n)R0
R
Hence, if R is large enough, then |GR(y1) − GR(y2)| ≤ 2δ. Finally, since
GR(0) converges to 〈g〉(x0), we can conclude that
(4.19) |GR(y) − 〈g〉(x0)| ≤ |GR(y) − GR(0)| + |GR(0) − 〈g〉(x0)| ≤ 3δ
when R > 0 is sufficiently large and since the choice of R is depending
only on R0 and the convergence speed of GR(0), GR(y) converges to 〈g〉(x0)
uniformly on y ∈ ∂H(ν, 0). 
Remark 4.0.22. The Proposition 4.0.21 hold if y = (z1, z2), z1 ∈ R
m and z2 ∈
R
n−m, ai j is a function on the variable z1 and g is a function on the z2 variable. The
main idea is similar to the proof of Proposition 4.0.21. The only differencs is that
we integrate the solution along z2 axis.
We omit ν of g(x0, ν) if x0 ∈ ∂D and ν is the same as the inward normal
vector −ν(x0) of D. In other words, g(x0) = g(x0,−ν(x0)). As we proved, if ν
is irrational, then g(x0) is well defined.
Definition 4.0.23. The domain D satisfies the irrational direction dense condi-
tion(IDDC) if the size of the set {x ∈ ∂D|ν(x) ∈ R} is countable.
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As we told in the introduction, there are lots of examples satisfying the
IDDC. C2 domains whose boundary has nonzero Gaussian curvature, balls
as a example, satisfies IDDC.
Now we are going to show that uǫ gets closer to wǫ after blow-up near
the C2-boundary ∂D. Note that the scaled function Uǫ(y) = uǫ(ǫy) satisfies
the following equation
(4.20)
F(D
2Uǫ, y) = ǫ2 f (ǫy, y) in ǫ−1D
Uǫ(y) = g(ǫy, y) on ∂
(
ǫ−1D
)
from (1.3).
We will show that the uniform boundedness of ‖Uǫ(·)‖C1,α(ǫ−1D). First,
let us show the uniform boundedness of ‖Uǫ(·)‖C1,α(ǫ−1D) by summarizing
known results.
Lemma 4.0.24. Suppose that v is a viscosity solution of
(4.21)
F(D2v, x) = f (x) in B+1 (0)v = g on ∂B+
1
(0)
where B+
1
(0) is a half ball and g ∈ C2(B
+
1 (0)). Then, we have
(4.22) ‖v‖C1,α(B+
1/2
(0)) ≤ C
(
‖ f ‖L∞(B+
1
(0)) + ‖g‖C2(B+
1
(0))
)
where C depends only on n, λ, and Λ.
One can find the above boundary estimate of viscosity solution at [LT] or
it can be proved directly by the odd extension of the function v˜ = v − g on
B1(0) and the interior estimate of the viscosity solution in [CC].
Suppose that ∂D is in C2. Then, by using the domain straitening map Φ
in the appendix of [E], we have the following,
Lemma 4.0.25. Let v be a viscosity solution of the following equation.
(4.23)
F(D2v, x) = f (x) in Dv(x) = g(x) on ∂D.
Suppose that the C2 norm of ∂D is sufficiently small.
Then there is a constant 0 < r0 < 1 and for x ∈ ∂D we have
(4.24) ‖v‖
C1,α(Br0 (x))∩D)
≤ C
(
‖ f ‖L∞(B1(x)∩D) + ‖g‖C2(B1(x)∩∂D) + ‖v‖L∞(B1(x)∩D)
)
.
Moreover, the constants r0 and C only depends on n, λ, Λ and the C2 norm of ∂D.
Since we exactly know the formula Φ, we can find such a r0 by the
calculation.
From the above lemma, the interior estimate of the viscosity solution in
[CC] and the proper covering of the domain, we have
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Lemma 4.0.26. Suppose that v is solution of
(4.25)
F(D2v, x) = f (x) in Dv(x) = g(x) on ∂D,
and the C2 norm of ∂D is sufficiently small. Then, v ∈ C1.α(D) and we have
(4.26) ‖v‖
C1,α(D) ≤ C
(
‖ f ‖L∞(D) + ‖g‖C2(D) + ‖v‖L∞(D)
)
where C depends only on n, λ, Λ and the C2 norm of ∂D.
Since |uǫ| ≤ C‖ f ‖∞ + ‖g‖∞, |Uǫ| is also bounded by the same constant
C‖ f ‖∞ + ‖g‖∞ where C is a constant depending only on n, λ, Λ and the
diameter ofD. Now let us apply Lemma4.0.26 to the solutionUǫ of equation
(4.20) to obtain
(4.27) ‖Uǫ‖C1,α(ǫ−1D) ≤ C
(
‖ f (x, y)‖L∞(D×Rn) + ‖g(x, y)‖C2(D×Rn)
)
.
Note that the constant C only depends on n, λ, Λ, and D. In this way, we
can show the uniform boundedness of wǫ.
Lemma 4.0.27. Suppose that Uǫ is the solution of the equation (4.20) and wǫ is
a solution of the equation (4.1). Suppose also that ǫ is sufficiently small. Then we
have the following estimate,
(4.28)
‖Uǫ‖C1,α(ǫ−1D) + ‖wǫ‖C1,α(H(ν,y0,ǫ)) ≤ C
(
‖ f (x, y)‖L∞(D×Rn) + ‖g(x, y)‖C2(D×Rn)
)
where C is a constant which depends only on n, λ, Λ and D.
For given x0 ∈ ∂D, let y0,ǫ =
x0
ǫ and H(ν, y0,ǫ) = {y ∈ R
n : y · ν > y0,ǫ · ν}
where ν = −ν(x0) is the inward normal vector at x0. Consider the small
ball Bεp(x0), 0 < p < 1. Let wǫ be the solution of (4.1). Then the difference
betweenUε and wε on ∂
(
ǫ−1D
)
∩ Bǫp−1
(
y0,ǫ
)
vanishes as ε→ 0 if 2p > 1.
Lemma 4.0.28. Let Uǫ be a solution of Equation (4.20), x0 ∈ ∂D, and let wǫ is a
solution of (4.1) for given fixed x0 and ν = −ν(x0). Then, we have
(4.29)
∣∣∣Uǫ(y) − wǫ(y)∣∣∣ ≤ Cǫ2p−1 on ∂ (ǫ−1D ∩H (ν, y0,ǫ)) ∩ Bǫp−1 (y0,ǫ)
for all y ∈ ∂
(
ǫ−1D
)
∩ Bǫp−1
(
y0,ǫ
)
and for all 0 < p < 1 where C depends only on
n, λ, Λ and the C2 norm of ∂D.
Proof. For the simplicity of the calculation, we assume that ν = en and the
general result can be obtained by a rotation. Since ∂D is inC2, ∂D∩Bǫp−1
(
y0,ǫ
)
is contained between twohyperplanesC1ǫ
2p−1ν+∂H(−ν, y0,ǫ) andC1ǫ
2p−1ν−
∂H(−ν, y0,ǫ) where C1 is the constant depends only on the C
2 norm of the
boundary ∂D. Fix y ∈ ∂
(
ǫ−1D ∩H
(
−ν, y0,ǫ
))
∩ Bǫp−1
(
y0,ǫ
)
. We first assume
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that y ∈ ∂
(
ǫ−1D
)
. Then, from the estimate (4.28), we have
(4.30)
∣∣∣Uǫ(y) − wǫ(y)∣∣∣ = ∣∣∣g(ǫx0, y) − wǫ(y)∣∣∣
≤
∣∣∣g(ǫx0, y) − wǫ(y′)∣∣∣ + ∣∣∣wǫ(y′) − wǫ(y)∣∣∣
=
∣∣∣g(ǫy, y) − g(ǫx0, y′)∣∣∣ + ∣∣∣wǫ(y′) − wǫ(y)∣∣∣
where y′ be the orthogonal projection of y to the hyper-plane ∂H
(
−ν, y0,ǫ
)
.
Since |y′ − y| ≤ C1ǫ
2p−1 and |(ǫy, y) − (ǫx0, y′)| ≤ C2ǫ2p−1, we get the result
because of the regularity of g and Lemma (4.0.27). For y ∈ ∂H(−ν, y0,ǫ), the
conclusion comes from the similar argument. 
Lemma4.0.29. Let p and q be constants satisfying 12 < p < q < 1. Let Q
′ be a cube
on ∂Rn−1 centered at the origin with side length ǫp−1 and let Q = Q′ × (0, ǫp−1).
Suppose that h± are the solutions to the following equation,
(4.31)

M±(D2h±) = 0 in Q
h± = 0 on Q
′
h± = ±1 on ∂Q \Q′.
Then,
(4.32) ‖h±‖L∞(B
ǫq−1
(0)) ≤ Cǫ
q−p
where C is a consatant depending only on the n, λ, and Λ.
Proof. Consider the following equation
(4.33) h˜+(x) =
∣∣∣∣∣ x′ǫp−1
∣∣∣∣∣2 + (n − 2)Λλ
(
−
(
xn
ǫp−1
− 1
)2
+ 1
)
where Λ and λ are elliptic constants in (1.2). By the direct calculation, we
can check that M+(D2˜h+) ≤ 0 and h˜+ ≥ 1 on ∂Q. That implies h˜+ ≥ h+ in
Q from the comparison. In the similar way, we can show that −h˜+ ≤ h−.
Hence we have the following,
(4.34) ‖v‖L∞(B
ǫq−1
(0)) ≤ ‖h‖L∞(B
ǫq−1
(0)) ≤ Cǫ
q−p
where C is a constant depending only on the n, λ, and Λ. 
Lemma 4.0.30. Let Uǫ be the solution of Equation (4.20) and let wǫ be the solution
of (4.1). Then, for 12 < p < q < 1 satisfying 2p − 1 ≤ q − p, we have
(4.35)
∥∥∥Uǫ(y) − wǫ(y)∥∥∥L∞(ǫ−1D∩H(−ν,y0,ǫ)∩Bǫq−1 (y0,ǫ)) ≤ Cǫ2p−1
where C depends only on n, λ, Λ and the C2 norm of ∂D and ν = −ν(x0) is the
inward normal vector at x0.
Proof. We assume that x0 = 0 and ν = en without any loss of generality and
the result for general x0 ∈ ∂D and ν can be obtained by a translation and a
rotation of the domain. Also, we ignore the term ǫ2 f (ǫy, y) in the equation
(4.20) because the size of error is o(ǫ). Let Q be a cube same as in Lemma
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4.0.29. Let v = Uǫ − wǫ. Note that from [CC], v ∈ S(λ,Λ) that means v
is a solution of a uniform elliptic operator with elliptic constant λ and Λ.
In addition, from Lemma 4.0.28 and from the fact that |U| + |w| ≤ 2|g|∞,
|v| ≤ 2|g|∞ on ∂Q \Q′ and |v| ≤ C1ǫ
2p−1 on Q′ where C1 is a constant which
is the same in the proof of Lemma 4.0.28. Note that the function
(4.36) v±(x) = ±C1ǫ
2p−1
+ 2|g|∞h±(x)
be a (viscosity) super- and sub-solution respectively where h±(x) be func-
tions defined same in Lemma 4.0.29. Moreover, because of the definition of
v±, v− ≤ v ≤ v+ holds on ∂Q and hence the following holds for all y ∈ Q,
(4.37) v− ≤ v ≤ v+
and it implies the conclusion. 
5. The Continuity of g
We denote wǫ(y; x0, ν) if it is a solution of the equation (4.1) for a point
x0 ∈ ∂D and a direction ν ∈ Sn−1. Additionally, wǫ(y; x0) is defined by
wǫ(y; x0,−ν(x0)) where ν(x0) is a outward normal vector of D at a point
x0. We apply the same notation convention to the effective boundary data
g(x0, ν) hence g(x0) = g(x0,−ν(x0)).
The goal of this section is to show the continuity of g. As we mentioned
in the previous section, g is well defined when ν(x) is irrational.
Proposition 5.0.31. g(x, ν) defined the same as in the Definition 4.0.18, is con-
tinuous on ∂D × {ν ∈ Sn−1 : ν ∈ IR}.
For a given direction ν0 ∈ Sn−1, the hyper-plain ∂H(ν0, 0) is well defined
and it can be represented as a union of disjoint cubes QR(k
′, ν0), k′ ∈ Zn−1
with radius R. According to Lemma 3.0.10, for each irrational ν0 ∈ Sn−1 and
δ > 0, There exists a constant R > 0 such that each cube QR(k′) has a point
yˆ(k′, ν) satisfying
(5.1) |g(x0, y + yˆ(k
′, ν)) − g(x0, y)| ≤ δ
for all y ∈ Rn. The following lemma tells us that, for given any ν0, we can
choose R independently on the choice of ν in a small neighborhood of ν0.
Lemma 5.0.32. Suppose that ν0 is irrational. Then for given any δ > 0, there
exist a constant R, a neighborhood Bη(ν0) ∩ Sn−1 of ν0, and a family of mutually
disjoint cubes {QR(k
′, ν) : k′ ∈ Zn−1, ν ∈ Bη(ν0) ∩ Sn−1}, satisfying
(1) each cube QR(k
′, ν) has side length R, and
(2)
⋃
k′∈Zn−1 QR(k
′, ν) = H(ν, 0),
such that, for each given ν ∈ Bη(ν0) ∩ Sn−1 and k′ ∈ Zn−1, there is a point
yˆ(k′, ν) ∈ QR(k′, ν) satisfying |yˆ(k′, ν) − m˜| ≤ δ for some m˜ ∈ Zn.
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Proof. For simplicity, assume that |∇g| ≤ 1 and (ν0)n > 0. Since we will
choose η small, we may assume that νn ≥
(ν0)n
2 for all ν ∈ Bη(ν0) ∩ S
n−1 So,
∂H(ν, 0) can be represented as a hyperplain
(5.2) yn = h(y
′, ν) = −
ν1
νn
y1 − · · · −
νn−1
νn
yn−1.
LetQ′
R
(k′) = k′R+Q′
R
where k′ ∈ Zn−1 × {0} and Q′
R
is a cube inRn−1 × {0}
centered at the origin with side length R. Then, for given any m ∈ (Zn−1 ×
{0}) ∩Q′
R
(k′), we let
(5.3) t(m, ν) = the fractional part of h(m, ν).
Since ν0 is irrational, from Lemma 3.0.9, t(m, ν0) is uniformly distributed
on R/Z, and hence we can choose R0 such that for any interval I in R/Z
whose length is equal to δ/3, there exists m(k′) ∈ Q′(k′) ∩ Zn−1 × {0} such
that t(m, ν0) ∈ I for each k′.
Let c(k′) = h(k′, ν) − h(k′, ν0) for given ν. We choose η > 0 small that
(5.4) |h(y, ν) − h(y, ν0) − c(k
′)| ≤
δ
3
for all y′ ∈ Q′
R0
(k′) and ν ∈ Bη(ν0) ∩ Sn−1.
Let I = −c(k′)+ (δ/3, 2δ/3) ∈ R/Z and consider the following representa-
tion
(5.5) h(m, ν) = (h(m, ν) − h(m, ν0) − c(k
′)) + ((h(m, ν0) + c(k
′)) .
From (5.4), (h(m, ν) − h(m, ν0) − c(k′)) is less than equal to δ/3 and, from
the choice of m, the fractional part of ((h(m, ν0) + c(k′)) is between δ/3 and
2δ/3. So, the fractional part t(m, ν) of h(m, ν) is less than equal to δ < 1.
Now choose yˆ(k′, ν) = (m, h(m, ν)) then we are done. 
Lemma 5.0.33. Suppose that wǫ(y; x0, ν) are the solutions of the equation (4.1).
For any δ > 0, there is a constant t0 > 0 such that, if t ≥ t0, then the estimate
(5.6) |wǫ(y
′
+ tν; x0, ν) − g(x0, ν)| ≤ C‖g‖C2δ
holds for all y′ ∈ H(ν, 0) and for all irrational ν contained in Bη(ν0) ∩ Sn−1. Here,
η is chosen same in the Lemma 5.0.32, C is a constant depending only on n, λ and
Λ, and t0 is a constant depending only on n, λ, Λ, the radius η, the direction ν0
and δ .
Note that the constant t0 does not depend the choice of ν.
Proof. From the maximum principle, we have that
(5.7)
min
y′∈∂H(ν,y0,ǫ)
wǫ(y
′
+ t0ν; x0, ν) ≤ |wǫ(y
′
+ tν; x0, ν)| ≤ max
y′∈∂H(ν,y0,ǫ)
wǫ(y
′
+ t0ν; x0, ν)
for all t and t0 satisfying t ≥ t0. Hence we have
(5.8) min
y′∈∂H(ν,y0,ǫ)
wǫ(y
′
+ t0ν; x0, ν) ≤ g(x0, ν) ≤ max
y′∈∂H(ν,y0,ǫ)
wǫ(y
′
+ t0ν; x0, ν).
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By combining (5.7) and (5.8), we have
(5.9) max
y′∈∂H(ν,y0,ǫ)
|wǫ(y
′
+ tν; x0, ν) − g(x0, ν)| ≤ oscy′∈∂H(ν,y0,ǫ)wǫ(y
′
+ t0ν; x0, ν)
if t ≥ t0.
Choose η same in the Lemma 5.0.32. Then, from above and from the
inequality (3.27) in the proof of Lemma 3.0.16, the inequality
(5.10) |wǫ(y
′
+ tν) − g(x0)| ≤ 2
(
3R
t
)log2 1γ
|w|∞ + C‖g‖C2δ
holds for all ν ∈ Bη(ν0) ∩ Sn−1 where γ and C are constants same in the
inequality (3.27) and R is a constant same in the Lemma 5.0.32.By choosing
t0 = 3Rδ1/ log2 γ, we get the conclusion from the fact that |w|∞ ≤ ‖g‖C2 . 
Lemma 5.0.34. For a periodic function g, a direction ν0, and a constant t > 0,
there is a neighborhood Bη(ν0) of ν0 ∈ Sn−1 such that if ν ∈ Bη(ν0) ∩ Sn−1, then
(5.11) |wǫ(tν; x0, ν) − wǫ(tν0; x0, ν0)| ≤ C‖g‖C2()δ
where w(y; x0, ν) is the solution of the equation (4.1) and C is a constant depending
only on n, λ and Λ.
Proof. Let QM(0) be a large box of R
n centered at the origin with side
length M > 10t. For given any δ, we choose η so small that |wǫ(y; x0, ν) −
wǫ(y; x0, ν0)| ≤ δ if y ∈ QM(0) ∩ ∂(H(ν, 0) ∩ H(ν0, 0)). Note that as long as M
is chosen, we always find such a η because of the regularity result in the
Lemma 3.0.14.
For a given t > 0, there is a largeM such that
(5.12) |wǫ(tν; x0, ν) − wǫ(tν; x0, ν0)| ≤ 2δ
from a similar argument as Lemma 4.0.29.
By choosing η ≤ δ/t, we have |tν − tν0| ≤ δ. From this and from the
Lemma 3.0.14, we have
(5.13) |wǫ(tν; x0, ν0) − wǫ(tν0; x0, ν0)| ≤ C‖g‖C2()δ
and then, we get the conclusion by combining above two inequalities. 
Proof of Proposition 5.0.31. For fixed direction ν and x0 ∈ ∂D, let w˜(y) =
w˜(y; x0; ν) be a solution of the equation (4.1) with y0,ǫ = 0. Because of the
Lemma 4.0.20, we have
(5.14) lim
t→∞
w˜(tν; x0, ν) = g(x0, ν)
as long as ν is irrational.
From the assumption (1.1), it follows that
(5.15) sup
y
|g(x1, y) − g(x2, y)| ≤ ‖g‖C1 |x1 − x2|
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for any x1 and x2 ∈ ∂D. Hence, from the maximum principle in [CLV], we
have
(5.16) |w˜(tν; x1, ν) − w˜(tν; x2, ν)| ≤ ‖g‖C1 |x1 − x2|
for all t > 0. The conclusion comes by taking t→∞.
Secondly, fix a point x0 and δ. We also fix a irrational ν0. Then, from
Lemma 5.0.33, there exists a constant η1 and t0 such that
(5.17) |wǫ(tν; x0, ν) − g(x0, ν)| ≤ C‖g‖C2δ
holds for all t ≥ t0 and for all irrational ν ∈ Bη1(ν0) ∩ S
n−1 where wǫ(y; x0, ν)
is the solution of the equation (4.1).
Now by applying Lemma 5.0.34 when t = t0, there is η2 > 0 such that if ν
is irrational and satisfies ν ∈ Bη2 (ν0) ∩ S
n−1, then
(5.18) |w(t0ν; x0, ν) − w(t0ν0; x0, ν0)| ≤ C‖g‖C2()δ
holds. Choose η = min{η1, η2} Then the following holds for all ν ∈ Bη(ν0) ∩
Sn−1,
(5.19)
|g(x0, ν) − g(x0, ν0)| ≤ |g(x0, ν) − w(tν; x0, ν)| + |w(tν; x0, ν) − w(tν0; x0, ν0)|
+ |w(tν0; x0, ν0) − g(x0, ν0)|
≤ C‖g‖C2()δ.
Here C is a constant depending only on n, λ and Λ. So it is continuous. 
6. The Effective Solution
We find a Effective Boundary Data g in Section 4, and we showed that
g is continuous on ∂D \ {x : ν(x) ∈ R} in Section 5. Nevertheless it could
be discontinuous on ∂D. As long as we know, there is no concept of the
viscosity solution when the boundary data is not continuous. That is why
we define the generalized concept of the solution of the equation (1.6).
Let D = {(x′, xn) ∈ Rn : |x′|2 + (xn − 1)2 < 1}, g(y) = cos yn and uǫ is the
solution of the following equation,
(6.1)
∆uǫ(x) = 0 in D,uǫ = g(x/ǫ) on ∂D.
By the calculation, we obtain
g(x) =

1, if x = (0, 0),
undefined, if x = (0, 2),
0, otherwise
From the result in [LS], uǫ converges to 0 uniformly on every compact
set. However, because of the Lemma 4.0.30, we have
(6.2) |uǫ(0, ǫ
q) − wǫ(0, ǫ
q−1; 0, (0, 1))| = |uǫ(0, ǫ
q) − 1| ≤ Cǫ2p−1
where p, q are constants satisfies the condition in Lemma 4.0.30. It implies
that uǫ is very close to 1 near the origin. This example tells us that the value
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of uǫ in a small neighborhood of a point 0 ∈ ∂D does not make any serious
oscillation at the interior.
Definition 6.0.35. Let x1, x2, · · · , xk be finite points on ∂D and gm, m = 1, 2, · · ·
be uniformly bounded and continuous functions on ∂D supported only on ∂D ∩(⋃
i1,2,··· ,k Brm(xi)
)
where rm is a sequence of constants converging to 0. Let b
±
m be
solutions of the equation
(6.3)
M±(D2b±m(x), λ,Λ) = 0 in D,b±m(x) = gm(x) on ∂D
whereM± is the Pucci operator with elliptic constants λ and Λ. Then we say that
a Dirichlet problem (Pǫ) is in the stable class for finite values of the boundary if b
±
m,
the solution of the equation (6.3) converge to zero for all compact subset K of D.
We note that, by using (6.2) and the Lemma 6.0.43, it can be shown that
the above condition is necessary to guarantee the uniqueness of the limit u0
of uǫ.
Lemma 6.0.36. Suppose that (n − 1)λ > Λ. Then, (Pǫ) is stable for the finites
value of the boundary.
When the operator is Laplacian,Λ/λ = 1 hence the condition (n−1)λ > Λ
satisfies, but if the operator is degenerate, then (n−1)λ > Λ cannot satisfies.
So, this condition implies that the operator is sufficiently uniformly elliptic.
Proof. Let us assume that k = 1, x1 = 0 and |gm|∞ ≤ 1 for all m ∈ Z.
From (n − 1)λ > Λ, there is a homogeneous solution h(x) = 1/|x|α, α =
(n − 1)(λ/Λ) − 1 > 0, of M+. Since g ≤ rαmh(x) = r
α
m/|x|
α and rαm/|x|
α is a
solution ofM+, b+m ≤ r
α
m/|x|
α because of the comparison. Hence we have
(6.4) sup
K
b+m ≤
rαm
dist(x1,K)α
.
Similarly, we can show that
(6.5) inf
K
b−m ≥ −
rαm
dist(x1,K)α
by using a homogeneous solution −1/|x|α ofM−. So,‖u±m‖L∞(K) converges to
0 as rm converges to 0.
Now let us consider the case when k > 1. Since we consider the limit
behavior as rm → 0, we may assume that Brm(xi) are mutually disjoint. Let
him(x) = r
α
m/|x − xi|
α and hm(x) =
∑
i h
i
m(x). Then we have
(6.6) M+(D2hm) ≤
∑
i
M+(D2him) = 0.
Since it is obvious that b+m(x) ≤ hm(x) on ∂D, we have b
+
m(x) ≤ hm(x) in D. So,
we have
(6.7) sup
K
b+m(x) ≤
rαm∑k
i=1 dist(xi,K)
α
.
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Similarly, we obtain
(6.8) inf
K
b−m(x) ≥ −
rαm∑k
i=1 dist(xi,K)
α
.
By combining above two inequalities and the fact that b−m(x) ≤ b
+
m(x), we
get the conclusion. 
Through this section, we assume that (Pǫ) is in the stable class for finite
values of the boundary. Let us consider the following equation
(6.9)
F(D
2u(x)) = f (x) in D,
u(x) = g(x) on ∂D
where g(x) = g(x;−ν(x)) is the function defined as in the Definition 4.0.18
on every irrational point x ∈ ∂D.
It is same with the equation (1.6). We just rewrite it. It is well known
that the function F and f is well defined. It is also well-known that F is
uniformly elliptic with the same elliptic constant λ and Λ. So, as long as g
is continuous, the above problem is well-posed.
For simplicity, we assume the the function g in the equation (Pǫ) is
independent on x variable. We note that it does not make any serious
change of proofs. For given any rational direction ν, there is a integer point
m = (m1,m2, · · · ,mn) which is parallel to ν such that there are no common
integer factors of m1, · · ·mn greater than 1. Let
(6.10) Dδ = {ν ∈ R : mi > 1/δ for some i = 1, 2, · · · , n}.
Wenote that there are only finite rational directionswhich are not contained
inDδ for given δ > 0.
If ν0 ∈ Dδ, then ν0 has similar properties that the irrational direction has
for given δ > 0. So, we have the following which is very similar to the
Lemma 5.0.32.
Lemma 6.0.37. Suppose that ν0 ∈ Dδ. Then there exist a neighborhood Bη(ν0)
and a constant R > 0 which does not depend on ν but δ and ν0 such that for
any given ν ∈ Bη(ν0) ∩ Sn−1 and k′ ∈ Zn−1, there is a point yˆ(k′, ν) ∈ QR(k′, ν)
satisfying |yˆ(k′, ν)− m˜| ≤ δ for some m˜ ∈ Zn where QR(k′, ν) is defined same as in
Lemma 5.0.32.
Proof. We will prove the case when m1 > 1/δ and the other case can be
proved by the similarway. Sincem1 , ±1,we always find anonzero element
among m2, · · · ,mn, so we assume also that mn , 0. We may represent the
set {y ∈ Rn|ν0 · y = 0} by
(6.11) yn = h(y
′) = −
m1
mn
y1 − · · · −
mn−1
mn
yn−1.
Choose R to satisfy 2m1 ≤ R and choose a sequeqnce of finite integer
points zi, i = 0, 1, · · · ,m1 defined by zi = z0 + ie1 for some z0 ∈ R
n−1 × {0}.
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Because of the choice of R, we may choose all the zi in the cube Q
′
R
(k′, ν0)
for fixed k′ ∈ Zn−1 × {0}. Let ti be the fractional part of h(zi). Since ν0 is
rational, ti are distributed uniformy in [0, 1). So we can find a point zi such
that ti ≤ δ because of the relationm1 > 1/δ. Now let yˆ(ν0, k) = (zi, h(z(i)) and
m˜ = (zi, h(zi) − t(zi)). Then we get the conclusion for fixed ν0.
The remaining of the proof is quite similar to the proof of Lemma 5.0.32
so we omit it. 
Let uǫ be the solution of the equation (Pǫ). By the regularity theory of the
viscosity solution, [CC], we have
(6.12) ‖uǫ‖C1,α(K) ≤ C
(
‖ f ‖L∞(D) + ‖g‖L∞(∂D)
)
for some compact K ⊂ D. So, we always find a limit u0 such that uǫ j
converges to u0 uniformly on K.
Theorem 6.0.38. Let g(y) be function which is same in the equation (Pǫ), g(x) =
g(x;−ν(x)) be function defined on {x ∈ ∂D;−ν(x) ∈ IR}, and g+(x) ∈ C0(∂D) be a
function satisfying g(x) ≤ g+(x) for all x in {x ∈ ∂D : −ν(x) ∈ IR}. Suppose that
u+ is the solution of the equation (6.9), when the boundary data is g+(x). Then
(6.13) u0 ≤ u
+ on K
for all compact subset K of D where u0 is any limit of subsequence of uǫ.
Note that the other side of inequality also holds, so we get the following.
Corollary 6.0.39. If there is a continuous function g0 such that g0(x) = g(x)
for all irrational points x ∈ ∂D, then the solution uǫ of (Pǫ) converges to u0, the
solution of the equation (6.9) when the boundary data is g0, uniformly on every
compact set K ⊂ D.
For given any x0 ∈ ∂D satisfying ν0 = −ν(x0) ∈ Dδ, we let Bη(ν0) and R
is defined same in the Lemma 6.0.37. We note that the size of the cube R
determines the size of oscillation. See Lemma 5.0.33 or, more precisely, for
all x ∈ ∂D satisfying ν = −ν(x) ∈ Bη(ν0),
(6.14) Wt(x) = oscy∈tν+∂H(ν,y0,ǫ )wǫ(y; x) ≤
(
3R
t
)log2 1γ
|g|∞ + C‖g‖C2δ
where γ ∈ (0, 1) be a uniform constant and w(y; x) is the solution of the
equation (4.1) with ν = −ν(x).
From the maximum principle, Wt(x) is monotone decreasing as t → ∞
and we have
(6.15) wǫ(y0,ǫ + tν; x, ν) ≤ g
∗(x, ν)+Wt(x) ≤ g
∗(x)+
(
3R
t
)log2 1γ
|g|∞ +C‖g‖C2δ.
From Lemma 6.0.37, we choose R uniformly on the direction ν in a small
neighborhood Bη(ν0). So, if we choose r > 0 small enough, we can conclude
the following.
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Lemma 6.0.40. Let x be a point on ∂D satisfying ν0 = −ν(x0) ∈ Dδ or ν0 is
irrational. Then there exist constants r > 0 and t0 > 0 which depend only on n, λ,
Λ, ν0 and δ such that the following inequality,
(6.16) wǫ(y0,ǫ + tν; x) ≤ g
∗(x) + C1‖g‖C2δ,
holds for all x ∈ Br(x0)∩ ∂D where ν = −ν(x) and C1 is constant dependsing only
on n, λ and Λ.
The following two lemmas are about the behaviors of g, g∗ and g∗.
Lemma 6.0.41. For each x0 ∈ ∂D satisfying −ν(x0) ∈ Dδ, there exists a neigh-
borhood Br(x0) such that if x1, x2 ∈ Br(x0) are irrational, then
(6.17) |g(x1) − g(x2)| ≤ C‖g‖C2()δ
where the constant C only depends on n, λ and Λ.
The proof of the above lemma is quite similar to the proof of Proposition
5.0.31. See the last sentence of the proof of Proposition 5.0.31.
Lemma 6.0.42. For any rational point x0 ∈ ∂D satisfying ν(x0) ∈ Dδ,
(6.18) g∗(x0) ≤ lim sup
x→x0
g(x) + C2δ,
for some constant C2 depending only on n, λ, and Λ.
Since g is defined only on the irrational point, lim supx→x0 g(x) means
(6.19) lim
r→0
sup
x∈Ar
g(x)
where Ar = {x ∈ Br(x0) ∩ ∂D : ν(x) is irrational}.
Its proof is also quite similar to the proof of Proposition 5.0.31. We only
give an idea of proof.
Sketck of the Proof of Lemma 6.0.42. Because of the definition of g∗(x0), we
may choose a value y0 such that w˜(y; x0), the solution of the equation (4.1)
with conditions y0,ǫ = y0 and ν = −ν(x0), satisfies
(6.20) lim
t→∞
w˜(y′ − tν(x0)) = g
∗
(x0)
for all y′ ∈ ∂H(−ν(x0), y0). So, by comparing w˜(y; x0) with correctors w˜(y; x),
solution of the equation (4.1) with the conditions x0 = x, y0,ǫ = y0 and
ν = −ν(x), we get the result. 
Let Dǫ = {x ∈ D | dist(x, ∂D) > ǫq} where q ∈ (1/2, 1). Since ∂D is in C2,
∂Dǫ is also in C2, and there exists a 1-1 correspondence between ∂D and ∂Dǫ
if ǫ is small. Let zǫ = x + ǫq(−ν(x)) ∈ ∂Dǫ, and define g˜ǫ(x) = uǫ(zǫ) where uǫ
is the solution of the equation (Pǫ).
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Lemma 6.0.43. Let Dǫ, zǫ and g˜ǫ be same in the above. Then, for all q ∈ (1/2, 1),
we have
(6.21) ‖u˜ǫ − uǫ‖L∞(Dǫ) ≤ Cǫ
qα
where uǫ is the solution of the equation (Pǫ), u˜ǫ is the solution of
(6.22)
F(D2u˜ǫ, xǫ ) = f (x, xǫ ) in Du˜ǫ(x) = g˜ǫ(x) on ∂D,
α =
Λ
λ
(n − 1) − 1, and C is a constant depending only on n, λ, Λ and D.
Proof. Since ∂D is in C2, we can find a radius r0 > 0 and for every x0 ∈ ∂D,
there exists a exterior ball B with radius r0 and D ∩ B = {x0}. Assume that
c0 = x0 + r0ν is a center of B. Because of the choice of α, we have
(6.23) h(x) =
1
rα
0
−
1
|x − c0|α
is a super-solution ofM+ in D and h(x) ≥ 0 on ∂D.
So, we can deduce that
(6.24) u˜ǫ(zǫ) ≤ u˜ǫ(x) +
(
1
rα
0
−
1
(r0 + ǫq)α
)
= uǫ(zǫ) +
(
1
rα
0
−
1
(r0 + ǫq)α
)
for all x ∈ ∂D (or for all zǫ ∈ ∂Dǫ).
From (6.24) and from the fact that u˜ǫ + h(x) is a super-solution of the
equation (6.22), we have
(6.25) u˜ǫ(x) ≤ uǫ(x) +
(
1
rα
0
−
1
(r0 + ǫq)α
)
in Dǫ because of the comparison.
Similarly, we could obtain
(6.26) u˜ǫ(x) ≥ uǫ(x) −
(
1
rα
0
−
1
(r0 + ǫq)α
)
in Dǫ. Hence the conclusion comes by combining above two inequalities.

Proof of the theorem 6.0.38.
We first assume that g+(x) ≥ g(x) + σ for all irrational point x ∈ ∂D and for
a positive constant σ. If it is true, then we easily deduce the theorem by
taking σ→ 0.
For the convenience, we assume that ‖g‖C2() + ‖g
+‖L∞(∂D) ≤ 1. Chosse a
δ to satisfy (C1 +C2)δ ≤ σ/8 where C1 and C2 are constants in Lemma 6.0.40
and Lemma 6.0.42.
HOMOGENIZATION WITH OSCILLATING BOUNDARY DATA 27
Let Eδ be the set of all rational direction ν ∈ S
n−1 which are not contained
inDδ. Since Eδ is finite, we can find a constant r, a function h(x), satisfying
(6.27)

M+(D2h) ≤ 0 in D,
h(x) = 1 on ∪x∈{ν(x)∈Eδ},B2r0(x),
h(x) = 0 on ∂D \
(
∪x∈{ν(x)∈Eδ},B4r0(x)
)
,
0 ≤ h ≤ σ/8 in K
for given any compact subset K of D because of the assumption that (Pǫ) is
int the stable class for the finite values of the boundary.
For each rational point x0 in ∂D \
(
∪x∈{ν(x)∈Eδ},Br0(x)
)
, we can find a neigh-
borhood Br(x0) such that there exists ǫ0 such that if ǫ ≤ ǫ0 then
(6.28) w(yǫ + ǫ
q−1ν; x) ≤ g∗(x) + C1‖g‖C2()δ
holds for all x ∈ Br(x0) because of the Lemma 6.0.40 where ν = −ν(x) and
yǫ = x/ǫ. Note that only the radius r and ǫ0 could be affected by the choice
of the point x and δ. Additionally, by applying the Lemma 6.0.42 in the
above equation, we have
(6.29) w(yǫ + ǫ
q−1ν; x) ≤ lim sup
x→x0
g(x) + (C1 + C2)δ
for all x ∈ Br(x0).
We note that the statement in the above is also true when x0 is a irrational
point, because the result in Lemma 6.0.40 holds for given any δ > 0 and
(6.30) g∗(x0) = g(x0) = lim sup
x→x0
g(x)
if ν(x0) is irrational. The latter inequality in (6.30) holds because of the
Proposition 5.0.31.
Now, since ∂D\
(
∪x∈{ν(x)∈Eδ},Br0(x)
)
is compact, we extract a finite covering
among ∪xiBri(xi) so we can choose ǫ0 such that (6.29) holds for every x in
∂D \
(
∪x∈{ν(x)∈Eδ},Br(x)
)
if ǫ ≤ ǫ0.
Applying Lemma 4.0.30 to (6.29), we have
(6.31) uǫ(x0 + ǫ
qν) ≤ Cǫp+q−1 + lim sup
x→x0
g(x) + (C1 + C2)δ
where 1/2 < p < q < 1 are constant satisfying the condition in Lemma
4.0.30. Hence, if ǫ is small enough, then
(6.32) uǫ(x + ǫ
qν) ≤ lim sup
x→x0
g(x) + σ/4 ≤ g+(x) − 3σ/4 ≤ u+(x + ǫqν) − σ/2
for all x ∈ ∂D \
(
∪x∈{ν(x)∈Eδ},Br0(x)
)
. Note that the last inequality of (6.32)
comes from the regularity of u+.
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Let u˜ǫ be same in the Lemma 6.0.43 for given uǫ. From (6.32) and from
the definition of h, we have
(6.33)
u˜ǫ(x) ≤ u
+(x + ǫqν) + h(x) − σ/2
≤ g+(x) + h(x) +
(
1
rα
0
−
1
(r0 + ǫq)α
)
− σ/2
≤ g+(x) + h(x) − σ/4
for all x ∈ ∂D if ǫ is small. Hence, from the comparison,
(6.34) u˜ǫ(x) ≤ u
+
ǫ (x) + h(x) − σ/4
holds in Dwhere u+ǫ is the solution of the equation
(6.35)
F
(
D2u+ǫ ,
x
ǫ
)
= f
(
x, xǫ
)
in D
u+ǫ = g
+
(
x
ǫ
)
on ∂D.
Note that it is well known that u+ǫ converges to u
+ uniformly on D. See [E].
From Lemma 6.0.43, we have
(6.36) uǫ(x) ≤ u
+
ǫ (x) + Cǫ
qα
+ h(x) − σ/4
inDǫ. Hence, it also hold in K since K is contained inDǫ if ǫ is small enough.
Now, take ǫ→ 0 on both side, we have
(6.37) u0(x) ≤ u
+(x)
on K. 
7. Proof of Theorem 1.0.2
As we discussed in Section 6, as long as the effective boundary data g
has a continuous extension, we conclude that the solution uǫ converges to
u uniformly on every compact subset K ofDwhere u is the unique solution
of the equation (1.6) in the classical sense. In a Laplacian case, we easily
prove that
(7.1) g(x) = 〈g〉 =
∫
[0,1]n
g(y)dy
so it has continuous extension. Moreover, in Section 4, we give an suffi-
cient condition to have (7.1). However, it is hard to prove (7.1) in general
situation. So it is still open. In this section, we focus on the existence and
uniqueness of u even if g does not have the continuous extension as long as
the condition 6.0.35 holds.
Definition 7.0.44. Suppose that g(x) is a function defined on ∂D except countably
many points. Suppose also that A is a compact subset of ∂D. We say g is δ-
continuous for given δ on A, if for given any x0 ∈ A, there exist a neighborhood
Br(x0) such that if x1, x2 ∈ Br(x0) and g(x1), g(x2) are well defined, then
(7.2) |g(x1) − g(x2)| ≤ δ.
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By using Lemma 6.0.41, we easily prove that g is δ-continuous on ∂D \(
∪x∈{ν(x)∈Eδ},Br(x)
)
for every r > 0.
Lemma 7.0.45. Let A be a compact subset of ∂D and g is δ-continuous on A.
Then, there are continuous functions h± such that h−(x) ≤ g(x) ≤ h+(x) on A and
h+ − h− ≤ Cδ where C is a uniform constant.
Proof. Wewill prove the case whenA is a subset ofRn−1. Since ∂D is regular
manifold, it can be easily extend the case when A ⊂ ∂D.
Since g is δ-continuous on A, we can find r = r(x) such that if x1, x2 ∈
B2r(x0), then |g(x1) − g(x2)| ≤ δ. Moreover, since A is compact, there is a
finite covering ∪Bri(xi), i = 1, 2, · · · ,m, of K. Let r = min{r1, r2, · · · , rm}.
Letφ be a standardmollifier functionwhose support is contained inBr(0).
Let h+(x) = g ∗ φ + δ. Since ∪Bri(xi) is a covering of K, we can find a ball
Bri(xi) such that x ∈ Bri for any x ∈ A. From the choice of r, Br(x) ⊂ B2ri(xi)
and hence if y ∈ Br(0) then
(7.3) |g(x) − g(x − y)| ≤ δ.
So, we have
(7.4) g(x) ≤ h+(x) =
∫
Bη(0)
g(x − y)φ(y)dy + δ ≤ g(x) + 2δ
if g(x) is well defined at x ∈ A. In this way, we can define h− satisfying
(7.5) g(x) − 2δ ≤ h−(x) ≤ g(x).

Lemma7.0.46. Let K be a compact subset inD. Also, let g(x) be the function in the
Definition 4.0.18. Then, for any given δ > 0, there are functions h±(x) ∈ C(∂D), a
constant r > 0, and finite subset {z1, z2, · · · , zm} of ∂D such that
(1) h−(x) ≤ g(x) ≤ h−(x) and |h±(x)| ≤ 3‖g‖L∞() on ∂D,
(2) h+(x) − h−(x) ≤ 2δ for every x ∈ ∂D \ (
⋃
i Br(zi)),
Moreover, if u±(x) are viscosity solutions of the equation (1.6) when the boundary
data are h±(x) respectively, then we have the following estimate,
(7.6) 0 ≤ ‖u+(x) − u−(x)‖L∞(K) ≤ Cδ
where C is a uniform constant.
Proof. Without any loss of generality, we may assume that ‖g‖C2() = 1. As
we discussed before, there are finite points z1, z2, · · · , zm such that ν(zi) are
not inDδ. Let b(x) be a positive function having value 1 on ∂D∩
(
∪i Br(zi)
)
and supported in ∂D ∩
(
∪i B2r(zi)
)
. Let v be the solution of the following
equation
(7.7)
M+(D2v) = 0 in D,v(x) = b(x) on ∂D.
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According to out assumption, the solution of the equation v satisfies
(7.8) 0 ≤ v ≤ δ
on K if we choose r > 0 small enough.
Since g is δ-continuous on ∂D \
(
∪i Br(zi)
)
, there are continuous functions
h˜±(x) that has the same property in the Lemma 7.0.45. By extending prop-
erly, we may assume that h˜± ∈ C0(∂D) and the difference between h˜+ and
h˜− is less than Cδ.
Extend h˜±(x) to the interior ofD by using the equation F(D2˜h) = f (x). Let
h± = h˜±(x) ± v. We easily check that h± satisfies the property (1) and (2) in
the statement. Since h+ is a super solution of the equation (1.6), we have
(7.9) h−(x) ≤ u−(x) ≤ u+(x) ≤ h+(x) in D.
from the comparison. So, we have
(7.10)
≤ ‖u+(x) − u−(x)‖L∞(K) ≤ ‖h
+(x) − h−(x)‖L∞(K)
≤ ‖˜h+(x) − h˜−(x)‖L∞(K) + 2‖v‖L∞(K)
≤ Cδ + 2δ
≤ Cδ.

Proof of Theorem 1.0.2.
Let h±
i
(x) and u±
i
(x) be the same in the Lemma 7.0.46 when δ = 1/i, i ∈ N.
We let
(7.11)
H+i (x) = min{h
+
1 , h
+
2 , · · · , h
+
i },
H−i (x) = max{h
−
1 , h
−
2 , · · · , h
−
i },
and u˜±
i
(x) be the solutions of the equation (1.6) equipped the boundary data
H±
i
(x).
Since u˜+
i
(x) is monotone, there is a function u+ which is defined in K.
Similarly, we can define u−. From the fact that u−
i
(x) ≤ u˜−
i
(x) ≤ u˜+
i
(x) ≤ u+
i
(x)
and Lemma 7.0.46, we have
(7.12) 0 ≤ u+i (x) − u
−
i (x) ≤ C/i
for some uniform constant C. Hence we have u−(x) = u+(x) on K.
Let u(x,K) be the function defined as u(x,K) = u+(x) onK. We easily check
that if K1 ⊂ K2, then u(x,K1) = u(x,K2) on K1 because the barrier function
when K = K2 also be a barrier when K = K1. So, u(x) is well defined by
defining u(x) = u(x,K) where K is any compact set containing x.
We claim that u is a solution of the equation (1.6) in the general sense.
Suppose that v is a solution of the equation (1.6) with v ≥ g on ∂D. Then,
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since u˜−
i
(x) ≤ g(x) ≤ v(x) on ∂D for all i, we have u˜+
i
(x) ≤ v(x) in D. Hence
we have
(7.13) u = u− ≤ v
for all compact subset K of D. Hence the above holds for all x ∈ D. Since
the other inequality comes from the similar argument, u is the solution of
the equation (1.6) in the general sense. Moreover, the uniqueness of the
solution of the equation (1.6) immediately comes from the estimate (7.12)
Now we are done if we show u0 = u. From the Theorem 6.0.38, we have
(7.14) u+i (x) ≤ u0(x) ≤ u
−
i (x)
in some K. So, u(x) = u0(x) on K. 
As we told before, the IDDC is essential because if the domain does not
satisfy the IDDC, we cannot expect the uniform limit. The following is a
typical example for that.
Example 7.0.47. Suppose that D = {(x1, x2) ∈ R
2 : x2
1
+ (x2 − 1)
2 < 1, x2 > 1}
and g is given same in the Example 4.0.19. We denote ∂1D = ∂D ∩ {x2 = 1} and
∂2D = ∂D \ ∂1D. As we told before, if we choose ǫ = 1/2m for some integer m,
then g(x/ǫ) = 1 on ∂1D. By using the similar argument in the Lemma 4.0.29, we
can find a small η > 0 which is independent on ǫ such that uǫ ≥ 2/3 in Bη((0, 1))
where uǫ is the solution of the equation (Pǫ) when D and g are given by the same in
the above. Similarly, if we choose ǫ = 1/(2m + 1), the uǫ ≤ 1/3 in Bη((0, 1)). So,
uǫ cannot converges to some function locally uniformly on every compact subset of
D.
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