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Homogeneous finite time observer for nonlinear systems with
linearizable error dynamics
W. Perruquetti and T. Floquet
Abstract— This paper introduces a finite time observer for
nonlinear systems that can be put into a linear canonical form
up to output injection. The main contribution is that finite time
observation is obtained using continuous output injections. The
method is applied to a problem of chaotic synchronization.
I. INTRODUCTION
Several approaches have been considered to design ob-
servers for nonlinear systems. One of them is to study the
possibility to transform the original nonlinear system into
some observer canonical forms that admit observer error
linearization. The linearization by input-output injection, that
consists in finding an equivalent observable linear system
up to output injection, has been studied in [6], [14], [25],
[26], [29], [42]. Extensions were given in [15], [38] using
output dependent time scaling, and in [2], [23] using system
immersion. Then, Luenberger based linear observer with
asymptotically stable error dynamics can be designed.
The purpose of this paper is to introduce an homogeneous
observer for nonlinear systems that are linearizable up to
output injection. This observer yields the finite time conver-
gence of the error variables. Whereas finite time convergence
can be usually obtained using discontinuous actions and their
successive filtered values, the observer given in this brief
only relies on continuous homogeneous output injections.
Thus, high frequency dynamics are avoided and low pass
filters, that could introduce delays in the estimate, are not
required. It is also shown that the Luenberger linear observer
and the higher order sliding mode differentiator introduced
in [27] are limit cases of the proposed observer in this paper.
The paper is organized as follows. The class of considered
systems is given in Section II. Notions of finite time stability
and the design of a continuous finite time observer are
presented in Section III. In Section IV, the link to finite
time differentiators is discussed. Finally, Section V gives an
example.
II. PROBLEM STATEMENT
Let us consider the following ordinary differential equa-
tion:
ẋ = g (x) , x ∈ Rn. (1)
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Villeneuve-d’Ascq, France, and with Projet ALIEN, INRIA Futurs.
wilfrid.perruquetti;thierry.floquet@ec-lille.fr
Note φx0(t) a solution of the system (1) starting from x0 at
time zero.
If g is a continuous but not Lipschitz function, it may
happen that any solution of (1) converges to zero in finite
time. For instance, it is the case for
ẋ = −sign(x) |x|
1
3 , x ∈ R
whose solutions are
φx0(t) = sign(x0)
(
|x0|
1
3 −
t
3
)3
, if 0 < t < 3 |x0|
1
3
φx0(t) = 0, if t ≥ 3 |x0|
1
3 ,
and tends to zero in finite time. It is aimed here to exploit
this property of dynamical systems to design a finite time
observer (FTO).
Let us consider a nonlinear system of the form:
ξ̇ = η (ξ, u) (2)
y = h(ξ) (3)
where ξ ∈ Rd is the state, u ∈ Rm is a known and
sufficiently smooth control input, and y(t) ∈ R is the
output. η : Rd × Rm → Rd is a known vector field. It is
assumed that the system (2)-(3) is locally observable [17]
and that there exists a local state coordinate transformation
and an output coordinate transformation which transform the
nonlinear system (2)-(3) into the following canonical form:
ẋ = Ax + f(y, u, u̇, ..., u(r)) (4)
y = Cx (5)
where x ∈ Rn is the state, r ∈ N>0 and
A =


0 1 0 0 0
0 0 1 0 0
...
...
...
. . .
...
0 0 0 0 1
0 0 0 0 0


,
C =
(
1 0 ... 0
)
. (6)
The transformations involved in such a linearization method
for different classes of systems can be found in [6], [14],
[25], [26], [29], [42]. Usually, n = d but one can have n > d
in the case of system immersion [2], [23].
Then, the observer design is quite simple since all non-
linearities are function of the output and known inputs.
Asymptotic stability can be obtained using a straightforward
generalization of a linear Luenberger observer. Finite time
sliding mode observers have already been designed for
system (4)-(5) (see e.g. [12], [35]). However, they rely
on discontinuous output injections and on a step-by-step
procedure that can be harmful for high order systems. In
this paper, a finite time observer based on continuous output
injections is introduced.
III. HOMOGENEOUS FINITE TIME OBSERVER
A. Definitions and preliminary results
1) Finite time stability:
Definition 1: The system (1) is said to have unique solu-
tions in forward time on a neighbourhood U ⊂ Rn if for
any x0 ∈ U and two right maximally defined solutions of
(1), φx0 : [0, Tφ[ → R
n and ψx0 : [0, Tψ[ → R
n, there exists
0 < Tx0 ≤ min {Tφ, Tψ} such that φ
x0 (t) = ψx0(t) for all
t ∈ [0, Tx0 [.
It can be assumed that for each x0 ∈ U , Tx0 is chosen to
be the largest in R+ ∪ {+∞}. Various sufficient conditions
for forward uniqueness can be found in [22].
Let us consider the system (1) where g ∈ C0 (Rn), g(0) =
0 and where g has unique solutions in forward time. Let us
recall the notion of finite time stability involving the settling-
time function given in [5, Definition 2.2] and [1].
Definition 2: The origin of the system (1) is finite time
stable if:
1) there exists a function T : V \ {0} → R+ (V
is a neighbourhood of the origin) such that for all
x0 ∈ V \ {0}, φ
x0(t) is defined (and unique) on
[0, T (x0)), φ
x0(t) ∈ V \ {0} for all t ∈ [0, T (x0))
and lim
t→T (x0)
φx0(t) = 0.
T is called the settling-time function of the system (1).
2) for all ǫ > 0, there exists δ (ǫ) > 0 such that for
every x0 ∈ (δ (ǫ)B
n \ {0}) ∩ V , φx0(t) ∈ ǫBn for all
t ∈ [0, T (x0)).
Remark 3: Note that if the origin of the system (1) is finite
time stable, then g cannot have unique solutions in backward
time at the origin. In particular, g cannot be locally Lipschitz
at the origin (see the example given in the problem statement
Section II). Then, if the system (1) is finite time stable,
Lyapunov asymptotic stability implies that φ0 ≡ 0 is the
unique solution starting from x0 = 0. So, the settling-time
T can be extended at the origin by T (0) = 0. This extension
is also called the settling-time function of the system (1).
The following result gives a sufficient condition for system
(1) to be FTS1 (see [31], [36] for ODE, and [30] for
Differential inclusion):
Theorem 4: Let the origin be an equilibrium point for the
system (1), and let ϕ be continuous on an open neighborhood
V of the origin. If there exist a Lyapunov function2 V : V →
R+ and a function r : R+ → R+ such that
V̇ (x) ≤ −r(V (x)), (7)
1This result is based on a necessary and sufficient condition given in [16]
for scalar system in the form (1).
2V is a continuously differentiable function defined on V such that V is
positive definite and V̇ is negative definite.
along the solutions of (1) and ε > 0 such that
∫ ε
0
dz
r(z)
< +∞, (8)
then the origin is FTS.
In particular, assuming forward uniqueness of the solution
and the continuity of the settling time function, Bhat and
Bernstein (see [5, Definition 2.2]) showed that “finite time
stability of the origin is equivalent to the existence of a
Lyapunov function satisfying (7) where r(x) = cxa, with
a ∈]0, 1[, c > 0”.
The interested reader can find more details on finite time
stability in [1], [3], [4], [5], [16], [19], [20], [31], [30], [33].
2) Homogeneity:
Definition 5: Let r = (r1, . . . , rn) be a n−uplet of
positive real numbers. Then for any positive real number
λ
Λrx = (. . . , λ
rixi, . . . ),
represents a mapping x 7→ Λrx usually called dilation (see
[18]).
Definition 6: A function h defined on Rn is said to be
homogeneous with degree αh ∈ R with respect to dilation
Λr if for all x ∈ R
n (see [18]):
h(Λrx) = λ
αhh(x).
When such a property holds, we note: deg(h) = αh.
Definition 7: A vector field g defined on Rn with compo-
nents denoted by gi is said to be homogeneous with degree
d with respect to dilation Λr (with r = (r1, . . . , rn)) if for
all x ∈ Rn, (see [18]):
deg(gi) = d + ri, ∀i ∈ {1, . . . , n}.
When such a property holds, the corresponding nonlinear
ODE given by (1) is said to be homogeneous with degree d
with respect to dilation Λr.
Theorem 8: [1, Theorem 5.8 and Corollary 5.4] Let g be
defined on Rn and be a continuous vector field homogeneous
with degree d < 0 (with respect to dilation Λr). If the origin
of (1) is locally asymptotically stable, it is globally FTS.
B. Finite Time Observer design
Set x =
[
x1 x2 · · · xn
]T
. The system (4)-(5) can
be rewritten as:
ẋ1 = x2 + f1(x1, u, u̇, ..., u
(r))
ẋ2 = x3 + f2(x1, u, u̇, ..., u
(r))
...
ẋn = fn(x1, u, u̇, ..., u
(r)) (9)
y = x1 (10)
The observer is designed as follows:
dx̂1
dt
= x̂2 + f1(x1, u, u̇, ..., u
(r)) + χ1(x1 − x̂1)
dx̂2
dt
= x̂3 + f2(x1, u, u̇, ..., u
(r)) + χ2(x1 − x̂1)
...
dx̂n
dt
= fn(x1, u, u̇, ..., u
(r)) + χn(x1 − x̂1) (11)
where the functions χi will be defined in such a way that
the observation error e = x − x̂ ∈ Rn tends to zero in finite
time. The error dynamics is given by
ė1 = e2 + χ1(e1)
ė2 = e3 + χ2(e1)
...
ėn = χn(e1) (12)
Consider a dilation with weights (r1, r2, . . . , rn). The system
(12) is homogeneous with degree d if and only if the
functions χi are homogeneous. Furthermore:
r1 + d = r2 = deg(χ1),
r2 + d = r3 = deg(χ2),
...
rn + d = deg(χn).
Let us choose d < 0 and χi(e1) = −ki ⌊e1⌉
αi , where for
any real number x ∈ R:
⌊x⌉
α
= sgn (x) |x|
α
.
Note that for any α > 0:
d ⌊x⌉
α
dx
= α |x|
α−1
,
d |x|
α
dx
= α ⌊x⌉
α−1
.
Then deg(χi) = αir1 and
r1 =
r2
α1
=
r3
α2
= . . . =
rn
αn−1
> 0,
d = (α1 − 1)r1 =
„
α2
α1
− 1
«
r2 = . . . =
„
αn
αn−1
− 1
«
rn < 0.
This is equivalent to the following conditions on the αi:
α1 = α ∈
]
n − 1
n
, 1
[
,
α2 = 2α − 1,
α3 = 3α − 2,
...
αn = nα − (n − 1). (13)
Then (12) becomes
de1
dt
= e2 − k1 ⌊e1⌉
α
de2
dt
= e3 − k2 ⌊e1⌉
2α−1
...
den
dt
= −kn ⌊e1⌉
nα−(n−1)
. (14)
Since the dilation is (r1, r2 = α1r1, . . . , rn = αn−1r1), the
dilation weights can be normalized by taking r1 = 1 and
one obtains (1, α1, . . . , αn−1). Let us consider the following
Lyapunov function:
Vα(e) = σ
T Pσ,
σ =
[
⌊e1⌉
1/r1 , ⌊e2⌉
1/r2 . . . , ⌊en⌉
1/rn
]T
=
[
e1, ⌊e2⌉
1/α
. . . , ⌊en⌉
1/((n−1)α−(n−2))
]T
,
where P is the solution of the following Lyapunov equation
ATo P + PAo = −I,
Ao =


−k1 1 0 0
−k2 0
. . . 0
...
...
. . . 1
−kn 0 . . . 0


. (15)
The gains ki are chosen such that Ao is Hurwitz. Thus P is
positive definite. Note that V is homogeneous because
σ(Λre) =


λe1
⌊λαe2⌉
1/α
...
⌊
λ((n−1)α−(n−2))en
⌉1/((n−1)α−(n−2))


= λσ(e)
Vα(Λre) = σ
T (Λre)Pσ(Λre) = λ
2Vα(e)
and that V is differentiable for 0 < α ≤ 1 because each
component of σ is of the type ⌊ei⌉
1/ri with 1/ri ≥ 1. It is
clear that the previous obtained conditions are parameterized
by the single parameter α. Let us also note that when α tends
to 1, the following facts hold:
• lim
α→1
(αi) = 1, ∀i ∈ {1, . . . , n},
• lim
α→1
(ri) = r1 = 1, ∀i ∈ {1, . . . , n}, (after normaliz-
ing the dilation r1 = 1),
• lim
α→1
(σ) = lim
α→1
h
e1, ⌊e2⌉
1/α
. . . , ⌊en⌉
1/((n−1)α−(n−2))
iT
=
e,
• the system (14) tends to the globally asymptotically
stable linear system ẋ = Aox since Ao is Hurwitz.
Let us define the following level set
Lα = {e : Vα(e) = 1}.
When α = 1, Vα=1 is a positive definite quadratic Lyapunov
function and its time derivative is V̇α=1(e) = −e
T e < 0.
From the continuity of the two functions Vα(e) and V̇α(e),
it can be said that, for α close to 1, Lα is a compact set
where Vα(e) is strictly positive and its time derivative is
strictly negative.
From the facts that Vα(e) and −V̇α(e) are strictly positive
definite on the level set Lα (that contains the origin) and the
homogeneity property of both the system and the function
Vα, one can conclude at the asymptotic stability of the system
(see [3], [24], [1]). Moreover, if α is chosen such that d < 0,
one can state that there exists a positive constant ε, 1n > ε >
0, such that the observer (11) with χi(e1) = −ki ⌊e1⌉
αi ,
i ∈ {1, . . . , n} and the following positive constants
α1 = α ∈]1 − ε, 1[,
α2 = 2α − 1,
α3 = 3α − 2,
...
αn = nα − (n − 1),
ki : Ao given by (15) is Hurwitz
reconstruct in finite time the state x.
IV. CONTINUOUS FINITE TIME DIFFERENTIATOR
A. Description and analysis
From Section III, a differentiator can be derived using
the designed observer. Let us consider a smooth signal
y(t). It is aimed to estimate the successive time derivatives
of y(t) up to the order (n − 1), that is to say ẏ(t),...,
y(n−1)(t). Assume that y(n)(t) = θ
(
ẏ(t), ..., y(n−1)(t)
)
. Set
Y =
[
y ẏ ... y(n−1)
]T
. Then
Ẏ = AY + Θ(Y )
y = CY
where (A,C) are given in (6) and
Θ(Y ) =


0
...
0
θ
(
ẏ(t), ..., y(n−1)(t)
)


∈ Rn
According to Section III, one can propose the following
homogeneous differentiator
ż1 = z2 − k1 ⌊z1 − y⌉
α
,
...
żi = zi+1 − k ⌊z1 − y⌉
iα−(i−1)
, i = 2, ..., n − 1
...
żn = −kn ⌊z1 − y⌉
nα−(n−1)
. (16)
Setting e = Y − z, one obtains
de1
dt
= e2 − k1 ⌊e1⌉
α
de2
dt
= e3 − k2 ⌊e1⌉
2α−1
...
den
dt
= θ
(
ẏ(t), ..., y(n−1)(t)
)
− kn ⌊e1⌉
nα−(n−1)
. (17)
Here due to the term θ
(
ẏ(t), ..., y(n−1)(t)
)
, it is impossible
with this structure to get the convergence of the error to zero
without any additive knowledge about the signal and thus the
term θ
(
ẏ(t), ..., y(n−1)(t)
)
. To overcome this problem, one
can assume that x(t) is locally polynomial on a small time
interval (θ
(
ẏ(t), ..., y(n−1)(t)
)
= 0) and, in that case, it is
possible to recover the time derivative. Another way is to
assume that θ is bounded such that ‖θ‖ ≤ M for all t. Then,
one needs to dominate M by using a discontinuous term as
proposed in the next subsection.
B. Link with the higher order sliding mode differentiator
It has been seen that the state could be recovered in finite
time with the observer (11) if α ∈
]
n−1
n , 1
[
. The limit case
when α = 1 corresponds to the well-known Luenberger
observer. Let us investigate the other limit case α → n−1n : in
that case ⌊e1⌉
nα−(n−1)
→ sign (z1 − y) which will be used
to dominate the bound on θ
(
ẏ(t), ..., y(n−1)(t)
)
.
In [27], the following (n−1)-th robust exact differentiator
with finite-time convergence was proposed:
ż1 = z2 − k1 |z1 − y|
n−1
n sign (z1 − y) ,
...
żi = zi+1 − ki |z1 − y|
n−i
n sign (z1 − y) , i = 2, ..., n − 1
...
żn = −knsign (z1 − y) . (18)
Thus, one can recognize (16) with α = n−1n . In that
context, using a differential inclusion setting and some results
on homogeneity for such a differential inclusion, another
reasoning can be used to show that for sufficiently large kn,
the error dynamics converge to zero in finite time.
V. APPLICATION TO CHAOTIC SYNCHRONIZATION
Several chaotic systems, as the three-dimensional Genesio-
Tesi system [8], the Lur’e-like system or the Duffing equation
[13], belong to the class of systems (4-5). In this section, the
Chua’s system is considered to show the effectiveness of the
proposed approach. The great simplicity and considerable ro-
bustness have made the Chua s circuit a paradigm to generate
chaotic signals [28]. The dynamics of Chua’s transmitter is
given by the following state equation:



ẋ1 = −
1
C1R
(x1 − x2 − Rh(x1))
ẋ2 =
1
C2R
(x1 − x2 + Rx3)
ẋ3 = −
1
L (x2 + R0x3)
(19)
where
h(x1) = G2x1 + 0.5 (G1 − G2) (|x1 + H| − |x1 − H|)
The output is chosen as y = x1. Thus, the Chua’s circuit
is in a similar form as (4-5). In [7] and [13], the authors
designed a step-by-step sliding mode observers to perform
finite time synchronization of this chaotic system. However,
the estimation is based on a step-by-step procedure using
successive filtering values of the so-called equivalent output
injections obtained from recursive first order sliding mode
observers. The approximation of the equivalent information
injections by low pass filters at each step may introduce some
delays that could lead to inaccurate estimates or to instability
for high order systems. The observer given in Section 11
leads to the finite time synchronization of the Chua’s circuit
using only continuous output injection.
Let us define the linear change of coordinates z = Tx
where
T =


1 0 0
1
C2R
+ R0L
1
C1R
0
1
LC2
(
1 + R0R
)
R0
LC1R
1
C2C1R

 . (20)
The system is transformed into the following Brunosvky
canonical form:
ż =


−a1 1 0
−a2 0 1
−a3 0 0

 z +


b1
b2
b3

h(x1), (21)
where
a1 =
1
C1R
+
1
C2R
+
R0
L
a2 =
1
L
(
R0
C1R
+
R0
RC2
+
1
C2
)
a3 =
1
C1RLC2
b1 =
1
C1
b2 = b1
(
1
C2R
+
R0
L
)
b3 =
b1
LC2
(
1 +
R0
R
)
The observer is given by
dẑ1
dt
= −a1x1 + ẑ2 + b1h(x1) + k1 ⌊z1 − ẑ1⌉
α
dẑ2
dt
= −a2x1 + ẑ3 + b2h(x1) + k2 ⌊z1 − ẑ1⌉
2α−1
dẑ3
dt
= −a3x1 + b3h(x1) + k3 ⌊z1 − ẑ1⌉
3α−2
y = ẑ1 (22)
In the simulations, the numerical values of the Chua’s
circuit are C1 = 10.04 nF, C2 = 102.2 nF, R = 1747 Ω,
R0 = 20Ω, L = 18.8 mH, G1 = −0.756 mS, G2 = −0.409
mS, H = 1 V. The gains of the observer have been set as
follows: α = 0.7, k1 = 1000, k2 = 240, k3 = 24.
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Fig. 1. The z and bz time evolution of the chaotic system (21) and its
observer (22)
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Fig. 2. The x and bx time evolution of the chaotic system (19) and its
observer (22) with the transformation T (20)
VI. CONCLUSION
In this paper, a continuous finite time observer based on
homogeneity properties has been designed for the observa-
tion problem of nonlinear systems that are linearizable up
to output injection. It does not involve any discontinuous
output injections and step-by-step procedure, as it is the
case, for instance, for sliding mode observers. A link with
a well-known higher order sliding mode differentiator has
been highlighted. Further works aim at extending this result
to a larger class of nonlinear systems.
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