To characterize associations between genetic and neuroimaging data, a variety of analytic methods have been proposed in neuroimaging genetic studies. These methods have achieved promising performance by taking into account inherent correlation in either the neuroimaging data or the genetic data alone. In this study, we propose a novel robust reduced rank graph regression based method in a linear regression framework by considering correlations inherent in neuroimaging data and genetic data jointly. Particularly, we model the association analysis problem in a reduced rank regression framework with the genetic data as a feature matrix and the neuroimaging data as a response matrix by jointly considering correlations among the neuroimaging data as well as correlations between the genetic data and the neuroimaging data. A new graph representation of genetic data is adopted to exploit their inherent correlations, in addition to robust loss functions for both the regression and the data representation tasks, and a square-root-operator applied to the robust loss functions for achieving adaptive sample weighting. The resulting optimization problem is solved using an iterative optimization method whose convergence has been theoretically proved. Experimental results on the Alzheimer's Disease Neuroimaging Initiative (ADNI) dataset have demonstrated that our method could achieve competitive performance in terms of regression performance between brain structural measures and the Single Nucleotide Polymorphisms (SNPs), compared with state-of-the-art alternative methods.
Introduction
Recent advances in non-invasive neuroimaging and genotyping technologies have promoted the study of neuroimaging genetics, providing opportunities to investigate interplay of the brain structure, function, connectivity, and genetic variations, as well as their relationships with human behaviors or neuropsychiatric disorders (Thompson et al. 2013; Medland et al. 2014) . Quantitative measures of the brain's structure, functional activity, as well as structural and functional connectivity can be derived from imaging data as intermediate or endophenotypes (Thompson et al. 2013; Medland et al. 2014; Kong et al. 2015; Zhu et al. 2017b ). Particularly, multimodal imaging techniques, such as structural magnetic resonance imaging (sMRI), functional MRI (fMRI), diffusion tensor imaging (DTI), positron emission tomography (PET), magnetoencephalography (MEG), and electroencephalography (EEG) have been widely adopted to quantitatively measure brain morphology, function, and functional and structural connectivity in studies of brain development, aging, and brain disorders (Fan et al. 2011; Fu et al. 2014 Fu et al. , 2018 Liu et al. 2014, Alzheimer's Disease Neuroimaging Initiative (ADNI) is a Group/ Institutional Author. Data used in preparation of this article were obtained from the Alzheimer's Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). As such, the investigators within the ADNI contributed to the design and implementation of ADNI and/or provided data but did not participate in analysis or writing of this report. A complete listing of ADNI investigators can be found at: http://adni.loni.usc.edu/wpcontent/uploads/how_to_apply/ADNI_Acknowledgement_List.pdf 2015) . A variety of studies have shown that sMRI measures (volume of brain cortical and subcortical regions, cortical thickness, and cortical area), resting state fMRI (rsfMRI) measures (functional connectivity), and DTI measures (white matter integrity and structural connectivity) are genetically influenced (Wang et al. 2012a, b; Medland et al. 2014; Hibar et al. 2015; Hao et al. 2016; Greenlaw et al. 2017; Huang et al. 2017) .
In neuroimaging genetic studies, exploring association between a few candidate imaging measures and genetic loci or single nucleotide polymorphisms (SNPs) with univariate statistical tools has been widely adopted, and evolves to candidate imaging measure and genome-wide association analysis, candidate gene and whole brain association analysis, and whole brain and genome-wide (WBGW) association analysis Thompson et al. 2013) , causing multiple testing problems. Adopting multivariate statistical tools has been an effective means to alleviate the multiple testing problems, especially those joint modeling approaches for exploring multivariate association (Wang et al. 2012a, b; Zhu et al. 2017b) .
The rich information of neuroimaging and genetic data facilitates fine-grained analyses of the interplay of brain structure, function, connectivity, and genetic factors (Vounou et al. 2010 (Vounou et al. , 2012 Lu et al. 2017) . However, high dimensionality of the neuroimaging and genetic data has been a major challenge, causing computational and statistical problems (Thompson et al. 2013; Medland et al. 2014 ). Firstly, due to resource limitations, neuroimaging genetic studies often have limited samples and the number of samples is much less than the dimensions of both neuroimaging and genetic data (Zhang et al. 2011 (Zhang et al. , 2012 , leading to the so called Bcurse of dimensionality^problem (Peng and Fan 2017a, b; Zheng et al. 2017; Zhu et al. 2017a Zhu et al. , 2018 . Secondly, both noise and redundancy of the neuroimaging and genetic data could reduce the rank of the data, which may make it difficult to obtain robust machine learning models from such data (Vounou et al. 2012; Greenlaw et al. 2017; Lu et al. 2017) . To alleviate the Bcurse of dimensionality^problem, data reduction techniques have been widely adopted in imaging-genetics studies, including linear subspace analysis methods and supervoxel methods (Fan et al. 2005 (Fan et al. , 2007 Zhang et al. 2015) . In particular, linear subspace learning methods, such as principle component analysis (PCA), have been used to project voxelwise measures into a small number of components, and the supervoxel methods parcellate the brain into regions of interest (ROIs) by adopting anatomical atlases or clustering image voxels. Anatomical atlases that define ROIs, such as Automated Anatomical Labeling (AAL) template (Tzourio-Mazoyer et al. 2002) , are widely adopted for computing regional imaging measures and for defining network nodes to compute brain connectivity measures in brain network analysis (Fan et al. 2011 ). More recently, sparse models have been proposed to simultaneously deal with the issues of data noise and Bcurse of dimensionality^ (Vounou et al. 2012; Lu et al. 2017; Zhu et al. 2018) . For example, Lu et al. developed a Bayesian longitudinal low-rank regression model to jointly analyze correlations between high-dimensional longitudinal response variables and neuroimaging features (Lu et al. 2017 ). Du et al. employed sparse canonical correlation analysis to discover bi-multivariate correlations between different genetic markers such as single-nucleotide polymorphisms (SNPs) and neuroimaging quantitative traits (Du et al. 2017) .
In this study, we propose a robust reduced rank graph regression (RRRGR) method to characterize correlations among genetic and neuroimaging data jointly. Specifically, we use the genetic data as a feature matrix to regress a response matrix comprising the neuroimaging data by constructing a reduced rank regression model, which jointly considers correlations among the neuroimaging data as well as correlations between the genetic data and the neuroimaging data. Furthermore, a new graph representation of genetic data is adopted to exploit their inherent correlations. Our method is further enhanced by robust loss functions for both the regression and the data representation tasks and a square-root-operator is applied to the robust loss functions for achieving adaptive sample weighting, which alleviates impact of data outliers, facilitates automatic model weighting, and eliminates the need for tuning a trade-off parameter for the robust loss functions. The resulting optimization problem is solved using an iterative optimization method whose convergence has been theoretically proved. The proposed method has been evaluated based on the Alzheimer's Disease Neuroimaging Initiative (ADNI) structural MRI data and SNP data for exploring their associations. Experimental results showed that the proposed method could identify important SNPs that predict the brain imaging features with higher accuracy than the SNPs selected by alternative state-of-the-art methods under comparison, including Regularized Multivariate Ridge Regression (Hoerl and Kennard 1970) , Multi-Task Feature Learning (Argyriou et al. 2007 ), Group Multi-Task Feature Learning (Wang et al. 2012a, b) , and Sparse Reduced-Rank Regression (Vounou et al. 2012) .
Methods

Notations
Throughout this paper, we denote matrices as boldface uppercase letters, vectors as boldface lowercase letters, and scalars as normal italic letters, respectively. For a matrix X = [x ij ], its i-th row and j-th column are denoted as x i and x j , respectively. We denote the Frobenius norm, the ℓ 2, 1 -norm, and ℓ 1 -the norm of a matrix
, and ‖X‖ 1 = ∑ i, j |x i, j |, respectively. We further denote the transpose operator, the trace operator, the rank, and the inverse of a matrix X as X T , tr(X), rank(X), and X −1
, respectively.
A Robust Reduced Rank Graph Regression Method
Since not all SNPs are related to neuroimaging features, sparsity is often adopted via either anℓ 1 -norm regularization or an ℓ 2, 1 -norm regularization to remove redundant SNPs for regressing the neuroimaging features (Zhu et al. 2017b 
, respectively, as the feature matrix of p SNPs and the response matrix of q neuroimaging features, obtained from n unrelated subjects, we propose to characterize correlations among genetic and neuroimaging data by optimizing
, and I ∈ ℝ r × r is an identity matrix. Different from conventional ridge regression using the least square loss function
) plus an ℓ 2, 1 -norm regularization on W to optimize the weight coefficient matrix W, the term ‖Y − XUV T ‖ 2, 1 conducts a robust reduced rank regression in consideration of potential correlations among Y (Zhu et al. 2017b ). Specifically, the orthogonality constraint on V encourages the column vectors of V uncorrelated, and leads to a formulation
F , indicating that YV considers the correlations among the columns of Y (i.e., the correlations among neuroimaging features) to regress X. The term ‖X − XS‖ 2, 1 is a robust self-representation loss function , where the value of s ij (s ij is the element of the i-th row and the j-th column of S) measures correlation between two samples x i and x j . The ℓ 2, 1 -norm regularization on S helps alleviate the impact of redundant SNPs, and the ℓ 1 -norm regularization on S and the constraint diag(S) = 0 are adopted to sparsely represent each sample by other samples, excluding itself Zhu et al. 2017a ). In particular, ‖[U, S]‖ 2, 1 is a group sparsity regularization on U and S in their row direction to select the same rows of these two variables for conducting variable selection on the SNPs. Therefore, Eq. (1) conducts variable selection on X, i.e., SNPs, in consideration of potential correlations among the neuroimaging features via the first loss function and the constraints on U and V, as well as makes every SNP to be sparsely represented by informative SNPs in consideration of potential correlations among the features via the second loss function and the constraints on S.
We adopt the square root of the ℓ 2, 1 -norm loss functions in the first two terms in Eq. (1), instead of the conventional Frobenius loss functions (i.e., least square loss function), because the squared root of a loss function is more robust to outliers Fan 2016, 2017a, b) . To optimize Eq. (1), we firstly calculate the derivative on the first term of Eq. (1) with respect to its variables (i.e., U and V) and the second term of Eq. (1) with respect to the variable S to have:
where ω 1 and ω 2 are defined as:
The values of ω 1 and ω 2 can be regarded as the model weights for the reduced rank constraint and the graph representation constraint, respectively, resulting in parameter-free model weightings. More specifically, if
when XUV
T is a good estimation of Y), then ω 1 is assigned a large weight, and vice versa. On the other hand, it can be shown that the following equations hold (Zhu et al. 2017a (Zhu et al. , 2018 ,
where the matrices F and H are diagonal, and their diagonal elements are defined as:
Equation (5) implies that a large weight will be assigned to a subject/sample that can be characterized with a small prediction loss (i.e., (Y − XUV T ) i ), while a small weight will be assigned to noisy samples with high prediction loss. The optimization and a convergence analysis of Eq. (1) are presented in Appendixes 1 and 2. Some observations of Eq. (1) are following: Remark 1. In Eq. (1), the first two terms take into consideration correlations between the SNP data X and the neuroimaging data Y, the last two terms conduct variable selection to select important SNPs for neuroimaging genetic analysis, and the last three terms take the correlations among the features into account. Moreover, the reduced rank constraints on U and V take the correlations among variables of the response matrix into account.
Remark 2. Equation (1) jointly models all possible correlations among the data for neuroimaging genetic analysis. The robust loss functions (i.e., the first two loss functions) could effectively alleviate the influence of noisy samples, while the square-root-operator on the robust loss functions facilitates automatic learning of weights of different models, i.e., the regression model between the response matrix and the feature matrix in the first term as well as the reconstruction model in the second term. Therefore, less tuning parameters are needed in Eq. (1) compared with alternative modeling strategies.
Compared with the Sparse Reduced-Rank Regression (SRRR) (Vounou et al. 2012) , our method has two contributions, i.e., explicitly modeling the correlations among the genetic data as a graph, and conducting a parameter-free imaging-genetic analysis. To investigate advantages of individual components of our objective function of Eq. (1), we obtain two variants of our method by making following changes. Firstly, we remove the graph based data representation of the genetic data and obtain a variant, referred to as SRRR without a regularization parameter (SRRR-P). The SRRR-P method is modeled by Eq. (6):
Secondly, we replace our parameter-free model with an extra regularization parameter, referred to as parametric robust reduced rank graph regression (P-RRRGR). The P-RRRGR method is modeled by Eq. (7):
where α is a tunable parameter to regularize weights of the first two terms.
Experiments
We compared our method with four state-of-the-art methods for conducting imaging-genetic analysis on a subset of the ADNI database ('www.adni-info.org'), consisting of baseline MRI data and SNP data of 737 subjects. Particularly, the ADNI was launched in 2003 as a public-private partnership, led by Principal Investigator Michael W. Weiner, MD. The primary goal of ADNI has been designed to test whether serial magnetic resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer's disease (AD). The ADNI MRI scans were acquired using a sagittal 3D MP-RAGE T1-w sequence (TR = 2400 ms, minimum full TE, TI = 1000 ms, FOV = 240 mm, voxel size of 1. 25 × 1.25 × 1.2 mm 3 ) (Jack et al. 2008) . For up-to-date information, see www.adni-info.org.
Data Preprocessing
The MRI scans were processed using a standard protocol, including spatial distortion correction and bias field correction, followed by skull-stripping, cerebellum removal, intensity inhomogeneity correction, segmentation, and registration. Based on the AAL template, we finally obtained gray matter volume measures of 90 cortical and subcortical regions for each MRI scan to characterize its anatomy.
Each of the MRI scans had corresponding genetic data obtained from the ADNI 1 cohort, consisting of 620, 901 SNPs. The SNPs were processed by taking the following two steps, i.e., quality control and imputation (Bertram et al. 2007 ). The quality control step included 1) call rate check per subject and per SNP marker; 2) gender check; 3) sibling pair identification; 4) the Hardy-Weinberg equilibrium test; 5) marker removal by the minor allele frequency; and 6) population stratification. The imputation step imputed the incomplete SNPs with the modal value. Finally, we obtained 3996 SNPs, within the boundary of 20 K base pairs of the 153 Alzheimer's disease (AD) candidate genes listed on the AlzGene database ('http://www.alzgene.org/') as of 4/18/2011. Because the dimension of SNPs was much higher than the dimension of MRI features (i.e., 90), an unsupervised variable selection method (He et al. 2006 ) was adopted to reduce the dimensions of SNPs to the similar level of neuroimaging features, i.e., 100 SNPs.
Experimental Settings
We compared our method with Regularized Multivariate Ridge Regression (RMRR) (Hoerl and Kennard 1970) , Multi-Task Feature Learning (MTFL) (Argyriou et al. 2007 ), Group Multi-Task Feature Learning (GMTFL) (Wang et al. 2012a, b) , and SRRR (Vounou et al. 2012) . We also empirically evaluated variants of our method, namely SRRR-P and P-RRRGR.
The RMRR method adopts an ℓ 2 -norm regularization in conjunction with the least square regression for achieving robust regression results. This method could be used to explore associations between SNPs and neuroimaging measures by separately estimating individual neuroimaging measures based on a set of SNPs under study. In our experiments, we firstly conducted RMRR between p SNPs and q ROIs to select top SNPs using all the neuroimaging features (Chen et al. 2014) . Particularly, the top SNPs were selected based on the absolute values of the regression coefficient matrix row-by-row. Once the top SNPs were identified, they were used as features to regress all q ROIs.
The MTFL method adopts an ℓ 2, 1 -norm based group sparsity regularization in conjunction with the least square regression for multi-task regression. This method could be used to characterize associations between SNPs and imaging measures in a multiple task regression setting, and at the same time to identify the most informative SNPs due to its group sparsity regularization.
The GMTFL method takes into consideration interlinked relationship among the genetic data to conduct variable selection on the feature matrix. Hence, this method considers correlations among features and correlations between measures of a response matrix and the feature matrix to select a subset of SNPs for conducting imaging-genetic analysis.
Sparse Reduced-Rank Regression (SRRR) conducts variable selection on the feature matrix by taking the correlations among the response variables and the correlations between the response matrix and the feature matrix into account, in order to select a subset of SNPs for conducting imaging-genetic analysis.
Except the RMRR method that does not consider any potential correlations among data of the feature matrix or correlations among data of the response matrix, all other methods under comparison consider potential correlation among data of the response matrix or potential correlation among data of the feature matrix. In contrast to these alternative methods under comparison, our method considers both correlations among data of the response matrix and correlation among data of the feature matrix.
In our experiments, we used 3-fold cross-validation to compare all methods. Specifically, we repeated the whole process of 3-fold cross-validation 20 times to avoid any possible bias caused by dataset partitioning for the cross-validation. The final performance was measured by averaging results of all the 20 runs of the cross-validation. We further employed a nested 3-fold cross-validation for model selection by setting the parameters in the range of {10 We used the Root Mean Squared Error (RMSE) as a metric to evaluate the performance of all the methods. Specifically, we firstly analyzed RMSE results of all the methods as functions of different numbers of SNPs, and then reported top 10 selected SNPs and top 10 selected ROIs of all the methods. Finally, we presented the RMSE results of our method with different numbers of ranks and different numbers of SNPs.
Experimental Results
The RMSE results (including mean and standard deviation) shown in the left side of Fig. 1 demonstrate that the proposed method achieved the overall best performance, with an average improving of 12.56% over the alternative methods under comparison. The paired t-tests between our method and each of the alternative methods under comparison showed that all p-values were smaller than 0.001.
We also evaluated our method in terms of its sensitivity to ranks of the data matrix (i.e., r) and reported the RMSE results associated with different ranks and different numbers of the SNPs to predict the neuroimaging measures in Eq. (1). The right side of Fig. 1 shows change of RMSE results with different ranks of the data matrix of SNPs, i.e., r ∈ {1, 2, …, 10}, where the mean and the standard deviation of the RMSE were obtained from all experiments and each curve was the change of RMSE with a fixed number of SNPs to predict the neuroimaging measures, e.g., 'top 20' denotes the change of RMSE using top 20 SNPs to predict the imaging measures. These change plots show that the best ranks of the matrix of SNPs for our method to predict the neuroimaging measures were 6, 7, and 8. These results clearly demonstrate that a reduced rank constraint might help find the reduced rank structure of high-dimensional neuroimaging data by taking into consideration the correlations among the response variables. In summary, the results shown in the right side of Fig. 1 indicate that the promising performance achieved by our method was largely due to the fact that our method adopts the constraints of (1) reduced rankness, (2) the graph representation with sparse penalties, and (3) the parameter-free sample and model weightings, in a unified framework.
In our experiments, we averaged the absolute values of UV T in Eq.
(1) from all 60 experiments (i.e., 20 runs of the 3-fold cross-validation), then sorted the rows of the average absolute values of UV T in a descending order to select the top 10 SNPs and sorted the columns of the average absolute values of UV T in a descending order to select the top ROIs. We also averaged the absolute values of the weight coefficient matrix measuring the linear relationship between the SNPs and the neuroimaging features to obtain the order of both the SNPs and the neuroimaging features of all the other methods. The resulting heatmaps of the regression coefficients of the selected top 10 SNPs and the ordered ROIs of all methods are shown separately in Fig. 2 .
As shown in Fig. 2 , the top 10 selected SNPs came from three genes, i.e., APOlipoprotein E (APOE), Phosphatidylinositol Binding Clathrin Assembly Protein (PICALM), and Sortilin Related VPS10 Domain Containing Receptor 1 (SORCS1). These genes have been reported among the top 40 genes related to AD at the AlzGene database (Reitz et al. 2011a, b; Reitz 2012; Bettens et al. 2013) . Specifically, the APOE gene has been reported to be related to either the age variants or the hippocampal volume loss of AD patients (Corder et al. 1993; Fallin et al. 2001; Schuff et al. 2009 ), the PICALM gene located in chromosome 11 could influence AD risk through amyloid precursor protein (APP) process via endocytic pathways, resulting in changes in Aβ levels (Harold et al. 2009; Chen et al. 2012) , and the SORCS1 gene may increase AD risk (Rogaeva et al. 2007; Reitz et al. 2011a, b) .
The selected top 10 brain regions, as shown in the right side of Fig. 2 , were largely affected by AD as reported in neuroimaging studies of AD (Zhang et al. 2011 (Zhang et al. , 2012 Zhu et al. 2017b ). However, these brain regions might have varied degrees of correlation with AD. Particularly, the right hippocampal formation and the left uncus might be more closely related to AD than other regions. Figure 3 shows a heatmap of the regression coefficients of the selected top 10 SNPs and the top 10 ROIs obtained by our method. This result demonstrates that there existed strong correlation between the top ranked SNPs (such as APOE gene) and the top ranked brain regions.
The experimental results for evaluating variants of our method, namely SRRR-P and P-RRRGR, demonstrate that on average the SRRR improved the SRRR-P by 0.72% and the P-RRRGR improved our method by 0.16% in terms of RMSE with varied numbers of the selected SNPs. However, the performance differences between these methods were marginal, without statistical significance (i.e., SRRR vs. SRRR-R and P-RRRGR vs. ours, paired t-tests at 95% significance level). The SRRR-P was faster~10 times than the SRRR, while our method was faster~100 times than the P-RRRGR. The difference in computational efficiency was caused by the extra regularization parameter which had to be tuned using cross-validation.
Comparison results between the SRRR and the P-RRRGR methods reveals that the latter had a significantly better performance than the former in terms of RMSE results with different numbers of the selected SNPs (on average by 6.56% better).
Discussion and Conclusions
In this paper, we proposed a novel robust reduced rank graph regression model to explore associations between SNPs and brain imaging measures. The proposed reduced rankness constraint and sparse graph representation regularization in the SNPs along with two sparsity constraints in a linear regression framework could help characterize inherent correlation information in genetic data and brain imaging data effectively. The experimental results have demonstrated that our method could achieve promising performance in terms of characterizing associations between genetic and neuroimaging data.
Different from existing state-of-the-art methods, our method jointly considers all inherent correlation information of both genetic and neuroimaging data to characterize their associations. Our method is robust to data outliers because of its robust loss functions. Furthermore, the square-root-operator on the robust loss functions facilitates adaptive balancing between two loss functions without tuning a parameter. By contrast, the existing alternative methods need to tune a regularization parameter. Last but not the least, the optimization problem of our method could be solved using an iterative optimization method and its convergence has been theoretically proved.
We also empirically evaluated variants of the SRRR and our method, namely SRRR-P and P-RRRGR, based on the same data with the same experimental setting as presented in Section BExperimental Settings^. The experimental results have demonstrated that the regression models with an extra regularization parameter could achieve better data regression performance than those without the regularization parameter, albeit the differences were marginal. Comparison results between the SRRR and the P-RRRGR methods have also indicated that the graph representation adopted by the P-RRRGR for characterizing correlations among the SNPs could improve the data regression model compared with the SRRR method, and subsequently improve the discovery of association between the genetic and neuroimaging data.
The time complexity of our optimization method to solve Eq. (1) is cubic to the number of the SNPs. Therefore, we conducted a pre-processing process in our experiment. In our future work, we will employ sampling techniques to conduct the SNP selection. Our method is developed based on an assumption of a linear relationship between the neuroimaging data and the SNPs, and therefore our method is not equipped to capture nonlinear associations. We will further extend our method to exploit nonlinear relationships between the genetic data and neuroimaging data by adopting kernel methods.
Information Sharing Statement
The used dataset in this paper came from the Alzheimer's D i s e a s e N e u r o i m a g i n g I n i t i a t i v e ( A D N I , RRID:SCR_003007) database which is freely available at the website www.loni.usc.edu. The source code of the proposed method can be downloaded at https://sites.google. com/site/seanzhuxf/. Equation (1) is not jointly convex in terms of the variables U, V, and S, but is convex for each individual variable while fixing the others. In this paper, we employ the alternative optimization strategy to optimize Eq. (1), i.e., iteratively optimizing each variable while fixing the others until the algorithm converges. Moreover, both theℓ 2, 1 -norm regularization on U as well as S and the ℓ 1 -norm regularization on S in Eq.
(1) are convex but non-smooth, we adopt the framework of Iteratively Reweighted Least Square (IRLS) (Holland and Welsch 1977; Hu et al. 2017 ) to optimize S and U. More specifically, we first reformulate Eq. (1) as Eq. (2) by fixing the values of ω 1 and ω 2 , and then iteratively optimize 1) the variables U, V, and S in Eq. (1) 
The second term on the right side in Eq. (9) does not involve U. For fixed Vand S, we substitute Eq. (9) 
By employing the framework of IRLS to optimize U and setting the derivative of Eq. (10) with respect to U to zero, we have: ; subject to V T V ¼ I:
Equation (12) is an orthogonal optimization problem. We solve it using the method in (Wen and Yin 2013) and list the pseudo of the optimization of Vin Algorithm 2, where ∇F = VU
T is the derivative of Eq. (12) with respect to V.
Once having U and V, we can obtain F via Eq. (10).
(iii) Update S by fixing the others By fixing the other variables, the objective function of Eq. (1) with respect to S can be rewritten as: min S X−XS k k 2;1 þλ 1 =ω 2 ‖ U; S ½ ‖ 2;1 þ 2;1 λ 2 =ω 2 S k k 1 ; subject to diag S ð Þ ¼ 0:
ð13Þ By employing the framework of IRLS to optimize S, we take the derivative with respect to s i (1 ≤ i ≤ p) in Eq. (13) and then set it to zero to have
where C i ∈ ℝ p × p is a diagonal matrix with the j-th diagonal element as 1 2js i; j j and the definition of H can be found in Eq. (10). Thus, we havê
Once U and S are available, we can obtain H via Eq. (10).
(iv) Update ω 1 and ω 2 by fixing the others After obtaining U, V, and S, we can obtain the values of ω 1 and ω 2 via Eq. (8).
