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Ianneo: Virtual Reality Calendar Tour Guide

Virtual Reality Calendar Tour Guide
Abstract:
An intelligent personal assistant interacts with a person’s calendar application and a three
dimensional geobrowser application to create a guided three-dimensional virtual reality tour of a
geographic region for a person. The intelligent personal assistant interacting with the geobrowser
application identifies one or more points of interest that share a same geographic region as
appointments scheduled in the person’s calendar application and generates a guided threedimensional virtual reality tour for display by the geobrowser application, using the points of
interest as waypoints of the guided three-dimensional virtual reality tour. Such a guided threedimensional virtual reality tour makes it efficient and convenient for the person to explore a new
region, providing the person with an understanding of spatial distances within the region as well
as information with respect to points of interest. The guided three-dimensional virtual reality tour
enables the person to plan and execute a physical tour that best meets the person’s interests or to
even view the guided three-dimensional virtual reality tour as a substitute for the physical tour
altogether.

Keywords:
Intelligent personal assistant, geobrowser, calendar, virtual reality, map, landmark, points
of interest, tour guide

Background:
Virtual reality (VR) environments rely on display, tracking, and VR-content systems.
Through these systems, realistic images, sounds, and sometimes other sensations simulate a user’s
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physical presence in an artificial environment. Each of these three systems are illustrated below
in Fig. 1.
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Fig. 1
The systems described in Fig. 1 may be implemented in one or more of various computing
devices that can support VR applications, such as servers, desktop computers, VR goggles,
computing spectacles, laptops, or mobile devices. These devices include a processor that can
manage, control, and coordinate operations of the display, tracking, and VR-content systems. The
devices also include memory and interfaces. These interfaces connect the memory with the
systems using various buses and other connection methods as appropriate.
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The display system enables a user to “look around” within the virtual world. The display
system can include a head-mounted display, a projection system within a virtual-reality room, a
monitor, or a mobile device’s display, either held by a user or placed in a head-mounted device.
The VR-content system provides content that defines the VR environment, such as images
and sounds. The VR-content system provides the content using a host server, a network-based
device, a mobile device, or a dedicated virtual reality device, to name a few.
The tracking system enables the user to interact with and navigate through the VR
environment, using sensors and user interfaces. The sensors may include image sensors such as a
wide-angle camera, a narrow-angle camera, a user-facing camera, and a depth sensor. Non-image
sensors may also be used, including gyroscopes, magnetometers, accelerometers, GPS sensors,
retina/pupil detectors, pressure sensors, biometric sensors, temperature sensors, humidity sensors,
optical or radio-frequency sensors that track the user’s location or movement (e.g., user’s fingers,
arms, or body), and ambient light sensors. The sensors can be used to create and maintain virtual
environments, integrate “real world” features into the virtual environment, properly orient virtual
objects (including those that represent real objects, such as a mouse or pointing device) in the
virtual environment, and account for the user’s body position and motion.
The user interfaces may be integrated with or connected to the computing device and enable
the user to interact with the VR environment. The user interfaces may include a touchscreen, a
keyboard, a pointing device, a mouse or trackball device, a joystick or other game controller, a
camera, a microphone, or an audio device with user controls. The user interfaces allow a user to
interact with the virtual environment by performing an action, which causes a corresponding action
in the VR environment (e.g., raising an arm, walking, or speaking).
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The tracking system may also include output devices that provide visual, audio, or tactile
feedback to the user (e.g., vibration motors or coils, piezoelectric devices, electrostatic devices,
LEDs, strobes, and speakers). For example, output devices may provide feedback in the form of
blinking and/or flashing lights or strobes, audible alarms or other sounds, songs or other audio
files, increased or decreased resistance of a control on a user interface device, or vibration of a
physical component, such as a head-mounted display, a pointing device, or another user interface
device.
Fig. 1 illustrates the display, tracking, and VR-content systems as disparate entities in part
to show the communications between them, though they may be integrated, e.g., a smartphone
mounted in VR goggles, or operate separately in communication with other systems. These
communications can be internal, wireless, or wired. Through these illustrated systems, a user can
be immersed in a VR environment. While these illustrated systems are described in the VR
context, they can be used, in whole or in part, to augment the physical world. This augmentation,
called “augmented reality” or AR, includes audio, video, or images that overlay or are presented
in combination with the real world or images of the real world. Examples include visual or audio
overlays to computing spectacles (e.g., some real world-VR world video games or information
overlays to a real-time image on a mobile device) or an automobile’s windshield (e.g., a heads-up
display) to name just a few possibilities.
In a particular embodiment of Fig. 1, a VR environment can be created and used to assist
a person wishing to tour a region he is visiting. When a person is visiting the region, it is often
desirable by that person to increase his knowledge about the region by physically touring the
region. In order to effectively learn as much about the region within a given time period, it is

http://www.tdcommons.org/dpubs_series/724

5

Ianneo: Virtual Reality Calendar Tour Guide

necessary to optimize a physical tour around points of interest pertinent to the person, spatial
distances within the region, and the person’s schedule.
A businessperson, for example, may wish to learn about the region he is visiting by
physically touring the region, but may not be fully aware of points of interest within the region
that are accessible and accommodating to time periods or locations afforded by his or her
appointment schedule. A vacationer, as another example, may be aware of multiple points of
interest available to physically tour within the region, but may be interested only in the points of
interest that provide the best views or have the highest tourist feedback scores.
Planning a successful physical tour of a region presents several challenges. For example,
physically touring points of interest within the region that are not interesting to the person may
result in a physical tour that is not effective to enable the person improve his or her knowledge
about the region. If the person does not fully understand travel routes, spatial distances, or other
factors with potential to affect the person’s schedule chronologically, the person may feel rushed
and could miss a scheduled business appointment or dinner. In order to ensure a successful
physical tour of the region, the person may wish to preview points of interest in order to confirm
his or her interests prior to physically touring the points of interest. The person may also wish to
understand time durations associated with specific routes, visit durations, and other factors in order
to maintain commitments or appointments with other people. It is also possible the person finds
that they are unable to physically tour the region due to a business appointment running long, the
onset of fatigue, or simply not having enough time to begin with, yet finds they still have desire to
increase his or her knowledge about the region. A VR environment immersing the user in a guided
three-dimensional virtual reality tour alleviates the aforementioned challenges.
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Description:
A VR-content system can utilize an intelligent personal assistant to extract information
from a calendar application used by a person and, based on the extracted information, interact with
a three-dimensional geobrowser application to create a guided three-dimensional virtual reality
tour of a region that is suitable to the person’s needs. The information extracted from the calendar
application by the intelligent personal assistant can contain information not only about the person’s
commitments in the region from a chronological perspective, but also information about the
person’s commitments from a location perspective. This extracted information serves to establish
initial boundary conditions for presenting a guided three-dimensional virtual reality tour of the
region.
Using the extracted information, the intelligent personal assistant interacts with the threedimensional geobrowser to identify points of interest that may serve as waypoints for the guided
three-dimensional virtual reality tour. The guided three-dimensional virtual reality tour could, for
example, begin at the conclusion of one commitment scheduled within the person’s calendar
application and end and the beginning of a second commitment scheduled within the person’s
calendar application. The guided three-dimensional virtual reality tour be effective to identify a
travel route for the person to travel between first commitment location and the second commitment
location, using points of interest to serve as waypoints along the travel route. The guided threedimensional virtual reality tour would enable the person to learn information about points of
interests along the virtual tour route and about the region in an efficient manner, helping ensure a
successful physical tour of the region.
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Fig. 2

Fig. 2 depicts an example view, as presented by a display system displaying the geobrowser
application, which includes a point of interest that is serving as a waypoint for the guided threedimensional virtual reality tour of the region. In this example, the geobrowser application displays
not only the point of interest, but also a travel route to the point of interest and travel time
remaining. It is important to note that for the guided three-dimensional virtual reality tour, the
geobrowser may display, simultaneously, multiple points of interest as well as alternate navigation
paths for the person to consider. Presented data, such as travel time remaining based on a current
location of the person in the virtual reality space and a preferred navigation path, may be calculated
using variables based on data available through other applications or variables that are selectable
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by the person. Variables can include, for instance, conditions currently present in the region
(weather, traffic, etc.) or mode of transportation (driving, walking, bicycling, etc.).

Fig. 3

Fig. 3 depicts an example view, as presented by the display system displaying the
geobrowser application, indicating details associated with the point of interest. Although Fig. 3
depicts details associated with the point of interest’s name, details may also include data such as
historical facts about the point of interest, visiting hours of the point of interest, admission fees,
high demand or peak hours, and so forth.
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The intelligent personal assistant interacting with the geobrowser application may use any
number of criteria to establish points of interest. The intelligent personal assistant interacting with
the geobrowser application may access recommendations from local governments, data/feedback
from previous visitors to the region, and so forth. The personal digital assistant interacting with
the geobrowser application may also custom-tailor points of interest based on the person’s
individual interests. For example, based on the person’s web-browser use, it may be determined
that the person’s browsing history indicates an interest in jazz music, and as a result, the personal
digital assistant interacting with the geobrowser would mark a jazz club as a point of interest. A
person may also manually custom-tailor points of interest by selecting from menus presented
through either a display system displaying the geobrowser application or other mechanism.
While participating in the guided three-dimensional virtual reality tour, the person may
select (or confirm) locations that he or she intends to visit, as well as indicate any other data that
might be pertinent to a physical tour (such as visit durations, etc.). The intelligent personal
assistant then provides this information to the person’s calendar application effective to populate
the calendar application with additional information necessary for the person to plan and schedule
his or her day. The information can also be provided, by the personal digital assistant, to other
parties who may be gathering statistical information on the points of interest themselves.
Navigation and selection within the guided three-dimensional virtual reality tour may use
any type of view controller associated to the geobrowser application, including a headset-based
controller detecting a gaze direction of the person wearing the headset, a mouse or joystick-based
controller, a keypad-based controller, and so forth. Additionally, voice recognition systems may
be used by the personal digital assistant interacting with the geobrowser application to navigate or
select within the guided three-dimensional virtual reality tour.
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The intelligent personal assistant interacting with the geobrowser application may further
interact with a text-to-speech application to convert textual information associated to the guided
three-dimensional virtual reality tour to audio. This would, in effect, provide an auditory tour
guide to the person viewing the guided three-dimensional virtual reality tour, with the auditory
tour guide performing in combination with, or in lieu of, the display of textual information via the
geobrowser display.
Once complete, the guided three-dimensional virtual reality tour may be saved by the user
for viewing at a later date or for broadcasting/sharing with others.
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