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We investigate the ground-state energy of a one-dimensional Fermi gas with two bosonic impuri-
ties. First, we consider the case where impurity and gas atoms have equal masses. The impurity-
impurity two-body interaction is identical to the atom-impurity interaction, such that the system
is solvable with the Bethe ansatz. We find that the energy of the impurity-impurity subsystem is
below that in free space, which we interpret as a manifestation of attractive interactions induced by
the Fermi gas. Second, we construct an effective model to describe these interactions, and compare
its predictions to the exact solution. We use this effective model to study non-integrable systems
with unequal masses and/or potentials.
I. INTRODUCTION
An environment with mobile impurity atoms is a cher-
ished model system in quantum physics. It is a testbed
for introducing and testing quasiparticle concepts, e.g.,
polarons and bipolarons, which naturally appear when
studying the movement of electrons in crystals [1–3], 3He
atoms in superfluid 4He [4], or even protons in neu-
tron matter [5]. Nowadays, these concepts can be ex-
amined using ultracold atoms [6–11] – state-of-the-art
quantum analog computers. An important topic that
can be addressed with cold atom systems is the physics of
impurity-impurity interactions induced by a medium [12–
22]. This topic is relevant for basic research, and in ap-
plications motivated by bound states of dressed electrons
and their relation to high-Tc superconductors [23],[24].
In this paper, we calculate the ground-state energy of a
one-dimensional (1D) Fermi gas with two bosonic impu-
rities, see Fig. 1. One-dimensional geometries typically
enhance interaction effects [25] opening up the possibil-
ity of observing bound states supported by the induced
attraction [26]. Another feature that separates one spa-
tial dimension from higher dimensions is the long-range
tail of correlations. For example, Friedel oscillations [27]
decay as ∼ 1/rD where D is the dimension of space.
These enhanced correlations may be useful to simulate
phenomena beyond short-range physics typical for cold
atoms.
Our paper is organized as follows. We start by intro-
ducing the Hamiltonian of our 1D model in Section II.
In Section III, we study impurity-impurity correlations
in the limiting case of equal masses, M = m. All in-
teractions are identical and parametrized by Dirac delta
functions. The fermions do not interact among each each
other due to the Pauli exclusion principle. The system is
solvable by the Bethe ansatz, which is a common start-
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Figure 1. An illustration of the system: Two bosonic im-
purities in a one-dimensional Fermi gas. Periodic boundary
conditions are employed, i.e., the system lives on a ring of
radius R. The mass of an impurity (fermion) is denoted M
(m).
ing point for analyzing cold atom systems in 1D geome-
tries [28–30]. In Section IV, we go on to discuss effective
models for describing two impurities in a medium and
benchmark them against the Bethe ansatz results. After-
wards, we use the models to investigate non-integrable
systems; our focus is on the appearance of in-medium
bound states. The transition from unbound impurities
to bound impurities can be tested in cold atom experi-
ments, for example, by measuring the spectroscopic re-
sponse or by studying the collapse dynamics [22] in imbal-
anced Bose-Fermi mixtures. Finally, Section V contains
a summary of our results and an outlook.
II. FORMULATION
We consider two bosonic impurities interacting via
a zero-range potential with Nf spinless (fully spin-
polarized) fermions. For convenience, we assume that
Nf is an odd number. This assumption does not limit
the generality of our results as we are interested in the
limit Nf → ∞. The particles are confined to a ring of
radius R, see Fig. 1. The Hamiltonian for the system
reads
H = Hf +Hb + Vfb, (1)
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2where Hf describes fermions:
Hf = −
Nf∑
j=1
~2
2m
∂2
∂X2j
, (2)
with m the fermion mass. Hb describes the impurity
bosons:
Hb = − ~
2
2M
∂2
∂Y 21
− ~
2
2M
∂2
∂Y 22
+ gIIδ(Y1 − Y2), (3)
where M is the boson mass, and gII is the strength of
the boson-boson interaction. The interaction between
fermions and bosons is written as
Vfb = g
∑
i,j
δ(Yi −Xj), i = 1, 2; j = 1, . . . , Nf , (4)
where g is the corresponding interaction strength. We
solve the Schro¨dinger equation Hψ = ψ for the ground
state for different Nf and sizes L = 2piR of the system.
Then, we extrapolate the energies to the thermodynamic
limit, Nf , L→∞, assuming a fixed density of the Fermi
gas, Nf/L = ρ. For convenience, we introduce the di-
mensionless quantities yj = Yjρ, xj = Xjρ, l = Lρ,
cII = mgII/(~2ρ), c = mg/(~2ρ), and ε = 2m/(~2ρ2).
III. SOLVABLE LIMITS
A. Bethe-Ansatz-Solvable Case
First, we consider the most symmetric case: cII = c
and m = M , whose Hamiltonian we write as
hBA = −
N∑
j=1
∂2
∂x2j
+ 2c
N∑
j<l
δ (xj − xl) , (5)
where we set xN−1 = y1 and xN = y2 to explic-
itly demonstrate the particle exchange symmetry. The
ground state of hBA with fermions at the coordinates
(x1, ..., xNf ) and bosons at (xN−1, xN ) can be studied ex-
perimentally with SU(3)-symmetric fermions, e.g., with
173Yb [31]. Indeed, the ground state of SU(3) fermions
with the particle decomposition Nf + 1 + 1 has a bosonic
symmetry for the exchange of the two spin deviates. To
understand this, note that: i) the two spin deviates are
distinguishable particles and, hence, there exist no apri-
ori symmetry requirements for their exchange; ii) the
Hamiltonian hBA commutes with the particle exchange
operator; iii) the bosonic symmetry leads to the lowest
energy.
The spectrum of the Hamiltonian hBA can be found
using the Bethe ansatz (BA) [32]. For every ordering of
particles (e.g., for x1 < x2 < ... < xN ), the wave function
is written as a sum of the plane waves ei
∑
j kjxj . For this
wave function to fulfill the boundary conditions at xi = 0,
xi = l and xi = xj for all i and j, the wave vectors kj
must satisfy the BA equations
eikj l =
kj − Λ1 + ic2
kj − Λ1 − ic2
kj − Λ2 + ic2
kj − Λ2 − ic2
, 1 ≤ j ≤ N ;
N∏
j=1
kj − Λ1 + ic2
kj − Λ1 − ic2
= 1 ,
N∏
j=1
kj − Λ2 + ic2
kj − Λ2 − ic2
= 1 ;
(6)
where the bosonic and fermionic symmetries have already
been implemented [33–35]. Λ1 and Λ2 are to be deter-
mined together with the set {kj}. Once the BA equa-
tions are solved, the energy of the system is determined
as ε =
∑N
j=1 k
2
j . Note that the number of unknowns in
Eqs. (6) for the ground state can be reduced to (Nf+3)/2
from Nf+4. Indeed, the total (angular) momentum must
be zero in the ground state,
∑
j kj = 0. This together
with the fact that the wave function is real makes the
wave vectors appear in pairs (we exemplify this below).
In addition, one can show that Λ1 = −Λ2.
To solve Eq. (6) for the ground state, we apply New-
ton’s method, which requires an accurate initial estimate
of kj and Λj . For c→ 0, we obtain this estimate directly
from the BA equations (see Appendix A):
k1 '
√
3c
l
, k2 ' −
√
3c
l
, k3 ' 0 ,
kj ' k(0)j +
2c
k
(0)
j l
, for 4 ≤ j ≤ N ;
Λ1 '
√
c
l
, Λ2 ' −
√
c
l
,
(7)
where k
(0)
j is the wave vector at c = 0. Note that
in Eq. (7) the wave vectors are related pairwise, e.g.,
k1 = −k2, as has already been mentioned. The only
non-paired wave vector is k3 = 0. Estimate (7) allows us
to calculate {ki} for weak interactions. An initial guess
for moderate interactions is obtained from a Taylor series
constructed using solutions at smaller values of c.
We solve Eq. (6) for a sequence of Nf and extrapolate
to the thermodynamic limit. To this end, we subtract
from the energy the zero-interaction offset and fit the
difference with ε(c)−ε(0) = ε∞+A1/N +A2/N2, where
ε∞, A1 and A2 are fitting parameters. It is straight-
forward to argue for the form of the fitting function,
ε∞ + A1/N + A2/N2, in the case of strong interactions
(c→ ±∞) for which the energies can be calculated using
a non-interacting Fermi gas. We do not attempt to val-
idate the fitting function for finite values of c, since we
observe that the form of the function is not important
for our analysis (see Appendix B).
To investigate induced correlations, we introduce the
“in-medium binding energy” E = ε∞ − 2E , where E is
the energy gain for immersing one impurity in a Fermi
gas [36, 37] (see Appendix C). The quantity 2E describes
the energy of two non-correlated impurities. E is pre-
sented in Fig. 2. We say that if E = 0 there is no in-
medium bound state, whereas if E < 0 then there is at
least one. Next, we analyze cases with c < 0 and c > 0
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Figure 2. The (blue) dots show the in-medium binding en-
ergy of two bosonic impurities in a Fermi gas for the Bethe-
ansatz-integrable case, the size of the dots can be used as an
error estimate. The solid (blue) curve is added to guide the
eye. The dashed (orange) curve shows the binding energy of
two bosons in free space. We interpret the gap between the
solid and the dashed curves as a manifestation of attractive
impurity-impurity interactions mediated by the Fermi gas.
separately.
Repulsive interactions, c > 0. We calculate the en-
ergy for c . 2 and find that E = 0 (within nu-
merical accuracy), which means that there are no in-
medium bound states. For c → 0 this can be under-
stood, since the impurity-impurity interaction in free
space scales as c (see Eqs. (3) and (5)), whereas the in-
duced impurity-impurity interaction is expected to scale
as c2 (see Sec. IV). Therefore, the interaction volume,
i.e., the space integral of the effective impurity-impurity
interaction, is necessarily a small positive quantity for
c→ 0, which does not allow for the existence of a bound
state [38, 39].
In the limit of strong interactions some extra insight
can also be gained. For c → ∞ the important degrees
of freedom are spins [40–43], which allows one to map
the Hamiltonian hBA onto an XX spin chain [44] with
constant coefficients,
hBA → −J
2
∑
(σixσ
i+1
x + σ
i
yσ
i+1
y ), (8)
where σix and σ
i
y are the Pauli matrices acting on the spin
at site i; J is an exchange coefficient proportional to 1/c,
see [45] for the derivation in a homogeneous environment.
The system in Fig. 1 with c → ∞ is then identical to a
linear spin chain with two spin deviates (magnons) for
which a bound state is not expected [46].
Attractive interactions, c < 0. Figure 2 shows that for
c < 0 there is an in-medium bound state whose energy is
below the ground state energy of the Hamiltonian that
describes two bosons without the Fermi gas, i.e., Hb from
Eq. (3). This lowering of the energy is a manifestation
of the induced impurity-impurity correlations, which we
interpret in Sec. IV using an effective impurity-impurity
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Figure 3. The energy of a Fermi gas with two static impu-
rities. The dots show our results for c = −0.5. The curve
shows the fit to the long-range tail [47, 48] B cos(Ar + δ)/r
for c → 0, where A,B and δ are fitting parameters. Note
that the fit is accurate almost everywhere, except the region
of r → 0, where the exact result must be used. The inset
present the integral of EBO over the entire space.
potential. Since we are interested in interactions medi-
ated by the Fermi gas, we do not discuss in this paper the
limit c → −∞, which implies the formation of a tightly
bound few-body state. We only explore c & −2.
B. Two Static Impurities
Before we discuss effective models that describe two
mobile impurities in a sea of fermions, we consider two
static impurities M →∞ – another analytically solvable
limit of the Hamiltonian (1). The solution is obtained
by solving the one-body problem: one particle in a ring
with a potential due to the two impurities fixed at −r/2
and r/2
hBO = − ∂
2
∂x2
+ 2c
[
δ
(
x− r
2
)
+ δ
(
x+
r
2
)]
, (9)
where the subscript emphasizes the connection to the
Born-Oppenheimer (BO) approximation, which will be
employed below. The spectrum of hBO depends on the
distance r. We calculate this dependence only for attrac-
tive interactions, i.e., c < 0; the repulsive case can be cal-
culated in a similar manner. To obtain the ground state
energy of the Fermi gas, εBO(c, r), we add the energies
of the lowest Nf eigenstates of the Hamiltonian hBO (see
Appendix D). The thermodynamic limit is calculated by
extrapolating the results for systems with different val-
ues of Nf and l and a fixed ratio Nf/l. We observe that
already for Nf = 19 the energy for small values of r
reproduces accurately the energy in the thermodynamic
limit. The solution for larger values of r is obtained by
fitting to the known form of the tail [47, 48].
Figure 3 illustrates the energy EBO(r) = εBO(c, r) −
εBO(0, r)−2Estatic for c = −0.5 (we assume that gII = 0
4for the sake of discussion). Estatic is the energy gain for
immersing a single static impurity in a Fermi gas [49]
Estatic(c) =
(
pi +
c2
pi
)
arctan
( c
pi
)
+ c− c
2
2
. (10)
The quantity EBO has a deep minimum at r = 0 given
by Estatic(2c) − 2Estatic(c) and an oscillatory tail. For
c→ 0 the tail can be written simply as c2 cos(Ar + δ)/r,
where A and δ are constants. The form of the tail in this
limit can be related to Friedel oscillations [27]. These
oscillations determine the density of the Fermi gas at the
position of the second impurity, provided that the first
impurity is separated by the distance r. This density
in turn determines the energy of the system, according
to first order perturbation theory. It is worthwhile not-
ing that the dependence of EBO on r is observable. It
can, in principle, be probed in cold atom experiments by
spectroscopy [47].
IV. EFFECTIVE MODEL
A. Bethe-ansatz-solvable system
The ground state of a one-dimensional Fermi gas with
a single impurity is orthogonal to the ground state of the
corresponding non-interacting system. This phenomenon
is related to the Anderson orthogonality catastrophe [50].
For the SU(2) symmetric case it can be conveniently stud-
ied using the BA equations [51]. This orthogonality re-
duces the applicability of the polaron picture. For exam-
ple, the dynamics after a sudden change of parameters
cannot be captured by a single quasiparticle, instead it
requires a continuum of states. Still, the notion of the
effective mass and self-energy can be used to describe
the low-energy spectrum of a Fermi gas with one impu-
rity [36, 37, 51–53], suggesting the use of the following
Hamiltonian to model the binding energy for the system
of two impurities
heff = − m
meff
∂2
∂y21
− m
meff
∂2
∂y22
+W (y1 − y2) , (11)
where meff(c) is the effective mass of the impurity [37, 51,
52], so that the Hamiltonian heff with W = 0 correctly
describes the low-energy spectrum of two non-interacting
impurities. For attractive interactions considered here,
c ∈ (−2, 0), the effective mass can be written as
meff
m
' 1+ c
2
pi4
+
(
2
pi6
− 1
6pi4
)
c3+
(
4
pi8
− 1
2pi6
)
c4. (12)
This equation shows that the mass does not increase by
more than a few percent for the considered parameters.
The function W in Eq. (11) describes the impurity-
impurity correlations. We write it as
W (y1 − y2) = 2cδ(y1 − y2) + V (y1 − y2), (13)
where the first term is the interaction between impurities
in free space; the second term is an effective interaction
mediated by the environment. Note that the exact shape
of V is not required. We are interested in the weak and
moderate interaction regimes for which the knowledge of
a few integrated properties of V is sufficient, e.g., only∫
V (y)dy determines the binding energy for c → 0. In-
deed, the ground state energy Eeff of heff for weak inter-
actions reads [38, 39]
Eeff ' −meff
8m
[∫ ∞
−∞
W (y)dy
]2
, (14)
which can be expanded as
Eeff = −c
2
2
− c
2
∫
V (y)dy +O(c4), (15)
where we assume that
∫
V dy scales as c2 (see below) to
estimate the neglected pieces. Note that the renormal-
ization of mass enters in O(c4) meaning that this effect
may be disregarded for c → 0 when compared to the ef-
fect of the two-body effective interaction. The first term
in Eq. (15) is the ground state energy of two particles
in free space. The integral
∫
V dy must be negative to
ensure that the energy of the in-medium bound state is
below −c2/2 as in Fig. 2. Therefore, the effective inter-
action must be overall attractive. Let us discuss the two
(arguably) simplest approximations that can be used to
calculate V .
Zero-range Potential. The most basic form of V in
Eq. (13) consistent with the first two terms of the expan-
sion (15) is the zero-range (ZR) potential
VZR(y1 − y2) = −κδ(y1 − y2), (16)
where κ ≡ | ∫ V dy|. This potential can be used to repro-
duce low-energy properties of two impurities when higher
order terms in Eq. (15) are not important. The parame-
ter κ can be obtained, for example, from a single-phonon
exchange [13], in which case κ = 2c2/pi2 ' 0.202c2 for
c→ 0. If the potential
WZR(y1 − y2) =
[
2c− 2c2/pi2] δ(y1 − y2) (17)
is used in Eq. (11) then a single bound state with the
energy
EZReff = −
meff
2m
(c− c2/pi2)2 (18)
is produced. This effective model captures qualitatively
the exact results, see Fig. 4 (top). We show the ground
state energies of heff with meff from Eq. (12) and with
meff = m, to illustrate that the mass renormalization
leads only to a marginal correction for the considered
values of c.
Induced interaction from the Born-Openheimer ap-
proximation. The potential V in Eq. (13) can also be
derived in the Born-Oppenheimer approximation, where
it is assumed that the Fermi gas follows the impurity
adiabatically. The potential in this case is simply the
energy in Fig. 3. This approximation must be accurate
if the impurity is very heavy. For mobile impurities this
5approximation is accurate if the impurities move slowly
in comparison to the Fermi velocity, which defines the
dispersion of a sound mode in a Fermi gas.
-1.5 -1.0 -0.5 0.0
-1.5
-1.0
-0.5
0.0
en
er
g
y
,
E
"ZR" approximation
"ZR" + eff. mass
BA
-c2/2
-1.5 -1.0 -0.5 0.0
-1.5
-1.0
-0.5
0.0
en
er
g
y
,
E
"BO" approximation
"BO" + eff. mass
BA
-c2/2
-1.5 -1.0 -0.5 0.0
-0.4
-0.3
-0.2
-0.1
0.0
interaction strength, c
en
er
g
y
,
E
+
c2
/2
"BO" approximation
"BO" + eff. mass
BA
Figure 4. The in-medium binding energy of two impuri-
ties in a Fermi gas compared to the zero-range and Born-
Oppenheimer approximations. The dots show the exact BA
results as in Fig. 2, while the dashed curve shows the binding
energy of two bosons in free space. Top: Comparison to the
zero-range approximation, Eq. (18), with meff from Eq. (12)
(circles) and the result for meff = m (crosses). Center: Com-
parison to the Born-Oppenheimer approximation with the po-
tential from Fig. 3 and meff from Eq. (12) (circles) and the
result for meff = m (crosses). Bottom: The data from the
center panel shifted by c2/2 and displayed on a larger scale.
The function EBO(y1− y2) decays as 1/|y1− y2|, how-
ever, it leads to an effectively short-range potential due
to the oscillatory tail. For example,
∫
EBO(y)dy is well-
defined. We calculate that | ∫ EBO(y)dy| ' 0.22c2 for
c → 0. This is slightly larger than κ ' 0.202c2 for the
zero-range potential discussed above. Even though, the
long-range tail is not expected for integrable systems [13],
the potential EBO performs as well as the zero-range po-
tential, confirming that only integral properties of V are
important. Figure 4 (center) gives the binding energy
calculated using the potential
WBO = 2cδ(y1 − y2) + EBO(y1 − y2). (19)
Figure 4 (bottom) shows the quantity E + c2/2 to single
out the effect of the induced interaction. The center and
bottom panels of Fig. 4 demonstrate that the EBO can
be used to qualitatively analyze in-medium bound states.
To reduce the disagreement between the exact results and
the effective model in Fig. 4 (bottom) one can include
coulpings between eigenstates of hBO due to the motion
of the impurities. We leave this discussion for future
studies.
To calculate the data in Fig. 4 (center, bottom), we ex-
actly diagonalize the Hamiltonian heff : We use the eigen-
states of the effective Hamiltonian with W = 0 as a basis
to write heff as a matrix and diagonalize this matrix after
truncation. The energy is found by fitting to the form
EK = Eeff +D/K, where K is the number of used basis
states and D,Eeff are fitting parameters. This slow 1/K-
convergence is expected for zero-range interactions [54].
Other potentials. The effective potential can also be
calculated using other approximation schemes. For ex-
ample, trial wave functions [16, 55, 56] can be used. We
do not discuss those approaches here. However, we note
that different methods may lead to different shapes of the
effective potential. This is not surprising, since the effec-
tive potential is not an observable quantity for mobile
impurities.
B. Non-integrable cases
Motivated by the accuracy of the effective model (11)
for the most symmetric case, we extend this model to
study appearance of in-medium bound states in non-
integrable systems, i.e., cII 6= c and/or m 6= M . We
write the corresponding effective Hamiltonian as
heff = −m
M
∂2
∂y21
− m
M
∂2
∂y22
+ 2cIIδ(y1 − y2) + V (y1 − y2),
(20)
where we use meff = M for simplicity. This approxima-
tion relies on the observation that the mass renormal-
ization is not important for the Bethe-ansatz-integrable
case for weak interactions. heff supports a bound state for
all cII < 0 because the induced interaction is attractive.
For cII > 0 the bound states appear only if cII < c
cr
II for
which the repulsive impurity-impurity interaction in free
space is overtaken by the attractive interaction mediated
by the Fermi gas.
6We first consider the case when cII 6= c and m = M ,
in which the particle exchange symmetry is broken by
the interaction term [57]. The kinetic energy is still sym-
metric with respect to the exchange of two particles. We
calculate binding energies using the zero-range effective
potential and the potential from the adiabatic approxi-
mation, see Fig. 5 (top). Both potentials lead to similar
results for cII = 0 and small values of c, where the one-
phonon exchange potential works well. For larger values
of c the ZR potential must be corrected.
For cII = 0.2 the ZR potential predicts that the in-
medium bound state is formed at smaller values of c in
comparison to the BO potential, see Fig. 5 (top). The
difference between ccrII in the two methods is, however,
marginal and one can use the ZR potential to derive the
critical value for the appearance of the bound state
ccrII '
c2
pi2
. (21)
The transition from an overall repulsive to an overall at-
tractive induced interaction can potentially be studied
in Bose-Fermi mixtures by looking, for example, at the
collapse dynamics [22]: a Bose gas can be stable only
if its particles repel each other. One could also study
spectroscopically the energy needed to break a bound
state by transfering the system into a non-interacting
state. Let us estimate the in-medium binding energy
for m = M . For c = −2 and cII = 0, we have
E ' −0.06 (see Fig. 5 (center)), which for 6Li atoms
with ρ = 3/(µm) translates into ' 22kB × nK, where
kB is the the Boltzmann constant. This means that in-
medium bound states can be formed only at ultracold
temperatures.
The in-medium binding energy can be increased if the
impurities are heavy, cf. Eq. (14). To explicitly show this,
we consider cII 6= c and m 6= M . In this case both the
interaction and kinetic energies are not symmetric with
respect to the exchange of two particles. For the sake of
discussion, we first use the BO potential to calculate the
energies of the system with M = 2m, see Fig. 5 (center).
The behavior of the energy resembles that for m = M ,
but, as expected, the overall energy scale is now larger. It
is worthwhile noting that the critical value ccrII obtained
using the ZR approximation does not depend on the mass
M . A similar conclusion is reached also for the BO po-
tential. Therefore, Eq. (21) can be used to predict the
appearance of bound states for different masses of the
impurity.
Finally, we consider two bosonic 133Cs atoms in a
fermionic gas of 6Li as in the experiment of Ref. [22], see
Fig. 5 (bottom). We use both the Born-Oppenheimer po-
tential as well as the zero-range potential. Note however
that for M  m the former is expected to perform bet-
ter than the latter. For a Li-Cs mixture the energy scale
is larger than that for lighter impurities and the bound
states should be observable at much higher temperatures.
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Figure 5. The ground-state energy for two impurities in
a Fermi gas in non-integrable cases. We show results for the
effective Hamiltonian heff with meff = M for the BO potential
from Fig. 3 and the ZR approximation in Eq. (18). Top:
comparison of ZR and BO results in the case M = m for
cII = 0 (two lower curves) and cII = 0.2 (two upper curves).
Middle: impact of the mass ratio. Comparison of the BO
results for M = m (curves) and M = 2m (curves with dots)
at cII = 0 and cII = 0.2. Bottom: comparison of ZR and
BO potentials for the mass ratio of a 133Cs/6Li mixture at
cII = 0 (two lower curves) and cII = 0.2 (two upper curves).
V. SUMMARY/OUTLOOK
We investigate the problem of two bosonic impurities
in a spin-polarized Fermi gas. First, we consider the
ground state energy of the system in the Bethe-ansatz-
solvable case, i.e., equal masses of fermions and impu-
rities, m = M , as well as equal impurity-impurity and
7impurity-fermion interactions, cII = c. We calculate the
ground state energy and show that there are attractive
impurity-impurity interactions induced by the fermionic
medium. In the next step, we discuss an effective model
for the induced interactions and compare its predictions
to the exact results. We use two effective potentials to de-
fine the effective Hamiltonian for the impurity system: a
zero-range potential matched to single-phonon exchange
and an adiabatic potential for heavy impurities derived in
the Born-Oppenheimer approximation. Both potentials
are able to reproduce the exact results from the Bethe-
ansatz. The difference between the two model potentials
form = M allows us to estimate the errors and the break-
down of our effective Hamiltonian. For the Bethe-ansatz-
integrable case the difference between the results derived
using the two effective potentials is marginal, which ar-
gues in favor of using them for qualitative analysis of
Fermi gases with impurities.
The success of the effective model in the integrable
case motivates our use of the effective model to study
non-integrable systems characterized by relaxing at least
one of the two conditions m = M and cII = c. For repul-
sive impurity-impurity interactions in free space, cII > 0,
we predict that the induced interaction overcomes the
free space interaction and an in-medium bound state
is formed if the impurity-fermion interaction satisfies
c < −pi√cII . The binding energies are larger for heavier
impurities such that the observation of in-medium bound
states in heavy-light mixtures appears more promising.
Our findings show that the Bethe-ansatz-solvable mod-
els provide a playground for investigating induced inter-
actions. In the future it will be interesting to use the
Bethe ansatz equations (6) to investigate spatial corre-
lations of two impurities, which will allow us to test an
effective model beyond the simple energy comparison pre-
sented here. Further studies of non-integrable systems
are also needed. The non-integrability due to cII 6= c
and m 6= M has been briefly discussed here. For cold
atoms it is important also to consider trap effects, which
break the integrability and change the properties of the
system [58, 59].
It will be interesting to extend present study to
fermionic impurities. It is known that two fermionic im-
purities in the SU(2) case do not have an in-medium
bound state [60]. However, if the impurities are very
heavy then a bound state must exist: The BO poten-
tial in Fig. 3 unlike the zero-range potential of Eq. (16)
has a finite range, and hence supports a bound state as
M → ∞. This prediction can be explored using nu-
merical many-body methods that are able to deal with
mass-imbalanced systems such as the complex Langevin
approach [61, 62].
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Appendix A: Weak coupling expansion
In this appendix, we derive a weak coupling expansion
of the BA equations,
eikj l =
kj − Λ1 + ic2
kj − Λ1 − ic2
kj − Λ2 + ic2
kj − Λ2 − ic2
, 1 ≤ j ≤ N ; (A1)
N∏
j=1
kj − Λ1 + ic2
kj − Λ1 − ic2
= 1 ,
N∏
j=1
kj − Λ2 + ic2
kj − Λ2 − ic2
= 1 , (A2)
where N is an odd number. First, we consider the wave
vectors kj (j = 3, ..., N) that satisfy kj(c = 0) 6= 0. For
c = 0, these wave vectors are multiples of 2pi/l. When
c 6= 0, we write them as
kj =
2pi
l
mj + δj , mj ∈ Z \ {0} ; (A3)
where δj is small. Inserting Eq. (A3) into the left-hand-
side of Eq. (A1) leads to
eikj l = eimj2pi︸ ︷︷ ︸
=1
eiδj l ≈ 1 + iδj l . (A4)
We write the right-hand-side of Eq. (A1) as
kj − Λ1 + ic2
kj − Λ1 − ic2
kj − Λ2 + ic2
kj − Λ2 − ic2
≈ 1 + 2ic
k
(0)
j
, (A5)
where terms proportional to cn with n > 1 are neglected.
Also it is assumed that k
(0)
j  δj−Λ1 and k(0)j  δj−Λ2.
This assumption is valid, since the Λ’s lie in between the
first three wave vectors, which are all close to zero. To
derive Eq. (A5), we use that for a b
a+ b
a− b ≈ 1 +
2b
a
. (A6)
With Eqs. (A4) and (A5), we obtain
δj l =
2c
k
(0)
j
⇒ δj = c
pimj
. (A7)
Now we investigate the wave vectors kj that vanish at
c = 0. As discussed in the main text, for the ground
state, k1 = −k2 and k3 = 0. To show that Λ1 = −Λ2, we
consider Eq. (A1) for k1 and k2. We use k1 = −k2 in the
equation for k2:
e−ik1l =
−k1 − Λ1 + ic2
−k1 − Λ1 − ic2
−k1 − Λ2 + ic2
−k1 − Λ2 − ic2
(A8)
→ eik1l = k1 + Λ1 +
ic
2
k1 + Λ1 − ic2
k1 + Λ2 +
ic
2
k1 + Λ2 − ic2
. (A9)
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Figure 6. The energy ε(c)− ε(0) as a function of the particle
number N for c = −1.0. The (blue) solid line corresponds
to the fit with Eq. (B1), in which case ε∞ = −5.176. The
(red) dashed curve shows the fit with Eq. (B2), leading to
ε∞ = −5.125.
From this equation and the equation for k1:
eik1l =
k1 − Λ1 + ic2
k1 − Λ1 − ic2
k1 − Λ2 + ic2
k1 − Λ2 − ic2
, (A10)
we obtain that Λ1 = −Λ2. Using the equation for k1, we
derive
1 + ik1l ≈ 1 + 2ick1
k21 − Λ21
⇔ (k21 − Λ21)l = 2c .
(A11)
Next, we consider Eq. (A2). The sum of the wave vec-
tors {k3, ..., kN} is zero, thus, Eq. (A2) can be rewritten
as
3∏
j=1
kj − Λ1 + ic2
kj − Λ1 − ic2
= 1 . (A12)
With k1 = −k2, k3 = 0, this equation reads
1
k1 − Λ1 −
1
k1 + Λ1
− 1
Λ1
= 0→ Λ21 =
k21
3
. (A13)
We rewrite Eq. (A11)
(k21 − Λ21)l =
2
3
k21l = 2c, (A14)
which leads to k1 =
√
3c/l and Λ1 =
√
c/l.
Appendix B: Thermodynamic extrapolation
To extrapolate the calculated energies ε(c) − ε(0) to
the thermodynamic limit, we shall employ the two fit
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Figure 7. The energy ε(c)− ε(0) as a function of the particle
number N for c = −1.6. The (blue) solid line corresponds
to the fit with Eq. (B1), in which case ε∞ = −9.499. The
(red) dashed curve shows the fit with Eq. (B2), leading to
ε∞ = −9.479.
functions:
1) ε∞ +
A1
N
+
A2
N2
, (B1)
2) ε∞ +
A1
Nα
+A2 e
−βN . (B2)
To illustrate the fits, we show in Figs. 6 and 7 the ex-
act energies as functions of N for two different interac-
tion strengths together with the corresponding fits. Both
functions (B1) and (B1) appear to represent the data
well. They also produce similar results for N →∞. The
values of ε∞ from the two fits differ only in the third
digit, implying that the precise knowledge of the conver-
gence pattern as N →∞ is not needed for the considered
parameters.
Appendix C: One impurity
Here we briefly review how to derive the ground state
energy of a Fermi gas with a single impurity atom. This
system has already been investigated [36]. We use this
well-known set-up to test our numerical approach. The
system is desribed the Hamiltonian
hBA = −
N∑
j=1
∂2
∂x2j
+ 2c
N∑
j<l
δ (xj − xl) , (C1)
where the coordinates x1, ..., xN−1 are the positions of
the fermions, and xN is reserved for the impurity. The
9corresponding Bethe ansatz equations are given by [32]
eik
(1)
j l =
k
(1)
j − Λ + 12 ic
k
(1)
j − Λ− 12 ic
, 1 ≤ j ≤ N ;
N∏
j=1
k
(1)
j − Λ + 12 ic
k
(1)
j − Λ− 12 ic
= 1 ,
(C2)
where k
(1)
j is the jth wave vector (we use the superscript
to emphasize that we work with a single impurity here),
and Λ is one additional variable. We consider N to be
even. Once the BA equation are solved, the energy can
be calculated as ε(1) =
∑
j
(
k
(1)
j
)2
.
We solve the BA equations with Newton’s method as
already explained in the main part. For small c the weak
coupling expansion of the BA equations [63] is used as
an initial guess
k
(1)
1 ≈ −
1
4pi
N∑
j=3
1
mj
c+
√
c
l
,
k
(1)
2 ≈ −
1
4pi
N∑
j=3
1
mj
c−
√
c
l
,
k
(1)
j ≈
2pi
l
mj +
1
2pimj
c for 3 ≤ j ≤ N ; Λ ≈ γc ,
(C3)
where mj ∈ Z determine the wave vectors of the particles
for zero interaction. The shift due to the small interaction
is given by the terms proportional to c and
√
c.
To extrapolate the result to the thermodynamic limit
we use ε(1)(c)−ε(1)(0) = E+α/Nβ , where E , α and β are
fit parameters. We show the result in Fig. 8. Our result
fits the analytic expression quite well. The relative dif-
ference, shown in the inset, is negligible for our purposes.
We present also the result for 14 particles to demonstrate
that only a handful of particles are needed to simulate
the ground state properties of an infinite Fermi gas with
an impurity in a laboratory.
Appendix D: Two static impurities
Here we calculate the eigenenergies of the Hamiltonian
hBO = − ∂
2
∂x2
+ 2c
[
δ
(
x− r
2
)
+ δ
(
x+
r
2
)]
. (D1)
To this end, we divide the space into three parts: −l/2 <
x < −r/2, −r/2 < x < r/2, and r/2 < x < l/2. For each
part we write the wave function as
ψ(x) = a1e
ikx + a2e
−ikx , (D2)
where k is the wave number. The wave function must
obey the “delta-potential boundary conditions” at x =
±r/2, and periodic boundary conditions at x = ±l. We
divide the solutions into parity-symmetric and parity-
antisymmetric ones. Furthermore, we consider “bound
states” and “scattering states” separately. For “bound
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Figure 8. The energy of an impurity atom in a Fermi gas,
E , as a function of the interaction strength, c. The crosses
represent our numerical result for the thermodynamic limit.
The analytic result for the thermodynamic limit [36] is shown
by the orange line. In addition the total energy for a system
consisting of N = 14 particles is shown by the blue dots.
Inset: The red circles display the relative difference (x−y)/x,
where x is our numeric result and y the analytic expression
from Ref. [36]. The curve is added to guide the eye.
states” the wave vector is imaginary, so the ansatz k = iκ
is made, where κ is real. For “scattering states”, the wave
vector is real. The equations that determine k for each
class of solutions are written below.
1) Symmetric “bound states”:
−2κeκl2 +κr (2ce−κl + ge−κl−κr + 2ce−κr + 2ce−2κr
−2κe−κl−κr + 2κe−κ−r) = 0.
(D3)
2) Antisymmetric “bound states”:
2e
κl
2 +κr
(
2ce−κl − 2ce−κl−κr − 2ce−κr + 2ce−2κr
+2κe−κl−κr − 2κe−κr) = 0. (D4)
3) Symmetric “scattering states”:
k
[
2c
(
cos
(
kl
2
)
+ cos
(
1
2
k(l − 2r)
))
−2k sin
(
kl
2
)]
= 0.
(D5)
4) Antisymmetric “scattering states”:
8c cos
(
1
2
k(l − 2r)
)
− 8c cos
(
kl
2
)
(D6)
+ 8k sin
(
kl
2
)
= 0 . (D7)
To solve the equations, a genetic algorithm first finds
approximate solutions for k, κ. These are then used in
the Newton’s iteration method as an initial guess. We
calculate as many energy levels as particles we consider.
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