We sketch vectors of geometric objects J through the MinDist function vi(J) = inf p∈J p − qi for qi ∈ Q from a point set Q. Collecting the vector of these sketch values induces a simple, effective, and powerful distance: the Euclidean distance between these sketched vectors. This paper shows how large this set Q needs to be under a variety of shapes and scenarios. For hyperplanes we provide direct connection to the sensitivity sampling framework, so relative error can be preserved in d dimensions using Q = O(d/ε 2 ). However, for other shapes, we show we need to enforce a minimum distance parameter ρ, and a domain size L. For d = 2 the sample size Q then can beÕ((L/ρ) · 1/ε 2 ). For objects (e.g., trajectories) with at most k pieces this can provide stronger for all approximations withÕ((L/ρ) · k 3 /ε 2 ) points. Moreover, with similar size bounds and restrictions, such trajectories can be reconstructed exactly using only these sketch vectors.
Introduction
In this paper (and a more empirically-focused companion paper [27] ) we introduce a new distance between geometric objects, d Q . For an object J ∈ J, where J ⊂ R d , this depends on a set of landmarks Q ⊂ R d ; for now let n = |Q|. These landmarks induce a sketched representation v Q (J) ∈ R n where the ith coordinate v i (J) is defined via a MinDist operation v i (J) = inf p∈J p − q i , using the ith landmark q i ∈ Q. When the object J is implicit, we simply use v i . Then our new distance d Q between two objects J 1 , J 2 ∈ J is simply the (normalized) Euclidean distance between the sketched representations
Our companion paper introduces other variants of this distance (using other norms or using the arg min p∈J points on each J ∈ J). We focus on this version as it is the simplest, cleanest, easiest to use, and was the best or competitive with the best on all empirical tasks. Indeed, for the pressing case of measuring a distance between trajectories, this new distance measure dominates a dozen other distance measures (including dynamic time warping, discrete Frechet distance, edit distance for real sequences) in terms of classification performance, and is considerably more efficient in clustering and nearest neighbor tasks.
The goal of this paper is to formally understand how many landmarks in Q are needed for various error guarantees, and how to chose the locations of these points Q.
Our aims in the choice of Q are two-fold: first, we would like to approximate d Q with dQ, and second we would like to recover J ∈ J exactly only using v Q (J). The specific results vary depending on the initial set Q and the object class J. More precisely, the approximation goal aims to preserve d Q for all objects J in some class J with a subsetQ ⊂ Q of landmarks. Or possibly a weighted set of landmarks W,Q with |Q| = N , so each q i is associated with a weight w i and the weighted distance is defined
whereṽQ = (ṽ 1 , · · · ,ṽ N ) withṽ i = √ w i v i . Specifically, our aim is an (ρ, ε, δ)-approximation of Q over J so when W,Q is selected by a random process that succeeds with probability at least 1 − δ, then for a pair
When this holds for all pairs in J, we say it is a strong (ρ, ε, δ)-approximation of Q over J. In some cases we can set to 0 either δ (the process is deterministic) or ρ (this preserves even arbitrarily small distances), and may be able to use uniform weights w i = 1 |Q| for all selected points.
Our Results
We begin with a special signed variant of the distance associated with the class J of (d − 1)-dimensional hyperplanes (which for instance could model linear separators or linear regression models). The signed variant provides v i (J) a negative value on one side of the separator. In this variant, we show that if Q is full rank, then we can recover J from v Q (J), and a variant of sensitivity sampling can be used to select O(d/(δε 2 )) points to provide a (0, ε, δ)-approximation W,Q. Or by selecting O( d ε 2 (d log d + log 1 δ )) results in a strong O(0, ε, δ)-approximation (Theorem 2.2).
Next we consider the more general case where the objects are bounded geometric objects S. For such objects it is useful to consider a bounded domain Ω L = [0, L] d (for d a fixed constant), and consider the case where each S ∈ S and landmarks satisfy S, Q ⊂ Ω L . In this case, the number of samples required for a (ρ, ε, δ)-approximation is S Q where η = min q,q ∈Q q − q ∞ . A few special cases are worth expanding upon. When Q is continuous and uniform over Ω L then S Q = O((L/ρ) 2d 2+d ), and this is tight in R 2 at S Q = Θ(L/ρ). That is, we can show that S Q = Θ(L/ρ) may be needed in general. When d = 2 but not necessarily uniform on Ω L , then S Q = O( L ρ min{ √ log n, L/ρ}). And when Q is on a grid over Ω L in R 2 of resolution Θ(ρ), then
, just a log L/ρ more than the lower bound. We conclude with some specific results for trajectories. When considering the class T k with at most k segments, then O( 1 ε 2 S Q (k 3 log S Q + log 1 δ )) samples is sufficient for a strong (ρ, ε, δ)-approximation. Then when considering trajectories T τ where the critical points are at distance at least τ apart from any non-adjacent part of the curve, we can exactly reconstruct the trajectory from v Q as long as Q is a grid of side length Ω(τ ). It is much cleaner to describe the results for trajectories and Q precisely on a grid, but these results should extend for any object with k piecewise-linear boundaries, and critical points sufficiently separated, or Q as having any point in each sufficiently dense grid cell, as opposed exactly on the grid lattice. [21] . The same error bound holds for all f ∈ F (then it is called a (0, ε, δ)-strong coreset) with N = O( S(F ) ε 2 (s F log S(F ) + log 1 δ )) where s F is the shattering dimension of the range space (X, ranges(F )) [4] . Specifically, each range r ∈ (X, ranges(F )) is defined as those points in a sublevel set of a specific cost function r = {x ∈ X | µ(x)
f ≤ ξ} for some f ∈ F and ξ ∈ R. It seems natural that a form of our results would follow directly from these approaches. However, two significant and intertwined challenges remain. First, our goal is to approximate the distance between a pair of sketches v Q (J 1 ) − v Q (J 2 ) , where these results effectively only preserve the norm of a single sketch v Q (J 1 ) ; this prohibits many of the geometric arguments in the prior work on this subject. Second, the total sensitivity S(F ) associated with unrestricted Q and pairs J 1 , J 2 ∈ J is in general unbounded (as we prove in Lemma 3.1). Indeed, if the total sensitivity was bounded, it would imply a mapping to bounded vector space [21] , wherein the subtraction of the two sketches v Q (J 1 ) − v Q (J 2 ) would still be an element of this space, and the norm bound would be sufficient.
We circumvent these challenges in two ways. First, we identify a special case in Section 2 (with negative distances, for hyperplanes) under which there is a mapping of the sketch v Q (J 1 ) to metric space independent of the size and structure of Q. This induces a bound for total sensitivity related to a single object, and allows the subtraction of two sketches to be handled within the same framework.
Second, we enforce a lower bound on the distance d Q (J 1 , J 2 ) > ρ and an upper bound on the domain Ω L = [0, L] d . This induces a restricted class of pairs J L/ρ where L/ρ is a scaleless parameter, and it shows up in bounds we are then able to produce for the total sensitivity with respect to J L/ρ and Q ⊂ Ω L .
Leverage scores, and large scales. Let (·) + denotes the Moore-Penrose pseudoinverse of a matrix, so (AA T ) + = (AA T ) −1 when AA T is full rank. The leverage score [13] of the ith column a i of matrix A is defined as:
This definition is more specific and linear-algebraic than sensitivity, but has received more attention for scalable algorithm development and approximation [13, 3, 12, 9, 25, 10] .
However, Theorem B.1 (in the Appendix B.1) shows that if F is the collection of some functions defined on a set Q of n points (µ(q i ) = 1 n for all q i ∈ Q), where each f ∈ F is the square of some function v in a finite dimensional space V spanned by a basis {v (1) , · · · , v (κ) }, then we can build a κ × n matrix A where the ith column is 1
is precisely the leverage score of the ith column of the matrix A. A similar observation has been made by Varadarajan and Xiao [29] .
A concrete implication of this connection is that we can invoke an online row sampling algorithm of Cohen et al. [10] . In our context, this algorithm would stream over Q, maintaining (ridge) estimates of the sensitivity of each q i from a sampleQ i−1 , and retaining each q i in that sample based on this estimate. Even in this streaming setting, this provides an approximation bound not much weaker than the sampling or gridding bounds we present; see Appendix B.1.
Connection from MinDist to shape reconstruction. The fields of computational topology and surface modeling have extensively explored [5, 28, 6] the distance function to a compact set
their approximations, and the offsets J r = d −1 J ([0, r]). For instance the Hausdorff distance between two compact sets J, J is d H (J, J ) = d J − d J ∞ . The gradient of d J implies stability properties about the medial axis [7] . And most notably, this stability of d J with respect to a sample P ∼ J or P ∼ ∂J is closely tied to the development of shape reconstruction (aka geometric and topological inference) through α-shapes [14] , power crust [1] , and the like. The intuitive formulation of this problem through d J (as opposed to Voronoi diagrams of P ) has led to more statistically robust variants [6, 28] which also provide guarantees in shape recovery up to small feature size [18] , essentially depending on the maximum curvature of ∂J.
Our formulation flips this around. Instead of considering samples P from J (or ∂J) we consider samples Q from some domain Ω ⊂ R d . This leads to new but similar sampling theory, still depending on some feature size (represented by various scale parameters ρ, τ , and η), and still allowing recovery properties of the underlying objects. While the samples P from J can be used to estimate Hausdorff distance via an all-pairs O(|P | 2 )-time comparison, our formulation requires only a O(|Q|)-time comparison to compute d Q . We leave as open questions the recovering of topological information about an object J ∈ J from v Q (J).
Function space sketching.
While most geometric inference sampling bounds focus on low-level geometric parameters (e.g., weak local feature size, etc), a variant based on the kernel distance d K (P, x) [28] can be approximated (including useful level sets) using a uniform sample P ∼ P . The kernel distance in this setting is defined d K (P, x) = 1 + µ K (P ) − 2kde P (x) where the kernel density estimate is defined kde P (x) = 1 |P | p∈P K(p, x) with K(p, x) = exp(− x − p 2 ) and µ K (P ) = 1 P p∈P kde P (p). This sampling mechanism can be used to analyze kde P (and thus also d K ) [24] by considering a reproducing kernel Hilbert space (RKHS) H K associated with K; this is a function space so each element φ K (p) = K(p, ·) ∈ H K is a function. And averages Φ K (P ) = 1 P p∈P φ K (p) = kde P are kernel density estimates. Ultimately,
. Notably, the natural H K -norm is an 2 -norm when restricted to any finite dimensional subspace (e.g., the basis defined by {φ K (p)} p∈P ).
Similarly, our approximations of d Q (·, ·) using a sampleQ ∼ Q result in a similar function space approximation. Again the main difference is that d Q is bivariate (so it takes in a pair J 1 , J 2 ∈ J, which is hard to interpret geometrically), and we seek a relative error (not an additive error). This connection leads us to realize that there are JL-type approximations [20] of this feature space. That is, given a set of t objects O = J 1 , J 2 , . . . , J t ⊂ J, and their representations v
, so with probability at least 1 − δ so for any pair J,
However, for such a result to hold for all pairs in J, there likely requires a lower bound on the distance ρ and/or upper bound on the underlying space L, as with the kernels [8, 26] . Moreover, such an approach would not provide an explicit coresetQ that is interpretably in the original space R d .
The Distance Between Two Hyperplanes
In this section, we define a distance d Q between two hyperplanes. Let
Without specification, in this paper Q is a multiset, which means two points in Q can be at the same location, and · represents l 2 norm.
Any hyperplane h ∈ H can be uniquely expressed in the form
j=1 u 2 j = 1 and the first nonzero entry of u is positive}, i.e. (u 1 , · · · , u d ) is the unit normal vector of h, and u d+1 is the offset. A sketched halfspace h has n-dimensional vector v Q (h) = (v 1 (h), . . . , v n (h)) where each coordinate v i is defined as the signed distance from q i to the closest points on h, which can be calculated v i (h) = d j=1 u j x i,j + u d+1 ; the dot-product with the unit normal of h, plus offset u d+1 . As before, the distance is defined as
) . When Q ⊂ R d is full rank -that is, there are d + 1 points in Q which are not on a common hyperplane -then our companion paper [27] shows d Q is a metric on H.
Estimation of d Q by Sensitivity Sampling on Q
We use sensitivity sampling to estimate d Q with respect to a tuple (F, X, µ). First suppose Q = {x 1 , · · · , x n } ⊂ R d is full rank and n ≥ d + 1. Then we can let X = Q and µ = 1 n ; what remains is to define the appropriate F . Roughly, F is defined with respect to a (d + 1)-dimensional vector space V , where for each f ∈ F , f = v 2 for some v ∈ V ; and V is the set of all linear functions on x ∈ Q.
We now define F in more detail. Recall each h ∈ H can be represented as a vector u ∈ U d+1 . This u defines a function v u (q) = d i=1 u i x i + u d+1 , and these functions are elements of V . The vector space is however larger and defined
so that there can be v a ∈ V for which a / ∈ U d+1 ; rather it can more generally be in R d+1 . Then the desired family of real-valued functions is defined
To see how this can be applied to estimate d Q , consider two hyperplanes h 1 , h 2 in R d and the two unique vectors u (1) , u (2) ∈ U d+1 which represent them. Now introduce the vector u = (u 1 , · · · , u d+1 ) = u (1) − u (2) ; note that u ∈ R d+1 , but not necessarily in U d+1 . Now for q ∈ Q define a function f h1,h2 ∈ F as
And thus an estimation of 1 n q∈Q f h1,h2 (q) provides an estimation of d Q (h 1 , h 2 ). From Lemma B.1, we know the total sensitivity of F is d + 1. In particular, given the sensitivities score σ(q) for each q ∈ Q, we can invoke [21] [Lemma 2.1] to reach the following theorem.
δ,ε 2 results in a (0, ε, δ)-coreset. And thus an (0, ε, δ)-approximation so with probability at least 1 − δ, for each pair
Now, we use the framework in Braverman et al. [4] to construct a strong O(0, ε, δ)-approximation for Q over H. In the remaining part of this subsection, we assume Q is a set (not a multiset), each q ∈ Q has a weight w(q) ∈ (0, 1], and q∈Q w(q) = 1. Recall that for a range space (Q, R) the shattering dimension s = dim(Q, R) is the smallest integer s so that |{S ∩ R | R ∈ R}| ≤ |S| s for all S ⊂ Q. We introduce ranges X where each range X h1,h2,η ∈ X is defined by two halfspaces h 1 , h 2 ∈ H and a threshold η > 0. This is defined with respect to Q and a weighting w : Q → R + , specifically
Next we use the sensitivity σ : Q → R + to define an adjusted range space (Q, X ) with adjusted weights w (q) = σ(q) d+1 w(q) and adjusted ranges X h1,h2,η ∈ X defined using g h1,h2 (q) = 1
Recall thatf h1,h2 = q∈Q w(q)f h1,h2 (q). To apply [4] [Theorem 5.5] we only need to bound the shattering dimension of the adjusted range space (Q, X ). Proof. We start by rewriting any element X h1,h2,η of the adjusted range space as
where (x 1 , · · · , x d ) is the coordinates of q ∈ Q. This means each set X h1,h2,η ∈ X can be decomposed as the intersection of sets in two ranges over Q from:
By Lemma A.1, we only need to bound the dimension of each associated range space (Q, R 1 ) and (Q,
Since Q is a fixed set, we know z only depends on q, and c 0 , c only depend on h 1 , h 2 and η. By introducing new variables we construct an injective map ϕ :
Since the shattering dimension of the range space
Thus, we obtain an O(d) bound for the shattering dimension of (Q, X).
From Lemma 2.1 and [4][Theorem 5
.5] we can directly obtain a strong O(0, ε, δ)-approximation for Q over H.
) results in a strong (0, ε, δ)-coreset. And thus a strong (0, ε, δ)-approximation so with probability at least 1 − δ, for all h 1 , h 2 
Sketched MinDist for Two Geometric Objects
In this section, we mildly restrict d Q to the distance between any two geometric objects, in particularly bounded closed sets. Let S = {S ⊂ R d | S is a bounded closed set} be the space of objects J we consider.
As before define v i (S) = inf p∈S p − q i , and then for S 1 ,
Using sensitivity sampling to estimate d Q (S 1 , S 2 ) requires a bound on the total sensitivity of F (S).
In this section we show that while unfortunately the total sensitivity S(F (S)) is unbounded in general, it can be tied closely to the ratio L/ρ between the diameter of the domain L, and the minimum allowed d Q distance between objects ρ. In particular, it can be at least proportional to this, and in R 2 in most cases (e.g., for near-uniform Q) is at most proportional to L/ρ or not much larger for any Q. Figure 1 : Q is the set of blue points, γ1 is the red curve, γ2 is the green curve, and they coincide with each other on the boundary of the square.
Lower Bound on Total Sensitivity
Suppose Q is a set of n points in R 2 and no two points are at the same location, then for any q 0 ∈ Q we can draw two curves γ 1 , γ 2 as shown in Figure 1 , where γ 1 is composed by five line segments and γ 2 is composed by four line segments. The four line segments of the γ 2 forms a square, on its boundary γ 1 and γ 2 coincide with each other, and inside this square, q 0 is the endpoint of γ 1 . We can make this square small enough, such that all points q = q 0 are outside this square. So, we have dist(q 0 , γ 1 ) = 0 and dist(q 0 , γ 2 ) = 0, and dist(q, γ 1 ) = dist(q, γ 2 ) = 0 for all q = q 0 . Thus, we have f γ1,γ2 (q 0 ) > 0 and f γ1,γ2 (q) = 0 for all q = q 0 , which implies
Since this construction of two curves γ 1 , γ 2 can be repeated around any point q ∈ Q,
We can refine this bound by introducing two parameters L, ρ for S. Given L > ρ > 0 and a set Q ⊂ R d of n points, we define
The following lemma gives a lower bound for the total sensitivity of F (S(L), ρ) in the case d = 2, which directly holds for larger d.
Proof. We uniformly partition [0, L] 2 into n grid cells, such that
We take Q as the n grid points, and for each point q ∈ Q we can choose two curves γ 1 and γ 2 (similar to curves in Figure 1 
Upper Bound on the Total Sensitivity
, and the denominatorf S1,S2 ≥ ρ 2 by assumption for all f S1,S2 ∈ F (S(L), ρ). Hence, the sensitivity of each point in Q is O L 2 ρ 2 , and thus their average, the total sensitivity is O L 2 ρ 2 . In this section we will improve and refine this bound.
We introduce two variables only depends on Q = {q 1 , · · · , q n } ⊂ [0, L] d : n |Q∩B∞(q,r)| can be maximized, when the region B ∞ (q, r) has smallest point density, which means r should be as large as possible but the number of points contained in B ∞ (q, r) should be as small as possible. A trivial bound of C q is n, but if we make C q0 = n for one point q 0 , then it implies the value of C q for other points will be small, so for C Q it is possible to obtain a bound better than n 2 d+2 .
Importantly, these quantities C q and C Q will be directly related to the sensitivity of a single point σ(q) and the total sensitivity of the point set S Q , respectively. We formalize this connection in the next lemma, which for instance implies that for d constant then
2+d and C q given by (3.1).
, and then use the parameter M := |dist(q, S 1 ) − dist(q, S 2 )|, where M 2 = f S1,S2 (q). If M = 0, then obviously f S1,S2 (q) = M 2 = 0, and σ(q) = 0. So, without loss of generality, we assume M > 0 and dist(q, S 1 ) = τ and dist(q,
There are two cases for the relationship between τ and M , as shown in Figure 2 . 
Combining these two cases on τ , for all q ∈ B(q, M 8 )
Hence, to bound the total sensitivity of F (S(L), ρ), we need a bound of
Proof. We define C Q := 1 n q∈Q C q , and using Hölder inequality we have
So, we only need to bound C Q . We define r q := arg max 0<r≤L
For any fixed i ∈ A, we use l i := L 2 i+1 as the side length of grid cell to partition the region [0, L] d into
Then using the definitions of C Q and r q we have
We assert r q ≥ Ln − 1 d for all q ∈ Q. This is because for any r ∈ (0, Ln − 1 d ) we have
and from the definition of Q i and A we know i / ∈ A, which implies |A| ≤ 1 + min log 2 L η , 1 d log 2 n . Hence we obtain C Q ≤ 2 d+1 min log 2 L η , 1 d log 2 n and using C Q = ( C Q ) 2 2+d we prove the lemma.
Since f S1,S2 ∈ F (S(L), ρ), we know f S1,S2 (q) ≤ dL 2 for all q ∈ Q and 1 n q ∈Q f S1,S2 (q ) ≥ ρ 2 , so σ(q) ≤ dL 2 ρ 2 for all q ∈ Q. Thus, we can expand 1 |Q| q∈Q σ(q) using Lemma 3.2 and factor out C Q using Lemma 3.3 to immediately obtain the following theorem about the total sensitivity of F (S(L), ρ).
From Lemma 3.2 and Theorem 3.1, using [21] [Lemma 2.1] we can obtain the following theorem.
and S Q are defined in Lemma 3.2 and Theorem 3.1 respectively. Then for δ, ε ∈ (0, 1) a σ-sensitive sampling of size N ≥ S Q δε 2 providesQ, a (ρ, ε, δ)-coreset; that is with probability at least 1 − δ, we have
If Q describes a continuous uniform distribution in [0, L] d (or sufficiently close to one, like points on a grid), then there exists an absolute constant C > 0 such that C q ≤ C for all q ∈ Q, then in Lemma 3. Remark. To compute the upper bound of σ(q) in Lemma 3.2, we need to compute C q which can be obtained in O(n log n) time. For any fixed q ∈ Q, we sort Q \ {q} = {q 1 , · · · , q n−1 } according to their l ∞ distance from q, so that q − q i ∞ ≤ q − q j ∞ for any i < j. Then for i ∈ [n] we compute 
Strong Coresets for the Distance Between Trajectories
In this section, we study the distance d Q defined on a subset of S(L): the collection of k-piecewise linear curves, and use the framework in [4] to construct a strong approximation for Q. We assume the multiset Q contains m distinct points q 1 , · · · , q m , where each point q i appears m i times and m i=1 m i = n. So, in this section Q will be viewed as a a set {q 1 , · · · , q m } (not a multiset) and each point q ∈ Q has a weight w(q i ) = mi n .
c k is the sequence of k + 1 critical points of γ. The value dist(q, γ) = inf p∈γ p − q , and function f γ1,γ2 (q) = (dist(q, γ 1 ) − dist(q, γ 2 )) 2 are defined as before. We now use weights w(q i ) = mi n q∈Q w(q) = 1 and the resulting distance is
We next consider the sensitivity adjusted weights w (q) = σ(q) S Q w(q) and cost function g γ1,γ2 (q) = 
Now to apply the strong coreset construction of Braverman et al. [4] [Theorem 5.5] we only need to bound the shattering dimension of (Q, T k,d ).
Two recent results provide bounds on the VC-dimension of range spaces related to trajectories. Given a range space (X, R) with VC-dimension ν and shattering dimension s, it is known that s = O(ν log ν) and ν = O(s). So up to logarithmic factors these terms are bounded by each other. First Driemel et al. [11] shows VC-dimension for a ground set of curves X m of length m, with respect to metric balls around curves of length k, for various distance between curves. The most relevant case is where m = 1 (so the ground set are points like Q), and the Hausdorff distance is considered, where the VC-dimension in d = 2 is bounded O(k 2 log(km)) = O(k 2 log k) and is at least Ω(max{k, log m}) = Ω(k). Second, Matheny et al. [23] considered ground sets X k of trajectories of length k, and ranges defined by geometric shapes which may intersect those trajectories anywhere to include them in a subset. The most relevant cases is when they consider disks, and show the VC-dimension is at most O(d log k) , and have a proof that implies it is at least Ω(log k); but this puts the complexity k on the ground set not the query. More specifically, neither of these cases directly imply the results for our intended range space, since ours involves a pair of trajectories.
Lemma 4.1. The shattering dimension of range space
and η ≥ 0, where γ 1 = c 1,0 , · · · , c 1,k and γ 2 = c 2,0 , . . . , c 2,k , then we can define the range T γ1,γ2,η as For a trajectory γ defined by critical points c 0 , c 1 , . . . , c k for j ∈ [k] define s j as the segment between c j−1 , c j and j as the line extension of that segment. The distance between q and a segment s j is illustrated in Figure 3 and defined
Then dist(q, γ) = min j∈[k] ξ j . For trajectories γ 1 and γ 2 , specify these segment distances as ξ (1) i and ξ (2) i , respectively. Then the expression for T γ1,γ2,η can be rewritten as
This means set T γ1,γ2,η can be decomposed as the union and intersection of O(k 3 ) simply-defined subsets of Q. Specifically looking at the last line, this can be seen as the union over O(k 2 ) sets (the outer union), and the first two lines are the intersection of O(k) sets, and the last two lines inside the union are the intersection with one set each.
Next we argue that each of these O(k 3 ) simply defined subsets of Q can be characterized as an element of a range space. By standard combinatorics [19, 2] (and spelled out in Lemma A.1), the bound of the shattering dimension of the entire range space is O(k 3 ) times the shattering dimension of any of these simple ranges spaces.
To get this simple range space shattering dimension bound, we can use a similar linearization method as presented in the proof of Lemma 2.1. For any simple range space R determined by the set decomposition of T γ1,γ2,η , we can introduce new variables c 0 ∈ R, z, c ∈ R d , where z depends only on q, and c 0 , c i depend only on γ 1 , γ 2 and r, and d only depends on d. Here, Q is a fixed set and thus S Q is a constant. By introducing new variables we can construct an injective map ϕ :
Since the shattering dimension of the range 
Trajectory Reconstruction
In Section 4, we use Q to convert a piecewise-linear curve γ to a vector v Q (γ) in R |Q| , and in this section we study how to recover γ from Q and v Q (γ), and we only consider γ in R 2 . Let T := {γ = c 0 , · · · , c k | c i ∈ R 2 , k ≥ 1} be the set of all piecewise-linear curves in R 2 . Each curve in T is specified by a series of critical points c 0 , c 1 , . . . , c k , and k line segments s 1 , s 2 , . . . , s k , where s i is the line segment c i−1 c i .
For a curve γ ∈ T and τ > 0 we define a family of curves T τ ⊂ T s.t. each γ ∈ T τ has two restrictions:
(R1) Each angle ∠ [ci−1,ci,ci+1] about an internal critical point c i is non-zero (i.e., in (0, π)). (R2) Each critical point c i is τ -separated, that is the disk B(c i , τ ) = {x ∈ R 2 | x − c i ≤ τ } only intersects the two adjacent segments s i−1 and s i of γ, or one adjacent segment for endpoints (i.e., only the s 1 for c 0 and s k for c k ).
We next restrict that all curves (and Q) lie in region Ω ⊂ R 2 . Let T τ (Ω) be the subset of T τ where all curves γ have all critical points within Ω, and in particular, no c i ∈ γ is within a distance τ of the boundary of Ω. Now for i > 0, define an infinite grid . . . , v n ). We define some notations that are used in this section for the implied circle
When the radius is specified as r (with perhaps r = v i ), then we, as follows, denote the associated circle C i,r , closed disk B i,r , and open diskḂ i,r around q i .
For Q, γ ∈ T τ (Ω) and v Q (γ) we have the following three observations.
(O1) In any disk with radius less than τ , there is at most one critical point of γ; by (R2). (O2) If a point moves along γ, then it can only stop or change direction at critical points of γ.
(O3) For any q i ∈ Q, γ cannot go intoḂ i . Moreover, C i must contain at least one point of γ, and if this point is not a critical point, then γ must be tangent to C i at this point.
The restriction (R2) only implies if there is a critical point of γ, then in its neighborhood γ has at most two line segments. However, if there is no critical point in a region, then the shape of γ can be very complicated in this region, so we need to first identify the regions that contain a critical point.
The entire algorithm is overviewed in Algorithm 5.1. For each critical point c ∈ γ, there exists q ∈ Q such that dist(q, c) < η. So to recover γ, we first traverse {q i ∈ Q | v i < η} and use isCritical(q i ) (Algorithm 5.2) to solve the decision problem of if there is a critical point in B i,3η . Whenever there is a critical point in B i,3η , we then use FindCritical(q i ) (Algorithm 5.3) to find it -collectively, this finds all critical points of γ. Finally, we use DetermineOrder (Algorithm 5.4) to determine the order of all critical points of γ, which recovers γ.
// aggregate critical points return γ := DetermineOrder(E, A) Existence of critical points. In Algorithm 5.2, we consider the common tangent line of C i and C j for all q j in a neighborhood of q i . If no common tangent line can go through B i,3η without going into the interior of any other circle centered in B i,3η , then it implies there is a critical point of γ in B i,3η . If the angle is less than or equal to π 4 , then as shown in Figure 5 (Center), there exists three points q i1 , q i2 , q i3 ∈ Q i,8η such that {c} = C i1 ∩ C i2 ∩ C i3 and B i1 ⊂ B i2 ∪ B i3 and the tangent of C i1 at c intersects withḂ i2 ∪Ḃ i3 . This follows by the same argument as when c is an endpoint. So, (O3) implies c is a critical point of γ, and from (O1) we know c = c .
If the angle is greater than π 4 , then as shown in Figure 5 (Right), there exists four points q i1 , q i2 , q i3 , q i4 ∈ Q i,8η outside the interior angular region, and such that C i1 , C i2 are tangent to s , and C i3 , C i4 are tangent to s. Moreover, these four circles can be chosen to not intersect with each other. Next we can argue that because the angle is sufficiently large, we can block a path from c to outside of B i,8η both inside the interior angular region, and outside it. Outside this region, we can choose three points in q k1 , q k2 , q k3 ∈ Q i,8η of which C k1 is incident to ray(s), C k2 is incident to c , and C k3 is incident to ray(s ); and thatḂ k1 andḂ k2 intersect anḋ B k2 andḂ k3 intersect. Similarly, inside the interior angular region, we can chose two points q j1 , q j2 ∈ Q i,8η so C j1 and C j2 are incident to ray(s) and ray(s ), respectively, and thatḂ j1 andḂ j2 intersect. These two sets of points blocks any other straight path from c (required by (O2)) from existing B i,8η (required by (O1)) without entering the interior of someḂ k . And the first four points q i1 , q i2 , q i3 , q i4 ensures that this c is unique (by (O1)) and c = c must be a critical point on γ.
Using Algorithm 5.2 and 5.3 we can find all critical points (E, A) with associated line segments of γ, so the final step is to use function DetermineOrder(E, A) (Algorithm 5.4) to determine their order, as we argue it will completely recover γ. Proof. From Lemmas 5.2 and 5.3 we know Algorithms 5.2 and 5.3 identify all critical points of γ, and the line segments of γ associated with each critical point. So we only need to show Algorithm 5.4 determines the correct order of critical points. This is because if a point moves along γ it cannot stop or change direction until it hits a critical point (Observation (O2)), and when it hits a critical point it has to stop or change direction, otherwise it will violate (R1) or (R2). So, Algorithm 5.4 starts from an endpoint and moves along the direction of line segment associated with it, and changes the direction only after arriving at the next critical point, until all critical points are visited. This gives the correct order of critical points of γ.
Moreover, the running time of Algorithm 5.2 and 5.3 are constant, since they both only examine a constant number of points, circles, etc in each B i,3η or B i,8η . And these can be retrieved using the implicit grid structure in constant time. Thus the for loop in Algorithm 5.1 takes O(|Q|) time. The final Algorithm 5.4 to recover the order takes O(k 2 ) time, since a constant fraction of steps need to check a constant fraction of all critical points in A. So, the total running time of this algorithm is O(|Q| + k 2 ).
Conclusion
In this paper we analyze sketches via the v i (J) = MinDist(q i , J) = inf p∈J p − q i procedure, for a variety of geometric objects, and show how many and how measurement points Q can be chosen. Collecting n values v Q (J) = (v 1 (J), . . . , v n (J)) leads to a simple to use and natural distance d Q (J 1 , J 2 ) = v Q (J 1 ) − v Q (J 2 ) .
For hyperplanes, the sensitivity sampling framework can be applied fairly directly to chose Q, and requires about (d/ε 2 ) points or O(d 2 log d/ε 2 ) for stronger guarantees. However, for more general objects we show that a resolution parameter L/ρ needs to be introduced, and affects the sample size even in R 2 . For instance, when the goal is to represent shapes by their MinDist function as defined over a domain [0, L] 2 , then Θ( L ρ 1 ε 2 ) samples are required for ε-error. For the case of piecewise-linear curves (e.g., trajectories) we can provide even stronger error guarantees. By bounding an associated shattering dimension for curves of length at most k, we can provide strong approximation guarantees on d Q using roughly L ρ log 2 L ρ · k 3 · 1 ε 2 samples. Moreover, we can exactly recover the trajectory γ using only its MinDist sketched vector v Q (γ).
While a companion paper [27] has provided experimental results which demonstrate this distance d Q is convenient and powerful in trajectory classification tasks, many other open questions remain. These include extending similar representations to other tasks, in theory and in practice. Moreover, our bounds rely on a few related minimum resolution parameters ρ ≤ min γ1,γ2 d Q (γ 1 , γ 2 ), τ is a gap between points in a grid Q required to recover γ, and η = min q,q ∈Q q =− q is a pairwise minimum distance on the multiset Q. While these parameters are in all scenarios we considered asymptotically equivalent, it would be useful to unify these terms in a single theory. Finally, we would like to show not just exact trajectory recovery (under conditions on γ and Q), but also to loosen those restrictions and provided topological recovery (e.g., geometric inference [5] ) conditions for boundaries of compact sets.
