Purpose -The internet has been used to transport data in the form of packet. Multimedia applications including voice and video are being sent using the internet. In the past, the internet did not support any kind of sophisticated quality of service (QoS) mechanism. Although the type of service (ToS) field in the internet protocol (IP) header has been present and allowed the differentiated treatment of packets, it was never really used on a large-scale. IP applications have been mostly used on terrestrial networks so far. This paper aims to describe the architecture of a DVB-RCS based satellite network supporting interactive and multimedia applications. Design/methodology/apporach -The use of TCP/IP has made it possible to have two way communication using open standard satellite networks based on digital video broadcast return channel via satellite (DVB-RCS). The voice and video are sensitive to delay and jitter so bandwidth must be guaranteed while transporting it. With the extensive use of IP for carrying voice and video, there is a need to add QoS functionality in satellite networks. The performance of data transfer using voice and video with reference to QoS parameters in satellite network is analyzed in this paper. Findings -The results show that satellite networks based on DVB-RCS can carry voice and video traffic and offer good quality of service in terms of packet loss and jitter but are poor in quality in terms of packet delay. Originality/value -This paper describes the architecture of a DVB-RCS based satellite network supporting interactive and multimedia applications.
Introduction
The internet protocol (IP) is the most important fabric of the internet. IP is designed in such a way that it runs across almost every transmission media and system platform. With the proliferation of hand-held devices equipped with wireless interfaces, the users are increasingly expecting the higher end services. These services include not only voice and data but also multimedia applications that demand high bandwidth. There is also an evolution in communication networks from circuit switched to packet switched and provision of wireless access to the internet at fairly fast rate. The next generation networks are evolving towards all-IP networks.
Internet provides best effort service in which the reliable delivery of packet is important than the amount of time needed for that delivery. This service relies upon native transmission control protocol (TCP) mechanism to re-sequence packets received out of order, as well as to request retransmission of any lost or damaged packets. A number of new applications like voice over IP (VoIP), streaming video, video conferencing and e-commerce have emerged which have varying needs for delay, jitter, bandwidth and packet loss. It is therefore necessary for the network to provide quality of service (QoS) in addition to best effort service to support these applications. The present day satellite networks are supporting real-time multimedia services and integrating with the IP networks. As the IP applications are becoming more prominent, satellite networks are also being used to carry traffic to the remote areas and the areas with the lower degree of infrastructure development where users would otherwise have to wait for broadband access through terrestrial network for several years. The European Telecommunications Standards Institute (ETSI) has recently published an open standard for interactive broadband satellite services, namely DVB-RCS (ETSI, 2005) . Satellite systems have been using proprietary air interfaces so far. This standard can be used to provide broadband access and broadcast services to the users who are exchanging voice, video and data based applications.
Like any satellite based communication system, DVB-RCS also requires at least three stations, two on the earth and a repeater station on the satellite as shown in Figure 1 . In space segment, it is the satellite and the transmission paths through the atmosphere. In ground segment there are two stations. The station called "hub" communicates via the satellite and interfaces to the terrestrial networks that the satellite system serves called user terminal. A typical "user terminal" part of DVB-RCS system comprises of the outdoor unit (ODU), the indoor unit (IDU) and the peripherals such as multimedia personal computer, and so on. The DVB-RCS standard allows two-way communication between the user terminals, also called satellite interactive terminals (SIT), installed at customer's sites (Skinnemoen et al., 2004) .
We focus on Edusat (Educational Satellite) which is the first exclusive satellite in geo-stationary orbit (GEO) at 748E to meet the growing demand for an interactive satellite based education system for India using IP based applications. A transponder on board a satellite acts as a radio relay to provide power over an RF band. Its principal parameters are the bandwidth over which it can operate and the power it can deliver. Resources on board a satellite are limited, so the capacity of a transponder is either bandwidth limited or power limited. The bandwidth of transponders which may be 
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Analysis of QoS used to carry DVB-RCS channels is typically 36 or 72 MHz. There are six C-band transponders with their footprints covering the entire country. C-band is used particularly in the areas with heavy rainfall that degrades link budgets at higher frequencies. The Edusat is also using six Ku-band transponders for covering different regions of India. Each regional beam is using a Ku-band transponder. There are multiple regional beams covering northern, north-eastern, eastern, southern and western regions and one national beam with its footprint covering the entire Indian mainland as shown in Figure 2 (ISRO, 2007).
Related work
Voice communication needs priority over other services in IP environments with limited bandwidth, such as IP satellite networks. Bandwidth utilization in such networks needs to be optimized in order to reduce service costs. The use of dynamic bandwidth allocation schemes responds to the key challenges raised by the VoIP application in satellite environment (Skinnemoen et al., 2005) . The use of geostationary multibeams and on-board processing provides a great opportunity for the speedy deployment of real time services such as IP telephony services over satellites. The performance of the VoIP traffic over EuroSkyWay test-bed was evaluated and it was shown that geostationary satellites can carry VoIP traffic (Cruickshank et al., 2001) . IP telephony over satellite links and QoS as the enabling technology for combination of data and voice service has been implemented. The level of service quality achieved on LAN and satellite link by using QoS mechanisms available off-the-shelf router and switches have been presented in Toegl et al. (2005) . Providing high-quality multimedia-based modern distance-learning services imposes requirements in terms of cost effectiveness, bandwidth demand and full compliance with the most common networking protocols. ViaSat and Eutelsat have cooperated in the development of an IP-based satellite network to meet these requirements and supply high performance and cost-effective interactivity to end-users via a bidirectional unbalanced satellite link (Feltrin et al., 2003) . A new connection admission control algorithm guarantees good QoS for real time multimedia traffic mapped over the service classes of the DVB-RCS standard (Pace et al., 2004) . The performance results of laboratory experiments for VoIP over satellite under different link and traffic conditions indicate that VoIP traffic can be transported by satellites without compromising quality (Nguyen et al., 2001) .
In this paper, we describe the broadband satellite IP network based on DVB-RCS technology in section 2. The QoS metrics are explained in section 3. We also present the comparison of QoS performance of multimedia traffic with voice and video in a terrestrial network and a satellite based network at 131 locations in India in section 4. Results of the tests performed on the above system are discussed in section 5. Section 6 concludes the paper.
IP network technology for Edusat
DVB-RCS systems are based on very small aperture terminals (VSAT). They are one of the easiest ways to provide interactive broadband over satellite, compared to existing terrestrial access networks (based on dial-up modems, leased lines and cable modems, etc.). The natural multicasting characteristics of the satellite, the wireless access and the permanent connectivity are some of the major advantages of DVB-RCS systems. They allow broadband access of the internet and of value added services via satellite. DVB-RCS enable encapsulation of IP packets in 53 bytes ATM cells or in 180 bytes MPEG-2 transport system (MPEG-TS) at media access control (MAC) layer. To minimize total system costs, DVB-RCS networks are designed to have a single expensive hub and a large number of much smaller remote terminals. Hub is a major station in a satellite communication system that carries terrestrial network services like virtual classroom to and from terminals. The DVB-RCS systems are configured as star so their central station is called a hub. One important function of hub is to map the traffic of all remote terminals belonging to each user group in an efficient way over the satellite. The hub is usually a high performance earth station with an antenna diameter of something between 3 to 6 meters (3.6 meters in Edusat). The hub comprises of a control center for managing the network as well as microwave equipments for the transmission and reception of signals. It also consists of substantial interfacing equipments to support the wide range of terrestrial interfaces. Indian Space Research Organization (ISRO) is presently managing the hub of Edusat stationed at Space Application Centre (SAC), Ahmedabad. The hub is primarily responsible for carrying IP traffic between SITs and other external networks. It is also responsible for overall network management and SIT management.
The hub
The DVB-RCS systems support communication on channels in two directions. Forward link (FL) from the satellite to many terminals and return link (RL) from the terminals to the satellite. The DVB-RCS systems use already existing DVB-S standard in the forward link (FL). In DVB-RCS, forward link is a time division multiplex (TDM) carrier. For IP based connectivity, FL allows high data rate. Presently, FL is configured for 10 million bits per second considering satellite resources available and total traffic expected among all the SITs at Edusat. RL is responsible for carrying the traffic using multi-frequency time division multiple access (MF-TDMA) based on ATM or MPEG standard. The statistical multiplexing allocation mechanism allows the overbooking of return link resources so that satellite bandwidth can be optimized.
DVB-RCS specifies a MAC layer in which the hub controls sharing of the return link capacity among user terminals. The RL based on MF-TDMA, is segmented in frequency and time. The capacity is divided in super frames, made up of frames consisting of fixed time slots. The time slots are dynamically allocated to terminals based on demands (which commensurate with the transmit traffic) and resource availability. Some slots can also be statically allocated to certain terminals. The static or dynamic allocation is performed by the bandwidth scheduler, which implements the MAC protocol. The allocations are regularly broadcast over the forward channel via terminal burst time plan (TBTP) messages. The TBTP contains one or more entries for each terminal, defining the assignment of frequency and time slots. Upon receiving the TBTP messages, the terminals are responsible for calculating the capacity requests and dispatching the traffic from various queues. The bandwidth scheduler in hub assigns the capacity on return link according to the request made by the terminals. It also checks for service level agreement with the user.
When a user terminal requests bandwidth, the scheduler checks the user profile in database. There are four types of bandwidth (capacity) which are considered: continuous rate assignment (CRA), rate based dynamic capacity (RBDC), volume based dynamic capacity (VBDC), and free capacity assignment (FCA). The CRA is used for traffic that requires a guaranteed rate with minimum delay and minimum jitter. It is assigned to a terminal which needs guaranteed bandwidth whether it has the traffic to send or not. In Edusat network, this type of time slot is assigned by hub when particular SIT logs on (switched on). CRA provides guaranteed RL bandwidth and therefore is most suitable for real time traffic like video, voice conferencing and other non-real time applications. RBDC and VBDC are allocated on request and FCA is given as a bonus. RBDC type of time slots are assigned by hub when particular SIT requests for allotment of time slots. RBDC provides RL bandwidth on demand. Hub allots the number of time slots proportional to data rate at the local area network (LAN) ports of SIT. It is suitable for real time traffic like voice conferencing and other non-real time applications like file transfer.
When terminals require additional capacity, the unused capacity is distributed among them. The traffic that supports a small jitter and does not demand guaranteed capacity uses RBDC class. The traffic that can tolerate jitter and requires best effort services is assigned VBDC class. VBDC type of time slots are assigned by hub when particular SIT demands or requests for allotment of time slots. VBDC provides RL bandwidth on demand. Hub allots the number of time slots proportional to data volume at the LAN port of SIT. It is suitable for non-real time applications. In pool of time slots with hub, some time slots are free. The free time slots are assigned by hub to SIT to fulfill the requirement of data transfer. It is like a bonus to SIT and is suitable for non-real time applications. It is important to note that DVB-RCS specification applies to the terminal (SIT) only. Indoor unit (IDU) provides the signal processing (modulation, demodulation, multiplexing, demultiplexing, synchronization, and routing) and supports the user interfaces. The IDU box is usually equivalent to the size of a domestic CD player. IDU houses network interface (ethernet), processing unit, receiver (demodulator), transmitter (modulator), the ODU interface, clock generation unit and power supply. IP packets from MPEG stream received at the satellite interface are extracted by the processing unit and transferred to the Ethernet interface for local network. IP packets to the remote LAN are received from the network interface and are embedded into asynchronous transfer mode (ATM) cells before sending them to the modulator. All signaling with the local network, satellite gateway, internal signaling with other devices in IDU and ODU are also handled by processing unit. The demodulator converts the IF signal received from ODU to baseband, performs analog to digital conversion, forwards error correction (FEC) decoding, and performs other related operations. The modulator performs frequency up conversion to IF, digital to analog conversion, FEC encoding and other related operations. Processing unit provides the information of FEC encoding type and rate, symbol rate, and decides on what MF-TDMA burst to use for transmission and what IF to use from the CPU to the modulator. This information is extracted from the DVB-RCS tables available on the forward link. Through these tables, the terminal may be asked to change burst parameters (frequency, symbol rate, FEC rate etc.) on a burst-by-burst basis.
The hub provides TCP/IP stack towards the LAN and may include security and TCP enhancement options. The local IP traffic to be sent to remote LAN is first encapsulated to either ATM or MPEG format, and then modulated to L-Band frequency. The available modulated signal is fed to SSPB for uplink. Similarly, modulated signal received by LNBC from hub is fed to IDU. The IDU demodulates the data and forwards it to LAN port in the form of IP packets.
QoS metrics
The internet was originally developed to provide best effort (BE) services to a wide range of data applications generating bursty traffic. Its use for real-time applications raises significant challenges over bandwidth and delay constrained satellite links. Performance requirement of current IP multimedia services differ, in terms of delay, jitter and packet loss. The voice or video streaming applications are error tolerant and these have stringent requirements on transmission delays and jitter. On the other hand, interactive applications like web browsing are very sensitive to losses but can bear considerable delays. IP services and applications have dominated terrestrial networks so far. The space segment is required to be QoS aware to seamlessly integrate with IP terrestrial networks and to efficiently use resources and serve a maximum number of connections. The QoS parameters that are applicable for applications using terrestrial links should also be applicable for satellite links. The following discussion reviews various parameters that provide the QoS performance.
Delay is the time taken by packets to reach from the source to destination. It is typically 270 ms for geostationary orbit (GEO) satellites. The round-trip time (RTT) is defined as the time from the transmission of a packet until a response is received, and is at least twice the forward delay. There will be double hop, when source and destination are connected through satellite.
Jitter is the variations in inter packet arrival time due to variable transmission delay over the network. It is generated in satellite systems and IP networks due to their multiple access schemes and variations in router queue loading in time. Jitter must be absorbed at the listener side to play out the voice sample with right timing; otherwise it degrades the voice or video quality. For this reason, dynamic jitter buffering at the listener side is required. Such buffering requires collecting packets and holding them long enough to allow the slowest packet to arrive in time to be played in the correct sequence. This causes additional delays. The jitter buffers add delay, which is used to remove the packet delay variation that each packet is subjected to as it transits through the packet network.
Packet loss is the result of propagation delays and channel impairments (noise, interference). IP networks cannot provide a guarantee that there will be no packet loss and the packet will certainly be delivered in the desired order. Packets may be dropped under peak loads and during periods of congestion caused by link failures or inadequate capacity. Due to the time sensitivity of voice and video transmission, the normal TCP based re-transmission schemes are not suitable. Packet losses greater than 10 percent are generally not acceptable. Receiver-side algorithms may help to conceal individual packet losses but they usually cannot handle bursty losses, more common across wireless links than in wired networks.
In case of above three QoS parameters, the challenge in satellite network is to jointly optimize them based on trade-offs. For instance, larger buffers would help reduce the jitter but add more delay. There are two main QoS models, which are defined for IP based networks: Integrated Services (IntServ) (Wroclawski, 1997) and Differentiated Services (DiffServ) (Blake et al., 1998) . In case of IntServ model, the resources are explicitly identified and reserved to guarantee QoS. The applications state their resource requirements ahead of time, enabling the network to anticipate demands and deny new requests if the required resources are not available. This concept implies the use of resource reservation protocol. An application requiring QoS must first setup and reserve resources before the packet is transmitted. Resource Reservation Protocol (RSVP) is a signaling protocol used by Intserv model for per-flow based traffic. In addition to best effort service, Intserv offers two service classes: guaranteed bandwidth and delay service, and controlled load service. Controlled load service approximates the behavior with same QoS that an uncongested packet network would deliver. It is similar to receiving the best effort service under low traffic conditions.
IntServ provides end-to-end service guarantee, but it is not scalable as it requires the per-flow states to be maintained in all the network nodes along the end-to-end path. The scalability problem is resolved by replacing per-flow service by per hop behavior (PHB) in DiffServ. Concatenation of multiple PHBs provides end-to-end performance.
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There are five PHB classes that have been defined in DiffServ. These are expedited forwarding (EF) (Jacobson et al., 1999) and four classes of assured forwarding (AF) (Heinanen et al., 1999) . When packets reach different network nodes in DiffServ domain, they are treated according to their class, which is defined by type of service (ToS) bits in packet header. ToS byte of IP header is redefined as differentiated service code point (DSCP) and it has 6 bits. DiffServ model requires the devices that are able to classify, mark, shape and drop packet that enter and leave DiffServ domain.
If a data and a voice packet have the same priority, the voice packet's timing is most likely to be disturbed due to the various sizes of data packets and their bursty traffic generation pattern. It is therefore necessary to assign a higher priority to voice packets over data packets to reduce jitter for satellite and IP networks. This is effectively done using DiffServ model. The voice and video packets are required to be mapped into PHB class like EF that provides rate guarantee. This is necessary in order to get priority over the data associated with lower priority service classes. Table I shows the suggested mapping for voice and video applications (Cisco Systems, 2004) .
Network architecture
An independent educational WAN on Edusat using SITs at 131 locations all across India (Saxena and Jasola, 2006) has been used to evaluate the QoS performance of voice, video and non-real time IP traffic. This network architecture is shown in Figure 3 . In this network the teaching end (TE) location generates and transmits multimedia and other IP based traffic related to teaching. The receiving end is defined as classroom end (CE). There is one teaching end and 130 classroom ends in this network. In case of teaching end, the SIT is connected to several personal computers, IP camera and IP telephone, via a LAN. The main characteristic of these satellite SITs is the low cost and small dish size. IDU of SIT is a single channel L-band modem with inbuilt router. Single SIT allows data rate up to 2 Mbps. Each SIT is configured in hub for maximum 624 or 512 Kbps bandwidth. In MF-TDMA each carrier is divided in logical time slots. The hub assigns particular time slots to specific SIT for traffic to be sent from SIT to hub. The SIT transmits either ATM or MPEG cell in time slot in burst form. RL for TE is assigned as 624 kbps in MPEG format. For CE, RL is assigned as 384 kbps in ATM format. Each MPEG carrier is divided in 11 numbers of traffic time slots, where single time slot supports 56.75 kbps data rate. Each TE is configured permanently for CRA in hub with these time slots, and it supports up to 624 kbps RL traffic. Each ATM carrier is divided into 32 numbers of traffic time slots and single time slot supports 16 kbps data rate. Each CE is configured in hub with request based 24 time slots, i.e. 4 RDBC and 20 VBDC, and it supports up to 384 kbps RL traffic.
The use of TCP/IP provides the network with the facility to use file transfer, online and offline multimedia transfer, application sharing, taking remote control of user's computer and access to internet. Different types of applications have been used to Offline access of content can be done through online repositories. In case of TE, multicast facility is enabled and CRA with 624 kbps RL bandwidth is allotted for multicast and other traffic. However, for CE, multicast facility is disabled. In case of video streaming, high quality is associated with rich content distribution. When this rich content is distributed in multicast mode and low rate return channel is used for interactivity, the complexity is increased. The satellite networks are best suitable for multicast, so the focus is on multicast delivery. There are several possibilities for content contribution and delivery based on Edusat network. The distribution server is connected to the hub through a terrestrial link. The contribution is transmitted in unicast mode using leased link and transmission of multimedia content through forward link in multicast mode. In other case, distribution server is kept at the teaching end and contribution can be collected from other classroom ends. The distribution of multimedia content is done in the same way as in the earlier case. Low cost devices like PCI cards or small LAN routers are used to receive the same content contribution and delivery by the network. Besides multimedia real time applications, other non-real time applications for data transfer, such as FTP, are used. Large files of 2 Mbps have been sent and received from TE to CE and vice-versa. TCP protocol is severely affected by the significant propagation delay in geostationary satellite based networks. Packets are stored in a buffer for future retransmission as and when they are received. When packets are acknowledged, they are removed from the buffer. The acknowledgement time is increased because of the long delay inherent in satellite links. In case of Edusat, double satellite hops between a teaching and classroom end increase the average RTT as shown in Figure 5 . The UDP is also used to transport data in multicast mode to allow one to many data transfers. When UDP is used, a higher throughput is achieved, but it is necessary to increase the reliability. In the satellite links, the delay is compensated by the bandwidth. In specific case of VoIP, more voice frames are packetized in each IP packet and it affects the MPEG encapsulation efficiency. For all these applications, the physical delay produced by satellite link did not have any noticeable effect. In practical terms, this significant delay has some impact on bidirectional and interactive connections even with reliable protocols such as TCP. As most of the applications involve personal computers (PCs), the choice of application highly influences the end-to-end delay. For example, Microsoft NetMeeting uses de-filtering buffers.
Results analysis
The jitter values for all the three applications are shown in Figures 6 and 7. Although voice packets are given higher priority over data packets, a large data packet The packet losses in terrestrial links and satellite links are shown in Figures 8 and 9 respectively. In case of satellite link, loss is less in comparison to terrestrial link. IP packet loss is due to header corruption. In case of voice and video, this loss is higher than IP packet loss. This is because of damaged payload, so if an IP packet is received because its header was intact, its damaged payload may cause loss of voice or video frames. One more reason for packets loss in video and voice traffic is the late arrival of these packets at destination rendering these packets unusable by the voice and video decoders.
Conclusion
The architecture of a DVB-RCS based satellite network supporting interactive and multimedia applications is described in this paper. The star topology of the Edusat makes it possible to concentrate the complexity in the hub and reduce the complexity and cost in user terminals. The QoS performance of the real time and non-real time multimedia applications, such as video conferencing, voice over IP, video on demand and data transfer on Edusat network have been shown. Test performed with these applications have indicated acceptable jitter and packet loss but a high round trip time due to double satellite hop as the major limitation of such network. This delay impairs the quality of highly interactive multimedia applications.
The future research in this area can include the mobility aspect of the users who are connected to the user terminals. Performance of these new scenarios for QoS issues Analysis of QoS needs to be evaluated. The future area of research can also be related to the TCP parameters like congestion avoidance and Queue management. The user terminals are also being installed in the remote areas where other communication facilities are limited. The social and cultural impact of the satellite-based education in these areas should also be explored. 
