For every d > 0, let k d be the smallest integer k such that d < 2k log k. We prove that the chromatic number of a random graph G(n, d/n) is either k d or k d + 1 almost surely. If d ∈ (2k log k − log k, 2k log k) we further prove that the chromatic number almost surely equals k + 1.
Let us say that χ(G(n, p)) is concentrated in width s if there exists u = u(n, p) such that as n → ∞ almost surely u ≤ χ(G(n, p)) ≤ u + s. In a seminal paper [10] , Shamir and Spencer showed that χ(G(n, p)) is concentrated in width n 1/2+ε for every p. In [2] , Alon and Krivelevich strengthened the results in [9, 10] to prove that, in fact, for p < n 1/2−ε the chromatic number is concentrated in width s = 1. That is, almost surely, the chromatic number takes one of two values.
Here we determine these two values for graphs of bounded average degree.
Theorem 1. For every d ∈ (0, ∞), with probability that tends to 1 as n → ∞, the chromatic number of G(n, p = d/n) is either k or k + 1, where k is the smallest integer such that d < 2k log k.
Indeed, we determine the exact value of χ (G(n, d/n)) for roughly half of all d > 0.
Theorem 2. If k ≥ 2 and d ∈ ((2k − 1) log k, 2k log k), then χ (G(n, d/n)) = k + 1 with probability that tends to 1 as n → ∞.
The previous best estimate for χ(G(n, d/n)) when d is bounded came from the following result of Luczak [8] : for all d > d0, almost surely as n → ∞ χ (G(n, d/n)) ∈
The proof of Theorem 1 is largely analytic. Specifically, we prove that G(n, d/n) is k-colorable by first passing to a slightly different model of random graphs and then estimating the second moment of the size of a certain subclass of their k-colorings. After an elementary probabilistic computation this estimate reduces to a certain entropy-energy inequality over k × k doubly stochastic matrices. We establish this inequality as a particular case of a general optimization principle that we formulate ( Theorem 7) . We believe that this principle will find further applications, for example in probability and statistical physics, as moment estimates are often characterized by similar tradeoffs.
PRELIMINARIES
It is convenient to first establish an analogue of Theorem 1 for a slightly different model of random graphs. Specifically, let G(n, m) denote a random (multi)graph on n vertices with precisely m independent edges, each edge formed by selecting two vertices uniformly, with replacement. We will say that a sequence of events En occurs with high probability (w.h.p.) if limn→∞ Pr[En] = 1 and with uniformly positive probability (w.u.p.p.) if lim infn→∞ Pr[En] > 0. Throughout, we will consider k to be arbitrarily large but fixed, while n tends to infinity. In particular, all asymptotic notation is with respect to n → ∞.
Let Y be the number of k-colorings of a random graph G(n, m). Trivially, we have Pr 1) . We prove that this elementary bound, first suggested by Devroye, is nearly tight. Observe that u k < (k − 1/2) log k and let
A random graph G(n, m) may contain q ≥ 0 self-loops and multiple edges. Nevertheless, removing any such blemishes leaves a graph on n vertices whose edge set is uniformly random among all edge sets of size m − q. Moreover, note that if m ≤ cn for any constant c, then w.h.p. q = o(n). Finally, note that the edge-set of a random graph G(n, p = 2c/n) is uniformly random conditional on its size, and that w.h.p. this size is in the range cn ± n 2/3 . Thus, if A is any monotone decreasing property that holds with probability at least θ > 0 in G(n, m = cn), then A must hold with probability at least θ−o (1) in G(n, p = d/n) for any constant d < 2c. Similarly, for increasing properties and d > 2c. Thus, from our discussion above we readily see that G(n, p = d/n) is w.h.p. non-k-colorable for d ≥ (2k − 1) log k > 2u k .
To prove Theorem 3 it will be convenient to work with random graphs G(n, m) where n is a multiple of k. In particular, we will prove that for every fixed k ≥ 3 and c < c k−1 , such graphs are k-colorable w.u.p.p. To get Theorems 1 and 3 we then argue as follows. Let n be the smallest multiple of k greater than n. Observe that if k-colorability holds with probability θ in G(n , c/n ) then it must hold with probability at least θ in G(t, c/n ) for all t ≤ n . Moreover, for
is k-colorable w.u.p.p. for n that are multiples of k, then G(n, p = d/n) must be k-colorable with uniformly positive probability for all d < 2c. To conclude the proof we employ the following result of Achlioptas and Friedgut [1] .
Thus, G(n, p = d/n) is w.h.p. k-colorable for all d < 2c k−1 (and this implies Theorem 3). Combined with the fact that G(n, p = d/n) is w.h.p. non-k-colorable for d ≥ (2k −1) log k this implies Theorems 1 and 2.
THE SECOND MOMENT METHOD AND STOCHASTIC MATRICES
In the remainder of the paper we only consider random graphs G(n, m = cn) where n is a multiple of k. We will say that a partition of n vertices into k parts is balanced if each part contains precisely n/k vertices. Let Z be the number of balanced k-colorings. Observe that each balanced partition is a valid k-coloring with probability (1 − 1/k) m . Thus, by Stirling's approximation,
Observe that the probability that a k-partition is a valid kcoloring is maximized when the partition is balanced. As a result, EZ differs by only a polynomial factor from the expected number of all k-colorings, while focusing on balanced partitions simplifies some of the ensuing calculations. We will show that EZ 2 < C · (EZ) 2 for some C = C(k, c) < ∞. By (1) this reduces to proving
This concludes the proof since, by the Cauchy-Schwartz in-
Since Z is the sum of n!/[(n/k)!] k indicator variables, one for each balanced partition, we see that to calculate EZ 2 it suffices to consider all pairs of balanced partitions and, for each pair, bound the probability that both partitions are valid colorings. For any fixed pair of partitions σ and τ , since edges are chosen independently, this probability is the mth power of the probability that the endpoints of a random edge have distinct colors in both σ and τ . If ij is the number of vertices with color i in σ and color j in τ , this single-edge probability is
Observe that the second term above is independent of the ij only because σ and τ are balanced. Denote by D the set of all k × k matrices L = ( ij ) of nonnegative integers such that the sum of each row and each column is n/k. Observe that there are n!/( i,j ij !) pairs of balanced partitions corresponding to each L ∈ D. Thus,
To get a feel for the sum in (2) observe that just the term corresponding to ij = n/k 2 equals
Indeed, just the terms corresponding to matrices for which ij = n/k 2 ± O( √ n) already sum to Θ((EZ) 2 ). To establish EZ 2 = O((EZ) 2 ) we will show that for c ≤ c k−1 the terms in the sum decay exponentially in their distance from ( ij ) = (n/k 2 ) and apply Lemma 1 below. The lemma amounts to applying the classical Laplace method of asymptotic analysis to the Birkhoff polytope B k , i.e., to the set of all k×k doubly stochastic matrices. Its proof is presented in Section 6.
For a matrix A ∈ B k we denote by ρA the square of its 2-norm, i.e. ρA ≡ i,j a 2 ij = A 2 2 . Moreover, let H(A) denote the entropy of A, which is defined as
Finally, let J k ∈ B k be the constant 1 k matrix.
The heart of our analysis is the following inequality. Recall that c k−1 = (k − 1) log(k − 1).
The maximization of gc can be interpreted geometrically by recalling that the Birkhoff polytope has the k! permutation matrices as its vertices (each such matrix having one non-zero element in each row and column) and J k as its barycenter. By convexity, J k is the maximizer of the entropy over B k and the minimizer of the 2-norm. By the same token, the permutation matrices are minimizers of the entropy and maximizers of the 2-norm. The constant c is, thus, the control parameter determining the relative importance of each term.
It is not hard to see that for sufficiently small c, gc is maximized by J k and that for sufficiently large c it is not. The pertinent question is when does the transition occur, i.e., how big does c need to be before there are doubly stochastic matrices for which the norm gain away from J k makes up for the entropy loss. Probabilistically, this is the point where the second moment explodes (relative to the square of the expectation), as the dominant contribution stops corresponding to uncorrelated k-colorings, i.e., to J k .
The generalization from B k to S k is motivated by the desire to exploit the product structure of the polytope S k . Indeed, Theorem 5 is optimal with respect to c up to an additive constant. Moreover, gc(A) > gc(J k ) already for c = c k − 1 and A = 1
Thus, 2-point concentration is optimal for the second moment method on balanced k-colorings.
Theorem 5 is a consequence of a general optimization principle, proved in Section 4, which is of independent interest. Before passing to its proof let us show how it implies
For any A ∈ B k ⊂ S k and any c < c k−1 we have
where for the inequality we applied Theorem 5 for c = c k−1 and used that ρA ≤ k so that ρ A −1 (k−1) 2 ≤ 1 2 . We thus get that for every c < c k−1 and every A ∈ B k
Setting β = (c k−1 − c)/(2(k − 1) 2 ) and applying Lemma 1 with ϕ(·) = c E(·) yields EZ 2 = O((EZ) 2 ).
OPTIMIZATION ON PRODUCTS OF SIMPLICES
In this section we will prove an inequality which is the main step in the proof of Theorem 5. This will be done in a more general framework since the greater generality, beyond its intrinsic interest, actually leads to a simplification over the "brute force" argument.
In what follows we denote by ∆ k the k-dimensional simplex, i.e., {(x1, . . . , x k ) : xi ≥ 0 and i xi = 1}, and by S k−1 ⊂ R k the unit Euclidean sphere. Recall that S k denotes the set of all k × k stochastic matrices. For 1 ≤ ρ ≤ k we denote by S k (ρ) the set of all k × k stochastic matrices with 2-norm √ ρ, i.e., S k (ρ) = A ∈ S k ; ||A|| 2 2 = ρ .
Definition 6. For 1 k ≤ r ≤ 1, let s * (r) be the unique vector in ∆ k of the form (x, y, . . . , y) having 2-norm √ r. Observe that
Given h : [0, 1] → R and an integer k > 1 we define the function f :
Our main inequality provides a sharp bound for the maximum of entropy-like functions over stochastic matrices with a given 2-norm. In particular, in Section 5 we will prove Theorem 5 by applying Theorem 7 below to the function h(x) = −x log x.
Theorem 7. Fix an integer k > 1 and let h : [0, 1] → R be a continuous strictly concave function which is six times differentiable on (0, 1).
Then, for f as in (6) 
To understand the origin of the right hand side in (7) (Bρ(m) ). Theorem 7 then asserts that
To prove Theorem 7 we observe that if ρi denotes the squared 2-norm of the i-th row then max A∈S k (ρ)
whereĥ(s) = k j=1 h(sj). The crucial point, reflecting the product structure of S k , is that to maximize the sum in (8) it suffices to maximize H(·) in each row independently. The maximizer of each row is characterized by the following proposition:
Proposition 2. Fix an integer k ≥ 1 and let h : [0, 1] → R be a continuous strictly concave function which is three times differentiable on (0, 1). Assume that h (0 + ) = ∞,and h > 0 point-wise. Fix 1 k ≤ r ≤ 1 and assume that s = (s1, . . . ,
Then, up to a permutation of the coordinates, s = s * (r) where s * (r) is as in Definition 6.
Thus, if ρi denotes the squared 2-norm of the i-th row of
where f is as in (6) . Hence, to prove Theorem 7 it suffices to give an upper bound on F (ρ1, . . . , ρ k ), where (ρ1, . . . , ρ k ) ∈ ρ∆ k ∩ [1/k, 1] k . This is another optimization problem on a symmetric polytope and had f been concave it would be trivial. Unfortunately, f is not generally concave (in particular, not when h(x) = −x log x). Nevertheless, the conditions of Theorem 7 on h suffice to impart some structure on the function f : The following lemma is the last ingredient in the proof of Theorem 7 as it will allow us to exploit Lemma 3 to bound F . 
To prove Theorem 7 we define ψ : [0, 1] → R as ψ(x) = f 1 k + k−1 k x . Lemma 3 and our assumptions on h imply that ψ satisfies the conditions of Lemma 4 (the assumption that h (0 + ) = ∞ implies that ψ (1 − ) = −∞). Hence, applying Lemma 4 with γ = k(ρ−1) k−1 yields Theorem 7, i.e.,
Proof of Proposition 2
When r = 1 there is nothing to prove, so assume that r < 1. We begin by observing that si > 0 for every i ∈ {1, . . . , k}. Indeed, for the sake of contradiction, assume without loss of generality (since r < 1) that s1 = 0 and s2 ≥ s3 > 0. Fix ε > 0 and denote
Denote v(ε) = (ε, s2 +µ(ε), s3 +ν(ε), s4, . . . , s k ). This choice of µ(ε) and ν(ε) ensures that for ε small enough v(ε) ∈ ∆ k ∩ ( √ r · S k−1 ). Recall that, by assumption, h (0) = ∞ and h (x) < ∞ for x ∈ (0, 1). When s2 > s3 it is clear that |µ (0)| < ∞ and, thus, Since si > 0 for every i (and, therefore, si < 1 as well), we may use Lagrange multipliers to deduce that there are λ, µ ∈ R such that for every i ∈ {1, . . . , k}, h (si) = λsi + µ. Observe that if we let ψ(u) = h (u) − λu then ψ = h > 0, i.e., ψ is strictly convex. It follows in particular that |ψ −1 (µ)| ≤ 2. Thus, up to a permutation of the coordinates, we may assume that there is an integer 1 ≤ m ≤ k and a, b ∈ (0, 1) such that si = a for i ∈ {1, . . . , m} and si = b for i ∈ {m + 1, . . . , k}. Without loss of generality a ≥ b (so that in particular a ≥ 1/k and b ≤ 1/k). Since ma+(k−m)b = 1, and ma 2 + (k − m)b 2 = r it follows that
(The choice of the minus sign in the solution of the quadratic equation defining b is correct since b ≤ 1/k.) Define α, β :
The proof will be complete once we verify that ϕ is strictly decreasing. Observe that
Differentiating these identities we find that
Hence,
Therefore, in order to show that ϕ (t) < 0 it is enough to prove that for every α, β ∈ [0, 1] such that α > β,
Fix β and define ζ :
By the Mean Value Theorem there is β < θ < α such that
since h > 0. This shows that ζ is strictly decreasing.
Since ζ(β) = 0 it follows that for α ∈ (β, 1], ζ(α) < 0, which concludes the proof.
Now:
The assumptions on h and h imply that ψ (t) < 0 for t > 0, and since a ≥ b, it follows that ψ(a) ≤ ψ(b). Since
where:
Our goal is to show that χ(b) < 0 for b > 0, and since χ(0) = 0 it is enough to show that χ (b) < 0. But:
so that the required result follows from the fact that h (5) is strictly decreasing.
Proof of Lemma 4
Before proving Lemma 4 we require one more preparatory fact.
Lemma 5. Fix 0 < γ < k. Let ψ : [0, 1] → R be continuous on [0, 1] and three times differentiable on (0, 1). Assume that ψ (1 − ) = −∞ and ψ < 0 point-wise. Consider the set A ⊂ R 3 defined by:
If g(a, b, ) = max (a,b, )∈A g(a, b, ) then a = γ/ .
Proof Proof of Lemma 5. Observe that if b = 0 or = k we are done. Therefore, assume that b > 0 and < k. We claim that a < 1. Indeed, if a = 1 then b = γ− k− < 1, implying that for small enough ε > 0, w(ε)
which contradicts the maximality of g(a, b, ).
Since a ∈ (0, 1) and ∈ (0, k) we can use Lagrange multipliers to deduce that there is λ ∈ R such that ψ (a) = λ , (k− )ψ (b) = λ(k− ) and ψ(a)−ψ(b) = λ(a−b). Combined, these imply
By the Mean Value Theorem, there is θ ∈ (b, a) such that
. But as ψ < 0, ψ cannot take the same value three times, yielding the desired contradiction.
Let s ∈ [0, 1] k ∩ γ∆ k be such that Ψ(s) is maximal. If s1 = · · · = s k = 1 then we are done, so we assume that there exists i for which si < 1. We claim that in this case si < 1 for all i ∈ {1, . . . , k}. Indeed, assuming the contrary we may also assume without loss of generality that s1 = 1 and s2 < 1. For ε > 0 consider the vector u(ε) = (1− ε, s2 + ε, s3, . . . , s k ). For ε small enough u(ε) ∈ [0, 1] k ∩ γ∆ k . But d dε Ψ(u(ε)) ε=0 = ∞, contradicting the maximality of Ψ(s).
Without loss of generality we can further assume that s1, . . . , sq > 0 for some q ≤ k and si = 0 for all i > q. Consider the functionΨ(t) = q i=1 ψ(ti) defined on [0, 1] q ∩ γ∆q. Clearly,Ψ is maximal at (s1, . . . , sq). Since si ∈ (0, 1) for every i ∈ {1, . . . , q}, we may use Lagrange multipliers to deduce that there is λ ∈ R such that for every i ∈ {1, . . . , q}, ψ (si) = λ. Since ψ < 0, ψ is strictly concave. It follows in particular that the equation ψ (y) = λ has at most two solutions, so that up to a permutation of the coordinates we may assume that there is an integer 0 ≤ ≤ q and 0 ≤ b < a ≤ 1 such that si = a for i ∈ {1, . . . , } and si = b for i ∈ { + 1, . . . , q}. Now, using the notation of Lemma 5 we have that (a, b, ) ∈ A so that
PROOF OF THEOREM 5
Let h(x) = −x log x and note that h (x) = − log x − 1, h (x) = 1 x 2 , h (4) (x) = −2 x 3 and h (6) (x) = −24 x 5 . Thus, we can apply Theorem 7 and therefore it suffices to prove that if c ≤ c k−1 = (k − 1) log(k − 1), then
for
Here f is as in (6) for h(x) = −x log x. Inequality (10) simplifies to
Denoting t = m/k, s = ρ−1 and using the inequality log(1+ a) ≤ a, it suffices to demand that for every 0 ≤ t ≤ 1 − s k−1 and 0 ≤ s ≤ k − 1,
To prove (12) we define η : (0, 1 − 1/k] → R by
We also define η(0) = −f 1 k = k 2 , making η continuous on [0, 1 − 1/k]. Observe that (12) reduces to
.
Observe that ζ (y) = −yf 1 k + y , so by Lemma 3, ζ can have at most one zero in 0, 1 − 1 k . A straightforward computation gives that
so η achieves its global minimum on 0, 1 − 1 k at
while, by definition, η(0) = k 2 . Hence
where (13) follows from elementary calculus.
Remark: The above analysis shows that Theorem 5 is asymptotically optimal. Indeed, let A be the stochastic matrix whose first k − 1 rows are the constant 1/k vector and whose last row is the vector s * (r), defined in Definition 6, for r = 1 k + (k−2) 2 k(k−1) . This matrix corresponds to m = k − 1 and ρ = 1 + (k−2) 2 k(k−1) in (11) , and a direct computation shows that any c for which Theorem 5 holds must satisfy c < c k−1 + 1.
PROOF OF LEMMA 1
If ( ij ) are non-negative integers such that i,j ij = n, standard Stirling approximations imply
Since |D| ≤ (n + 1) (k−1) 2 , the contribution to the sum in (4) of the terms for which ρ k n L > 1 + 1/(4k 2 ) can, thus, be bounded by 3 √ n(n + 1) (k−1) 2 e H( k n L)+log k+ϕ( k n L) n ≤ 3n k 2 k 2 e ϕ(J k ) n · e − βn 4k 2
On the other hand, if L ∈ D is such that ρ k n L ≤ 1 + 1 4k 2 , then for every 1 ≤ i, j ≤ k we have
Therefore, for such L we must have ij ≥ n/(2k 2 ) for every i, j. Combining with (14), (15) we get 
