Based on extensive statistical-equilibrium calculations, we performed a non-LTE analysis of the K i 7699 equivalent-width data of metal-deficient stars for the purpose of clarifying the behavior of the photospheric potassium abundance in disk/halo stars. While the resulting non-LTE abundance corrections turned out to be considerably large, amounting to 0.2-0. 
Introduction
Among the elements for which abundances can be spectroscopically determined in metal-poor stars to investigate the chemical history of our Galaxy, our current knowledge about potassium (K; Z = 19) is still very insufficient in the sense that considerable ambiguities are involved in both the theoretical galactic chemical evolution calculation regarding [K/Fe] and the observational aspect of K abundance determination.
Theoretical investigations on the chemical evolution of this alkali element still suffer rather large uncertainties. Based on Woosely and Weaver's (1995; hereinafter WW95) yields and Salpeter's (1955) Initial Mass Function (IMF), Timmes et al. (1995) suggested a decreasing trend of [K/Fe] with a lowering of [Fe/H] (i.e., negative [K/Fe] in the metal-poor regime). Even when the Fe yield of WW95 is reduced by a factor of 2 (which they suggested to be more reasonable), their [K/Fe] barely exceeds ∼ 0 (cf. their figure 24) . Unfortunately, such a tendency apparently contradicted the observational implication of supersolar [K/Fe] (just like α elements) in metal-poor stars (see the next paragraph). This situation was improved by a recent calculation of Goswami and Prantzos (2000) , Considering this situation, we decided to visit this problem by performing a non-LTE analysis on the observational K i 7699 data of the two studies mentioned above, while aiming to elucidate the behavior of [K/Fe] in metal-deficient stars, in order to provide theoreticians with observational information on the galactic [K/Fe] vs. [Fe/H] relation, while extensive non-LTE calculations were carried out on model atmospheres over a wide range of parameters for this purpose. This was the primary motivation of the present study.
We describe the adopted observational data in section 2. A description of our non-LTE calculations is presented in section 3. Our abundance determination procedure is explained in section 4, followed by section 5, where the possible uncertainties involved in the resulting abundances are estimated. The results are finally summarized in section 6.
Observational Data
The main observational data which we adopted were, similarly to those used by Chen et al. (2000) , the spectra of 21 mildly metal-poor F-G stars observed by the Coudè Echelle Spectrograph attached to the 2.16 m telescope at Beijing Astronomical Observatory. See Chen et al. (2000) for more details. Figure 1 shows the 7692-7722Å portion of these spectra, the S/N ratio of which was estimated to be 150-300. Based on these spectra, the equivalent width of the K i 7699 line was remeasured by one of us (Y.T.), either by Gaussian fitting or direct integration, depending on the situation. A comparison of such measured equivalent widths (which are given in table 1) with those used by Chen et al. (2000) (though the equivalent-width data for individual stars are not published therein) is shown in figure 2, from which we can see that the agreement is quite satisfactory. Namely, the observational data of these 22 stars (BAO samples) adopted in this study are essentially the same as those used by Chen et al. (2000) .
Then, we also invoked the K i 7699 equivalent-width data of 24 metal-poor dwarfs and giants published by Gratton and Sneden (1987b) , which were used in Gratton and Sneden's (1987a) analysis.
(Their K i 7665 data were not used, since we tried to make a consistent comparison.) These data are also presented in table 1. Note that two stars, HD 34411 and HD 142373, are common to both samples.
Regarding the K i 7699 equivalent width for the Sun, which was used as the reference standard, we measured it on the solar flux spectrum published by Kurucz et al. (1984; cf. figure 1) by the directintegration method, and obtained 169.9 mÅ, which we eventually adopted. This value was further checked on the Moon spectrum observed at BAO. Although the K i 7699 line profile on this BAO spectrum shows a slight asymmetry in the damping wing (cf. figure 1), and is thus comparatively less suitable for an accurate measurement, we confirmed that the resulting equivalent-width (Moon) is in fairly good agreement (to within a few mÅ) with our adopted value.
Statistical Equilibrium Calculations
The procedures of our non-LTE calculations for neutral potassium were the same as that described in Takeda et al. (1996) , which should be consulted for details. We only mention here that the H i collision rates in rate equations were drastically suppressed to a negligible level by multiplying the classical rates by a factor of 10 −3 (h = −3) according to the consequence of Takeda et al. (1996) .
Since we planned to make our calculations applicable to stars from near-solar metallicity (population I) down to very low metallicity (extreme population II) at late-F through early-K spectral types in various evolutionary stages (i.e., dwarfs, subgiants, giants, and supergiants), we carried out non-LTE calculations on an extensive grid of one hundred (5 × 5 × 4) model atmospheres resulting from combinations of five T eff values (4500, 5000, 5500, 6000, 6500 K), five log g values (1.0, 2.0, 3.0, 4.0, 5.0), and four metallicities (represented by [Fe/H]) (0.0, −1.0, −2.0, −3.0). As for the stellar model atmospheres, we adopted Kurucz's (1993) ATLAS9 models corresponding to a microturbulent velocity (ξ) of 2 km s −1 .
Regarding the potassium abundance used as an input value in non-LTE calculations, we assumed log ǫ . Namely, the solar potassium abundance of 5.12 (Anders, Grevesse 1989; Grevesse, Sauval 2000) was adopted for the normal-metal models, while a metallicity-scaled potassium abundance plus 0.5 dex (allowing for the characteristics suggested from two observational studies so far; cf. section 1) was assigned to the metal-poor models. The microturbulent velocity (appearing in the line-opacity calculations along with the abundance) was assumed to be 2 km s −1 , to make it consistent with the model atmosphere.
In figure 3 are shown the S L (τ )/B(τ ) (the ratio of the line source function to the Planck function, and nearly equal to ≃ b 2 /b 1 , where b 1 and b 2 are the non-LTE departure coefficients for the lower and upper levels of the K i 7699 transition, respectively) and l
(τ ) (the NLTE-to-LTE line-center opacity ratio, and nearly equal to ≃ b 1 ) for a representative set of model atmospheres. We can read the following characteristics from this figure: -In almost all cases, the inequality relations of S L /B < 1 (dilution of line source function) and l NLTE 0 /l LTE 0 > 1 (enhanced line-opacity) hold in the important line-forming region, which means that the non-LTE effect always acts in the direction of strengthening the K i 7699 line. -There is a tendency that the non-LTE effect is enhanced with a lowering of the gravity, as expected. -The departure from LTE appears to be larger for higher T eff in the high-metallicity (1×) case, while this trend becomes ambiguous, or even inverse, in the low-metallicity case.
-Toward a lower metallicity, the extent of the non-LTE departure tends to decrease, but the departure appears to penetrate deeper in the atmosphere, which makes the situation rather complex. -For a very strong damping-dominated case (i.e., lowest T eff and highest metallicity), the departure from LTE shifts toward the upper atmosphere and the non-LTE effect becomes comparatively insignificant.
Based on the results of these calculations, we computed an extensive grid of the theoretical equivalent-widths and the corresponding non-LTE corrections of the K i 7699 line for each of the model atmospheres, which are presented in the Appendix.
Abundance Analysis
Regarding T eff (effective temperature), log g (surface gravity), [Fe/H] (model metallicity), and ξ (microturbulence), we simply adopted the same values as those presented in Chen et al. (2000) and Gratton and Sneden (1987a) , where we assigned the [Fe/H] values spectroscopically determined by them to the model-metallicity (i.e., not the same model-metallicity as adopted by them). The solar ξ value was assumed to be 1.4 km s −1 (Y.-Q. Chen, unpublished) , which was determined in the same way using the Fe i lines as was done by Chen et al. (2000) . Although this is appreciably larger than that derived from Takeda et al.'s (1996) Kurucz's (1993) grid of ATLAS9 models was used as in the case of non-LTE calculations, based on which the model of each star was obtained by a threedimensional interpolation with respect to T eff , log g, and [Fe/H] . Similarly, the depth-dependent departure coefficients (b) of neutral-potassium levels computed for the grid of models (cf. section 3) were interpolated in terms of T eff , log g, and [Fe/H], in order to evaluate the S L (τ )/B(τ ) and l NLTE 0 (τ )/l LTE 0 (τ ) ratios for each star. We used the WIDTH9 program written by R. L. Kurucz for determining the potassium abundance from the K i 7699 equivalent width, which had been modified to incorporate the non-LTE departure in the line source function as well as in the line opacity. The adopted line data for the K i line at 7698.98Å are essentially the same as those used or determined by Takeda et al. (1996) : log gf = −0.17 (Wiese et al. 1969 ; NIST database) for the oscillator strength, Γ rad = 0.38 × 10 8 s −1 (Wiese et al. 1969 ; NIST database) for the radiation damping constant, and ∆log C 6 = +1.0 (Takeda et al. 1996) for the correction applied to the classical Unsöld's (1955) formula for the van der Waals effect damping constant (i.e., log Γ 6 = log Γ classical 6
+ 0.4∆logC 6 ). Regarding the quadratic Stark effect damping (which is insignificant in late-type stars), we followed the default treatment of the WIDTH9 program (cf. Leushin, Topil'skaya 1987) .
The resulting non-LTE abundance (log ǫ (Anders, Grevesse 1989; Grevesse, Sauval 2000) , this is due to our adopted ξ value of 1.4 km s −1 , mentioned above, as well as the use of the ATLAS9 solar model. If we use Holweger and Müller's (1974) model with a ξ value of 0.8-1.0 km s −1 , we would obtain a value of ∼ 5.1 (cf. table 4 in Takeda et al. 1996) .
Error Estimations
Some discussion may be due concerning the uncertainty in the resulting abundances. Thanks to the simple ionization nature of potassium atoms, where almost all of the potassium atoms are in the ground state of the first-ionized stage, and only a small fraction of them remain neutral, the number population of the ground level of the neutral atoms (n 1 , which is proportional to the line opacity, l, of the K i 7699 line) is expressed as n 1 ∝ ǫθ 3/2 n e 10 χ I θ according to Saha's equation (ǫ is the potassium abundance, θ ≡ 5040/T , χ I is the ionization potential of 4.34 eV, and n e is the electron density). Then, the dependence of the line-opacity (l) upon θ eff (≡ 5040/T eff ) and g may be written as l ∝ ǫθ 3/2 eff g 1/3 10 χ I ,θ eff where we put θ ∼ θ eff and used the approximation that the atmospheric density (pressure) roughly scales as ∝ g 1/3 (see, e.g., Gray 1992). Consequently, the abundance (ǫ) resulting from a given equivalent width is dependent upon θ eff and g as ǫ ∝ θ −3/2 eff 10 −χ I θ eff g −1/3 , which suggests that changes of ∆T eff = ±200 K and ∆ log g = ±0.3 produce variations of ∼ ±0.15 and ∼ ±0.10 (for the case of T eff = 6000 K and log g = 4 atmosphere), respectively. In table 1 are given the actually computed changes corresponding to these perturbations of T eff and log g, which are to an order of magnitude consistent with such a rough analytical estimation.
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Another important factor of uncertainty is the microturbulent velocity. Although most of the ξ values adopted in this study have been reasonably established by Chen et al. (2000) and Gratton and Sneden (1987a) in a conventional way using the Fe i lines, there is no guarantee that such values are safely applicable to an analysis of the strong K i line, because an adequate value of this parameter differs from line to line, reflecting the possible depth-dependence of the atmospheric velocity field (cf. subsubsection 5.1.1 in Takeda et al. 1996) . As a matter of fact, by comparing the adopted values of the microturbulence with the estimated values based on the empirical formula proposed by Edvardsson et al. (1993) , which is applicable to dwarf stars, we found that Chen et al.'s (2000) ξ values for BAO samples are slightly larger [by 0.2 (±0.2) km s −1 on the average], while the ξ values adopted by Gratton and Sneden (1987a) for their high-gravity samples turn out to be somewhat smaller [by −0.3 (±0.5) km s −1 on the average], compared to the formula values. Hence, it should be kept in mind that rather significant ambiguities are involved in the ξ values given in table 1. We obtained abundance variations corresponding to changes of ±0.5 km s −1 (tentatively assigned uncertainty), which amount to ∼ 0.1-0.2 dex, as given in table 1. We also evaluated the errors caused by ambiguities in the damping parameter, for which van der Waals effect damping (Γ 6 ) is most important in the present case. Since Takeda et al. (1996) concluded the most adequate ∆ log C 6 value to be +1.0 (±0.4) (cf. subsubsection 5.1.3 therein), we computed the abundance variations corresponding to this uncertainty range, which are also presented in table 1. As can be seen from this table, they are typically < ∼ 0.1 dex and may be comparatively less significant.
Based on what has been described above, it would be reasonable to state that the potassium abundances we have obtained are inevitably subject to rather large ambiguities amounting to < ∼ 0.2-0.3 dex.
Discussion and Conclusion
The finally resulting [K/Fe] , which is similar to that of the α-process elements (e.g., Mg, Si, Ca, etc.) as is well known. Especially, a systematic tight correlation exhibited by BAO sample stars (filled circles) is quite impressive. We also note that no clear difference exists between giants and dwarfs, as recognized from Gratton and Sneden's (1987) samples (open symbols). This tendency is almost the same as the results which Gratton and Sneden (1987a) and Chen et al. (2000) obtained in their LTE analyses.
As can be seen from figure 4b, the potassium abundances suffer considerably large non-LTE That the extent of ∆ ± g is somewhat smaller than the analytical prediction may presumably be due to the effect of the continuum opacity which is also affected by a density variation through the population of H − ions.
corrections amounting to 0.2-0.7 dex (∼ 0.5 dex on the average), which suggests that LTE is by no means an adequate assumption for determining the potassium abundance from the strong resonance K i line. Timmes et al. (1995) using WW95 yields (as they are) and Salpeter IMF, do not appear to satisfactorily reproduce this behavior of supersolar [K/Fe] in metal-poor stars. In order to bring the theory into consistency with the observation, one has to invoke (i) some adjustment of the yields [e.g., reducing the WW95 Fe yield by a factor of 2 as suggested by Timmes et al. (1995) , increasing the WW95 K yield as was done by Samland et al. (1998) ] and/or (ii) the use of more realistic IMF [e.g., that of Kroupa et al. (1993) adopted by Goswami and Prantzos (2000) ].
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Appendix 1. Non-LTE Corrections for a Grid of Models
For the reader's convenience, we present here an extensive grid of non-LTE abundance corrections for model atmospheres of various parameters, which have been computed as follows.
For an appropriately assigned potassium abundance (A a ) and microturbulence (ξ a ), we first calculated the non-LTE equivalent width (W NLTE ) of the line by using the computed non-LTE departure coefficients (b) for each model atmosphere. Next, the LTE (A L ) and NLTE (A N ) abundances were computed from this W NLTE while regarding it as if being a given observed equivalent width.
We can then obtain the non-LTE abundance correction, ∆, which is defined in terms of these two abundances as
Strictly speaking, the departure coefficients [b(τ )] for a model atmosphere correspond to the potassium abundance and the microturbulence of log ǫ input K and 2 km s −1 adopted in the non-LTE calculations (cf. section 3). Nevertheless, considering the fact that the departure coefficients (i.e., ratios of NLTE to LTE number populations) are (unlike the population itself) not much sensitive corresponding to [K/Fe] = 0.0 and +0.5 leads to almost the same non-LTE abundances (i.e., the differences amounting to only ∼ 0.03 dex). Chen et al. (2000) , and Gratton and Sneden (1987a) , for each data group, respectively. Given in the 7th and 8th columns are the non-LTE correction (≡ log ǫ Chen et al. (2000) with those newly remeasured by using the same spectra for this study. 
