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BORDER BASIS REPRESENTATION OF A GENERAL
QUOTIENT ALGEBRA
BERNARD MOURRAIN AND PHILIPPE TRE´BUCHET
Abstract. In this paper, we generalized the construction of border bases to
non-zero dimensional ideals for normal forms compatible with the degree, tack-
ling the remaining obstacle for a general application of border basis methods.
First, we give conditions to have a border basis up to a given degree. Next, we
describe a new stopping criteria to determine when the reduction with respect
to the leading terms is a normal form. This test based on the persistence and
regularity theorems of Gotzmann yields a new algorithm for computing a bor-
der basis of any ideal, which proceeds incrementally degree by degree until its
regularity. We detail it, prove its correctness, present its implementation and
report some experimentations which illustrate its practical good behavior.
1. Introduction
Solving polynomial equations is an ubiquitous problem which has a long mathe-
matical history and many applications. An important approach to find all the (com-
plex) solutions of a system of polynomial equations f1(x1, . . . , xn) = 0, . . . , fs(x1, . . . ,
xn) = 0 is based on so-called “solving by quotient algebra” techniques. In this fam-
ily of methods, the (complex) solutions of the system are recovered from the analysis
of the quotient structure R/I where R = K[x1, . . . , xn] is the ring of polynomials
and I = (f1, . . . , fs) is the ideal generated by the polynomials f1, . . . , fs.
This approach involves the construction of a projection with kernel I which maps
R onto a vector space 〈B〉 spanned by a basis B ⊂ R (usually of monomials) so
that we have R = 〈B〉 ⊕ I. Such a projection, also called a normal form modulo
the ideal I, can for instance be defined as a reduction with respect to a family of
polynomials of I. F.S Macaulay [15] introduced the notion of an H-basis, which
consists of generators of the ideal I with a normal form property for the reduction
with respect to the components of highest degree. Replacing the usual graduation
by a graduation associated to a monomial ordering, Gro¨bner bases (see [2] or [4]
for a modern presentation) provide also a normal form property for the reduction
with respect to the leading monomials for the given monomial ordering. By the
simplicity of the reduction and the combinatorial information it can provide on
R/I, it became a classical tool in computer algebra and effective commutative
algebra. H-bases have not been as extensively used as there is no general algorithm
for computing it : in [18] an algorithm is proposed but it relies on the a priori
knowledge of a system of generator of the first syzygy module which cannot be
expected to be known in advance in most situations and in [5] a numerical method
is proposed provided some isolated points of the variety are known which also,
cannot be expected to be easily found.
A less classical projection technique called border basis has been developed
mostly over the last decade (see eg. [17, 19, 21, 11, 13, 12, 20, 3, 22, 10]). One
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of the motivations was to handle numerical instability issues which structurally
appear in Gro¨bner basis computation when dealing with approximate coefficients,
as this is the case in many applications [20]. The main difference with previ-
ous graded reduction techniques is that the normal form property is related to the
commutation property of operators of multiplication [19]. The approach offers more
freedom to choose a basis B of the quotient algebra R/I adapted to the geometry
of the solutions and provides a numerically stable normal form algorithm [22]. The
border basis approach can be seen as a generalization of Gro¨bner basis computa-
tion in the case of zero-dimensional ideals. Indeed if the projection is compatible
with a monomial ordering, a border basis is a Gro¨bner basis for this monomial
ordering. Unfortunately, their study and construction were essentially restricted
to zero-dimensional ideals. The goal of the paper is to describe a new method to
compute border basis for any ideal.
Contributions. The border bases that we consider hereafter are related to a
set B of monomials connected to 1 (see Section 2). They are more general than the
one considered in [13, 11, 12, 3, 10], where B is assumed to be a set of monomials
stable by division (called an order ideal).
We will not assume that B is known a priori or that the projection is compatible
with a monomial ordering as in [13, 3], since this leads to the construction of
Gro¨bner bases, with well-developed monomial rewriting techniques but also with
numerical instability problems that we want to avoid.
For the sake of simplicity, we restrict the present article to projections compatible
with the usual degree. This is not a conceptual limitation.
So far, border bases have been developed essentially for zero-dimensional ideals,
except in [3] where the projection is compatible with a monomial ordering and thus
leads to Gro¨bner basis computation.
The main contribution of this paper is to provide a new criterion of border bases
for any projection compatible with the degree on a vector space spanned by a set
B of monomials connected to 1. This criterion which applies to any ideal is based
on the persistence and regularity theorems of G. Gotzmann [8].
The algorithm that we propose is an extension of the algorithm in [21] for zero-
dimensional ideals. It exploits a new characterization of border bases up to a given
degree, and proceeds incrementally degree by degree until the regularity criteria is
satisfied. It is complete and has no possible case of “failure” as the algorithm for
zero-dimensional ideals in [10]. As a byproduct, we obtain the Hilbert polynomial
of the graded part of the ideal and thus the dimension and the degree of the solution
set.
An implementation in C++ is also provided in the package borderbasix of the
projectMathemagix and we report on some experimentations which illustrate the
practical good behavior of the method.
The paper is organized as follows. In the next section, we give the definitions
we need. In Section 3, we prove the theoretical results involved in the algorithm,
which is described in Section 4. In Section 5, we report on some benchmarks of an
implementation before the concluding section.
2. Notations
Let M be the set of monomials in the variables x1, . . . , xn. An element of
M is of the form xα = xα11 · · ·x
αn
n with α = (α1, . . . , αn) ∈ N
n. Its degree is
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|α| = α1 + · · · + αn. Let R = K[x1, . . . , xn] be the ring of polynomials in the
variables x1, . . . , xn with coefficients in a field K. For p =
∑
α∈A pα x
α with pα 6= 0,
A is the support of p and deg(p) = maxα∈A |α|.
For any set S, #S is its number of elements of S.
For d ∈ N and F ⊂ R, let F≤d (resp. Fd) be the set of polynomials in F of
degree ≤ d (resp. d).
For f ∈ R, let fT be the homogeneous component of f of highest degree. Simi-
larly for a set F ⊂ R, FT = {fT | f ∈ F}.
For F ⊂ R, let 〈F 〉 be the K-vector space spanned by F . Let F+ = F ∪
x1F ∪ · · ·xnF and ∂F = F
+ \ F . For d ∈ N+, let F
〈≤d〉 = {mf | m ∈ M, f ∈
F, deg(mf) ≤ d} and F 〈d〉 = F 〈≤d〉 \ F 〈≤d−1〉.
A set B ⊂M is connected to 1 if 1 ∈ B and ∀m ∈ B \{1}, there exists 1 ≤ i ≤ n
and m′ ∈ B, such that m = xim
′.
For a sequence F of polynomials in R and a sequence B of monomials in M,
(F |B) is the matrix of coefficients of the polynomials in F for the monomials of B;
a row of this matrix represents the coefficients of a polynomial in F ; the order for
the rows (resp. columns) is the order of the elements in the sequence F (resp. B).
3. Theoretical Results
Let B ⊂M be a set of monomials connected to 1 and let d ∈ N.
In this section, we assume that we are given a projection π : 〈B+〉≤d → 〈B〉≤d
such that π ◦ π = π and π|〈B〉≤d is the identity map, which is compatible with the
degree: ∀b ∈ 〈B+〉≤d, deg(π(b)) ≤ deg(b). The kernel kerπ of this projection is
spanned by the elements:
fα = x
α − π(xα),xα ∈ (∂B)≤d.
We denote by F this generating set of polynomials of kerπ and call it the rewriting
family of π.
Our objective is to characterize the projections π which are the restriction of a
projection π˜ : R→ 〈B〉 such that I := ker π˜ is the ideal generated by kerπ. In such
a case, we have R = 〈B〉 ⊕ I and π˜ is a normal form modulo the ideal I.
The main idea behind border basis techniques is to relate this normal form
property to commutation properties of multiplication operators [19]. We define the
operator of multiplication by xi associated to π as:
Mi : 〈B〉≤d−1 → 〈B〉≤d
b 7→ π(xib).
As π is compatible with the degree, the image by Mi of an element of degree ≤ k
is of degree ≤ k + 1 for 0 ≤ k < d.
For a monomial xα = xα11 · · ·x
αn
n ∈ M of degree ≤ d, we define x
α(M) :=
Mα11 ◦ · · · ◦ M
αn
n . It is an operator from 〈B〉≤d−|α| to 〈B〉≤d. We extend this
construction by linearity and for any p ∈ R≤d, we define
p(M) : 〈B〉≤d−deg(p) → 〈B〉≤d.
As we will see, the commutation property of the multiplication operators Mi is
related to the projection of the following polynomials.
Definition 3.1. For F ⊂ R and B ⊂ M, let CB(F ) be the set of polynomials in
〈B+〉 which are of the form
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1) xif with f ∈ F or
2) xif − xjf
′ with f, f ′ ∈ F , 1 ≤ i < j ≤ n.
The polynomials in CB(F ) are called the commutation polynomials of F for B.
The subset of CB(F ) satisfying condition 1 (resp. 2) is denote by C
1
B(F ) (resp.
C2B(F )), so that CB(F ) = C
1
B(F ) ∪ C
2
B(F ). In the following, the set B will be fixed
and we will simply write CB(F ) = C(F ). From this definition, we have C(F ) ⊂
〈F+〉 ∩ 〈B+〉.
Next, we describe different equivalent conditions for a normal form in degree
≤ d. This theorem summarizes results which can be deduced from results in [19],
[21], [22].
Theorem 3.2. Let d ≥ 2, let B be a subset of M connected to 1, let π : 〈B+〉≤d →
〈B〉≤d be a projection and let F be the rewriting family of π. The following condi-
tions are equivalent:
(1) (Mi ◦Mj −Mj ◦Mi)|〈B〉≤d−2 = 0 for 1 ≤ i < j ≤ n,
(2) there exists a unique projection π˜ : R≤d → 〈B〉≤d such that the restriction
of π˜ to 〈B+〉≤d is π and ker π˜ = 〈F
〈≤d〉〉,
(3) 〈(F≤d−1)
+〉 ∩ 〈B+〉 ⊂ 〈F 〉,
(4) ∀r ∈ C(F≤d−1), π(r) = 0.
Proof. 1)⇒ 2) : As B is connected to 1, 1 ∈ B and we can define
π˜ : R≤d → 〈B〉≤d
p 7→ p(M)(1)
This construction is independent of the order in which we compose the operators
Mi since they are commuting.
Let us show that π˜ is a projection of R≤d on 〈B〉≤d, which extends π and such
that ker π˜ = 〈F 〈≤d〉〉.
We first prove by induction on the degree that ∀m ∈ B, π˜(m) = m. The
monomial of degree 0 of B is 1 and by definition π˜(1) = 1. The property is true
for degree 0. Assume that it is true for degree 0 ≤ k − 1 < d and let m ∈ B be a
monomial of degree k. As B is connected to 1, there exists 1 ≤ i ≤ n and m′ ∈ B
of degree k − 1 such that m = xim
′. As the operators Mi are commuting and as
π|〈B〉≤d = Id, we have by induction hypothesis
π˜(m) =Mi(m
′(M)(1)) = π(xim
′) = m.
In particular, for any b ∈ 〈B〉 we have b(M)(1) = b.
We now prove that ∀m ∈ (∂B)≤d, π˜(m) = π(m). As m ∈ ∂B, there exist m ∈ B
and 0 ≤ i ≤ n such that m = xim. Thus we have
π˜(m) = Mi(m
′(M)(1)) = π(xim
′) = π(m).
In the next step, we prove that 〈F 〈≤d〉〉 ⊂ ker π˜. For m ∈ M and xα ∈ ∂B with
deg(m) + |α| ≤ d, we show that m (xα − π(xα)) ∈ ker π˜: As π˜ coincides with π on
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〈B+〉≤d and π(x
α) ∈ 〈B〉, we have
π˜(m (xα − π(xα)))
= m(M) ◦Mα(1)−m(M)(π(xα)(M)(1))
= m(M) ◦Mα(1)−m(M)(π(xα))
= m(M) ◦Mα(1)−m(M)(π˜(xα))
= m(M) ◦Mα(1)−m(M)(Mα(1)) = 0
Finally, we prove that R≤d = 〈B〉≤d ⊕ 〈F
〈≤d〉〉. For any m ∈ M of degree
1 ≤ k ≤ d, there exist m′ ∈ M of degree k − 1 and 1 ≤ i ≤ n such that m = xim
′.
We have
m− π˜(m) = xi(m
′ − π˜(m′)) + (xiπ˜(m
′)− π˜(xim
′)).
By induction on the degree, we have (m′ − π˜(m′)) ∈ 〈F 〈≤k−1〉〉 and xiπ˜(m
′) −
π˜(xim
′) = xiπ˜(m
′) − π(xiπ˜(m
′)) ∈ F. This shows that m − π˜(m) ∈ 〈F 〈≤k〉〉. As
for any p ∈ R≤d, p = π˜(p) + p− π˜(p), we deduce that R≤d = 〈B〉≤d + 〈F
〈≤d〉〉. As
〈F 〈≤d〉〉 ⊂ ker π˜ and π˜|〈B〉≤d = Id, we have
R≤d = 〈B〉≤d ⊕ 〈F
〈≤d〉〉,
with 〈F 〈≤d〉〉 = ker π˜.
2) ⇒ 3) : Let f ∈ 〈(F≤d−1)
+〉 ∩ 〈B+〉. Then as 〈(F≤d−1)
+〉 ⊂ 〈F 〈≤d〉〉 = ker π˜, we
have π˜(f) = 0. But π˜ coincides with π on 〈B+〉 so that we have π(f) = 0, which
shows that f ∈ kerπ = 〈F 〉.
3)⇒ 4) : Clearly, if r ∈ C(F≤d−1) then r ∈ 〈(F≤d−1)
+〉 ∩ 〈B+〉. By hypothesis (3),
r ∈ 〈F 〉 = kerπ and π(r) = 0.
4) ⇒ 1) : Let m ∈ B of degree ≤ d − 2 and 1 ≤ i < j ≤ n. Suppose that m1 :=
xim ∈ ∂B and m2 := xjm ∈ ∂B. Let f1 = m1 − π(m1), f2 = m2 − π(m2) ∈ F . As
xim2 = xjm1 = xixjm, we have
(Mi ◦Mj −Mj ◦Mi)(m)
= π(xiπ(m2))− π(xjπ(m1))
= π(xi(m2 − f2)− xj(m1 − f1))
= π(xjf1 − xif2).
As xjf1 − xif2 = xiπ(m2) − xjπ(m1) ∈ C(F≤d), the hypothesis (4) implies that
π(xjf1 − xif2) = 0. A similar argument applies if xim ∈ B or xjm ∈ B. Conse-
quently, we have (Mi ◦Mj −Mj ◦Mi)|〈B〉≤d−2 = 0. 
If one of these (equivalent) conditions is satisfied, we say that the rewriting
family F is a border basis in degree ≤ d for B.
Remark 3.3. As a border basis in degree ≤ d contains a border basis in degree ≤ k
for 0 ≤ k ≤ d, this theorem implies that the restriction of π˜ to R≤k is the projection
onto 〈B〉≤k along 〈F
〈≤k〉〉.
Remark 3.4. We can define a projection π˜ : R≤d → 〈B〉≤d such that for any
xα ∈ M≤d, π˜(x
α) = Mα(1) ∈ 〈B〉≤d and we extend it by linearity on R≤d. Any
order in the composition of the operators Mi can be used to define a projection π˜ on
a specific monomial of degree ≤ d. For any of these choices, we have a projection
such that ∀p ∈ R≤d, p− π˜(p) ∈ 〈F
〈≤d〉〉 (see 3).
However, if the operators Mi commute in degree ≤ d− 2, then this projection π˜
is uniquely defined.
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We are now going to show that a border basis in degree ≤ d is an H-basis when d
is big enough. The notion of H-basis introduced by F.S. Macaulay [15] corresponds
to a generating set of an ideal, which allows to compute normal forms by reduction
with respect to the components of highest degree. We recall that F is an H-basis
of an ideal I if F ⊂ I and (FT ) = IT . A characterization of an H-basis involves
syzygies that we define now:
Definition 3.5. For F = {f1, . . . , fl} ⊂ R and k ∈ N,
Syz≤k(F ) = { r = (r1, . . . , rl) ∈ R
l |
∑l
i=1 rifi = 0 and
deg(rifi) ≤ k for 1 ≤ i ≤ l }
denotes the vector space of syzygies of F in degree ≤ k.
We denote by Syz(F ) = ∪kSyz≤k(F ) the R-module of syzygies of F . We define
by induction the i-th module of syzygies of F as the syzygy module of a minimal
set of generators of the (i− 1)-th module of syzygies, the 1-st syzygy module of F
being Syz(F ) (see eg. [6]).
For H = {h1, . . . , hl} ⊂ R and r ∈ Syz(F ), let r(H) =
∑l
i=1 rihi ∈ R.
Here is a characterization of H-basis in terms of syzygies (see [15], [18] or
[7][Theorem 2.14, p.33]):
Theorem 3.6. Let F ⊂ R, G = FT , I = (F ) and {r1, . . . , rs} a generating family
of Syz(G). F is an H-basis of I iff for all 1 ≤ i ≤ s,
ri(F ) ∈ 〈F
〈≤li〉〉 where li = deg(ri(F )).
We prove now that for a border basis F in degree ≤ d, the syzygies of FT lift to
syzygies of F :
Proposition 3.7. Assume that F is a border basis in degree ≤ d. Then for any
r ∈ Syz≤k(G), 0 ≤ k ≤ d, we have r(F ) ∈ 〈F
〈≤l〉〉 where l = deg(r(F )) < k.
Proof. If F is a border basis in degree ≤ d, by Theorem 3.2(2), π˜(r(F )) = 0 since
r(F ) ∈ 〈F 〈≤k〉〉. As r(G) = 0, r(F ) is of degree l < k. By remark 3.3, as π˜ is the
projection from R≤l onto 〈B〉≤l along 〈F
〈≤l〉〉, we deduce that r(F ) ∈ 〈F 〈≤l〉〉. 
This proposition allows us to show that a border basis in degree ≤ d is an H-basis
when d is bigger than the regularity of (FT ).
We recall that the (Castelnuovo-Mumford) regularity of an homogeneous ideal
J ⊂ R, denoted reg(J), is the minimum m such that J is generated in degree ≤ m,
and the k-th module of syzygies of J is generated in degree ≤ m+k for k = 1, . . . , n
(see [6][chap. 4, p. 55]). We say that J is d-regular if reg(J) ≤ d.
Theorem 3.8. Let B be a subset of M connected to 1, F a border basis in degree
≤ d for B, and G = FT . If J = (G) is (d − 1)-regular then F is an H-basis of
I = (F ).
Proof. By definition of the regularity, Syz(G) has a generating set of syzygies
r1, . . . , rs ∈ Syz≤d(G) of degree less than d. By Proposition 3.7, we have ri(F ) ∈
〈F 〈≤li〉〉 where li = deg(ri(F )) < d and we deduce by Theorem 3.6 that F is an
H-basis for I = (F ). 
Corollary 3.9. Let B be a subset of M connected to 1, F a border basis in degree
≤ d for B and G = FT . Then Bk is a basis of Rk/(G)k for 0 ≤ k ≤ d.
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Proof. By Remark 3.3, for any polynomial p ∈ R≤k of degree k ≤ d, we have
p = f + b with f ∈ 〈F 〈≤k〉〉, b ∈ 〈B〉≤k. Taking the components of degree k of each
term in this decomposition, we have pT = fk+bk with fk ∈ 〈G
〈k〉〉, bk ∈ 〈Bk〉. This
shows that Rk = 〈G
〈k〉〉+ 〈Bk〉. Let p = 〈G
〈k〉〉 ∩ 〈Bk〉. As p ∈ 〈G
〈k〉〉 there exists
f ∈ 〈F 〈≤k〉〉 such that p′ = p − f ∈ R≤k−1 so that π˜(p) = π˜(p
′) = p with p ∈ Rk
and p′ ∈ R≤k−1. As π˜ is compatible with the degree, this implies that p = p
′ = 0
and we have
Rk = 〈G
〈k〉〉 ⊕ 〈Bk〉.
As G is an homogeneous family of polynomials 〈G〈k〉〉 = (G)k and Bk is a monomial
basis of Rk/(G)k. 
Our next objective is to characterize the regularity of a homogeneous ideal J in
terms of the dimension HR/J (d) = dimRd/Jd (HR/J is called the Hilbert function
of R/J). The first problem we consider is how to determine when the sequence fo
integers α = {α0, α1, α2, . . . } is the Hilbert function of R/J for some homogeneous
ideal J . This problem was solved by F.S. Macaulay, using the following decompo-
sition: for any integer ν ∈ N and i ∈ N+, there exists a unique sequence of integers
gi > · · · > g1 ≥ 0 such that
ν =
(
gi
i
)
+ · · ·+
(
g1
1
)
,
assuming that
(
g
h
)
= 0 if g < h. This decomposition is denoted by ν〈i,0〉. For k ∈ N,
we write ν〈i,k〉 =
(
gi+k
i+k
)
+ · · ·+
(
g1+k
1+k
)
.
A theorem of Macaulay [16] says that the integer sequence ν = {ν0, ν1, ν2, . . . }
is the Hilbert function of a homogeneous ideal 6= R if and only if ν0 = 1 and
νi+1 ≥ νi
〈i,1〉 for all i ≥ 1. This theorem is based on the analysis of ideals LJ
generated in degree i by the HR(i)−HR/J (i) first monomials for the lexicographic
ordering for all i ∈ N. The monomial ideal LJ is called the lex-segment ideal of J .
Two other interesting results on Hilbert functions are proved in [9][Theorems 3.8
and 3.11], [1][Theorems 4.3.2 and 4.3.3] (see also [8]):
Theorem 3.10. Let J be a homogeneous ideal in the polynomial ring R = K[x1, . . . , xn].
Set νi = dimk(R/J)i for i ≥ 0. Let s be such that νs+1 = νs
〈s,1〉 and assume that
J is generated in degrees ≤ s+ 1 then
(1) (Gotzmann’s Persistence Theorem) νi+1 = νi
〈i,1〉 = νs
〈s,i+1−s〉 for all i ≥ s.
(2) (Gotzmann’s Regularity Theorem) reg(J) ≤ s.
The property that the lex-segment LJ has a Hilbert function with minimal
growth is used to prove these results.
Remark 3.11. The condition νs+1 = νs
〈s,1〉 is reached for some degree s ∈ N,
since it means that the lex-segment ideal LJ associated to J is generated in degrees
≤ s.
Theorem 3.12. Let B be a subset of M connected to 1, F a border basis in degree
≤ d for B, νd−1 = #Bd−1, νd = #Bd. If νd = νd−1
〈d−1,1〉, then F is an H-basis of
I = (F ).
Proof. Let G = FT ⊂ R≤d and J = (G). By Corollary 3.9, HR/J(d − 1) = νd−1,
HR/J(d) = νd. By Theorem 3.10(2) reg(J) ≤ d − 1. By Theorem 3.8, F is an
H-basis of I = (F ). 
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This theorem allows us to recover the Hilbert function of J = (FT ) and thus
numerical invariants such as the dimension of the solutions of F = 0 or the degree.
For ν ∈ N with a d-th decomposition ν〈d,0〉 =
(
gd
d
)
+· · ·+
(
g1
1
)
with gd > · · · > g1 ≥ 0,
we define λd(ν) = max0≤i≤d(gi − i) and δd(ν) = #{i | gi − i = λd(ν), 0 ≤ i ≤ d}.
Corollary 3.13. Let B be a subset of M connected to 1, F a border basis in degree
≤ d for B, νk = #Bk for 0 ≤ k ≤ d with νd = νd−1
〈d−1,1〉, I = (F ), J = IT . Then
• HR/J (i) = νd−1
〈d−1,i−d+1〉 for i ≥ d− 1,
• R/I is of (algebraic) dimension λd−1(νd−1) + 1,
• The degree of R/I is δd−1(νd−1) if λd−1(νd−1) ≥ 0 and
∑
k νk otherwise.
Proof. By Theorem 3.10(1), the Hilbert function of R/J (or R/LJ) is given for
i ≥ d− 1 by
HR/J (i) = νd−1
〈d−1,i−(d−1)〉
=
(
gd−1 + i− d+ 1
i
)
+ · · ·+
(
g1 + i− d+ 1
i− d+ 2
)
=
(
i+ gd−1 − (d− 1)
gd−1 − (d− 1)
)
+ · · ·+
(
i+ g1 − (d− 1)
g1 − 1
)
where νd−1 =
(
gd−1
d−1
)
+ · · · +
(
g1
1
)
with gd−1 > · · · > g1 ≥ 0. Let λ := λd−1(νd−1)
and δ := δd−1(νd−1). If λ ≥ 0, HR/J (i) expands as a polynomial in i which highest
degree term is δλ! i
λ. Thus the dimension of R/J (resp. R/I) is λ (resp. λ+ 1) and
its degree is δ. If λ ≤ 0, then Bd−1 is empty, B is finite and its number of elements∑
k νk is the degree of R/I. 
Remark 3.14. If νd = νd−1
〈d−1,1〉, we also have that reg(J) ≤ d−1 so that J = IT
and I are generated in degree ≤ d− 1, and the k-th module of syzygies of J and I
are generated in degree d+ k − 1 for 0 ≤ k ≤ n.
In this case, generators of a H-basis and of its first syzygy module of are known
in degree d and we will stop the border computation and say the F = kerπ is an
H-border basis.
4. Algorithm
The algorithm presented in this section allows us to compute a border basis
representation of the quotient by any ideal up to a degree where the generators
form an H-basis (see Remark 3.14). It consists of constructing incrementally degree
by degree a monomial set B connected to 1 together with a projection π from 〈B+〉
onto B and to test if the commutation condition of Theorem 3.2(1) is satisfied up
to a given degree. If the commutation property is not satisfied, new polynomials
are deduced and used to update the set B and the projection π. This computation
is repeated until the regularity test is satisfied.
To compute such a set B, we will use the same strategy as the one described in
[21], which relies on a choice function.
Definition 4.1. A choice function γ is a function from R to M, such that given
a polynomial f , γ(f) is one of the monomials of the support of f . We say that a
choice function refines the degree if the returned monomial is of maximal degree
among the monomials of f .
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This choice function can be the function which “chooses” the leading monomial
for a given monomial ordering. In this case we shall obtain a Gro¨bner basis. But
it can be more general and not necessarily related to a monomial ordering of M
which is compatible with the multiplication by monomials. It can also take into
account the numerical value of the coefficients (see examples in [21]).
This choice function will be used to select monomials outside B. In the following,
the set B will be a union of intersections of monomial ideals with the complement
of other monomial ideals.
The computation is made more efficient by an early prediction of what should be
B and by checking that the prediction is correct up to a given degree. This is done
by projecting a small set of polynomials, namely the commutation polynomials, in
order to check the condition (4) of Theorem 3.2. When the projected polynomials
are not 0, they are used to update the projection so that they belong to the kernel
of the new projection. This computation is repeated until the regularity test of
Theorem 3.10 is satisfied for a set B and a degree d.
We now state the algorithm of computation of H-border bases, which is based
on the algorithm described in [21]:
Algorithm 4.1: H-border basis
Input: A set of polynomials F = {f1, . . . , fs} and γ a choice function refining
the degree.
Output: A H-border basis for I = (f1, . . . , fs).
• Initialization(k, Fk, B,F)
• While not(is reg?(B, k)) or k < maxf∈F deg(f);
(1) Compute C1k+1 := C
1
B(Fk) and Ak+1 := (B
+)k+1.
(2) Construct the matrix Mk+1 := (C
1
k+1|Ak+1).
(3) Compute rk+1 := rankMk+1.
(4) If 〈C1k+1〉 contains polynomials of degree < k + 1, add them to F and
start a new loop with k := minp∈C1
k+1
deg(p).
(5) If #(Ak+1 \Bk+1) 6= rk+1,
– compute A′k+1 ⊂ Ak+1 such that
#A′k+1 = rk+1 = rank (Fk+1 | A
′
k+1); for instance looking at
the monomials indexing the columns of a maximal invertible
submatrix of Mk+1.
– compute B′k+1 = Ak+1 \A
′
k+1;
– add the monomials B′k+1 to B;
(6) Define πk+1 : 〈B
+〉≤k+1 → 〈B〉≤k+1 as the extension of πk such that
C1k+1 ⊂ kerπk+1 and Fk+1 as the new polynomials of degree k + 1 in
the corresponding rewriting family.
(7) Compute C2k+1 := πk+1(C
2
B(Fk)) ∪ π˜k+1(Fk+1).
(8) If C2k+1 = {0}, then start new loop with k := k + 1.
(9) If 〈C2k+1〉 contains polynomials of degree < k + 1, add them to F and
start a new loop with k := minp∈C2
k+1
deg(p).
(10) Apply γ to 〈C2k+1〉, remove the monomial ideal generated by
γ(〈C2k+1〉) from B and update πk+1 : 〈B
+〉≤k+1 → 〈B〉≤k+1 and
Fk+1, so that C
2
k+1 ⊂ kerπk+1.
The function Initialization(k, Fk, B,F) performs initializing steps:
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• Find a linearly independent set of polynomials, Fk, of minimum degree, k,
from F . (a basis of the K-vector subspace spanned by the polynomials of
minimum degree of the K-vector generated by F).
• Define B as the monomial set M\(γ(Fk)).
The regularity test is reg?(B, d) is implemented as follows:
Algorithm 4.2: Regularity test
Input: A set of monomials B and a degree d.
Output: A boolean indicating that the ideal has reached Gotzmann
persistence.
• Compute ν = dimK(〈B〉d−1).
• Compute the Macaulay decomposition ν〈d−1,0〉 of ν.
• If dimK(〈B〉d) = ν
〈d,1〉 then return true;
else return false;
For steps 4 and 5, a triangulation of Mk+1 is computed. The choice function γ
is used to select the pivots. The rank of Mk+1 is read off from the triangular form.
The transformation on the rows of Mk+1 are reported on the polynomial vector
C1k+1. The zero-rows of the triangulation yield the polynomials of degree < k + 1
in 〈C1k+1〉.
In step 5, the monomials B′k+1 are added to B by updating the representation of
B as a union of intersections of monomial ideals with the complementary of other
monomial ideals. Only the monomials of B′k+1 are added to this description but
not their multiples. By construction, this yields a new set B of monomials, which
is connected to 1.
In step 6, to define the projection πk+1 from (B
+)≤k+1 to 〈B〉≤k+1, we invert
(Fk+1 | A
′
k+1), and construct new elements in 〈Fk+1〉 with one monomial in A
′
k+1
and the other monomials in B. This defines the new set Fk+1 of polynomials of
degree k + 1 of the rewriting family associated to πk+1.
In step 7, the commutation polynomials C2B(Fk) ⊂ 〈B
+〉≤k+1 are projected on
〈B〉≤k+1 by π and the elements Fk+1 of degree k+1 of F are projected on 〈B〉≤k+1
by π˜ (see Remark 3.4).
For steps 9 and 10, a triangulation of the coefficient matrix (C2k+1 | Bk+1)
is also computed by applying the choice function γ to select the pivots. This
transformation is then used to update B and Fk+1.
For more details on these computations, see [21].
Notice that in the update of B (step 5), it can happen that the set B is extended
and not reduced (some monomials are added to B). These are cases where algo-
rithms as in [10] fail to construct a basis B stable by division (see eg. [10, Step
(T7), Prop. 3.8]), showing that it is necessary to consider more general families of
monomial bases B which are connected to 1, if we want to deal with general choice
functions.
The previous algorithm is correct and stops after a finite number of steps on any
input as we prove now.
We recall here Lemma 4.6 of [21] which proof also applies our case:
Lemme 4.2. For all d ∈ N, there exist finitely many Fk containing polynomials
whose leading monomials are of degree less than d.
This lemma is used to prove the termination of the H-border basis algorithm:
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Theorem 4.3. The algorithm stops for some k and outputs a H-border basis of
I = (f1, . . . , fs).
Proof. The monomial set B maintained in the algorithm is connected to 1 by con-
struction.
By Lemma 4.2, for every degree k0 there exists an iteration of the While loop,
from which k does not drop under k0 + 1. Hence for each k ∈ N, the set Fk if
defined becomes unchanged at a certain point in the algorithm.
As R is noetherian, the sequence of ideals (∪i≤kF
T
i ) eventually becomes station-
ary. Let J be this ideal.
Again, according to Lemma 4.2, Theorem 3.10, Corollary 3.9 and Remark 3.11,
there exists an iteration of the While loop such that all commutation polynomials
project to 0 by πk, J is generated in degree ≤ k− 1 and the regularity test applies.
Theorem 3.8 allows us to conclude the proof. 
5. Implementation/Benchmarks
We have implemented the previous algorithm in C++. It is available in the
package borderbasix of the project Mathemagix1. We report here on its experi-
mentation. The main criterion, Macaulay decomposition and Gotzman persistence
test correspond to approximately 200 lines. Less than 3000 lines (among 200000)
had to be modified in the implementation of [21] in order to handle efficiently the
regularity criterion (this includes the computation of the list of monomials in B at
degree k).
We report first a comparision between the zero dimensional implementation of
[21] and the one with the regularity test. As the polynomials computed are the same
with or without the criterion, and in order to emphasize the overhead introduced
here we perform computation with the smallest type of coefficients available in the
package borderbasix, i.e. modular coefficients with support in 16-bit integers.
We use here a choice function that chooses one monomial of maximal partial
degree among the available monomials (named mac in [21]).
The experiments reported here have been performed on a Core2 Duo 2.26GHz,
with 4Go of DDR2 800Mhz with a 64bit linux 3.2 kernel.
Example nv deg time memory Isreg
kat8 8 256 0.5s 40M 0.001s
kat9 9 512 3.49s 55M 0.002s
kat10 10 1024 26.66s 79M 0.002s
cyclic5 5 70 0.16s 20M 0.001s
In this table, nv is the number of variables, deg the degree of the quotient algebra
R/I, time the average time (over 1000 runs) for the whole computation in seconds,
memory the memory size used by the test, Isreg the time spent in the regularity
test in seconds.
As it can be seen, the overhead introduced by the new regularity test is com-
pletely negligible compared to the rest of the computation.
1www.mathemagix.org
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We report here the timings and degree stop for some examples; the notation
-n eq means that n equations have been discarded.
Example nv time memory Isreg choice
kat5− 1eq 5 0.66s 15M 16 grevlex
kat5− 1eq 5 0.36s 5M 16 mac
kat5− 2eq 5 2.36s 5M 24 mac
kat6− 1eq 6 1.06s 5M 32 mac
kat7− 1eq 7 455s 35M 64 mac
cyclic5− 1eq 5 0.25s 5M 24 grevlex
cyclic6− 1eq 6 84.96s 36M 156 grevlex
butcher 7 − 500M 38 mac
There is a huge difference in time between kastura n and the same problem with
one equation discarded. This comes from the difference of size of the matrices to
be inverted and from the fact that one has to go much further in degree. The
difference of behavior with respect to the choice function is somehow masked here,
the coefficient growth does not appear as the degree increases.
It is interesting to notice that Gotzman persistence is detected in degree more
than the Castelnuovo Mumford regularity. It is the subject of a further work to
improve the stopping criterion.
6. Conclusion
We have presented an extension of the border basis algorithm of [21], which
computes a border basis description of the quotient by any ideal up to any degree.
This algorithm stops at a degree bigger than or equal to the regularity of the ideal.
It outputs an H-basis of the ideal and its Hilbert polynomial. The stopping criterion
exploits a characterization of a border basis up to a given degree, in terms of the
projection of commutation polynomials and the persistence and regularity theorems
of Gotzmann. A C++ implementation is also provided and some benchmarks
illustrate the good practical behavior of the approach.
Though this new method addresses the main drawback of border basis methods,
namely the restriction to zero-dimensional ideals, all is not said on this topic. Sev-
eral interesting problems remain open. One of them is to relate the stopping degree
more closely with the regularity of the ideal. Further investigations are also needed
to analyze the syzygy modules of the border basis along the lines developed in [22].
The approach has also potential applications in relaxation methods used to com-
pute radicals or real radicals [14], when the (real) radical is not zero dimensional.
Generalizing the method to projections not necessarily compatible with the degree
should also be detailled and implemented.
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