Abstract. In this paper, we study the zero pattern structure of two general M -matrices whose Fan product is singular. Then, for general M -matrices, necessary and sufficient conditions are obtained for equality in the inequalities of Fischer, Oppenheim, and Ando. Moreover, throughout this paper, if an n × n matrix A is partitioned into the form A =
Introduction. A square n×n matrix A is called a general M -matrix if
A can be expressed in the form A = sI − P with P ≥ 0, where s ≥ ρ(P ), the spectral radius of nonnegative matrix P . Thus general M -matrices consist of nonsingular M -matrices and singular M -matrices. General M -matrices arise in investigations concerning the convergence of iterative processes for systems of linear or nonlinear equations and in the study of nonnegative solutions to such systems. These investigations have a variety of applications to problems in economics and linear programming. An extensive list of references to studies of general M -matrices may be found in [2] and [3] . In a series of papers [5] , [6] , [7] , etc., Fan established remarkable determinant inequalities as well as some matrix inequalities for nonsingular M -matrices. In particular, Fan in [5] and [6] (see also Ando [1] ) proved Fischer's inequality for nonsingular M -matrices and Oppenheim's inequality for the Fan product of two nonsingular M -matrices (in their papers, "M -matrices" means "nonsingular M -matrices"). For two general Mmatrices A = (a ij ) and B = (b ij ), the Fan product of A and B, denoted by A • B, is the matrix C = (c ij ), where c ii = a ii b ii for all i and c ij = −a ij b ij for i = j. Moreover, throughout this paper, if an n × n matrix A is partitioned into the form A =
A11 A12
A21 A22 , then we always assume that A 11 is square. Hence we get the following theorem. Theorem 1.1. Let A =
A11 A12 A21 A22
and B = (b ij ) be two n × n nonsingular
M -matrices. Then the inequalities of Fischer and Oppenheim hold. That is,
det A ≤ det A 11 det A 22 (1) and
Further, Ando in [1] proved the following inequality, which improved Oppenheim's inequality and is called Ando's inequality.
Theorem 1.2. Let A = (a ij ) and B = (b ij ) be two n×n nonsingular M -matrices. Then
Recently, Lee in [10] and [11] extended Oppenheim's inequality for irreducible general M -matrices. Later, Smith in [14] showed that Oppenheim's inequality holds for the Fan product of any two general M -matrices. Further, he also proved Ando's inequality for any two general M -matrices. For studies of inequalities and related determinant inequalities for general M -matrices, the reader is referred to [1] , [4] , [8] , [12] , and [9] . This paper is organized as follows: In section 2, we investigate the zero pattern structure of two general M -matrices whose Fan product is singular. In section 3, for nonsingular M -matrices, necessary and sufficient conditions are obtained for equality in Fischer's inequality. These results, in sections 4 and 5, are applied to describe, for general M -matrices, necessary and sufficient conditions for the equality in the inequalities of Oppenheim and Ando, respectively. 
Fan product of two general
where a ii a i,i+1 = 0 for i = 1, . . . , n, (n + 1 ≡ 1). It is easy to see that det A = a 11 · · · a nn − (−1) n a 12 · · · a n−1,n a n1 for n > 1. Hence, a cyclic matrix A with n > 1 is singular if and only if a 11 · · · a nn = (−1) n a 12 · · · a n−1,n a n1 . In particular, a 1×1 cyclic matrix is nonsingular. Moreover, a cyclic matrix is irreducible. In order to obtain the zero pattern structure of two general M -matrices whose Fan product is singular, we need some lemmas. [15] , equality holds in (6) for i = 1, . . . , n and a ii b ii > 0. Therefore
It follows from (7) and (8) that each row of A and B has only one nonzero off-diagonal entry, respectively. Moreover, A•B is irreducible implies that A and B are irreducible. Hence every row and column of A and B must contain only one nonzero off-diagonal entry, respectively. Further, for i = j, the (i, j) entry of A is nonzero if and only if the (i, j) entry of B is nonzero. Therefore, there exists a permutation matrix P such that P AP T and P BP T are singular and cyclic. Conversely, without loss of generality, we may assume that A = (a ij ) and B = (b ij ) are singular and cyclic, since 
We are ready to present the main result in this section after recalling the following notation. If A = (a ij ) is an n × n matrix and σ is a permutation on n objects, then the n-tuple (a 1,σ(1) , a 2,σ(2) , . . . , a n,σ(n) ) is called a diagonal of A. In particular, (a 11 , a 22 
Conversely, we assume that A • B is a singular M -matrix and a ii b ii > 0 for i = 1, . . . , n. Clearly, there exists a permutation matrix P 1 such that
where 
where
and
be partitioned conformably with H. Clearly, both A 11 and B 11 are singular and cyclic. Moreover, by the definition of the determinant, for every diagonal with an entry in the (1, 2) block, either the diagonal contains a zero for P AP T or it contains a zero for P BP T . Remark. Fan in [6] proved that the Fan product of two nonsingular M -matrices is a nonsingular M -matrix. Lee in [10] 
Equality for Fischer's inequality.
In this section, in order to obtain sufficient and necessary conditions for equality in the inequality of Fischer for nonsingular M -matrices, we need the following notation and lemma. Let X = (x ij ) be an n × n matrix. Then the permanent of X is defined by perX = x 1,j1 · · · x n,jn , where the summation is taken over all the permutations (j 1 · · · j n ) of the integers 1, . . . , n. Let |X| = (|x ij |) be the nonnegative matrix whose entries are given by |x ij |. It follows from Theorem 2.6 of [13] that we have the following
We are ready to present the main result in this section. Proof. By the definitions of the determinant and permanent, it is easy to see that (ii) and (iii) are equivalent and (ii) ⇒ (i) holds.
If (i) holds, then A 11 and B 11 are nonsingular. We prove that assertion (ii) holds by induction on n. It is trivial when n = 2. Assume that the assertion holds for all positive integers less than n. We proceed to show that the assertion holds for any n × n nonsingular M -matrices. 1,j1 , a 2,j2 , . . . , a n,jn ) of A such that it contains no zeros for some t with j 1 = 1 and j t = 1. Then A 22 is a nonsingular M -matrix and has a nonzero sequence a j1,i2 = 0, a i2,i3 = 0, . . . , a i k ,t = 0 with i 2 = j j1 , i 3 = j i2 , . . . , and t = j i k . By Lemma 3.1, the (j 1 , t) entry of A Case 2. A 11 is an m × m leading principal submatrix of A with 1 < m < n. Let A/(a 11 ) be the Schur complement of (a 11 ) in A. By Lemma 1 of [5] (see also [3] ),
is the (n − 1) × (n − 1) nonsingular M -matrix, where A(1) is the (n − 1) × (n − 1) matrix obtained from A by deleting the first row and column of A, and B is partitioned conformably with A(1); i.e., B 11 and B 22 are (m − 1) × (m − 1) and (n − m) × (n − m) matrices, respectively. Moreover, B 22 ≤ A 22 implies det B 22 ≤ det A 22 (see [1, Corollary 4.11] or [3] ). By Schur's formula and Fischer's inequality, 1,j1 , . . . , a n,jn ) of A with at least one entry in A 12 .
If = 0, which implies a t,jt = 0. Hence the diagonal (a 1,j1 , . . . , a n,jn ) of A contains a zero.
If 2 ≤ j 1 ≤ n, then there exists a k with 2 ≤ k ≤ n such that j k = 1. Clearly,
We consider the following two subcases.
= 0, which implies a t,jt = 0; or b k,j1 = 0, which implies a k,j k = a k1 = 0 or a 1,j1 = 0. Hence the diagonal (a 1,j1 , . . . , a n,jn ) of A contains a zero. T . Then C is the (n−m+1)×(n−m+1) nonsingular principal submatrix of A. Hence it follows from (9) that det C = a 11 det(C/(a 11 )) = a 11 det B 22 = a 11 det A 22 . By the induction hypothesis, the diagonal (a 1,j1 , a m+1,jm+1 , . . . , a k,j k , . . . , a n,jn ) of C with at least one entry of α T contains a zero. Hence the diagonal (a 1,j1 , . . . , a m,jm , a m+1,jm+1 , . . . , a k,j k , . . . , a n,jn ) of A contains a zero.
Remark. If A is a singular M -matrix, then, in general, Theorem 3.2 does not hold. For example, let (ii) =⇒ (iii) It is sufficient to prove that (iii) holds for m = n. Let C = A−a 11 E 11 , where E 11 is the n × n matrix with a one in the (1, 1) entry and zeros elsewhere. Then every diagonal of C contains a zero. By the Frobenius-König theorem (see Theorem 2.5.5 of [3] ), C contains a t × (n + 1 − t) zero submatrix for some t with 1 ≤ t ≤ n. Hence A contains an s × (n − s) zero submatrix for some s with 1 ≤ s < n.
(iii) =⇒ (iv) It is sufficient to prove that (iv) holds for m = n. Since A contains an s × (n − s) zero submatrix, there exist i 1 (iv) =⇒ (v) We prove the assertion by induction on n. If n = 2, then A is reducible, which implies a 12 a 21 = 0. So perA = a 11 a 22 . Assume that n ≥ 2 and that the assertion holds for all positive integers less than n. Since A is reducible, there exists a permutation matrix P such that P AP T = ( Proof. It follows from Theorem 3.4.
Equality for Oppenheim's inequality.
We first present a preliminary result.
Lemma 4.1. Let A = (a ij ) and B = (b ij ) be two n × n general M -matrices with n > 1. Then A • B is irreducible, and equality holds in Oppenheim's inequality; i.e., det(A • B) = b 11 · · · b nn det A if and only if there exists a permutation matrix P such that P AP
T is cyclic and such that P BP T is singular and cyclic. Proof. Sufficiency. We may assume that A is cyclic and that B is singular and cyclic. Then
Hence by a simple calculation, (1) is the (n − 1) × (n − 1) principal submatrix of A obtained from A by deleting the first row and column of A, and where E 11 is the n × n matrix with a one in the (1, 1) entry and zeros elsewhere. Hence, by Theorem 3.2 of [14] , (A − δE 11 ) • B is an irreducible general M -matrix. Therefore, (1)) by Oppenheim's inequality. Hence (A − δE 11 ) • B is an irreducible singular M -matrix. By Lemma 2.2, there exists a permutation matrix P such that both P (A − δE 11 )P T and P BP T are singular and cyclic. Hence the assertion holds.
Theorem 4.2. Let A and B be two n × n general M -matrices. Then equality holds in Oppenheim's inequality if and only if one of the following conditions holds:
(i) n = 1.
(ii) a ii = 0 for some i with 
where C ii •D ii is an m i ×m i irreducible nonsingular matrix for i = 1, . . . , k, and where
T is in block upper triangular form. Then it follows from Lemma 3.1 of [14] 
Hence, by Fischer's inequality, 
Equality for Ando's inequality.
In this section, we characterize necessary and sufficient conditions for equality in Ando's inequality. We need the following lemmas.
Lemma 5.1. Let A = (a ij ) and B = (b ij ) be two n × n cyclic general M -matrices. Then equality holds in Ando's inequality (3 
So equality holds in Ando's equality. 
Therefore, by applying Ando's inequality to A(1) • B(1) and performing some calculations, (v) There exists a permutation matrix P such that 
So equality holds in Ando's inequality.
Necessity. Without loss of generality, we may assume that n > 1 and a ii b ii > 0 for i = 1, . . . , n. We consider the following four cases. Proof. It follows from Theorem 5.3 that the assertion holds. Now we may summarize the main results in this paper as follows. Theorem 5.5. Let A = (a ij ) and B = (b ij ) be two n × n general M -matrices. Then 
