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We derive an effective Hamiltonian for the two-dimensional Hubbard-Holstein model in the
regimes of strong electron-electron and strong electron-phonon interactions by using a nonpertur-
bative approach. In the parameter region where the system manifests the existence of a correlated
singlet phase, the effective Hamiltonian transforms to a t1 − V1 − V2 − V3 Hamiltonian for hard-
core-bosons on a checkerboard lattice. We employ quantum Monte Carlo simulations, involving
stochastic-series-expansion technique, to obtain the ground state phase diagram. At filling 1/8,
as the strength of off-site repulsion increases, the system undergoes a first-order transition from a
superfluid to a diagonal striped solid with ordering wavevector ~Q = (π/4, 3π/4) or (π/4, 5π/4). Un-
like the one-dimensional situation, our results in the two-dimensional case reveal a supersolid phase
(corresponding to the diagonal striped solid) around filling 1/8 and at large off-site repulsions. Fur-
thermore, for small off-site repulsions, we witness a valence bond solid at one-fourth filling and tiny
phase-separated regions at slightly higher fillings.
PACS numbers:
I. INTRODUCTION
Study of exotic quantum phases generated due to
the coexistence or competition between diagonal and
off-diagonal long range orders is a key area of con-
tinued interest in the condensed matter community.
In particular, lattice supersolidity, which is the homo-
geneous coexistence of superfluidity/superconductivity
and crystalline order in discrete lattices, has attracted
considerable attention for more than a few decades.
In fact, lattice supersolidity has been observed in
a number of systems such as the three-dimensional
doped barium bismuthate3,4; quasi-two-dimensional
dichalcogenides5 and layered molecular crystals6; and
quasi-one-dimensional doped trichalcogenide NbSe3
7 and
doped spin ladder Sr14Cu24O4
8,9.
Furthermore, studies of cold atoms in optical
lattices10–14 have paved the way to realize the coexistence
of long range orders in a controlled way. Though numer-
ous manifestations of supersolidity have been reported
theoretically in bosonic systems, in different lattice ge-
ometries and with various kinds of interactions15–36, it is
only recently that such supersolid phases were realized
experimentally [by R. Landig et al.37]. Since then, there
is an upsurge in the experimental effort to realize super-
solid phases by utilizing both short-range and long-range
interactions.
Usually, diverse interactions can enrich the quantum
phase diagram of the system by producing various com-
peting/cooperating orders. Specifically, strong electron-
electron (e-e) interactions as well as strong electron-
phonon (e-ph) interactions generate a rich phase diagram
in systems such as the cuprates38,39, the manganites40–42,
and the fullerides43. In these correlated systems, a vari-
ety of exotic phases, such as superconductivity, charge-
density-wave (CDW), spin-density-wave (SDW), etc. are
manifested as an outcome of the interplay between e-e
and e-ph interactions.
A typical and simple model, to study the combined
effect of strong e-e and e-ph interactions, is the well-
known Hubbard-Holstein model represented by the fol-
lowing Hamiltonian:
Hhh =− t
∑
j,δ,σ
c†j+δσcjσ + ω0
∑
j
a†jaj
+ gω0
∑
jσ
njσ(aj + a
†
j) + U
∑
j
nj↑nj↓ (1)
where c†jσ (cjσ) denotes the creation (destruction) opera-
tor for spin-σ electrons at site j, t is the hopping integral,
and the number operator njσ = c
†
jσcjσ . Furthermore,
a†j(aj) corresponds to the creation (destruction) opera-
tor of phonons at site j with dispersionless phonon fre-
quency ω0, g denotes the strength of the electron-phonon
interaction, U is the onsite Coulomb repulsion between
electrons, and δ represents the nearest-neighbors (NN).
The Hubbard-Holstein model has been studied ex-
tensively in one, two and infinite dimensions at various
fillings by employing diverse approaches such as quantum
Monte Carlo (QMC)44–49, exact diagonalization50–52,
density matrix renormalization group (DMRG)53,54,
dynamical mean field theory (DMFT)55–63, semi-
analytical slave boson approximations64–68, variational
methods based on Lang-Firsov transformation69,70,
large-N expansion71, Gutzwiller approximation72,73,
cluster approximation74, and static-auxiliary-field
approximation75,76.
In this paper, we follow the approach discussed in Refs.
1 and 2 and study the two-dimensional Hubbard-Holstein
model. In contrast to Ref.75, our approach involves the
non-adiabatic regime (i.e., t/ω0 ≤ 1). Furthermore, we
employ a controlled analytic treatment of the strong cou-
pling regimes for both the e-ph (g > 1) and e-e interac-
tions (U/t > 1) and take into account the dynamical
quantum phonons. The effective Hamiltonian consists of
two major competing interactions—antiferromagnetic in-
2teraction between NN spins which favors the formation
of singlets and NN repulsion between electrons which en-
courages CDW formation. Now, Ref. 1 showed that the
quarter-filled one-dimensional Hubbard-Holstein model
manifests a correlated singlet phase over a range of U/t
values, whereas Ref. 2 demonstrated that this phase oc-
curs at other fillings as well. In this work we concen-
trate only on the correlated singlet phase in the two-
dimensional version of the Hubbard-Holstein model. On
representing a singlet by a hard-core-boson (HCB) at its
center, the system of singlets on a periodic square lat-
tice transforms into a system of HCBs on a checkerboard
lattice. Using quantum Monte Carlo (QMC) simulation
involving stochastic-series-expansion (SSE) method, we
study the system at various filling fractions. Our results
for HCBs, at filling 1/8, indicates CDW order and un-
like its one-dimensional analogue, exhibits supersolidity
around filling 1/8. We explain the mechanism responsible
for the formation of the CDW as well as the supersolid
phase (on the vacancy side and the interstitial side of the
CDW). Furthermore, our study at quarter-filling reveals
mutually-exclusive existence of valence bond solid (VBS)
and superfluid (SF) phase.
The paper is organized as follows. In Sec. II, we derive
the effective Hamiltonian and discuss the various terms.
In Sec. III, we show that the Hamiltonian of singlets on a
square lattice transforms into a Hamiltonian of HCBs on
a checkerboard lattice. Sec. IV deals with the numerical
procedure as well as the order parameters used in our
study. Next, the results are discussed in Sec. V and
finally, conclusions are presented in Sec. VI.
II. EFFECTIVE HAMILTONIAN
The first step towards obtaining an effective Hamilto-
nian is to carry out the Lang-Firsov (LF) transformation,
HLFhh = e
SHhhe
−S where S = −g
∑
jσ
njσ(aj −a
†
j) and get
the transformed Hamiltonian to be
HLFhh =− t
∑
j,δ,σ
X†j+δc
†
j+δσcjσXj + ω0
∑
j
a†jaj
+ (U − 2g2ω0)
∑
j
nj↑nj↓ − g
2ω0
∑
j
(nj↑ + nj↓),
(2)
with Xj = e
g(aj−a
†
j). In terms of the composite fermionic
operator, d†jσ ≡ c
†
jσX
†
j , the LF transformed Hamiltonian
can be expressed as
HLFhh =− t
∑
j,δ,σ
d†j+δσdjσ + ω0
∑
j
a†jaj
+ Ueff
∑
j
ndj↑n
d
j↓ − g
2ω0
∑
j
(ndj↑ + n
d
j↓), (3)
where ndjσ = d
†
jσdjσ and Ueff = U − 2g
2ω0. Since,
the last term represents a constant polaronic energy,
we can drop it without affecting the physics of the sys-
tem. This leaves us with the realization that Eqn. (3)
essentially represents the Hubbard model for compos-
ite fermions where the Hubbard interaction is given by
Ueff = U − 2g
2ω0. In the limit of large Ueff/t, with the
help of a standard canonical transformation, the effective
Hamiltonian, upto second order in the small parameter
t/Ueff , can be expressed as
Ht−J−t3 =Ps
[
− t
∑
j,δ,σ
d†j+δσdjσ + ω0
∑
j
a†jaj
+
J
2
∑
j,δ
(
~Sj · ~Sj+δ −
ndjn
d
j+δ
4
)
+ t3
∑
j,δ 6=δ′,σ
d†jσ¯dj+δσd
†
j+δ′σdjσ¯
− t3
∑
j,δ 6=δ′,σ
d†jσdj+δσd
†
j+δ′σ¯djσ¯
]
Ps, (4)
with ndj = n
d
j↑ + n
d
j↓, J =
4t2
Ueff
and t3 = J/4. In the
above expression ~Sj represents the spin operator for a
fermion at site j and the operator Ps projects out double
occupancy of any site.
In terms of the original fermionic operator, the effec-
tive Hamiltonian can be separated into two terms: (i) an
unperturbed electronic Hamiltonian H0 and (ii) a per-
turbative term H1 in terms of the composite fermions.
Thus,
Ht−J−t3 = H0 +H1, (5)
where
H0 =− te
−g2
∑
j,δ,σ
Ps
(
c†j+δσcjσ
)
Ps + ω0
∑
j
a†jaj
+
J
2
∑
j,δ
Ps
(
~Sj · ~Sj+δ −
njnj+δ
4
)
Ps
+
Je−g
2
4
∑
j,δ 6=δ′,σ
Ps
(
c†jσ¯cj+δσc
†
j+δ′σcjσ¯
)
Ps
−
Je−g
2
4
∑
j,δ 6=δ′,σ
Ps
(
c†jσcj+δσc
†
j+δ′σ¯cjσ¯
)
Ps, (6)
and
H1 = −te
−g2
∑
j,δ,σ
Ps
[
c†j+δσcjσ
(
Y j†+ Y
j
− − 1
)]
Ps. (7)
In the above expression, the electron-phonon interac-
tion is depicted by H1 only through the term Y
j
± ≡
e±g(aj+δ−aj). One should note that since J/4 ≪ t, we
3have ignored the following terms in H1:
Je−g
2
4
∑
j,δ 6=δ′,σ
Ps
[
c†jσ¯cj+δσc
†
j+δ′σcjσ¯
(
Zj†+ Z
j
− − 1
)]
Ps
−
Je−g
2
4
∑
j,δ 6=δ′,σ
Ps
[
c†jσcj+δσc
†
j+δ′σ¯cjσ¯
(
Zj†+ Z
j
− − 1
)]
Ps,
(8)
where Zj± ≡ e
±g(aj+δ′−aj+δ).
Performing a second order perturbation theory that
is similar to the one outlined in Ref. 1, the effective
Hamiltonian is obtained to be
Heffhh
∼=− teffht1 +
J
2
hS − V hnn − t2hσσ
− (t2 + J3)hσσ¯ + J3h
′
σσ¯, (9)
where
ht1 =
∑
j,δ,σ
Ps
(
c†j+δσcjσ
)
Ps, (10)
hS =
∑
j,δ
Ps
(
~Sj · ~Sj+δ −
njnj+δ
4
)
Ps, (11)
hnn =
∑
j,δ,σ
(1− nj+δσ¯) (1− njσ¯)njσ (1− nj+δσ) , (12)
hσσ =
∑
j,δ 6=δ′,σ
(1− nj+δσ¯) (1− njσ¯) (1− nj+δ′σ¯)
×
[
c†j+δσ (1− 2njσ) cj+δ′σ
]
, (13)
hσσ¯ =
∑
j,δ 6=δ′,σ
(1− nj+δσ¯) (1− nj+δ′σ)
×
[
c†jσcj+δσc
†
j+δ′σ¯cjσ¯
]
, (14)
(15)
and
h′σσ¯ =
∑
j,δ 6=δ′,σ
(1− nj+δσ¯) (1− njσ) (1− nj+δ′σ¯)
×
[
c†jσ¯cj+δσc
†
j+δ′σcjσ¯
]
. (16)
The different coefficients for the various terms present
in Eqn. (9) are defined as follows: teff = te
−g2 ,
J ≡ 4t
2
U−2g2ω0
, V ≃ t2/2g2ω0, t2 ≃ t
2e−g
2
/g2ω0 and
J3 = Je
−g2/4. Out of the six terms of the effective
Hamiltonian Heffhh , four terms contribute to the kinetic
energy of the system. However, due to the presence of
e−g
2
in the coefficients, the contribution of the kinetic
terms is small compared to that from the remaining two
interaction terms. The first contribution in the kinetic
energy is from the NN hopping term −teffht1 in which
the hopping coefficient is given by a reduced hopping
integral teff = te
−g2 . Next, the term −t2hσσ is repre-
sented by the typical processes shown in Figs. 1(b), 1(c)
σ
2 1
σ
21
σσ
σ
1
2
σ
2
1
σ
σ
σσ
2 1
2
1
σ
(a)
(b) (c)
(d) (e)
(f) (g)
2
1
σ
σ
j j+
x
σ
j j+ 
x
j-
x
j+
x
j-
x
j
j
j+
y
j-
x
j j+
x
j-
x
j+	
y
jj-

x
j+
y
jj-
x
FIG. 1: (Color online) Different hopping processes
which contribute to second-order perturbation the-
ory: (a) c†jσcj+δxσc
†
j+δxσ
cjσ, (b) c
†
j+δxσ
cjσc
†
jσcj−δxσ,
(c) c†jσcj−δxσc
†
j+δxσ
cjσ, (d) c
†
j+δyσ
cjσc
†
jσcj−δxσ, (e)
c†jσcj−δxσc
†
j+δyσ
cjσ , (f) c
†
jσcj−δxσc
†
j+δxσ¯
cjσ¯, and (g)
c†jσcj−δxσc
†
j+δy σ¯
cjσ¯ . Empty circles denote sites without
electrons; filled blue and red circles represent sites occupied
by electrons with spin σ and spin σ¯ respectively.
1(d) and 1(e). Figs. 1(b) and 1(d) depict double hop-
ping of a single particle to next-to-next-nearest-neighbor
(NNNN) site and next-nearest-neighbor (NNN) site, re-
spectively; contrastingly, Figs. 1(c) and 1(e) describe
processes where a pair of electrons of spin σ hop sequen-
tially along a straight path and a right-angled path, re-
spectively. The next term − (t2 + J3)hσσ¯ is represented
by the typical hopping processes in Figs. 1(f) and 1(g)
which are similar to the hopping processes shown in Figs.
1(c) and 1(e), respectively, but with the involved pair of
electrons now having opposite spins σσ¯. Lastly, the terms
J3h
′
σσ¯ implies NN spin-pair σσ¯ hopping similar to that
depicted in Figs. 1(f) and 1(g), respectively, but with
the spin-pair σσ¯ flipping to σ¯σ. Thus, h′σσ¯ acting on a
singlet state results in another singlet state displaced by
4FIG. 2: (Color online) Checkerboard lattice constructed by
joining the midpoints of the edges of a square lattice (indi-
cated by the dashed lines). The filled black circles denote the
six NN of the HCB depicted by the white circle, whereas the
filled gray circles stand for next-nearest-neighbor (NNN) sites.
The half-filled gray circles are next-to-next-nearest-neighbor
(NNNN) sites for which the repulsion is half of the one felt
for the filled gray sites.
one NN distance and with a negative sign.
Now, the NN spin-spin interaction term JhS and NN
repulsion term −V hnn dominate over the remaining hop-
ping terms in the effective Hamiltonian. As discussed in
the Refs. 1 and 2, at larger J values, a phase separated
single cluster is formed because the spin-spin interaction
dominates over the NN repulsion. As the J/V value is
decreased, the system undergoes a quantum phase tran-
sition to a correlated NN singlet phase where two NN
particles pair to form a singlet77. This correlated sin-
glet phase persists over a range of J/V values; at even
smaller values, a phase with separated spins is realized.
It was also shown that the window of J/V , for which
the correlated singlet phase exists, is broader for larger
g values. Even for the case of the two-dimensional
Hubbard-Holstein model, we expect similar results to
hold and we present supporting arguments as follows.
In the cluster regime, based on Monte Carlo simulation
of a two-dimensional Heisenberg antiferromagnet78, the
energy/site = −0.672J +2(2V − J4 ). On the other hand,
for separated singlets in the correlated singlet phase the
energy/site = −0.375J + 12 (2V −
J
4 ). Thus the cluster
phase prevails when = −0.672J+2(2V − J4 ) < −0.375J+
1
2 (2V −
J
4 ) or equivalently, when U < 3.792g
2ω0. Next,
the transition from the correlated-singlet phase to the
separated-spin phase occurs when singlets dissociate and
is independent of the dimension of the system; this tran-
sition occurs when, for the correlated singlet phase, the
energy/site −0.375J + 12 (2V −
J
4 ) ≈ 0, i.e., U ≈ 6g
2ω0.
In this work, we concentrate on the region of the pa-
rameter space where the correlated singlet phase is man-
ifested.
III. t1 − V1 − V2 − V3 HARD-CORE-BOSON
MODEL ON A CHECKERBOARD LATTICE
In the correlated singlet phase, each NN singlet can be
represented as a HCB located at the center of the singlet.
Thus, the system of NN singlets on a periodic square lat-
tice transforms into a system of HCBs on a checkerboard
lattice; the resulting checkerboard lattice is constructed
by joining the midpoints of the edges of the underlying
square lattice (see Fig. 2). Now, there are two processes
by which the singlets can transport in the system. The
first process corresponds to NN hopping of spin-pair σσ¯
and is represented by hσσ¯ (without spins flipping) and
h′σσ¯ (involving flipping the spins). The second process
is a consequence of the presence of the NN hopping ht1
in Heffhh ; this is a second order process which involves
breaking of a bound singlet state (with binding energy
EB = −J+2V = −J+ t
2/g2ω0) and hopping of the con-
stituent spins. Now, the spins can hop in two different
ways: (a) each spin hops to its NN site sequentially [in
a manner given by Figs. 1(f) and 1(g)] and generating
the corresponding term −tbhσσ¯ with tb ≡ t
2e−2g
2
/|EB|;
and (b) any one of the two constituent spins hops to its
NN site (along x or y directions) and comes back [yield-
ing the corresponding term −tbhnn]. All these processes
effectively describe the NN hopping (t1) of the HCBs in
the checkerboard lattice. For example, in Fig. 2, a HCB
residing at the site denoted by a white circle can hop
to its six NN sites represented by the filled black cir-
cles. Now, no pair of singlets can share a common site.
Therefore, the NN repulsion (V1) between two HCBs in
the checkerboard lattice is essentially infinity. Next, the
NN repulsion between two electrons in the square lat-
tice (coming from the terms JhS and −V hnn in the ex-
pression of Heffhh) gives rise to the NNN repulsion and
the NNNN repulsion between two HCBs in the checker-
board lattice. To understand this, in Fig. 2, consider
two HCBs residing at the white and any one of the two
filled gray sites. Corresponding to this situation, in the
original square lattice there will be two pairs of electrons
which are NN, thus increasing the energy of the system
by an amount 2(2V − J/4). In other words, repulsion
V2 = 2(2V − J/4) is felt between the HCBs residing at
the white circle and its NNN sites denoted by filled gray
circles. On the other hand, the repulsion felt between
the white circle and its fourteen NNNN sites, depicted
by the half-gray circles, is V3 = V2/2.
Finally the effective Hamiltonian governing the HCBs
5in the checkerboard lattice is given by
Hb =− t1
∑
〈i,j〉
(
b†ibj +H.c.
)
+ V1
∑
〈i,j〉
ninj
+ V2
∑
〈〈i,j〉〉
ninj + V3
∑
〈〈〈i,j〉〉〉
ninj , (17)
where bj (b
†
j) denotes the destruction (creation) operator
for a HCB at site j with nj = b
†
jbj being the number
operator. Here, the symbol 〈i, j〉 stands for a NN pair of
sites, whereas 〈〈i, j〉〉 and 〈〈〈i, j〉〉〉 represent NNN pair
and NNNN pair, respectively. The coefficients of the dif-
ferent terms ofHb are given as follows: t1 = (t2+2J3+tb),
V1 =∞, V2 = 2(2V − J/4) and V3 = V2/2.
IV. NUMERICAL CALCULATIONS
To study the system of HCBs in the checkerboard lat-
tice depicted by Fig. 2, we employ quantum Monte Carlo
(QMC) simulation involving stochastic-series-expansion
(SSE) technique79,80 with directed loop updates81,82. To
achieve the above end, first we rewrite the Hamiltonian
Hb in terms of spin-1/2 operators by identifying b
†
j = S
+
j ,
bj = S
−
j and nj = S
z
j +
1
2 . We recast the effective Hamil-
tonianHb for HCBs as an extended XXZ spin-1/2 Hamil-
tonian, which, in units of 2t1, is given by
H =
∑
〈i,j〉
[
−
1
2
(
S+i S
−
j +H.c.
)
+∆1S
z
i S
z
j
]
+
∑
〈〈i,j〉〉
∆2S
z
i S
z
j +
∑
〈〈〈i,j〉〉〉
∆3S
z
i S
z
j − h
∑
i
Szi ,
(18)
where ∆1 = V1/2t1, ∆2 = V2/2t1, and ∆3 = V3/2t1.
Furthermore, we have introduced the variable h (a di-
mensionless external magnetic field); upon tuning h, we
can access different magnetizations (or filling-fractions)
of the system.
Due to the presence of a hopping term in the Hamilto-
nian, superfluidity is expected; on the other hand, large
repulsions indicate the possibility of a CDW. Hence, to
study the competition or coexistence of these two long-
range orders, we choose two order parameters: structure
factor S( ~Q) (for diagonal long-range order) and super-
fluid density ρs (for off-diagonal long-range order). The
expression for the structure factor per site is given as
S( ~Q) =
4
N2
∑
i,j
ei
~Q·( ~Ri− ~Rj)〈Szi S
z
j 〉 (19)
where 〈· · · 〉 represents ensemble average. We study S( ~Q)
for all possible values of ~Q and identify the ones that
produce peaks in the structure factor.
h 70.0 75.0 85.25 92.0
τint 1154 56182 420361 3747
TABLE I: Autocorrelation times calculated for ∆1 = 16,
∆2 = 10 and ∆3 = 5 with ǫ1 = 8, ǫ2 = 10/4 and ǫ3 = ǫ2/2;
the magnetic fields are chosen close to the transitions as well
as far from the transitions (see Fig. 10 for details).
The superfluid density, in terms of the fluctuation of
winding numbers, is expressed as
ρs =
1
2β
〈W 2x +W
2
y 〉 (20)
where Wx and Wy denote the winding numbers along x
and y directions, respectively; β is the inverse temper-
ature. Furthermore, Wx can be calculated from the to-
tal number of operators transporting spin in the positive
and negative x directions (i.e., N+x and N
−
x ) using the
expression Wx =
1
Lx
(N+x − N
−
x ), where Lx is the linear
dimension of the lattice along the x direction.
Now, due to particle-hole symmetry, Eqn. (17) cor-
responds to HCB particles (holes) for particle density
between 0 and 1/2 (1/2 and 1). The NN repulsion be-
tween two HCB particles or holes [i.e., V1 in Eqn. (17)]
is infinity. In the filling-fraction range 1/4 and 1/2 (1/2
and 3/4), the HCB particles (holes) cannot be arranged
so that no two HCB particles (holes) are on neighbor-
ing sites. In other words, for fillings of HCB particles
(holes) between 1/4 and 1/2 (1/2 and 3/4) on a checker-
board lattice, which corresponds to fillings of electrons
between 1/2 and 1 (1 and 3/2) on a square lattice, our
theory of correlated singlet phase of electrons does not
hold. Therefore, on a checkerboard lattice of HCBs, we
restrict our interest to particle fillings in the range 0 and
1/4 (or 3/4 and 1). In this paper, we vary the magneti-
zation from 1/4 to 1/2 which means decreasing the hole
density from 1/4 to 0.
Next, in the presence of large anisotropy (i.e., large
values of ∆1, ∆2 and ∆3) SSE suffers from significant
slowing down. Therefore, due to numerical restrictions
we cannot use the actual values of the longitudinal cou-
plings; instead, we use large enough cutoff values so that
the physics remains unaltered. These cutoff values must
be chosen keeping ∆1 sufficiently larger than the other
∆i’s so that the HCBs always avoid NN occupation. On
the other hand, ∆2 and ∆3 must be large compared to
t1, but certainly smaller than ∆1. We will discuss the
cutoff values for the longitudinal couplings in the next
section.
As discussed in Ref. 83, simulating at low enough tem-
peratures such that β ∼ L with L being the linear dimen-
sion of the L×L square lattice, we can capture the ground
state properties of a system using SSE. Since the values of
the measured observables were the same (within the error
bars of our calculations) for both β = 3L/2 and β = 2L,
we report the results for β = 3L/2 in our simulations. It
is worth mentioning here that in SSE a parameter ǫi is
6FIG. 3: (Color online) Checkerboard lattice of second type
which is a part of the original checkerboard lattice (in Fig. 2)
and rotated by 45° angle. The filled black circles denote the
six NN of the HCB depicted by the white circle, whereas the
filled gray circles stand for NNN sites. The half-filled gray
circles are NNNN sites for which the repulsion is half of the
one felt for the filled gray sites.
introduced to make the matrix elements positive22. This
parameter is usually very small. However, in cases with
large anisotropy, value of ǫi can affect the autocorrelation
times. In such cases, we need to use larger values of ǫi
to take care of the autocorrelation times. To make sure
that the bin size is always much larger than the auto-
correlation times, we calculate the autocorrelation time
(τint) given by the following formula
τint[m] =
1
2
+
∞∑
t=1
Am(t) (21)
where
Am(t) =
〈m(i+ t)m(i)〉 − 〈m(i)〉2
〈m(i)2〉 − 〈m(i)〉2
(22)
with i and t representing the Monte Carlo steps and 〈· · · 〉
the average over the time i. Based on the autocorrela-
tion times obtained, for ∆1 we use ǫ1 = ∆1/2; whereas
ǫ2 = ∆2/4 (ǫ3 = ∆3/4) is good enough to restrict the
autocorrelation time within affordable limits. An esti-
mate of the autocorrelation time for ∆1 = 16, ∆2 = 10
and ∆3 = 5 is given in Table I. The magnetic fields are
chosen close to the transitions, where the autocorrela-
tion time is expected to be larger, as well as away from
them. The bin size used for all numerical calculations is
16, 00, 000 to make sure that the autocorrelation time is
well within the bin size for all magnetic fields.
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FIG. 4: (Color online) Plots of structure factor S( ~Q) and
superfluid density ρs vs magnetization m for HCBs on a 16×
16 checkerboard lattice with ∆1 = 16, ∆2 = 10 and ∆3 = 5.
The figure demonstrates the existence of supersolidity in the
vicinity of m = 0.375. The results are obtained by averaging
over simulations for three different random number seeds.
V. RESULTS AND DISCUSSIONS
For numerical simulations, we can consider two types
of lattices. A checkerboard lattice, constructed from an
underlying L × L square lattice (see Fig. 2), contains
2×L×L number of sites. Alternately, an L×L checker-
board lattice, as shown in Fig. 3, can be obtained via a
45° rotation of the lattice of Fig. 2. In the thermody-
namic limit, either of the choices is supposed to yield the
correct results; we have checked that even for a small sys-
tem size with L = 8, both the lattices produce the same
results. Thus, at large anisotropies, simulation time can
be lowered by considering a L×L checkerboard lattice. In
this paper, we present the results for HCBs on a 16× 16
checkerboard lattice of the second type, as depicted in
Fig. 3.
To determine the various phases of the two dimensional
Hubbard-Holstein model, we first set the cutoff values of
the anisotropies to be ∆1 = 16, ∆2 = 10 and ∆3 = 5;
we calculate the order parameters for magnetization m
values ranging from 0.25 to 0.5. The requirement that
∆1 → ∞ is implemented via a suitable choice of large
but finite value of ∆1 so as to avoid computational prob-
lems. Fig. 4 shows the variation of the structure factor
S( ~Q) and superfluid density ρs as the magnetization of
the system is varied from 0.25 to 0.5; this corresponds
to the variation of filling fraction of HCBs from 3/4 to
1. Due to the particle-hole symmetry of the Hamilto-
nian, the physics at filling fraction 3/4 is the same as the
one revealed at filling fraction 1/4. Hence, in the text,
we use them interchangeably at our convenience. From
Fig. 4, at filling 7/8 (i.e., m = 3/8), we see that the sys-
tem manifests a CDW state, whereas the superfluid (SF)
order ceases to exist. At filling fraction 1/8, the HCBs
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FIG. 5: Two different types of CDWs: (a) diagonal striped
solid (dsS) indicated by a peak in the structure factor at
wavevector ~q1 = (π/4, 3π/4); (b) dsS characterized by order-
ing wavevector ~q2 = (π/4, 5π/4). (c) A minimum energy con-
figuration obtained after rearrangement when an extra HCB
is added at site 1 in Fig. 4(a). The rearranged particles are
indicated in magenta. (d) A resulting configuration when the
pair of HCBs at sites 4 and 5 in Fig. 4(c) flows through the
system.
arrange themselves so that no repulsion is felt; the result-
ing state is an insulating CDW, characterized by a peak
in the structure factor at wavevectors ~q1 = (π/4, 3π/4)
[as shown in Fig. 5(a)] or ~q2 = (π/4, 5π/4) [as depicted
in Fig. 5(b)]. We call this CDW state a diagonal striped
solid (dsS). One should note that, unlike the well-known
checkerboard solid identified by the peak in the structure
factor S(π, π) (see Figs. 4 and 5 of Ref. 84), a single
wavevector is inadequate to characterize the two equally
probable CDW states at filling 1/8. Whenever the system
manifests a dsS equivalent to that in Fig. 5(a), S(~q1) ac-
quires a non-zero value while S(~q2) concomitatntly van-
ishes. On the other hand, for a dsS corresponding to Fig.
5(b), the situation is reversed with S(~q2) taking a non-
zero value whereas S(~q1) now vanishing. Therefore, to
identify the insulating dsS at filling 1/8, we should plot
the sum (S(~q1) + S(~q2)) of these two structure factors.
Now, when we add one extra particle to the system
at filling 1/8, one would normally think of two different
possible scenarios. The extra particle can either occupy
any empty site along the half-filled stripes or an empty
one between any two stripes. First, let us assume that
the particle occupies site 1 (i.e., a site along one of the
half-filled stripes) in Fig. 5(a). The repulsion felt by this
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FIG. 6: (Color online) Comparison of the behavior of the or-
der parameters, structure factor S( ~Q) and superfluid density
ρs, as functions of magnetization m on an 8× 8 checkerboard
lattice for two different sets of anisotropy values: (a) ∆1 = 22,
∆2 = 10, ∆3 = 5 and (b) ∆1 = 16, ∆2 = 10, ∆3 = 5. The
figures demonstrate that the essential coexistence features are
not altered much when ∆1 is increased beyond 16.
particle is 2V2+2V3 = 3V2. Instead of this configuration,
if the particle at site 3 is moved to site 5 and the extra
particle occupies site 4, the resulting configuration [see
Fig. 5(c)] is energetically favored because the repulsion
felt in this case is 5V3 = 2.5V2. Now, by the following
third-order process superflow of particles can take place
in the system given by Fig. 5(c). First, the particle at
site 7 can hop to site 8 which increases the energy of the
system by V3. Next, the particle at site 5 can hop to
site 6 with the energy of the system being the same as
that after the first process. Finally, the particle at site 4
can hop to site 3 resulting in the configuration depicted
in Fig. 5(d). The energy of this final configuration is
the same as that of the starting configuration shown in
5(c). The energy of this third-order perturbation pro-
cess is thus proportional to t1
3/V 23 . There may also be
other processes by which the system manifests superso-
lidity when the dsS is doped with particles. Nevertheless,
this particular process is one of the possible mechanisms
which gives rise to supersolidity on the interstitial side of
the CDW at filling 1/8.
Next, in the second possible scenario (where the extra
particle occupies an empty site between any two half-
filled stripes), let us assume that the extra particle oc-
cupies site 2 in Fig. 5(a). Then, the repulsion felt by
this particle is V1 + 2V3 = V1 + V2. It is important to
note that in this case there is no way to avoid NN occu-
pation of HCBs; this is not allowed because two singlets
cannot share an electron. Although the cutoff values of
the repulsions used in our simulation makes the first sce-
nario energetically favorable, the energy difference be-
tween these two situations is marginal. Moreover, in the
second case the extra particle can hop to any of its un-
occupied NN sites leading to lower energy and eventu-
ally to supersolidity. Therefore, unless the energy differ-
8ence between these two scenarios is reasonable we can
not rule out the possibility of the second one. As men-
tioned earlier, numerical restrictions do not allow us to
use anisotropies larger than the cutoff values used in our
simulations on 16× 16 lattices. Therefore, to avoid pro-
hibitively large simulation times, we considered a smaller
8×8 system and calculated the order parameters for two
different sets of parameters: ∆1 = 22, ∆2 = 10, and
∆3 = 5; ∆1 = 16, ∆2 = 10, and ∆3 = 5. Fig. 6
compares the plots of the structure factor S( ~Q) and su-
perfluid density ρs as a function of magnetization m for
these two different sets of anisotropies. For the first set
of parameters (i.e., ∆1 = 22, ∆2 = 10, and ∆3 = 5),
the energy of the system with an additional particle at
site 2 in Fig. 5(a) (with V1 + V2 = 64t1) is much larger
than the energy corresponding to the situation in Fig.
5(c) (with 2.5V2 = 50t1). Hence, we can definitely rule
out the possibility of the second scenario involving the
extra particle occupying any empty site between any two
half-filled stripes. Since Fig. 6 demonstrates that both
the parameter sets yield similar results, we can capture
the essential physics of the two-dimensional Hubbard-
Holstein model by using ∆1 = 16, ∆2 = 10 and ∆3 = 5
as the cutoff values of the anisotropies in the simulations.
It should be noted that, in Fig. 6, the non-zero value of
the structure factor S( ~Q), below m ≈ 0.35 and beyond
m ≈ 0.4, is just an artifact of the small system size.
As regards the vacancy side of the half-filled diagonal
striped phase, the mechanism responsible for superso-
lidity can be explained as follows. Let us assume that
we remove two HCBs from sites 3 and 7 in the config-
uration depicted in Fig. 5(a). Then, the HCB at site
9 can hop to site 10 without altering the potential en-
ergy of the system; next, this HCB at site 10 can hop
to site 7 by hopping via site 11 and again the overall
potential energy of the system remains unaltered at the
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FIG. 7: (Color online) Variation of structure factor S( ~Q) and
superfluid density ρs as functions of magnetization m in the
vicinity of filling fraction 1/8 at three different values of ∆3
(with ∆2 = 2∆3) and for a fixed ∆1 = 16: (a) ∆3 = 3; (b)
∆3 = 4; and (c) ∆3 = 5. The figures depict evolution of
supersolidity around m = 0.375.
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FIG. 8: (Color online) Ground state phase diagram in terms of
filling fraction ρ (or magnetization m) for HCBs on a 16× 16
checkerboard lattice. Here dsS represents diagonal striped
solid, SS stands for the supersolid phase corresponding to
dsS, VBS denotes valence-bond solid and PS represents the
phase-separated region.
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FIG. 9: (Color online) Plots of the order parameters, struc-
ture factor S( ~Q) and superfluid density ρs, as functions of
the NNNN anisotropy ∆3 at magnetization m = 0.375 (cor-
responding to 7/8 filling), ∆2 = 2∆3 and ∆1 = 16. First
order transition is depicted through jumps in both order pa-
rameters at ∆3 ≈ 3.865.
end of each hopping process. Similarly, again through a
three-step hopping process, without any additional po-
tential energy cost, the particle at site 12 can hop to site
3 by sequentially hopping through sites 13 and 14. Effec-
tively, the pair of holes at sites 3 and 7, moves from one
stripe to another one (where they occupy sites 12 and 9),
and thereby the coexistence of superfluidity and CDW is
manifested.
Next, we perform a general study of the supersolid
phase as a function of NNNN anisotropy ∆3, at a fixed
value of ∆1 = 16. We vary ∆3 (with ∆2 = 2∆3) and
calculate the order parameters for magnetization values
ranging from 0.25 to 0.5. Fig. 7 displays the variation of
the structure factor S( ~Q) and the superfluid density ρs as
the magnetization of the system is varied in the vicinity
9of filling fraction 1/8 for three different values of ∆3. For
∆3 = 3 there is no signature of any CDW at the filling
1/8, instead only superfluidity exists [as demonstrated
in Fig. 7(a)]. Fig. 7(b) shows that, as we increase the
∆3 value to 4.0, a diagonal striped solid (dsS) appears
at HCB density ρ = 1/8 and a supersolid (SS) region,
of small width, grows on both sides of the CDW. As the
NNNN anisotropy is increased further to ∆3 = 5, the
width of the supersolid region increases further.
The ground state phase diagram is displayed in Fig.
8 for HCBs on a 16 × 16 checkerboard lattice. At ρ =
1/8, the system manifests the existence of a dsS when
∆3 & 3.865. On both sides of this CDW we have a
supersolid region (SS), i.e., a homogeneous coexistence
of half-filled diagonal striped solid and superfluid; further
away from ρ = 1/8 and beyond the supersolid region, a
superfluid (SF) region exists. For ∆3 & 3.865, as the
value of NNNN anisotropy is increased, the width of the
SS region increases.
In our simulations, since we can not fix the magnetiza-
tion or density of the system, we tune the magnetic field
h to access various magnetization values. Usually, for a
fixed value of magnetic field, the resulting magnetization
fluctuates during the simulation. Therefore, in the phase
diagram we can not usually study the nature of the phase
transition by varying the ∆3 value at a fixed magnetiza-
tion (or density). However, in the CDW state, we always
have a plateau in the magnetization curve (where the
magnetization of the system does not change) when plot-
ted as a function of the magnetic field; thus, by choosing
a magnetic field in the plateau, we can ensure a constant
magnetization of the system for different values of ∆3.
For the filling 7/8 (corresponding to m = 0.375), as
we increase the ∆3 value from 3 to 5, Fig. 9 shows that
the structure factor S(π/4, 3π/4) + S(π/4, 5π/4) jumps
dramatically from 0 to almost its maximum value at
∆3 ≈ 3.865; concomitantly, the superfluid density ρs
drops to zero value. In the phase diagram, this signi-
fies a first-order transition from a superfluid to CDW
state as we move along the ∆3 axis at m = 0.375. It is
worth mentioning here that this transition, from a U(1)
symmetry broken SF phase to a translational symmetry
broken CDW phase, is consistent with Landau’s picture
of phase transition. An important point to note is that
the magnetization can be fixed exactly at 0.375 only after
the transition to the CDW state; before the transition,
i.e., in the superfluid region, the magnetization can be
estimated as m = 0.375± 0.0001.
Next, excluding the special point (m = 0.375,∆3 ≈
3.865), we study the nature of the transitions along the
m-axis of the phase diagram. Now, Fig. 7 indicates that,
at a fixed value of ∆3, the order parameters change con-
tinuously as a function of the magnetization m, thereby
depicting continuous phase transitions between various
phases. A more reliable procedure, for detecting the
nature of the phase transitions along the magnetization
axis of the phase diagram, is to study the behavior of
the order parameters magnetization, structure factor and
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FIG. 10: (Color online) Variation of the order parameters
(magnetization m, structure factor S( ~Q), and superfluid den-
sity ρs) in terms of the magnetic field h for the set of
anisotropy values ∆1 = 16, ∆2 = 10, and ∆3 = 5. Plots
depict continuous SF-SS and SS-dsS transitions.
superfluid density as a function of the magnetic field
h. In Fig. 10, we demonstrate that the order param-
eters change continuously as the magnetic field h is var-
ied; this rules out the possibility of a first-order phase
transition. Therefore, we conclude that all superfluid-
supersolid and supersolid-solid transitions, encountered
while moving along the m-axis of the phase diagram, are
of continuous nature. Here, it is important to note
that, whenever there is a flat region in the magnetization
curve, the superfluid density vanishes. Usually, a magne-
tization plateau indicates the presence of a gapped phase
in the system85. In Fig. 10, the first plateau in the
magnetization curve signifies the existence of the insu-
lating CDW state dsS; consequently, the superfluid den-
sity drops down to zero. On the other hand, the second
flat portion in the magnetization curve corresponds to
a fully-filled system (or equivalently an empty lattice)
which is not a Mott insulator. In both the cases, it is not
possible for the particles to move, thus producing a zero
superfluid density.
We now concentrate on the filling fraction 1/4 (corre-
sponding to m = 0.25) in the phase diagram depicted
in Fig. 8. The quarter-filled checkerboard lattice has
been studied by various authors using different types of
Hamiltonians. Sen et al.86 and Wessel87 considered a
Hamiltonian involving NN repulsion between HCBs but
omitting the hopping along the diagonals of the non-void
plaquettes . In Ref.88, Wessel studied the quarter-filled
checkerboard lattice using a Hamiltonian consisting of
NN hopping and NN repulsion. The study showed that
beyond some particular repulsion value, the system goes
through a quantum phase transition from a superfluid to
an insulating valence bond solid (VBS). The VBS can
be the ideal plaquette type [shown in Fig. 11(a)], the
ideal columnar type [depicted in Fig. 11(c)], or a mixed
columnar-plaquette phase [such as in Fig. 11(d)]. To
characterize these VBS states, besides employing super-
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FIG. 11: (Color online) Different types of valence bond solids:
(a) The ideal plaquette state on the checkerboard lattice
where the red diamonds indicate resonance via the ring-
exchange process depicted in Fig. 11(b); (c) the ideal colum-
nar state with the black circles representing the HCBs; and
(d) a mixed columnar-plaquette state.
fluid density ρs, different order parameters were used by
various authors. A common feature among all the VBS
states is that each non-void plaquette is occupied by a
single HCB. Therefore, along with the superfluid den-
sity, we calculate a fraction f1 which denotes the relative
number of non-void plaquettes that are occupied by a sin-
gle HCB. For the VBS phases this fraction f1 will have a
peak value 1, whereas for any other phase it will assume
a smaller non-zero value.
Fig. 12 depicts the variation of the superfluid density
ρs and the fraction f1 on a 16 × 16 checkerboard lat-
tice as the NNNN anisotropy ∆3 is varied from 0 to 2.5
(with ∆2 = 2∆3 and ∆1 = 16). For lower values of ∆3,
at one-fourth filling, the system manifests a VBS phase
demonstrated by the close-to-unity value of the fraction
f1 and the zero value of the superfluid density ρs. As we
increase the value of ∆3, a first-order phase transition,
from VBS to superfluid, is realized beyond ∆3 = 1.48; the
transition is indicated by a jump in the superfluid den-
sity ρs and an accompanying sudden drop in the fraction
f1 from its maximum value 1 to some smaller non-zero
value. In the phase diagram depicted in Fig. 8, this sig-
nifies a first-order phase transition, along the ∆3 axis and
at ∆3 = 1.48, when the magnetization remains fixed at
m = 0.25. Interestingly, while tuning ∆3, the magneti-
zation remains fixed at 0.25 only in the insulating VBS
phase; whereas, after the transition to the superfluid re-
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FIG. 12: (Color online) Plots of superfluid density ρs and the
fraction f1 (representing the relative number of singly occu-
pied non-void plaquettes) in terms of the NNNN anisotropy
∆3 at magnetization m = 0.25 which corresponds to 1/4
filling of HCBs in a 16 × 16 checkerboard lattice. The NN
anisotropy is fixed at ∆1 = 16; NNN anisotropy ∆2 = 2∆3.
The figure depicts VBS-SF first-order transition at ∆3 ≈ 1.48.
gion, the magnetization fluctuates and is estimated as
m = 0.25 ± 0.000051). On the other hand, as magneti-
zation is changed from m = 0.25 while keeping ∆3 fixed,
we can identify a phase-separated (PS) region where a
jump in m as well as in f1 and ρs occurs. In Fig. 13, the
superfluid density ρs, the fraction f1, and the magnetiza-
tionm of the system is shown as a function of the applied
magnetic field h at a fixed NNNN anisotropy ∆3 = 0.75.
The sharp jump in the magnetization clearly manifests
the existence of a PS region in the vicinity of the VBS.
The PS window in the phase diagram becomes narrower
as ∆3 is increased from zero and vanishes at ∆3 ≈ 1.48.
VI. CONCLUSIONS
In the present work, we concerned ourselves with un-
derstanding the competition and/or cooperation of vari-
ous orders within the correlated singlet phases in the two-
dimensional Hubbard-Holstein model. Strictly speaking,
correlated-singlet phase requires singlets that are sep-
arated which is only possible at fillings ≤ 1/4 in the
Hubbard-Holstein model (i.e., fillings ≤ 1/8 of HCBs on
a checkerboard lattice). Extending the results of Refs. 1
and 2, we arrived at the t1−V1−V2−V3 Hamiltonian for
HCBs on a checkerboard lattice with the NN repulsion
V1 being infinity. We showed that the essential physics
of the system can be captured even when cutoff values
of the repulsions are used. Unlike the one-dimensional
Hubbard-Holstein model, the two-dimensional version re-
vealed the existence of a supersolid region. Around filling
fraction 1/8, supersolidity is realized; whereas at filling
1/8, only CDW order results. This result demonstrates
how the dimensionality plays an important role in stabi-
lizing the supersolid phase. We also provide an intuitive
11
 
 0
 0.2
 0.4
 0.6
 0.8
 1
         
ρ s
 
 
 
 
f 1/
(a)
ρs
f1
 0.25
 0.255
 0.26
 36  36.5  37  37.5  38  38.5  39  39.5  40
h
m
(b)
m
FIG. 13: (Color online) Plots of (a) superfluid density ρs
and fraction f1 (representing the relative number of singly
occupied non-void plaquettes) and (b) magnetization m vs
magnetic field h at a fixed NNNN anisotropy ∆3 = 0.75 on a
16×16 checkerboard lattice. The NN anisotropy is again fixed
at ∆1 = 16, while the NNN anisotropy ∆2 = 2∆3. The sharp
jump in the magnetization curve indicates the existence of
a phase-separated (PS) region involving superfluid and VBS
(identified by f1 ≈ 1). Furthermore, the plateau corresponds
to a Mott insulating region.
explanation for the mechanism behind the formation of
CDW as well as the occurrence of supersolidity on the in-
terstitial side as well as on the vacancy side of the CDW.
Next, we performed a general study of the t1 − V1 −
V2−V3 model; by varying the NNNN repulsion V3, we de-
rived the complete phase diagram of the system in terms
of the filling fraction (or magnetization) of the system.
At filling fraction 1/8, the system reveals the existence
of a half-filled diagonal striped solid. Contrastingly, a
quarter-filled system manifests the valence bond solid
consistent with the literature88. We also show that, in the
phase diagram, first-order transitions are realized while
going from superfluid to dsS at filling fraction 1/8 and
from VBS to superfluid phase at filling 1/4. On the other
hand, the superfluid-supersolid or the supersolid-solid
transition at fixed NNNN repulsions, when we vary the
magnetization of the system around filling 1/8, turned
out to be of continuous nature. Lastly, by varying the
magnetization of the system around quarter filling, a PS
region is identified next to the VBS phase.
A unique feature of our model, compared to many
other models, is that the checkerboard lattice naturally
emerges out of the square lattice governed by the two-
dimensional Hubbard-Holstein Hamiltonian in the pa-
rameter regime where correlated singlets are produced.
Furthermore, unlike a number of other checkerboard
models studied in the literature, the parameter values
used in our model can be either obtained from first-
principle calculations or determined from experiments.
Lastly, it should be emphasized that the model that
we consider (i.e., the Hubbard-Holstein model) involves a
combination of electron-electron and electron-phonon in-
teractions in their simplest forms. In a restricted param-
eter regime, this simple model is shown to manifest lat-
tice supersolidity. Since real materials exhibiting lattice
supersolidity generally involve more complexities, fur-
ther investigations are needed to figure out the relevance
of our model for such systems. Additionally, with the
rapid advancements in artificially engineered systems, we
hope that our model can be experimentally realized, thus
advancing the overall understanding of different lattice-
supersolid phases.
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