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ON GENERALIZATIONS OF SEPARATING AND SPLITTING FAMILIES
DANIEL CONDON, SAMUEL COSKEY, LUKE SERAFIN, AND CODY STOCKDALE
ABSTRACT. The work in this article is concerned with two different types of families of finite sets:
separating families and splitting families (they are also called “systems”). These families have appli-
cations in combinatorial search, coding theory, cryptography, and related fields. We define and study
generalizations of these two notions, which we have named n-separating families and n-splitting fam-
ilies. For each of these new notions, we outline their basic properties and connections with the well-
studied notions. We then spend the greatest effort obtaining lower and upper bounds on the minimal
size of the families. For n-separating families we obtain bounds which are asymptotically tight within
a linear factor. For n-splitting families this appears to be much harder; we provide partial results and
open questions.
§1. INTRODUCTION
Separating families, also called separating systems, play a major role in several areas of applied
combinatorics. Before discussing this motivation, let us provide the definition: If X is a finite set
and A, B ⊆ X, we say that A separates B if we have both A ∩ B 6= ∅ and Ac ∩ B 6= ∅. If F is a
subset of P(X), we say F is a separating family if for all B ⊆ X of size at least 2 there exists A ∈ F
such that A separates B.
Separating families were first studied in [Re´n61] in connection with probabilistic questions
about boolean algebras. Since then, such families have found applications in many areas, in-
cluding combinatorial search, switching circuit theory, and coding theory. Numerous variations
of separating families arise in the context of further applications. Since small families are typically
best suited for applications, much of the theory revolves around finding bounds on the minimum
size of the families. We refer the reader to [Kat73] for an introduction to notions and results sur-
rounding separating families.
One of the most extensively studied variations of separating families, and one which will be
featured in our own investigation, is the following: if F is a subset of P(X), we say F is an (i, j)-
separating family if for all P,Q ⊆ X such that |P| ≤ i, |Q| ≤ j, and P ∩ Q = ∅, there exists A ∈ F
such that P ⊆ A and Q ∩ A = ∅, or vice versa. Notice that ordinary separating is equivalent
to (1, 1)-separating. Applications of (i, j)-separating families arise in automaton theory, see for
instance [Har65].
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A second notion that is closely related to separating families is that of splitting families. Here,
if X is a finite set and A, B ⊆ X, we say A splits B if |A ∩ B| = ⌊|B|/2⌋ or |A ∩ B| = ⌈|B|/2⌉. If F
is a subset of P(X), we say that F is a splitting family if for all B ⊆ X there exists A ∈ F such that
A splits B. In the definition of splitting, we allow the rounding to go either way for convenience
and symmetry. Some authors have more strict rounding rules, for example [RH12].
Splitting families have a less illustrious history than separating families. They first appeared in
Coppersmith’s algorithm for computing the discrete logarithm in the low Hamming weight case
(described in [Sti02]). Coppersmith’s algorithm only requires families that split sets B of a fixed
given size; such families are studied in more detail in [LLvR04] and [DSL+07]. As far as we know,
families that split all subsets of X have not been previously studied.
In this paper, we define and study generalizations of separating and splitting families, which
we call n-separating and n-splitting families, respectively. Here a family F of subsets of X will be
called n-separating family if given any B1, . . . , Bn ⊆ X there exists a single set A ∈ F such that A
separates each of the sets Bi, provided this is possible. And F will be called an n-splitting family if
for all collections B1, . . . , Bn ⊆ X there exists a single set A ∈ F such that A splits each of the sets
Bi, again provided this is possible.
In each case, we establish the relationship between the new notions and the familiar ones. We
also describe an application of n-separating families to error correcting codes. Moreover, we be-
lieve that both generalizations will find new applications related to the applications of separating
and splitting families. We devote the greatest effort to finding bounds on the minimum size of
n-separating families and n-splitting families.
Let us now briefly outline the organization and results of this article. In the next section we give
an overview of separating families, including notation, examples, and basic results. In the third
section we investigate n-separating families, beginning with the answer to the question of which
collections can be separated by a single set A. After showing that n-separating families provide
examples of error correcting codes, we establish the relationship between n-separating families
and (i, j)-separating families for all i, j. Finally we establish the following lower and upper bounds
on the minimal size of an n-separating family.
Theorem. The minimal size of an n-separating family on a set of size k is Ω(2n log k) and O(n2n log k).
In the last section we introduce and investigate the concept of an n-splitting family. Splitting
families turn out to be more challenging to work with than separating families. Once again, we
begin our study by giving partial results on the question of which collections can be split by a
single set A. In this case, we are able to give a complete characterization only when n ≤ 3. We
then establish the following lower and upper bounds on the minimal size of a 2-splitting family.
Theorem. The minimum size of a 2-splitting family on a set of size k is Ω(k) and O(k2).
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We can also compute an analogous lower bound on the size of a 3-splitting family. However, we
have unfortunately not been able to establish an analogous lower bound in the case when n ≥ 4,
or a useful upper bound in the case when n ≥ 3. Nevertheless, if the key results in Lemma 4.8 and
Theorem 4.11 can be generalized to these higher cases, we would obtain the following.
Conjecture. Theminimal size of an n-splitting family on a set of size k is Ω( f (n)kn/2) andO(g(n)kn/2+1).
Acknowledgement. This article represents a part of the authors’ work during the Boise State
University 2014 math REU program. The authors were supported by NSF grant DMS 1359425,
and the Boise State University mathematics department.
§2. SEPARATING FAMILIES
In this section we review some background material on separating families. Some of the results
will be needed in the following sections, others are interesting in their own right. We begin with
the well well-known formula for the minimum size of a separating family. We also describe several
equivalent formulations of separating families. We use one of these formulations to give a linear-
time algorithm for deciding whether a given family is in fact a separating family. Finally, we
discuss the classification of separating families up to a natural equivalence and describe a method
to determine the number of inequivalent separating families of a given size.
To begin, recall from the introduction that if A, B ⊆ X then A separates B if both A ∩ B 6= ∅ and
Ac ∩ B 6= ∅. Note that A separates B if and only if Ac separates B. Further recall that F ⊆ P(X)
is a separating family if for every B ⊆ X such that |B| ≥ 2 there exists A ∈ F such that A separates
B.
We now show that in the definition of a separating family, it is equivalent to consider just the
two-element sets B ⊆ X.
Proposition 2.1. A family F ⊆ P(X) is a separating family if and only if for every b ⊆ X with |b| = 2
there exists A ∈ F such that |A ∩ b| = 1.
Proof. The “only if” direction of the equivalence is immediate. Conversely, suppose F separates
all pairs b, and let B ⊆ X with |B| ≥ 2. Choose any x, y ∈ B such that x 6= y; then {x, y} is a pair
so there exists A ∈ F such that |A ∩ {x, y}| = 1. It follows that A ∩ B 6= ∅ and Ac ∩ B 6= ∅, so B
is separated by A. 
The following calculation of the minimum size of a separating family on a set of size k is well-
known, and typically attributed to Re´nyi. As usual, the symbol [k] denotes the set {1, . . . , k}.
Theorem 2.2. The minimum size of a separating family on [k] is ⌈log k⌉.
Note that although we are primarily interested in the case of a finite set [k], the result also holds
with [k] replaced by any cardinal κ and ⌈log k⌉ replaced by min{λ | 2λ ≥ κ}.
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Before giving the proof of Theorem 2.2, it will be convenient to introduce amatrix representation
of separating families. We use the notationMm,k for the set of m× k matrices over F2.
Definition 2.3. Let F be a family of subsets of [k], |F | = m, and let M ∈ Mm,k. Then M is said to
be a matrix representation of F if there is some enumeration F = {A1, . . . , Am} such that for all i, j
we have Mij = 1 if and only if j ∈ Ai.
In other words, a matrix representation of F is a matrix whose rows are precisely the charac-
teristic vectors of the elements of F . Since we typically regard families F as unordered, matrix
representation is only well-defined up to row permutation. Separating families can be character-
ized by their matrix representations as follows.
Lemma 2.4. A family F of subsets of [k] is a separating family on [k] if and only if each matrix represen-
tation M of F has pairwise distinct columns.
Proof. Let the matrix M represent F . Suppose columns i and j of M are identical. Then for every
A ∈ F , either {i, j} ⊆ A or {i, j} ∩ A = ∅, so F does not separate the pair {i, j}.
Conversely, suppose M has distinct columns. Then for every pair {i, j} the columns i, j disagree
at some row, say row n, in which case the set corresponding to row n separates {i, j}. 
We are now ready to prove Re´nyi’s formula.
Proof of Theorem 2.2. Given k, we show how to find the matrix representation M of a separating
family on [k] of size ⌈log k⌉. The numbers 0, . . . , k− 1 can each be written in binary using ⌈log k⌉
many digits. Thus we may let these k many binary strings be the k distinct columns of a matrix M
with ⌈log k⌉many rows.
Conversely, let F be an arbitrary separating family on [k], and M is its matrix representation.
Then since there are fewer than k many distinct binary strings of length ⌈log k⌉ − 1, we see that M
must have at least ⌈log k⌉ many rows. 
Example 2.5. The separating family on [8] obtained from the proof of the previous result is F =
{{1, 2, 3, 4}, {1, 2, 5, 6}, {1, 3, 5, 7}}. The matrix representation of F is shown in Table 1.
• • • •
• • • •
• • • •
TABLE 1. Thematrix representation of the family in Example 2.5. Here a • denotes
a 1 and an empty square denotes a 0.
Theorem 2.6. There is an algorithm to recognize separating families with time complexity linear in the size
of the matrix representing the family.
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Proof. Given M ∈ Mm,k, we first sort the columns of M using radix sort. We then check whether
any pairs of adjacent columns are equal. If any pair of adjacent columns are identical, then the
family is not separating. Both the sort and the comparisons requireO(mk)many bit comparisons.

We now turn to the classification of separating families. As motivation, we remark that given a
separating family F on [k] it is possible to obtain many new separating families of the same size
simply by renaming the elements of [k]. However, since these new families contain no new infor-
mation, it is natural to consider separating families only up to an equivalence which we presently
define.
Definition 2.7. Separating families F and G are said to be equivalent, written F ≡ G, if G can be
obtained from F by means of the following operations:
• replace an element of F with its complement;
• permute the elements of [k].
The next definition captures this equivalence at the level of the matrix representations.
Definition 2.8. The group CCRm,k, or simply CCR if m and k are understood, is the permutation
group acting onMm,k generated by the following operations:
• Complementation: replace any row v of a matrix with 1 − v (corresponds to taking the
complement of an element of F ; here 1 denotes to the vector of 1’s);
• Column permutation (corresponds to permuting the elements of [k]); and
• Row permutation (corresponds to reordering the elements of F ).
Thus two separating families are equivalent if and only if they have matrix representations
which lie in the same orbit of the CCR group. We can shed further light on this equivalence by
means of the following representation ofm× kmatrices as subsets of them-dimensional Hamming
cube. Let us denote the m-dimensional Hamming cube by Qm, and the set of k-element subsets of
Qm by [Qm]k.
Definition 2.9 (Cube representation). Let F be a separating family on [k] and let C be an element
of [Qm]k. We say that C is a cube representation of F if C is the set of column vectors of some matrix
representation M of F .
We next show that separating families are classified up to equivalence by their cube representa-
tions. In the following, we let Colm,k denote the subgroup of CCRm,k consisting of just the column
permutations, and let Mm,k/Colm,k denote the set of Colm,k-orbits. We also let Aut(Qm) denote
the group of symmetries of the Hamming cube Qm.
Theorem 2.10. Assume 2m ≤ k. The action of CCRm,k/Colm,k on Mm,k/Colm,k is equivariantly iso-
morphic with the translation action of Aut(Qm) on [Qm]k.
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In particular, if F ,G are separating families on [k], then F ≡ G if and only if each cube representations
of F and G lie in the same Aut(Qm)-orbit.
Proof sketch. We describe the equivariant isomorphism (φ, f ). First let f : Mm,k/Colm,k → [Qm]k
be the natural bijection mentioned above, which carries the equivalence class [M] of a matrix to the
set of column vectors of M. Before defining φ, we describe generating sets for both CCRm,k/Colm,k
and Hm. The first group, CCRm,k/Colm,k is generated by elements σ¯ij and c¯i, where σij exchanges
rows i and j and ci complements row i, and the bar indicates the natural homomorphism from
CCRm,k onto CCRm,k/Colm,k. The second group, Hm, is generated by the elements pij and ri, where
pij exchanges the i and j coordinate axes, and ri reflects across the i
th coordinate plane. We now
define φ(σ¯ij) = pij and φ(c¯i) = ri, and note that it is not difficult to check φ is as desired. 
Corollary 2.11. Let sep(m, k) be the number of non-equivalent separating families over [k] of cardinality
m. Then sep(m, k) = sep(m, 2m− k).
Proof. By the previous theorem, sep(m, k) is the number of k-element subsets of Qm which are
distinct up to symmetry, and sep(m, 2m− k) is the number of 2m − k-element subsets of Qm which
are distinct up to symmetry. Clearly the map which carries a subset of Qm to its complement gives
a bijection witnessing the equality of these two quantities. 
The number of distinct subsets of the m-cube up to cube symmetry, and hence the value of
sep(m, k), can be computed using Po´lya theory. For two such calculations, see [Che93] and [HH68].
Unfortunately, the formulas these articles produce each have an exponential number of terms. This
leads us to conjecture that the following question has an affirmative answer.
Question 2.12. Is the computation of the values of sep(m, k) NP-hard?
For more on the value of sep(m, k), see the OEIS entry [Slo], and the monograph [Har65].
§3. n-SEPARATING FAMILIES
In this section we introduce the new concept of an n-separating family. We explore the con-
nection between n-separating families and the existing notion of (i, j)-separating families. As a
consequence of this connection we obtain a lower bound on the minimum size of an n-separating
family. We also provide an explicit construction of 2-separating families and a probabilistic upper
bound on the minimum size of an n-separating family in general. Also included in this section is
an application of n-separating families to error-correcting codes.
Before defining n-separating families, it is first necessary to discuss which collections of n sub-
sets of [k] are separable. As motivation, observe that there exist collections of sets that cannot
simultaneously be separated by a single set, for example the three sets {1, 2}, {2, 3}, {3, 1}.
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Definition 3.1. A collection B1, . . . , Bn of subsets of [k] is separable if and only if |Bi| ≥ 2 for all
i ∈ [n] and there exists A ⊆ [k] such that both A ∩ Bi 6= ∅ and Ac ∩ Bi 6= ∅ for each i ∈ [n].
Before stating a more refined, graph-theoretic characterization of separability, we establish for
technical reasons the convention that a graph contains no isolated nodes (and so is completely
determined by its edge set).
Proposition 3.2. A collection B1, . . . , Bn of subsets of [k] is separable if and only if there exist pairs b1 ⊆
B1, . . . , bn ⊆ Bn such that the graph with edge set {b1, . . . , bn} is bipartite.
Proof. (⇐) Suppose b1 ⊆ B1, . . . , bn ⊆ Bn are such that G = {b1, . . . , bn} is the edge set of a
bipartite graph. Fix a 2-colouring f of the vertices of G; the set f−1[0] separates the collection
b1, . . . , bn, and hence also the collection B1, . . . , Bn.
(⇒) Suppose a set A simultaneously separates B1, . . . , Bn. For each i ∈ [n], let αi ∈ A ∩ Bi
and βi ∈ Ac ∩ Bi, and define bi = {αi, βi} and G = {b1, . . . , bn}. Then bi ⊆ Bi and the function
f : V(G) → {0, 1} given by f (αi) = 0 and f (βi) = 1 for i ∈ [n] is a 2-colouring of G, the existence
of which immediately gives that G is bipartite. 
Remark. It is worth mentioning that a collection B1, . . . , Bn is separable if and only if, when the
collection is viewed as a hypergraph, it is 2-colorable. The problem of recognizing hypergraph
2-colorability is known to be NP-complete; see [Lov73].
We are now prepared to define n-separating families.
Definition 3.3. A family F ⊆ P [k] is n-separating if for every separable collection B1, . . . , Bn ⊆ [k],
there exists A ∈ F such that both A ∩ Bi 6= ∅ and Ac ∩ Bi 6= ∅ for each i ∈ [n].
Note that as in the case of 1-separating families,F is n-separating if and only if it simultaneously
separates all separable collections of n pairs.
Natural examples of n-separating families which are not too large are not immediately ap-
parent, but the following simple construction does allow us to give modest-sized examples of
2-separating families.
Theorem 3.4. If F is a separating family on [k], and F ′ = {A△B : A, B ∈ F}, then F ∪ F ′ is a
2-separating family.
Proof. Let b1, b2 be two pairs in [k] and A1, A2 ∈ F separate b1, b2, respectively. Often one of A1, A2
will separate both pairs. Assuming neither does, we have that A1 contains precisely one element
in b1 and A2 contains both or zero elements in b1. Then A1△A2 contains precisely one element
in b1. By identical reasoning, A1△A2 contains precisely one element in b2, and A1△A2 separates
both b1 and b2 simultaneously. 
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Example 3.5. The 2-separating family on [8] obtained by applying the previous result to Exam-
ple 2.5 is F = {{1, 2, 3, 4}, {1, 2, 5, 6}, {1, 3, 5, 7}, {3, 4, 5, 6}, {2, 4, 5, 7}, {2, 3, 6, 7}}. Its matrix rep-
resentation is shown in Table 2.
• • • •
• • • •
• • • •
• • • •
• • • •
• • • •
TABLE 2. The matrix representation of the family in Example 3.5.
Remark. Theorem 3.4 provides a constructive realization of an upper bound of O
(
(log k)2
)
for the
minimum size of a 2-separating family over [k]. The results of [SvTW00] can be used together with
Theorem 3.11 below to give constructive upper bounds on the size of n-separating families too.
Beforemoving on to calculating lower and upper bounds for the minimum sizes of n-separating
families, we briefly describe an application to error-correcting codes. Let us say that a Hamming
d-code is an m × k binary matrix whose columns have pairwise Hamming distances ≥ d. When
used as an error-correcting code, the columns of a Hamming d-code can be used to detect up to
d− 1 many errors and correct up to ⌊d/2⌋ − 1 many errors in a message. These error-correcting
codes were introduced by Hamming in [Ham50].
Theorem 3.6. If F is n-separating, then the matrix representation of F is a Hamming 2n−1-code.
Proof. The result follows from the following two claims:
(1) If F is an n-separating family on [k] and S ⊆ [k] with |S| = n+ 1, then for every subset
T ⊆ S, either T or Sr T lies in F ↾ S = {A ∩ S : A ∈ F}.
(2) If G is a family of subsets of [n+ 1] with the property that for every T ⊂ [n+ 1] either T or
Tc lies in G, then the matrix representation of G is a Hamming 2n−1-code.
For claim (1), enumerate the elements T = {t1, . . . , tj} and Sr T = {s1, . . . , sn+1−j}. We then
consider the collection of nmany pairs: {t1, s1}, . . . , {t1, sn+1−j}, {t2, s1}, . . . , {tj, s1}. Observe that
these pairs determine a connected bipartite graph with parts T and Sr T. Letting A ∈ F be a
separator for this collection, we must have either A ∩ S = T or A ∩ S = Sr T, as desired.
For claim (2), we first note that a simple induction shows that if M is the matrix representation
of the full power set P [n+ 1], then the columns of M have pairwise distances exactly 2n.
Next we let M′ be a matrix representation of G obtained by deleting half the rows of M. Specif-
ically for each A ⊆ [n+ 1] we delete either the row corresponding to A or to Ac (it doesn’t matter
which one). To see that the columns of M′ form a Hamming 2n−1-code, note that for each pair of
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columns i, j, exactly half of the rows we deleted disagreed in coordinates i, j. Thus the Hamming
distance between columns i, j of M′ is exactly 2n − 142n+1 = 2n−1. This completes the proof. 
We now proceed with our main task of finding lower and upper bounds on the minimum size
of an n-separating family. We begin with the calculation of upper bounds.
Theorem 3.7. If F is an n-separating family, then |F | ≤ 2n log k− log(1−2−n) . In particular, the minimal size of
an n-separating family of subsets of k is O(2nn log k).
Our proof is probabilistic, and makes use of the following general lemma.
Lemma 3.8. Suppose there is a set of N tasks to be completed, and that for each task, a randomly chosen
object completes it with probability at least p. Then there exists a familyF of objects which jointly completes
all the tasks and satisfies
|F | < logN− log(1− p) + 1.
Proof. Given any particular task τ, the probability that a randomly chosen object does not complete
τ is at most (1− p). So the probability that no object from a collection of m many independently
chosen objects completes τ is at most (1− p)m. Thus the expected number of tasks left uncom-
pleted by a collection of m objects is N(1− p)m. We are therefore looking for the least m such that
N(1− p)m < 1, since in this case there exists at least one family of m objects which completes all
the tasks. Solving this last inequality for m gives the desired inequality. 
In the next result we must calculate the value of p to be used in the proof of Theorem 3.7.
Lemma 3.9. Given a separable collection of n many pairs, the probability that a randomly chosen subset of
[k] simultaneously separates the collection has lower bound 2−n.
Proof. Let pn be the greatest possible lower bound. We will show that pn+1 ≥ 12 pn, and the result
follows using a simple induction. For this let b1, . . . , bn+1 be a separable collection of pairs, and let
p be the probability that a set A simultaneously separates b1, . . . , bn+1. We will show that p ≥ 12 pn
by dividing into several cases.
Case 1: bn+1 is disjoint from b1 ∪ · · · ∪ bn. Then the event that A separates bn+1 is independent
of the event that A separates b1, . . . , bn. Since the probability that bn+1 is separated is
1
2 , we clearly
have p ≥ 12 pn.
Case 2: bn+1 shares one element with b1 ∪ · · · ∪ bn. Let x denote the shared element and y
denote the other element of bn+1. This time the event A contains y is independent of the event that
A separates b1, . . . , bn. Meanwhile if x ∈ A then A separates bn+1 if and only if y /∈ A, and if x /∈ A
then A separates bn+1 if and only if y ∈ A. Together this again implies p ≥ 12 pn.
Case 3: bn+1 shares both elements with b1 ∪ · · · ∪ bn. Let G be the graph with edges b1, . . . , bn. If
bn+1 is contained in a single connected component of G (Case 3a), then any separator of b1, . . . , bn
will automatically separate bn+1, giving p ≥ pn.
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If bn+1 is divided between two components of G (Case 3b), then we find some i ≤ n such that
removing bi doesn’t disconnect any component of G ∪ {bn+1}. (Every graph either has a cycle or a
leaf.) Now adding bi to the collection (G∪ {bn+1}r {bi}) yields one of the cases 1, 2, or 3a. Hence
we can again conclude that p ≥ 12 pn. 
We are now prepared to conclude the proof of the upper bound for n-separating families.
Proof of Theorem 3.7. With separating separable collections of pairs as our task, the number of tasks
to be completed satisfies N ≤ (k2)
n
. By Lemma 3.9, the probability that a random set com-
pletes a given task satisfies p ≥ 2−n. Substituting these estimates into the probabilistic bound
of Lemma 3.8, we can find an n-separating family F which satisfies
|F | ≤ log((
k
2)
n
)
− log(1− 2−n) + 1
≤ 2n log k− log(1− 2−n) + 1.
This implies the desired asymtotic bound. 
We now turn towards the task of establishing a lower bound on the size of an n-separating
family. Since our lower bound will involve a comparison between the sizes of n-separating fam-
ilies and the previously studied (i, j)-separating families, we first introduce this latter notion and
explore the relationship between the two.
Definition 3.10. A family F ⊆ P [k] is (i, j)-separating if for all P,Q ⊆ [k] with |P| ≤ i, |Q| ≤ j and
P ∩Q = ∅, there exists A ∈ F such that either P ⊆ A and A ∩ Q = ∅ or Q ⊆ A and A ∩ P = ∅.
Before going further, we establish the full set of implications between the notions of (i, j)-
separating and the notions of n-separating. Specifically we prove that all of the implications de-
scribed in Figure 1 hold, and that no other implications hold. This situation helps confirm that the
notion of n-separating is interesting in its own right.
We begin by establishing the implications that do hold.
Lemma 3.11. (1) If F is (i, j)-separating then for every i′ ≤ i and j′ ≤ j, F is (i′, j′)-separating.
(2) If F is (n, n)-separating then F is n-separating.
(3) If F is (i+ j− 1)-separating, then F is (i, j)-separating.
Proof. (1) This is clear from the definition.
(2) Let F be (n, n)-separating and let b1, . . . , bn be a separable collection of pairs. Then b1, . . . , bn
form the edges of a bipartite graph with parts P, P′. Since |P|, |P′| ≤ n, we can find A ∈ F which
separates P, P′. Clearly A also separates the collection b1, . . . , bn, and so F is n-separating.
(3) Let F be (i + j − 1)-separating and let P,Q be disjoint sets of sizes i, j. We can build a
connected bipartite graph G with parts P and Q using i+ j− 1 edges b1, . . . , bi+j−1. (For this, place
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n-separating
i
j
FIGURE 1. Diagram of separability notions. A filled dot in coordinate (i, j) repre-
sents the notion of (i, j)-separating. Implications between the filled dots go down
and to the left. In this figure n = 7.
an edge from min P to each element in Q, and an edge from every element other of P to minQ.)
Now if A ∈ F separates the pairs b1, . . . , bi+j−1 then clearly A also (i, j) separates P and Q, and so
F is (i, j)-separating. 
Theorem 3.12. The only implications between (i, j)-separating and n-separating notions are those estab-
lished in Lemma 3.11.
Proof. We give a series of counterexamples to the remaining implications.
• There exists an n-separating family which is not (n, n)-separating.
Fix disjoint sets B, B′ ⊆ [k] with |B| = |B′| = n, and let F = ⋃ni=1[k]i r {B, B′}. Then the pair
B, B′ witnesses that F is not (n, n)-separating.
To see that F is n-separating, let b1, . . . , bn be a separable collection of pairs. Then these pairs
make up the edges of a bipartite graph with two parts P, P′. If either |P| < n or |P′| < n, then
letting A = this set, we have that A ∈ F and A separates the collection b1, . . . , bn.
On the other hand, if |P| = |P′| = n then the pairs b1, . . . , bn must be pairwise disjoint. In this
case, if some bi0 contains an element x which is not in B ∪ B′, then we can choose any sequence
xi ∈ bi with xi0 = x and the set A = {x1, . . . , xn} lies in F and separates the collection b1, . . . , bn. If
some bi0 ⊆ B or B′, then any selection of xi ∈ bi will yield a set A = {x1, . . . , xn} which separates
b1, . . . , bn. Finally if every bi meets both B and B
′, write b1 = {x, y}, where x ∈ B and y ∈ B′, and
observe that A = (Br {x}) ∪ {y} lies in F and separates b1, . . . , bn.
• If i+ j ≥ n+ 2, then there exists an n-separating family which is not (i, j)-separating.
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Fix disjoint sets B, B′ ⊆ [k] with |A| = i and |B| = j, and let F = P [k]r {C | C ⊇ B or B′}.
Then F is not (i, j)-separating since no element of F contains either B or B′.
To see that F is n-separating, let b1, . . . , bn be a separable collection of pairs. Again these pairs
make up the edges of a bipartite graph G with parts P, P′. If either P or P′ lies in F , then we are
done. Otherwise, we can suppose that P ⊇ B and P′ ⊇ B′. Since i+ j ≥ n+ 2, the set B∪ B′ cannot
lie in a single connected component of G. Letting H be a component of G which meets B ∪ B′, we
can view G as a bipartite graph with parts P△H and P′△H. Then at least one of these sets lies in
F , and it separates b1, . . . , bn.
• There exists an (n− 1, j)-separating family which is not n-separating.
An example is F = [k]n−1.
• There exists an n-separating family which is not (n+ 1)-separating.
An example is F = [k]n.
• Let i ≤ j. There exists an (i, j)-separating family which is not (i + 1, j)-separating, and
there exists an (i, j)-separating family which is not (i, j+ 1)-separating.
The family F = [k]i is (i, j)-separating and not (i+ 1, j)-separating. And the family G = [k]k−j
is (i, j)-separating and not (i, j+ 1)-separating.
• Let i < i′ ≤ j′ < j. Then there exists an (i, j)-separating family which is not (i′, j′)-
separating, and there exists an (i′, j′)-separating family which is not (i, j)-separating.
For the first statement an example is given by F = [k]i.
For the second statement fix B ⊆ [k] with |B| = i and set G = ([k]i′ r {C | C ⊇ B}) ∪ [kr B]j′ .
Now let disjoint sets P,Q ⊆ [k] with |P| ≤ i′, |Q| ≤ j′ be given. If B ⊆ P, then there is A ∈ G such
that Q ⊆ A and so A separates P,Q. If B 6⊆ P, then there is A ∈ G such that P ⊆ A and again A
separates P,Q, so G is (i′, j′)-separating.
On the other hand, fix any B′ be such that |B′| = j and B∩ B′ = ∅. Since no set in G contains B,
any set in G that would separate B, B′ must contain B′. This is not possible since the sets in G have
cardinality at most j′ and j′ < j. Thus G is not (i, j)-separating.
This concludes the proof of Theorem 3.12. 
The implications established above can be used to translate the bounds on (i, j)-separating fam-
ilies given in [FK84] into bounds on n-separating families. The upper bound obtained in this way
is not as tight as the upper bound already given in Theorem 3.7. On the other hand, the lower
bound obtained this way is the following.
Theorem 3.13. The minimum size of an n-separating family has lower bound Ω(2n log k).
Proof. By Lemma 3.11, every n-separating family is an (n/2, n/2)-separating family. And by
Theorem 3 of [FK84], the minimum size of an (n/2, n/2)-separating family has lower bound
Ω(2n log k), as desired. 
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§4. n-SPLITTING FAMILIES AND SPLITTABILITY
In this section we turn to splitting families and the new concept of n-splitting families. We
begin with a simple upper bound on the minimum size of a splitting family. The result does not
easily generalize to n-splitting families, so instead we work to generalize the probabilistic method
of the previous section, eventually providing an upper bound on the minimum size of a 2-splitting
family. Meanwhile we use the “volume method” to find lower bounds on the minimum size of a
splitting family. With the help of a partial characterization of n-splittable collections, this method is
generalized to apply to 2- and 3-splitting families as well. We conclude with conjectures regarding
bounds on n-splitting families when n is larger than 2 or 3.
Definition 4.1. A family F of subsets of [k] is a splitting family if for all B ⊂ [k] there exists A ∈ F
such that |A ∩ B| = ⌊|B|/2⌋ or ⌈|B|/2⌉
When either of the latter two conditions holds, we say that A splits B. In the definition of split-
ting, some authors require |A ∩ B| = ⌊|B|/2⌋ (see for example [RH12]). We prefer our definition
since it is technically convenient and equally useful in applications.
Theorem 4.2. The minimum size of a splitting family of subsets of [k] has upper bound ⌈k/2⌉.
The construction below is attributed to Coppersmith in [Sti02]; our statement and correspond-
ing argument are slightly more general than the one found there.
Proof. For each i we define Ai = {i, . . . , i + ⌈k/2⌉ − 1}. Letting F = {Ai | 1 ≤ i ≤ ⌈k/2⌉},
we claim that F is a splitting family. So let B ⊆ [k] be given and define the function f (i) =
|Ai ∩ B| − |Aci ∩ B|. We seek i such that f (i) ∈ {−1, 0, 1}, since this implies that Ai splits B.
To see there is such an i, we first claim that f (i) − f (i + 1) ∈ {−2, 0, 2}. For this note that
Ai△Ai+1 = {i, i+ ⌈k/2⌉}. If both or neither of these two points lie in B then f (i+ 1) = f (i), and
if exactly one of these two points lies in B then f (i+ 1) = f (i)± 2.
We can use similar reasoning to conclude that f (1)+ f (⌈k/2⌉) ∈ {−2, 0, 2}. This time Ac1△Ac⌈k/2⌉ =
{⌈k/2⌉ , k}when k is even, and= {⌈k/2⌉}when k is odd. Once again if zero or two of these points
lie in B then f (1)+ f (⌈k/2⌉) = 0, and if exactly one of these points lies in B then f (1)+ f (⌈k/2⌉) =
±2.
In sum, the sequence f (1), . . . , f (⌈k/2⌉) begins at f (1), has step sizes at most 2, and ends at
either − f (1) or − f (1) ± 2. It follows from this that there exists i such that f (i) ∈ {−1, 0, 1}, as
desired. 
We conjecture the upper bound given above is sharp, however at the moment we can only
establish a lower bound of Ω(
√
k). In order to obtain this estimate, we will use the volume method
for computing lower bounds. This method was used together with more advanced techniques in
[FK84] to obtain lower bounds for (i, j)-separating families. The next result describes the volume
method in terms of objects and tasks, as was done in Lemma 3.8 for the probabilistic method.
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Lemma 4.3. Suppose that there is a set of N tasks to be completed, and that each object completes at most
v of the tasks. Then if F is a family of objects which together complete all the tasks, we have
|F | ≥ N/v.
The proof of this lemma is trivial: A collection of m many objects completes at most mv many
tasks, so a family of objects completing all the tasks must have size at least N/v. We use the
variable v because the number of tasks completed by a given object is called the volume of that
object.
We now apply the volume method to find our lower bound on the size of a splitting family.
Theorem 4.4. The minimum size of a splitting family of subsets of [k] is Ω(
√
k).
Proof. Since the minimum size of a splitting family is monotone in k, wemay suppose that k is even
for the purpose of asymptotics. In this case, it is not difficult to see that the splitters of maximum
volume are of size k/2. To see this is true of splitting even-sized sets B, one may simply compute
that (k/2t/2)
2 ≥ (k/2+j
t/2
)(k/2−j
t/2
). And to see it is true in general, note that if a set splits the maximum
number of even-sized sets, then it splits the maximum number of sets.
Now, if A is a splitter of size k/2, then the volume v of A is given by
v = ∑
i
(
k/2
i
)(
k/2
i
)
+∑
i
(
k/2
i
)(
k/2
i+ 1
)
+ ∑
i
(
k/2
i+ 1
)(
k/2
i
)
.
Note that the latter two terms are no larger than the first since the identity 2AB ≤ A2 + B2 implies
2∑
i
(
k/2
i
)(
k/2
i+ 1
)
≤ ∑
i
(
k/2
i
)2
+∑
i
(
k/2
i+ 1
)2
= 2∑
i
(
k/2
i
)2
.
It follows that the volume has upper bound
v ≤ 3∑
i
(
k/2
i
)2
= 3
(
k
k/2
)
,
where the last equality is a well-known identity. Applying the standard Stirling-type approxima-
tion that ( kk/2) ∼ 2k/
√
k, we conclude that v is O(2k/
√
k). Meanwhile, the number of sets to be
split is N = 2k, and so the volume lower bound of N/v is Ω(
√
k), as desired. 
We next discuss the generalization of splitting families which we have called n-splitting fami-
lies. The definition is analogous to that of n-separating families.
Definition 4.5. A collection B1, . . . Bn of subsets of [k] is splittable if there exists A ⊆ [k] which
simultaneously splits all the Bi.
Definition 4.6. A familyF of subsets of [k] is n-splitting if for every splittable collection B1, . . . , Bn ⊆
[k] there exists A ∈ F which simultaneously splits all the Bi.
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We remark that every collection consisting of just two sets B1, B2 is splittable. To see this, we
can simply choose D ⊂ B1 ∩ B2 of size |D| = ⌈|B1 ∩ B2|/2⌉, choose E ⊂ B1 r B2 of size |E| =
⌊|B1 r B2|/2⌋, and choose F ⊂ B2 r B1 of size |F| = ⌊|B2 r B1|/2⌋. Then it is easy to see that
A = D ∪ E ∪ F is a splitter for both B1 and B2. This fact together with the method of Theorem 4.4
gives the following lower bound on the size of 2-splitting families.
Theorem 4.7. The minimum size of a 2-splitting family of subsets of [k] is Ω(k).
Proof. The calculation is similar to that of Theorem 4.4. This time we say that the volume of A ⊆ [k]
is the number of (ordered) collections B1, B2 such that A simultaneously splits B1, B2. Once again
we assume that k is even and note that the 2-splitters of maximum volume are of size k/2. Then
by a straightforward computation the splitters of maximum volume satisfy
v ≤ 9
(
∑
i
(
k/2
i
)(
k/2
i
))2
The number of ordered collections B1, B2 is (2
k)2, so using the same Stirling approximation as
before we obtain a bound of
N/v = Ω
(
(2k)2/(2k/
√
k)2
)
.
The latter expression is Ω(k), as desired. 
The technique of splitting each sector of the Venn diagram of the Bi separately (described after
Definition 4.6) does not work in general for collections of three or more sets. For example, the
collection B1 = {1, 2}, B2 = {2, 3}, B3 = {3, 1} is not splittable at all. The next result essentially
states that for collections of size three, this example is the only obstacle to splittability.
Lemma 4.8. The collection A, B,C is not splittable if and only if |A ∩ B ∩ Cc|, |A ∩ Bc ∩ C|, and |Ac ∩
B ∩ C| are all odd, and there are no other elements in A ∪ B ∪ C besides those in these three sets.
Proof. In the proof we will make numerous references to the seven regions of the Venn diagram of
A, B,C, and for convenience we label them according to the figure shown below.
RABC
RAB
RAC RBC
RA RB
RC
A B
C
We first show that if RAB, RBC, and RAC have odd size, and RA = RB = RC = RABC = ∅,
then A, B,C is not splittable. Indeed, suppose towards a contradiction that S simultaneously splits
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A, B,C. Without loss of generalitywe can suppose |S∩RAB| > |RAB|/2. It follows that |S∩RBC| <
|RBC|/2, and then that |S ∩ RAC| > |RAC|/2. This implies that S does not split RAB ∪ RAC, which
is a contradiction because RAB ∪ RAC = A under our hypotheses.
For the converse, we show that if A, B,C do not have this configuration, then they are simulta-
neously splittable. We first consider the case when RA = RB = RC = ∅. If all four of the sectors
RAB, RBC, RAC, RABC are even, then we can build a splitter A by simply splitting each sector in
half. If just one of these four sectors is odd we can simply round that sector up or down. If just
two of these four sectors is odd we can round one of them up and the other down. This leaves
only the following three subcases shown in Figure 2.
o
o
o o
A B
C
o
e
o o
A B
C
e
o
o o
A B
C
FIGURE 2. Subcases 1, 2, and 3 from left to right. The symbols e and o denote even
and odd sized sectors.
In subcases 1 and 2, we round the sector RABC up, and each of the other odd sectors down.
In subcase 3, we know that |RABC| ≥ 2 (or else we are in the converse situation), and so we can
build a splitter S with |S ∩ RABC| = |RABC|/2− 1, and each intersection of S with RAB, RBC, RAC
rounded down.
We next consider the case when at least one of RA, RB, RC is nonempty. If there exists a splitter
S for the configuration Ar RA, Br RB,Cr RC, then we can build a splitter for A, B,C by letting
S′ ⊃ S and suitably rounding the intersection of S′ with RA, RB, RC up or down. Finally, if Ar
RA, Br RB,Cr RC is not splittable, then by the above analysis we must have RAB, RBC, RAC odd
and RABC = ∅. Suppose for concreteness that RA 6= ∅. Then we can build a splitter S such that
S ∩ RAB is rounded down, S ∩ RBC is rounded up, S ∩ RAC is rounded down, and |S ∩ RA| =
|RA|/2− 1. This completes the proof. 
This lemma gives us enough information to generalize our lower bounds on splitting families
and 2-splitting families to 3-splitting families.
Theorem 4.9. The minimum size of a 3-splitting family of subsets of [k] is Ω(k3/2).
Proof. The reasoning of the previous theorem quickly shows that
v ≤ 27
(
∑
(
k/2
i
)(
k/2
i
))3
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and hence (ignoring constants)
v ∼ (2k/
√
k)3
However N is more difficult to compute, since not every ordered triple B1, B2, B3 is splittable. It
suffices to show that at least half of them are splittable. (The true fraction is signficantly larger, but
of any constant will suffice).
Indeed we can find an injection from the set of unsplittable collections to the set of splittable
ones. Given an unsplittable collection B1, B2, B3 we map it to B1 ∩ B2 ∩ Bc3, B1 ∩ Bc2 ∩ B3, Bc1 ∩ B2 ∩
Bc3. The latter collection is disjoint and hence splittable. Moreover by Theorem 4.8 these are the
only nonempty sectors of the Venn diagram of B1, B2, B3, and hence this map is injective.
We have now shown that N ≥ (2k)3/2, and hence we achieve the desired volume lower bound
as before. 
Conjecture. The minimum size of an n-splitting family of subsets of [k] is Ω(g(n)kn/2) where g(n) is at
worst 3−n.
We also conjecture that the problem of deciding whether an arbitrary collection of sets is split-
table is NP-complete.
The remainder of this section is devoted to establishing our upper bound on the minimum
size of a 2-splitting family, and stating a conjecture concerning an analogous upper bound on the
minimum size of an n-splitting family.
Theorem 4.10. The minimal size of a 2-splitting family of subsets of [k] is O(k2).
For this, we will need the following key result. First note that the number of sets A which
simultaneously splits a pair of sets S, T depends only on |S|, |T|, and |S ∩ T|. If we fix |S| and |T
in advance, then this number depends only on |S ∩ T|.
Theorem 4.11. Let s+ t ≤ k. Then the number of sets A which simultaneously split sets S, T of size s, t
respectively is a nondecreasing function of b = |S ∩ T|.
Although the statement of Theorem 4.11 feels intuitive, our proof is somewhat technical and is
divided into several cases. We first consider the case when s, t are both even. For this, let us fix
sets S, T as in the statement of the theorem. For the proof we will also fix elements x ∈ Sr T and
y ∈ T r S; we may assume these exist since otherwise S ∩ T is already as large as it can be. We
will also need the pairs S′ = Sr {x}, T′ = Tr {y}, and S′′ = S, T′′ = (T r {y}) ∪ {x}. Refer to
Figure 3 to visualize these three configurations.
Lemma 4.12. Suppose s and t are both even.
• If A is the family of sets that simultaneously split S, T and B is the family of sets that simultane-
ously split S′, T′, then 4|A| = |B|.
• If C is the family of sets that simultaneously split S′′, T′′, then 14 |B| ≤ |C|.
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s− b b t− b
x
y
s− b− 1 b t− b− 1
x y
s− b− 1 b t− b− 1
x
y
FIGURE 3. A diagram showing the steps of the proof when s, t are even. The
elements of A split the configuration on the left, the elements of B split the con-
figuration in the middle, and the elements of C split the configuration on the right.
Proof. Since the elements of [k]r (T ∪ S) have no effect on our claims, we may assume without
loss of generality that s + t − b = k. Now begin by noting that A ⊆ B. Indeed, suppose that
A ∈ A, so that A splits S and T. If x ∈ A then |A ∩ S′| = ⌊(t− 1)/2⌋, and if x /∈ A then
|A ∩ S′| = ⌈(t− 1)/2⌉. The corresponding statement for T′ also holds, so A splits S′ and T′.
In fact for each element A ∈ A we can generate four distinct elements of B. For this, given A ∈
A we let A1, A2, A3, A4 be sets such that Ai ∩ (T′ ∪ S′) = A∩ (T′ ∪ S′) and x ∈ A1 ∩ A2 ∩ Ac3 ∩ Ac4
and y ∈ Ac1 ∩ A2 ∩ A3 ∩ Ac4. If B ∈ A and B 6= A, let Bi denote the four splitters generated in
this manner from B. It is clear that Ai 6= Bj for i 6= j. Moreover since s, t are even, A and B must
disagree on S′ ∪ T′, and so Ai 6= Bi as well. Lastly it is not difficult to see that every element of B
is of the form Ai for some A ∈ A this concludes the proof that 4|A| = |B|.
For the second statement, it suffices to show that at least one fourth of the elements of B are in
fact elements of C . To this end let B ∈ B, so B is a splitter of both S′ and T′. Observe that B will be
a splitter of both S′′ and T′′ if and only if either of the following conditions hold:
• |B ∩ S′| = s/2, |B ∩ T′| = t/2, and x /∈ B; or
• |B ∩ S′| = s/2− 1, |B ∩ T′| = t/2− 1, and x ∈ B.
We now claim that at least half of the elements of B satisfy either B ∩ S′ = s/2, B ∩ T′ = t/2 or
else B ∩ S′ = s/2− 1, B ∩ T′ = t/2− 1. Once this claim is established, the proof will be complete
because the conditions x /∈ B and x ∈ B are independent of these and occur exactly half the time.
To complete the claim, the number of elements of B that satisfy either B∩ S′ = s/2, B∩ T′ = t/2
or else B∩ S′ = s/2− 1, B ∩ T′ = t/2− 1 is given by:
b
∑
i=0
(
b
i
) [(
s− b− 1
s/2− i
)(
t− b− 1
t/2− i
)
+
(
s− b− 1
s/2− i− 1
)(
t− b− 1
t/2− i− 1
)]
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On the other hand, the number of splitters that satisfy either B∩ S′ = s/2− 1, B∩ T′ = t/2 or else
B ∩ S′ = s/2, B∩ T′ = t/2− 1 is given by
b
∑
i=0
(
b
i
) [(
s− b− 1
s/2− i− 1
)(
t− b− 1
t/2− i
)
+
(
s− b− 1
s/2− i
)(
t− b− 1
t/2− i− 1
)]
We shall show that the first sum is greater than or equal to the second sum, and in fact that this
is true term-by-term. Taking the ith term of the first sum minus the ith term in the second sum and
factoring, this desired conclusion is equivalent to the following:[(
s− b− 1
s/2− i
)
−
(
s− b− 1
s/2− i− 1
)] [(
t− b− 1
t/2− i
)
−
(
t− b− 1
t/2− i− 1
)]
≥ 0
By the unimodality of the binomial coefficients, both of the terms in the above product are negative
for i < b/2 and both are nonnegative for i ≥ b/2, so the inequality is always true. This completes
the proof of the claim, and therefore the proof that at least one fourth of the elements of B also lie
in C . 
We now consider the case when s is odd and t is even. Once again we may let x ∈ Sr T and
y ∈ T r S. We may also assume there exists z ∈ [k]r (S ∪ T); if there isn’t we artificially add one
to [k]. We will need the sets S′ = S ∪ {z} and T′ = T ∪ {x}r {y}.
Lemma 4.13. Suppose s is odd and t is even.
• If A is the family of sets that split S, T simultaneously and A′ is the family of sets that split S′, T
simultaneously, then |A| = 2|A′|.
• If C ′ is the family of sets that split S′, T′ simultaneously, then |A′| ≤ |C ′|.
• If C is the family of sets which split S, T′ simultaneously, then |C| = 2|C ′|.
Proof. For the first statement, if B ∈ B then both B ∪ {x} and Br {x} lie in A. On the other hand
if A ∈ A then exactly one of A ∪ {x} or Ar {x} lies in B. This shows that there are exactly two
elements of A for every element of B, so |A| = 2|B|.
Now, the second statement is an instance of Lemma 4.12, applied to the families A′ and C ′.
The third statement is an instance of the first statement. 
We are now ready to complete the proof of the key result.
Proof of Theorem 4.11. Let A be the set of splitters of S, T where |S| = s, |T| = t, and |S ∩ T| = b,
and let B be the set of splitters of S′, T′ where |S′| = s, |T′| = t, and |S′ ∩ T′| = b+ 1. We wish to
show that |A| ≤ |B|. The case when s, t are both even is handled by Lemma 4.12, and the cases
when just one of s, t is even is handled by Lemma 4.13. In the remaining case when s, t are both
odd, we can use a method identical to the proof of Lemma 4.13. More specifically, one adjoins a
new element z to T and then applies the statement of Lemma 4.13. 
Finally, we can establish our upper bound for the minimum size of a 2-splitting family.
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Proof of Theorem 4.10. If T ⊆ [k] with |T| = t, then by a Stirling-type approximation computed in
Section 2 of [Sti02], the probability that T is split by a random subset of [k] has a lower bound of
c/
√
t where c is a constant.
Next, if S ⊆ [k] with |S| = s, then by Theorem 4.11, the probability pS,T that a random set
simultaneously splits S and T is minimized when S ∩ T = ∅. In this case, the event that S is split
and the event that T is split are independent, and so pS,T = pspt, where pn is the probability that
a randomly chosen subset of [k] splits a given set of size n. Minimizing over the possible sizes s
and t, we have that pS,T has lower bound c
2/k. We now invoke Lemma 3.8 with this value of p
and N = (2k)2 (the number of ordered pairs of subsets of [k]). This gives a 2-splitting family F of
subsets of [k] which satisfies
|F | < log((2
k)2)
− log(1− c2/k) + 1
≤ 2k− log(1− c2/k) + 1
This latter expression is O(k2), as desired. 
We close by conjecturing that the analog of Theorem 4.11 holds for configurations of n sets
as well. If this conjecture holds, one can easily obtain an upper bound of O(g(n)kn/2+1) on the
minimal size of an n-splitting family over [k].
Conjecture. Let B1, . . . , Bn be a collection of subsets of [k]. Then the number of splitters of B1, . . . , Bn is
minimized when the collection is pairwise disjoint.
REFERENCES
[Che93] William Y. C. Chen. Induced cycle structures of the hyperoctahedral group. SIAM J. Discrete Math., 6(3):353–362,
1993.
[DSL+07] D. Deng, D. R. Stinson, P. C. Li, G. H. J. van Rees, and R. Wei. Constructions and bounds for (m, t)-splitting
systems. Discrete Math., 307(1):18–37, 2007.
[FK84] Michael L. Fredman and Ja´nos Komlo´s. On the size of separating systems and families of perfect hash functions.
SIAM J. Algebraic Discrete Methods, 5(1):61–68, 1984.
[Ham50] R.W. Hamming. Error detecting and error correcting codes. Bell System Technical Journal, The, 29(2):147–160,
April 1950.
[Har65] Michael A. Harrison. Introduction to switching and automata theory. McGraw-Hill Book Co., New York-Toronto-
London, 1965.
[HH68] Michael A. Harrison and Robert G. High. On the cycle index of a product of permutation groups. J. Combinatorial
Theory, 4:277–299, 1968.
[Kat73] G. O. H. Katona. Combinatorial search problems. In Survey of combinatorial theory (Proc. Internat. Sympos., Col-
orado State Univ., Fort Collins, Colo., 1970), pages 285–308. North-Holland, Amsterdam, 1973.
[LLvR04] Alan C. H. Ling, P. C. Li, and G. H. J. van Rees. Splitting systems and separating systems. Discrete Math., 279(1-
3):355–368, 2004. In honour of Zhu Lie.
ON GENERALIZATIONS OF SEPARATING AND SPLITTING FAMILIES 21
[Lov73] L. Lova´sz. Coverings and coloring of hypergraphs. In Proceedings of the Fourth Southeastern Conference on Com-
binatorics, Graph Theory, and Computing (Florida Atlantic Univ., Boca Raton, Fla., 1973), pages 3–12. Utilitas Math.,
Winnipeg, Man., 1973.
[Re´n61] A. Re´nyi. On random generating elements of a finite Boolean algebra. Acta Sci. Math. Szeged, 22:75–81, 1961.
[RH12] Dongyoung Roh and Sang Geun Hahn. Constructions for uniform (m, 3)-splitting systems. Math. Commun.,
17(2):639–654, 2012.
[Slo] N. J. A. Sloane. Sequence A039754. The On-Line Encyclopedia of Integer Sequences.
[Sti02] D. R. Stinson. Some baby-step giant-step algorithms for the low Hamming weight discrete logarithm problem.
Math. Comp., 71(237):379–391 (electronic), 2002.
[SvTW00] D. R. Stinson, Tran van Trung, and R. Wei. Secure frameproof codes, key distribution patterns, group testing al-
gorithms and related structures. J. Statist. Plann. Inference, 86(2):595–617, 2000. Special issue in honor of Professor
Ralph Stanton.
DANIEL CONDON, GEORGIA INSTITUTE OF TECHNOLOGY
E-mail address: dcondon6@gatech.edu
SAMUEL COSKEY, BOISE STATE UNIVERSITY
E-mail address: scoskey@nylogic.org
URL: boolesrings.org/scoskey
LUKE SERAFIN, CARNEGIE MELON UNIVERSITY
E-mail address: lserafin@andrew.cmu.edu
CODY STOCKDALE, BUCKNELLUNIVERSITY
E-mail address: cbs017@bucknell.edu
