We consider two probabilistic cellular automata to analyze the stochastic dynamics of a biological two-species system. We focus our attention on the characterization of the dynamic patterns exhibited by both models. Performing Monte Carlo simulations, we observe a time oscillating behavior that occurs at a local level.
Introduction
In the last years, a particular great effort has been done in order to understand the role of spatial structure and local interactions in the characterization of the dynamics of competing species in biological systems. [1] [2] [3] [4] [5] [6] In this context irreversible stochastic lattice models 7, 8 have been considered with the purpose of mimic predator-prey systems with Markovian local rules based in the Lotka-Volterra model. 9, 10 One of the problems that has been object of study is the stability of the temporal oscillations of the population of two-species systems: whether they are synchronized or not. That is, if they are global or can subsist just at a local level.
Here we study the temporal oscillations of a two-species system by considering two probabilistic cellular automata that are modified versions of the model devised in Ref. 1 . One of them, the isotropic model, possesses the same local rules, but it has synchronous update, instead of the continuous time dynamics considered in the original model. The other model, the anisotropic model, is based on rules that are similar to the ones of the cellular automaton proposed in Refs. 11-13. This model was introduced in order to explore the effect of spatial anisotropy in the temporal oscillations. In fact, it was pointed out 13,14 that temporally periodic states can be stable in spatial anisotropic irreversible systems if anisotropy is exploited conveniently.
We report Monte Carlo simulations performed on square lattices for both cellular automata. Our results indicate that oscillations can occur just at a local level, even for the anisotropic model.
Models
The physical space occupied by the species is represented by a regular lattice of N sites in which each site can be in one of three states. At each site, we attach a stochastic variable η i that takes the values 0, 1 and 2. These states represent the empty site (η i = 0), a prey (η i = 1) and a predator (η i = 2). The entire state of the system can be represented by η = (η 1 , η 2 , . . . , η N ). The time evolution equation for P (η), the probability of state η at time , is given by
where the sum is over the 3 N configurations of the system. W (η | η ) is the transition probability from a state η to state η, given that at the previous time step, the system was in state η . Since we are considering probabilistic cellular automata, all the sites are updated simultaneously. In this case, we have
where w i (η i | η ) is the conditional transition probability per site.
Below we describe each model and their conditional probability per site.
Isotropic model
If a site is empty and its neighborhood possess at least one prey, this is a propitious condition for the birth of a new prey (catalytic prey creation). If the site is occupied by a prey, and there exits at least one predator in its neighborhood, a new predator can appear and the prey dies (catalytic creation of predators and death of preys). If the site is occupied by a predator, it can die spontaneously leaving an empty site. The parameters of the model are: a, the probability of prey creation; b, the probability of predator creation and c, the probability of predator death. The transition probabilities per site are
and
where η i = 0, 1, 2, the sum over the four nearest neighbor of site i and δ is the Kronecker delta.
Anisotropic model
The anisotropic cellular automaton is a variation of the automaton introduced in the last section. Here each site in a regular square lattice interacts with its first neighbors only at preferential directions. This unsymmetrical neighborhood consists of the northern and eastern neighbors of each site. The set of transition probabilities per site is given by
where k is the sum over the northern and eastern neighbors of site i. Due to this property, we can say that these rules are similar to the ones considered in the Toom model.
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Monte Carlo Simulations
The simulation of the isotropic and the anisotropy models was performed by considering square lattices with L 2 = N sites with synchronized update, and periodic boundary conditions. Each simulation started with a configuration generated at random. Each site is updated according to the Markovian rules defined in Eq. (3) when the isotropic model is considered and Eq. (4) when the anisotropic model is analyzed.
We consider several values of the external parameters, a, b and c. After a transient, which depends on the size of the system and on the value of the parameters, the systems attain the following nonequlibrium states: prey absorbing state (all the lattice filled by preys); vacuum absorbing state (all the lattice empty) and active states where ρ 1 the density of prey, ρ 2 the density of predator, and ρ 0 the density of empty sites are different from zero, as it can be seen in Figs. 1 and 2 .
Here we focus our attention on the active states. These states can be of two types. If, for example, we fix parameters a and b, we observe that for small values of c, the temporal series for the densities indicate an oscillatory behavior, as can be seem in Fig. 3 for the isotropic model. Similar results were obtained for the anisotropic model. Increasing the value of c, an active non-oscillatory steady state is observed, in this case the observed fluctuations on the densities have only a stochastic character.
The existence of an oscillation implies the existence of a characteristic frequency, that can be observed from a Fourier analysis of the temporal series, as is shown in Fig. 4 . We can see that the oscillation presents a well defined frequency characterized by a sharp peak. Figure 5 shows photographs of a lattice successively taken in time, furnishes elements to understand the spatial dynamics behind the time oscillations. In the first, we see that preys, clustered in big regions of the space, start to be invaded by predators. In the second, the number of predators attains its maximum value and the number of preys is decreasing. In the last, predators are disappearing and preys are starting to be created again. That is, when the number of predators is sufficiently great preys are annihilated very quickly, which implies the decreasing in the number of preys. This fact leads to the decreasing in the number of predators since many of them can not reproduce. When this happens, there are conditions for the prey reproduction and their number increases again. And so on, as the time goes on, these situations repeat periodically in time. In Fig. 6 , where the anisotropic model is considered, we observe the same kind of behavior. We also investigate the behavior of the amplitude A of the oscillations. This quantity is proportional to the standard deviation of the temporal series σ = (ρ − ρ ) 2 , where ρ is the density of a given specie. We verify that A decreases as the size of the system N is increased according to the law A α N −1/2 . This behavior is observed for the isotropic model and even for the anisotropic model, and was previously reported for the continuous time version of the isotropic model.
1
This means that oscillations disappear in the thermodynamic limit and anisotropy does not play an important role in the synchronization of oscillations, in this case.
The oscillations do not stabilize in a global level. However, they can stabilize in a local level. In order to investigate this possibility, we subdivided a lattice in sublattices and analyze the behavior of one sublattice in relation to the other. We considered for both automata, a lattice with linear size L = 320 and looked to its time evolution and the time evolution of their sublattices with L = 160 and 80 in the same run. We observe that each sublattice of same length has the same pattern of oscillation, that is, densities of prey and predator associated to each sublattice oscillate with the same frequency and amplitude. But the oscillations of the different sublattices are synchronized just at the very first time steps (see Fig. 7 ). After this very narrow interval of time, they start to oscillate with different phases (asynchronously). We remark that the frequencies and amplitudes associated to the sublattices are compatible with the ones obtained from independent simulations of a lattice with the same linear dimension.
The lack of synchronization shows clearly that maxima (or minima) of preys (or predators) occur at different regions of space at different instants of time. Certainly, this asynchronous behavior in the oscillation of the set of sublattices is responsible for the decrease of the amplitude of the oscillation of the entire lattice.
Conclusion
We have simulated numerically two probabilistic cellular automata, the isotropic model and the anisotropic model, representing the dynamics of a biological twospecies competing system. We considered square lattices and the dynamic stochastic rules were based on the mechanisms of the Lotka-Volterra model. The isotropic model displays temporal oscillations in the population of the species only at a local level. No synchronized oscillation was observed in the thermodynamic limit. This behavior was also observed in the anisotropic model. This means that spatial anisotropy does not play an important role in the stabilization of time oscillations of this system. So, the spatial structure given by the lattice and the stochastic dynamics with local interactions among the species reveals that temporal oscillations in the preypredator system are local phenomena.
