Based on Nielsen fixed point theory and Gröbner-Shirsov basis, we give a simple method to compute geometric intersection number and self-intersection of loops on surfaces.
mainly deal with the surface F having non-empty boundaries, where the minimal representation of a loop in π 1 (F ) is unique because π 1 (F ) is a free group. Even very recently, there are still some new algorithms. For example Arettines [1] present a purely combinatorial algorithm which produces a representative of that homotopy class with minimal self-intersection.
The computation of self-intersections of loops on closed surface becomes more difficult. The reason is that the fundamental group is no longer free, and therefore there is no unique way to present a given element. One of attempt on such a computation was contained in [20] , giving combinatoric algorithm about geometric intersection numbers of arbitrary two loops on orientable closed surfaces. The computation of self-intersection remains unclear.
In stead of giving precise value, people also try to look for some accessible invariants to estimate geometric self-intersection number. One is so called Goldman bracket, which is a structure on the vector space generated by the free homotopy classes of oriented loops on an oriented surface, see [16] . M. Chas [8] gives a combinatorial group theory description of the terms of the Lie bracket and proved that the bracket of two loops has as many terms, counted with multiplicity, as the minimal number of their intersection points. Soon later, she proved that if a class is chosen at random from among all classes of m letters, then for large m the distribution of the self-intersection number approaches the Gaussian distribution. She also noticed J. Briman's observation in [3] : very few closed geodesics are simple. Of course, the surface in consideration is assumed to have boundary so that number of letters makes its sense. This new and large scaler treatment maybe one of scouse of the significant works of M.
Mirzakhan on the asymptotic of rate oft the number of simple loops and that of other loops [21] . Thus, intersections of loops on surface is a classical problem in early stage of geometry, is easy to be understood, and also has very closed relation with modern mathematics.
In this paper, we shall provide a systematic solution to determination of the number of geometric intersection and self-intersection numbers of loops on oriented closed surfaces. Our integration have two parts: Nielsen fixed point theory and Gröbner-Shirsov basis.
Nielsen fixed point theory is named after its founder Jakob Nielsen. In 1921, he determined the minimal number of fixed points in any isotopy class of self-homeomorphisms of the torus.
He classified fixed points according to their behavior on the universal covering space. Now, this theory is one of classical branch of algebraic topology. The crucial problem is estimations of number of fixed points in a given homotopy class of self-maps, see [19] . Based on our previous work in [17] , we put the intersections of loops into generalized Nielsen theory. Using common value pair, we formalize the minimal geometric number into the number of the essential common value classes.
Görbner bases were introduced in 1965, together with an algorithm to compute them, by B. Buchberger in his Ph.D. thesis [5] . He named them after his advisor Wolfgang Görbner. Now it becomes one of the main practical tools for solving systems of polynomial equations and computing the images of algebraic varieties. Since the natural connection between membership of an idea and word problem of a group, Görbner base was applied into group theory, and was named as "rewriting system", see [23] for more details. Some people use the the notation Gröbner-Shirsov basis to indicate the non-commutative version, because the work of Shirshov [27] . When we are given a presentation of group, there is no finite Gröbner-Shirsov basis in general, and hence Buchberger's algorithm may not terminate.
In this paper we obtain a Gröbner-Shirsov basis of the surface group in a special presentation.
Each loop can be written as a cyclically D-reduced word. This is an algebraic version of a geodesic loop. If two words determining two loops on a surface are given, we can find out corresponding cyclically D-reduced words by classical reduction procedure. By using Nielsen theory, we show that the information of geometric intersections can be read out directly from the cyclically D-reduced words. The self-intersection number can be obtained in a similar way.
Intersections of loops on surfaces
In this section, we recall some basic materials about 2-dimensional hyperbolic geometry.
Some ideas of common value pairs are also given, especially in the case of loops on surfaces.
We fix some notations for further use in this paper.
Let ϕ, ψ : X → Y be two maps. The set of common value pairs CVP(ϕ, ψ) of ϕ and ψ is [17, Definition 4.1] ). We assume that X and Y have their universal covering p X :X → X and p Y :Ỹ → Y , respectively. [17, Proposition 4.2, 4.6] ) Fix a liftingφ of ϕ and a liftingψ of ψ. Then the set CVP(ϕ, ψ) = ∪ γ∈D(Ỹ ) p X × p X (CVP(φ, γψ)), and for any two elements α, β ∈ D(Ỹ ), the following three statements are equivalent:
(1) p X × p X (CVP(φ, αψ)) ∩ p X × p X (CVP(φ, βψ)) = ∅;
(2) p X × p X (CVP(φ, αψ)) = p X × p X (CVP(φ, βψ)) = ∅;
(3) β =φ D (δ)αψ D (ε) for some δ, ε ∈ D(X).
Here, D(X) and D(Ỹ ) are respectively deck transformation groups of two universal coverings.
The homomorphismφ D : D(X) → D(Ỹ ) is determined by the relationφ(ηx) =φ D (η)φ(x) for all η ∈ D(X) andx ∈X, andψ D is defined similarly (see [19, Ch . III] for more details).
It should be mentioned that the set of common value pairs CVP(ϕ, ψ) of ϕ and ψ is a disjoint union of common value classes. A non-empty subset p X × p X (CVP(φ, αψ)) of CVP(ϕ, ψ) is said to be the common value class determined by (φ, αψ), or by α if two liftingsφ andψ are clearly chosen in advance. Now, we consider a special case of common value pairs, where ϕ and ψ are maps from the circle S 1 to an orientable closed surface F g of genus g ≥ 2. Recall that Lemma 2.2. (see [6, §1] and [15, §20] ) There is a canonical isomorphism from PSL(2, R) to orientation-preserving isometry group of H 2 , which is given by
Moreover, we have that for any two elements M and
Using the classical identification of the fundamental group of a space and the deck transformation group of its universal covering, we have Lemma 2.3. (see [15, §20] ) The closed oriented surface F g of genus g ≥ 2 can be regarded as the orbit space H 2 /Γ g , where Γ g is a discrete subgroup of Iso + (H 2 ) generated by δ 1 , δ 2 , . . . , δ 2g , and each δ j is the hyperbolic translation determined by M −j g Q g M j g , in which
Hence, the fundament group π 1 (F g , y 0 ) of F g has following presentation
where c j is the loop class determined by p(ω j ) for j = 1, 2, . . . , 2g, in which ω j is the unique
is the universal covering map and
In pure group theory, an isomorphism from the canonical presentation
By a concrete computation, in Poincare model D 2 , each hyperbolic translation δ j corresponding to the generator c j of π 1 (F g , y 0 ) in presentation (2.1) has a diameter as its translation axis with a shrinking fixed point (−1) j e (j−1)π 2g i and an expanding fixed point (−1) j−1 e (j−1)π 2g i . We
We write
Take g = 2 as an example, we have the following
It is well known that the set of loop classes in F g are in one-to-one correspondence with the set of conjugacy classes in π 1 (F g ). For our purpose, we use a special kinds of loops. Lemma 2.5. Let u 1 · · · u m be a word in letter c ± j 's giving a non-trivial element in π 1 (F g , y 0 ) according to the presentation in (2.1). Then there is a unique map ϕ : S 1 → F g , said to be piecewise-geodesic loop, such that [0, 1] ∋ λ → ϕ(e 2π(k+λ−1)i m ) is the unique geodesic representing u k for k = 1, 2, . . . , m, and that | dϕ(e
The hyperbolic distance of betweenỹ and δ j (ỹ) is the same as that between i and δ 0 (i) for any pointỹ ∈ H 2 . Since
we can compute out the distance (cf. [15, §20] )
It is the length of geodesic loop representing any generator in (2.1), and hence is the constant number mentioned in above Lemma 2.5.
Since common value pair theory, as a kind of generalization of Nielsen fixed point theory, deals with homotopy invariant, it is sufficient to consider the piecewise-geodesic loops mentioned in Lemma 2.5.
Definition 2.6. Let ϕ : S 1 → F g be a loop at base point y 0 = p(i) ∈ F g . A liftingφ S : R 1 → H 2 is said to be standard lifting of ϕ if it fits into:
Next theorem tell us the set common value pair of two piecewise-geodesic loops.
Theorem 2.7. Let ϕ, ψ : S 1 → F g be two piecewise-geodesic loops which are determined by u 1 · · · u m and v 1 · · · v n , respectively. Then each component of common value set CVP(ϕ, ψ) is in one of the following form 
, whereφ S andψ S are respectively standard liftings of ϕ and ψ.
Proof. By definition of standard lifting, we have thatφ S ( k m ) = u 1 · · · u k (ỹ 0 ) andψ S ( l n ) = v 1 · · · u l (ỹ 0 ) for k = 1, 2, . . . , m and l = 1, 2, . . . , n. Hence,
Hence,
and therefore we obtain our first conclusion if the pair (e We can write λ ′ ∈ (k, k + 1) and λ ′′ ∈ (l, l + 1) for some integers k and l. By the unique- ) for all ε. This is the type (4). The type (5) can be obtained similarly.
From the proof we also obtain that Corollary 2.8. Corresponding the five type components of CVP(ϕ, ψ) in above theorem, the words u 1 · · · u m and v 1 · · · v n satisfy following properties:
u k+r = v l+r for all integer r,
Here, the subscripts of letters u and v will be regarded as ones module m and n, respectively.
We shall write (k, l, 0) µ,ν , (k, l, q) µ,ν and (k, l, −q) µ,ν for the common value classes of type (1), (2) and (3) mentioned in Theorem 2.7 and its Corollary, respectively.
In general, common value pairs in different components of CVP(ϕ, ψ) may lie in the same common value class. We need to determine if there are some classes which coincide with each other during these m × n candidates. We also need to know the essentialities of common value classes. A general theory tell us the number of the essential common value classes give a lower bound for the number of geometric intersections, see [17, Theorem 4.10 ].
Gröbner-Shirsov basis
In this section, we shall give a Gröbner-Shirsov of surface group π 1 (F g ) in the presentation (2.1). Our approach here is similar to that of [4] .
. , x m } be a linearly ordered set, K be a field, and K X be the free associative and non-commutative algebra over X with coefficient K. On the set of words consisting of letters in X we impose a well order "≻" that is compatible with the cancelations of words. For example, it may be the length-lexicographical order (i.e. we say α ≻ β if either |α| > |β| or |α| = |β|, α = γx i ζ, γx j η and x i ≻ x j according to the given order in X.
Each element f in K X is said to be a polynomial, and is written as
We may arrange these γ i so that γ 1 ≻ γ 2 ≻ · · · ≻ γ m . Then k 1 γ 1 , k 1 , γ 1 are said to be leading term, leading coefficient and leading word, respectively. They are denoted as lt(f ), lc(f ), lw(f ).
We say that f reduces
Let f and f ′ be two polynomials. The set Comp(f, f ′ ) of compositions of f and f ′ consists of following two parts: • B is a Gröbner-Shirsov basis of I,
• a polynomial f is in I if and only if f is reduced to 0 by B,
• any composition of two polynomials in B is reduced to 0 by B.
Let G be a group with presentation
n be an ideal generated by
This ideal is said to be the ideal of group with respect to given presentation. Two words α and Now, we shall construct a Gröbner-Shirsov of π 1 (F g ) by checking the third statement in Proposition 3.1, which is actually the Buchberger algorithm.
By using the length-lexicographical order of generators
there is a Gröbner-Shirsov basis D, consisting of the following:
. . , 2g and s = 1, 2, . . .;
Proof. We write D (k) , k = 1, 2, . . . 8, for corresponding subset of our Gröbner-Shirsov basis D.
Note that the ideal I of surface group under our consideration in K c 1 ,
we obtain that both of D (3) and D (5) are contained in I. For i with 2 ≤ i ≤ 2g, the reduction
implies that D (6) is contained in I. Since
we have that D (1,j,s) c j ∈ I, and therefore D (1,j,s) ∈ I. Similarly, we can prove that D (2,j,s) ∈ I.
We are going to show that any composition of two polynomials in D is reduced to 0 by D.
Clearly, there is not any composition of including. It is sufficient to consider the compositions of intersection. There are 64 cases in total, which are written as (Cij), where 1 ≤ i, j ≤ 8. We drop the cases when the composition set is empty.
which is reduced to 0 by D (1,2g,s−1) if s > 1 or by D (8,2g) if s = 1.
(C15) The composition set of D (1,j,s) and D (5,i) is non-empty only if j = i. When j = i, the unique element in Comp(D (1,j,s) , D (5,j) ) is:
The unique composition is:
which is reduced to 0 by D (1,j,s−1) if s > 1 or by D (7,j) if s = 1.
(C17) The composition set of D (1,j,s) and D (7,i) is non-empty only if j = i. In this situation, the unique composition is:
(C23) The composition set of D (2,j,s) and D (3) is non-empty only if j = 2g. When j = 2g, the unique composition is:
(C25) The composition set of D (2,j,s) and D (5,i) is non-empty only if j ≥ i. When j ≥ i, the unique composition is:
(C27) The composition set of D (2,j,s) and D (7,i) is non-empty only if j = i. When j = i, the unique composition is:
which is reduced to 0 (in s steps) by D (6,j) .
(C36) If 2 < j ≤ 2g, the composition set Comp(D (3) , D (6,j) ) is empty. If j = 2, the unique composition is:
−→ 0.
(C37) If 1 < j ≤ 2g, the composition set Comp(D (3) , D (7,j) ) is empty. If j = 1, the unique composition is:
(C41) If 2 ≤ j < 2g, the composition set Comp(D (4) , D (1,j,s) ) is empty. If j = 2g, the unique composition is:
(C42) If 2 ≤ j < 2g, the composition set Comp(D (4) , D (2,j,s) ) is empty. If j = 2g, the unique composition is:
which is reduced to 0 by D (2,2g,s−1) when s > 1 or by D (8,2g) when s = 1.
(C48) If 2 ≤ j < 2g, the composition set Comp(D (4) , D (8,j) ) is empty. If j = 2g, the unique composition is: j,s) ) is empty. If j = i − 1, the unique composition is:
unique composition is:
which is reduced to 0 by D (2,j,s−1) when s > 1 or by D (8,j) when s = 1.
(C58) If i − 1 = j, the composition set Comp(D (5,i) , D (8,j) ) is empty. If i − 1 = j, the unique composition is:
which is reduced to 0 by D (1,i−1,1) if i > 2 or by D (3) ∪ D (8, 1) if i = 2.
(C61) If i > j, the composition set Comp(D (6,i) , D (1,j,s) ) is empty. If i ≤ j, the unique composition is:
which is reduced to 0 by D (1,j,s−1) if s > 1 or by D (8,j) if s = 1.
(C62) If j = i, the composition set Comp(D (6,j) , D (2,i,s) ) is empty. If j = i, the unique composition is:
(C68) If j = i, the composition set Comp(D (6,j) , D (8,i) ) is empty. If j = i, the unique composition is:
(C71) If j = i, the composition set Comp(D (7,j) , D (1,i,s) ) is empty. If j = i, the unique composition is:
(C72) If j = i, the composition set Comp(D (7,j) , D (2,i,s) ) is empty. If j = i, the unique composition is:
(C74) If j = 1, the composition set Comp(D (7,j) , D (4) ) is empty. If j = 1, the unique composition is:
) is empty. If j = 2g, the unique composition is:
−→ 0 (C85) If j = i, the composition set Comp(D (8,j) , D (5,i) ) is empty. If j = i, the unique composition is:
(C86) If j = i − 1, the composition set Comp(D (8,j) , D (6,i) ) is empty. If j = i − 1, the unique composition is:
Here, we also drop the proof of obvious cases: C(78) and C(87).
Given any word γ in letters c ± j , j = 1, 2, . . . , 2g, the reduced form of γ can be computed easily. Hence, this theorem can be regarded as a re-visiting of the word problem of the surface groups.
Note that in our Gröbner-Shirsov basis D, the inverse of a leading word is always the leading word of another element. More precisely, lw(D(1, j, s)) = lw(D(2, j, s)) −1 , lw(D(3)) = lw(D(4)) −1 , lw(D(5, i)) = lw(D(6, i)) −1 , lw(D(7, k)) = lw(D(7, k)) −1 and lw(D(8, k)) = lw(D(8, k)) −1 for all possible i, j, k. Thus, we have Corollary 3.3. Let α = a 1 · · · a k be a word in letter c ± i 's. Then α is D-reducible if and only if its inverse a −1 k · · · a −1 1 is D-reducible.
Cyclically reduced words and common value classes
By using cyclically D-reduced words, we shall show that common value classes of two piecewise-geodesic loops coincide with components of common value pairs. Definition 4.1. A word α = a 1 · · · a s is said to be cyclically D-reduced if all of its rotation, a 1 · · · a s , a 2 a 3 · · · a s a 1 , a 3 · · · a s a 1 a 2 , . . ., a s a 1 · · · a s−1 , are all D-reduced. It is clear that any two words will present conjugate elements in π 1 (F g ) if they have the same cyclically D-reduced form. But the converse is not true. For example, c 4 c −1 1 c 3 and c 4 c 3 c −1 1 are both cyclically D-reduced, and hence are different cyclically D-reduced forms. But they are
The importance of "cyclically D-reduced" lies in: Proof. Let µ = u 1 · · · u m and ν = v 1 · · · v n be the cyclically D-reduced words determining ϕ and ψ, respectively. Suppose that two liftingsφ,ψ : R 1 → H 2 have two common value pairs:
and (x ′′ µ , x ′′ ν ). By Theorem 2.7, we can find common value pairs ( k ′ m , l ′ n ) and ( k ′′ m , l ′′ n ) with integers k ′ , l ′ , k ′′ , l ′′ such that (x ′ µ , x ′ ν ) and ( k ′ m , l ′ n ) lie in the same component, and so (x ′′ µ , x ′′ ν ) and ( k ′′ m , l ′′ n ). Suppose thatφ = αφ S andψ = βψ S , whereφ S andψ S are respectively standard liftings (see Definition 2.6) of ϕ and ψ. Sinceφ( k ′ m ) =ψ( l ′ n ), we have that αφ S ( k ′ m ) = βψ S ( l ′ n ). It follows that αu 1 · · · u k ′ (ỹ 0 ) = βv 1 · · · v l ′ (ỹ 0 ). By the uniqueness of covering transformation, we
Hence, as two words, we have:
Note that both side are D-reduced because they are respectively subwords of D-reduced words µ = u 1 · · · u m and ν = v 1 · · · v n .
If k ′ = k ′′ , then left hand side of equality above is trivial, and therefore right hand side is trivial. Thus, l ′ = l ′′ . If k ′ > k ′′ , then left hand side of equality above is u k ′′ +1 · · · u k ′ . The uniqueness of D-reduced form implies that there are two possibilities: (1) l ′ − l ′′ = k ′ − k ′′ and u k ′′ +j = v l ′′ +j for j = 1, . . . , k ′ − k ′′ , (2) l ′′ − l ′ = k ′ − k ′′ and u k ′′ +j = v −1 l ′ −j+1 for j = 1, . . . , k ′ − k ′′ . By Theorem 2.7 and its Corollary, we can see that ( k ′ m , l ′ n ) and ( k ′′ m , l ′′ n ) lie in the same component of common value pairs. The proof of case k ′ < k ′′ is similar.
This Theorem implies that the number of common value classes is practically computable.
Essentialities and indices of common value classes
In this section, we shall show the way how to compute the indices of common value classes.
Of most important is to determine if a common value class is essential, i.e. has non-zero index.
Recall from [17, Def. 3.1] that the (homology) homomorphism index L * (ϕ × ψ, C, ∆) of an isolated common value subset C of ϕ, ψ : S 1 → F g is defined to be the composition of following:
where N is a neighborhood of C with N ∩ CVP(ϕ, ψ) = C. Clearly, the non-triviality happens into dimension 2 only. Note that Let us fix some notations. For distinct three points P, Q, R in the oriented circle S 1 the number Θ(P, Q, R) is defined to be 1 if P, Q, R are distinct points and the cyclic order of P, Q, R coincides with the given orientation of S 1 , to be −1 if P, Q, R are distinct points and the cyclic order of P, Q, R is different from the given orientation of S 1 , and to be 0 otherwise.
Theorem 5.2. Let ϕ, ψ : S 1 → F g be two piecewise-geodesic loops which are determined by cyclically D-reduced words u 1 · · · u m and v 1 · · · v n , respectively. Then all possible components of common value set CVP(ϕ, ψ) and their indices (intersection numbers) are list as follows.
Type data of C ind(ϕ, ψ; C)
Proof. All possible components of CVP(ϕ, ψ) are already given in Theorem 2.7.
Consider the first case, where a component C of the set CVP(ϕ, ψ) is a singleton {(e 2πki m , e 2πli n )}. Then, as in the proof of Theorem 2.7, we have that
whereφ S andψ S are respectively standard liftings of ϕ and ψ. By item (1) of the Corollary of Theorem 2.7 and our assumption, the pointỹ 0 is the unique intersection of (u 1 · · · u k ) −1φ S and (v 1 · · · v l ) −1ψ S . By definition of piecewise-geodesic loops and standard liftings, we havẽ ϕ S ( s m ) = u 1 · · · u s (ỹ 0 ) andψ S ( t n ) = v 1 · · · v t (ỹ 0 ) for any integers s and t. Thus, aroundỹ 0 , we can see liftingsũ k ,ũ k+1 ,ṽ l ,ṽ l+1 of u k , u k+1 , v l , v l+1 . Here, u s 's and v t 's are considered as loops on F g . Thus, we can obtain the local intersection number of (u 1 · · · u k ) −1φ S and (v 1 · · · v l ) −1ψ S at y 0 , by using the positions of shrinking and expanding fixed points of corresponding generators.
See the pictures as follows.
The proof for the components of type (2) and (3) are similar. The following picture illustrates one case.
The component of type (4) , corresponding intersection set is the whole loop. Thus, Im(ϕ) = Im(ψ). We can push ϕ a little along its normal direction into ϕ ′ . We obtained that Im(ϕ ′ ) ∩ Im(ψ) = ∅, especially the component in consideration is moved out. The homotopy invariance of index implies that such component has index 0. The prove for type (5) is the same. shows that the number of essential common value classes is computable.
Using the data of components of common value pair, we obtain immediately Proposition 5.3. Let ϕ, ψ, ϕ ′ and ψ ′ be loops which determined by cyclically D-reduced words u 1 · · · u m , v 1 · · · v n , (u 1 · · · u m ) s and (v 1 · · · v n ) t , respectively. Here s and t are positive integers.
Then the number of essential common value classes of ϕ ′ and ψ ′ is s × t times of the number of essential common value classes of ϕ and ψ.
The number of essential common value classes gives a lower bound of the number of geometric intersections, see [17, Theorem 4.10] . But, there are something different in the case of selfintersection. Next two Lemma give some special properties of self-common value classes. Recall that a self-common value class of ϕ is said to be symmetric if it contains both of (x ′ , x ′′ ) and (x ′′ , x ′ ).
Lemma 5.4. Let ϕ be a piecewise-geodesic loop determined by a cyclically D-reduced word. Then each symmetric self-common value class of ϕ is not essential, i.e. has index zero.
Proof. Let µ = u 1 · · · u k be a cyclically D-reduced word determining ϕ. If µ is trivial, i.e. m = 0, then there is not any essential self-common value class. Thus, the conclusion is true. Now, we consider the general case that µ is non-trivial. Let C be a symmetric self-common value class of ϕ. Since ϕ is piecewise-geodesic, by Theorem 2.7, we assume that C contains If k 0 = l 0 , then class C is obvious the whole diagonal {(e θi , e θi )} of S 1 × S 1 , and hence is of type (4). From Theorem 5.2, we know that C is has index 0, and therefore is an inessential class.
If k 0 = l 0 , we may assume that 0 ≤ k 0 < l 0 < m. Since C is symmetric, by Theorem 4. (ϕ, ϕ) . The class C has five possibilities: type (1)- (5) , which are listed in Theorem 2.7. Note that the two self-common value pairs mentioned above are distinct. Type (1) is impossible. Since the components of type (4) and (5) have index zero (see Theorem 5.2) , it is sufficient to show that type (2) and (3) 
If k 0 + l 0 is even, we would obtain that u k 0 +l 0
. This is impossible. If k 0 + l 0 is odd, we would obtain that u k 0 +l 0 −1
, which contradicts to the fact that µ is D-reduced.
By this Lemma, if (x ′ , x ′′ ) lies in an essential self-common value class, then (x ′′ , x ′ ) must lie in distinct essential class. Thus, the number of essential self-common value classes of any loop on F g is even. By [17, Theorem 5.6] , the half of this number is a lower bound of minimal geometric self-intersection number. (Note that (x ′ , x ′′ ) and (x ′′ , x ′ ) give the same intersection.)
Next Lemma shows that there is still more self-intersection lying in inessential self-common value classes if corresponding element in π 1 (F g , y 0 ) is not prime.
Lemma 5.5. Let ϕ be a loop determined by a non-trivial element µ q ∈ π 1 (F g , y 0 ) with q > 1. Then for any s, the self-common value class C s of ϕ determined by µ s has zero index, but, for any loop ξ homotopic to ϕ, the self-common value class of ξ homotopy related to C s contains at least two self-common value pairs, which give two distinct self-intersections.
Proof. Without loss of generality, we may assume that ϕ is a piecewise-geodesic loop determined by µ q , and that µ is cyclically D-reduced. Then the index 0 is proved given in Theorem 5.2.
Let τ be an arbitrary loop homotopic to ϕ, andτ : R → H 2 be a lifting homotopic related to the standard liftingφ S (see Definition 2.6) of ϕ. Thus,φ S andτ have the same ending points at infinite circle.
We are going to show p S 1 × p S 1 (CVP(µ sτ ,τ )) contains at least two points. Observe that µ sτ (λ) =τ (λ + s q ) for all λ ∈ R. If we regard the unique geodesic connecting ending points of τ as "x-axis", the images µ sτ (R) andτ (R) are two periodic arcs which differ by a translation.
By a simple argument of intermediate value theorem, one can prove that µ sτ andτ must have at least two intersection in each period 1.
In the special case of this Lemma that s = q, corresponding common value pair consists of the whole diagonal. This class never vanishes, but has nothing to do with the real self-intersection.
Minimum theorems
In this section, we shall give the geometric intersection and self-intersection numbers of loops on surfaces, which come from number of essential common value classes. Moreover, the loops realizing their minimal number can be obtained by arbitrary small perturbations on piecewisegeodesic loops. Definition 6.1. Let ϕ, ψ : S 1 → F g be two piecewise-geodesic loops which are determined by cyclically D-reduced words µ = u 1 · · · u m and ν = v 1 · · · v n , respectively. Consider abstract set
and if there is common value class determined by (i − r, j − r, q) µ,ν with q, r > 0 such that
Similarly, we can define the relation between ϕ i and ϕ j , and the relation ψ i and ψ j .
The common value class mentioned in the definition above is of type (2) , and also a component of the common value set of ϕ and ψ. By Theorem 5.2, this class has index 1 if the sign in equation is positive, has index 0 is if the sign in equation is negative. Lemma 6.2. Let ϕ, ψ : S 1 → F g be two loops which are determined by cyclically D-reduced words µ = u 1 · · · u m and ν = v 1 · · · v n , respectively. Suppose that there is no word ξ such that ϕ = ξ t ′ or ψ = ξ t ′′ for some integers t ′ and t ′′ . Then the relation ≻ L can be extended into a total order on the set {ϕ i | 1 ≤ i ≤ m} ⊔ {ψ j | 1 ≤ j ≤ n} as follows: We say τ ′ i ≻ L τ ′′ j if one of following situation happens:
Here, τ ′ , τ ′′ ∈ {ϕ, ψ}, w ′ , w ′′ ∈ {u, v}, and ϕ −1 and ψ −1 are respectively the inverses of ϕ and ψ.
Proof. Since ϕ = ξ t ′ and ψ = ξ t ′′ , any two elements in {ϕ i | 1 ≤ i ≤ m} ⊔ {ψ j | 1 ≤ j ≤ n} determine a common value class of type (2) if they correspond the same letters. In order to prove that ≻ L gives a total order, it is sufficient to prove the transitivity.
Let us assume that ϕ i ≻ L ϕ j and ϕ j ≻ L ϕ k in original sense. If their comparing come from the pair (i − r ′ , j − r ′ , q ′ ) and (j − r ′′ , k − r ′′ , q ′′ ) with q ′ , r ′ , q ′′ , r ′′ > 0. Then ϕ j and ϕ k give a common value class determine by
The figures bellow illustrate relative positions among three liftings of ϕ having the same lifting
Thus, we obtain that ϕ i ≻ L ϕ k . The proof of other cases (except for last extended case), such as ϕ i ≻ L ϕ j and ϕ j ≻ L ψ k , etc., are similar. But if last extended case is involved, the proof of transitivity is trivial, because the subscripts of c q 's are not the same. Proof. Since it is prime, the element µ is non-trivial in π 1 (F g , y 0 ), i.e. m > 0. Letφ S be the standard lifting of ϕ. Each generator loop c k is given a normal direction such that the orientation of c k and its normal direction consist of the orientation of the surface.
We push each loop µ j representing u j in distance ε j along the chosen normal direction of each generater loop c s , s = 1, 2, . . . , 2g. Thank to this total order ≻ L in Lemma 6.2, we require that ε i > ε j if ϕ i ≻ L ϕ j and 0 < ε j < ε for all j. We write µ ′ j for the result arc.
Pick a small disk D centered at base point y 0 , we write ξ j for the sub-arc of µ ′ j outside of D. Let µ ′ be the loop ξ 1 η 1,2 ξ 2 η 2,3 · · · ξ m η m,1 , where η j,j+1 is the geodesic arc from the end point of ξ j to the initial point ξ j+1 . It is no hard to see that if all ε j 's are chosen to be distinct numbers lying in (0, ε 2 ), then ϕ ′ is a loop homotopic to ϕ with d(ϕ, ϕ ′ ) < ε.
Since µ is prime, there is no common value classes (components) of type (4) and (5) . We have removed out all inessential common value class of type (2) and (3) because of different ε j 's.
The inessential common value class of type (1) are moved out by the construction of η j,j+1 's.
Moreover, each essential class contains just one common value pair. Thus, we are done.
Our total order guarantees following phenomenon will not happen during pushing, where the dot line indicates the original piecewise-geodesic loop, and ε i and ε j are distances from two horizontal (real) lines to the dot line (piecewise-geodesic loop).
Theorem 6.4. Let ϕ be a non-trivial loop on F g determined by µ q with q > 0, where µ is a prime and cyclically D-reduced word. Then the minimal self-intersection number SI(ϕ) is
where N is the number of essential self-common value classes of ϕ. Moreover, a loop realizing its minimal self-intersection can be obtained by an arbitrary small homotopy from the piecewise-geodesic loop determined by µ q .
Proof. Note that each essential self-common value class must contain at least one common value pair. By Lemma 5.4, any essential class is not symmetric, and therefore two essential self-common value classes contribute one self-intersection (see [17, Theorem 5.6] ).
Let us consider the inessential self-common value classes determined by µ s , i.e. CVP(φ, µ sφ ).
Note that there are actually q such kinds of classes, where s = 0, 1, . . . , q − 1. Clearly, the class determined by µ 0 = 1 contributes nothing to the self-intersection. If q is even, the class determined by µ q 2 is symmetric, which gives at least one self-intersection. The other q − 2 classes are not symmetric, the class determined by µ s and µ q−s give the same intersection. By Lemma 5.5, each classes contains at least two self-common value pairs. Thus, all of those classes give at least q−1 self-intersections. If q is odd, then each class determined by µ s , s = 1, . . . , q−1 is not symmetric, and hence all of those classes give at least q − 1 self-intersections. Thus, N 2 + q − 1 is a lower bound for minimal geometric intersection number.
Let ϕ R be a piecewise-geodesic loop determined by µ, where µ = u 1 · · · u m is cyclically Dreduced. By Lemma 6.3, there is a loop ϕ ′ R near ϕ R so that the number of self-intersection of ϕ ′ R is just the minimal geometric self-intersection number of ϕ R . By Proposition 5.3, this number is just N 2q 2 . Letφ ′ R : S 1 × I → F g be a natural extending of ϕ ′ R so that the image of ϕ ′ R is a tubular neighborhood of image of ϕ ′ R , and let η : S 1 → S 1 × I be a map given by e θi → (e 2qθi , θ π ) if 0 ≤ θ < π, (e 0i , 2π−θ π ) if π ≤ θ < 2π. Then the loopφ ′ R η is represented by µ q , and hence it is homotopic to ϕ. Note that after such composition, a self-intersection ofφ ′ R becomes q 2 self-intersection ofφ ′ R η. Together with q − 1 intersection of η, the number of self-intersections ofφ ′ R η is N 2 + q − 1.
It should be mentioned that by using our Gröbner-Shirsov basis in Theorem 3.2, one can tell if an element in π 1 (F g , y 0 ) is prime or not. Especially, we have Proposition 6.5. Let α be an element in π 1 (F g , y 0 ). Then α is prime in π 1 (F g , y 0 ) if and only if the cyclic D-reduced forms of α is prime. Now we turn into the intersections of two loops. Theorem 6.6. Let ϕ and ψ be two loops on oriented surface F g . Then the minimal intersection number I(ϕ, ψ) of ϕ and ψ is the same as the number of essential self-common value classes of ϕ and ψ. Moreover, the loops realizing this minimal intersection can be obtained by arbitrary small homotopyies from the piecewise-geodesic loops determined by cyclically D-reduced words.
Proof. This Theorem is trivial if one of ϕ and ψ is homotopic to constant loop. Now we can assume that ϕ and ψ piecewise-geodesic loops, which are respectively determined D-reduced words µ = u 1 · · · u m and ν = v 1 · · · v n .
If both of µ and ν are prime words, then by Lemma 6.2, there is a total order ≻ L on the
As in the proof of Lemma 6.3, we push the i-th geodesic arc of µ in distance ε ϕ i , and j-th geodesic arc of ν in distance ε ψ j along the chosen normal direction of each generater loop c s , s = 1, 2, . . . , 2g. These small distances are chosen so that ε σ i > ε τ j if σ i ≻ L τ j for any σ, τ ∈ {ϕ, ψ} and all possible i and j. After that, we repair arc around base point y 0 as in the proof of Lemma 6.3, and hence obtain two loops ϕ ′ and ψ ′ , having distance less than ε with ϕ and ψ, respectively. Using the same argument, each common value class of ϕ ′ and ψ ′ is essential and contains only one pair. Thus, we prove this in the case that both of µ and ν are prime.
In general, ϕ and ψ are respectively determined by µ s and ν t , where µ and ν are both cyclically D-reduced and prime, we can use the embedding band technique in the proof of Theorem 6.4. We shall obtain loops ϕ ′′ and ψ ′′ with intersection number stN R , where N R is the number of essential common value classes of loops determined by µ and ν. By proposition 5.3, we are done.
Remarks
Our method to compute intersection and self-intersection still works for the loops on surfaces with non-empty boundary. In that case, a cyclically reduced word is the same as one without any cyclical cancelation. The index of a common value class can be computed if the function Θ(·, ·, ·) is known, which strongly depends on the geometric choice of generators in π 1 .
