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Modélisation numérique des écoulements gravitaires
viscoplastiques avec transition uide/solide
Résumé
Nous nous intéressons à la modélisation et à la simulation numérique d'écou-
lements gravitaires transitoires à surface libre, pour des uides visqueux et in-
compressibles. La loi de comportement est de type viscoplastique avec transition
uide/solide. Plus précisément, nous considérons la loi rhéologique de Drucker
Prager. Nous nous intéressons tout d'abord le cas unidimensionnel d'un écoulement
longitudinal cisaillé. Nous étudions un modèle simplié, avec terme source empi-
rique, pour lequel nous concevons une méthode numérique pour le suivi de la po-
sition de l'interface entre la couche solide et la couche uide. Nous présentons des
résultats numériques, avec divers termes sources, et nous comparons ces résultats,
lorsque la viscosité est petite, à la solution analytique non visqueuse. Dans le cas
visqueux, nous étudions les phases de démarrage et d'arrêt de l'écoulement. Dans un
second temps, nous étudions le cas bidimensionnel d'écoulement de DruckerPrager
avec surface libre. La loi de comportement du uide est traitée par régularisation,
et nous utilisons la méthode ALE pour traiter le mouvement du domaine. Nous
présentons des résultats numériques pour l'étude de la mise en mouvement d'un
talus.
Mots clés
Écoulement géophysique, viscoplasticité, DruckerPrager, transition uide/solide,
dynamique d'interface, simulation numérique.

Numerical modeling of viscoplastic gravity
ows with uid/solid transition
Abstract
This thesis deals with the modeling and numerical simulation of transient
free-surface gravity ows, for viscous and incompressible uids. The constitutive law
is viscoplastic, with uid/solid transition. More precisely, we consider the Drucker
Prager rheological law. We rst study the case of a one-dimensional shear ow.
We investigate a simplied model, with an empirical source term, for which we
develop a numerical method to compute the position of the solid/uid interface.
We present numerical results for various source terms, and compare, in the case of
small viscosity, our results to the inviscid analytical solution. In the viscous case,
we study the case of a two-dimensional DruckerPrager ow with free surface. The
constitutive law of the uid is regularized, and the ALE method is used to treat
the displacement of the domain. Numerical results are presented for the setting in
motion of an embankment.
Keywords
Geophysic ow, viscoplasticity, DruckerPrager, uid/solid transition, interface
dynamics, numerical simulation.
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1.1 Motivation géophysique
Un nombre important d'écoulements rencontrés en géophysique fait intervenir
des matériaux granulaires. De tels écoulements, appelés écoulements granulaires,
ont fait l'objet de nombreux travaux [3, 55, 67, 70, 74, 109, 115]. Des exemples en
géophysique sont les mouvements des dunes de sable, les écoulements pyroclastiques
[65, 76, 79, 118] lors des éruptions volcaniques, les glissements de terrain, ou encore
les avalanches de neige [10, 42, 73, 108]. Les écoulements granulaires interviennent
également dans de nombreuses applications industrielles comme l'activité minière,
le bâtiment et le génie civil (e.g. coulées de béton), ainsi que dans l'industrie agroa-
limentaire et pharmaceutique, sous forme de poudre (médicaments, sel, sucre...) ou
de suspension (crèmes, soupes, compotes...) [36, 42, 95, 112].
En géophysique, les écoulements sont généralement induits par la force de pen-
santeur. Dans un tel cas, la mise en mouvement du système est uniquement due à
cette force motrice, en partant d'une situation initiale instable. Ce type d'écoule-
ment est appelé écoulement gravitaire. Pour une étude des écoulements gravitaires,
on pourra consulter en particulier [5, 17, 128]. Deux illustrations de ce type d'écou-
lement sont présentées à la gure ??. Les écoulements granulaires qui surviennent
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en milieu naturel, dans les zones de montagne notamment, peuvent se produire à
proximité de zones urbaines. De tels aléas naturels présentent un risque majeur par
l'ampleur des dégâts humains et matériels qu'ils peuvent générer. La description et
la prédiction de ces événements recouvrent donc des enjeux considérables en terme
d'évaluation des risques et de prévention.
Figure 1.1  Coulées gravitaires.
Les écoulements gravitaires granulaires [75, 122] mettent en jeu des phéno-
mènes physiques complexes et la rhéologie des matériaux associés est décrite par
des modèles délicats à manipuler [2, 4, 81, 82]. En eet, les problèmes considé-
rés en géophysique font souvent intervenir des couplages entre matériaux ayant
des rhéologies diérentes [80]. En particulier, dans les écoulements gravitaires que
nous considérons, les couplages interviennent par la présence de plusieurs phases au
sein d'un même uide. Dans une telle conguration, les écoulements présentent une
même caractéristique essentielle, celle de transition entre des comportements sta-
tiques et des comportements mobiles [12, 49]. Un exemple typique est le phénomène
d'avalanches de neige. Pour ces régimes de transition, entre un état statique et un
état mobile, la détermination de la position de l'interface de transition est un des
éléments fondamentaux dans la prédiction de l'écoulement. L'étude de la transition
statique/mobile est un enjeu essentiel aussi bien en géophysique pour la prévention
des risques naturels et la préservation de l'environnement, que dans l'industrie, où
la capacité d'un uide à passer d'un état solide à un état liquide est bien souvent
déterminante pour la qualité et la performance des processus industriels.
Au voisinage de cette transition statique/mobile, le comportement de l'écou-
lement est dicile à analyser. Actuellement, aucune théorie ne permet de décrire
de manière rigoureuse cette transition. Il en découle des dicultés, au niveau de la
modélisation et de la simulation de ce type d'écoulements transitoires. Les modèles
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présentent en particulier des non linéarités issues de la modélisation de la transition
de phase. Par ailleurs, le comportement en temps court et long de cette transition
est important an de décrire les phases de démarrage et d'arrêt de l'écoulement.
Ces phases jouent un rôle important dans la dynamique d'un écoulement naturel
[88, 104]. La transition d'une phase statique à une phase mobile, précédée d'une
phase de déstabilisation, correspond à un démarrage. La transition d'une phase
uide à solide correspond à l'arrêt, suivi d'une phase de stabilisation où le matériau
atteint l'équilibre au repos [27].
Les écoulements géophysiques ont également la propriété de présenter une sur-
face libre, lieu de contact direct entre le milieu considéré et l'atmosphère. Cette con-
guration est bien connue dans le domaine des canaux, des rivières ou des grandes
étendues d'eau comme les lacs, les mers ou les océans. Par opposition, les écoule-
ments dits "en charge" sont ceux dans lesquels le uide emplit complètement une
canalisation ou une conduite. En écoulement à surface libre, il est souvent possible
de négliger l'action du uide ambiant (l'air) et les termes de tension surfacique,
hypothèse que nous ferons par la suite.
Dans cette thèse, nous nous intéressons aux écoulements à surface libre [45, 125].
Une diculté dans la simulation de ce type d'écoulements se situe au niveau du
mouvement de la surface libre, et notamment de prédire sa position et sa vitesse. À
cette n, des travaux focalisés sur l'étude de la surface libre d'un écoulement ont été
menés tant au niveau expérimental, dans des congurations simples d'écoulements
parallèles [92, 96], qu'au niveau numérique [119]. De plus, plusieurs travaux récents
se sont intéressés à une description de type couche mince multi-couches [7, 8, 29],
en vue d'une meilleure compréhension de la dynamique de ces systèmes.
En résumé, les dicultés dans l'étude des écoulements gravitaires transitoires à
surface libre sont liées tout d'abord à la complexité des équations mises en jeu, fai-
sant intervenir des modèles rhéologiques décrivant des comportements visco-élasto-
plastiques. À cela s'ajoute le fait que les événements considérés font intervenir de
grandes échelles de temps et d'espace. Enn, le traitement de la surface libre pose
une diculté supplémentaire.
1.2 Équations de NavierStokes incompressibles
Nous nous intéressons aux équations régissant les écoulements de uides vis-
queux incompressibles. Ces équations portent le nom de NavierStokes [124], et sont
utilisées pour la modélisation et la simulation des écoulements incompressibles, en
particulier à surface libre.
Toutes les équations fondamentales en mécanique se déduisent de bilans sur des
volumes de contrôle de grandeurs conservatives : masse, quantité de mouvement (et
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énergie). Ainsi, les équations de NavierStokes résultent du principe de conservation
de la masse et de la quantité de mouvement (ou du principe fondamental de la
dynamique).
Nous nous plaçons dans un domaine Ω de Rn, avec n ∈ {1, 2, 3}. Pour l'instant,
nous supposons pour simplier cet exposé introductif, que le domaine Ω ne dépend
pas du temps. Le temps d'observation ou de simulation de l'écoulement est noté T .
L'équation traduisant le principe de conservation de la masse, appelée équation de
continuité, est la suivante :
∂tρ+ div(ρ~U) = 0 sur ]0, T [× Ω, (1.1)
avec ρ la masse volumique et ~U la vitesse du uide. Par ailleurs, l'équation traduisant
le principe de conservation de la quantité de mouvement est la suivante :
∂t(ρ~U) + div(ρ~U ⊗ ~U)− divP = ~f sur ]0, T [× Ω, (1.2)
avec P le tenseur des contraintes (qui est symétrique), et ~f la densité d'eorts exté-
rieurs (résultant de la gravité dans les écoulements que nous considérons), l'équation
(1.2) combinée avec (1.2) se réécrit sous la forme non conservative
ρ
(
∂t~U + (~U · ∇)~U
)
− divP = ~f sur ]0, T [ × Ω. (1.3)
Dans le cas d'un uide incompressible, la masse volumique est constante, et l'équa-
tion de continuité (1.1) se simplie sous la forme
div~U = 0 sur ]0, T [× Ω. (1.4)
L'équation (1.4) est appelée condition d'incompressibilité. Dans le cas d'écoulements
incompressibles, le tenseur des contraintes s'écrit sous la forme
P = σ − pId, (1.5)
avec p la pression, σ la partie déviatorique (symétrique à trace nulle) du tenseur
des contraintes. Enn, en utilisant l'équation (1.2) et l'équation d'incompressibilité
(1.4), nous en déduisons l'équation de conservation de l'énergie
∂t
(
ρ
~U2
2
)
+ div
((
ρ
~U2
2
+ p
)
~U
)
− (divσ) · ~U = ~f · ~U sur ]0, T [× Ω. (1.6)
La description du comportement du uide nécessite aussi une loi de compor-
tement rhéologique, encore appelée équation constitutive. La loi de comportement
rhéologique d'un uide exprime le tenseur des contraintes en fonction de l'état du
uide, et plus précisément en fonction de la pression p et du tenseur de taux de
déformation D~U donné par
D~U =
∇~U +∇~U t
2
. (1.7)
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Nous notons que ce tenseur est symétrique, et à trace nulle pour un uide incom-
pressible. Un uide est dit Newtonien lorsque sa vitesse de déformation est propor-
tionnelle à la contrainte qui lui est appliquée, le quotient de proportionnalité étant
la viscosité. La plupart des uides, comme l'air ou l'eau, se comportent comme des
uides Newtoniens. Certains uides, tels que la lave ou le miel, ont en revanche
un comportement plus complexe, et sont qualiés de non-Newtoniens. Plus précisé-
ment, pour les uides Newtoniens, la partie déviatorique du tenseur des contraintes
dépend de manière linéaire du tenseur des déformations, sous la forme
σ = 2νD~U,
avec ν la viscosité. Dans le cas de uides non-Newtoniens, la partie déviatorique
du tenseur des contraintes est reliée de manière non linéaire au tenseur de taux de
déformation et à la pression, sous la forme
σ = 2νD~U + F (D~U, p), (1.8)
avec F une fonction non linéaire. Dans le cadre de cette thèse, nous considérons des
uides non-Newtoniens.
Pour fermer le système, il reste à imposer des conditions aux limites et une
condition initiale. Les conditions aux limites sont appliquées sur Γ le bord du do-
maine Ω. Dans nos applications, le bord comprend un fond, des bords latéraux et
une surface libre. Des conditions de type Dirichlet sur la vitesse, ou de type Neu-
mann peuvent être imposées sur les bords latéraux. Sur le fond, la vitesse vérie une
condition de non-pénétration et une condition de non-glissement. Il s'ensuit que la
vitesse du uide est nulle au fond du domaine
~U = 0 au fond. (1.9)
En ce qui concerne la surface libre, il y a deux conditions à écrire. D'une part, pour
une surface libre en contact avec un gaz à pression constante comme l'atmosphère,
et en supposant que les eets de tension de surface sont négligeables, nous obtenons
une condition de tension nulle à la surface libre
(pId− σ) ~N = 0 à la surface libre, (1.10)
où
~N est un vecteur normal à la surface libre qui est conventionnellement orientée
vers l'extérieur du domaine. D'autre part, nous disposons également d'une condition
cinématique exprimant le fait que la surface libre est transportée par le mouvement
du uide. En notant X un point du domaine et t le temps, l'équation de la surface
libre s'écrit G(t,X) = 0. La condition cinématique s'écrit alors
d
dt
G(t,X) = 0, (1.11)
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où
d
dt
=
∂
∂t
+ ~U · ∇ dénote la dérivée matérielle. Comme (∂tG,∇XG) est propor-
tionnel à (Nt, NX) la normale temps-espace à la surface, cela s'écrit aussi Nt + ~U ·
NX = 0 à la surface libre. Enn, une condition initiale est spéciée par la donnée
d'un champ de vitesse initial
~U |t=0 = ~U0.
1.3 Écoulements en régime de couche mince
Au delà des dicultés intrisèques de simulation des équations de NavierStokes
incompressibles avec des rhéologies non-Newtoniennes, la complexité tient égale-
ment au fait que les phénomènes considérés en géophysique se propagent sur des
distances relativement grandes. Les dimensions caractéristiques des problèmes étu-
diés motivent l'utilisation de modèles plus simples, an notamment de réduire les
coûts de calcul. Une approche simpliée consiste à considérer des écoulements en
couche mince, c'est à dire où la couche en mouvement est d'épaisseur ne devant
les longueurs caractéristiques de l'écoulement.
Pour modéliser ce type d'écoulements, dits en "eaux peu profondes" (ou "shal-
low water" en anglais), les équations de SaintVenant [57] sont classiquement utili-
sées. Le système de SaintVenant a été initialement introduit dans un cadre unidi-
mensionnel en 1871 [15]. Plus généralement, le système de Saint-Venant est un sys-
tème hyperbolique (voir [23, 63]) décrivant l'écoulement d'un uide dans un canal
rectiligne, à fond peu variable. La longueur d'eau est supposée grande par rapport
à la hauteur d'eau, ce qui permet de négliger les variations verticales du prol de
vitesse, et de ne prendre en compte que les variations longitudinales. Le système
s'écrit en termes de hauteur d'eau h(t, x) et de vitesse moyennée selon la direction
verticale u(t, x) sous la forme
∂th+ ∂x(hu) = 0,
∂t(hu) + ∂x
(
hu2 +
gh2
2
)
= termes sources,
où g désigne la gravité, et x la variable longitudinale. Les équations de SaintVenant
sont généralement obtenues à partir des équations d'Euler incompressibles [84], ou
à partir des équations de Navier-Stokes incompressibles [27, 28, 32, 35, 57, 89],
par diérentes techniques telles que la méthode de moyennisation directe, ou encore
l'analyse asymptotique [44]. Une des principales applications des équations de Saint
Venant concerne la modélisation des écoulements gravitaires en géophysique, où une
couche de matériau de quelques dizaines de mètres s'écoule sur des kilomètres de
distance [87].
De nombreux modèles, fondés sur les équations de SaintVenant ou des va-
riantes, ont été dérivés [25, 27, 44], et mis en ÷uvre an de décrire diérents cas
d'écoulements à surface libre [9, 88, 116, 127]. Les équations de type SaintVenant,
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dans le contexte des écoulements granulaires, ont été introduites par Savage et Hut-
ter en 1989 [116]. Ces auteurs ont proposé d'intégrer la loi de comportement du
matériau granulaire dans les équations de mouvement de type de SaintVenant. Il
s'ensuit un "modèle granulaire" plus complexe, permettant de décrire l'écoulement
de masses granulaires en couches minces [114]. Le modèle de SavageHutter et ses
extensions [31, 28, 88, 107] permettent ainsi de modéliser des écoulements peu pro-
fonds, à surface libre, et présentant des changements de phase décrits par une loi
de comportement.
1.4 Rhéologie
1.4.1 Modèles physiques
L'étude de la déformation et de l'écoulement de la matière, sous l'eet d'une
contrainte qui lui est appliquée, constitue la discipline appelée rhéologie [11, 66, 86].
Cette discipline, a connu un développement considérable avec l'apparition des poly-
mères synthétiques. Les modèles rhéologiques établissent les lois de comportement
d'un matériau [43, 75, 115], c'est à dire leur réponse à une sollicitation mécanique.
Les comportements de base des matériaux sont l'élasticité, la plasticité et la visco-
sité. Ces trois types de comportement peuvent être combinés pour former diérents
modèles rhéologiques [90, 105]. Parmis tous les types de comportement, aux deux
extrêmes se trouvent le solide élastique (régi par la loi de Hooke) et le uide vis-
queux. Pour un solide élastique, la déformation du matériau est proportionnelle à la
contrainte appliquée. Pour un uide visqueux, c'est la vitesse de déformation qui est
proportionnelle à la contrainte appliquée. Dans le cadre de cette thèse, nous nous
intéressons à la classe de matériaux uides ayant un comportement visqueux [38].
La rhéologie d'un uide dépend du champ de pression et des vitesses de dé-
formation. La vitesse de déformation d'un uide est mesurable par le tenseur des
taux de déformation D~U introduit ci-dessus. Ainsi, la loi de comportement d'un
uide établit une relation entre le tenseur des taux de déformation, la pression et
les contraintes internes au uide, représentées par le tenseur de contraintes P . Dans
le cas d'un uide non Newtonien incompressible, la relation entre contraintes et
déformations est de la forme
P = 2νD~U + F (D~U, p)− pId.
La donnée de la fonction F détermine alors la loi de comportement du uide.
Parmis les grandes classes de comportement se trouvent les modèles rhéolo-
giques viscoplastiques, tels que le modèle Maxwell [90], le modèle d'Herschel-Bulkley
[22, 68], le modèle de Bingham [20] (cas particulier du modèle d'Herschel-Bulkley),
ou le modèle de NortonHo pour les grandes déformations [72, 99]. La viscoplasti-
cité [2, 123] est la capacité d'un matériau à se comporter comme s'il était composé
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d'un uide visqueux et d'un solide plastique. Les déformations d'un matériau visco-
plastique sont irréversibles. Les matériaux viscoplastiques sont impliqués dans une
large classe de processus industriels et d'écoulements géophysiques. Les polymères
possèdent en général un tel comportement, c'est aussi le cas des métaux à hautes
températures notamment, de la pâte à dentifrice, et des avanlaches granulaires.
1.4.2 Fluides à seuil
Dans le cas d'un comportement viscoplastique [22, 41, 101], l'écoulement n'a
lieu qu'au-delà d'une certaine valeur de contrainte à appliquer sur le uide, dite seuil
d'écoulement, seuil de plasticité, contrainte critique ou contrainte seuil (en anglais
"yield stress"), qui s'exprime en termes de friction. La notion de seuil d'écoulement
est documentée dès le début du XX ème siècle, dans la formulation monodimension-
nelle, plastique viscoélastique, du modèle de Maxwell pour l'étude d'une suspension
de gélatine [117]. Ce modèle a été à la base du développement de la rhéologie visco-
plastique. Le seuil d'écoulement est communément décrit comme étant la contrainte
en dessous de laquelle aucun écoulement n'est observable dans les conditions d'expé-
rimentation [13]. Les écoulements granulaires denses font partie de la vaste famille
des uides à seuil, comme la boue, la mousse à raser ou le dentifrice, qui ne peut
en général sortir de son tube sous le seul eet de son propre poids sans qu'aucune
contrainte ne lui soit appliquée.
Parmis les uides ayant le propriété d'eet de seuil, se trouvent les uides de
Bingham [20, 21, 106]. La loi de Bingham [24, 37, 48, 78] est la plus simple des
lois de uide à seuil, et régit les uides dits rigides viscoplastiques. Les phénomènes
naturels faisant intervenir les uides viscoplastiques sont nombreux, comme par
exemple les coulées de boue ou les coulées pyroclastiques. Ce type de uide présente
un comportement de solide parfait (non déformable) sous faibles contraintes, et un
comportement de uide visqueux au delà d'un seuil d'écoulement. La loi de Bingham
peut s'écrire sous la forme
σ = 2νD~U + σc
D~U
||D~U || si ||D
~U || 6= 0,
||σ|| ≤ σc si ||D~U || = 0,
(1.12)
où σc représente le seuil d'écoulement, et la norme ||.|| est la norme de Frobenius.
Plusieurs écoulements granulaires ou gravitaires, vus comme des uides viscoplas-
tiques, peuvent être modélisés par cette loi de comportement [69, 77, 97, 126]. En ce
qui concerne les écoulements que nous considérons dans cette thèse, il faut prendre
en compte le phénomène de transition interne au uide. La modélisation de cette
transition nécessite l'introduction d'un critère de plasticité.
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1.4.3 Critère de plasticité (DruckerPrager)
Un critère de plasticité est un critère permettant de savoir, sous des sollicita-
tions données, si un matériau se déforme plastiquement ou non. Deux critères de
plasticité sont couramment utilisés : le critère de MohrCoulomb [40, 91, 95] et le
critère de DruckerPrager [46, 47, 105]. Ces deux critères sont basés sur un critère
de friction, et font intervenir la pression.
Le modèle de MohrCoulomb [3] décrit la réponse de matériaux fragiles (cas-
sants), tels que le béton par exemple, et fournit un critère de rupture. Ce critère de
rupture détermine sous quelles conditions le matériau cède. En ingénierie géotech-
nique, il est utilisé pour évaluer la résistance au cisaillement des sols, des roches,
sous l'eet de contraintes. Dans le contexte des milieux granulaires, le modèle de
MohrCoulomb est un des premiers modèles introduits pour décrire le comporte-
ment des matériaux sous contraintes. Le modèle s'exprime par un critère de rupture
sur les contraintes uniquement, se basant sur le concept de friction. Dans le cas d'un
plan incliné, cela se traduit par l'existence d'un angle critique en dessous duquel il
n'y a pas d'écoulement. La tangente de l'angle du talus donne une idée de la valeur
du coecient de friction eectif du matériau. En notant θ l'angle d'inclinaison, le
critère de rupture stipule que le matériau cède au point X, s'il existe en ce point
un plan, repéré par sa normale
~N , selon lequel
|τ | = (tan θ)ς + c, (1.13)
où τ , ς sont les contraintes normale et tangentielle, et c est la contrainte de cisaille-
ment.
Le critère de DruckerPrager [47] est un critère faisant intervenir la pression
hydrostatique, qui a été introduit initialement pour étudier la déformation plas-
tique des sols, des roches, mais aussi d'autres matériaux pour lesquels la pression
hydrostatique a un eet sur le comportement plastique [83, 85]. Ce critère a été
largement utilisé en ingénierie géotechnique et en mécanique de l'endommagement
continu, pour prédire des forces de résistance, ou un potentiel plastique. Ce critère a
été établi comme un généralisation du critère de MohrCoulomb. Il est similaire au
critère de MohrCoulomb mais est mathématiquement plus régulier. Dans le cadre
de cette thèse, nous considérons le critère de DruckerPrager sous la forme
σ = 2νD~U + κ
D~U
||D~U || si ||D
~U || 6= 0,
||σ|| ≤ κ si ||D~U || = 0
(1.14)
où κ représente la plasticité et est couplée à la pression sous la forme κ =
√
2λ[p]+,
où λ est un coecient de friction, et [p]+ est la partie positive de la pression, celle-ci
étant nulle au niveau du gaz en contact avec le uide à la surface libre.
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1.4.4 Méthodes numériques
Il y a principalement deux familles de méthodes de calcul pour les problèmes
d'écoulement de uide viscoplastique. La première est basée sur des formulations
d'inéquations variationnelles. Cette approche a été développée par Duvaut et Lions
[48] pour l'analyse mathématique des écoulements de Bingham. L'approche varia-
tionnelle a fait l'objet de nombreuses recherches du point de vue théorique [34, 54,
61, 62], permettant de démontrer la convergence de la méthode. Le principal avan-
tage de cette technique est qu'elle permet de prendre en compte la discontinuité
de la loi de comportement. La formulation par inéquation variationnelle aboutit à
un problème de point selle. La méthode de résolution associée utilise une méthode
de décomposition-coordination et un Lagrangien augmenté assurant de bonnes pro-
priétés de convergence de l'algorithme [54]. La décomposition consiste à introduire
une variable supplémentaire, représentant le tenseur des contraintes, et la coordi-
nation consiste à introduire un multiplicateur de Lagrange associé à la variable de
décomposition additionnelle. Pour résoudre le problème de point selle associé, la
méthode employée est un algorithme de type Uzawa [30]. Bien que la convergence
de ces méthodes itératives ait été prouvée théoriquement sous certaines hypothèses,
la convergence des algorithmes est lente.
La seconde famille de méthodes est fondée sur une régularisation de la loi de
comportement rhéologique. Cette approche [1, 18, 24, 100], a été établie en vue
de contourner la non-diérentiabilité de la loi constitutive au voisinage du seuil
d'écoulement. En introduisant un paramètre  > 0, les méthodes de régularisation
permettent d'obtenir une loi constitutive continûment diérentiable. L'utilisation
de la méthode de Newton, sous sa forme classique, est ainsi possible. Dans notre
contexte, l'équation constitutive (1.14) se réécrit, par la méthode de régularisation,
sous la forme
σ = 2νD~U + κ
D~U√
D~U
2
+ 2
. (1.15)
D'un point de vue rhéologique, les modèles de régularisation sont plus proches de la
réalité physique, puisque l'existence du seuil d'écoulement d'un uide est largement
controversée [12, 13]. D'un point de vue mathématique, la régularisation permet de
rendre les calculs possibles (méthode de Newton), et d'obtenir des solutions proches
de la réalité physique si le paramètre de régularisation est assez petit. D'autres
modèles de régularisation ont été dérivés : le modèle exponentiel de Papanastasiou
[100], le modèle de Bercovier et Engelman [18], le modèle "algébrique" d'Allouche,
Frigaard et Sona [1].
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1.5 Plan de la thèse
L'objectif du second chapitre est de présenter le cadre général dans lequel nous
nous plaçons pour étudier un écoulement de uide incompressible avec transition
de phase. Nous présentons en détail les équations de conservation et la loi rhéolo-
gique. Pour les uides que nous considérons, il s'agit des équations de NavierStokes
incompressibles et de la loi de DruckerPrager. Nous eectuons un changement de
coordonnées (X,Z), permettant de nous placer dans un repère tournant et réécri-
vons le problème dans les nouvelles coordonnées. Ce changement de coordonnées est
eectué en vue de simplier les équations dans certains régimes d'écoulement. Il nous
permettra également d'opérer un développement asymptotique en couche mince au
chapitre 3. Ensuite, nous nous intéressons au cas d'un mouvement longitudinal avec
pression hydrostatique. Nous introduisons l'épaisseur de la couche solide b, qui est
une inconnue du problème. Nous reformulons les équations et posons le problème
uniquement dans la partie du uide en mouvement, que nous appelons la couche
uide. Nous déterminons les conditions permettant d'obtenir l'équivalence entre le
problème posé sur l'ensemble du domaine, et celui posé uniquement dans la couche
uide. Nous établissons également une condition d'écoulement dont l'interprétation
physique est que les eorts de friction l'emportent sur ceux dus à la gravité, si
bien que l'arrêt de l'écoulement est atteint en temps susamment long. Pour un tel
mouvement longitudinal avec pression hydrostatique, nous disposons de la solution
analytique lorsqu'il n'y a pas de viscosité. Nous étudions brièvement le comporte-
ment du uide dans le cas non visqueux, et donnons une formule analytique pour
le temps d'arrêt de cet écoulement.
Dans le troisième chapitre, nous étudions un modèle simplié, avec terme source
empirique, posé uniquement dans la direction transverse Z, et uniquement au sein
de la couche uide. Le rôle du terme source est d'agréger plusieurs eets physiques
dus à la friction et aux variations longitudinales en X, an de pouvoir dégager les
grandes tendances dans l'évolution de l'écoulement. Tout d'abord, nous présentons
l'asymptotique en couche mince des équations du chapitre 2, an de motiver l'in-
troduction de ce terme source empirique, et de faire le lien avec ce qui précède.
Puis, nous présentons le modèle avec terme source empirique et dégageons quelques
propriétés de la solution en fonction des données. Ensuite, nous étudions le compor-
tement du uide lorsqu'il n'y a pas de viscosité, puisque dans ce cas, nous disposons
de la solution analytique. En particulier, nous étudions l'inuence du terme source
sur le comportement de la solution et nous mettons en évidence l'inuence du zéro en
Z du terme source dans la dynamique de l'écoulement. Ensuite, nous passons au cas
avec viscosité où nous ne disposons plus de solution analytique. Nous présentons la
méthode numérique employée, le point clé étant le suivi de la position de l'interface
entre la couche solide et la couche uide. Nous présentons des résultats numériques,
d'abord une étude de convergence dans le cas d'un terme source constant, puis une
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étude du comportement en temps long, pour diérentes formes de terme source et
de son zéro en Z. Nous analysons également l'évolution de l'épaisseur de la couche
solide au démarrage de l'écoulement. Pour clôturer ce chapitre, nous étudions le cas
de l'arrêt de l'écoulement du uide. Pour cela, nous reformulons le problème sous
forme d'inéquation variationnelle et présentons des résultats numériques.
Dans le quatrième chapitre, nous nous intéressons au cas bidimensionnel. Nous
revenons au modèle de base, sans terme source, ni changement de coordonnées.
Nous présentons les équations du modèle en deux dimensions, la méthode de ré-
gularisation, ainsi que la formulation variationnelle du problème. La méthode de
régularisation employée pour la loi de comportement permet de poser le problème
sur l'ensemble du domaine uide. Cette formulation dière donc des chapitres 2 et
3, où le problème est posé uniquement dans la couche uide. Ensuite, nous pré-
sentons la méthode utilisée pour prendre en compte le fait que le domaine possède
une surface libre qui se déplace avec le temps. Il s'agit de la méthode Arbitrary
Lagrangian Eulerian. Nous réécrivons la formulation variationnelle dans le cadre de
la méthode ALE. Cette méthode introduit un paramètre supplémentaire : la vitesse
du domaine, qui peut être déterminée arbitrairement à l'intérieur du domaine tant
qu'elle satisfait des conditions de compatibilité avec la vitesse du uide au bord
du domaine. Nous proposons une méthode simple (et classique) an de déterminer
la vitesse du domaine et eectuer le mouvement du maillage. Ensuite, nous discré-
tisons le problème en temps et en espace, et présentons des résultats numériques.
Tout d'abord, nous procédons à une vérication numérique de la méthode dans
un cas où la solution ne dépend pas de X, ce qui permet de comparer la solution
bidimensionnelle à des solutions unidimensionnelles obtenues au chapitre 3. Enn,
nous nous intéressons à la simulation de la mise en mouvement d'un talus, plus
particulièrement lors de la phase de démarrage de l'écoulement.
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2.1 Modèle de DruckerPrager
Dans cette section, nous décrivons la conguration géométrique dans laquelle
nous nous plaçons : un fond xe avec une surface libre. Puis, nous présentons les
équations qui régissent l'écoulement du uide. Il s'agit d'équations de type Navier
Stokes incompressibles complétées par la loi rhéologique de DruckerPrager, la seule
force appliquée au système étant la gravité.
2.1.1 Description du domaine
Pour simplier, nous nous plaçons en deux dimensions d'espace et nous consi-
dérons un domaine d'extension latérale innie dont la frontière au fond est xe, et
la frontière en surface est mobile. Le domaine Ωt ⊂ R2 occupé par le uide est donc
dépendant du temps t et son évolution n'est pas connue a priori. La frontière au fond
est notée Γb et est donnée par la topographie (qui est xée), tandis que la frontière à
la surface est notée Γf,t et elle dépend du temps. Nous notons ~X un point générique
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à l'intérieur du domaine Ωt. À chacun de ces points correspond une vitesse ~U(t, ~X),
comme représenté sur la gure 2.1 à un temps t xé. Les coordonnées cartésiennes
du point
~X sont notées (y, z).
...
...
y
z
Ωt
x
~X
Γb
Γf,t
~U(t, ~X)
Figure 2.1  Domaine occupé par le uide au temps t.
2.1.2 Équations de conservation
Nous considérons un uide visco-plastique incompressible dont la dynamique
est régie par des équations de type NavierStokes incompressibles. Ces équations
expriment la conservation de la masse et de l'impulsion. Les inconnues sont la vitesse
~U(t, ~X) et la pression p(t, ~X) du uide au point ~X ∈ Ωt et à l'instant t ∈ [0, T ].
La vitesse est à valeurs vectorielles
~U = (Uy, Uz) ∈ R2 et la pression p est à valeurs
scalaires.
Soit T > 0 un temps de simulation xé. Les équations de conservation s'écrivent
sous la forme
ρ(∂t~U + (~U.∇ ~X)~U) + div ~XP = ~f dans ]0, T [×Ωt, (2.1a)
div ~X
~U = 0 dans ]0, T [×Ωt, (2.1b)
où nous avons introduit le tenseur des contraintes P décrit ci-après. La densité est
désignée par ρ (qui est supposée constante) et ~f représente la densité des forces
extérieures, qui résulte ici uniquement de la gravité. L'équation de conservation de
la masse (2.1b) traduit l'incompressibilité du uide. Sans perte de généralité, quitte
à diviser l'équation (2.1a) par la densité du uide ρ, nous pouvons supposer que
ρ = 1.
Nous utilisons la loi rhéologique de DruckerPrager qui fournit une expression
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du tenseur des contraintes P sous la forme
P = pId− σ, σ = 2νD~U + κ D
~U
||D~U || , (2.2)
où σ est la partie déviatorique du tenseur des contraintes (σ est symétrique à trace
nulle), ν ≥ 0 le coecient de viscosité, κ ≥ 0 le coecient de plasticité, et
D~U =
∇~U +∇~U t
2
(2.3)
le tenseur des déformations linéarisé. Le coecient de viscosité ν est un paramètre
xé, tandis que le coecient de plasticité κ dépend de la pression du uide sous la
forme
κ =
√
2λ[p]+, (2.4)
où λ est un coecient de friction interne sans unité, le terme
√
2 est un coecient
de normalisation et [p]+ désigne la partie positive de p ([p]+ = max(p, 0)).
Nous remarquons dans (2.2) la présence d'un terme non linéaire en fonction du
tenseur des déformations linéarisé puisque nous divisons par la norme de celui-ci,
la norme utilisée étant la norme matricielle de Frobenius. Dans la phase mobile du
uide où ||D~U || > 0, l'évaluation du tenseur σ est immédiate. Par contre, dans la
phase statique du uide où ||D~U || = 0, le tenseur σ est multi-valué. L'équation (2.2)
signie que 

σ = 2νD~U + κ
D~U
‖D~U‖ si ‖D
~U‖ 6= 0,
‖σ‖ ≤ κ, σ symétrique à trace nulle si ‖D~U‖ = 0.
(2.5)
Dans la phase mobile, σ est par dénition symétrique à trace nulle car D~U est
symétrique et div ~X
~U = 0.
Nous précisons enn les conditions aux limites et la condition initiale. Nous
imposons une condition limite de Dirichlet sur la vitesse sur la frontière Γb
~U(t, ~X) = ~0 pour t ∈ [0, T ], ~X ∈ Γb, (2.6)
et une condition de tension nulle à la surface libre Γf,t
P (t, ~X). ~N = ~0 pour t ∈ [0, T ], ~X ∈ Γf,t, (2.7)
où
~N est le vecteur normal à la surface libre pointant conventionnellement vers
l'extérieur de Ωt. Nous avons également la condition cinématique
Nt + ~N · ~U(t, ~X) = 0 pour t ∈ [0, T ], ~X ∈ Γf,t, (2.8)
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où (Nt, ~N) est la normale temps-espace à la surface libre, vue comme une hypersur-
face dans R+∗ × R2. Enn, nous prescrivons une condition initiale sur la vitesse
~U(0, ~X) = ~U0( ~X) pour ~X ∈ Ω0, (2.9)
où
~U0 est une fonction donnée sur le domaine Ω0 qui est lui aussi donné.
2.2 Changement de coordonnées
An de simplier l'étude des équations, nous eectuons un changement de re-
père en nous plaçant dans un repère tournant qui est localement orthonormal à la
topographie. Ce changement de repère est possible sous certaines hypothèses sur
la topographie que nous préciserons ci-après. L'intérêt du nouveau système de co-
ordonnées est qu'il nous permettra d'eectuer un développement asymptotique en
couche mince dans la direction normale à la topographie. En particulier, nous intro-
duisons la hauteur locale du domaine mesurée selon la normale à la topographie et
l'angle d'inclinaison local mesuré selon la tangente à la topographie. L'évolution du
domaine en temps est alors régie par une équation sur cette hauteur et les équations
se réécrivent dans un intervalle compris entre le fond, à altitude 0, et cette hauteur.
2.2.1 Nouveau système de coordonnées
Nous considérons le repère cartésien orthonormé (Oy,Oz) qui est xe. La fron-
tière Γb donnée par la topographie est décrite par une fonction y 7→ zbot(y). En un
point de coordonnées (y, zbot(y)), nous considérons d'une part l'angle entre l'axe
Oy et le vecteur tangent à la topographie noté θ(y) et d'autre part la hauteur du
domaine occupé par le uide h(t, s(y)) dans la direction normale à la topographie,
où s est l'abscisse curviligne attachée au point (y, zbot(y)), qui mesure la longueur de
l'arc le long de la topographie à partir d'un point xe. Ces dénitions sont illustrées
sur la gure 2.2.
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PSfrag replacements
θ(y)
0
h(t, s(y))
y
s(y)
zbot(y)
Γb
Γf,t
Figure 2.2  Topographie dans le repère cartésien.
Ainsi, nous considérons les applications

y 7→ zbot(y),
y 7→ θ(y),
y 7→ s(y),
(t, y) 7→ h(t, s(y)).
(2.10)
Par la suite, nous supposons que ces fonctions sont de classe C1. Remarquons que
nous avons
s′(y) =
√
1 + (z′bot)
2(y).
Par ailleurs, en exprimant le vecteur tangent à la topographie au point (y, zbot(y)),
nous obtenons (
1
z′bot(y)
)
=
√
1 + (z′bot)
2(y)
(
cos θ(y)
sin θ(y)
)
,
d'où (
1
z′bot(y)
)
= s′(y)
(
cos θ(y)
sin θ(y)
)
.
Nous en déduisons les deux égalités{
1 = s′(y) cos θ(y),
z′bot(y) = s
′(y) sin θ(y),
(2.11)
et de celles-ci nous tirons
z′bot(y) = tan θ(y). (2.12)
Soit maintenant
~M un point quelconque du domaine Ωt. En supposant que la
topograhie est susamment douce (ce que nous préciserons ci-après), nous pouvons
lui associer un unique point
~Mb déni comme le projeté orthogonal de ~M sur Γb.
Les coordonnées de
~Mb dans le repère cartésien sont, en notant x son abscisse,
(x, zbot(x)).
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Comme x dépend de y et z, les coordonnées de ~M , nous dénissons la fonction
xb : Ωt 3 ~M 7−→ xb(y, z) ∈ R,
telle que l'abscisse de
~Mb est donnée par x = xb(y, z).
Nous pouvons maintenant dénir X et Z les coordonnées de ~M dans le repère
tournant. Pour cela, nous posons
Ω˜t = {(X,Z)|X ∈ R, 0 ≤ Z ≤ h(t,X)},
et
Ωˆt = {(y, z)|y ∈ R, zbot(y) ≤ z ≤ zf (t, y)},
où zf (t, y) décrit la surface libre Γf,t dans le repère cartésien. Nous pouvons formuler
le changement de coordonnées sous la forme
φ : Ωˆt −→ Ω˜t,
(y, z) 7−→ (X,Z) (2.13)
avec (
X
Z
)
=
(
s(x)
|| ~M − ~Mb||
)
=
(
s(x)√
(y − x)2 + (z − zbot(x))2
)
, (2.14)
où x = xb(y, z). Nous verrons ci-dessous quelle condition imposer pour que cette
application réalise un C1-diéomorphisme.
Dans l'autre sens, si nous nous donnonsX et Z et que nous voulons retrouver les
coordonnées (y, z) du point ~M dans le repère cartésien, nous obtenons l'application
inverse ϕ = φ−1 telle que
ϕ : Ω˜t −→ Ωˆt,
(X,Z) 7−→ (y, z) (2.15)
avec
(
y
z
)
=
(
s−1(X)− Z sin θ(s−1(X))
zbot(s
−1(X)) + Z cos θ(s−1(X))
)
. (2.16)
Le nouveau système de coordonnées est représenté sur la gure 2.3.
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Figure 2.3  Topographie et nouveau système de coordonnées.
Nous allons maintenant préciser sous quelle condition l'application φ réalise un
C1-diéomorphisme. Remarquons tout d'abord que par dénition de l'angle θ, la
courbure de la topographie est donnée par
dθ
ds
, et nous avons
dθ
ds
= ±1
%
où % > 0
désigne le rayon de courbure de la topographie.
Lemme 2.1. Nous supposons que les applications dénies par (2.10) sont de classe
C1. Si, pour tout X ∈ R,
dθ
ds
(s−1(X))h(t,X) < 1, (2.17)
alors l'application φ dénie par (2.13) réalise un C1-diéomorphisme.
Démonstration. Nous allons raisonner sur l'application ϕ dénie par (2.16). Une
condition susante d'inversibilité de ϕ est donnée par
|det(Jacϕ(X,Z))| > 0, (2.18)
uniformément en X, Z. Calculons donc la jacobienne de l'application ϕ. En posant
x = s−1(X), il vient
Jacϕ(X,Z) =


1
s′(x)
− θ
′(x)
s′(x)
cos(θ(x))Z − sin(θ(x))
z′bot(x)
s′(x)
− θ
′(x)
s′(x)
sin(θ(x))Z cos(θ(x))

 ,
ce qui nous donne
det(Jacϕ(X,Z)) = −θ
′(x)
s′(x)
Z +
1
s′(x)
cos(θ(x)) +
z′bot(x)
s′(x)
sin(θ(x)).
Et par (2.11) nous obtenons
det(Jacϕ(X,Z)) = −θ
′(x)
s′(x)
Z + 1,
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ce qui s'écrit également
det(Jacϕ(X,Z)) = −dθ
ds
(x)Z + 1.
Si
dθ
ds
≤ 0, on constate que le membre de droite est toujours supérieur ou égal à 1.
Si
dθ
ds
> 0, en nous plaçant en Z = h(t,X), qui est le cas le moins favorable, nous
obtenons la propriété (2.18) sous la condition
dθ
ds
(s−1(X))h(t,X) < 1,
comme annoncé. Enn, le fait que φ et φ−1 sont de classe C1 résulte d'une vérication
directe et de l'hypothèse de régularité faite sur la topographie.
Remarque 2.2. Si la courbure est positive (ce qui est le cas dans les gures précé-
dentes), la condition d'inversibilité (2.17) est équivalente à
h(t,X) < %(s−1(X)).
Si la courbure est négative, la condition d'inversibilité (2.17) est toujours satisfaite.
2.2.2 Reformulation des équations
Nous pouvons maintenant utiliser les résultats précédents pour réécrire les équa-
tions (2.1) dans les variables X et Z, où Z est donc compris entre 0 et h(t,X). Nous
notons U la vitesse longitudinale (selon X) et W la vitesse transverse (selon Z), ce
qui donne (
U
W
)
= R−θ ~U,
avec la matrice de rotation
Rθ =
(
cos θ − sin θ
sin θ cos θ
)
. (2.19)
Pour plus de clarté, nous introduisons la quantité J = 1 − Z dθ
dX
, terme récurrent
dans la réécriture. Nous renvoyons à [25] pour le détail des calculs.
Les équations (2.1) peuvent s'écrire dans les coordonnées (X,Z) pour tout
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Z ∈ ]0, h(t,X)[ comme suit :
∂t(JU) + U∂XU + JW∂ZU + ∂X(g(zbot + Z cos θ) + PXX) + ∂Z(JPXZ) = (2.20a)
(PXZ + UW )∂Xθ,
∂t(JW ) + U∂XW + JW∂ZW + J∂Z(gZ cos θ + PZZ) + ∂X(PXZ) = (2.20b)
(PZZ − PXX − U2)∂Xθ,
∂XU + ∂Z(JW ) = 0, (2.20c)
qui sont respectivement les équations de quantité de mouvement longitudinale, de
quantité de mouvement transverse et d'incompressibilité, et où
P =
(PXX PXZ
PXZ PZZ
)
(2.21)
est le tenseur des contraintes dans les nouvelles coordonnées. Celui-ci est donné par
P = R−θPRθ.
Après diverses manipulations algébriques (utilisant notamment (2.20c) pour élimi-
ner ∂XU), il vient
PXX = p+
(
2ν +
κ
||D~U ||
)
∂ZW, (2.22a)
PZZ = p−
(
2ν +
κ
||D~U ||
)
∂ZW, (2.22b)
PXZ = −
(
2ν +
κ
||D~U ||
)
1
2
(
∂ZU +
∂XW + U∂Xθ
J
)
, (2.22c)
où ||D~U ||2 = 2(∂ZW )2 + 1
2
(
∂ZU +
∂XW + U∂Xθ
J
)2
.
Condition cinématique et conditions aux limites
Nous nous intéressons maintenant à la reformulation de la condition cinéma-
tique et des conditions aux limites. L'évolution du domaine Ωt est déterminée par
une équation sur h(t,X). En utilisant le fait que la surface libre se déplace à la vi-
tesse du uide et qu'elle est caractérisée par Z = h(t,X), nous obtenons l'équation
J∂th+ U∂Xh = JW en Z = h(t,X). (2.23)
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En intégrant l'équation d'incompressibilité (2.20c) selon la direction normale à la
topographie, nous pouvons réécrire (2.23) sous la forme
∂t
(
h− h
2
2
∂Xθ
)
+ ∂X
(∫ h
0
UdZ
)
= 0. (2.24)
En ce qui concerne les conditions aux limites, nous obtenons
JPXZ − PXX∂Xh = 0 en Z = h(t,X), (2.25a)
JPZZ − PXZ∂Xh = 0 en Z = h(t,X), (2.25b)
U = 0, W = 0 en Z = 0. (2.25c)
Conclusion : nous avons reformulé le problème en fonction des composantes longi-
tudinale et transverse de la vitesse dans les directions X et Z. Le système obtenu
est constitué des équations (2.20) et (2.22) et des conditions (2.23) et (2.25). Nous
allons maintenant simplier ces équations dans les cas où il n'y a pas de vitesse
transverse et où la pression est hydrostatique.
2.3 Solution longitudinale avec pression hydrostatique
et transition
Nous nous intéressons ici au cas où le mouvement est longitudinal, c'est à dire
qu'il n'y a pas de mouvement transverse (dans la direction normale à la topographie)
et où la pression est hydrostatique. Nous supposons également que le fond est de
pente constante. Nous nous intéressons plus particulièrement au cas où l'écoulement
présente une transition entre une phase statique au fond (que nous appelons couche
solide) et une phase mobile au-dessus (que nous appelons couche uide).
Sous les hypothèses ci-dessus, nous simplions les équations du modèle et nous
obtenons un système d'équations dont nous pouvons expliciter une solution analy-
tique dans le cas non visqueux, ce qui nous permet de mettre en lumière quelques
propriétés de la solution du modèle. Enn, nous dérivons une formulation sur l'épais-
seur de la couche uide uniquement.
2.3.1 Reformulation des équations
Nous considérons le cas où la pente du domaine est uniforme en X, c'est à dire
que l'angle d'inclinaison θ ne varie pas, et pour xer les idées, nous supposons que
θ ≤ 0. Nous supposons également que l'épaisseur initiale du domaine h0 est uni-
forme en X. De plus, nous supposons que la donnée initiale sur la vitesse (elle aussi
uniforme en X) est nulle pour Z ∈ [0, b0] où b0 correspond à l'épaisseur initiale de
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la couche solide. Plus précisément, les hypothèses concernant les données s'écrivent
(H1) ∂Xθ = 0 et ∂Xh
0 = 0,
(H2)
~U0( ~M) =
(
U0(Z)
0
)
avec U0 continue sur [0, h0], U0(Z) = 0 sur [0, b0]
avec 0 < b0 < h0, et U0 strictement croissante sur ]b0, h0[.
L'intérêt de cette conguration est de nous permettre d'étudier l'évolution en
temps de l'épaisseur de la couche solide. Nous introduisons la fonction b(t) qui
représente la position de l'interface de transition entre les deux phases du uide ; cf.
la gure 2.4.
...
...
y
z
couche uide (phase mobile)
couche solide (phase statique)
h0
X
b(t)
Z
Figure 2.4  Domaine avec interface au temps t.
Nous considérons la classe de fonctions (U,W,P, p) satisfaisant les hypothèses
suivantes pour tout temps t ∈ [0, T ] :
a) U , PXX , PZZ , PXZ et h ne dépendent pas de X. Par conséquent (voir lemme
2.3 ci-dessous), W = 0 et h = h0. Pour alléger les notations, nous désignons
par h l'épaisseur du domaine.
b) la pression est hydrostatique et nulle à la surface libre ; elle est donc donnée
par p = g cos θ(h− Z),
c) il existe une fonction b(t) > 0 dénie pour tout t ≥ 0 telle que Z 7→ U(t, Z)
est continue sur [0, h], nulle sur [0, b(t)] et strictement croissante sur ]b(t), h[.
De plus, la fonction t 7→ b(t) est continue en temps, avec b(0) = b0.
Nous allons maintenant expliciter le système d'équations obtenu pour les solu-
tions appartenant à la classe a)-b)-c).
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Lemme 2.3. Nous nous plaçons sous les hypothèses (H1),(H2). Soit (U,W,P, p) ap-
partenant à la classe a),b),c). Alors, (U,W,P, p) est solution de (2.20),(2.22),(2.23),
(2.25) si et seulement si W = 0, h = h0, et
∂tU + g sin θ + ∂ZPXZ = 0 pour tout Z ∈ ]0, h[, (2.26)
avec
PXZ = −λg cos θ(h− Z)sgn(∂ZU)− ν∂ZU, (2.27)
et les conditions aux limites
U = 0 en Z = 0, (2.28a)
ν∂ZU = 0 en Z = h. (2.28b)
Démonstration. En utilisant l'hypothèse a) et l'équation (2.20c), de par (2.23), nous
obtenons ∂ZW = 0, c'est à dire que W ne dépend pas de Z. De plus, (2.25c) nous
donne que W est nulle au fond du domaine et donc est nulle partout. De plus, h
étant indépendant de X et W = 0, h est indépendant de t. Par ailleurs, l'équation
d'incompressibilité fournit ∂XU = 0, ce qui est cohérent avec l'indépendance de
U en X dans l'hypothèse a). Nous allons maintenant simplier les équations de
mouvement et l'expression du tenseur des contraintes dans les coordonnées (X,Z).
Nous réécrivons les composantes du tenseur des contraintes, ce qui donne
PXX = p, PZZ = p,
pour les composantes diagonales, car W = 0. Pour le terme extra-diagonal, nous
obtenons
PXZ = −
(
2ν +
κ
||D~U ||
)
1
2
∂ZU, (2.29)
puis nous utilisons le fait que dans le modèle de DruckerPrager, le coecient de
plasticité est couplé à la pression par l'égalité κ =
√
2λp (p étant positive de par
b)) et nous remarquons que ||DU || = |∂ZU |√
2
. Ainsi, l'expression (2.22c) de PXZ se
simplie pour donner
PXZ = − κ√
2
sgn(∂ZU)− ν∂ZU = −λpsgn(∂ZU)− ν∂ZU.
En utilisant le fait que la pression est hydrostatique, nous obtenons
PXX = g cos θ(h− Z),
PZZ = g cos θ(h− Z),
PXZ = −λg cos θ(h− Z)sgn(∂ZU)− ν∂ZU,
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d'où (2.27). Par la condition aux limites (2.25a), nous obtenons
PXZ = 0 en Z = h,
et de l'expression (2.27) nous déduisons
ν∂ZU = 0 en Z = h,
d'où (2.28b). La condition (2.28a) résulte directement de (2.25c). Notons également
que la condition aux limites (2.25b) fournit PZZ = 0 en Z = h, qui est compatible
avec la condition p = 0 en Z = h résultant de b).
Enn, nous réécrivons le système (2.20) dans le cadre des hypothèses faites et
nous obtenons un système réduit à une seule équation
∂tU + ∂X(g(zbot + Z cos θ) + PXX) + ∂ZPXZ = 0, (2.31)
car le bilan de quantité de mouvement transversale est trivial. Par dénition de la
variable X, nous obtenons
dX
dx
=
1
cos θ
, si bien que par (2.12), il vient
dzbot
dX
= sin θ.
Nous pouvons donc simplier (2.31), ce qui nous donne
∂tU + g sin θ + ∂ZPXZ = 0,
d'où l'équation (2.26) sur [0, h].
Dans l'autre sens, la vérication de (2.20),(2.22),(2.23),(2.25) à partir de (2.26),
(2.27),(2.28) utilise des arguments analogues.
Par la suite, comme W = 0 et que p est hydrostatique, nous allons alléger
l'écriture et noter simplement (U,P) la solution plutôt que (U,W,P, p).
Nous allons maintenant identier une condition nécessaire à l'existence d'une
solution de (2.26),(2.27),(2.28). Physiquement, cette condition signie que la force
de friction l'emporte sur la gravité. La dynamique décrite correspond donc à un
arrêt progressif de l'écoulement. Nous supposons que la fonction t 7→ b(t) est de
classe C1 sur R+ et que b′(t) 6= 0 presque partout pour t ∈ R+ (ou tout du moins
jusqu'à l'arrêt de l'écoulement si celui-ci intervient en temps ni).
Lemme 2.4. Une condition nécessaire à l'existence d'une solution de (2.26),(2.27),
(2.28) est
| tan θ| ≤ λ. (2.32)
Démonstration. Soit (U,P) dans la classe a),b),c) vériant (2.26),(2.27),(2.28). D'après
c), b(t) > 0 et U est nulle dans l'intervalle ]0, b(t)[, donc par (2.26) il vient
g sin θ + ∂ZPXZ = 0 pour tout Z ∈ ]0, b(t)[. (2.33)
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Par ailleurs, par (2.27) nous obtenons
PXZ = −λg cos θ(h− Z)sgn(∂ZU) pour tout Z ∈ ]0, b(t)[. (2.34)
Dans cette expression, le terme sgn(∂ZU) est multivalué et peut prendre n'importe
quelle valeur entre −1 et 1. Nous pouvons donc réécrire (2.34) sous la forme
PXZ = −λg cos θ(h− Z)η pour tout Z ∈ ]0, b(t)[, (2.35)
avec η ∈ R tel que |η| ≤ 1.
Nous allons maintenant montrer que PXZ est continu en Z = b(t). Par l'ab-
surde, nous supposons que PXZ n'est pas continu en Z = b(t). Dans ce cas, le terme
∂ZPXZ génère une masse de dirac δ en Z = b(t), et s'écrit donc sous la forme
∂ZPXZ = λδ{Z=b(t)} + γ¯,
où λ et γ¯ sont des fonctions régulières de (t, Z). En remplaçant cette expression
dans l'équation (2.26), nous arrivons à
∂tU = −λδ{Z=b(t)} + γ,
avec γ une fonction régulière de (t, Z). Au sens des distributions, nous avons
∂t1{Z<b(t)} = b
′(t)δ{Z=b(t)}.
Par suite, pour presque tout t ∈ R+ tel que b′(t) 6= 0, il vient
U = λ
1
b′(t)
1{Z<b(t)} + γˆ
où γˆ est une fonction régulière de (t, Z). Ceci montre que U a une discontinuité en
Z (car b′(t) est ni), ce qui est exclu par c). Et donc PXZ est continue en Z = b(t).
En utilisant la continuité de PXZ en Z = b(t), nous allons maintenant montrer
que sgn(∂ZU) est également continu en Z = b(t). Si ν = 0, le résultat est trivial
puisque PXZ = −αZsgn(∂ZU), où αZ = λg cos θ(h− Z) dépent continûment de Z.
Si ν > 0, à Z xé, nous considérons l'expression (2.27) de PXZ comme une fonction
de ∂ZU . Nous traçons à la gure 2.5 le graphe de la fonction
∂ZU 7→ −PXZ = αZsgn(∂ZU) + ν∂ZU.
2.3 Solution longitudinale avec pression hydrostatique et transition 27
−PXZ
∂ZU
αZ
Figure 2.5  −PXZ en fonction de ∂ZU .
Nous constatons que cette fonction est inversible et que son inverse est continue.
Ainsi, ∂ZU est une fonction continue de PXZ . Comme PXZ est continue en Z = b(t)
et que αZ est continu en Z, nous en tirons que ∂ZU est également continue en
Z = b(t). Enn, par l'expression (2.27) de PXZ , nous obtenons que sgn(∂ZU) est
continu en Z = b(t) comme somme de deux fonctions continues.
Ensuite, nous utilisons les résultats ci-dessus pour exhiber une condition sur
PXZ dans la partie solide. Puisque sgn(∂ZU) est continu à l'interface et que sgn(∂ZU) =
1 sur ]b(t), h[ par c), nous en déduisons que sgn(∂ZU) = 1 en Z = b(t). De même,
puisque ∂ZU est continue à l'interface et que ∂ZU = 0 sur ]0, b(t)[, nous en dédui-
sons que, si ν > 0, ∂ZU = 0 en Z = b(t). Par ailleurs, si ν = 0, ν∂ZU = 0. Par
(2.27), il vient
PXZ = −λg cos θ(h− b(t)) en Z = b(t), (2.36)
et dans la partie solide, par (2.35), nous avons
|PXZ | ≤ | − λg cos θ(h− Z)| pour tout Z ∈ ]0, b(t)[,
et comme cos θ ≥ 0, il vient la condition
|PXZ | ≤ λg cos θ(h− Z) pour tout Z ∈ ]0, b(t)[. (2.37)
Maintenant nous déterminons une expression de PXZ dans la partie solide en in-
tégrant l'équation (2.33) entre un Z arbitraire et b(t) pour Z ∈ ]0, b(t)[, ce qui
donne
0 =
∫ b(t)
Z
(g sin θ + ∂ZPXZ) dZ
= g sin θ(b(t)− Z) + PXZ |b(t) −PXZ .
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Ainsi, en utilisant (2.36) nous avons
PXZ = g sin θ(b(t)− Z)− λg cos θ(h− b(t)) pour tout Z ∈ ]0, b(t)[.
Cette expression doit satisfaire la condition (2.37), ce qui signie que nous devons
avoir
|g sin θ(b(t)− Z)− λg cos θ(h− b(t))| ≤ λg cos θ(h− Z),
pour tout Z ∈ ]0, b(t)[. Cette inégalité est équivalente aux deux inégalités

g sin θ(b(t)− Z)− λg cos θ(h− b(t)) ≤ λg cos θ(h− Z),
et
−g sin θ(b(t)− Z) + λg cos θ(h− b(t)) ≤ λg cos θ(h− Z).
Dans la mesure où sin θ ≤ 0 et cos θ ≥ 0, la première inégalité est triviale car
g sin θ(b(t)− Z) ≤ 0, −λg cos θ(h− b(t)) ≤ 0 et λg cos θ(h− Z) ≥ 0.
La deuxième inégalité donne
−g sin θ(b(t)− Z) ≤ λg cos θ(b(t)− Z),
et comme b(t) > Z, nous obtenons
− tan θ ≤ λ.
Comme tan θ ≤ 0, il vient | tan θ| ≤ λ, d'où la condition (2.32).
La prochaine étape consiste à réécrire le système (2.26),(2.27),(2.28) posé sur
[0, h] en un problème en U posé sur la phase mobile [b(t), h] avec une condition
limite supplémentaire en Z = b(t). De plus, nous allons obtenir une formule de
reconstruction explicite pour PXZ dans chacune des deux phases du uide.
Lemme 2.5. (U,P) est solution de (2.26),(2.27),(2.28) sur [0, h] si et seulement si
a) U est solution de
∂tU + g(sin θ + λ cos θ)− ν∂2ZZU = 0 pour tout Z ∈ ]b(t), h[, (2.38)
avec les conditions aux limites
U = 0 en Z = b(t), (2.39a)
ν∂ZU = 0 en Z = b(t), (2.39b)
ν∂ZU = 0 en Z = h, (2.39c)
et la condition d'écoulement | tan θ| ≤ λ. De plus, si ν 6= 0, la condition d'écoule-
ment est automatiquement satisfaite, dès lors que nous disposons d'une solution de
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(2.38),(2.39).
b) nous avons les formules de reconstruction de PXZ suivantes :
PXZ = −λg cos θ(h− Z)− ν∂ZU pour Z ∈ ]b(t), h[, (2.40a)
PXZ = −λg cos θ(h− b(t))− g sin θ(Z − b(t)) pour Z ∈ ]0, b(t)[. (2.40b)
Démonstration. Soit (U,P) vériant (2.26),(2.27),(2.28). Dans la phase mobile, nous
avons ∂ZU > 0 par l'hypothèse c), donc sgn(∂ZU) = 1 pour tout Z ∈ ]b(t), h[. Ainsi,
il vient
PXZ = −λg cos θ(h− Z)− ν∂ZU pour tout Z ∈ ]b(t), h[,
et
∂tU + g sin θ + λg cos θ − ν∂2ZZU = 0 pour tout Z ∈ ]b(t), h[.
D'où (2.38) et (2.40a). La condition aux limites (2.39a) est assurée puisque U est
nulle sur [0, b(t)] et est continue en b(t). La condition aux limites (2.39c) n'est rien
d'autre que (2.28b). La condition d'écoulement est assurée par le lemme 2.4. Ainsi,
il reste à montrer (2.39b) et (2.40b). Nous avons déjà montré (cf. démonstration du
lemme 2.4) que PXZ est continue en Z = b(t) et que
PXZ = −λg cos θ(h− b(t))− g sin θ(Z − b(t)) pour tout Z ∈ ]0, b(t)[,
d'où (2.40b). Enn, la condition (2.39b) a également été démontrée dans la preuve
du lemme 2.4.
Réciproquement, soit U vériant (2.38),(2.39) et PXZ donné par (2.40). Nous
retrouvons l'équation (2.26) en dérivant PXZ dans la phase mobile et en reportant
le résultat dans (2.38), alors que dans la phase statique l'équation (2.26) est une
conséquence directe de la dérivation de (2.40b). Les conditions aux limites (2.28)
étant clairement satisfaites, il reste à vérier (2.27). Cette équation est simplement
(2.40a) dans la phase mobile, et dans la phase statique, il faut vérier
|PXZ | ≤ λg cos θ(h− Z),
ce qui a été fait dans la démonstration du lemme 2.4.
Nous montrons enn que la condition d'écoulement est toujours satisfaite dès
lors que ν 6= 0, si nous disposons d'une solution de (2.38),(2.39). Nous considérons
la condition de vitesse nulle à l'interface (2.39a) que nous dérivons en temps pour
obtenir
∂tU(t, b(t)) + ∂ZU(t, b(t))b˙(t) = 0. (2.41)
Ensuite, comme ν 6= 0, la seconde condition (2.39b) appliquée à (2.41) nous permet
d'en déduire que
∂tU(t, b(t)) = 0.
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En évaluant (2.38) en Z = b(t), il vient
g(sin θ + λ cos θ)− ν∂2ZZU(t, b(t)) = 0. (2.42)
Comme U est nulle et à dérivée nulle en Z = b(t), nous avons ∂2ZZU(t, b(t)) ≥ 0 et
donc, par (2.42) nous obtenons
sin θ + λ cos θ ≥ 0.
D'où la condition d'écoulement puisque θ ≤ 0.
2.3.2 Étude du cas non visqueux
Dans le cas non visqueux, l'équation (2.38) se simplie et nous pouvons expli-
citer la solution analytique, ainsi qu'une équation implicite pour l'épaisseur de la
couche solide. Ceci fait l'objet de la proposition suivante. Nous rappelons que de par
l'hypothèse (H2), le prol de vitesse initial U
0
est une fonction positive, continue,
qui vérie ∂ZU
0 > 0 sur ]b0, h[ et est nulle sur [0, b0].
Proposition 2.6. Si ν = 0 et sous la condition d'écoulement (2.32), le système
(2.38),(2.39) admet une unique solution donnée par
U(t, Z) = [U0(Z)− g(sin θ + λ cos θ)t]+ pour tout Z ∈ 0, ]b(t)[, (2.43)
et la position de l'interface est déterminée implicitement par l'équation
U0(b(t)) = g(sin θ + λ cos θ)t. (2.44)
Si sin θ + λ cos θ = 0 (égalité dans (2.32)), cette équation a pour solution b(t) = b0
pour tout t ∈ [0, T ], et si sin θ + λ cos θ > 0, cette équation a une solution unique
dans [b0, h] pour tout t ≤ tstop, avec le temps tstop déni par
tstop =
U0(h)
g(sin θ + λ cos θ)
, (2.45)
et qui correspond au temps d'arrêt de l'écoulement ; pour tout t ≥ tstop, nous avons
b(t) = h.
Démonstration. Nous considérons l'équation (2.38) et les conditions aux limites
(2.39) sans viscosité :
∂tU + g(sin θ + λ cos θ) = 0 pour tout Z ∈ ]b(t), h[,
U(t, b(t)) = 0.
Supposons que la fonction b(t) est croissante (ce que nous vérions ci-dessous). En
intégrant en temps, pour Z ∈ ]b(t), h[, il vient
U(t, Z) = U0(Z) +
∫ t
0
∂tU(τ, Z)dτ,
= U0(Z)− g(sin θ + λ cos θ)t, (2.46)
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car b(τ) ≤ b(t) < Z, si bien que nos pouvons utiliser (2.38) en (τ, Z). Le terme
en facteur de la gravité dans cette expression est positif par (2.32). Par ailleurs,
pour imposer une vitesse nulle dans la partie inférieure à l'interface nous prenons la
partie positive du membre de droite de (2.46). À chaque t, la position de l'interface
b(t) se détermine en cherchant le zéro du membre de droite de (2.46), ce qui donne
0 = U(t, b(t)) = U0(b(t))− g(sin θ + λ cos θ)t.
D'où (2.44). En dérivant cette équation par rapport à t, en observant que ∂ZU
0 > 0
sur ]b0, h[ et sin θ + λ cos θ ≥ 0, nous obtenons ∂tb ≥ 0, ce qui conrme l'hypothèse
de croissance en temps de b faite ci-dessus. Comme ∂ZU
0 > 0 sur ]b0, h[ et que
U0(b0) = 0, l'équation (2.44) a une solution unique dans [b0, h] pour tout 0 ≤ t ≤
tstop, avec tstop donné par (2.45). Pour t ≥ tstop, la vitesse est nulle partout et
b(t) = h, ce qui correspond à un arrêt complet de l'écoulement. Enn, comme il est
immédiat que les formules (2.43),(2.44) donnent bien une solution de (2.38),(2.39),
nous obtenons l'unicité de la solution.
Comme ∂tb ≥ 0 (et ∂tb > 0 en supposant l'inégalité stricte dans (2.32)), nous
obtenons une solution qui décrit un arrêt progressif de l'écoulement avec une couche
solide qui s'épaissit au cours du temps. Le temps d'arrêt de l'écoulement peut être
déterminé par l'équation (2.44).
Pour illustrer les propos précédents, nous présentons les prols de vitesse à
diérents instants ainsi que l'évolution de l'épaisseur de la couche solide en fonction
du temps, à la gure 2.6. Nous nous plaçons dans le cas d'une hauteur h xée à
6, l'angle d'inclinaison du domaine est θ = −pi
6
et le coecient de friction interne
est λ = 1. Dans cette conguration, nous avons | tan θ| = 0.11 et la condition
d'écoulement (2.32) est vériée avec inégalité stricte. Nous choisissons comme vitesse
initiale U0(Z) =
√
Z pour tout Z ∈ ]0, h[, qui correspond à un uide s'écoulant dès
le bord du domaine Z = 0 et nous prenons pour temps nal de la simulation T = 2.
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Figure 2.6  Prols de vitesse et épaisseur de la couche solide.
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La formule (2.43) signie qu'au l du temps, le graphe de U est translaté vers
le bas à vitesse constante, et tronqué aux valeurs positives. Nous observons que
conformément à la formule (2.44), au temps intermédiaire t = 0.5 l'épaisseur de la
couche solide est d'environ 3.25, puisque le prol de vitesse est nul pour les valeurs
de Z inférieures à cette valeur, ce qui correspond bien à la valeur de b en t = 0.5
sur le graphique de droite. L'évolution de l'épaisseur de la couche solide montre que
l'écoulement s'arrête à tstop = 0.68, conformément à l'expression donnée par (2.45).
Ensuite, la couche solide stationne en la valeur h = 6 et les prols de vitesse sont
nuls.
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3.1 Asymptotique de couche mince du modèle de Drucker
Prager
Nous considérons les équations du modèle de DruckerPrager en coordonnées
(X,Z) telles que présentées à la section 2.2. An de simplier ces équations, nous
nous plaçons sous certaines hypothèses permettant de réaliser un développement
asymptotique en couche mince. Le point saillant dans ces hypothèses est que la
hauteur du domaine occupé par le uide reste petite par rapport aux autres échelles
de longueur. Plus précisément, nous considérons les hypothèses suivantes :
(H1) h ∼ ,  1,
(H2) ∂Xθ = O() avec θ < 0 et |θ|  ,
(H3) ν = O(
2),
(H4) U = O(),
(H5) λ = | tan θ|+O(),
(H6) U = 0 pour tout Z ∈ ]0, b(t)[ et ∂ZU > 0 pour tout Z ∈ ]b(t,X), h(t,X)[.
Dans ces hypothèses, la notation O() signie qu'il s'agit d'une quantité au plus
d'ordre de  fois une valeur de référence d'ordre 1 qui est omise an d'alléger l'écri-
ture.
L'hypothèse (H1) signie que  est de l'ordre de h et que nous nous plaçons dans
une asymptotique de couche mince. L'hypothèse (H2) signie que nous considérons
un domaine avec une faible variation de l'angle inclinaison de la pente et que l'angle
d'inclinaison n'est pas trop petit. L'hypothèse (H3) permet de négliger la viscosité
et l'hypothèse (H4) permet de considérer des écoulements lents. L'hypothèse (H5)
signie que les eets de gravité et de friction sont presque à l'équilibre, ce qui est
cohérent avec (H4). Enn, l'hypothèse (H6) permet de considérer le cas d'une seule
interface entre une phase statique et une phase mobile, la position de l'interface
étant repérée par la fonction b(t,X).
Un développement formel des équations (2.20), sous les hypothèses précédentes,
donne (voir [25])
∂tU + S − ν∂2ZZU = 0 pour tout Z ∈ ]b(t,X), h(t,X)[, (3.1)
où le terme S est déni en (3.4),(3.5) ci-dessous. Cette équation est posée dans la
phase mobile de l'écoulement, comme dans le modèle obtenu au lemme 2.5. Les
conditions aux limites associées s'écrivent
U = 0 en Z = b(t,X), (3.2a)
ν∂ZU = 0 en Z = b(t,X), (3.2b)
ν∂ZU = 0 en Z = h(t,X), (3.2c)
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auxquelles s'ajoute la condition cinématique
∂th+ ∂X
(∫ h
0
UdZ
)
= 0. (3.3)
Le terme S dans (3.1) dépend de (t,X,Z) et s'exprime sous la forme
S = −g(sin θ + ∂X(h cos θ))− λ∂Zp, (3.4)
où la pression est donnée par
p = g
(
cos θ + sin θ∂Xh− 2| sin θ| ∂XU|∂ZU |
)
(h− Z) , (3.5)
pour tout Z ∈ ]b(t,X), h(t,X)[. Dans l'expression de p, la diculté majeure provient
du terme
∂XU
|∂ZU | qui a une forme indéterminée lorsque Z → b(t,X) par valeurs
supérieures et qui, en outre, est non linéaire. De plus, en remplaçant l'expression
(3.5) de p dans celle de S, nous obtenons une équation d'ordre 2 avec une dérivée
croisée, ce qui pose question quant au caractère bien posé du problème. Ces questions
mathématiques ne seront pas abordées dans ce manuscrit. Dans la suite, nous allons
nous intéresser à un modèle plus simple, ne faisant pas intervenir la variable X, et
qui nous permettra de réaliser une étude analytique et numérique dont les résultats,
malgré le caractère simplié du modèle de départ, mettent en lumière plusieurs
comportements intéressants pour les écoulements en couche mince avec transition.
3.2 Formulation du modèle avec terme source
Par rapport au modèle présenté à la section 3.1, nous remplaçons le terme S qui
dépend de X par un terme source empirique S que nous supposons donné. Ainsi, à
chaque X xé correspond un modèle unidimensionnel où n'interviennent plus que
les variables t et Z. La variable X peut dès lors être vue comme un paramètre et
nous pouvons l'omettre dans l'écriture des équations.
Dans le modèle que nous considérons, l'équation sur la vitesse U(t, Z) s'écrit
∂tU(t, Z) + S(t, Z)− ν∂2ZZU(t, Z) = 0 pour tout Z ∈ ]b(t), h[, (3.6)
où S(t, Z) est donc un terme source donné, déni pour tout t ∈ [0, T ] et Z ∈ [0, h].
Nous supposons que S(t, .) est déni sur [0, h] puisque b(t) est a priori inconnue.
Nous supposons de plus que S est continu en temps et en espace. L'équation (3.6)
est complétée par les conditions aux limites suivantes :
U = 0 en Z = b(t), (3.7a)
ν∂ZU = 0 en Z = b(t), (3.7b)
ν∂ZU = 0 en Z = h. (3.7c)
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Ces conditions aux limites traduisent le fait que le uide est au repos dans la partie
inférieure à l'interface et que le raccord de la vitesse se fait de manière continûment
dérivable en espace au niveau de l'interface (dans le cas avec viscosité). En outre,
les eorts visqueux sont supposés nuls à la surface libre Z = h. Enn, la condition
initiale sur la vitesse est
U(0, Z) = U0(Z) pour tout Z ∈ ]b0, h[, (3.8)
la fonction U0 est supposée strictement croissante sur ]b0, h[ et vérie
U0(b0) = 0, (3.9)
où b0 ∈ ]0, h[ est la position initiale de l'interface (qui est connue).
Le modèle ci-dessus n'est pas déductible du modèle en couche mince présenté
à la section 3.1. Toutefois, nous souhaitons mettre en cohérence le modèle avec
terme source et l'hypothèse (H6) du modèle en couche mince. Pour ce faire, nous
voulons nous assurer que, pour tout t ∈ [0, T ], la vitesse est strictement croissante
sur ]b(t), h[. Nous allons montrer que cette propriété est bien satisfaite sous une
hypothèse de décroissance du terme source en espace. Cette condition peut être
interprétée comme une condition de stabilité dans le modèle avec terme source.
Lemme 3.1. Nous supposons ν 6= 0. Si S vérie
∂ZS ≤ 0 pour tout t ∈ [0, T ], et tout Z ∈ ]0, h[, (3.10)
et la donnée initiale vérie
∂ZU
0 > 0 pour tout Z ∈ ]b0, h[, (3.11)
alors, tant que b(t) < h, nous avons
∂ZU > 0 pour tout t ∈ [0, T ], et tout Z ∈ ]b(t), h[. (3.12)
Démonstration. En dérivant (3.6) par rapport à Z, nous obtenons
∂t(∂ZU) + ∂ZS − ν∂2ZZ(∂ZU) = 0 pour tout Z ∈ ]b(t), h[,
d'où, par (3.10),
∂t(∂ZU)− ν∂2ZZ(∂ZU) ≥ 0 pour tout Z ∈ ]b(t), h[.
En utilisant les conditions aux limites (3.7b),(3.7c), il vient
∂t(∂ZU)− ν∂2ZZ(∂ZU) ≥ 0 pour tout Z ∈ ]b(t), h[, (3.13a)
ν∂ZU = 0 en Z = b(t), (3.13b)
ν∂ZU = 0 en Z = h, (3.13c)
∂ZU > 0 à t = 0. (3.13d)
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Nous voudrions appliquer le principe du maximum fort à la fonction ∂ZU qui est
nulle sur les bords de l'intervalle [b(t), h] et strictement positive à t = 0. Puisque
cet intervalle dépend du temps, nous justions cela en eectuant un changement de
variables
R+ × [b(t), h]→ R+ × [0, 1]
( t , Z ) 7→ ( τ , Y ) (3.14)
avec t = τ et Z = b(τ) + Y (h− b(τ)) pour tout Y ∈ ]0, 1[. Comme nous supposons
que b(t) < h, ce changement de variables est bien déni. Nous allons réécrire les
équations et conditions aux limites du problème dans les nouvelles variables. Tout
d'abord, les dérivées partielles se réécrivent
∂τ = ∂t +
∂Z
∂τ
∂Z = ∂t + b˙(τ)(1− Y )∂Z ,
∂Y =
∂Z
∂Y
∂Z = (h− b(τ))∂Z .
Pour alléger les notations, nous écrivons maintenant b et b˙ au lieu de b(τ) et b˙(τ).
En posant V = ∂ZU , et en remplaçant ces expressions dans (3.13a), il vient
∂τV − (1− Y )
h− b b˙∂Y V −
ν
(h− b)2 ∂
2
Y Y V ≥ 0 pour tout Y ∈ ]0, 1[, (3.15)
et les conditions aux limites (3.13b),(3.13c),(3.13d) deviennent
νV = 0 en Y = 0, (3.16a)
νV = 0 en Y = 1, (3.16b)
V > 0 en τ = 0. (3.16c)
Ainsi, nous obtenons une équation sur un intervalle xe, et (comme ν 6= 0) le
principe du maximum fort s'applique. Nous en déduisons (3.12).
Remarque 3.2. Si ν = 0 et b˙ < 0, il manque une condition aux limites en Y = 0
pour pouvoir conclure.
Remarque 3.3. Nous retrouvons le modèle (2.38),(2.39) en prenant un terme
source constant et uniforme, à valeurs positives, donné par S = g(sin θ + λ cos θ).
À partir du modèle avec terme source (3.6),(3.7), nous pouvons expliciter une
équation d'évolution sur l'épaisseur de la couche solide, sous l'hypothèse que la
vitesse et le terme source sont susamment réguliers. Ceci fait l'objet du lemme
suivant.
Lemme 3.4. 1) Si ν 6= 0, si la fonction U est de classe C3 en espace et C1 en
temps, si la fonction S de classe C1 en espace et si S(t, b(t)) 6= 0 pour tout t ∈ R+,
alors
b˙(t) =
(
∂ZS(t, b(t))− ν∂3ZZZU(t, b(t))
S(t, b(t))
)
ν. (3.17)
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2) Si ν = 0, si la fonction U est de classe C1 en espace et en temps et si ∂ZU(t, b(t)) >
0 pour tout t ∈ R+, alors
b˙(t) =
S(t, b(t))
∂ZU(t, b(t))
. (3.18)
Démonstration. Nous considérons la condition de vitesse nulle à l'interface (3.7a)
que nous dérivons en temps pour obtenir
∂tU(t, b(t)) + ∂ZU(t, b(t))b˙(t) = 0. (3.19)
1) Si ν 6= 0, la condition (3.7b) appliquée à (3.19) nous permet d'en déduire que
∂tU(t, b(t)) = 0.
Nous pouvons alors évaluer l'équation (3.6) en Z = b(t) pour arriver à
S(t, b(t))− ν∂2ZZU(t, b(t)) = 0. (3.20)
Nous dérivons ensuite l'équation (3.6) par rapport à Z et évaluons le résultat en
(t, b(t)). Il vient
∂2tZU(t, b(t)) + ∂ZS(t, b(t)) − ν∂3ZZZU(t, b(t)) = 0.
An de faire apparaître un terme ∂2tZ dans une seconde égalité pour identier les
termes, nous dérivons la condition aux limites (3.7b) en temps, d'où
∂2tZU(t, b(t)) + ∂
2
ZZU(t, b(t))b˙(t) = 0,
et donc
∂2ZZU(t, b(t))b˙(t) = ∂ZS(t, b(t)) − ν∂3ZZZU(t, b(t)).
En utilisant ce qui précède, nous en déduisons
1
ν
S(t, b(t))b˙(t) = ∂ZS(t, b(t)) − ν∂3ZZZU(t, b(t)).
En utilisant l'hypothèse S(t, b(t)) 6= 0, nous obtenons l'expression annoncée.
2) Si ν = 0, l'équation (3.6) se réduit à
∂tU(t, Z) + S(t, Z) = 0 pour tout Z ∈ ]b(t), h[,
ce qui nous donne, grâce à la continuité en espace de ∂tU et de S, que ∂tU(t, b(t)) =
−S(t, b(t)). Et par (3.19) nous avons
b˙(t) =
−∂tU(t, b(t))
∂ZU(t, b(t))
,
d'où la relation (3.18).
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Le lemme 3.4 fournit une équation qui régit l'évolution de b(t). Cette équation
ne sera pas utilisée par la suite car elle demande trop de régularité sur la vitesse.
Dans la section 3.3, nous développerons une approche numérique qui nous permet-
tra de suivre l'évolution de b(t) et qui présente l'avantage de ne pas faire intervenir
la dérivée troisième de la vitesse en espace.
3.3 Étude analytique du cas non visqueux
Lorsqu'il n'y a pas de viscosité, l'équation d'évolution (3.6) se simplie en
∂tU(t, Z) + S(t, Z) = 0 pour tout Z ∈ ]b(t), h[. (3.21)
De plus, il ne reste que la condition aux limites
U(t, b(t)) = 0, (3.22)
et nous supposons à nouveau (3.10) et (3.11), à savoir
∂ZS ≤ 0 pour tout t ∈ [0, T ], et tout Z ∈ ]0, h[, (3.23)
et
∂ZU
0 > 0 pour tout Z ∈ ]b(0), h[. (3.24)
La vitesse initiale est donnée par (3.8) et vérie (3.9), i.e.
U(0, Z) = U0(Z) pour Z ∈ ]b0, h[. (3.25)
Nous cherchons une solution (U, b) vériant
∂ZU > 0 pour tout t ∈ [0, T ], et tout Z ∈ ]b(t), h[, (3.26)
et telle que la condition
S(t, b(t)) ≥ 0 pour tout t ∈ [0, T ], (3.27)
soit satisfaite. En eet, cette condition est automatiquement vériée dans le cas
visqueux. Ceci s'obtient en utilisant (3.20) et le fait que ∂2ZZU(t, b(t)) ≥ 0, puisque
U(t, b(t)) = ∂ZU(t, b(t)) = 0, et U(t, Z) > 0 pour Z > b(t), comme représenté
ci-dessous à la gure 3.1.
U
Zb(t)
Figure 3.1  Prol de vitesse si ν > 0.
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Si la solution Uν du problème visqueux tend vers une limite U solution du pro-
blème non visqueux (3.21),(3.22),(3.26), nous nous attendons à ce qu'elle satisfasse
(3.27). En fait, (3.27) s'interprète comme une condition d'entropie qui permet de
sélectionner une solution unique.
Nous allons construire une solution à (3.21),(3.22),(3.26),(3.27) pour diérents
choix de S et U0. Nous avons vu en section 2.3 un exemple où la fonction S est
constante et à valeurs positives. Nous allons étudier ici des cas où la fonction S varie
en espace et admet un zéro en Z. Par la suite, nous supposons que S admet un seul
zéro, celui-ci est noté b?(t) et dépend du temps. Puisque S est décroissant et admet
un seul zéro, nous avons
S(t, Z) > 0 pour tout Z < b?(t), (3.28a)
S(t, Z) < 0 pour tout Z > b?(t). (3.28b)
Nous supposons que S est continu par rapport à ses deux arguments. Nous remar-
quons qu'avec (3.28) ceci implique que b?(t) est continu.
Lemme 3.5. La condition (3.27) est équivalente à
b(t) ≤ b?(t) pour tout t ∈ [0, T ]. (3.29)
La démonstration est immédiate par (3.28), et ce résultat signie que le zéro de S
est atteint dans la zone uide de l'écoulement.
Il n'est pas nécessaire de supposer b0 ≤ b?(0) pour obtenir (3.29). En eet,
même si b0 > b?(0), b(t) doit sauter instantanément au-dessous de b?(t) pour des
temps très petits, an que (3.29) soit satisfaite. Néanmoins, dans ce cas, b(t) est
discontinu. Nous reviendrons sur cette conguration dans la section 3.3.4. Dans les
sections 3.3.1 à 3.3.3, nous supposons que
b0 < b?(0), (3.30)
et nous cherchons b(t) continu, avec b0 ≡ lim
t→0+
b(t) = b0.
Remarque 3.6. Notons que pour obtenir un arrêt total de l'écoulement, il faut que
l'épaisseur de la couche solide atteigne la hauteur du domaine, i.e., b(t) = h à partir
d'un certain temps t. Or, par (3.29), lorsque b?(t) < h, ceci est impossible. Le zéro
de S agit donc comme une barrière empêchant la couche solide d'atteindre la hauteur
du domaine.
3.3.1 Cas b
?(t) croissant
Commençons par construire une solution analytique de l'équation d'évolution
(3.21), sous l'hypothèse que b(t) est croissant. Le premier résultat n'utilise pas l'hy-
pothèse b?(t) croissant. Cette hypothèse sera utilisée par la suite (cf. proposition 3.8
3.3 Étude analytique du cas non visqueux 41
ci-dessous) pour montrer que la solution analytique ainsi construite satisfait bien
b(t) croissant.
Lemme 3.7. Supposons que nous ayons une solution de (3.21),(3.22),(3.25),(3.26),
(3.27) avec b(t) croissant. Alors, pour tout t ∈ [0, T ] et pour tout Z ∈ ]b(t), h[, nous
avons
U(t, Z) = U0(Z)−
∫ t
0
S(τ, Z)dτ, (3.31)
où U0 est la vitesse initiale.
Démonstration. Nous voulons intégrer l'équation (3.21) en temps, sur [0, t] pour
t ∈ [0, T ] xé, et Z xé dans [b(t), h]. Pour que ce soit possible, il faut que Z ≥ b(τ)
pour tout τ ∈ [0, t], pour que (τ, Z) reste dans domaine où (3.21) est valable. Mais
b(t) étant supposé croissant, cette condition est automatiquement satisfaite dès que
Z ≥ b(t) (cf. gure 3.2).
Z
t
b0
•t
b(t)
•
Figure 3.2  Domaine d'intégration de la vitesse avec b croissant.
Nous pouvons donc intégrer (3.21) en temps entre 0 et t, et nous obtenons (3.31).
À partir du lemme 3.7, nous allons construire la solution. Nous dénissons la
fonction U˜ comme le membre de droite de (3.31) pour tout Z ∈ ]b0, h[, soit
U˜(t, Z) = U0(Z)−
∫ t
0
S(τ, Z)dτ pour tout Z ∈ ]b0, h[. (3.32)
La fonction U˜ est appelée vitesse étendue et elle est entièrement spéciée par les
données du problème. Nous cherchons b(t) ∈ ]b0, h[ car b(t) est a priori inconnu,
mais il est supposé croissant (cf. gure 3.3).
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Z
t
b0
b(t)
Figure 3.3  Domaine de dénition de la vitesse étendue U˜ .
Le lemme 3.7 nous dit que U est nécessairement égal à U˜ pour tout Z ∈ ]b(t), h[,
et il nous reste à déterminer b(t). Nous observons d'abord, en dérivant U˜ par rapport
à Z et en utilisant les hypothèses de décroissance en espace du terme source et de
croissance de la donnée initiale, que nous avons ∂ZU˜ > 0 pour tout Z ∈ ]b0, h[. À
cause de (3.22), b(t) doit vérier U˜(t, b(t)) = 0. Il reste à vérier que nous pouvons
trouver un b(t) zéro de U˜ qui soit croissant, continu, et vériant (3.29).
Lemme 3.8. Nous dénissons la vitesse étendue U˜ par (3.32). Si b?(t) est croissant
et sous la condition (3.30) qui stipule que b0 < b?(0), il existe un unique b(t) ∈ [b0, h]
tel que U˜(t, b(t)) = 0. De plus,
1) b(t) < b?(t) pour tout t ∈ [0, T ],
2) b(t) est croissant et continu.
Démonstration. L'unicité résulte du fait que ∂ZU˜ > 0. Montrons l'existence d'un
b(t) ∈ [b0, b?(t)] tel que U˜(t, b(t)) = 0. Cette condition s'écrit
U0(b(t))−
∫ t
0
S(τ, b(t))dτ = 0.
En posant
F (t, b) = U0(b)−
∫ t
0
S(τ, b)dτ, (3.33)
(en fait, F (t, b) = U˜(t, b)) l'équation sur b(t) s'écrit F (t, b(t)) = 0. Nous allons
montrer que F (t, b0) < 0, F (t, b?(t)) > 0 et que ∂bF > 0. Tout d'abord, nous avons
F (t, b0) = U0(b0)−
∫ t
0
S(τ, b0)dτ = −
∫ t
0
S(τ, b0)dτ.
De plus, comme nous nous sommes placés dans le cas b0 < b?(0), et que b?(t) est
supposé croissant, nous avons b0 < b?(τ) pour tout τ > 0. Ainsi, par (3.28), nous
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en déduisons que S(τ, b0) > 0 pour tout t ∈ [0, T ]. D'où F (t, b0) < 0. Ensuite,
F (t, b?(t)) = U0(b?(t))−
∫ t
0
S(τ, b?(t))dτ.
Puisque U0 est supposé strictement croissant, et que b0 < b?(0) ≤ b?(t), nous
obtenons
0 = U0(b0) < U0(b?(t)). (3.34)
De plus, b?(τ) ≤ b?(t) pour tout τ ∈ [0, t], donc par (3.28), S(τ, b?(t)) ≤ 0. D'où
F (t, b?(t)) > 0. Enn, en dérivant F par rapport à b, il vient
∂bF (t, b) = (U
0)′(b)−
∫ t
0
∂ZS(τ, b)dτ.
Comme S est supposé décroissant et U0(Z) est supposé strictement croissant pour
tout Z ∈ ]b0, h[, nous obtenons ∂bF (t, b) > 0 dès lors que b0 < b. Comme F (t, b0) 6=
0, nous cherchons b(t) tel que b0 < b(t) et nous obtenons l'existence et l'unicité de
b(t). Il reste à montrer que b(t) est croissant. Nous dérivons l'équation F (t, b(t)) = 0
par rapport à t pour obtenir
∂tF (t, b) + ∂bF (t, b)b˙ = 0. (3.35)
De plus, nous avons
∂tF (t, b(t)) = −S(t, b(t)),
et par (3.28), nous obtenons ∂tF (t, b) < 0. Ainsi, par (3.35) et le fait que ∂bF > 0,
nous en déduisons que b˙ > 0.
Nous avons nalement démontré le résultat suivant :
Proposition 3.9. Supposons que nous ayons (3.10),(3.11),(3.28),(3.30), et b?(t)
croissant. Alors, il existe une unique solution à (3.21),(3.22),(3.25),(3.26),(3.27),
avec b(t) croissant et continu. La vitesse est donnée par (3.39) et b(t) est déterminé
par
U0(b(t)) =
∫ t
0
S(τ, b(t))dτ, (3.36)
et vérie b(t) < b?(t) pour tout t ∈ [0, T ].
Illustration : vitesse initiale linéaire et terme source linéaire en Z
Pour illustrer les résultats ci-dessus, nous explicitons la solution analytique dans
le cas particulier d'une vitesse initiale linéaire avec
U0(Z) = Z − b0 pour tout Z ∈ ]b0, h[, (3.37)
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où b0 est l'épaisseur initiale de la couche solide. La fonction U0 vérie bien l'hypo-
thèse de croissance (3.11). Pour simplier, nous prenons un terme source linéaire en
Z
S(t, Z) = b?(t)− Z pour tout t ∈ [0, T ], et tout Z ∈ ]0, h[. (3.38)
La condition (3.10) est trivialement satisfaite, et conformément aux hypothèses ci-
dessus, nous supposons que b?(t) est croissant avec b0 < b?(0). Dans ces conditions,
la proposition 3.8 donne une unique solution, avec b(t) croissant. En utilisant (3.37)
et (3.38), la vitesse analytique est donnée par
U(t, Z) = Z(1 + t)− b0 −
∫ t
0
b?(τ)dτ pour tout Z ∈ ]b(t), h[. (3.39)
Il reste à nous donner un b?(t), ainsi que b0, pour obtenir l'expression explicite de
la vitesse. De même, pour l'épaisseur de la couche solide, nous sommes en mesure
de calculer son expression analytique. Par l'équation U(t, b(t)) = 0, il vient
b(t) =
b0 +
∫ t
0
b?(τ)dτ
1 + t
pour tout t ∈ [0, T ]. (3.40)
Remarquons qu'en combinant cette expression avec (3.39), nous en déduisons
U(t, Z) = (1 + t)(Z − b(t)) pour tout Z ∈ ]b(t), h[. (3.41)
De plus, nous pouvons vérier que b déni par (3.40) est bien croissant. En eet, il
sut de voir que la dérivée en temps de (3.40),
∂tb(t) =
b?(t)(1 + t)− b0 −
∫ t
0
b?(τ)dτ
(1 + t)2
(3.42)
est positive. Nous avons
b?(t)(1 + t)− b0 −
∫ t
0
b?(τ)dτ > b?(t)(1 + t)− b?(0)−
∫ t
0
b?(τ)dτ, (3.43)
car nous avons supposé b0 < b?(0). Ensuite, puisque b?(t) est croissant,
b?(t)(1 + t)− b?(0) −
∫ t
0
b?(τ)dτ ≥ b?(t)t−
∫ t
0
b?(τ)dτ ≥ 0. (3.44)
À titre d'illustration, nous considérons un domaine de hauteur h = 6, et nous
xons l'épaisseur initiale de couche solide à b0 = 3.5. Nous prenons une fonction
b?(t) constante, b?(t) = b? pour tout t ∈ R+, et vériant b0 < b? < h. La formule
(3.39) donnant la vitesse devient
U(t, Z) = (1 + t)Z − (b0 + tb?) pour tout Z ∈ ]b(t), h[, (3.45)
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et la formule (3.40) donnant l'épaisseur de la couche solide devient
b(t) =
b0 + tb?
1 + t
pour tout t ∈ [0, T ]. (3.46)
Nous observons que b(t) > b0 pour tout t ∈ [0, T ] et que lim
t→+∞
b(t) = b?. Pour
illustrer graphiquement cet exemple, nous présentons à la gure 3.4, pour b? = 5,
les prols de vitesse à diérents instants et l'évolution de la position de l'interface
jusqu'au temps nal T = 6.
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Figure 3.4  Prols de vitesse et épaisseur de la couche solide.
Nous observons une croissance progressive de l'épaisseur de la couche solide
sans atteindre l'arrêt complet de l'écoulement puisque la valeur limite de l'épaisseur
de la couche solide est b?, avec b? < h. De plus, nous remarquons que tous les prols
de vitesse s'intersectent en Z = b?. Ceci vient de la formule (3.45) évaluée en b?,
qui donne
U(t, b?) = U0(b?) pour tout t ∈ R+.
3.3.2 Cas b
?(t) strictement décroissant avec b0 = b?(0)
Nous commençons par un résultat préliminaire qui n'utilise pas les hypothèses
ci-dessus sur b?.
Lemme 3.10. Soit (U, b) une solution de (3.21),(3.22),(3.25),(3.26),(3.27). Sup-
posons qu'il existe t0 > 0 tel que b˙(t0) ≤ 0. Alors,
b(t0) = b
?(t0). (3.47)
Démonstration. Nous dérivons l'égalité U(t, b(t)) = 0, ce qui donne
∂tU(t, b(t)) + ∂ZU(t, b(t))b˙(t) = 0. (3.48)
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Comme U vérie l'équation (3.21), nous avons ∂tU(t, b(t)) = −S(t, b(t)) ≤ 0 par
(3.27). Maintenant, soit t0 > 0 tel que b˙(t0) ≤ 0. Comme ∂ZU(t, b(t)) ≥ 0 (limite de
(3.26) quand Z → b(t)), les deux termes de l'équation (3.48) sont négatifs ou nuls.
Ils sont donc tous les deux nuls. D'où S(t0, b(t0)) = 0 et ∂ZU(t0, b(t0))b˙(t0) = 0.
L'égalité S(t0, b(t0)) = 0 implique que b(t0) = b
?(t0), car S n'a qu'un seul zéro en
Z.
Nous allons maintenant construire la solution analytique sous l'hypothèse que
b?(t) est strictement décroissant et que b0 = b?(0).
Lemme 3.11. Si (U, b) est solution de (3.21),(3.22),(3.25),(3.26),(3.27). Suppo-
sons que b?(t) est strictement décroissant et que b0 = b?(0). Alors,
b(t) = b?(t) pour tout t ∈ [0, T ], (3.49)
et
U(t, Z) = −
∫ t
(b?)−1(Z)
S(τ, Z)dτ pour tout Z ∈ ]b(t), b?(0)], (3.50a)
U(t, Z) = U0(Z)−
∫ t
0
S(τ, Z)dτ pour tout Z ∈ [b?(0), h[. (3.50b)
Démonstration. Montrons tout d'abord (3.49). Pour cela, nous posons ∆ = b− b?.
Nous avons alors, par l'hypothèse b0 = b?(0) et la propriété b(0) = b0, ∆(0) = 0. De
plus, par le lemme 3.5, nous avons ∆ ≤ 0. Raisonnons par l'absurde pour montrer
que ∆(t) = 0 pour tout t ∈ [0, T ]. Supposons qu'il existe un temps t1 > 0 tel que
∆(t1) < 0. Par le théorème des accroissement nis, il existe un temps t0 ∈ ]0, t1[ tel
que ∆(t0) < 0 et ∆
′(t0) < 0. Ceci implique que b˙(t0) < b˙
?(t0) ≤ 0, d'où ∆(t0) = 0
par le lemme 3.10, ce qui contredit ∆(t0) < 0.
Montrons maintenant (3.50). Nous avons b(t) < b?(0) car b = b? strictement
décroissant. Pour Z xé dans ]b?(t), b?(0)[, nous intégrons l'équation (3.21) entre
t ∈ [0, T ] et t′ ∈ ]0, t[, où t′ est tel que Z = b?(t′), i.e. t′ = (b?)−1(Z) (cf. gure 3.5).
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Figure 3.5  Domaine d'intégration de la vitesse avec b décroissant.
Nous obtenons
U(t, Z) = U(t′, Z)−
∫ t
t′
S(τ, Z)dτ.
De plus, nous avons U(t′, Z) = U(t′, b(t′)) = 0 car t′ = (b?)−1(Z) = b−1(Z), ce qui
nous donne (3.50a). Pour Z xé dans ]b?(0), h[, nous pouvons intégrer (3.21) entre
t ∈ [0, T ] et 0, d'où (3.50b).
Nous vérions maintenant que la construction ci-dessus fournit bien une solu-
tion et nous en déduisons une condition aux limites supplémentaire en Z = b(t),
∂ZU(t, b(t)) = 0. (3.51)
Proposition 3.12. Soit (U, b) dénie par (3.49),(3.50). Nous supposons que b?(t)
est strictement décroissant, et que b0 = b?(0). Si ∂ZS < 0, alors (U, b) est solution
de (3.21),(3.22),(3.25),(3.26),(3.27) et vérie (3.51).
Démonstration. Si Z = b?(0), les deux formules (3.50a) et (3.50b) donnent la même
valeur, car U0(b?(0)) = U0(b(0)) = U0(b0) = 0, ce qui implique que U est continu en
Z. Vérions que les conditions (3.21),(3.22),(3.25),(3.26),(3.27) sont bien satisfaites.
Tout d'abord, (3.21) est vériée de façon évidente en dérivant (3.50) par rapport à t.
Ensuite, (3.22) est immédiate par (3.50a) et (3.25) par (3.50b). La condition (3.27)
est évidemment satisfaite puisque S(t, b(t)) = S(t, b?(t)) = 0. Ensuite, montrons la
condition (3.26). Pour Z ∈ ]b?(0), h[, c'est immédiat car S est supposé strictement
décroissant en Z et U0 strictement croissant en Z. Pour tout Z ∈ ]b(t), b?(0)[, nous
avons
∂ZU = −
∫ t
(b?)−1(Z)
∂ZS(τ, Z)dτ + S((b
?)−1(Z), Z)∂Z((b
?)−1(Z)). (3.52)
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Il existe un temps t′ ∈ ]0, t[ tel que t′ = (b?)−1(Z), d'où S((b?)−1(Z), Z) = S(t′, b?(t′)) =
0. Ainsi,
∂ZU = −
∫ t
t′
∂ZS(τ, Z)dτ > 0. (3.53)
D'où le résultat. De cette dernière égalité nous en déduisons également la condition
aux limites supplémentaire (3.51) puisque t′ = (b?)−1(Z) = t en Z = b(t).
3.3.3 Cas b
?(t) décroissant avec b0 < b?(0)
Nous allons maintenant nous placer dans la situation où b0 < b?(0), et nous
considérons comme précédemment des fonctions b(t) continues. D'après le lemme
3.10, si b(t) < b?(t) sur un intervalle, alors b(t) est strictement croissant sur cet
intervalle (par contraposée). Nous avons donc deux situations qui peuvent se pré-
senter :
1) lim
t→+∞
b(t) = l (par valeurs croissantes) et
lim
t→+∞
b?(t) = l′ (par valeurs décroissantes) avec l ≤ l′,
2) il existe un temps t? > 0 tel que b(t?) = b?(t?), et pour tout t < t?, b(t) < b?(t).
La situation 1) signie qu'il n'y a pas d'intersection entre les graphes des fonctions
b et b?. Dans la situation 2), il y a une intersection en t = t?, et à partir du temps
t?, nous sommes dans le cas de la sous-section 3.3.2. Dans le reste de cette section,
nous allons détailler le cas 2). Ainsi, nous avons{
b(t) < b?(t) pour tout t < t?,
b(t) = b?(t) pour tout t ≥ t?. (3.54)
Ce qui donne une épaisseur de couche solide croissante pour 0 ≤ t ≤ t? et décrois-
sante pour t > t?. Ce changement de variation inue sur la formule déterminant la
vitesse.
Lemme 3.13. Soit (U, b) une solution de (3.21),(3.22),(3.25),(3.26),(3.27), avec
b(t) satisfaisant (3.54). Nous supposons que b?(t) est strictement décroissant, et que
b0 < b?(0). Alors, pour tout t ≥ t?, la vitesse est donnée par
U(t, Z) = −
∫ t
(b?)−1(Z)
S(τ, Z)dτ pour tout Z ∈ ]b?(t), b?(t?)[, (3.55a)
U(t, Z) = U0(Z)−
∫ t
0
S(τ, Z)dτ pour tout Z ∈ ]b?(t?), h[. (3.55b)
Pour 0 < t < t?, la vitesse est donnée par
U(t, Z) = U0(Z)−
∫ t
0
S(τ, Z)dτ pour tout Z ∈ ]b(t), h[. (3.56)
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Démonstration. Nous raisonnons sur la gure 3.6. Lorsque t ≥ t?, nous sommes dans
la même conguration que dans la sous-section précédente, et les mêmes arguments
donnent la formule (3.55). Lorsque 0 < t < t?, nous sommes dans le cas où b(t) est
croissant, donc la vitesse est donnée par le lemme 3.7, d'où (3.56).
(3.56)
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(3.55a)
b?(0)b0 b(t?) = b?(t?)
t?
Z
t
•
•
Z
b(t)
t
t′
b?(t)
Figure 3.6  Domaine d'intégration de la vitesse.
Pour achever la construction de la solution, il nous reste à montrer que b(t) est
déterminé comme zéro de (3.56), et que t? est le premier temps t à partir duquel
b(t) = b?(t). Nous rappelons la vitesse étendue U˜ dénie pour Z ∈ [b0, h] et t ∈ [0, T ],
qui est donnée par (3.32).
Proposition 3.14. Il existe un temps maximal t? > 0 tel que pour tout t < t?, il
existe un unique zéro en Z de U˜ , que nous appelons b(t), tel que b0 < b(t) < b?(t).
De plus, b(t) est strictement croissant sur ]0, t?[, et si t? < +∞, alors b(t?) = b?(t?).
Démonstration. Notons Prop(t) la proposition suivante : il existe un unique zéro
de Z 7→ U˜(t, Z), appelé b(t), tel que b0 < b(t) < b?(t). Soit I l'ensemble
I =
{
t+ > 0
∣∣ ∀t ∈ ]0, t+[, P rop(t) est vraie} .
Cet ensemble I est convexe puisque si t+1 ∈ I, alors t+2 ∈ ]0, t+1 [ implique t+2 ∈ I.
L'ensemble I est donc un intervalle de R. De plus, de la dénition de I nous dédui-
sons que nous avons l'un des trois cas suivants :
1) I = ∅,
2) I =]0, t?],
3) I =]0,+∞[.
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Nous allons montrer que I 6= ∅. Reprenons la démonstration du lemme 3.8. Nous
considérons F la fonction dénie en (3.33) telle que U˜(t, b) = F (t, b), c'est à dire
F (t, b) = U0(b)−
∫ t
0
S(τ, b)dτ.
Montrons que cette fonction admet un unique zéro b(t) dans l'intervalle [b0, b?(t)].
L'unicité résulte du fait que ∂bF > 0 (cf. démonstration du lemme 3.8). Reste à
prouver l'existence. Pour cela, nous allons montrer que pour t+ > 0 (assez pe-
tit), Prop(t) est vraie pour tout t < t+. Pour t+ > 0 (assez petit), montrons que
F (t, b0) < 0, et que F (t, b?(t)) > 0, pour tout t < t+. À cette n, nous remarquons
qu'il existe  > 0 et t¯ > 0 tels que
b0 +  < b?(t) pour tout t ≤ t¯, (3.57)
puisque b0 < b?(0) et que b?(t) est décroissant et continu. Commençons par montrer
F (t, b0) < 0. Nous avons F (t, b0) = − ∫ t0 S(τ, b0)dτ , il sut donc de montrer que
S(τ, b0) > 0 pour tout τ ∈ ]0, t[. Par (3.57) nous avons, b0 < b?(τ) pour tout
τ ∈ ]0, t[. Ainsi, par (3.28), nous en déduisons que S(τ, b0) > 0 pour tout τ ∈ ]0, t[,
d'où F (t, b0) < 0. Ensuite, montrons que F (t, b?(t)) > 0. Comme S est continu en
ses deux variables, il existe une constante C1 ≥ 0 telle que S(τ, Z) ≤ C1 pour tout
τ ∈ [0, t¯[ et tout Z ∈ [0, h]. De plus, U0(Z) est continu sur [b0 + , h], et ne s'y
annule pas, donc il existe une constante C2 > 0 telle que U
0(Z) ≥ C2 pour tout
Z ∈ [b0 + , h]. Ainsi, pour tout t ≤ t¯, il vient F (t, b?(t)) ≥ C2 − C1t. Nous en
déduisons que, pour tout t ≤ t¯ tel que t < C2
C1
, nous avons F (t, b?(t)) > 0. D'où
l'existence d'un zéro b(t) dans l'intervalle [b0, b?(t)]. Ainsi, I 6= ∅.
La démonstration de la croissance de b(t) est identique à celle de la démons-
tration du lemme 3.8, en utilisant (3.35). Il reste à montrer que si t? < +∞,
alors b(t?) = b?(t?). Pour cela, nous allons démontrer que si t? < +∞, alors
U˜(t?, b?(t?)) = 0. Si t? < +∞, par ce qui précède, nous avons I = ]0, t?], et pour
tout t+ > t?, t+ /∈ I. Par conséquent, il existe t ∈ [t?, t+[ tel que Prop(t) est
fausse. Comme ceci est valable pour tout t+ > t?, il existe une suite de réels positifs
(tn)n∈N vériant, pour tout n ∈ N, tn ≥ t? et tn −→
n→+∞
t?, telle que Prop(tn) est
fausse. Puisque ∂bF > 0, l'unicité dans l'énoncé de la proposition est acquise. Nous
allons commencer par montrer que F (tn, b
0) < 0. Pour cela, il sut de montrer que
b0 < b?(τ) pour tout τ ∈ ]0, tn[. Nous savons que b(t) est strictement croissant sur
]0, t?[, donc pour tout t ∈ ]0, t?[, nous avons b0 < b(t) et b0 < lim
t→t?
b(t). De plus,
comme b(t) < b?(t) pour tout t ∈ ]0, t?[, il vient lim
t→t?
b(t) ≤ b?(t?). D'où, en passant
à la limite t→ t?, b0 < b?(t?). De plus, la continuité de b? en t? implique qu'il existe
un temps t˜ ∈ ]t?,+∞[ tel que
b?(t) ≥ b
?(t?) + b0
2
pour tout t ∈ [t?, t˜], (3.58)
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puisque b0 < b?(t?). De plus, comme tn −→
n→+∞
t? en décroissant, il existe n˜ ∈ N∗ tel
que tn ≤ t˜ pour tout n ≥ n˜. Ainsi, par (3.58), il vient
b?(tn) ≥ b
?(t?) + b0
2
> b0 pour tout n ≥ n˜.
Par stricte décroissance de b?, nous en déduisons que b?(τ) > b?(tn) > b
0
pour tout
τ ∈ ]0, tn[.
Comme Prop(tn) est fausse, ceci signie qu'il n'existe pas de zéro de U˜ qui est
inférieur à b?(tn), et comme nous avons montré que b
?(τ) > b0 pour tout Z ∈ ]0, tn[,
nous en déduisons que F (tn, b
?(tn)) ≤ 0. Faisant tendre n vers +∞, nous obtenons
F (t?, b?(t?)) ≤ 0. De plus, il existe une suite de réels positifs (t′n)n∈N vériant t′n < t?
et t′n −→
n→+∞
t?, telle que Prop(t′n) est vraie. Nous en déduisons en particulier que
F (t′n, b
?(t′n)) ≥ 0.
En faisant tendre n vers +∞, il vient
F (t?, b?(t?)) ≥ 0.
En combinant cette inégalité avec F (t?, b?(t?)) ≤ 0, il vient F (t?, b?(t?)) = 0, ce qui
conclut le preuve.
Illustration
Pour illustrer la construction ci-dessus, nous nous plaçons à nouveau dans le
cas d'une vitesse initiale linéaire donnée par (3.37) et d'un terme source linéaire
en Z donné par (3.38). Nous prenons b?(t) =
h+ b0t2
1 + t2
, qui décroît de h à b0. En
utilisant le lemme 3.13, nous obtenons, pour tout t < t?,
U(t, Z) = (1 + t)(Z − b0) + (b0 − h) arctan t pour tout Z ∈ ]b(t), h[,
et pour tout t ≥ t?,
U(t, Z) = (1 + t)(Z − b0) + (b0 − h) arctan t pour tout Z ∈ ]b(t), h[,
U(t, Z) = (Z − b0)
(
t−
√
h− Z
Z − b0
)
− (h− b0)
(
arctan t− arctan
√
h− Z
Z − b0
)
pour tout Z ∈ ]b(t), b?(t?)[.
Pour l'épaisseur de la couche solide, nous obtenons
b(t) = b0 + (h− b0)arctan t
1 + t
pour t < t?,
b(t) = b?(t) pour t ≥ t?.
(3.59)
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Nous représentons ces résultats à la gure 3.7 ci-dessous.
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Figure 3.7  Prols de vitesse et épaisseur de la couche solide.
Nous distinguons les parties t ≤ t? et t > t?, avec ici t? ' 1.23, ce qui donne
b?(t?) ' 4.49. Lorsque t ≤ t?, les prols de vitesse sont linéaires et la couche
solide s'épaissit. En revanche, lorsque t > t?, les prols de vitesse sont non linéaires
dans la partie où Z ∈ ]b(t), b?(t?)[, et sont à nouveau linéaires dans la partie où
Z ∈ ]b?(t?), h[.
3.3.4 Cas particulier : b(t) discontinu
Nous revenons au cas d'une fonction b?(t) croissante, mais contrairement à la
sous-section 3.3.1, nous supposons maintenant que b?(0) < b0. Dans un tel cas de
gure, de par le lemme 3.5, dès que t > 0, l'interface b(t) saute instantanément en
Z = b?(t) et nous avons ainsi
b(0+) := lim
t→0+
b(t) = b?(0). (3.60)
Cette conguration permet de modéliser le cas d'un démarrage brutal d'une partie
de la couche solide. Dans cette conguration, nous avons à écrire la condition initiale
U(t, Z) −→
t→0+
U0(Z) pour tout Z ∈ ]b(0+), h[. (3.61)
Comme U0 n'est dénie que pour b0 < Z < h, nous l'étendons en posant
U0(Z) = 0 pour tout Z ∈ [b?(0), b0]. (3.62)
Pour des temps t ∈ [0, T ] tels que b(t) ≥ b0, les prols de vitesse sont donnés
par le lemme 3.7. Pour des temps t tels que b?(0) < b(t) < b0, nous avons le lemme
suivant :
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Lemme 3.15. Supposons que b(t) est croissant et que b?(0) < b0. Pour tout t ∈
[0, T ] tel que b?(0) < b(t) < b0, la vitesse est donnée par
U(t, Z) = −
∫ t
0
S(τ, Z)dτ pour tout Z ∈ ]b(t), b0[,
U(t, Z) = U0(Z)−
∫ t
0
S(τ, Z)dτ pour tout Z ∈ ]b0, h[.
Démonstration. Identique à la démonstration du lemme 3.7, en tenant compte de
(3.62). La partie ]b(t), b0[ est représentée sur la gure 3.8 ci-dessous.
<
b0b(0+) = b?(0) Z
t
•Z
•
b(t)
Figure 3.8  Intégration de la vitesse dans la partie [b?(0), b0].
Illustration
Nous choisissons à nouveau une vitesse initiale linéaire donnée par (3.37) (et
étendue selon (3.62)) et un terme source linéaire en Z donné par (3.38). Nous
prenons b?(t) =
b?(0) + ht2
1 + t2
. De plus, nous prenons b0 = 3.5. Les prols de vitesse
sont linéaires pour tout t ∈ [0, T ] tel que b(t) > b0, et donnés par (en utilisant
(3.39))
U(t, Z) = −b0+(1+t)Z−ht+(h−b?(0)) arctan t pour tout Z ∈ ]b(t), h[. (3.63)
Les prols de vitesse sont linéaires par morceaux pour tout t ∈ [0, T ] tel b?(0) <
b(t) < b0, et donnés par
U(t, Z) = −b0 + (1 + t)Z − ht+ (h− b?(0)) arctan t pour tout Z ∈ ]b0, h[,
U(t, Z) = Zt− ht+ (h− b?(0)) arctan t pour tout Z ∈ ]b(t), b0[.
54 3.4 Méthodes numériques pour le cas avec viscosité
En utilisant la condition U(t, b(t)) = 0, appliquée à la vitesse dans la partie ]b(t), b0[
avec t ∈ [0, T ] tel b?(0) < b(t) < b0, il vient
b(t) =
ht− (h− b?(0)) arctan t
t
. (3.64)
Ainsi, nous avons bien b(t) croissant, lim
t→0+
b(t) = 1 = b?(0), et b(t) est l'unique zéro
de Z 7→ U(t, Z). Ces résultats sont représentés à la gure 3.9.
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Figure 3.9  Prols de vitesse et épaisseur de la couche solide.
Nous observons que l'épaisseur de la couche solide saute de b0 à b?(0) au dé-
marrage, et les prols de vitesse sont linéaires par morceaux avec un changement
de pente en Z = b0, pour les temps t tels que b(t) < b0. Dans notre exemple, cela
correspond aux temps t tels que
ht− (h− b?(0)) arctan t
t
< b0, (3.65)
c'est à dire,
arctan t
t
>
h− b0
h− b?(0) . (3.66)
Ce qui nous donne t ' 2.33. Au-delà de cet instant, les prols de vitesse sont
linéaires.
3.4 Méthodes numériques pour le cas avec viscosité
Dans cette section, nous nous intéressons au modèle avec terme source (3.6),(3.7)
dans le cas avec viscosité. Comme nous ne disposons pas d'une solution analytique,
nous allons approcher la solution par une méthode numérique. Le principe est le
suivant : nous discrétisons l'équation d'évolution (3.6) et les conditions aux limites
(3.7a) et (3.7c) par un schéma aux diérences nies. La troisième condition aux
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limites, (3.7b), nous sert à prédire l'évolution de l'épaisseur de la couche solide. Le
couplage entre U et b est traîté de manière implicite. Étant donné une valeur de b(t)
à un instant discret tn+1, bn+1, le prol de vitesse en tn+1, Un+1, se détermine par
la discrétisation de (3.6),(3.7a),(3.7c). Ce prol de vitesse Un+1 dépend de manière
très simple de bn+1 (nous verrons qu'il s'agit d'une fonction ane par morceaux).
Nous pouvons alors déterminer facilement la valeur de bn+1 permettant de satisfaire
la condition aux limites (3.7b).
3.4.1 Changement de variable
Le problème considéré est posé sur un intervalle dépendant du temps, via
l'épaisseur de la couche solide b(t). Nous allons donc opérer un changement de
variables, an de passer de l'intervalle [b(t), h] à [0, 1], et de permettre ainsi une
discrétisation du problème sur un maillage xe. Pour ce faire, nous considérons le
changement de variables ane suivant
R+ × [b(t), h]→ R+ × [0, 1]
( t , Z ) 7→ ( τ , Y ) (3.67)
avec t = τ et Z = b(τ) + Y (h− b(τ)) pour 0 < Y < 1. Ce changement de variables
a déjà été présenté dans la preuve du lemme 3.1. Il est clair que ce changement de
variables devient singulier lorsque b(t)→ h et n'est donc pas adapté à des situations
où l'écoulement est proche de l'arrêt. Nous développons une approche alternative
en section 3.6 pour étudier ce cas.
Nous allons réécrire les équations et conditions aux limites du problème dans
les nouvelles variables. Tout d'abord, les dérivées partielles se réécrivent
∂τ = ∂t +
∂Z
∂τ
∂Z = ∂t + b˙(τ)(1− Y )∂Z ,
∂Y =
∂Z
∂Y
∂Z = (h− b(τ))∂Z .
Pour alléger les notations, nous écrivons maintenant b et b˙ au lieu de b(τ) et b˙(τ).
En remplaçant ces expressions dans (3.6), il vient
∂τU − (1− Y )
h− b b˙∂Y U + S −
ν
(h− b)2∂
2
Y Y U = 0 pour tout Y ∈ ]0, 1[, (3.68)
et les conditions aux limites (3.7) deviennent (comme ν 6= 0)
U = 0 en Y = 0, (3.69a)
∂Y U = 0 en Y = 0, (3.69b)
∂Y U = 0 en Y = 1. (3.69c)
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3.4.2 Diérences nies en espace et en temps
Nous discrétisons le domaine Ω = ]0, 1[ par un maillage uniforme. Nous intro-
duisons un pas d'espace ∆Y =
1
nY
> 0, avec nY entier positif, et nous dénissons
les n÷uds d'un maillage régulier
Yj = (j − 1
2
)∆Y,
point milieu de chaque maille ](j − 1)∆Y, j∆Y [, pour j ∈ {1, ..., nY }. Soit ∆tn > 0
le pas de discrétisation en temps pour n ∈ {0, ..., N}. En partant de t0 = 0, ces pas
génèrent la suite d'instants discrets tn+1 = tn + ∆tn avec tn une suite croissante
d'instants discrets. Nous posons T = tN le temps nal.
Notre objectif est de déterminer des approximations de la vitesse au point
milieu de chaque maille et à l'instant discret tn
Unj ' U(tn, bn + Yj(h− bn)),
pour tout n ∈ {1, ..., N} et pour tout j ∈ {1, ..., nY }. La condition initiale est
prise en compte en posant U0j = U
0(b0 + Yj(h− b0)) pour tout j ∈ {1, ..., nY }. Les
conditions aux limites (3.69a),(3.69c) conduisent aux égalités
Un0 = −Un1 , (3.70a)
UnnY +1 = U
n
nY
, (3.70b)
pour tout n ∈ {1, ..., N}.
L'équation d'évolution (3.68) contient une terme advectif,
1− Y
h− b b˙∂Y U , un
terme source S, et un terme diusif, − ν
(h− b)2∂
2
Y Y U . Le terme advectif et le terme
source sont discrétisés par un schéma explicite, avec condition CFL, et le terme
de diusion de manière semi-implicite. Ainsi, l'équation (3.68) se discrétise en la
suivante : pour tout n ∈ {0, ..., N − 1}, trouver Un+1j pour tout j ∈ {1, ..., nY }, tel
que
Un+1j − Unj
∆tn
+
(1− Yj)
h− bn A
n
j + S(t
n, Yj)− ν
(h− bn)2
Un+1j+1 + U
n+1
j−1 − 2Un+1j
(∆Y )2
= 0,
(3.71)
avec bn l'approximation de l'épaisseur de la couche solide au temps tn (qui est
connue), et bn+1 celle au temps tn+1 (qui doit être déterminée). Pour alléger les
notations, nous écrivons S(tn, Yj) au lieu de S(t
n, bn+Yj(h− bn)). Enn, Anj est un
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terme d'advection tel que, en posant b˙n+
1
2 =
bn+1 − bn
∆t
,
a
n+ 1
2
j =


−b˙n+ 12 U
n
j − Unj−1
∆Y
si b˙n+
1
2 ≤ 0,
−b˙n+ 12 U
n
j+1 − Unj
∆Y
si b˙n+
1
2 ≥ 0.
(3.72)
D'après l'équation (3.71), le système à résoudre est, pour tout j ∈ {1, ..., nY },
Un+1j −
ν∆tn
(h− bn)2(∆Y )2 (U
n+1
j+1 + U
n+1
j−1 − 2Un+1j ) = V nj , (3.73)
avec
V nj = U
n
j −∆tn
1− Yj
h− bna
n+ 1
2
j −∆tnS(tn, Yj). (3.74)
Par souci de concision, nous notons
Kn =
ν∆tn
(h− bn)2(∆Y )2 > 0, (3.75)
ce qui donne nalement
Un+1j (1 + 2K
n)−Kn(Un+1j+1 + Un+1j−1 ) = V nj . (3.76)
Ainsi, à chaque pas de temps nous avons à calculer les valeurs (Un+1j )1≤j≤nY et
pour cela, prenant en compte les conditions aux limites (3.70) an d'évaluer Un+10
et Un+1nY +1, nous devons inverser la matrice tridiagonale
An =


1 + 3Kn −Kn . . . . . . . . . 0
−Kn 1 + 2Kn −Kn ...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. −Kn 1 + 2Kn −Kn
0 . . . . . . . . . −Kn 1 +Kn


, (3.77)
dont il est aisé de remarquer le caractère à diagonale dominante et donc inversible
à coecients positifs. En pratique, nous exploitons la structure tridiagonale pour
calculer explicitement, par un algorithme de descente-remontée, la décomposition
LU de la matrice An.
Enn, pour assurer la stabilité du schéma, nous imposons que ∆tn vérie la
condition CFL classique d'un schéma décentré
∆tn|b˙n+ 12 |
h− bn ≤ ∆Y. (3.78)
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De ce fait, nous constatons que nous avons besoin de connaître a priori une ap-
proximation de b˙n+
1
2
an de pouvoir évaluer cette condition CFL. À cette n, nous
posons b˙−
1
2 = 0 pour une estimation du choix de pas de temps initial et la mise en
marche de l'algorithme, puis aux pas de temps suivants, nous utilisons b˙n−
1
2
dans
la condition CFL (3.78).
3.4.3 Méthode pour le suivi d'interface
La valeur de bn+1 est déterminée comme le zéro d'une fonction qui discrétise la
condition aux limites (3.69b). Nous écrivons le système linéaire (3.76) sous la forme
compacte
AnUn+1(bn+1) = V n(bn+1) (3.79)
où nous avons fait gurer explicitement la dépendance du membre de droite V n en
bn+1 et celle de la solution Un+1 qui en résulte.
Lemme 3.16. La discrétisation de la condition aux limites (3.69b) s'écrit, compte
tenu de (3.69a),
Un+11 (b
n+1) = 0.
Démonstration. La discrétisation par diérences nies des conditions aux limites,
Dirichlet et Neumann en Y = 0, donne respectivement
Un+11 + U
n+1
0 = 0,
Un+11 − Un+10 = 0,
ce qui permet d'en tirer Un+11 = 0.
Ainsi, nous pouvons déterminer bn+1 comme le zéro de la première composante
de la vitesse numérique Un+1. Comme la matrice An est indépendante de bn+1 et
que le vecteur V n est une fonction ane par morceaux de bn+1 (le caractère par
morceaux provient du décentrement qui dépend du signe de
bn+1 − bn
∆t
), nous en
déduisons que Un+11 est une fonction ane par morceaux de b
n+1
. Pour déterminer
cette fonction, il sut de l'évaluer en prenant les valeurs bn+1 = 0, bn et h. La gure
3.10 illustre cette fonction dans le cas où b(t) est croissant, si bien que bn+1 ≥ bn,
l'autre cas est illustré à droite.
3.5 Résultats numériques pour le cas avec viscosité 59
Un+11
bn h
0
•
•
•
•
bn+1
Un+11
bn h
0
•
•
•
•
bn+1
Figure 3.10  Fonction Un+11 en fonctin de b
n+1
.
Enn, une fois déterminée la valeur de bn+1 par interpolation linéaire comme
indiqué à la gure 3.10, nous résolvons une dernière fois le système (3.76) pour
obtenir la vitesse Un+1(bn+1) sur tous les points du maillage.
3.5 Résultats numériques pour le cas avec viscosité
Dans cette section, nous allons étudier numériquement le modèle simplié avec
terme source empirique. Nous avons vu que lorsqu'il n'y a pas de viscosité nous
disposons de la solution analytique. Ainsi, par comparaison nous allons pouvoir
étudier l'inuence de la viscosité sur la solution en utilisant les méthodes numériques
décrites précédemment. Les simulations numériques sont eectuées pour un temps
nal inférieur à celui de l'arrêt de l'écoulement, puisque l'arrêt n'est pas traîté
par notre modèle. En eet, ceci est dû au changement de variable (3.67) qui fait
apparaître un terme devenant singulier lorsque l'épaisseur de la couche solide b(t)
tend vers la hauteur du domaine h. Néanmoins, nous aborderons une autre méthode
permettant de traîter l'arrêt dans la section suivante.
Dans un premier temps, nous eectuons une analyse de la convergence de la
solution avec viscosité, an de nous assurer de la pertinence des résultats obtenus.
Pour cela, nous considérons le cas où le terme source est une fonction constante et
uniforme. Dans un second temps, nous étudions le comportement en temps long de
la solution lorsque le terme source est choisi comme dans l'étude de convergence,
constant et uniforme, et également lorsqu'il est linéaire avec un zéro constant ou
décroissant en temps, comme décrit dans la section 3.3. Nous présentons quelques
prols de vitesse et l'évolution de l'épaisseur de la couche solide selon la forme
du terme source et de son zéro, avec une étude asymptotique de l'épaisseur de la
couche solide. Ensuite, une analyse du comportement de l'écoulement au démarrage
est présentée dans le cas d'un terme source constant et uniforme. En outre, nous
eectuons une étude des équations adimensionnées, an d'en déduire les valeurs ca-
ractéristiques du mouvement du uide dans cette phase de l'écoulement, telles que
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la profondeur minimale atteinte pour la couche uide et le temps correspondant, en
fonction de la viscosité et du terme source.
3.5.1 Étude de convergence
Dans cette section, nous eectuons une étude de convergence en fonction du
ranement en temps et en espace. Concrètement, nous calculons une solution dite
"de référence", que nous jugeons susamment able, en prenant un grand nombre
de n÷uds de maillage et un pas de temps très petit. En calculant des solutions
plus grossières, et en évaluant l'erreur avec la solution de référence, nous pouvons
déterminer les taux de convergence relatifs à notre approche. An de simplier
l'étude, nous nous plaçons dans le cas d'un terme source constant et uniforme.
La solution de référence est notée Uref . Elle sert à évaluer la qualité de la solution
avec viscosité, en la comparant à des solutions calculées moins précisément, c'est à
dire avec des pas de temps et d'espace plus grossiers. Pour cela, il faut dénir une
façon de mesurer l'erreur entre deux solutions calculées sur des maillages diérents,
c'est à dire que nous allons devoir faire une interpolation de la solution de référence.
Il faut prendre garde au fait que l'intervalle sur lequel la solution est non nulle
dépend du temps (et en pratique, des paramètres d'approximation), ce qui entraîne
des résultats diérents lorsque le pas de temps est modié.
Nous prenons un nombre de points susamment grand, soit nY = 40000 points,
et nous en déduisons, d'après la méthode numérique vue à la section précédente
utilisant un changement de variable, que cela donne un pas d'espace ∆Y ref =
1
nY
=
2.5 × 10−5. Nous optons ensuite pour un pas de temps initial petit ∆t0ref = 10−4
puis nous déterminons ∆tn en utilisant la condition CFL (3.78). Numériquement,
nous posons
∆tn = min
(
∆t0ref ,
∆Y (h− bn)
|b˙n+ 12 |
)
. (3.80)
Nous utilisons ces paramètres pour le calcul de la solution de référence Uref . Ensuite,
nous calculons une autre solution U avec un pas de temps initial ∆t0 ou (exclusif)
un pas d'espace 2k fois plus grand que celui servant au calcul de Uref .
Maintenant, il s'agit de jauger l'écart entre les deux solutions. Pour cela, nous
interpolons la solution de référence sur le maillage grossier ayant servi à calculer la
solution U , puis nous estimons l'erreur relative par la quantité
||e||k := ||I(Uref)− U ||k||I(Uref)||k pour k = 1, 2,∞, (3.81)
où I désigne l'opérateur d'interpolation, et où Uref et U sont évalués au temps nal
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de simulation qui est xé à T = 1. Les normes sont celles utilisées de manière usuelle
||U ||1 =
nY∑
i=1
|U(Yi)|
nY
,
||U ||2 =
√√√√√√
nY∑
i=1
|U(Yi)|2
nY
,
||U ||∞ = max
1≤i≤nY
|U(Yi)|,
Les solutions approchées considérées ici correspondent au cas où le terme source est
de la forme
S = g(sin θ + λ cos θ), (3.82)
avec θ l'angle d'inclinaison du domaine, λ un coecient de friction interne et g la
gravité. L'angle d'inclinaison du domaine est xé à −1◦, et le coecient de friction
interne est choisi de telle manière à ce que nous ayons
| tan θ| < λ = | tan θ|+ 10−2.
Cette condition permet de simuler l'arrêt d'un écoulement, dès lors que nous partons
d'une vitesse initiale non nulle partout. Nous choisissons comme prol de vitesse
initiale (3.37), i.e
U0(Z) = Z − b(0) pour tout Z ∈ ]b(0), h[, (3.83)
linéaire par morceaux et non nul au dessus de l'épaisseur de la couche solide initiale
b(0). L'écoulement va alors tendre progressivement vers l'arrêt, avec un compor-
tement diérent selon la viscosité. Pour étudier l'inuence de la viscosité sur les
résultats, nous étudions les cas ν = 10−3, puis ν = 1. Les résultats sont présentés
sous forme de tableaux renseignant les erreurs selon les 3 normes, pour des valeurs
diérentes de ∆Y et ∆t.
• ν = 10−3
∆Y ||e||1 ||e||2 ||e||∞
2∆Y ref 1.25e-05 1.24e-05 1.23e-05
4∆Y ref 3.75e-05 3.72e-05 3.69e-05
8∆Y ref 8.74e-05 8.69e-05 8.61e-05
16∆Y ref 1.87e-04 1.86e-04 1.85e-04
32∆Y ref 3.87e-04 3.85e-04 3.82e-04
∆t0 ||e||1 ||e||2 ||e||∞
2∆t0ref 9.46e-09 5.30e-08 4.18e-07
4∆t0ref 2.90e-08 1.60e-07 1.25e-06
8∆t0ref 6.96e-08 3.74e-07 2.92e-06
16∆t0ref 1.54e-07 8.10e-07 6.25e-06
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• ν = 1
∆Y ||e||1 ||e||2 ||e||∞
2∆Y ref 2.03e-05 1.75e-05 1.61e-05
4∆Y ref 6.08e-05 5.26e-05 4.82e-05
8∆Y ref 1.42e-04 1.22e-04 1.12e-04
16∆Y ref 3.04e-04 2.63e-04 2.41e-04
32∆Y ref 6.28e-04 5.44e-04 4.98e-04
∆t0 ||e||1 ||e||2 ||e||∞
2∆t0ref 1.02e-05 8.85e-06 8.88e-06
4∆t0ref 3.06e-05 2.65e-05 2.66e-05
8∆t0ref 7.12e-05 6.18e-05 6.20e-05
16∆t0ref 1.52e-04 1.32e-04 1.32e-04
Nous observons une convergence un peu plus que linéaire en espace et en temps,
les erreurs sont d'ordre légèrement supérieur à 1 avec les 3 normes, ce qui est compa-
tible avec l'ordre formel de l'erreur de troncature en temps et en espace. Par ailleurs,
nous remarquons que pour ν = 10−3 l'erreur en temps est 103 fois plus petite que
pour ν = 1 alors que les erreurs en espace sont du même ordre pour les deux valeurs
de la viscosité.
Pour la suite, nous eectuons nos simulations avec nY = 5000, correspondant à
8∆Y ref , et ∆t
0 = 10−4 correspondant à∆t0ref . Pour le pas d'espace, cela correspond
à une erreur de l'ordre de 10−5. Le pas de temps, est pris égal à ∆t0ref , autrement
l'erreur en temps domine.
3.5.2 Comportement en temps long
Nous allons analyser le comportement en temps long des solutions en fonction
de la force imposée au système par le terme source. Pour cela, nous allons passer
en revue tous les cas énumérés à la section 3.3. Tout d'abord, nous détaillons,
comme dans le paragraphe précédent, le cas d'un terme source constant et uniforme.
Ensuite, nous nous intéressons aux résultats obtenus avec un terme source variable
en espace, à zéro constant, puis à zéro décroissant en temps. Dans ce cas, nous
décrivons l'évolution de la position de l'interface en temps long et exhibons une
valeur asymptotique de convergence indépendante de la viscosité. Dans chacun des
cas, nous choisissons diérentes valeurs pour la viscosité, an d'évaluer l'inuence
de celle-ci sur la dynamique.
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S constant et uniforme
Nous choisissons le même terme source que précédemment, soit (3.82). Nous
notons α cette valeur,
α := g(sin θ + λ cos θ).
Ce cas correspond à l'exemple décrit à la section 2.3 avec l'équation (2.38), et nous
avons vu que lorsqu'il n'y a pas de viscosité, la solution analytique (U, b) est connue.
La vitesse est donnée par (2.43), et l'épaisseur de la couche solide par (2.44). En
choisissant une vitesse initiale linéaire par morceaux (3.37), nous obtenons pour
tout t tel que 0 ≤ t ≤ h− b
0
α
U(t, Z) = Z − b0 − αt pour tout Z ∈ ]b(t), h[,
b(t) = αt+ b0.
Les paramètres λ et θ sont choisis de telle sorte que la condition d'écoulement (2.32)
soit satisfaite. Cette conguration permet alors de modéliser l'arrêt d'un écoulement,
dès lors que la vitesse initiale est non nulle partout.
Nous allons comparer nos résultats numériques, avec viscosité, aux prols ana-
lytiques sans viscosité. Plus précisément, nous choisissons quatre valeurs pour la
viscosité, ν = 10−4, ν = 10−3, ν = 10−2 et ν = 10−1. Pour la discrétisation, nous
prenons nY = 5000 en espace points, c'est à dire un pas de temps ∆Y = 2×10−4, et
pour la discrétisation en temps nous partons d'un pas d'espace initial ∆t0 = 10−4.
Les graphiques ci-dessous représentent les prols de vitesse numériques aux temps
t = 0, t = 2, t = 4 et t = 6 à viscosité non nulle xée. Aux mêmes instants nous
représentons les prols des vitesses analytiques non visqueuses en noir. Pour nos
simulations, nous choisissons b0 = 3.5 et une hauteur de domaine h = 6.
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Figure 3.11  Vitesse pour ν = 10−4.
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Figure 3.12  Vitesse pour ν = 10−3.
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Figure 3.13  Vitesse pour ν = 10−2.
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Figure 3.14  Vitesse pour ν = 10−1.
Nous observons sur les deux premiers graphes 3.11 et 3.12, correspondant à
des viscosités petites, que les prols avec et sans viscosité sont confondus à l'÷il
nu. À mesure que la viscosité augmente, gures 3.13 et 3.14, nous observons que
les prols de vitesse font apparaître des couches limites de plus en plus grandes, et
que la couche solide s'amincit, c'est à dire qu'une partie du uide qui n'était pas en
mouvement au départ se uidie. Représentons alors l'évolution de l'épaisseur de la
couche solide à la gure 3.15.
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Figure 3.15  Évolution de l'épaisseur de la couche solide.
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Le comportement observé sur les prols de vitesse se traduit par une décrois-
sance initiale de b(t) que l'on distingue bien à partir de ν supérieur ou égal à 10−2.
Néanmoins, nous constatons qu'avec le temps b(t) se met nalement à croître. Ces
résultats sont la conséquence d'un phénomène de compensation entre la viscosité,
qui fait décroître b(t), et la friction qui provoque l'eet inverse. En temps susam-
ment long, relativement aux valeurs de ν et S, les eets de la friction l'emportent
sur les eets visqueux, et c'est alors que l'épaisseur de la couche solide se met à
croître. Pour observer la croissance de b(t), nous eectuons une simulation sur un
temps plus long, en prenant T = 13 (cf. gure 3.16).
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Figure 3.16  Évolution de l'épaisseur de la couche solide en temps long.
Ici, nous observons qu'avec ν = 10−1 la couche solide s'épaissit beaucoup plus
vite. Lorsque l'écoulement est proche de l'arrêt il y a une accélération de l'épaississ-
ment de la couche solide.
S non uniforme
Nous nous plaçons dans la même conguration que dans la sous-section 3.3.1
concernant les données du terme source et de la vitesse initale. Ainsi, nous consi-
dérons un terme source S linéaire en espace (3.38), soit S(t, Z) = b?(t) − Z pour
tout Z ∈ ]0, h[, ayant un zéro b?(t), et nous choisissons une vitesse initiale linéaire
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par morceaux donnée par (3.37). Puisque nous disposons d'une solution analytique
lorsqu'il n'y a pas de viscosité, nous comparons les prols de vitesse pour diérentes
valeurs de ν, puis nous étudions l'évolution de la position de l'interface. En particu-
lier, en temps long, nous observons que celle-ci converge vers une valeur constante,
indépendante de la viscosité. Cette valeur, notée b∞, se déduit de l'équation à l'équi-
libre et des conditions aux limites associées
S(t =∞, Z)− νU ′′(Z) = 0 pour tout Z ∈ ]b∞, h[, (3.84a)
U(b∞) = 0, (3.84b)
U ′(b∞) = 0, (3.84c)
U ′(h) = 0. (3.84d)
Puisque nous connaissons l'expression de S, il est facile d'intégrer cette équation
pour en déduire l'expression de b∞.
Lemme 3.17. Supposons que b?(t)→ b?∞ quand t→ +∞, avec b?∞ < h. La valeur
asymptotique de l'épaisseur de la couche solide est
b∞ = 2b?∞ − h. (3.85)
Démonstration. Nous intégrons l'expression de S et réécrivons l'équation diéren-
tielle (3.84a), ce qui donne(
1
6
(b?∞ − Z)3 − νU(Z)
)′′
= 0.
Ainsi, nous avons
1
6
(b?∞ − Z)3 − νU = αZ + β, (3.86)
où α et β sont des constantes d'intégration. Maintenant, nous exploitons les condi-
tions aux limites (3.84c) et (3.84d). En dérivant l'égalité (3.86), puis en appliquant
(3.84d), nous obtenons
−1
2
(b?∞ − h)2 = α,
d'où
1
6
(b?∞ − Z)3 − νU = −
1
2
(b?∞ − h)2Z + β. (3.87)
En dérivant (3.87) et en appliquant (3.84c), il vient
(b?∞ − b∞)2 = (b?∞ − h)2. (3.88)
Finalement, nous en déduisons
b?∞ − b∞ = −b?∞ + h, (3.89)
d'où le résultat.
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Remarque 3.18. Bien que la valeur asymptotique b∞ est indépendante de la vis-
cosité, lorsque ν = 0 cette valeur est diérente. Dans ce cas, nous avons
b∞ = b?∞. (3.90)
Ceci illustre le fait que les passages à la limite t → +∞ et ν → 0 ne commutent
pas.
Nous allons illuster ceci en choisissant une fonction b?(t) d'abord constante,
puis décroissante en temps, et en faisant décroître la viscosité vers 0.
• b? constant
Nous choisissons un zéro constant, b?(t) = b? pour tout t ∈ [0, T ], tel que
b? < h. Nous avons déjà considéré cette situation dans le cas sans viscosité, dans le
paragraphe d'illustration de la section 3.3.1. Rappelons que la solution analytique
est donnée par la formule (3.45). Nous pouvons ainsi comparer nos résultats lorsque
la viscosité tend vers 0 à cette solution analytique et étudier dans quelle mesure,
lorsque ν tend vers 0, la solution numérique se rapproche de la solution analytique.
Nous considérons encore un domaine de hauteur h = 6, avec une épaisseur de
couche solide initiale b0 = 3.5 et la valeur du zéro du terme source est xée à b? = 5.
Nous représentons ci-après (gures 3.17 à 3.20) les prols de vitesse obtenus avec
ces paramètres aux instants t = 0, t = 2, t = 4 et t = 6, ceci pour des viscosités
entre ν = 10−4 et ν = 10−1. En chacun de ces instants, nous représentons aussi la
solution exacte sans viscosité, en noir.
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Figure 3.17  ν = 10−4
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Figure 3.18  ν = 10−3
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Figure 3.19  ν = 10−2
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Figure 3.20  ν = 10−1
Nous observons bien que la solution approchée avec viscosité tend vers la so-
lution analytique sans viscosité, lorsque la viscosité tend vers 0 (gure 3.17). Les
prols se recoupent en Z = b? lorsqu'il n'y a pas de viscosité, ce qui vient du fait
que S s'annule en b?. En revanche, lorsque la viscosité est plus importante (gure
3.20), l'allure des solutions change substantiellement, comme nous le constatons sur
le dernier graphe à ν = 10−1.
Ensuite, nous représentons à la gure 3.21 l'évolution de la position de l'inter-
face, correspondant à l'épaisseur de la couche solide, en fonction du temps avec ces
diérentes viscosités jusqu'au temps nal correspondant aux prols précédents, soit
T = 6. Nous traçons également la solution analytique, donnée par (3.46) lorsque
ν = 0.
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Figure 3.21  Évolution de l'épaisseur de la couche solide.
Nous observons qu'avec une forte viscosité l'épaisseur de la couche solide dé-
croît lorsque t ∼ T . Pour illustrer le comportement asymptotique de la position
de l'interface, nous eectuons une simulation en temps beaucoup long en xant
T = 100.
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Figure 3.22  Évolution de l'épaisseur de la couche solide en temps long.
Nous observons (gure 3.22) que l'épaisseur de la couche solide continue à
décroître jusqu'à la valeur asymptotique, donnée par la formule (3.85), ce qui cor-
respond ici à
b∞ = 2b? − h = 4.
C'est bien cette valeur que nous observons sur le graphe lorsque la viscosité vaut
0.1. Pour les viscosités inférieures à 0.1, il faut un temps nal de simulation encore
plus grand pour pouvoir observer la convergence vers cette valeur asymptotique.
Par contre, lorsqu'il n'y a pas de viscosité, la valeur asymptotique observée est bien
b∞ = b?∞ = 5. Lorsque T = 100, nous constatons qu'il y a une décroissance de
l'épaisseur de la couche solide quelque soit la valeur de ν, ce qui ne se voit pas sur
des simulations en temps courts.
• b? décroissant
Nous choisissons maintenant un zéro de S décroissant en temps, donné par
b?(t) =
h+ b0t2
1 + t2
. Nous avons alors lim
t→+∞
b?(t) = b0. Nous rappelons que dans ce cas,
vu en sous-section 3.3.2, il y a un temps t? à partir duquel l'épaisseur de la couche
solide et le zéro du terme source b?(t) sont confondus. De plus, dans l'intervalle
]b(t), b(t?)[, les prols de vitesse relatifs aux temps inférieurs à t? sont non linéaires.
Comme dans ce qui précède, nous représentons les prols de vitesse pour diérentes
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viscosités, puis l'évolution de l'épaisseur de la couche solide. La valeur asymptotique
atteinte par celle-ci correspond maintenant à
b∞ = 2b0 − h = 1.
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Figure 3.23  Vitesse pour ν = 10−4.
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Figure 3.24  Vitesse pour ν = 10−3.
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Figure 3.25  Vitesse pour ν = 10−2.
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Figure 3.26  Vitesse pour ν = 10−1.
Lorsque la viscosité est très petite, nous constatons (gure 3.23) que le schéma
numérique capte bien la partie non linéaire pour Z ∈ ]b0, b(t?)[ pour les temps t ≥ t?.
Avec une plus grande viscosité (gures 3.24 à 3.26), les prols se lissent et il n'y a
plus de distinction entre les parties linéaires et non linéaires.
Ensuite, nous représentons l'épaisseur de la couche solide en temps court (gure
3.27) et en temps long (gure 3.28) an d'observer la convergence vers la valeur
asymptotique b∞ = 1. Nous observons à nouveau que le schéma résout correctement
le passage à la phase b(t) = b?(t).
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Figure 3.27  Temps court T = 6.
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Figure 3.28  Temps long T = 100.
Ainsi, nous avons vu que dans chaque cas où S n'est pas uniforme, il y a un
changement de variation de l'épaisseur de la couche solide en début de simulation,
avec convergence vers une valeur asymptotique dans le cas d'un terme source non-
uniforme. Maintenant que nous avons étudié l'évolution en temps long de la couche
solide, nous allons nous intéresser au démarrage de celle-ci dans la sous-section sui-
vante.
3.5.3 Étude du régime transitoire
Dans cette sous-section, nous souhaitons réaliser une étude du comportement
du uide dans la phase de démarrage, et en déduire les grandeurs caractéristiques
de cette phase. Nous choisissons de traîter le cas avec terme source constant et
uniforme.
Une première observation importante est que, peu importe la valeur que prend
la viscosité et aussi petite soit elle, il y a toujours une décroissance de l'épaisseur
de la couche solide au démarrage (mais pendant un temps qui peut être très petit).
Nous étudions cette décroissance, en déterminant l'instant à partir duquel il y a
un changement de variation de cette épaisseur et l'épaisseur minimale qui est alors
atteinte. Une fois l'épaisseur minimale atteinte, la couche solide s'épaissit, plus ou
moins rapidement selon les paramètres. Nous fournissons alors une estimation de
la valeur asymptotique de la dérivée en temps de b(t). Ainsi, le régime transitoire
est essentiellement composé de deux phases : la phase de d'écoulement et la phase
d'arrêt.
Il y a deux dicultés numériques. D'une part, lorsque la viscosité est très petite,
la variation de l'épaisseur de la couche solide se fait à un temps très petit, de l'ordre
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de 10−2 voire 10−3. Il faut donc prendre un pas de temps de l'ordre de 10−4 pour
arriver à capturer ce phénomène. Nous choisissons donc de faire l'étude à partir
de ν = 10−4. D'autre part, lorsque la viscosité est grande, de l'ordre de 10−1, il
y a une décroissance de l'épaisseur de la couche solide sur un intervalle de temps
plus long, et le temps de simulation doit être choisi plus grand pour observer le
changement de variation. Nous optons pour une viscosité maximale à 10−1, car avec
ν = 1 la phase d'arrêt de l'écoulement est atteinte trop vite (approximativement à
t = 2 secondes). Ceci restreint le temps d'observation que nous souhaitons uniforme
en toutes les diérentes valeurs de viscosité, en vue d'une comparaison de tous les
prols au temps nal T xé.
Les valeurs qui vont nous intéresser sont tout d'abord tcar, le temps au bout
duquel l'épaisseur de la couche solide cesse de décroître, et bmin l'épaisseur atteinte
en partant d'une épaisseur initiale b0 à l'instant tcar. Puis, la distance parcourue par
l'interface à cet instant, c'est à dire la variation de l'épaisseur de la couche solide.
La situation est décrite par le graphique 3.29 où nous représentons l'épaisseur de
la couche solide en fonction du temps et le point de coordonnées (tcar, bmin). Pour
t > tcar, l'épaisseur de la couche solide augmente et l'écoulement entre dans la phase
d'arrêt où les eorts de friction l'emportent progressivement sur la gravité.
PSfrag replacements
tcar
t
bmin
b0
b
phase d'arrêt
phase
d'écoulement
Figure 3.29  Évolution de l'épaisseur de la couche solide au démarrage.
Numériquement, tcar est déterminé comme étant le zéro de la fonction b˙(t). Il
s'agit de déterminer les instants discrets successifs tn et tn+1 tels que b˙(tn) < 0 et
b˙(tn+1) > 0, puis d'interpoler linéairement la valeur de tcar, ce qui donne
tcar =
−b˙(tn)
b˙(tn+1)− b˙(tn)(t
n+1 − tn) + tn (3.91)
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Nous en déduisons directement, toujours par interpolation linéaire,
bmin =
b(tn+1)− b(tn)
tn+1 − tn (t
car − tn) + b(tn). (3.92)
Enn, nous estimons la valeur asymptotique de b˙(t) par la quantité
b˙∞ =
1
T
∫ T
0
b˙(s)ds. (3.93)
Cette quantité est informative dans la phase d'arrêt.
Nous choisissons d'étudier le démarrage avec quatre valeurs de terme source
diérentes, soient S = 0.1, S = 0.2, S = 0.4 et S = 0.8. Lorsque S est grand (S =
0.8), nous avons constaté que tout se passe très vite au démarrage et l'écoulement
s'arrête en un temps très court. En revanche, lorsque S est petit (S = 0.1), il faut
attendre plus longtemps pour observer la décroissance totale de l'épaisseur de la
couche uide. Prenant en compte toutes ces observations, nous choisissons ici T = 3
pour nos simulations, ce qui permet ainsi d'observer l'intégralité du démarrage dans
tous les cas. Néanmoins, pour S = 0.8, et avec une grande viscosité, le temps
nal T est trop grand et l'écoulement passe en phase d'arrêt, ce qui provoque une
accélération de l'épaisseur de la couche solide. En eet, b(t) tend vers h de plus en
plus vite, et la simulation n'aboutit pas puisque l'arrêt n'est pas traîté par notre
schéma.
Pour chaque valeur de S nous faisons varier ν de 10−4 à 10−1 et nous obtenons
les résultats présentés ci-après, sous forme de tableau. Nous renseignons le temps
où l'épaisseur de la couche solide est minimum, tcar, puis la variation de l'épaisseur
de la couche solide entre les temps t = 0 et t = tcar, c'est à dire δb := b0 − bmin.
3.5 Résultats numériques pour le cas avec viscosité 75
S = 0.1 tcar δb b˙∞
ν = 10−4 1.49e-03(a) 4.37e-04 9.97e-02
ν = 10−3 1.44e-02 4.37e-03 9.66e-02
ν = 10−2 1.54e-01 4.30e-02 6.79e-02
ν = 10−1 1.55 4.29e-01 4.79e-02(b)
S = 0.2 tcar δb b˙∞
ν = 10−4 3.49e-04 2.20e-04 2.00e-01
ν = 10−3 3.49e-03 2.20e-03 1.98e-01
ν = 10−2 3.84e-02 2.15e-02 1.83e-01
ν = 10−1 3.88e-01 2.15e-01 1.55e-01
S = 0.4 tcar δb b˙∞
ν = 10−4 8.98e-05 1.09e-04 4.00e-01
ν = 10−3 8.98e-04 1.09e-03 4.00e-01
ν = 10−2 9.62e-03 1.08e-02 3.92e-02
ν = 10−1 9.69e-02 1.07e-01 3.32e-01
S = 0.8 tcar δb b˙∞
ν = 10−4 2.97e-05 5.39e-05 8.00e-01
ν = 10−3 2.97e-04 5.39e-04 8.03e-01
ν = 10−2 2.49e-03 5.33e-03 upslope(c)
ν = 10−1 2.43e-02 5.36e-02 upslope
Nous déduisons des tableaux précédents que
tcar ∼ ν
S2
,
tandis que
δb ∼ ν
S
.
(a). Lorsque la viscosité est aussi petite, le changement de variation se fait très rapidement il
faut donc raner en temps pour obtenir une estimation de t
car
convenable.
(b). Avec une forte viscosité, le b change de variation en un temps plus grand, il faut donc simuler
l'écoulement sur un temps nal plus grand, T = 10 pour S1 et T = 6 pour S2, pour avoir une
bonne estimation de la valeur asymptotique.
(c). Lorsque S = 0.8 et ν ≥ 10
−2
, l'arrêt de l'écoulement se fait avant T = 3. Nous avons donc
b→ h et l'algorithme ns'arrête puisque nous divisons par h− b.
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Qualitativement, il est clair que la viscosité accentue la décroissance de l'épaisseur
de la couche solide dans la phase de démarrage. En eet, lorsque ν est grand,
la couche solide rétrécit sur une durée plus longue et la profondeur atteinte en
décroissant est plus importante également. Ainsi, les eorts visqueux provoquent la
mise en mouvement d'une partie de la couche solide. Toutefois, malgré cette mise en
mouvement, il reste que la vitesse est plus faible avec la viscosité et donc, le temps
d'arrêt de l'écoulement est plus grand. En fait, la viscosité joue ici le rôle de frein
à deux titres, puisque d'une part elle retarde l'instant de passage en phase d'arrêt
de l'écoulement par cette mise en mouvement d'un bloc de uide sous l'interface
initiale, et que d'autre part, elle ralentit la vitesse d'évolution jusqu'à l'arrêt total.
Étude adimensionnnée
An de déterminer les temps et longueur caractéristiques de l'écoulement, nous
adimensionnons l'équation. Notons
U = uUˇ,
t = τ tˇ,
Z = lZˇ,
avec τ une échelle de temps, l une échelle de longueur et u = lPU où PU est la pente
de la vitesse initiale U0 (cisaillement initial). Notons bˇ =
b
l
. Nous obtenons alors
∂tˇUˇ +
τ
lPU
S − ν τ
l2
∂2
Zˇ
Uˇ = 0 pour tout Zˇ ∈ ]bˇ(t), h
l
[. (3.94)
De plus, nous remarquons que ν est en m2s−1, S est une accélération et PU est
l'inverse d'un temps. Nous obtenons une échelle de longueur en prenant
ν
S
PU , ce
qui nous conduit à poser
l =
ν
S
PU . (3.95)
En remplaçant l par cette valeur dans l'équation (3.94), il vient
∂tˇUˇ +
τS2
νPU
2S −
τS2
νPU
2∂
2
Zˇ
Uˇ = 0 pour tout Zˇ ∈ ]bˇ(t), h
l
[.
Pour adimensionner, nous prenons donc comme échelle de temps
τ =
ν
S2
PU
2, (3.96)
ce qui donne
∂tˇUˇ + 1− ∂2ZˇUˇ = 0 pour tout Zˇ ∈ ]bˇ(t),
h
l
[.
Naintenant nous notons
ˇtcar =
tcar
τ
, δbˇ =
δb
l
et
ˇ
( ˙ )b∞ =
τ
l
b˙∞ les valeurs carac-
téristiques adimensionnées. Nous obtenons les tableaux de valeurs suivants :
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S = 0.1 τ l ˇtcar δbˇ ˇ( ˙ )b∞
ν = 10−4 1.00e-02 1.00e-03 1.44e-01 4.37e-01 9.97e-01
ν = 10−3 1.00e-01 1.00e-02 1.44e-01 4.37e-01 9.66e-01
ν = 10−2 1 1e-01 1.54e-01 4.30e-01 6.79e-01
ν = 10−1 10 1 1.55e-01 4.29e-01 4.79e-02
S = 0.2 τ l ˇtcar δbˇ ˇ( ˙ )b∞
ν = 10−4 2.50e-03 5.00e-04 1.39e-02 4.40e-01 1
ν = 10−3 2.50e-02 5.00e-03 1.39e-01 4.40e-01 9.91e-01
ν = 10−2 2.50e-01 5.00e-02 1.54e-01 4.30e-01 9.17e-01
ν = 10−1 2.5 5e-01 1.55e-01 4.29e-01 7.75e-01
S = 0.4 τ l ˇtcar δbˇ
ˇ
( ˙ )b∞
ν = 10−4 6.25e-04 2.50e-04 1.44e-01 4.36e-01 1
ν = 10−3 6.25e-03 2.50e-02 1.44e-01 4.36e-01 9.98e-01
ν = 10−2 6.25e-02 2.50e-02 1.54e-01 4.30e-01 9.79e-01
ν = 10−1 6.25e-01 2.50e-01 1.55e-01 4.29e-01 8.29e-01
S = 0.8 τ l ˇtcar δbˇ ˇ( ˙ )b∞
ν = 10−4 1.56e-04 1.25e-04 1.90e-01 4.31e-01 1
ν = 10−3 1.56e-03 1.25e-03 1.90e-01 4.32e-01 1
ν = 10−2 1.56e-02 1.25e-02 1.59e-01 4.27e-01 upslope
ν = 10−1 1.56e-01 1.25e-01 1.56e-01 4.29e-01 upslope
Nous en déduisons la valeur moyenne du temps caractéristique
ˇtcar ' 1.5×10−1,
de la longueur caractéristique δˇb ' 4.3 × 10−1 et de la valeur asymptotique de b˙
caractéristique
ˇ
( ˙ )b∞ ' 9.5 × 10−1. Néanmoins ces valeurs caractéristiques ne sont
pas identiques sur toute leur colonne respective. Les variations sont dues au fait
que nous n'avons pas tenu compte du paramètre
h− b0
l
, qui inuence la solution.
En utilisant les valeurs ci-dessus et en revenant vers des grandeurs adimensionnées,
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nous obtenons
tcar = 1.5× 10−1 ν
S2
PU
2, (3.97a)
δb = 4.3× 10−1 ν
S
PU , (3.97b)
˙b∞ = 9.5× 10−1 S
PU
. (3.97c)
Ces expressions nous montrent l'inuence du cisaillement initial (paramètre PU ).
Nous observons que ce paramètre n'intervient que par le biais du rapport
PU
S
.
Nous représentons ci-après l'évolution de b et de sa dérivée b˙ pour deux valeurs
de S, S = 0.1 (gure 3.30) et S = 0.4 (gure 3.31), et ce pour chaque viscosité. Les
graphes de droite montrent un zoom de l'évolution de b˙. Pour chaque valeur de ν,
b˙ converge en temps long vers une valeur de l'ordre de 10−1 pour S = 0.1, et de
l'ordre de 1 pour S = 0.4.
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Figure 3.30  Évolution de b et de sa dérivée b˙ pour S = 0.1.
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Figure 3.31  Évolution de b et dérivée b˙ pour S = 0.4.
Avec un terme source plus grand, la valeur bmin est atteinte en un temps tcar
plus court. La couche solide s'amincit moins et l'écoulement passe dans la phase
d'arrêt plus rapidement.
En observant les simulations, nous constatons que plus nous nous approchons de
l'arrêt, plus l'augmentation de l'épaisseur de la couche solide s'accélère, ce qui ne se
voit pas sur le graphique puisque nous nous arrêtons à T = 3. Néanmoins, en prenant
un temps nal proche du temps d'arrêt, nous observons une pente sensiblement plus
grande pour b lorsque t→ Ta avec Ta le temps d'arrêt de l'écoulement. C'est ce que
nous allons constater dans la partie suivante où nous étudions l'arrêt de l'écoulement.
3.6 Étude de l'arrêt de l'écoulement
Nous allons maintenant nous intéresser à l'arrêt de l'écoulement. Dans cette
optique, nous allons utiliser une autre formulation du modèle, permettant d'étudier
le comportement de l'écoulement dans la phase d'arrêt. Toutefois, il faut noter
qu'en ce qui concerne le suivi d'interface, la démarche employée dans cette section
est moins précise. En eet, l'épaisseur de la couche solide est simplement déduite
de la vitesse en identiant l'abscisse à partir de laquelle celle-ci devient positive à
une tolérance numérique près.
Concrètement, nous reformulons le problème sous forme d'inéquation variation-
nelle, ce qui permet ensuite de le résoudre par des méthodes dédiées à ce type de
problèmes. Dans cette section, nous explicitons tout d'abord la nouvelle formulation
du problème, puis nous discrétisons le problème obtenu. Ensuite, nous comparons
les résultats obtenus par cette méthode avec ceux obtenus à la section précédente,
via l'approche par suivi d'interface, en considérant des temps de simulation su-
samment petits pour que l'écoulement ne passe pas en phase d'arrêt, ceci an que
la première méthode soit exploitable. Enn, nous étudions l'arrêt de l'écoulement
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en utilisant la nouvelle méthode basée sur une approche variationnelle.
3.6.1 Formulation sous forme d'inéquation variationnelle
Nous considérons le problème (3.6),(3.7). Rappelons l'équation d'évolution et
les conditions aux limites
∂tU + S − ν∂2ZZU = 0 pour tout Z ∈ ]b(t), h[, (3.98a)
U = 0 en Z = b(t), (3.98b)
∂ZU = 0 en Z = b(t), (3.98c)
∂ZU = 0 en Z = h, (3.98d)
avec la condition initiale U(0, Z) = U0(Z).
Nous étendons U sur [0, h] en posant U(t, Z) = 0 pour tout Z ∈ ]0, b(t)[.
L'équation d'évolution se pose alors sur [0, h] et la position de l'interface n'intervient
pas dans l'intervalle de résolution, ce qui permet de supprimer les conditions aux
limites (3.98b) et (3.98c). Plus précisément, sous forme d'inéquation variationnelle,
le problème s'écrit
min(∂tU + S − ν∂2ZZU,U) = 0 pour tout Z ∈ ]0, h[, (3.99)
et nous ajoutons la condition en Z = h,
∂ZU = 0 en Z = h. (3.100)
Nous pouvons translater et symétriser le problème autour de Z = h. Ceci
permet de supprimer la condition aux limites en Z = h et le problème est alors
réduit à la seule équation (3.99) pour Z ∈ R, soit
min(∂tU + S − ν∂2ZZU,U) = 0 pour tout Z ∈ R, (3.101)
En utilisant la théorie des solutions de viscosité (voir [?, ?, ?, ?]), nous pouvons
montrer que le problème (3.101),(3.100) est bien posé.
En ce qui concerne le suivi d'interface, nous déduisons directement l'épaisseur
de la couche solide de la vitesse solution obtenue comme étant le premier point à
partir duquel celle-ci est strictement positive, ceci en chaque temps t. Nous avons
ainsi
b(t) = sup {Z0 | U(t, Z) = 0 sur ]−∞, Z0[} . (3.102)
3.6 Étude de l'arrêt de l'écoulement 81
3.6.2 Discrétisation de l'inéquation variationnelle
Nous détaillons maintenant la discrétisation du problème (3.99) posé sur [0, h],
avec h > 0 donné. Notons que nous n'avons pas besoin d'eectuer un changement
de variable puisque le domaine ne dépend pas du temps, l'équation étant posée sur
l'intervalle [0, h]. Nous considérons une approximation de la vitesse Uni ∼ U((i −
1
2)∆Z, n∆t), pour i ∈ {1, ..., nZ} et n ∈ {1, ..., N}, avec nZ et N des entiers naturels,
correspondant aux nombres de points de discrétisation en espace et en temps. Le
schéma s'écrit, avec une discrétisation explicite en temps pour le terme de diusion,
sous la forme

min
(
Un+1i − Uni
∆t
+ Sni − ν
Uni+1 + U
n
i−1 − 2Uni
(∆Z)2
, Un+1i
)
= 0,
UnnZ+1 = U
n
nZ
.
(3.103)
pour tout i ∈ {1, ..., nZ}, et tout n ∈ {1, ..., N}, où la condition aux limites discrète
correspond à la condition (3.100). Nous supposons que U reste nul au voisinage de
0, si bien que nous posons
Un0 = 0 pour tout n ∈ {1, ..., N}. (3.104)
Le schéma (3.103) se résout explicitement. Nous eectuons une étape de prédiction
en posant
Uˆn+1i = U
n
i −∆tSni + ν
∆t
(∆Z)2
(Uni+1 + U
n
i−1 − 2Uni ), (3.105)
pour tout i ∈ {1, ..., nZ}, et tout n ∈ {1, ..., N}. Sous la condition de type CFL
parabolique classique
1− 2ν ∆t
(∆Z)2
≥ 0, (3.106)
cette étape satisfait une propriété de monotonie. Comme Uˆn+1i n'est pas forcément
positif, nous obtenons la solution de (3.103) par
Un+1i =
{
Uˆn+1i si Uˆ
n+1
i ≥ 0,
0 sinon,
(3.107)
pour i ∈ {1, ..., nZ}, et tout n ∈ {1, ..., N}. Par consistance et monotonie, la conver-
gence du schéma est assurée. De plus, celui-ci reste valable lorsque ν = 0.
Enn, l'épaisseur de la couche solide est déduite de la vitesse numérique en
posant
bn = sup
{
i ∈ {1, ..., nZ}
∣∣ Unj = 0 pour tout j ≤ i}×∆Z. (3.108)
pour tout n ∈ {1, ..., N}. Numériquement, il faut xer un seuil pour la vitesse. Plus
exactement, nous sélectionnons l'indice kn tel que
kn = inf
{
j ∈ {1, ..., nZ}
∣∣ |Unj | ≥ ∆Z2} , (3.109)
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pour tout n ∈ {1, ..., N}. Puis, nous posons
bn = (kn − 1)∆Z + ∆Z
2
. (3.110)
L'inconvénient de l'approche par inéquation variationnelle est que la détermination
de l'épaisseur de la couche solide n'est pas aussi précise que dans l'approche par
suivi d'interface décrite à la section 3.4. En revanche, l'approche par inéquation
variationnelle autorise la simulation de l'écoulement jusqu'à l'arrêt.
3.6.3 Comparaison avec l'approche précédente
Nous allons maintenant comparer les résultas obtenus avec chacune des deux
méthodes décrites dans ce manuscrit, sur une phase de simulation qui n'atteint
pas l'arrêt de l'écoulement. Prenons à nouveau le cas simple d'un terme source
constant et uniforme. Nous faisons une simulation de ce cas en prenant 5000 points
et ∆t0 = 10−4, pour chacune des deux méthodes. Nous confrontons les résultats
obtenus par les deux méthodes pour diérentes viscosités en superposant les courbes.
D'une part, nous représentons les prols de vitesse au temps t = 6, d'autre part nous
traçons l'évolution de la position de l'interface jusqu'à cet instant (gure 3.32). Les
courbes de couleurs correspondent à la méthode variationnelle, et les courbes noires
à la méthode par suivi d'interface décrite à la section 3.4. Dans tous les cas, les
courbes se superposent.
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Figure 3.32  Prols de vitesse à T = 6 et évolution de b(t).
Nous renseignons ci-dessous l'erreur entre les deux méthodes sur l'épaisseur de la
couche solide.
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ν erreur
ν = 10−4 7.96e-04
ν = 10−3 3.19e-04
ν = 10−2 2.81e-04
ν = 10−1 6.27e-04
Sachant que le pas d'espace est de l'odre de 10−3, et que par la CFL le pas de
temps est divisé par 10 lorsque la viscosité est multipliée par 10, nous avons 1000
fois moins de points pour ν = 10−4 que pour ν = 10−1. Néanmoins, l'erreur est
grande pour ν = 10−1 car le b a la même valeur sur beaucoup d'itérations (jusqu'à
50) par la méthode variationnelle.
3.6.4 Résultats numériques pour l'arrêt de l'écoulement
Dans cette sous-section, nous allons faire des simulations en des temps su-
samment longs pour observer le comportement du uide proche de l'arrêt. Nous
nous plaçons à nouveau dans le cas d'un terme source constant et uniforme et nous
faisons varier la valeur de celui-ci comme dans l'étude du démarrage dans la sec-
tion 3.5.3. Par ailleurs, nous renseignons le temps exact d'arrêt de l'écoulement en
fonction de la viscosité et du terme source. Nous notons tstop le temps d'arrêt de
l'écoulement. Lorsqu'il n'y a pas de viscosité, nous avons vu en section 2.3.2 que
tstop est donné par la formule
tstop =
U0(h)
S
. (3.111)
Ce qui donne, dans notre conguration, et avec la vitesse initiale (3.37), un temps
d'arrêt tstop =
2.5
S
. En revanche, lorsque le uide est visqueux, nous déduisons ap-
proximativement le temps d'arrêt des résultats des simulations numériques. Comme
l'indiquent les tableaux ci-dessous, nous avons fait ce calcul pour quatre valeurs
diérentes de S, en variant également la viscosité. Nous prenons successivement,
S = 0.1, S = 0.2, S = 0.4 et S = 0.8. En cohérence avec la formule (3.111) ci-
dessus, nous pouvons voir que plus le terme source est grand, plus le temps d'arrêt
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est petit.
S = 0.1 tstop
ν = 0 25
ν = 10−4 24.44
ν = 10−3 23.28
ν = 10−2 19.97
ν = 10−1 13.27
S = 0.2 tstop
ν = 0 12.5
ν = 10−4 12.30
ν = 10−3 11.88
ν = 10−2 10.66
ν = 10−1 7.75
S = 0.4 tstop
ν = 0 6.25
ν = 10−4 6.18
ν = 10−3 6.03
ν = 10−2 5.58
ν = 10−1 4.40
S = 0.8 tstop
ν = 0 3.125
ν = 10−4 3.10
ν = 10−3 3.05
ν = 10−2 2.89
ν = 10−1 2.43
Étudions maintenant les eets de la viscosité sur tstop. Pour cela, nous consi-
dérons la quantité tstopν=0− tstopν , que nous traçons en échelle log-log en fonction de la
viscosité à la gure 3.33.
 0.01
 0.1
 1
 10
 100
 0.0001  0.001  0.01  0.1
nu
t
S=0.1
S=0.2
S=0.4
S=0.8
Figure 3.33  tstopν=0 − tstopν en fonction de la viscosité ν en échelle log-log.
Nous obtenons ainsi un coecient directeur de
1
2
, ce qui permet d'en tirer la relation
tstopν=0 − tstopν ∝
√
ν. (3.112)
En observant les résultats du tableau, nous en déduisons également que la viscosité
accélère l'arrêt de l'écoulement. Pour illustrer cela, nous représentons, à la gure
3.34, l'évolution de l'épaisseur de la couche solide pour les termes sources S = 0.1
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et S = 0.8.
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Figure 3.34  Évolution de b pour les termes sources S = 0.1 et S = 0.8.
Nous constatons que la viscosité et la force externe exercée par le terme source,
qui représente les eets de friction, ont un impact sur la valeur du temps d'arrêt
de l'écoulement, ainsi que son comportement global. En eet, les eets visqueux
ont tendance à mettre en mouvement une partie de la couche solide. L'écoulement
ralentit ensuite, ce qui provoque in ne un arrêt plus précoce de l'écoulement, dû
à une forte dissipation visqueuse. Par ailleurs, le terme source provoque l'arrêt de
l'écoulement, et son eet que celui de la viscosité. De plus, plus le terme source est
grand, moindre est la portion de la couche solide entraînée par la viscosité lors de
la phase de démarrage. celui-ci diminue la quantité de portion entraînée au départ
par la viscosité.
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4.1 Formulation du modèle
4.1.1 Équations et conditions aux limites
Soit un temps de simulation T > 0 xé. Pour tout t ∈ [0, T ], nous supposons
que le uide occupe un domaine Ωt de R
2
, dépendant du temps. Ce domaine est
composé d'un fond plat Γb, d'une surface libre Γf,t, de bords latéraux Γl,t et Γr,t,
avec une inclinaison d'angle θ, comme illustré à la gure 4.1. La partie Γb de la
frontière est une donnée du problème indépendante du temps.
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Γl,t
Γb
Γf,t
Γr,t
θ
Z
X
Figure 4.1  Domaine occupé par le uide au temps t.
Nous notons Γs,t := Γl,t ∪ Γr,t. Le problème que nous étudions est régi par des
équations de type NavierStokes incompressibles sous la forme
ρ(∂t~U + (~U · ∇ ~X)~U)− div ~XP = ~f dans ]0, T [×Ωt, (4.1a)
div ~X
~U = 0 dans ]0, T [×Ωt, (4.1b)
où
~f est une force extérieure qui se réduit ici à la gravité, et (4.1b) est la condition
d'incompressibilité du uide. Par la suite, nous omettons l'écriture de l'indice
~X sur
les opérateurs de gradient et de divergence. Sans perte de généralité, nous supposons
dans toute la suite que ρ = 1. Nous rappelons que le tenseur des contraintes P est
de la forme
P = σ − pId, avec σ = 2νD~U + κ D
~U
||D~U || , (4.2)
où ν ≥ 0 représente la viscosité et κ := √2λ[p]+ la plasticité. Nous rappelons
également le sens rigoureux de (4.2) :

σ = 2νD~U + κ
D~U
‖D~U‖ si ‖D
~U‖ 6= 0,
‖σ‖ ≤ κ, σ symétrique à trace nulle si ‖D~U‖ = 0.
(4.3)
À cela s'ajoutent les conditions aux limites. Nous choisissons une condition de
Dirichlet au fond sous la forme
~U(t, ~X) = ~0 pour t ∈ [0, T ], ~X ∈ Γb. (4.4)
Sur les bords latéraux, nous supposons que pout tout t ∈ [0, T ], Γr,t se déduit de
Γl,t par une translation en espace T telle que T (Γl,t) = Γr,t et, nous imposons des
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conditions de périodicité sous la forme
~U(t, ~X) = ~U(t,T ( ~X)) pour t ∈ [0, T ], ~X ∈ Γl,t, , (4.5a)(
P (t, ~X)− P (t,T ( ~X))
)
~N = ~0 pour t ∈ [0, T ], ~X ∈ Γl,t. (4.5b)
Nous adoptons dorénavant la terminologie suivante :
V est Γs,t-périodique, (4.6)
signie que
V (t, ~X) = V (t,T ( ~X)) pour t ∈ [0, T ], ~X ∈ Γs,t. (4.7)
La condition (4.5a) sera imposée au sens fort dans la formulation variationnelle.
Par ailleurs, (4.5b) est imposée au sens faible dans la formulation variationnelle en
annulant les termes de bord correspondants sur Γl,t et Γr,t. Enn, nous imposons
une condition de tension nulle à la surface libre Γf,t sous la forme
P (t, ~X) ~N = ~0 pour t ∈ [0, T ], ~X ∈ Γf,t. (4.8)
Remarque 4.1. Pour l'étude de la mise en mouvement d'un talus à la section 4.5,
nous formulerons également le problème avec une condition aux limites de Neumann
sur le bord gauche et une vitesse nulle sur le bord droit.
Nous avons par ailleurs la condition cinématique
Nt + ~N · ~U(t, ~X) = 0 pour t ∈ [0, T ], ~X ∈ Γf,t, (4.9)
où (Nt, ~N ) est la normale temps-espace à la surface libre. La condition (4.9) régit
l'évolution du domaine uide Ωt en temps. Enn, la condition initiale s'écrit
~U(0, ~X) = ~U0( ~X) pour ~X ∈ Ω0, (4.10)
où
~U0 et Ω0 sont donnés.
4.1.2 Régularisation et formulation variationnelle
Dans le cas d'écoulements bidimensionnels, l'interface séparant les phases sta-
tique et mobile peut a priori prendre des formes complexes. Nous n'allons donc plus
formuler le problème comme au chapitre 3 sur la phase mobile uniquement, mais
sur l'ensemble du domaine uide Ωt. Ceci pose la question du traitement du terme
multivalué κ
D~U
||D~U || dans (4.2). Une première possibilité est de traiter ce terme par
une formulation en lagrangien augmenté ; un exemple dans le cas d'un uide de
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Bingham est présenté dans [113]. Une autre approche, que nous adoptons ici, est de
régulariser le terme multivalué sous la forme
κ
D~U√
||D~U ||2 + 2
, (4.11)
où  est un paramètre réel strictement positif. L'intérêt de cette approche est que le
terme (4.11) est toujours univalué, même si D~U est nul. L'avantage par rapport à
l'approche par lagrangien augmenté est la réduction du coût des calculs. Le prix à
payer est que l'expression (4.11) peut diérer de (4.2) lorsque ||D~U || est de l'ordre
de . Le choix du paramètre  est donc un élément important d'appréciation de la
qualité des simulations, notamment s'il s'agit de prédire avec précision la localisation
de la couche solide. Le tenseur des contraintes régularisé, que nous notons σ, s'écrit
σ = 2νD~U + κ
D~U√
||D~U ||2 + 2
. (4.12)
L'équation (4.1a) peut se réécrire
∂t~U + (~U · ∇)~U − divσ +∇p = ~f dans ]0, T [×Ωt. (4.13)
Pour tout t ∈ ]0, T [, nous posons
Ht =
{
~V ∈ H1(Ωt)2
∣∣∣ ~V = ~0 sur Γb, ~V Γs-périodique} , (4.14)
Lt = L
2(Ωt). (4.15)
L'opérateur div : Ht −→ Lt est surjectif [33]. Pour prendre en compte la dépendance
temporelle, nous dénissons les espaces
V =
{
~V ∈ L2(]0, T [;Ht)
∣∣∣∣∣ d
~V
dt
∈ L2(]0, T [;Ht′)
}
, (4.16)
M = L2(]0, T [;Lt), (4.17)
où Ht
′
désigne l'espace dual de Ht. Nous admettons que les fonctions de V sont
dans C0([0, T ], Lt) (X) ce qui permet de donner un sens à la condition initiale (4.10)
dans L2(Ω0), voir [6] dans le cas de domaines indépendants du temps.
Lemme 4.2. La formulation variationnelle correspondante au problème (4.1),(4.4),
(4.5),(4.8), est la suivante :
Trouver (~U, p) ∈ V ×M tels que la condition initiale est satisfaite, et pour presque
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tout t ∈ ]0, T [, tout ~V ∈ Ht, et tout q ∈ Lt,
∫
Ωt
(
∂t~U + (~U · ∇)~U
)
· ~V +
∫
Ωt
2νD~U : D~V +
∫
Ωt
κ
D~U√
||D~U ||2 + 2
: D~V
−
∫
Ωt
pdiv~V =
∫
Ωt
~f · ~V , (4.18a)∫
Ωt
qdiv~U = 0. (4.18b)
En toute rigueur, le premier terme de (4.18a) devrait s'écrire sous la forme
< ∂t~U, ~V >Ht′,Ht.
Démonstration. En intégrant (4.13) contre une fonction test
~V ∈ Ht, nous obtenons∫
Ωt
(
∂t~U + (~U · ∇)~U
)
· ~V −
∫
Ωt
divσ · ~V +
∫
Ωt
∇p · ~V =
∫
Ωt
~f · ~V .
Par intégration par parties, il vient
∫
Ωt
(
∂t~U + (~U · ∇)~U
)
· ~V +
∫
Ωt
σ : D~V −
∫
∂Ωt
(σ − pId) ~N · ~V −
∫
Ωt
pdiv~V
=
∫
Ωt
~f · ~V .
Les conditions aux limites considérées font disparaître le terme de bord, d'où en
utilisant l'expression (4.12) de σ,
∫
Ωt
(
∂t~U + (~U · ∇)~U
)
· ~V +
∫
Ωt

2νD~U + κ D~U√
||D~U ||2 + 2

 : D~V
−
∫
Ωt
pdiv~V =
∫
Ωt
~f · ~V .
L'obtention de la deuxième égalité (4.18b) est immédiate.
4.2 Formulation ALE
4.2.1 Principe général
La modélisation de l'écoulement d'un uide avec surface libre doit tenir compte
de la déformation du domaine. Nous allons ici détailler la méthode la plus générale-
ment utilisée dans ce contexte, la méthode ALE (de l'anglais Arbitrary Lagrangian
Eulerian). Cette section est largement inspirée du livre [58]. Pour une description
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théorique de la méthode, le lecteur pourra consulter [71]. Des exemples de simula-
tions sont par ailleurs présentés dans [59, 60, 120].
La formulation ALE nécessite d'introduire un domaine uide de référence, que
nous notons Ωˆ. Le domaine uide au temps t, que nous avons noté Ωt, est l'image
du domaine de référence Ωˆ par une application Aˆt telle que
Aˆt : Ωˆ→ Ωt
xˆ 7→ x, (4.19)
et nous supposons que cette application réalise un C1-diéomorphisme. Nous notons
~ˆ
W la vitesse du domaine dénie par
~ˆ
W (t, xˆ) =
∂Aˆt
∂t
(xˆ). (4.20)
Pour toute fonction ψ(t, .) dénie sur Ωt, nous notons ψˆ(t, .) la fonction correspon-
dante dénie sur le domaine de référence Ωˆ par
ψˆ(t, xˆ) = ψ(t, Aˆt(xˆ)). (4.21)
Pour toute fonction ψ susamment régulière, en utilisant la règle de la dérivation
composée, nous avons
∂ψˆ
∂t
(t, xˆ) =
∂ψ
∂t
(t, Aˆt(xˆ)) + ~ˆW (t, xˆ) · ∇ψ(t, Aˆt(xˆ)). (4.22)
Nous pouvons également dénir la vitesse du domaine
~W sur le domaine Ωt par
~W (t, x) =
~ˆ
W (t, Aˆ−1t (x)). (4.23)
Le choix de la transformation Aˆt est relativement libre. Les seules conditions à
satisfaire sont des conditions de compatibilité de la vitesse du domaine
~W avec
les conditions aux limites du problème de départ. Plus précisément, la condition
cinématique (4.9) s'écrit
~N · ~W = ~N · ~U pour t ∈ [0, T ], ~X ∈ Γf,t, (4.24)
et la condition de ne pas déplacer Γb ni Γs,t dans la direction normale s'écrit
~N · ~W = 0 sur Γb ∪ Γs,t. (4.25)
Sur Γb, la condition (4.25) équivaut à ~N · ~W = ~N · ~U ; sur Γs,t, la condition (4.25)
est naturelle dans un contexte de périodicité.
Pour la vitesse et la pression, nous introduisons les espaces de fonctions test
suivants, utilisant des fonctions dénies sur le domaine de référence Ωˆ. Pour tout
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t ∈ [0, T ], nous dénissons
Vt =
{
~V (t, x)
∣∣∣ ~V (t, x) = ~ˆV (Aˆ−1t (x)) où ~ˆV ∈ Vˆ } , (4.26)
Mt =
{
q(t, x)
∣∣∣ q(t, x) = qˆ(Aˆ−1t (x)) où qˆ ∈ Mˆ} , (4.27)
où Vˆ =
{
~ˆ
V ∈ H1(Ωˆ)2
∣∣∣ ~ˆV |Γb = ~0, ~ˆV Γˆs-périodique} avec Γˆs = A−1t (Γs,t) pour tout
t ∈ [0, T ], et Mˆ = L2(Ωˆ). Ces dénitions permettent de sélectionner des fonctions
test indépendantes du temps sur le domaine de référence Ωˆ.
4.2.2 Traitement de la dérivée temporelle
Nous allons maintenant examiner deux manières de traiter la dérivée temporelle
dans (4.18a)
Proposition 4.3. Pour toute fonction
~U(t, x) de classe C1 en temps et en espace,
et pour toute fonction
~V ∈ Vt, nous avons
d
dt
∫
Ωt
~U · ~V =
∫
Ωt
∂~U
∂t
· ~V +
∫
Ωt
(div ~W )~U · ~V +
∫
Ωt
(( ~W · ∇)~U) · ~V , (4.28)
où
~W est la vitesse du domaine dénie par (4.23).
Démonstration. Par la formule de Reynolds, nous avons
d
dt
∫
Ωt
~U · ~V =
∫
Ωt
∂t(~U · ~V ) +
∫
∂Ωt
( ~W · ~N)(~U · ~V )∫
Ωt
∂t(~U · ~V ) +
∫
Ωt
div( ~W (~U · ~V ))∫
Ωt
∂t(~U · ~V ) +
∫
Ωt
(div ~W )~U · ~V +
∫
Ωt
~W · ∇(~U · ~V ).
En utilisant le fait que ∂t(~U · ~V ) = ∂t~U · ~V + ~U · ∂t~U , et
~W · ∇(~U · ~V ) = ( ~W · ∇~U) · ~V + ( ~W · ∇~V ) · ~U,
et le fait que ∂t~V + ~W · ∇~V = 0 car ~V ◦ Aˆt ne dépend pas du temps, il en résulte
(4.28).
Par la formule (4.28), les deux premiers termes de l'équation (4.18a) se ré-
écrivent sous la forme∫
Ωt
∂t~U · ~V + ((~U · ∇)~U ) · ~V = d
dt
∫
Ωt
~U · ~V
−
∫
Ωt
(div ~W )(~U · ~V )−
∫
Ωt
( ~W · ∇~U) · ~V +
∫
Ωt
((~U · ∇)~U) · ~V
(4.29)
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Au niveau discret, cette formulation occasionne une diculté, liée au traitement du
terme
d
dt
(∫
Ωt
~U · ~V
)
. En eet, l'approximation de ce terme par une diérence nie
en temps d'ordre un par exemple, nécessite d'intégrer sur deux domaines diérents
correspondant à deux instants consécutifs. L'avantage de l'approche est que dans le
cadre d'une analyse de stabilité classique du schéma discrétisé en temps, on obtient
bien une forme incrémentale pour le terme instationnaire ; voir par exemple [58, p.
210]. Un exemple récent d'utilisation de cette approche peut être trouvé dans [52].
La formulation ALE peut s'énoncer d'une autre manière, permettant d'obtenir
des intégrales toutes sur le même domaine. Cette méthode, qui est par exemple
employée dans [98], est celle qui est retenue ici. Le prix à payer est que l'analyse de
stabilité classique ne conduit plus à une forme incrémentale du terme instationnaire.
Il n'est donc pas possible de conclure a priori à la stabilité, même si en pratique on
observe pas d'instabilité dans une gamme raisonnable de paramètres numériques,
voir à nouveau [58, p. 210].
Proposition 4.4. Pour toute fonction
~U(t, x) de classe C1 en temps et en espace,
et pour toute fonction
~V ∈ Vt, nous avons∫
Ωt
∂t~U · ~V =
∫
Ωt
∂t((~U · ~V ) ◦ Aˆt) ◦ Aˆ−1t −
∫
Ωt
(( ~W · ∇)~U) · ~V , (4.30)
où
~W est la vitesse du domaine dénie par (4.23).
Démonstration. Pour prouver (4.30), nous allons montrer que
∂t((~U · ~V ) ◦ Aˆt) ◦ Aˆ−1t = (∂t~U + (( ~W · ∇)~U)) · ~V .
Pour cela, nous calculons tout d'abord
∂t((~U · ~V ) ◦ Aˆt) = ∂t((~U ◦ Aˆt) · (~V ◦ Aˆt))
= ∂t(~U ◦ Aˆt) · (~V ◦ Aˆt) + 0
car
~V ◦ Aˆt ne dépend pas du temps. Par conséquent, il vient
∂t((~U · ~V ) ◦ Aˆt) ◦ Aˆ−1t =
(
∂t(~U ◦ Aˆt) · (~V ◦ Aˆt)
)
◦ Aˆ−1t ,
=
(
∂t(~U ◦ Aˆt) ◦ Aˆ−1t
)
·
(
(~V ◦ Aˆt) ◦ Aˆ−1t
)
,
=
(
∂t(~U ◦ Aˆt) ◦ Aˆ−1t
)
· ~V .
De la relation (4.22) nous déduisons
∂t(~U ◦ Aˆt) = (∂t~U) ◦ Aˆt + (( ~W · ∇)~U) ◦ Aˆt.
Ce qui donne au nal(
∂t(~U ◦ Aˆt) ◦ Aˆ−1t
)
· ~V = (∂t~U) · ~V + (( ~W · ∇)~U ) · ~V , (4.31)
et nous en déduisons le résultat annoncé.
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4.2.3 Formulation variationnelle par la méthode ALE
Nous pouvons maintenant obtenir la formulation variationnelle du problème
par la méthode ALE.
Corollaire 4.5. La formulation variationnelle du problème avec la méthode ALE est
la suivante : pour tout t ∈ [0, T ], trouver (~U, p) ∈ V ×M , où ~U satisfait la condition
initiale, et une application Aˆt dont la vitesse associée ~W dénie par (4.23) vérie
(4.24),(4.25) et tels que∫
Ωt
(
∂t((~U · ~V ) ◦ Aˆt) ◦ Aˆ−1t +
([
(~U − ~W ) · ∇
]
~U
))
· ~V
+
∫
Ωt
2νD~U : D~V +
∫
Ωt
κ
D~U√
||D~U ||2 + 2
: D~V
−
∫
Ωt
pdiv~V =
∫
Ωt
~f · ~V pour tout ~V ∈ Vt,
(4.32)∫
Ωt
qdiv~U = 0 pour tout q ∈Mt. (4.33)
4.2.4 Reconstruction de la vitesse du domaine
Nous considérons deux méthodes an de reconstruire la vitesse du domaine. La
direction longitudinale à l'écoulement correspond à l'axe X et la direction trans-
versale à l'axe Z dans la gure 4.1. La première méthode reconstruit une vitesse
dans la direction transverse uniquement, ce qui permet d'eectuer uniquement des
mouvements transversaux des points du maillage. Cette méthode est adaptée au
cas où les mouvements longitudinaux de la surface libre sont de faible amplitude.
La deuxième méthode reconstruit une vitesse vectorielle, au sens où la composante
longitudinale de la vitesse peut être non nulle également, permettant de simuler a
priori une plus large gamme d'écoulements.
Dans les deux cas, la vitesse reconstruite se doit de respecter les conditions
(4.24) et (4.25).
◦ Version scalaire
Nous déterminons ici une vitesse vectorielle dont la composante transverse est
notée W , et la composante longitudinale est nulle. Nous avons donc ~W =
(
0
W
)
, et
nous reconstruisons la composante transverse W comme solution du problème
−∆W = 0 dans Ωt (4.34)
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avec les conditions aux limites
W = 0 sur Γb, (4.35a)
W −
~U · ~N
NZ
= 0 sur Γf,t, (4.35b)
W Γs,t-périodique, (4.35c)
∇W · ~N Γs,t-périodique, (4.35d)
(4.35e)
où
~N =
(
NX
NZ
)
est le vecteur normal unitaire au bord du domaine et
~U est la
vitesse du uide.
◦ Version vectorielle
Nous calculons directement une vitesse à deux composantes
~W , solution du
problème
− div(D ~W ) = 0 dans Ωt, (4.36)
où D ~W est la partie symétrique du gradient de ~W , avec les conditions aux limites
( ~W − ~U) · ~N = 0 sur Γb ∪ Γf,t, (4.37a)
~W · ~N = 0 sur Γs,t, (4.37b)
(D ~W ~N)T = 0 sur ∂Ωt, (4.37c)
où (D ~W ~N)T est la composante tangentielle du vecteur D ~W ~N .
4.3 Discrétisation du problème
4.3.1 Discrétisation en temps
Nous considérons une subdivision de l'intervalle [0, T ], avec un pas d'espace
∆t que nous prenons constant pour simplier. Nous notons tn = n∆t le temps
discret à l'itération n, pour tout n = 0, . . . , N , avec T = N∆t. Nous notons ~Un
l'approximation de
~U à l'instant tn. Nous notons
Ωn := Ωtn , (4.38)
l'approximation du domaine uide à l'itération n = 0, . . . , N et nous introduisons
également les espaces fonctionnels
V n := Vtn et M
n := Mtn .
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La discrétisation en temps se fait par un schéma aux diérences nies d'ordre un.
Nous utilisons le schéma d'Euler implicite, sauf pour le terme de friction qui peut
être traité de manière explicite ou implicite et pour le mouvement du domaine qui
est traité de manière explicite. Commençons par traiter le terme d'accélération.
Lemme 4.6. Soient
~U une fonction de classe C1 en temps et en espace, et ~V une
fonction test appartenant à Vt déni en (4.26). Alors pour tout t ∈ [tn, tn+1], en
posant Ωn := Aˆtn(Ωˆ), Ωn+1 := Aˆtn+1(Ωˆ), et An,n+1 = Aˆtn+1 ◦ Aˆ−1tn , nous avons
∫
Ωt
∂t((~U · ~V )◦ Aˆt)◦ Aˆ−1t =
∫
Ωn+1
(
~Un+1 − ~Un ◦ A−1n,n+1
∆t
)
· ~V n+1+O(∆t). (4.39)
Démonstration. Nous discrétisons la dérivée en temps par une diérence nie d'ordre
un, ce qui donne
∫
Ωt
∂t((~U · ~V ) ◦ Aˆt) ◦ Aˆ−1t =∫
Ωn+1
(
(~Un+1 · ~V n+1) ◦ Aˆtn+1 − (~Un · ~V n) ◦ Aˆtn
∆t
)
◦ Aˆ−1
tn+1
+O(∆t).
Ensuite, nous montrons que
∫
Ωn+1
(
(~Un+1 · ~V n+1) ◦ Aˆtn+1 − (~Un · ~V n) ◦ Aˆtn
∆t
)
◦ Aˆ−1
tn+1
=
∫
Ωn+1
(
~Un+1 − ~Un ◦ A−1n,n+1
∆t
)
· ~V n+1.
En eet,
(
(~Un+1 · ~V n+1) ◦ Aˆtn+1 − (~Un · ~V n) ◦ Aˆtn
)
◦ Aˆ−1
tn+1
=
~Un+1 · ~V n+1 − (~Un ◦ Aˆtn ◦ Aˆ−1tn+1) · (~V n ◦ Aˆtn ◦ Aˆ−1tn+1),
et comme
~V ◦ Aˆt ne dépend pas du temps, nous avons
~V n ◦ Aˆtn = ~V n+1 ◦ Aˆtn+1 pour tout n ∈ N.
Par conséquent, il vient
(~Un ◦ Aˆtn ◦ Aˆ−1tn+1) · (~V n ◦ Aˆtn ◦ Aˆ−1tn+1) = (~Un ◦ Aˆtn ◦ Aˆ−1tn+1) · ~V n+1
= (~Un ◦ A−1n,n+1) · ~V n+1
d'où le résultat annoncé.
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Nous approchons le mouvement du domaine de manière explicite en remplaçant
An,n+1 par la transformation approchée suivante : étant donné Ωn (obtenu au pas
de temps précédent ou donné par la condition initiale), nous posons
An,n+1 : Ωn → Ωn+1 := An,n+1(Ωn)
y 7→ x = y +∆tW n(y), (4.40)
où W n est la solution du problème (4.34),(4.35), ou (4.36),(4.37), en tn. Formelle-
ment, nous avons
An,n+1 = Aˆtn+1 ◦ Aˆ−1tn +O(∆t2), (4.41)
et
Aˆtn+1 = (Id+∆t ~W n) ◦ Aˆtn +O(∆t2).
Nous pouvons maintenant énoncer la formulation variationnelle semi-discrétisée
en temps.
Lemme 4.7. La formulation varitionnelle semi-discrétisée en temps par la méthode
ALE est la suivante : étant donné
~U0, trouver (~Un+1, pn+1) ∈ V n+1 ×Mn+1 pour
tout n = 0, . . . , N − 1, tels que pour tout ~V ∈ V n+1 et tout q ∈Mn+1,
∫
Ωn+1
(
~Un+1 − ~Un ◦ A−1n,n+1
∆t
+
[
(~Un+1 − ~W n ◦ A−1n,n+1) · ∇~Un+1
])
· ~V
+
∫
Ωn+1

2ν + κn+α√
||D~Un+α||2 + 2

D~Un+1 : D~V − ∫
Ωn+1
pn+1div~V
=
∫
Ωn+1
~fn+1 · ~V , (4.42a)∫
Ωn+1
qdiv~Un+1 = 0, (4.42b)
où An,n+1 est dénie par (4.40). Enn, le paramètre α permet d'eectuer soit une
discrétisation explicite du terme de friction (α = 0), soit une discrétisation implicite
(α = 1) (avec, en particulier, la notation κn+α =
√
2λ[pn+α]+).
Démonstration. Il sut de combiner le corollaire 4.5.
4.3.2 Discrétisation en espace
Pour la discrétisation en espace, nous utilisons des éléments nis triangulaires.
Nous notons T nh la triangulation du domaine Ωnh au temps discret tn, de sorte que
Ωnh =
⋃
T∈T n
h
T.
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L'indice hn = max
T∈T n
h
diam(T ) est un réél qui caractérise la taille des mailles et est
destiné à tendre vers 0. Notons que la surface libre de Ωn est en général courbe, si
bien que Ωnh réalise une approximation de Ω
n
. Nous utilisons des triangles anes, si
bien que cette approximation est d'ordre un en espace. Il serait également possible
de travailler avec des éléments nis isoparamétriques et des triangles courbes au
niveau de la surface libre. Pour plus de détails sur les éléments nis, voir [51].
Nous choisissons les espaces d'éléments nis mixtes pour la vitesse et la pression,
de la forme
Pk+1 / Pk
(vitesse) (pression)
où l'espace Pk est l'espace vectoriel des polynômes de deux variables de degré global
inférieur ou égal à k. Nous prenons k = 1, ce qui correspond à l'élément ni de
TaylorHood, et nous dénissons alors les espaces discrets
V nh =
{
~Vh ∈ (C0(Ωnh))2
∣∣∣ ~Vh|T ∈ (P2)2,∀T ∈ T nh , ~Vh = ~0 sur Γb et Γns -périodique} ,
(4.43)
et
Mnh =
{
ph ∈ C0(Ωnh)
∣∣ ph|T ∈ P1,∀T ∈ T nh } . (4.44)
où Γns correspond au bord Γs,t à l'instant discret t
n
.
Nous cherchons une approximation
~Un+1h de la vitesse et une approximation
pn+1h de la pression au temps t
n+1
, dans les espaces d'approximation V n+1h et M
n+1
h
respectivement. Le problème totalement discrétisé en espace et en temps se déduit
directement du problème semi-discrétisé en temps (4.42). Étant donné
~U0h l'approxi-
mation de
~U0 dans V 0h , il s'agit de trouver (
~Un+1h , p
n+1
h ) ∈ V n+1h ×Mn+1h pour tout
n = 0, . . . , N − 1, tels que pour tout ~Vh ∈ V n+1h et tout qh ∈Mn+1h ,
∫
Ωn+1
h
(
~Un+1h − ~Unh ◦ A−1n,n+1
∆t
+
[
(~Un+1h − ~W nh ◦ A−1n,n+1) · ∇~Un+1h
])
· ~Vh
+
∫
Ωn+1
h

2ν + κn+αh√
||D~Un+αh ||2 + 2

D~Un+1h : D~Vh
−
∫
Ωn+1
h
pn+1h div
~Vh =
∫
Ωn+1
h
~fn+1 · ~Vh, (4.45a)∫
Ωn+1
h
qhdiv~U
n+1
h = 0, (4.45b)
avec
~W nh la vitesse approchée du domaine Ω
n
h dont l'évolution sera discutée plus
amplement à la section 4.3.3, et enn la transformation An,n+1 est maintenant
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dénie par
An,n+1 : Ωnh → Ωn+1h
y 7→ x = y +∆tW nh (y).
(4.46)
Pour résoudre cette formulation variationnelle dans le cas implicite, si α = 1,
nous utilisons des itérations de point xe. Pour cela, nous introduisons les variables
Un+1,kh et p
n+1,k
h . Le problème (4.45) s'écrit alors : étant donné (
~Un+1,kh , p
n+1,k
h ) ∈
V n+1h ×Mn+1h , avec pour k = 0, ~Un+1,0h = ~Unh et pn+1,0h = pnh, trouver
(~Un+1,k+1h , p
n+1,k+1
h ) ∈ V n+1h ×Mn+1h pour tout n = 0, . . . , N −1, tels que pour tout
~Vh ∈ V n+1h et tout qh ∈Mn+1h ,∫
Ωn+1
h
(
~Un+1,k+1h − ~Unh ◦ A−1n,n+1
∆t
+
[
(~Un+1,kh − ~W nh ◦ A−1n,n+1) · ∇~Un+1,k+1h
])
· ~Vh
+
∫
Ωn+1
h

2ν + κn+1,kh√
||D~Un+1,kh ||2 + 2

D~Un+1,k+1h : D~Vh
−
∫
Ωn+1
h
pn+1,k+1h div
~Vh =
∫
Ωn+1
h
~fn+1 · ~Vh, (4.47a)∫
Ωn+1
h
qhdiv~U
n+1,k+1
h = 0, (4.47b)
avec κn+1,kh =
√
2λ[pn+1,kh ]+. Le critère d'arrêt choisi étant
||~Un+1,k+1h − ~Un+1,kh ||L2 < tol (4.48)
avec tol = 10−7.
4.3.3 Discrétisation du mouvement du domaine
Nous présentons la formulation variationnelle discrète permettant d'approcher
la vitesse du domaine dans le cas scalaire, puis dans le cas vectoriel. Un point im-
portant dans le cas scalaire est la discrétisation de la condition cinématique (4.35b).
Celle-ci est traitée de manière forte comme une condition essentielle, en l'imposant
explicitement dans l'espace d'éléments nis où est cherchée la composante trans-
verse de la vitesse du domaine. L'approche par condition essentielle passe par une
dénition adéquate de la normale aux n÷uds du maillage sur Γnf,h. Cette dénition
est motivée par une propriété de conservation globale de la masse et sera discutée
plus amplement ci-dessus. Dans le cas vectoriel, cette propriété de conservation glo-
bale est plus délicate à assurer, cf. à nouveau ci-dessous, si bien que la condition
cinématique sera traitée par le biais d'un multiplicateur de lagrange, ce qui évite de
devoir dénir une normale aux n÷uds.
Soit i l'indice d'un n÷ud xi situé sur la surface libre Γ
n
f,h. Par la suite, l'ensemble
de ces indices est noté N nf,h. Soit ϕi une des composantes de la fonction de base de
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l'espace d'éléments nis V nh , associée à ce n÷ud. En se basant sur [50], la normale
approchée au n÷ud i, ~Nh,i, est dénie par
~Nh,i =
−1∫
∂Ωn
h
ϕi dσ
∫
Ωn
h
∇ϕi dx. (4.49)
Cette normale est orientée vers l'extérieur du domaine et est obtenue comme com-
binaison barycentrique des vecteurs normaux aux deux arêtes du maillage, Γ1 et Γ2,
partageant le sommet i. Par exemple, en considérant pour simplier des éléments
nis P1, un calcul explicite montre que (dans la conguration de la gure 4.2),
•
•
•
L
K
FL
FK
~Nh,i
i
Figure 4.2  Illustration de la normale
~Nh,i ; les ux FK et FL partageant le n÷ud i sont
situés sur la surface libre T nf,h.
nous avons ∫
Ωn
h
∇ϕi dx =
∫
∂Ωn
h
ϕi ~N dτ
=
∫
FK
ϕi ~NK dx+
∫
FL
ϕi ~NL dx
=
|FK |
2
~NK +
|FL|
2
~NL,
et également ∫
∂Ωn
h
ϕi dτ =
1
2
(|FK |+ |FL|),
si bien que
~Nh,i =
|FK | ~NK + |FL| ~NL
|FK |+ |FL| .
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◦ Version scalaire
Nous souhaitons discrétiser le problème (4.34),(4.35) en espace, à l'instant dis-
cret tn. Pour cela, nous dénissons les espaces
Y nh =
{
Wh ∈ C0(Ωnh)
∣∣ W |T ∈ P2, ∀T ∈ T nh , Wh = 0 sur Γb,Wh Γns -périodique} ,
(4.51)
Y nh,0 =
{
Vh ∈ C0(Ωnh)
∣∣∣∣∣ V |T ∈ P2, ∀T ∈ T nh , Vh(xi) =
~Unh (xi) · ~Nh,i
Nh,i,Z
pour tout i ∈ N nf,h
Vh = 0 sur Γb ∪ Γns } .
(4.52)
La formulation variationnelle discrète est alors la suivante : trouver W nh ∈ Y nh tel
que ∫
Ωn
h
∇W nh .∇Vh = 0, (4.53)
pour tout Vh ∈ Y nh,0. Nous posons alors ~W nh =
(
0
W nh
)
.
◦ Version vectorielle
Nous introduisons un multiplicateur de lagrange λ pour discrétiser les condi-
tions aux limites sur
~W nh · ~N , cf. (4.37a),(4.37b), alors que la condition (4.37c) est
traitée au sens faible. Nous discrétisons le problème (4.36),(4.37) par :
Trouver ( ~W nh , λ) ∈ V¯ nh ×Mnh tel que∫
Ωn
h
D ~W nh : D
~Vh +
∫
Γn
b
⋃
Γn
f,h
λnh(
~W nh − ~Unh ) · ~N +
∫
Γns
λnh
~W nh · ~N
+
∫
Γn
b
⋃
Γn
f,h
µh~Vh ·N +
∫
Ωn
h
αλnhµh = 0,
(4.54)
pour tout (~Vh, µh) ∈ V¯ nh ×Mnh avec
V¯ nh =
{
~Vh ∈ (C0(Ωnh))2
∣∣∣ ~Vh|T ∈ (P2)2,∀T ∈ T nh } , (4.55)
et l'espace Mnh déni par (4.44). Pour faciliter l'implémentation, nous relevons les
multiplicateurs de lagrange dans tout le volume Ωnh et nous prenons la maximale
de ce multiplicateur dans Ωnh avec un coecient numérique α 1 an d'éviter des
erreurs de consistance trop importantes.
4.3 Discrétisation du problème 103
◦ Conservation globale de la masse
Le uide étant incompressible, la conservation globale de la masse équivaut à
la conservation du volume du domaine uide au l des pas de temps. Nous voulons
donc assurer la propriété
|Ωn+1h | = |Ωnh| pour tout n = 0, . . . , N − 1, (4.56)
où |Ωnh| désigne le volume de Ωnh.
Nous allons voir que dans le cas où le mouvement du domaine s'eectue dans
la direction transverse uniquement, cette propriété peut être satisfaite de manière
exacte à condition de discrétiser la normale extérieure de façon appropriée. Dans
le cas général pour le mouvement du domaine, cette propriété peut s'obtenir de
manière approchée.
Considérons donc le cas d'un mouvement transverse uniquement, et montrons
que dans ce cas, la méthode ALE vérie une loi de conservation géométrique.
Lemme 4.8. Supposons que la vitesse du domaine
~W nh est de la forme (0,W
n
h ),
et que le déterminant de la matrice jacobienne de la transformation An,n+1 dénie
par (4.46) est strictement positif. Soit φ une fonction dénie sur Ωn+1h . Alors, le
schéma ALE vérie la loi de conservation géométrique suivante :∫
Ωn+1
h
φ(x) dx −
∫
Ωn
h
φ ◦ An,n+1(y) dy
= ∆t
∫
Ωn
h
φ ◦ An,n+1(y)div ~W nh (y) dy.
(4.57)
Démonstration. Notons Jn,n+1 la matrice jacobienne de An,n+1. Comme le détermi-
nant de la jacobienne, noté Jn,n+1, est supposé strictement positif, le changement
de variable x = An,n+1(y) donne∫
Ωn+1
h
φ(x) dx =
∫
Ωn
h
φ ◦ An,n+1(y)Jn,n+1(y) dy.
D'où∫
Ωn+1
h
φ(x) dx−
∫
Ωn
h
φ ◦ An,n+1(y) dy =
∫
Ωn
h
φ ◦ An,n+1(y) [Jn,n+1(y)− 1] dy.
Dans le cas d'un mouvement transverse où
~W nh =
(
0
W nh
)
, la matrice jacobienne est
de la forme
Jn,n+1 =
(
1 0
∆t
∂W nh
∂X
1 + ∆t
∂W nh
∂Z
)
.
Comme div ~W nh =
∂W nh
∂Z
, il vient Jn,n+1 = 1 +∆tdiv ~W
n
h . D'où le résultat.
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Les vecteurs
~Nh,i étant dénis par (4.49), nous dénissons la composante nor-
male d'une fonction
~Vh ∈ V nh sur Γnf,h par la formule
~Vh · ~Nh :=
∑
xi∈Γnf,h
(~Vh(xi) · ~Nh,i)ϕi pour tout x ∈ Γnf,h. (4.58)
Alors, nous vérions par un calcul direct que∫
Ωn
h
div~Vh dx =
∫
Γn
f,h
~Vh · ~Nh dτ, (4.59)
Corollaire 4.9. Supposons que la vitesse discrète du domaine est de la forme
~W nh =(
0
W nh
)
. Supposons que le déterminant de la matrice jacobienne de la transformation
An,n+1 est strictement positif. Supposons la condition cinématique
W nh (xi)Nh,i,Z =
~Unh (xi) · ~Nh,i ∀i ∈ N nf,h, (4.60)
avec la dénition (4.58) où
~Unh est la vitesse discrète. Alors, la conservation globale
de la masse est satisfaite.
Démonstration. En évaluant l'égalité (4.57) avec φ = 1, nous obtenons
|Ωn+1h | − |Ωnh| = ∆t
∫
Ωn
h
div ~W nh dx
= ∆t
∫
Γn
f,h
~W nh · ~Nh dx
En utilisant (4.60) qui implique
~W nh · ~Nnh = ~Unh · ~Nh dans (4.58), il vient
|Ωn+1h | − |Ωnh| = ∆t
∫
Γn
f,h
~Unh · ~Nh dx,
= ∆t
∫
Ωn
h
div~Unh dx = 0,
car
∫
Ωn
h
div~Unh dx = 0 de par (4.47b).
Remarque 4.10. La condition cinématique (4.60) est bien satisfaite en cherchant
W nh dans Y
n
h , voir (4.52).
Enn, dans le cas d'un mouvement vectoriel, en notant (λ1, λ2) les valeurs
propres de ∇ ~W nh , nous avons
Jn,n+1 = 1 +∆tdiv ~W
n
h + (∆t)
2λ1λ2. (4.63)
Par conséquent, la loi de conservation géométrique est satisfaite à O(∆t2).
4.4 Vérication numérique 105
4.4 Vérication numérique
Dans cette section, nous comparons les résultats obtenus dans le chapitre 3,
dans le cas unidimensionnel, avec des simulations bidimensionnelles où la vitesse
vectorielle longitudinale est :
~U =
(
U
0
)
. (4.64)
Pour cela, nous nous plaçons dans le cas où la vitesse longitudinale, est la solution
du problème unidimensionnel
∂tU + S − ν∂2ZZU = 0 pour tout Z ∈ ]b(t), h[,
U = 0 en Z = b(t),
∂ZU = 0 en Z = b(t),
∂ZU = 0 en Z = h,
avec un terme source constant S = g(sin θ + λ cos θ). En deux dimensions, cela
correspond à résoudre le problème (4.1a),(4.1b), en prenant pour force extérieure
~f = −g
(
sin θ
cos θ
)
,
avec les conditions aux limites
~U = 0 sur Γb, (4.66a)
~U Γs-périodique, (4.66b)
Uy = 0 sur Γf,t, (4.66c)
p = 0 sur Γf,t. (4.66d)
où Uy désigne la composante transversale de la vitesse ~U . Notons qu'avec ces condi-
tions aux limites, la vitesse du domaine
~W est nulle. Pour la pression, la solution
est une pression hydrostatique
p = g cos θ(h− Z) pour tout Z ∈ ]b(t), h[. (4.67)
Nous nous plaçons dans un domaine carré de coté h, Ω0 = [0, h]× [0, h] incliné
d'un angle θ = − pi
180
. L'épaisseur de la couche solide initiale b0 est xée à 3.5, et
la vitesse initiale est donnée par U0(Z) = [Z − b0]+. Nous choisissons λ = | tan θ|+
10−2, de sorte que la condition λ > | tan θ| est satisfaite.
Nous comparons le prol 1D avec la composante longitudinale de la vitesse
2D au temps nal de simulation T = 5, avec une hauteur de domaine h = 6, une
viscosité ν = 10−3 et un paramètre de régularisation  = 10−4. Les résultats sont
présentés à la gure 4.3. Nous constatons qu'à l'÷il nu les courbes se superposent.
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Pour la solution 1D, nous avons pris un pas de temps ∆t = 10−4, et un pas d'espace
∆Z = 10−3. Pour la solution 2D, nous avons pris ∆t = 10−3 et ∆Z = 10−2 an
d'alléger le coût de calcul. Par ailleurs, la vitesse du domaine
~W a été prise égale à
zéro, nous y reviendrons ci-dessous.
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Figure 4.3  Comparaison des prols de vitesse 1D et 2D.
An d'évaluer de manière plus précise l'erreur entre le prol 1D et la compo-
sante longitudinale de la vitesse 2D, nous prolongeons la solution 1D sur le maillage
2D en attribuant une valeur en chaque sommet de la triangulation par interpola-
tion linéaire en Z des valeurs 1D. Nous notons E2D(U1D) la fonction ainsi obtenue,
et U2D la composante longitudinale de la vitesse bidimensionnelle. L'erreur sur la
vitesse est estimée par
eL2(U) :=
||U2D − E2D(U1D)||L2
||E2D(U1D)||L2
. (4.68)
L'opérateur d'extension E2D s'écrit sous la forme
E2D(U1D)(x, y) =
N∑
i=1
f(yi)ϕi(x, y), (4.69)
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avec N le nombre de degrés de liberté de l'espace d'éléments nis Vh, yi l'ordonnée
du noeud du maillage i, et ϕi la fonction de base associée à ce noeud. La fonction
f est dénie par
f(x, y) =


U1D(Z1) = 0 si y < b
0 = Z1,
U1D(Zm)− U1D(Zm−1)
Zm − Zm−1 (y − Zm) + U
1D(Zm) si Zm−1 ≤ y ≤ Zm,
U1D(ZM ) si y > h = ZM
(4.70)
où (Z1, ..., ZM ) sont les ordonnées des noeuds du maillage 1D avec Z1 = b
0
, l'épais-
seur initiale de la couche solide, et ZM = h l'épaisseur du domaine 1D (qui est xe
en temps).
Pour la géométrie initiale du domaine 2D, nous choisissons un rectangle Ω0 =
[0, l] × [0, h] d'une hauteur h = 6, et de longueur l = 1.5 plus petite que précé-
demment, an de réduire les coûts de calcul. Le domaine est incliné d'un angle
θ = − pi
180
comme précédemment. La vitesse longitudinale et initiale est donnée par
U0(Z) = [Z − b0]+, où b0 = 3.5.
Nous calculons l'erreur avec la solution 1D approchée avec 40000 points en
espace et un pas de temps initial ∆t0 = 10−4. Nous xons le temps nal à T = 0.2
(pour réduire le temps de calcul), et nous étudions tout d'abord l'erreur eL2(U),
dénie par (4.68), sans mouvement du maillage. La résolution numérique de la
formulation variationnelle 2D se fait de manière implicite, avec une tolérance d'arrêt
xée à 10−7. Nous comparons les résultats avec un paramètre de régularisation 
variant de 10−2 à  = 10−8, an d'évaluer l'inuence de ce paramètre. Pour la
viscosité, nous choisissons la valeur ν = 1, puis ν = 10−3. Nous eectuons également
la comparaison avec mouvement de maillage avec une vitesse scalaire, pour  = 10−6.
Dans ce cas, nous renseignons eL2(U), ainsi que l'erreur relative sur le volume du
domaine
e(Ω) :=
|ΩN | − |Ω0|
|Ω0| , (4.71)
où |Ω0| est le volume du domaine initial, et |ΩN | est le volume du domaine nal en
temps.
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• ν = 1 :
 = 10−2 ∆Y=2.5e-01 ∆Y=1.25e-01 ∆Y=6.25e-02
∆t=2.5e-02 3.02e-02 2.99e-02 2.99e-02
∆t=1.25e-02 2.75e-02 2.73e-02 2.73e-02
∆t=6.25e-03 2.65e-02 2.64e-02 2.64e-02
∆t=3.12e-03 2.61e-02 2.60e-02 2.60e-02
∆t=1.56e-03 2.59e-02 2.59e-02 2.59e-02
∆t=7.78e-04 2.59e-02 2.58e-02 2.58e-02
 = 10−4 ∆Y=2.5e-01 ∆Y=1.25e-01 ∆Y=6.25e-02
∆t=2.5e-02 1.26e-02 1.19e-02 1.17e-02
∆t=1.25e-02 6.87e-03 6.18e-03 5.99e-03
∆t=6.25e-03 4.01e-03 3.28e-03 3.11e-03
∆t=3.12e-03 2.60e-03 1.85e-03 1.67e-03
∆t=1.56e-03 1.89e-03 1.16e-03 1.01e-03
∆t=7.78e-04 1.55e-03 8.28e-04 7.13e-04
 = 10−6 ∆Y=2.5e-01 ∆Y=1.25e-01 ∆Y=6.25e-02
∆t=2.5e-02 1.25e-02 1.18e-02 1.16e-02
∆t=1.25e-02 6.77e-03 6.06e-03 5.87e-03
∆t=6.25e-03 3.89e-03 3.15e-03 2.96e-03
∆t=3.12e-03 2.47e-03 1.69e-03 1.50e-03
∆t=1.56e-03 1.75e-03 9.69e-04 7.70e-04
∆t=7.78e-04 1.40e-03 6.15e-04 4.13e-04
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 = 10−6 (scalaire) ∆Y=2.5e-01 ∆Y=1.25e-01 ∆Y=6.25e-02
∆t=1.56e-03 eL2(U) 1.79e-03 9.73e-04 7.71e-04
e(Ω) 6.62e-05 2.10e-05 7.68e-06
∆t=7.78e-04 eL2(U) 1.45e-03 6.21e-04 4.13e-04
e(Ω) 6.62e-05 2.11e-05 7.69e-06
Les trois premiers tableaux sont obtenus en prenant une vitesse nulle pour le
mouvement du domaine. Le premier tableau, correspondant à  = 10−2, met en
évidence le fait que lorsque  = 10−2, l'erreur de régularisation domine. Le second
tableau, correspondant à  = 10−4, montre que pour les quatre premiers pas de
temps (les plus grossiers), l'erreur en temps domine avec une convergence d'ordre
un, puis pour les derniers pas de temps l'erreur de régularisation domine à nouveau,
et l'erreur stagne vers 10−3. Le troisième tableau, correspondant à  = 10−6, permet
d'observer une convergence d'ordre 1 en temps pour les premiers pas de temps,
puis les erreurs de discrétisation en temps et en espace sont équilibrées, ce qui
s'observe par une divison par 2 (voire un peu plus) de l'erreur lorsque le pas de
temps et d'espace sont divisés par deux simultanément. Nous pouvons en déduire
que pour  = 10−6, les paramètres de discrétisation choisis permettent d'obtenir une
bonne convergence, et que l'erreur de régularisation est négligeable. Le quatrième
tableau présente les résultats de simulations avec mouvement scalaire du maillage
pour  = 10−6. Nous observons que l'erreur sur la vitesse n'est pratiquement pas
modiée par le mouvement éventuel du maillage (cf. les lignes correspondantes dans
le troisième tableau), et que la conservation de la masse discrète est vériée avec une
très bonne précision puisque e(Ω) est de l'ordre de 10−5. Enn, lorsque  = 10−8,
nous obtenons les mêmes résultats de convergence qu'avec  = 10−6 (les résultats ne
sont pas reportés ici). Ainsi, nous choisissons la valeur  = 10−6 pour le paramètre
de régularisation dans toute la suite de nos simulations.
Le choix d'un petit paramètre de régularisation permet d'améliorer la précision
de la solution. Néanmoins, lorsque → 0, le nombre d'itérations totales augmente.
Nous présentons ci-dessous le nombre d'itérations totales pour ∆Y = 1.25e-01 et
∆t = 3.12e-03 :
 = 10−2  = 10−4  = 10−6  = 10−8
nb iter totales 824 2958 5086 5272
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Nous observons que le nombre d'itérations totales augmente sensiblement lorsque
nous diminuons  de 10−2 à 10−6 ; par contre, ce nombre augmente peu lorsqu'on
passe de  = 10−6 à  = 10−8.
• ν = 10−3 :
 = 10−2 ∆Y=2.5e-01 ∆Y=1.25e-01 ∆Y=6.25e-02
∆t=2.5e-02 2.59e-02  
∆t=1.25e-02 2.58e-02 2.59e-02 
∆t=6.25e-03 2.58e-02 2.59e-02 2.59e-02
∆t=3.12e-03 2.58e-02 2.59e-02 2.596e-02
∆t=1.56e-03 2.58e-02 2.59e-02 2.59e-02
∆t=7.78e-04 2.58e-02 2.59e-02 2.59e-02
 = 10−4 ∆Y=2.5e-01 ∆Y=1.25e-01 ∆Y=6.25e-02
∆t=2.5e-02 1.85e-03  
∆t=1.25e-02 1.13e-03 1.00e-03 
∆t=6.25e-03 8.77e-04 6.71e-04 6.01e-04
∆t=3.12e-03 8.10e-04 5.57e-04 4.71e-04
∆t=1.56e-03 7.96e-04 5.25e-04 4.32e-04
∆t=7.78e-04 7.95e-04 5.17e-04 4.21e-04
 = 10−6 ∆Y=2.5e-01 ∆Y=1.25e-01 ∆Y=6.25e-02
∆t=2.5e-02 1.81e-03  
∆t=1.25e-02 1.07e-03 9.31e-04 
∆t=6.25e-03 7.91e-04 5.56e-04 4.63e-04
∆t=3.12e-03 7.15e-04 4.10e-04 1.69e-04
∆t=1.56e-03 6.98e-04 3.64e-04 1.94e-04
∆t=7.78e-04 6.98e-04 3.53e-04 1.69e-04
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Remarque 4.11. Les cases en haut à droite ne sont pas renseignées dans la mesure
où, pour ces valeurs de paramètres de discrétisation, l'erreur en temps domine.
 = 10−6 (scalaire) ∆Y=2.5e-01 ∆Y=1.25e-01 ∆Y=6.25e-02
∆t=1.56e-03 eL2(U) 4.36e-03 1.54e-03 4.88e-04
e(|Ω|) 6.29e-05 1.34e-05 4.81e-06
∆t=7.78e-04 eL2(U) 4.36e-03 1.56e-03 4.78e-04
e(|Ω|) 6.42e-05 1.31e-05 4.74e-06
Nous constatons à nouveau que lorsque  = 10−2, l'erreur de régularisation
domine. En revanche, lorsque  = 10−4, les erreurs de discrétisation en temps ne
dominent que pour les deux premiers pas de temps, avec une convergence d'ordre
un, puis ce sont les erreurs de régularisation qui dominent. Pour  = 10−6, l'erreur
en temps domine pour les trois premiers pas de temps, puis ce sont les erreurs de
discrétisation en espace qui dominent avec une convergence d'ordre plus ou moins
égale à un. Enn, pour  = 10−8, nous obtenons des résultats similaires au cas
 = 10−6 (les résultats ne sont pas reportés ici), et l'erreur de régularisation est donc
négligeable. Ces observations corroborent le fait de xer la valeur du paramètre de
régularisation à 10−6 pour nos simulations.
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4.5.1 Conguration
Pour la simulation de la mise en mouvement d'un talus, la géométrie du domaine
est un rectangle, de hauteur H et de longueur L, surmonté d'un talus surélevé d'un
angle α. Le plan peut être incliné d'un angle θ, comme représenté à la gure 4.4. La
forme initiale de la surface libre est donnée par l'expression analytique suivante :
F (X) = −η tanh(X − L
2
) +H + η tanh
L
2
, (4.72)
où le paramètre η permet de xer l'angle α de la surface libre dans sa partie la
plus inclinée (arctan η = α). Nous avons ainsi F (L) = H et H¯ := F (0) − H =
2 tanh
L
2
−H.
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Figure 4.4  Géométrie du domaine représentant le talus dans sa conguration initiale.
Les 4 lignes verticales indiquent le lieu des coupes verticales en diérents X
lors de la présentation des résultats numériques.
Nous considérons l'angle θc, correspondant aux eets de friction, c'est à dire
λ = | tan θc|. (4.73)
Les angles θ, θc et α doivent vérier deux inégalités. La première inégalité doit être
compatible avec le démarrage de la partie talus, en partant d'un uide au repos
initialement, i.e.
θc < θ + α. (4.74)
Cette inégalité permet à la partie la plus inclinée du talus de se mettre en mouve-
ment. D'autre part, il faut que la partie droite du domaine reste en équilibre sous
les eets de friction, ce qui correspond à la condition
θ < θc. (4.75)
Cette deuxième inégalité requiert que l'angle d'inclinaison de la pente soit assez
petit.
En ce qui concerne les conditions aux limites, nous ne sommes plus dans un
cadre périodique. Pour la vitesse, nous prenons
~U = 0 sur Γb
⋃
Γr,t,
(σ − pId)N = 0 sur Γf,t,
σN · T = 0 sur Γl,t,
~U ·N = 0 sur Γl,t.
(4.76)
Pour la vitesse du domaine, qui est cherchée sous forme vectorielle, nous imposons
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les conditions
~W ·N = ~U ·N sur Γb
⋃
Γf,t,
~W ·N = 0 sur Γl,t,
~W · T = ~U · T sur Γl,t,
~W = 0 sur Γr,t,
(4.77)
4.5.2 Adaptation du maillage
An de réduire les temps de calcul, tout en maintenant une bonne résolution
spatiale, nous pouvons adapter le maillage au l de la simulation. Pour cela, nous
employons la routine adaptmesh du logiciel FreeFem++ qui utilise en entrée une
fonction dont la hessienne sert à adapter le maillage de manière anisotrope [56]. La
taille locale de chaque maille est donnée par la fonction en argument, et la direction
des mailles est donnée par les vecteurs propres de la hessienne. La fonction que nous
utilisons est la suivante :
R(x, y) = (hmin − hmax)
||~Unh (x, y)|| − min
(x,y)∈Ωn
h
||~Unh (x, y)||
max
(x,y)∈Ωn
h
||~Unh (x, y)|| − min
(x,y)∈Ωn
h
||~Unh (x, y)||
+ hmax, (4.78)
qui est à valeurs dans [hmin, hmax]. Les paramètres hmin et hmax désignent respecti-
vement les tailles minimum et maximum des triangles que nous souhaitons obtenir.
Cette fonction permet d'obtenir des mailles de taille comprise entre hmin et hmax.
Dans nos simulations, nous avons xé hmax = 1.5h et hmin = hmax/3, où le para-
mètre h permet de xer une taille moyenne de mailles.
4.5.3 Simulations numériques
Pour nos simulations, nous considérons une viscosité ν = 10−3, et nous rappe-
lons que le paramètre de régularisation est xé à  = 10−6. Nous choisissons une
longueur de domaine L = 10 et une hauteur du bord droit H = 0.5. Nous prenons
un angle de friction θc = 20
◦
, et pour l'inclinaison du domaine nous choisissons
θ = 0◦. L'angle du talus est choisi assez grand relativement à θc, nous xons η = 1,
ce qui correspond à α = 45◦ et à H¯ ≈ 2. Avec ce choix, la zone dans laquelle l'angle
de la surface libre est plus grand que l'angle de friction interne, est délimitée par
X = 3.91 et X = 6.09. Cette zone correspond à l'endroit où le uide se met initia-
lement en mouvement. Enn, nous imposons initialement une vitesse nulle partout
et une pression hydrostatique.
Pour les paramètres de simulation, nous choisissons un pas d'espace de l'ordre
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de h = 10−1, et un pas de temps évolutif donné par
∆tn = min
(
α∆tn−1,max
(
tn
10
,∆tmax
))
, (4.79a)
∆tmax = 10
−3, (4.79b)
∆t0 = ∆tmin = 10
−6, (4.79c)
avec α = 1.5. Ce choix permet d'obtenir un pas de temps de 10−6 au démarrage,
qui augemente au cours du temps de manière géométrique avec le facteur α, tout en
restant inférieur à 10−3. Le choix relativement élevé du facteur de croissance α est
motivé par le fait qu'une résolution temporelle très ne est nécessaire uniquement
au démarrage. Les simulations sont eectuées pour un temps nal T = 1. Enn, la
tolérance d'arrêt dans les itérations de point xe, pour la résolution du problème
implicite à chaque pas de temps, est xée à 10−7. Nos simulations montrent que
plusieurs itérations sont nécessaires uniquement au premier pas de temps (de l'ordre
de 102), la convergence aux pas de temps suivants étant atteinte en 2 itérations au
plus.
Nous représentons ci-dessous les résultats de simulation aux instants t = 10−2,
t = 10−1, t = 5× 10−1 et t = 1. Les gures représentent, tout d'abord, la norme du
tenseur de déformation, qui renseigne les variations du uide dans la zone liquide de
l'écoulement. Puis, les variations dans la zone solide de l'écoulement, représentées
par
||D~U ||√
||D~U ||2 + 2
. Ensuite, nous représentons la norme de la vitesse et la pression.
Enn, une coupe verticale de la pression en X = 3, X = 4, X = 5 et X = 6.
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• t = 10−2
IsoValue
-0.00607227
0.00247772
0.00817772
0.0138777
0.0195777
0.0252777
0.0309777
0.0366777
0.0423777
0.0480777
0.0537777
0.0594777
0.0651777
0.0708777
0.0765777
0.0822777
0.0879777
0.0936777
0.0993777
0.113628
IsoValue
-0.0540879
0.027702
0.0822286
0.136755
0.191282
0.245808
0.300335
0.354862
0.409388
0.463915
0.518441
0.572968
0.627495
0.682021
0.736548
0.791074
0.845601
0.900128
0.954654
1.09097
IsoValue
-0.00257085
0.00128542
0.00385627
0.00642712
0.00899796
0.0115688
0.0141397
0.0167105
0.0192813
0.0218522
0.024423
0.0269939
0.0295647
0.0321356
0.0347064
0.0372773
0.0398481
0.042419
0.0449898
0.0514169
IsoValue
-1.25332
0.574052
1.7923
3.01055
4.22879
5.44704
6.66529
7.88354
9.10179
10.32
11.5383
12.7565
13.9748
15.193
16.4113
17.6295
18.8478
20.066
21.2843
24.3299
 0
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 0  0.5  1  1.5  2  2.5
Z
p
X=3
X=4
X=5
X=6 Figure 4.5  Paramètres :  = 10
−6
,
α = 45◦, θc = 20
◦
, ∆Y ' 10−1,
(ν = 10−3).
||D~U || : min = 0, max = 1,
||~U || :min = 0,max = 5×10−1.
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• t = 10−1
IsoValue
-0.0542788
0.0225607
0.0737871
0.125013
0.17624
0.227466
0.278692
0.329919
0.381145
0.432371
0.483598
0.534824
0.58605
0.637277
0.688503
0.739729
0.790956
0.842182
0.893408
1.02147
IsoValue
-0.0533795
0.0273481
0.0811665
0.134985
0.188803
0.242622
0.29644
0.350259
0.404077
0.457895
0.511714
0.565532
0.619351
0.673169
0.726988
0.780806
0.834624
0.888443
0.942261
1.07681
IsoValue
-0.0226152
0.0113076
0.0339228
0.056538
0.0791531
0.101768
0.124384
0.146999
0.169614
0.192229
0.214844
0.237459
0.260075
0.28269
0.305305
0.32792
0.350535
0.373151
0.395766
0.452304
IsoValue
-1.33865
0.493943
1.71567
2.9374
4.15912
5.38085
6.60258
7.8243
9.04603
10.2678
11.4895
12.7112
13.9329
15.1547
16.3764
17.5981
18.8198
20.0416
21.2633
24.3176
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X=6 Figure 4.6  Paramètres :  = 10
−6
,
α = 45◦, θc = 20
◦
, ∆Y ' 10−1,
(ν = 10−3).
||D~U || : min = 0, max = 5,
||~U || : min = 0, max = 2.
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• t = 5× 10−1
IsoValue
-0.27132
0.12353
0.386764
0.649998
0.913232
1.17647
1.4397
1.70293
1.96617
2.2294
2.49264
2.75587
3.0191
3.28234
3.54557
3.8088
4.07204
4.33527
4.59851
5.25659
IsoValue
-0.0537285
0.0275168
0.0816804
0.135844
0.190007
0.244171
0.298335
0.352498
0.406662
0.460825
0.514989
0.569152
0.623316
0.677479
0.731643
0.785806
0.83997
0.894133
0.948297
1.08371
IsoValue
-0.0965082
0.0482541
0.144762
0.24127
0.337779
0.434287
0.530795
0.627303
0.723811
0.820319
0.916828
1.01334
1.10984
1.20635
1.30286
1.39937
1.49588
1.59238
1.68889
1.93016
IsoValue
-1.33363
0.492289
1.70957
2.92685
4.14413
5.36141
6.57868
7.79596
9.01324
10.2305
11.4478
12.6651
13.8824
15.0996
16.3169
17.5342
18.7515
19.9688
21.186
24.2292
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X=6 Figure 4.7  Paramètres :  = 10
−6
,
α = 45◦, θc = 20
◦
, ∆Y ' 10−1,
(ν = 10−3).
||D~U || : min = 0, max = 22,
||~U || : min = 0, max = 3.
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• t = 1
IsoValue
-1.14968
0.530055
1.64987
2.76969
3.88951
5.00933
6.12915
7.24897
8.36879
9.48861
10.6084
11.7283
12.8481
13.9679
15.0877
16.2075
17.3274
18.4472
19.567
22.3665
IsoValue
-0.0542888
0.0276959
0.0823524
0.137009
0.191665
0.246322
0.300978
0.355635
0.410291
0.464948
0.519604
0.574261
0.628917
0.683574
0.73823
0.792887
0.847543
0.9022
0.956856
1.0935
IsoValue
-0.145967
0.0729582
0.218908
0.364858
0.510808
0.656758
0.802708
0.948658
1.09461
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−6
,
α = 45◦, θc = 20
◦
, ∆Y ' 10−1,
(ν = 10−3).
||D~U || : min = 0, max = 10−1,
||~U || :min = 0,max = 5×10−2.
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Les deux premières gures en haut renseignent sur les variation de ||DU ||. La
gure en haut à gauche représentant la norme de ||D~U ||, nous renseigne sur les
variations du uide dans la zone liquide, i.e. la couche uide. La gure en haut
à droite représente la norme de la contrainte,
||D~U ||√
||D~U ||2 + 2
. Cette fonction est
à valeurs comprises entre 0 et 1, et renseigne sur les variations dans la couche
solide. Nous observons que la zone dans laquelle la norme de la contrainte vaut
1, c'est à dire là où ||D~U || n'est pas trop petit, correspond à la zone où ||D~U ||
est non nul sur la gure de gauche. Ensuite, nous observons que la norme de la
vitesse a une structure en couche. Enn, la pression et les coupes verticales de
la pression nous indique une éventuelle perte de monotonie de celle-ci. En ce qui
concerne l'évolution en temps, nous obtenons une convergence linéaire pour ||D~U ||
et ||U ||, ceci jusqu'en t = 5 × 10−1, le régime non-linéaire étant atteint en t = 1.
Le passage de t = 10−2 à t = 10−1 et de t = 10−1 à t = 5 × 10−1 nous montre la
même dynamique mais ampliée. Lorsque t = 5 × 10−1, nous commençons à voir
apparaître des microstructures au voisinage de la transition uide/solide. Au temps
nal de simulation, t = 1, nous constatons qu'un front s'est formé au niveau de
la surface libre. La norme de la vitesse préserve sa structure en couche. Pour la
pression, nous observons une légère perte de monotonie, qui peut être associée aux
microstructures de la norme de la contrainte.
Nous présentons maintenant les résultats d'une simulation avec une géométrie
diérente. Le talus est formé d'un plateau d'angle α = 42◦. Les paramètres de
simulation reste inchangés.
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• t = 10−2
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Figure 4.9  Paramètres :  = 10−6,
α = 45◦, θc = 20
◦
, ∆Y ' 10−1,
(ν = 10−3).
||D~U || : min = 0,
max = 3× 10−1,
||~U || :min = 0,max = 5×10−2.
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La géométrie du domaine étant moins régulière, des lignes de déformation ap-
paraissent (à un instant inférieur à t = 10−2). Les lignes de déformation sont issues
du point de singularité. Ces lignes de déformation se développent à petite échelle
et sont structurées dans le sens des couches de la norme de la vitesse. Le uide
se sépare en plusieurs couches d'épaisseur nie, qui chacune se déplace comme un
solide. Nous observons que les lignes de déformation délimitent chaque couche de
||U ||, puisqu'elles correspondent au passage d'une valeur à une autre sur la gure
de ||U ||. De plus, nous constatons que la singularité du domaine fait apparaître
des uctuations à petite échelle sur la norme des contrainte et la pression, ce qui
accentue le phénomène de perte de monotonie de la pression.
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Chapitre 5
Conclusions et perspectives
Dans cette thèse, nous nous sommes intéressés à la modélisation et à la si-
mulation numérique d'écoulements gravitaires transitoires à surface libre, pour des
uides visqueux et incompressibles suivant une loi rhéologique viscoplastique de
type DruckerPrager. Nous avons abordé un certain nombre de dicultés tant en
une qu'en deux dimensions d'espace. Une diculté fondamentale dans le modèle
de DruckerPrager est que l'interface n'a pas d'équation d'évolution explicite. Nous
avons obtenu une description de cette évolution dans le contexte d'un modèle uni-
dimensionnel avec terme source, basé sur des conditions d'écoulement très particu-
lières. Dans ce cas, l'évolution de l'interface se fait via une condition aux limites
surnuméraire, et non via une équation diérentielle sur sa position. Nous avons
conçu une méthode numérique permettant d'obtenir l'épaisseur de la couche solide
à partir des conditions aux limites sur la vitesse. Ensuite, nous avons étudié un mo-
dèle en couche mince qui est une simplication du modèle de base puisqu'il prend en
compte un terme source donné. Ceci nous a permis d'analyser le comportement de
l'écoulement dans le cadre du modèle avec terme source, et d'en déduire des proprié-
tés sur la dynamique de l'épaisseur de la couche solide et son asymptotique en temps
long. Enn, dans le cas bidimensionnel avec surface libre, nous avons développé une
approche ALE et nous avons traité le terme de friction par régularisation. Les simu-
lations numériques ont montré l'importance d'utiliser un pas de temps très petit,
particulièrement au démarrage de l'écoulement (sans quoi nous pouvons observer
une divergence de la méthode itérative ou des instabilités). Plus généralement, notre
étude a montré l'importance du choix des paramètres de simulation (pas de temps,
pas d'espace, paramètre de régularisation, tolérance d'arrêt itérative). Sur un cas
test d'origine physique, nous avons observé des oscillations du prol de vitesse au
démarrage de l'écoulement, à très petite échelle et pour des temps de simulation
relativement courts. L'étude de ce comportement mérite d'être approfondie an de
déterminer si son origine est de nature numérique ou physique.
Les perspectives s'ouvrant à l'issue de cette thèse sont nombreuses. Un objectif
fondamental est d'évaluer les limites de la modélisation de DruckerPrager pour
les écoulements granulaires, par comparaison avec des expérimentations. En par-
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ticulier, il serait intéressant d'entreprendre une étude systématique de l'inuence
de paramètres tels que l'angle d'inclinaison du domaine, l'angle de friction interne,
et la viscosité, en balayant une gamme plus large de valeurs pour ces paramètres.
De plus, dans la modélisation des avalanches granulaires, par exemple, le coe-
cient de friction λ dépend de ||D~U || et de p, ce qui pose des dicultés numériques
supplémentaires du fait des non-linéarités. En outre, dans le cas unidimensionnel,
une étude plus poussée des phases de démarrage et d'arrêt de l'écoulement pourrait
permettre d'améliorer la compréhension de la phase intermédiaire d'écoulement, no-
tamment dans le cas où l'épaisseur de la couche solide devient nulle. Toujours dans
le cas unidimensionnel, la mise au point d'un modèle de couche mince heuristique
est envisageable, ce qui permettrait d'aller au-delà de l'étude actuelle réalisée sur
un modèle avec terme source empirique. En ce qui concerne le cas bidimension-
nel, relatif à la mise en mouvement d'un talus, des simulations numériques par une
méthode de lagrangien augmenté permettraient de mieux évaluer la pertinence de
l'approche actuelle par régularisation, en vue de la détermination des zones uide
et solide. De plus, des simulations à des temps d'observation plus grands pourraient
être eectuées, dans le but d'étudier l'évolution de la surface libre de l'écoulement.
Enn, il reste un besoin de développer des méthodes numériques robustes lorsque
la viscosité ν est petite, et que le maillage subit des déformations importantes, an
de pouvoir mieux comparer les résultats à des situations plus réalistes.
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