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he  minimum spanning treeproblem
a  b  s  t  r  a  c  t
The  minimum  spanning  tree  (MST)  problem  is  to ﬁnd  minimum  edge  connected  subsets  containing  all
the  vertex  of  a given  undirected  graph.  It is a vitally  important  NP-complete  problem  in graph  theory  and
applied  mathematics,  having  numerous  real  life  applications.  Moreover  in  previous  studies,  DNA  molec-
ular  operations  usually  were  used  to  solve  NP-complete  head-to-tail  path  search  problems,  rarely  for
NP-hard  problems  with  multi-lateral  path  solutions  result,  such  as  the  minimum  spanning  tree  problem.
In  this  paper,  we  present  a  new  fast DNA  algorithm  for  solving  the  MST problem  using  DNA  molecular
operations.  For  an  undirected  graph  with  n  vertex  and  m edges,  we reasonably  design  ﬂexible length  DNAdleman–Lipton model
P-complete  problem
strands  representing  the  vertex  and  edges,  take  appropriate  steps  and  get the  solutions  of  the MST  prob-
lem  in proper  length  range  and  O(3m  +  n)  time  complexity.  We  extend  the  application  of DNA  molecular
operations  and  simultaneity  simplify  the  complexity  of  the  computation.  Results  of  computer  simulative
experiments  show  that  the  proposed  method  updates  some  of  the  best known  values  with  very short
time  and that  the  proposed  method  provides  a  better  performance  with  solution  accuracy  over  existing
 2013
algorithms.
©
. Introduction
DNA computing is a newly emerging crossdisciplinenary sci-
nce that uses DNA molecular biotechnologies to solve conundrum
roblems of computer science and computational mathematics.
dleman (1994) presented that DNA molecule can be used to solve
he directed Hamiltonian path problem of size n in O(n) steps,
nd also proved the potential parallel power of DNA computa-
ion. The advantage implied that we can utilize DNA molecule to
olve harder, larger problems such as NP-complete problems in
inearly increasing time, in contrast to the exponentially increas-
ng time required by an electronical computer. Lipton (1995)
emonstrated that Adleman’s experiment could be used to ﬁg-
re out the NP-complete satisﬁability (SAT) problem. In recent
ears, DNA computation has received considerable interest from
esearchers. There are three major advantages of the DNA comput-
ng: massive parallelism, enormous memory storage and very low
nergy consumption. Some typical DNA computing models, such as
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Adleman–Lipton model (Adleman, 1994; Lipton, 1995), the sticker
model (Roweis et al., 1998), the restriction enzyme model (Ouyang
et al., 1997), the self-assembly model (Winfree et al., 1998), the
hairpin model (Sakamoto et al., 2000) and the surface-based model
(Smith et al., 1998), have already been established. Based on these
models, Lots of papers have occurred for designing DNA procedures
and algorithms to solve various NP-complete problems (Li et al.,
2006; Xiao et al., 2006; Wang et al., 2008, 2012; Lee et al., 2004;
Guo et al., 2005; Chang, 2007; Chang et al., 2008, 2012; Han, 2008;
Liu et al., 2010; Narayanan et al., 1998). In order to fully understand
the power of biological computation, it is worthwhile to try to solve
more kinds of computationally intractable problems with the aid
of DNA operations. Moreover, many previous research works are
about optimal path search problems or set division problems (Li
et al., 2006; Xiao et al., 2006; Wang et al., 2008, 2012; Lee et al.,
2004; Guo et al., 2005; Chang et al., 2008, 2012; Chang, 2007; Han,
2008; Liu et al., 2005, 2010; Narayanan et al., 1998; Garey and
Johnson, 1979; Jonoskas, 1998; Zimmermann et al., 2008; Han et al.,
2008; Braich et al., 2001, 2002; Zhang and Liu, 2011; Majid, 2011;
Alberto et al., 2009; Bakar et al., 2008; Bondy, 1976; Yao et al., 2008;
Chen and Zhang, 2000; Han and Zhu, 2006; Yamamura et al., 2002).
For example, Lee et al. (2004) ﬁrst designs different length’s strands
Open access under CC BY license.representing paths values and cities, takes molecular operations
to generate strands standing for all possible paths, then uses bio-
chemical techniques, such as denaturation temperature gradient
polymerase chain reaction and temperature gradient gel, to get the
se.
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mFig. 1. An undirected graph G with 5 vertex and 7 edges.
ptimum solutions of the traveling salesman problem. To solve the
hortest path problem, Narayanan et al. (1998) respectively carries
ut DNA reaction to get the strands for a list of series paths, then
hooses the shortest length strands as the solution through DNA
iotechnologies. The previous researches have some insufﬁcient
actors. One is that the strands for the possible paths are usually
ery long, while too long DNA strands can lead to error-prone in
nnealing and separation procedures using modern biotechniques.
he other is that many previous disquisitive NP-complete problems
ased on DNA computation are path search problems, which the
ptimum solutions are vertex hail-to-end paths, such as the Trav-
ling Salesman Problem, Shortest Route Problem, Hamilton Path
roblem and so on. While in solution space paths of the minimum
panning tree problem, one vertex may  not just point to one ver-
ex but maybe more than one. So expressing vertex one-to-many
aths by DNA strands is an important issue towards extending the
apability of DNA computing to solve many optimization problems.
The minimum spanning tree problem can be described: Given
n undirected and no-loop graph G = (V, E, C) with a vertex set V =
v1, v2, . . .,  vn} and edges set E = {ei,j|1 ≤ i, j ≤ n}, Let|V| = n, |E| = m,
i,j ∈ C is the weight of edge ei,j. For T = (V, E′) (E′ ⊆ E) is a spanning
ree if and only if T is a connected graph with all the vertex of G
nd (n − 1) edges, and the E′ total weight is equal to
∑
ei,j∈E′ci,j .
he minimum spanning tree problem is to ﬁnd a spanning tree T
f graph G such that T has the minimum weight. For instance, the
ndirected graph G in Fig. 1 deﬁnes such a problem. It is not difﬁ-
ult to ﬁnd that the edges subset {e1,2, e2,4, e2,5, e3,4} is the solution
o the minimum spanning tree problem for graph G in Fig. 1. Garey
nd Johnson (1979) has shown that the minimum spanning tree
roblem is NP-complete. The minimum spanning tree problem is a
roblem of central importance in graph theory and computational
ciences and also plays an important role in parallel processing.
s a result, various heuristic algorithms have been devised for the
ST  problem. Now it can be solved by Prim algorithm in O(n2)
ime and Kruskal algorithm in O(mlog2m) time. But with the scale
xpansion of graph, it is intractable to solve. Liu et al. (2005) use
-dimensional (3D) DNA structures to represent the different ver-
ex in the graph, design number of the hydrogen bonds in the edges
trands in connection with edges weights. For melting temperature
f DNA sequences can be inﬂuenced by the G/C contents (the more
/C contents in DNA sequences, the lower melting temperature),
nd the melting temperature inﬂuence Polymerase Chain Reaction
PCR). They design the amount G/C contents of DNA sequences
elated to edges weight (edges with small weights have more G/C
ontents). In the solution space sequences, the DNA sequences with
aximum quantity sum of G/C contents is the result of minimumms 114 (2013) 1– 7
spanning  tree problem. The method has two disadvantages: One
is that it cannot be used complex graph with vertex degree more
3 for 3D DNA structures is unstable and can not easy to generate
(Jonoskas, 1998). The other is that it is hard to meet the weight
value strictly corresponding to the number of hydrogen bonds in
the experiment strands. Taking the Table 4 in Liu et al. (2005) for
example, weight values 20 ( v0v3, v3v0) can be denoted by differ-
ent number Hydrogen bonds (86 and 88), there is inevitable having
small error to affect accuracy of computing. Zimmermann et al.
(2008) and Han et al. (2008) attempted using the DNA strands with
actual weights length to represent the edges information. But in
their algorithms, they ignored that edge subsets having a loop with
minimum weight sum may  be improperly chosen as the optimum
solution. Such as the disconnected edges subset {e1,2, e1,5, e2,5, e3,4}
in the Fig. 1 of author’s paper is inaccurate choice for it is not a span-
ning tree, But it is not can be distinguished in above algorithms for
lacking of judgement on loop. In this paper, based on a combination
of Adleman–Lipton model and the DNA molecule sticker model is
introduced for ﬁguring out solutions of the minimum spanning tree
problem.
The rest of this paper is organized as follows. In Section 2, the
Adleman–Lipton model is introduced in detail. Section 3 uses a DNA
molecular algorithm for solving the minimum spanning tree prob-
lem. Section 4 proved DNA algorithm complexity and feasibility. In
Section 5, We  use computer to simulate the DNA experiment and
get correct solution of the Fig. 1, furthermore, a relatively complex
example of the minimum spanning tree problem was  given and cor-
responding simulant results were described. We get conclusions in
Section 6.
2.  The Adleman–Lipton model
Deoxyribonucleic acid or DNA plays the role of memory in
nature. DNA is the genetic material containing the whole infor-
mation of an organism to be copied into the next generation of
the species. DNA-based computing, or more generally molecular
computing, is a computational paradigm that uses synthetic DNA
molecules as information storage media. Bio-molecular computers
work at the molecular level. Because biological and mathemati-
cal operations have some similarities, DNA, the genetic material
that encodes for living organisms, is stable and predictable in its
reactions and can be used to encode information for mathematical
systems.
The DNA is a long polymer formed by units called nucleotides
that connect among themselves by four different types of molecules
called bases: adenine (A), cytosine (C), guanine (G)  and thymine (T).
To the context of this work, a nucleotide and its corresponding base
are considered as the same element. To form the DNA sequences,
the nucleotides are joined among them by phosphate groups C
bonds C that are asymmetric with respect of the geometry of each
other, and they are referred as the 3′ and 5′ ends. The DNA double
helix structure comes as a result of the annealing of complemen-
tary bases (A with T and C with G). The reverse process C melting
C separate the double helix into two  bases sequences. Moreover,
a sequence of pieces of DNA is composed by genes. e.g., the sin-
gled strands 5′CTGCAGTACACC3′ and 3′GACGTCATGTGG5′ can form
a double strand. We  also call the strand 3′GACGTCATGTGG5′ as the
complementary strand of 5′CTGCAGTACACC3′ and simply denote
3′GACGTCATGTGG5′ by 5′CTGCAGTACACC3′. The length of a single
stranded  DNA is the number of nucleotides comprising the single
strand. Thus, if a single stranded DNA includes 15 nucleotides, it
is called a 15 mer. The length of a double stranded DNA is counted
in the number of base pairs. Thus, if we make a double stranded
DNA from a single stranded 15 mer, then the length of the double
stranded DNA is 15 base pairs, also written as 15 bp.
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The DNA operations proposed by Adleman (1994) and Lipton
1995) are described below. These operations will be used for ﬁg-
ring out solutions of the minimum spanning tree problem in
his paper. The Adleman–Lipton model: A (test) tube is a set of
olecules of DNA (i.e., a multi-set of ﬁnite strings over the alphabet
A,C,G,T}). Given a tube, one can perform the following operations:
(1) Merge (T1, T2): for two given test tubes T1, T2, it stores the
nion T1
⋃
T2 in T1 and leaves T2 empty;
(2) Copy (T1, T2): for a given test tube T1, it produces a test tube
2 with the same contents as T1;
(3) Detect (T): given a test tube T, it outputs “yes” if T contains at
east one strand, otherwise, outputs “no”;
(4) Separation (T1, X, T2): for a given test tube T1 and a given set
f strings X, it removes all single strands containing a string in X
rom T1, and produces a test tube T2 with the removed strands;
(5)  Selection (T1, L, T2): for a given test tube T1 and a given integer
, it removes all strands with length L from T1, and produces a test
ube T2 with the removed strands;
(6) Sort (T1, T2, T3): for a given test tube T1, it choose the short-
st length strands in the tube T2, the longest strands in T3 and the
emaining strands in T1;
(7) Cleavage (T, 01): for a given test tube T and a string of two
speciﬁed) symbols 01, it cuts each strand containing [01] in
 into different strands as follows:
· · ·˛01ˇ01ı· · ·
]
⇒ [· · ·˛0] ,
[
1ˇ0
]
,
[
1ı· · ·
]
;
(8) Annealing (T): for a given test tube T, it produces all feasible
ouble strands in T. The produced double strands are still stored in
 after annealing;
(9)  Denaturation (T): for a given test tube T, it dissociates each
ouble strand in T into two single strands;
(10) Ligation (T): for a given tube T, the operation is used to ligate
ogether the strands in T;
(11) Discard (T): for a given test tube T, it discards the tube T;
(12)  Read (T): for a given tube T, the operation is used to describe
 single molecule, which is contained in the tube T. Even if T contains
any different molecules each encoding a different set of bases, the
peration can give an explicit description of exactly one of them;
(13)  Append-head (T, Z): for a given test tube T and a given DNA
ingled strand Z it appends Z onto the head of every strand in the
ube T;
(14)  Append-tail (T, Z): for a given test tube T and a given DNA
ingled strand Z it appends Z onto the end of every strand in the
ube T.
Since these fourteen manipulations are implemented with a
onstant number of biological steps for DNA strands (Shin et al.,
999), we assume that the complexity of each manipulation is in
(1) time steps.
.  DNA algorithm for the minimum spanning tree problem
For a given undirected graph G = (V, E), V = {vk|k = 1, 2, . . .,  n} is
ertex set, E = {ei,j|1  i, j  n} is edges set and |E| = m. Some vertex vi
nd vj can be connected by the edge ei,j in graph G with the positive
nteger weight ci,j. At the same time, the graph processed in this
aper has no self-loops.
In  the following, the symbols s, e, Ak (k = 1, 2, . . .,  n) denote dis-
inct DNA singled strands with same length, say t mer  (t is a positive
nteger). Obviously the length t of the DNA singled strands greatly
epends on the size of the problem involved in order to distinguish
ll above symbols (Zimmermann et al., 2008). Meanwhile we use
he symbols wi,j, wi,j to denote the edge ei,j and ||wi,j|| = ci,j . Then
n the below operations, we use the distinct DNA singled strands
ymbols sAiAje, sAjAie (1  i, j  n) to denote the edge ei,j withoutms 114 (2013) 1– 7 3
weight information. Simultaneity the symbol s, e is the signal of
different edges division. Let
R = {∅}
For a graph with n vertex and m edges, every possible subset of
the edges subset E can be expressed by a list of DNA strands. DNA
strands with sAiAje or sAjAie represent the edge ei,j in the subset, and
without sAiAje and sAjAie represent the edge ei,j out of the subset.
For example in Fig. 1, the edges subset {e1,2, e2,4, e3,4, e4,5} can be
expressed by the DNA strands
{sA1A2esA2A4esA3A4esA4A5e}.
In  this way, we  transform all possible edges subsets of E for
different DNA strands. We call this the data pool.
(1) We  choose all possible edges subsets of graph G.
For  k = 1 to k = |E| = m
(1-1)  Copy(R, T1);
(1-2) Append − tail(T1, sAiAje);
(1-3) Merge(R, T1);
(1-4) Discard(T1).
End for After the above steps of manipulations, the sin-
gled  strands in tube R will encode all possible subsets of
edges.  For example, for the graph in Fig. 1, we  have singled
strands:
{sA1A2esA1A5esA2A3esA2A4esA4A5e} ∈ R
which denote the subset of edges {e1,2, e1,5, e2,3, e2,4, e4,5}. The
number of edges in the subset is m, so this step operation can
be  ﬁnished in O(m) time steps since each manipulation above
works  in O(1) steps.
(2) Each singled strand in tube R denotes one possible edges sub-
set.  The minimum spanning tree problem is ﬁrstly required the
solutions  that all vertex of the graph should be included in the
edges  subset. So we  should check all the edges subsets whether
to  satisfy the above condition. If vk ∈ E in graph, we  should dis-
card  the strands which don’t contain the symbol Ak. For example
in  Fig. 1, the singled strands
{sA1A2esA1A5esA2A3esA2A5e} ∈ R
(representing the subset of edges ({e1,2, e1,5, e2,3, e2,5}) should
be discarded for not including the vertice v4 in graph G. We
choose  all possible subset strands as bellow:
For k = 1 to k = n
(2-1) Separation(R, Ak, T2);
(2-2) Discard(R);
(2-3) Copy(T2, R);
(2-4) Discard(T2).
End for After the above operations, the singled strands in tube R
are edges subsets containing all the vertex of graph. Meanwhile
we  use one “For” clauses, thus this operation can be ﬁnished in
O(n)  time steps since each single manipulation above works in
O(1) steps.
(3) The solution to minimum spanning tree problem must be a
edge-connected subset. So the solution to MST  problem is at
least  having (n − 1) edges for a graph with n vertex. Meanwhile
it  must have circuit if the number of edges in the subset is more
than  (n − 1). Therefore the solution of the minimum spanning
tree  problem is one and only having (n − 1) edges in the sub-
set,  that cannot be the optimum solution to the problem. We
4 ioSyste
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should discard the inappropriate strands. For example, for the
graph  in Fig. 1, the singled strands
{sA1A2esA2A3esA2A5esA3A4esA4A5e} ∈ R
in R represent containing the 5 edges {e1,2, e2,3, e2,5, e3,4, e4,5}
should be discarded for having a circuit loop v2 −→ v3 −→
v4 −→ v5 −→ v2. Owing to at ﬁrst we let ||s|| = ||e|| = ||Ak|| = t mer,
then the DNA strands length with (n − 1) edges is (4n − 4)t. This
is  done by the following manipulations:
(3-1) Selection(R, (4n − 4)t, T3);
(3-2) Discard(R);
(3-3) Copy(T3, R).
In the above operation, this operation can be ﬁnished in O(1)
time  steps since each single manipulation above works in O(1)
steps.
4) Through above manipulations, most of the strands denote span-
ning  trees. But there still exits a class non-proper DNA strands
in  tube R which contain all the vertex symbol with (n − 1) edges.
For  example, for the graph in Fig. 1, the singled strands
{sA1A2esA1A5esA2A5esA3A4e} ∈ R
represent edges subset {e1,2, e1,5, e2,5, e3,4} should be discarded
for that the edges subset is not connected and having a loop
path.  Nevertheless solutions to minimum spanning tree prob-
lem  cannot have a edges-loop and must be a edges-connected
graph. We  should choose the strands containing edges-loop of
graph G to discard. In previous DNA computing study (Liu et al.,
2005;  Jonoskas, 1998), they overlooked the existence of this sit-
uation.  If we  ﬁnd a loop in the graph, the longest strands in the
loop  is not be selected as solution to the minimum spanning
tree  problem. So we automatically generate all possible loop
path  with weight–length DNA strands. We  let
P = {sA1w12A2e, sA2w21A1e, sA1w15A5e. . .,
× sA4w45A5e, sA5w54A4e},
Q = {s, e, wi,j, Ak, AkesAk|k = 1, 2, . . .,  n},
For k = 1 to k = |E| = m
(4-1)  Merge(P, Q);
(4-2) Annealing(P);
(4-3)  Ligation(P);
(4-4) Denaturation(P);
(4-5) Separation(P, {3′ − sAiwi,j}, T4);
(4-6) Separation(T4, {Aie − 5′}, T5);
(4-7)  Separation(T5, {wj,iAi}, T6);
(4-8) Discard(T4);
(4-9) Discard(T6);
(4-10) Sort(T5, T7, T8);
(4-11) Cleavage(T8, [es], T9);
(4-12) Sort(T9, T10, T11);
(4-13)  Separation(R, {AiAj|T11 =˙ ei,j}, T12);
(4-14) Discard(T8);
(4-15) Discard(T9);
(4-16) Discard(T11).
End  for In the above operation, we use one “For” clauses, we  dis-
card  non-proper strands at most m, thus this operation can be
ﬁnished  less in O(m) time steps since each single manipulation
above works in O(1) steps.
5) The minimum spanning tree set problem should be a smallest
weight  edges subset which satisfy the above condition. So wems 114 (2013) 1– 7
append the weight value wi,j at the end of previous strands
containing the edge ei,j. For example, for the graph in Fig. 1, the
singled  strands
{sA1A2esA1A5esA2A3esA4A5e} ∈ R
represent edges subset {e1,2, e1,5, e2,3, e4,5}, we append strands
w1,2, w1,5, w2,3, w4,5 at the above-mentioned strands to
{sA1A2esA1A5esA2A3esA4A5ew1,2w1,5w2,3w4,5}
This is done by the following manipulations:
For k = 1 to k = |E| = m
(5-1)  Separation(R, AiAj, T13);
(5-2) Append − tail(T13, wi,j);
(5-3) Merge(R, T13);
(5-4)  Discard(T13).
End  for In the above operation, we use one “For” clauses, thus
this  operation can be ﬁnished in less O(m) time steps since each
single  manipulation above works in O(1) step.
(6)  We  take out those singled strands in R with shortest length,
which  give the solutions to minimum spanning tree problem.
For  example, for the graph in Fig. 1, those singled strands in R
with  shortest length are
{sA1A2esA2A4esA2A5esA3A4ew1,2w2,4w2,5w3,4}
Therefore, solutions to minimum spanning tree problem for the
graph in Fig. 1 are {e1,2, e2,4, e2,5, e3,4} with the weight sum 8.
(6-1) Sort(R, T14, T15);
(6-2) Read(T14);
In  the above operation, this operation can be ﬁnished in O(1)
time  steps since each single manipulation above works in O(1)
steps.  Finally the Read operation is applied to giving the exact
solutions  to the minimum spanning tree problem.
4.  The complexity and feasibility of the proposed DNA
algorithm
The  following theorems tell that the algorithm proposed above
really can get solutions of the minimum spanning tree problem in
O(3m + n) steps using DNA molecules.
Theorem  1. The solutions of minimum spanning tree problems for
a graph with n vertex and m edges can be obtained by the above DNA
operations.
Proof. We  ﬁrst get all combinations of the edges in the data pool
after the ﬁrst step. Because the spanning tree should be traversal
all the vertex of graph G, we discard strands without some vertex
information of graph at step (2). Simultaneity the spanning tree
should have (n − 1) edges in the subset, we  select the satisfactory
strands at step (3). Furthermore we ﬁnd false spanning tree strands
at step (4) and use basic biological operations to remove illegal
solution strands. In order to ﬁnd the minimum solution, we append
the edge weight strands at the end of previous strands at step (5).
The shortest stands in the pool R means the solution to minimum
spanning tree problem, and we  can “read′′ the answer at the ﬁnal
step.
Theorem 2. The solutions of minimum spanning tree problems for
a graph with n vertices and m edges can be ﬁgured out in O(3m + n)
time steps using DNA molecules.
Proof.  The manipulates of algorithm can be entirely ﬁnished in
ﬁnite operations. Such as step (3), (6) in O(1) time, step (1), (4), (5)
in O(m) time, Simultaneity step (2) in O(n) time. In conclusion, We
ioSystems 114 (2013) 1– 7 5
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Table 1
Sequences chosen to represent s, e and Ak(k = 1, 2, . . ., n) in the example for Fig. 1.
Bit 3′−5′DNA sequence Bit 3′−5′DNA sequence
s TTCTT e TATCC
A1 CACTC A2 ACCAT
A3 CTCAA A4 ACTCC
A5 ATAAT w1,2 CTAAT
w1,5 TAAAT w2,3 TATCA
w2,4 TACTC w2,5 TAACA
w3,4 CCACT w4,5 TCACT
Table 2
Sequences chosen to represent the edges sAiAje and sAjAie in the example for Fig. 1.
ei,j 3′−5′ DNA sequence
sA1A2e TTCTTCACTCACCATTATCC
sA2A1e TTCTTACCATCACTCTATCC
sA1A5e TTCTTCACTCATAATTATCC
sA5A1e TTCTTATAATCACTCTATCC
sA2A3e TTCTTACCATCTCAATATCC
sA3A2e TTCTTCTCAAACCATTATCC
sA2A4e TTCTTACCATACTCCTATCC
sA4A2e TTCTTACTCCACCATTATCC
sA2A5e TTCTTACCATATAATTATCC
sA5A2e TTCTTATAATACCATTATCC
sA3A4e TTCTTCTCAAACTCCTATCC
sA4A3e TTCTTACTCCCTCAATATCC
sA4A5e TTCTTACTCCATAATTATCC
sA5A4e TTCTTATAATACTCCTATCC
Table 3
The  energies for of binding each probe to its corresponding region on a library strand.
Vertex Enthalpy energy H Entropy energy S Free energy G
sA1A2e 102.6  257.1 25.3
sA2A1e 112.3 289.1 24.3
sA1A5e 103.5 269.1 22.7
sA5A1e 97.6 244.5 24.6
sA2A3e 108.9 278.2 25.5
sA3A2e 101.2 261.5 22.8
sA2A4e 111.3 292.3 23.6
sA4A2e 104.6  272.1 23.3
sA2A5e 112.6 284.6 27.6
sA5A2e 105.3 276.9 23.4
sA3A4e 104.4 261.6 26.2
sA4A3e 102.4 272.8 20.2
Our  program also ﬁgured out the average and standard devia-
tion for the enthalpy, entropy and free energy over all probe/library
strand interaction. The energy levels are shown as in Table 4. Table 5
Table 4
The  energies over all probe/library strand interactions.Z. Wang et al. / B
an get the solution of minimum spanning tree problems with n
ertex and m edges in O(3m + n) time complexity.
heorem 3. The solutions strands of minimum spanning tree prob-
ems for a graph with n vertex and m edges can be founded in ﬁnite
ength range.
roof. After the operations of four step, we discard the non-proper
NA strands for the minimum spanning tree problem. The singled
trands in tube R denote all possible spanning tree this moment.
hen strands can be described:
Ai1Aj1esAi2Aj2 · · ·esAin−1Ajn−1e 1 ≤ i1, j1 ≤ n
In the beginning we reasonably design the length of s, e, Ak, For
|s|| = ||Ak|| = ||e|| = t mer
n order to choose the minimum spanning tree, we  append the
eight strands wi,j at the end of previous strands with the edge ei,j
nformation. And we let ||wi,j|| = ci,j mer  and max||wi,j|| = m mer.
hen R can be described:
Ai1Aj1esAi2Aj2 · · ·esAin−1Ajn−1ewi1j1wi2j2 · · ·win−1jn−1
o the length range of DNA strands in tube R is:
||S||
= ||s|| + ||Ai1 || + ||Aj1 || + ||e|| + ||s|| + ||Ai2 || + ||Aj2 || + ||e|| + · · · + ||s||
+||Ain−1 || + ||Ajn−1 || + ||e|| + ||wi1,j1 || + ||wi2,j2 || + · · · + ||win−1,jn−1 ||
=
n−1∑
i=1
||s|| +
n−1∑
k=1
||Aik || +
n−1∑
l=1
||Ajl || +
n−1∑
i=1
||e|| +
n−1∑
k,l=1
||wik,jl ||
=  (4n − 4)t +
n−1∑
k,l=1
||wik,jl ||
∵ 0 ≤ ||wik,jl || ≤ m
∴  (4n − 4)t ≤ ||R|| ≤ (4n − 4)t + m(n − 1)
So the length of strands in R tube must be between (4n − 4)t and
4n − 4)t + m(n − 1). Accordingly we can get the solution at step (6)
n appropriate length range.
. Experimental results of simulated DNA computing
.1. Simple example of the minimum spanning tree problem
DNA-based computing counts on the biochemical operations
f DNA molecules and may  cause error when applying these bio-
hemical operations. So sequence design is an important issue to
ake DNA-based computing more reliable. To have a better per-
ormance in hybridization reactions, we adapt the sequence design
rom Braich et al. (2001). such as Library sequences contain only Ts,
nd Cs; No probe sequence has a run of more than 7 matches with
ny 8 base alignment of any library sequence; and so on.
In  this paper, We  use BioPython, a python tool for computa-
ional molecular biology, as our developing platform for generating
ood DNA sequences which are suitable for executing our algo-
ithms on laboratory. the Braich’s program (Braich et al., 2001) and
ther simulations are running on a Windows XP machine, with an
ntel Core- XP CPU and 4-GB main memory, and the compiler is
isual C++. The coded program is used to generate DNA sequences
o solve the minimum spanning tree Problem and to construct the
NA sequences for every bit of the library. For the graph in Fig. 1,
he program generates 5-base random sequences, consisting of s,
, Ak and whether the library strands satisfy the above constraints
hen the new DNA sequences are added (Braich et al., 2001). If the
enerated DNA sequence fails to pass any of the constraints, thesA4A5e 107.5 282.7 22.9
sA5A4e 113.7 294.3 25.6
program will regenerated a new DNA sequence. If the constraints
are satisﬁed, the new DNA sequences are accepted. If all the DNA
strands satisfy the constraints, the program has then succeeded and
these sequences would be the outputs.
Consider the graph in Fig. 1, The graph includes ﬁve vertex: v1,
v2, v3, v4 and v5. DNA vertex sequences generated by the Braich
program modiﬁed were shown in Table 1 and the edges sequence
in Table 2. Braichs program is also used to calculate the enthalpy,
entropy, and free energy for binding of each probe to its correspond-
ing region on a library strand, while the energy used is shown in
Table 3.Enthalpy energy H Entropy energy S Free energy G
Average 106.279 274.057 24.143
Standard deviation 4.70246 13.84603 1.77793
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Table 5
DNA  sequences chosen to represent the answer of the minimum spanning tree
problem.
{e1,2, e2,4, e2,5, e3,4} 3′-TTCTTCACTCACCATTATCCTTCTTA
CCATACTCCTATCCTTCTTACCATATAA
TTATCCTTCTTCTCAAACTCCTATCC-5′
Table 6
Sequences chosen to represent s, e and Ak (k = 1, 2, . . .,  n)in the example for Fig. 2.
Bit 3′−5′DNA sequence Bit 3′−5′DNA sequence
s ATTTC e TCAAC
A1 TCCTT A2 ATCCC
A3 CATTT A4 TCATC
A5 CACAT A6 CTACA
A7 ACTCA w1,2 ACATC
w1,3 TACAC w1,6 CTTTA
w1,7 TCATT w2,3 ACTTA
w2,4 TCTTC w2,6 AACTC
w3,5 TTTCT w4,5 TACTC
p
t
5
s
g
a
t
e
t
t
s
T
e
T
S
Fig. 2. An undirected graph G with 7 vertex and 12 edges.
Table 8
The  energies for of binding each probe to its corresponding region on a library strand.
Vertex Enthalpy energy H Entropy energy S Free energy G
sA1A2e 106.2 280.5 24.1
sA2A1e 98.6 251.9 23.6
sA1A3e 109.5 286.2 24.6
sA3A1e 102.3 260.8 24.2
sA1A6e 105.3 272.1 24.1
sA6A1e 102.6 272.3 23.4
sA1A7e 103.8 273.1 23.9
sA7A1e 113.3 295.8 25.9
sA2A3e 104.4 266.9 24.3
sA3A2e 103.7 266.1 24
sA2A4e 115.1 299.7 25.3
sA4A2e 111.5 292.3 24.9
sA2A6e 101.1 260.8 23.7
sA6A2e 107.5 277.1 24.4
sA3A5e 104.5 272.5 23.6
sA5A3e 105.7 275.8 24.3
sA4A5e 96.9 240.9 23.1
sA5A4e 108.7 276.5 24.9
sA4A7e 103.5  269.4 23.8
sA7A4e 112 291.4 24.7
sA5A6e 111.4 290.1 24.6
sA6A5e 99.2 256.1 23.8
sA6A7e 104.6 279.5 24.2
sA7A6e 102.1 259.4 23.6w4,7 ATACA w5,6 ACTAA
w6,7 AACCT
resents the library strands and the solution {e1,2, e2,4, e2,5, e3,4} of
he minimum spanning problem.
.2. Complex example of the minimum spanning tree problem
Consider another complex example of Fig. 2, The graph includes
even vertex: v1, v2, v3, v4, v5, v6 and v7. DNA vertex sequences
enerated by the Braich program modiﬁed were shown in Table 6
nd the edges sequence in Table 7. Braichs program is also used
o calculate the enthalpy, entropy, and free energy for binding of
ach probe to its corresponding region on a library strand, while
he energy used is shown in Table 8.
Our program also ﬁgured out the average and standard devia-
ion for the enthalpy, entropy and free energy over all probe/library
trand interaction. The energy levels are shown as in Table 9.
able 10 presents the library strands and the solution {e1,2, e2,4,
2,6, e3,5, e5,6, e6,7} of the minimum spanning problem.
able 7
equences chosen to represent the edges sAiAje and sAjAie in the example for Fig. 2.
ei,j 3′−5′DNA sequence
sA1A2e ATTTCTCCTTATCCCTCAAC
sA2A1e ATTTCATCCCTCCTTTCAAC
sA1A3e ATTTCTCCTTCATTTTCAAC
sA3A1e ATTTCCATTTTCCTTTCAAC
sA1A6e ATTTCTCCTTCTACATCAAC
sA6A1e ATTTCCTACATCCTTTCAAC
sA1A7e ATTTCTCCTTACTCATCAAC
sA7A1e ATTTCACTCATCCTTTCAAC
sA2A3e ATTTCATCCCCATTTTCAAC
sA3A2e ATTTCCATTTATCCCTCAAC
sA2A4e ATTTCATCCCTCATCTCAAC
sA4A2e ATTTCTCATCATCCCTCAAC
sA2A6e ATTTCATCCCCTACATCAAC
sA6A2e ATTTCCTACAATCCCTCAAC
sA3A5e ATTTCCATTTCACATTCAAC
sA5A3e ATTTCCACATCATTTTCAAC
sA4A5e ATTTCTCATCCACATTCAAC
sA5A4e ATTTCCACATTCATCTCAAC
sA4A7e ATTTCTCATCACTCATCAAC
sA7A4e ATTTCACTCATCATCTCAAC
sA5A6e ATTTCCACATCTACATCAAC
sA6A5e ATTTCCTACACACATTCAAC
sA6A7e ATTTCCTACAACTCATCAAC
sA7A6e ATTTCACTCACTACATCAAC
Table 9
The  energies over all probe/library strand interactions.
Enthalpy energy H Entropy energy S Free energy G
Average 105.563 273.633 24.208
Standard deviation 4.75832 14.56532 0.63788
Table 10
DNA  sequences chosen to represent the answer of the minimum spanning tree
problem.
{e , e , e , e } 3′-TTCTTCACTCACCATTATCCTTCTTA1,2 2,4 2,5 3,4
CCATACTCCTATCCTTCTTACCATATAA
TTATCCTTCTTCTCAAACTCCTATCC-5′
6. Conclusions
In this paper, we  present DNA algorithms for solving the min-
imum spanning tree problem based on biological operations in
the Adleman–Lipton model. Because electronic computers have
obvious limits in storage, speed, intelligence, and miniaturiza-
tion, the methods of DNA computation have arisen, especially for
their efﬁcient parallelism. The present algorithm has the follow-
ing advantages compared with previous algorithms: Firstly, the
proposed algorithm actually has a lower rate of errors for hybridiza-
tion because we develop a computer program to generate good
DNA sequences for generating the solution space of the minimum
ioSyste
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panning tree problem. Secondly, Kruskal algorithm and Prim algo-
ithm are considered efﬁcient methods for the classic minimum
panning tree problems in ﬁfty years Bondy (1976), respectively
ith O(mlog2m) and O(n2) time complexity. Meanwhile we ﬁnd
hat Yao et al. (2008) proposed a polynomial time algorithm for the
inimum degree spanning tree problem in directed acyclic graphs.
he algorithm terminates in O(mnlogn) time, where m and n are
he number of edges and vertex of the graph, respectively. In addi-
ion, Chen and Zhang (2000) also gave a O(n2) time algorithm for
nding solutions of the minimum spanning tree problem. In our
aper, the proposed algorithm requires a time cost that is linearly
roportional to the instance size. It can ﬁnish in O(3m + n) time
or the minimum spanning tree problem of an undirected graph
ith n vertex and m edges, faster and with less computational
omplexity than other previous algorithms. Thirdly, At step (4), we
utomatic generate the possible edges-loop with easier construc-
ion of the solution space. Especially some algorithms ignored the
nstance existing edges-loop with non-connected edges to get the
alse conclusion (Zimmermann et al., 2008; Han et al., 2008), such
s the edges subset {e1,2, e1,5, e2,5, e3,4} in the Fig. 1. Besides the
roposed algorithms can be easily performed in a fully automated
anner in a laboratory. The full automation manner is essential
ot only for the speedup of computation but also for error-free
omputation. Meanwhile we simulated the DNA experiment to
olve the minimum spanning tree problem. The ability to perform
omplex operations in solution might help us learn more about
he nature of computation and lead to the development of bet-
er DNA based computation, capable of solving a wide range of
omplex problems. We  hope that, in future studies, more highly
ffective DNA operations will be exploited to derive a DNA com-
uting model with time efﬁciency and is complete for NP-hard
roblems.
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