ABSTRACT Dialog management plays an important role in the task-oriented dialog system. Most of the previous works divide dialog management into state tracker and action selector. The two parts are modeled separately and implemented in a pipelined way, which suffers from the problem of error accumulation, and the feedback signal from action selector cannot be propagated to state tracker and natural language understanding module. This paper proposes a word-based partially observable Markov decision processes' dialog management that integrates natural language understanding, state tracker, and action selector into an end-to-end architecture. Our proposed dialog management takes the words from user utterances as inputs and then produces optimal action as well as slot values of natural language understanding which are necessary for response generation. To this end, we propose a hybrid learning method, which integrates reinforcement learning and supervised learning, to optimize the action selector and slot filler jointly. In addition, we develop a high-return prioritized experience replay to speed up the convergence of the training process. The experimental results show that the proposed dialog management outperforms four strong baselines in a series of different dialog tasks. A human user's evaluation also shows the same results. The high-return prioritized experience replay accelerates the convergence effectively, especially in the scenario in which the proposed dialog management works on more complex tasks.
I. INTRODUCTION
Task-oriented dialog system [1] , [2] aims to help people accomplish specific goals by exchanging slot values, such as food, area, address for booking a restaurant. A typical text-based task-oriented dialog system mainly comprises three pipeline modules: Natural Language Understanding (NLU), Dialog Management (DM), and Natural Language Generation (NLG). DM plays a vital role. It infers dialog state from NLU, and provides appropriate action for NLG in responding to user utterance.
Partially Observable Markov Decision Process (POMDP) has been widely studied as a data driven approach for modeling DM [1] - [4] , where a state tracker updates dialog states, or belief states, by combining historical states and current results from NLU, an action selector chooses a proper action sequence for dialog agent according to current dialog states.
Reinforcement Learning (RL) is usually employed to train
The associate editor coordinating the review of this manuscript and approving it for publication was Mitra Mirhassani. the action selector to achieve maximum long-term reward. Despite the promising results, there are still many challenges with this approach.
One problem is caused by the huge state space of dialogs, which makes traditional RL infeasible. Summary dialog spaces and restricted actions are proposed to alleviate this problem [2] - [4] . However, it is struggling to define such summary spaces and restricted actions based on pre-engineering efforts and domain expertise. More recently, deep RL methods are efficiently used to map belief states directly to actions without the needs of defining summary [5] - [8] . However, it is difficult to train a deep RL model on complex tasks, especially in the beginning of the training process.
Another major problem is caused by the pipeline structure. In this pipeline structure, an action selector needs a state tracker to feed it current dialog state for choosing the action, meanwhile, the state tracker needs an NLU model to parse current text input for updating the states. Such pipeline approach leads to error accumulation [9] , and cannot propagate the feedback signal from downstream module to upstream one (i.e., from action selector to state tracker, and to NLU). To overcome such limitations, recent studies try to model NLU and DM jointly. Reference [9] introduces an end-to-end DM incorporating NLU. Since it can only parse Yes/No answer (i.e., slot with Yes/No value), it is insufficient for practical dialog tasks. Reference [10] proposes a model that utilizes supervised learning approach to optimize NLU and DM jointly. The performance depends on the huge number of collected text-action pairs, which is not always available.
This paper aims to alleviate the above two problems. Our contributions are three-fold. Firstly, we propose a new Word-based Partially observable markov decision processes Dialog Management (WPDM) model which models NLU, state tracker, and action selector jointly. WPDM is a three-layers cascaded network. The lower level is a Long Short-Term Memory (LSTM) for NLU with raw text input, the middle level is an LSTM for state tracker, and the upper level is an Multi-Layer Perceptron (MLP) for action selector. Secondly, the whole model is jointly optimized by maximizing long-term reward signals with RL and minimizing slot labels error with supervised learning. The slot labels are automatically produced by the user simulator rather than crafted by human experts. Eventually, the parsed slots facilitate NLG generating accurate slot information as needed. Lastly, a High-return Prioritized Experience Replay (HPER) is proposed, which preferentially collects high-returns samples for experience replay to accelerate convergence of training.
We evaluate our methods and compare to four baseline models on the dialogs with different number of slots and different user simulators. Both automatic evaluations and human evaluations demonstrate that WPDM can learn the best dialog policy. In addition, the HPER accelerates the convergence effectively on complex tasks.
The rest of the paper is organized as follows: Section II gives an overview of related work. Section III describes the WPDM model in detail. Section IV discusses the experimental results and evaluations. Section V gives the conclusions and the description of future work.
II. RELATED WORK
Data-driven DM has been an active research area. Recent studies [1] , [3] - [8] have formulated DM as a planning problem under uncertainties and implemented POMDP approach to model it. The POMDP models are always needed a user simulator to operate in. Reference [2] optimizes the POMDP-based DM with GP-Sarsa to make it possible to learn directly through human interaction. This approach is too expensive to be applied to real users to train dialog agents from scratch. Above POMDP-based studies suffer from the limitations of pipeline model: 1) errors of NLU may pass to DM, which cause the problem of error accumulation, 2) and the feedback signal from DM cannot be used to tune parameters in NLU as well. To alleviate the limitations of pipeline structure, recent studies [9] , [10] seek to end-to-end methods that directly map from the raw texts to dialog action.
Reference [9] proposes an end-to-end DM combined NLU. However, it only mimics dialog agent with simple Yes/No questions, which is insufficient for various dialog tasks with diversity slot values. In comparison, our model can deal with rich utterances for practical tasks through producing diversity slot values. Reference [10] is similar in spirit to our work which trains an NLU and a DM jointly. In their model, both NLU and DM are optimized in supervised learning manner which are prone to result in sub-optimal behavior. In comparison, our model has the advantage of learning a strategic action using deep RL and jointly optimizing slot filling using supervised learning. The extra supervised labels can be easily collected through lexicalizing templates with slot values in user simulator.
Several related end-to-end studies but not closely similar work include [11] - [14] . Reference [11] proposes an end-toend trainable dialog system framework. They learn a text-in to text-out system as encoder-decoder model. The main differences between our model and theirs are that ours map text to action and have the advantage of learning a strategic action using deep RL beyond standard supervised learning. Although studies [12] - [14] aim to build end-to-end dialog systems, they do not consider explicit semantic parsers. The slot value should be explicitly parsed and provided for response generation if necessary.
Deep RL as a powerful tool for solving sequential decision making problems has obtained promising results in other domains like: playing games [15] , [16] and controlling robotics [17] , [18] . References [15] , [16] approximate the state-action function with a deep neural network. These value-based deep RL methods may diverge when using function approximation since they optimize in value space and a slight change in value estimate can lead to a large change in policy space [19] . Compared to value-based deep RL methods, policy-based methods [19] , [20] have superior convergence properties. However, these policy-based methods suffer from low sample efficiency. In both value-based and policy-based deep RL methods, sample selection play a essential role in training efficiency. The experience replay is used to update rare experience more than once and break the correlation of samples in value-based methods [15] , [16] . Reference [21] proposes a prioritized memory to make the experience replay more efficiently. They use the temporal-difference error as the significance of samples. These temporal-difference errors are computed on the neural network. The significance of samples is uncertain especially in the beginning of the training process. To alleviate the sample inefficient problem in policy-based methods, [22] proposes an actor-critic deep RL agent with experience replay (ACER). However, It is complicated to compute the off-policy samples gradient. Reference [23] introduces the proximal policy optimization (PPO), which is sample efficiency and is implemented in a simpler way. The experimental results show that it has more fast convergence speed than ACER. In comparison, our proposed HPER use the returns as the significance of samples. The returns are VOLUME 7, 2019 FIGURE 1. Word-based POMDP dialog management architecture.
computed with the rewards of an episode. The significance of these samples is network free and is computed in a simpler way.
III. MODEL
The architecture of the model is illustrated in Figure 1 . There are three parts. The bottom sentence-LSTM is developed for slot filling. It is shared for labeling slot values in user utterance at each turn. The middle belief-LSTM is developed for state tracker. It receives previous state and results from the bottom sentence-LSTM to update current states. The upper layer is developed for action selector. It maps states to dialog actions. A hybrid learning algorithm is used to train the model, where a deep RL is employed for training the entire network, and a supervised learning is used for training sentence-LSTM simultaneously. An HPER is proposed to accelerate the convergence of training process. In the reminders of this section, we first give more details of the model, and then describe the hybrid learning for training the model. Finally, we introduce the HPER.
A. MODEL DETAILS
In WPDM, the NLU produces the explicit slot values and implicit representation for each user utterance. The explicit slot values are used for NLG to generate accuracte slot information. The implicit representation is employed to update the belief state. To achieve this, we use a bidirectional LSTM (sentence-LSTM) to model NLU. The sentence representation o t of the user utterance u t is computed in Formula 1 to 3.
where subscript t indicates the t-th turn of a dialog, w m t denotes the m-th word (or m-th character in Chinese) in the user utterance u t , e(w m t ) denotes the embedding of word w m t , − → c m t and ← − c m t are the outputs of forward and backward sentence-LSTM, respectively, and ⊕ is the concatenation operator. In addition, the sentence-LSTM also produces the explicit slot values through slot filling, which are computed in Formula 4 and 5. 
whereŷ m t is the slot labels for the m-th word in the user utterance u t and l denotes the slot labels set.
Compared to the typical state trackers [24] , [25] , our state tracker only needs to update belief state embedding. The state tracker updates the belief state embedding according to a transition function f based on Formula 6.
where a t−1 indicates the last model action, b t denotes the current belief state embedding, and b t−1 is last belief state embedding. We employ an LSTM (belief-LSTM) to model function f , which are computed in Formula 7 and 8.
where o(a t−1 ) is a one-hot vector with the corresponding action position set to 1, and d t is the concatenation of sentence representation o t and last action representation o(a t−1 ). The action selector maps the belief state embedding to an action distribution. We employ an MLP to model action selector with two outputs: policy function π (a t |b t ) and value function V (b t ), which are computed in Formula 9 to 11.
(10)
where policy function π (a t |b t ) is a probability distribution on the action space. The selected action a t is drawn from the distribution π(a t |b t ). Value function V (b t ) is a scalar for belief state estimation, which is computed to criticize the selected action a t during training. Through above computation, we obtain an end-to-end architecture, which takes user utterances as inputs then produces the slot values and the selected action.
B. HYBRID LEARNING
We employ a hybrid learning method, which integrates with reinforcement and supervised learning, to optimize the action selector and the slot filler jointly. To this end, the two kinds of learning methods are unified within a single training objective. In the following, we first introduce the training samples, then we explain the details about training method. The training samples are generated by interacting between WPDM and a user simulator introduced in Section IV-A.1. In each turn, our WPDM firstly receives the user utterance u t and produces a selected action a t to the simulator. Then, the simulator returns WPDM a reward r t , a next user utterance u t+1 , and slot filling labels y t+1 = (y 1 t+1 , y 2 t+1 , . . . , y M t+1 ) of u t+1 . The process goes to the terminal turn T , and y 1 , a 1 , r 1 , . . . , u t , y t , a t , r t ], t ∈ [1, T ] as a training sample.
For our end-to-end model, the training objective is to find a policy that maximizes the expected long-term discounted reward of a dialog and the log likelihood of slot labels of user utterances simultaneously. We employ the REINFORCE with baseline algorithm [26] to obtain the appropriate policy. Let θ be the network parameters. The return G π θ (b t ) and advantage function δ t for sample h t are computed in Formula 12 and 13.
where γ ∈ (0, 1] is a discount factor. The policy gradient is computed in Formula 14.
Actually, δ t is the Temporal-Difference (TD) error for value function V π θ (b t ) and therefore the loss of value function on dialog segment h t is computed in Formula 15.
Note that, the policy function π θ (a t |b t ) and value function V π θ (b t ) are optimized synchronously. The loss function of the REINFORCE with baseline algorithm is computed in Formula 16.
Supervised learning provides additional adjustment for the sentence-LSTM to maximize the log likelihood of slot filling. We use the cross-entropy as the loss function, which is computed in Formula 17.
Through integrating with the REINFORCE with baseline loss and slot filling loss, the action selector and slot filler are optimized jointly. the joint loss is computed in Formula 18.
where λ ∈ (0, 1] is a coefficient to balance two losses. To sum up, our end-to-end model is optimized through a hybrid learning.
C. HPER
Good samples are very important for training the model, especially for shortening the training time. Normally, a good sample is a dialog which can successfully implement a task. We call these good samples as high-return samples, because these samples have higher return than failed ones. Unfortunately, as we described in Section 3.2, training samples are collected from the dialogs between WPDM agent and the simulator. The parameters of WPDM are randomly initialized, only a few of successful dialogs can be generated at the beginning, which causes slow convergence or even non-convergence in traditional experience replay technique [21] . Some prior studies [5] , [6] employ the demonstration data to initialize their model in a supervised manner. Although, these methods can shorten the training time, annotating demonstration data is time consuming. To overcome the issue that successful dialogs are sparse in early training, we propose a High-return VOLUME 7, 2019
Prioritized Experience Replay (HPER) which ensures that each training batch contains high-return samples. To this end, some K dialogs are generated through interacting with simulator firstly, from which K succ (K succ K ) successful dialogs are selected as the high-return samples. To avoid trapping to local optimal, we collect K supp (K supp ≈ K succ ) supplemental dialogs generated through interacting with simulator. Accordingly, K succ successful dialogs and K supp supplemental dialogs constitute the replay memory D for training. The entire training process is presented in Algorithm 1. 
Algorithm 1 hybrid Learning
Simulate a dialog h T and add to D end for Sample batch from D to train the model end for
IV. EXPERIMENT A. EXPERIMENTAL SETTINGS
A series of meeting room booking tasks are used to evaluate the proposed model. In these tasks, the proposed model interacts with different user simulators to collect samples for training. We first describe the simulators.
1) USER SIMULATORS
We build our simulators according to the basic mode proposed in [27] . We build five simulators for five dialog tasks. These five tasks involve different slot number N , where N ∈ {1, 2, 3, 4, 5}. The slot for five tasks are given in Table 1 , where the number in parentheses denotes the number of different slot.
As we aim at optimizing action selector and slot filling jointly, the cooperative simulators should provide reward signals for action selector and extra slot labels for slot filling. In general, acquiring the labeled data is time consuming. To alleviate this issue, the user simulator generates a user utterance by lexicalizing a set of pre-defined templates with slot values. An example of lexicalization is shown in Figure 2 , where B-loc, I-loc, and O denote the beginning character of a location, inter character of a location, and other strings, respectively. We collect 255 pre-defined templates and 570 slot values from 100 dialogs of Chinese meeting room reservation. The number of characters in vocabulary is 526. For a five-fold cross validation, we uniformly divide the slot values into five parts.
Each simulator has a probability of 0.2 to change its user goal during interaction. For example, 1) when the dialog is at the start state, if the model takes the ask action, the simulator will provide an utterance containing a real slot value slot r with the probability of 0.8, or wrong slot value slot m with the probability of 0.2. 2) if the model takes the confirm action with real slot value slot r as a parameter, the simulator will give an affirm utterance. 3) if the model takes the confirm action without real slot value slot r , the simulator gives an utterance containing slot r . The dialog is a success when the model takes the goodbye action in the situation where all the slots have been confirmed. The dialog is a failure if the model takes goodbye action in other states or the dialog turns exceeds maximum length L, which is set to N * 4 + 2. The model receives a reward of 1 for a successful dialog, or receives a reward of -1 for a failed dialog. The model also receives a reward of -0.01 at each turn.
2) COMPARISON PROTOCOLS
We compare WPDM with four strong baselines: a tabular-based MDP [26] , a POMDP-based MLP [5] , the work of [9] , and the work of [10] .
Tabular-MDP: the dialog states are directly acquired from user simulator which are fully observable. The state of the MDP is s t = (s 0 t , s 1 t , . . . , s N t ) where s n t ∈ {0, 1, 2} denotes the slot is not mentioned, mentioned, and acknowledged, respectively. This state s t is mapped to policy function π (a t |s t ) and value function V (s t ) through two tabular matrices, respectively. We use stochastic gradient ascent to update parameters in matrices. POMDP-MLP: the belief states, which denote distribution of the user goals, are directly acquired from user simulator. We concatenate these belief state vectors with last model action as the state representation as the method of [5] . This state representation b t is mapped to policy function π (a t |b t ) and value function V (b t ) through a MLP. The hidden size of MLP is set to 64.
(Zhao and Eskenazi 2016) [9] : we implement a model using the same inputs and structure as those in [9] . The hidden size of the LSTM is set to 64. The size of hidden layer which maps LSTM output to action is 16. As the model [9] can only parse Yes/No answer, we connect this model with additional NLU. This NLU is modeled with a bi-directional LSTM separately. The hidden size of separate bi-directional LSTM is set to 32.
( Yang et al. 2017 ) [10] : we implement an end-to-end model as those in [10] . This model is optimized with standard supervised learning. The hidden size of the LSTM for NLU and system action prediction are both set to 32.
WPDM: we use the character as the model inputs and set the character embedding size to 20, the sentence-LSTM and belief-LSTM hidden size are both set to 32. The size of hidden layer which maps belief-LSTM outputs to action space is set to 16. The balance coefficient λ is 0.5.
The above settings have been used in all our experiments. They are found to be best in initial experiment. Besides [10] applying supervised learning, the other models are optimized with REINFORCE with baseline [26] . The learning rate is 0.001. The Adam [28] is used as the optimizer in neural network methods. The number of training steps is 20,000, 40,000, 60,000, 80,000, 100,000 for 1-slot task, 2-slot task, 3-slot task, 4-slot task, 5-slot task, respectively. The discount factor γ is 0.99.
B. COMPARISON RESULTS

1) POLICY PERFORMANCE
We select the models acquired best performance on the dev-corpus. We test these selected models 200 episodes on simulator involved in test-corpus, the simulator employ the fixed candidate slot values for different models. The five-fold results on average success rate is shown in Table 2 (the p-value of t-test is smaller than 0.05). It can be seen that our model outperforms other models significantly on success rates. Specifically, on the simplest task (1-slot), WPDM achieves a 3.1% improvement on [10] , a 3.8% improvement on [9] , a 17.2% improvement on MLP, and a 9.6% improvement on Tabular-MDP. On the medium complex task (3-slot), WPDM achieves a 5.3% improvement on [10] , a 9.3% improvement on [9] , a 36.6% improvement on MLP, and a 25.2% improvement on Tabular-MDP. On the most complex task (5-slot), WPDM achieves a 5.0% improvement on [10] , a 9.1% improvement on [9] , a 37.3% improvement on MLP, and a 51.2% improvement on Tabular-MDP. For all the models, the success rates descend with the rise of task complexity, and WPDM yields smallest slope.
2) HPER ACCELERATION
To examine the effectiveness of HPER, there are five algorithms in comparison: REINFORCE with baseline (RE) [26] , RE enhanced with HPER (RE+HPER), Proximal Policy Optimization (PPO) [23] , PPO enhanced with HPER (PPO+HPER), and Double Deep Q-network with Prioritized Experience Replay (DDQN+PER) [21] . We use the same hyper-parameters for these algorithms. Besides, we employ the clipping surrogate objective for PPOs, where is 0.2. For DDQN+PER, the replay memory size is 1000, batch size is 16, and q-network is copied to target network every 4 training steps. The training curves on 5-slot task are shown in Figure 3 . We obtain this reward curves through testing the model 200 episodes after each 1000 training steps. It can be observed that RE+HPER outperforms other methods on convergence speed, and DDQN+PER is likely not suitable for our complex dialog tasks. Algorithms enhanced with HPER achieve higher average total reward in fewer training steps compared to corresponding algorithms without HPER. The cluster of REINFORCEs is more stable than PPOs. We obtain the same results on 4-slot task. Experimental results demonstrate that HPER accelerates the convergence efficiently on the complex tasks.
C. MODEL ANALYSIS 1) NLU IMPROVEMENT
To evaluation NLU performance, we compare WPDM with two baselines: a bi-directional LSTM (Bi-LSTM) and the FIGURE 3. The training curves of average total reward on 5-slot task. VOLUME 7, 2019 work of [10] . The five-fold results on accuracies of slot filling are shown in Table 3 (the p-value of t-test is smaller than 0.05). It can be seen that our model achieves stable higher accuracy than two baselines on all the tasks. Both WPDM and [10] outperform Bi-LSTM. We can therefore conclude that the feedback signal from action selector is significant helpful to slot filling. The fact that WPDM outperforms [10] illustrate that the reward signals from action selector is more helpful than supervised labels for slot filling. In addition, we give an example to illustrate improvements in Figure 4 . We mark the mistakes with red boxes. The example shows that the feedback signal from action selector can reduce errors of long slot values. It is promising to observe that integrating slot filling and action selector into one model can promote each other effectively. 
2) STATE EMBEDDINGS VISUALIZATION
To give more insight into the belief state embeddings, we visualize the output vectors from the belief-LSTM by projecting them to full observable state vector as described in tabular MDP. The projections are shown in Figure 5 . We collect these points with simulating 500 episodes on 2-slot task. Where 0-0 denotes the dialog state when a dialog begin with all slot values unknown, 0-1 denotes the dialog state when the second slot is given, 0-2 denotes the dialog state when the second slot is confirmed, so does the first slot. Different colors denote these different dialog states. The points are drawn with the corresponding colors based on such dialog states. The arrow denotes the state transferring direction during simulating the dialogs. We obtain the directions according to the order in which the state occur during the simulating dialogs. We can see that dialog representation from different dialogs are clustered well. The empirical results show that the state embeddings give a good representation for dialog state.
D. HUMAN USERS EVALUATION
To assess operational performance in real scenario, we further evaluate the models by human users. We compare our model with two baselines: [9] and [10] . For fair comparison, we connect WPDM and baselines with the same template-based NLG for evaluating on users. These evaluations are conducted on 4-slot task. We implement these models with the same settings in Section IV-A.2. Comparing different model subjectively on human is always suffering from unfairness, since human will fit in the system gradually. To overcome this issue, we conduct our test in a paralleled manner. We evaluate them in objective assessment whether the system can help users accomplish tasks or not. Before testing, we allocate a specific user goal to each tester. In the guide of the same allocated goal, the tester use the natural language to interact with different models. In order to obtain results on different degree of familiarity, we recruit 34 graduate volunteers to conduct parallel tests. Each volunteer conducts two parallel test on three different models. We totally collect 68 sets of parallel dialogs for each model. The results of success rates and average lengths are shown in Table 4 . It can be seen that WPDM outperforms the other two significantly on success rate, a 4.4% improvement on [10] and 5.9% improvement on [9] . Although [9] achieves the shortest average length, the dialog logs show that it inclines to choose simple but not suitable action, for instance, the model is prone to take goodbye action and then hangs up. It is interesting to note that the human evaluation performance is lower than the simulator evaluation. With regards to improvement significance, the most likely reason is that out of vocabulary characters is happened in human evaluation. Nevertheless, we still get a consistent conclusion that WPDM outperforms the other two models in both automatic evaluation and human evaluation. 
V. CONCLUSION
In this paper, we propose a Word-based POMDP Dialog Management model (WPDM), which integrates NLU, state tracker, and action selector into an end-to-end architecture. Experimental results on interaction with both user simulators and real users show that the proposed model achieves the best performance on success rate. We also propose an HPER to overcome the issue that successful dialogs are sparse in early stage of training, the experimental results prove that HPER can accelerate the convergence efficiently especially on complex tasks.
In the future, we are planning to optimize the cooperative policies between dialog management and user simulation via multi-agent reinforcement learning. By using multi-agent reinforcement learning, we aim at avoiding the complex process for developing the additional user simulator inner policy.
