ALTCAI: Enabling the Use of Embodied Conversational Agents to Deliver Informal Health Advice during Wizard of Oz Studies by Martin, Porcheron
ALTCAI: Enabling the Use of Embodied Conversational Agents
to Deliver Informal Health Advice during Wizard of Oz Studies

































We present ALTCAI, a Wizard of Oz Embodied Conversational
Agent that has been developed to explore the use of interactive
agents as an effective and engaging tool for delivering health and
well-being advice to expectant and nursing mothers in Nigeria. This
paper briefly describes the motivation and context for its creation,
ALTCAI’s various components, and presents a discussion on its
adaptability and potential uses in other contexts, as well as on
potential future work on extending its functionality.
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1 MOTIVATION AND CONTEXT
ALTCAI was developed to study the use of Embodied Conversa-
tional Agents (ECAs) to deliver health and well-being advice to
pregnant and nursing mothers in Nigeria. Nigeria is considered
Africa’s most populous country. It’s estimated that maternal mor-
tality is more than 60 times that of the 47 most developed countries
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and the risk of a woman in Nigeria dying of pregnancy-related
causes is over 200 times more than the risk in those most devel-
oped countries [7]. The World Health Organisation stresses that
this reflects the inequities in access to health services, and high-
lights how important antenatal care such as receiving support and
information on healthy lifestyles, preventing diseases, and family
planning is for pregnant women in this context [6, 7]. The use of
Conversational Agents is gaining in popularity in many areas (e.g.,
[4]), including in the delivery of health and well-being advice with
positive results among users who have low literacy [2, 5]. However,
some of these studies also highlighted the limitations of voice-only
interfaces or chatbot-based systems in this area [2, 4]. Medhi et al.
found that, in their interaction with healthcare and banking sys-
tems, people with low-literacy levels using graphical interfaces
and speech-based interfaces performed significantly better than
those using text-only interfaces [4], which inspired our adoption
of an Embodied Conversational Agent (ECA, i.e., “virtual human”)
for ALTCAI. Fadhil explored the use of chatbot-based conversa-
tional agents in the healthcare sector, more specifically with elderly
users, and they found that common chatbot interfaces lack the
emotional support that a human presence can provide, and that this
is something considered essential in healthcare [2]. Furthermore,
a study by de Visser et al. has shown that designing autonomous
systems to mimic basic human characteristics, such as those that
can be found in avatars or virtual humans, has an effect on the
level of trust driven by neurological processes typically observed
in interactions between humans, suggesting that the right level
of anthropomorphism can help in achieving the desired level of
trust in the system [1], something that is important for systems
delivering health advice that their users should trust.
ECAs can provide a conversational agent with a human-like
presence along with graphical means for users to progress through
the interaction, something that with the implementation of emotive
responses and an adequate level of anthropomorphism could help
in tackling the limitations of other types of conversational agents.
ALTCAI was developed as a tool that would allow us to explore
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the use of ECAs for the delivery of health and well-being advice
to expecting and nursing mothers in Nigeria, whilst giving us the
flexibility and control during the interaction that Wizard of Oz ap-
proaches offer. Presently, there is nascent support for local Nigerian
dialects or languages with Natural Language Processing technolo-
gies. Designing this software as a Wizard of Oz solution allows to
collect training data needed to build future interactive AI technolo-
gies to support emerging users in the developing world, while also
providing researchers and designers with valuable insight into how
emerging users approach and interact with such systems, allowing
us to iterate and refine our design and user experience.
2 ALTCAI
ALTCAI is a multi-platform desktop system built in Unity 3D that
can be used to run Wizard of Oz studies with participants. A partic-
ipant ostensibly interact with the system through spoken language,
with the system represented as an ECA on screen. The ECA is
imbued with features such as intent detection, affect recognition
and progression through the interaction controlled by a human
operator without the knowledge of the participant.
Interaction with the ALTCAI system is centred around a script—
necessitated by the need to ensure only correct health and well-
being advice is given to participants. Content is prepared as a num-
ber of pre-scripted content packages relating to specific topics.
Although the system is presented to users as an interactive AI, a
human operator retains the control to manage progression through
the script. The human operator also has the option to make the
virtual human perform predefined sentences and gestures, as well
as to type text to be spoken by it. This is to give the participants
the impression that the ECA is interacting with them itself, rather
than it being controlled by a human operator.
As the COVID-19 pandemic spread across the world, we specif-
ically designed the system to be used during both in-person and
remote online studies that use video conferencing software and
screen-sharing.
ALTCAI stores timestamped logs with the actions triggered by
both the wizard and the participant whilst using the relevant inter-
face. However, the collection of data to train future interactive AI
systems should be set-up separately, with the participant’s video
and audio, and the screen for ALTCAI’s interface being recorded
via third-party software (e.g., Microsoft Teams, QuickTime). This,
especially in the case of remote studies, gives the research team
more control over what data is being collected and how, as to be
compliant with the relevant ethical clearance and informed consent,
as well as access to that data without the need for the participant’s
intervention post-study.
2.1 Components
ALTCAI, as a desktop application, is composed of multiple appli-
cation windows representing: 1) the participant’s interface, which
is the window that the participant sees and interacts with, 2) the
wizard’s interface, which is the window that the human operator
uses to control the progression through the interaction and the
behaviour of the participant’s interface.
Figure 1: ALTCAI’s participant’s interface in virtual-human
based modality.
Figure 2: ALTCAI’s participant’s interface in text based
modality.
2.1.1 The participant’s interface. The participant’s interface has
two modalities: 1) Virtual-human based, 2) Text based. Both modal-
ities use a Text-To-Speech (TTS) engine to produce synthesised
speech, and offer the participants the opportunity to interact with
it through speech too. The controller—i.e. the wizard—can chose
which interface is presented to the participant.
In the Virtual-human based modality (Figure 1), the interface
shows a virtual human in a given environment, with a banner
underneath showing subtitles for the virtual human’s words, as
well as three optional buttons that allow the participant to progress
through the interaction. The first button forces the virtual human
to repeat the last sentence spoken, the second button makes the
virtual human move onto the next sentence, and the third button
can be used to finish the interaction and quit the application.
In the Text based modality (Figure 2), the whole interface is
covered by a blue coloured banner with only the text spoken shown
on top of it. The same optional buttons as in the Virtual-human
based modality can be enabled.
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2.1.2 The wizard’s interface. Thewizard’s interface has two screens
(Figure 3). The first screen is a configuration screen were the hu-
man operator can select the modality for the participant’s interface
(virtual-human based or text only), the country in which it is being
used, the script or topic the content will cover, and the number of
buttons to show on the participant’s interface.
The second screen is the main screen, where the interaction will
be controlled. This screen offers the means for the human operator
to see the text corresponding to the piece of information that is
being delivered in the participant’s interface, as well as a series
of buttons to control the progression through the script, to make
the virtual human say a sentence typed by the operator, and to
trigger the delivery of a series of predefined responses relevant to
the context (in our case the delivery of health and well-being advice
to expecting and nursing women).
2.2 Underlying technologies
ALTCAI has been developed in Unity 3D1. It is based on the Greta
ECA2, created within the MagiCster project, which allows for an
easy integration and coordination of a range of facial expressions
and gestures with speech on the virtual human [3]. For the gener-
ation of speech, the system uses the TTS engine CereVoice3, and
for the communication between the participant’s and the wizard’s
interface, ALTCAI uses queues of messages delivered through an
ActiveMQ4 channel.
3 INTERACTION
To interact with ALTCAI, participants can be in the same room
as the human operator controlling the wizard’s interface or in a
different location, interacting with the technology remotely dur-
ing a video conference call with the human operator. In either
mode of interaction, the human operator should be able to see and
hear the participant to be able to progress through the interaction
accordingly (e.g., using a webcam and a microphone).
If interacting in person, the participant would use the partici-
pant’s interface on a computer, with the human operator using the
wizard’s interface on another computer with network access to the
one used by the participant.
If interacting remotely, the human operator would open both
interfaces and share with the participant the window that shows the
participant’s interface. In this mode of interaction, the participant
can be using any device that can join the video conference call,
as long as the device has a front-facing camera and a microphone
and speakers. The human operator can resize the window with the
participant’s interface accordingly to offer them the best experience
possible.
In both modes, participants can interact with the virtual human
using speech, asking it to move onto the next sentence, to repeat, or
simply asking questions about the content being delivered. Those






During the interaction, the human operator will observe the
participant and make the virtual human progress through the script
according to what the participant says or does. For instance, if the
participant says ’Next’, the human operator will make the virtual
human deliver the next piece of content, and if the participant
shows signs of being distracted, such as looking away, the human
operator can make the virtual human intervene and ask if it shall
repeat.
The interactionwill continue until the end of the content package
is reached or the participant requests to end the session.
4 DEMOING ALTCAI
ALTCAI has been designed to support both in-person and remote
online studies. In fact, due to the restrictions imposed globally
during the COVID-19 pandemic, it has been used within our project
to support a remote online study with participants from the UK
and Nigeria joining a session with the research team via Microsoft
Teams or Zoom.
In our online demo, wewill present ALTCAI in away thatmirrors
what was done during these sessions, with the interaction happen-
ing as described in the Interaction section of this paper. However,
we will not only share with attendees the window containing the
participant’s interface, but we will also share the window with the
wizard’s interface and navigate them through the initial steps that
during our study were invisible to the participants.
After this initial set-up, we will offer attendees the opportunity
to volunteer for a short real-life interaction with the system. During
this interaction they will be able to experience the different ways in
which the virtual human reacts depending on the actions triggered
by a member of our team acting as the human operator.
This will provide a way for attendees to the demo session to
experience what the use of our system is actually like.
5 ADAPTABILITY
Although ALTCAI has been developed within a specific context: the
delivery of health and well-being advice to expecting and nursing
women in Nigeria, the system can be easily adapted for its use in
other contexts.
The use of Unity 3D as the development platform provides a way,
without needing to code, for customising the physical appearance
of the virtual human or ECA, as well as the background for the
interfaces and the layout of other elements in it.
The scripts can be modified according to the topic in hand, as
well as the facial expressions and the gestures made by the virtual
human.
As part of our project, the system will be made available in the
summer of 2021 as an open source tool, along with a manual for
its use and documentation on how to adapt its components for
other contexts. This will provide the CUI community with a tool
that can be used in studies in a range of areas where a Wizard of
Oz controlled ECA is chosen for the delivery of a scripted content
package.
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Figure 3: ALTCAI’s wizard interface. To the left, the first screen; to the right, the second and main screen.
6 CONCLUSION AND FUTUREWORK
In this paper we have presented ALTCAI, a tool to support Wizard
of Oz studies using ECAs for the delivery of pre-scripted health
and well-being advice.
We are currently analysing the data obtained after using it within
our project during a remote study with expecting and nursing
women in the UK and Nigeria. A next step for us is to use the
data and feedback collected during the study and to reflect on our
experiences as human operators or wizards to refine its design.
However, although outside our current scope, there is room for
further future work outside its Wizard of Oz uses.
ALTCAI can be used as a base for creating an Artificial Intelli-
gence (AI) led system that would allow the completion of studies
exploring the use of ECAs with participants interacting with them
throughout a period of time, in real-life situations, instead of them
being restricted to a session connected with a researcher or human
operator. This would enable the collection of different types of data
and insights that could inform the design of future systems using
ECAs available to the general population.
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