Abstract. In this paper, we prove a time dependent lower bound on density in the optimal order O(1/(1 + t)) for the general smooth nonisentropic flow of compressible Euler equations.
Introduction
The compressible Euler equations, which is widely used to describe the inviscid compressible fluid such as gas dynamics, in Lagrangian coordinates in one space dimension, satisfy τ t − u x = 0 , (1.1)
where ρ is the density, τ = ρ −1 is the specific volume, p is the pressure, u is the velocity, e is the specific internal energy, t ∈ R + is the time and x ∈ R is the spatial coordinate. The system is closed by the Second Law of Thermodynamics: 4) where S is the entropy and T the temperature. In this paper, we consider the polytropic ideal gas, in which p τ = R T and e = c v T = pτ γ − 1 with ideal gas constant R > 0, and specific heat constant c v > 0, which implies p = K e S cv τ −γ with adiabatic gas constant γ > 1 , (1.5) where K is a positive constant, c.f. [6] or [13] . The classical solutions for compressible Euler equations in Lagrangian and Eulerian coordinates are equivalent [7] . For any C 1 solution, it follows that (1.3) is equivalent to the conservation of entropy [13] :
S t = 0 , (1.6) hence S(x, t) ≡ S(x, 0) =: S(x). If the entropy is constant, the flow is isentropic, then (1.1) and (1.2) become a closed system, known as the p-system. In order to establish a large data global existence theory for BV solutions of compressible Euler equations, which is a major open problem in the field of hyperbolic conservation laws, we need a sharp estimate on the possible time decay on density. In fact, a solution loses its strict hyperbolicity as density approaches zero when t → ∞. And one cannot expect to find a constant positive lower bound on ρ(x, t) in general even when the initial density has one, see examples in [6, 8] which will be introduced later. Also see [11] for the difficulty in proving the global existence of BV solution when solution is close to the vacuum.
The study on the lower bound of density for classical solutions can be traced back to Riemann's pioneer paper [12] in 1860, in which he considered a special isentropic wave interaction between two strong rarefaction waves. Using Riemann's construction, a Lipschitz continuous example including an interaction of two centered rarefaction waves for isentropic Euler equations was provided in Section 82 in [6] , in which the function min x∈R ρ(x, t) was proved to decay to zero in an order of O(1 + t) −1 as t → ∞, while the initial density is uniformly away from zero, when the adiabatic constant γ =
2N +1
2N −1 with any positive integer N . This result was extended to any γ > 1 in [8] . Nonisentropic shock-free examples with density approaching zero in infinite time can be found in [4] .
Then one natural goal is to show that for any classical solution min x∈R ρ(x, t) has a lower bound in the optimal order of O(1 + t) −1 , under the assumption that initial density is uniformly positive. For isentropic rarefactive solutions, for any γ > 1, Long Wei Lin first proved that the density has a lower bound in the order of O(1 + t) −1 in [10] by introducing a polygonal scheme. Next, for general classical isentropic and nonisentropic solutions (possibly including compression), in [3] , the author, Pan and Zhu found a lower bound on density in the order of O(1+t) −4/(3−γ) when 1 < γ < 3.
For the general isentropic classical solution with any γ > 1, the time-dependent lower bound on density in the optimal order O(1+t) −1 was found by the author in [2] . The key idea is to find an invariant domain on some gradient variables measuring backward and forward rarefactions. For any nonisentropic classical solution, the lower bound on density in an almost optimal order O(1 + t) −1−δ for any 0 < δ ≪ 1 was also proved in [2] .
In this paper, we will prove that, for any classical nonisentropic solution, the density indeed has a lower bound in the order of O(1 + t) −1 . Theorem 1.1. Consider a C 1 solution u(x, t), τ (x, t), S(x) of the initial value problem for the compressible Euler equations (1.1)-(1.2), (1.6) and (1.5), in the region
Here, T can be any finite positive constant or infinity. Furthermore, assume that the initial data ρ(x, 0) = 1/τ (x, 0), S ′ (x), α(x, 0) and β(x, 0) are all uniformly bounded for any x ∈ R, where α and β are defined later in (2.1)-(2.2). The total variation of S(x) is finite. Then there exists a constant C 1 only depending on the C 1 ∩ L ∞ norm of initial data (u, τ, ρ, S)(x, 0), but independent on T , such that,
And α(x, t) and β(x, t) are both bounded above by constants independent on T when
This lower bound is in the optimal order by examples in [6, 8] mentioned earlier. The lower bound on density achieved in this paper can give us more precise estimate on the life span of classical solution than before and more importantly can motivate us in searching the lower bound of density for BV solutions including shock waves, which is a major obstacle in establishing large BV existence theory for Euler equations. The proof of Theorem 1.1 mainly relies on the observation of a new invariant domain on some gradient variables, given in Theorem 2.2 which itself is a very interesting result. This paper is divided into 4 sections. In Section 2, we compare the old idea in [2] and the new idea in this paper. In Section 3, we introduce some basic setup and existing results. In Section 4, we prove the main theorem for the full Euler equations.
2. Idea of the proof for Theorem 1.1
Now we briefly introduce the old ideas in [2] and then the new idea in this paper. First, we recall two gradient variables used in earlier papers [1, 2, 4]
2) where two new variables m and η take the role of S and τ , respectively,
The positive constants K and c v are used in (1.5). Using α and β, one can define the rarefaction and compression (R/C) characters in the local sense for non-isentropic solutions, under the following definition.
To achieve a time dependent lower bound on density in the optimal order O(1 + t) −1 , the key step is to find a constant uniform upper bound on α(x, t) and β(x, t) for any (x, t) in the domain we consider, or in another word, to bound the maximum rarefaction (expansion) in both forward and backward directions. Actually, if we can find a constant global upper bound on α(x, t) and β(x, t), then by the conservation of mass (1.1), we can easily prove that
which directly gives the O(1 + t) −1 lower bound on density, together with the constant positive lower bound on the initial density. The relation (2.4) was first noticed and used by [2] .
For the isentropic solutions, in [1] , we found that max x∈R { α(x, t), β(x, t)} < N is invariant on t when N ≥ 0, by studying the Riccati system given by Lax in [9] that α and β satisfy. Physically, this can be explained as that the maximum expansion will not increase with respect to time, although the backward expansion max x∈R β(x, t) or forward expansion max x∈R α(x, t) might increase. Using this result, one can easily find constant upper bounds on α and β, then derive an O(1 + t) −1 lower bound on density by the argument in the previous paragraph.
However, it is very hard to prove a similar decay for non-isentropic solutions. Some numerical evidences showed the possible increase of max x∈R { α(x, t), β(x, t)} on t. Alternately, in [2] we proved that if
for sufficiently small positive ε and sufficiently large N depending on ε and the initial data, when t > 0. Although the use of ρ ε helped us obtain some decay, this result could only provide an O(1 + t) −1−δ lower bound on density with δ = ε 1−ε > 0, i.e. an almost optimal order estimate.
In this paper, we will prove a lower bound on density in the optimal order O(1 + t) −1 for the non-isentropic solutions. The key new idea is to consider the following gradient variables, transformed from α and β in (2.1)-(2.2):
β := β + λ η, (2.8) for some λ given later in (2.12) with η defined in (2.3), then show the following decay on max x∈R {α(x, t), β(x, t)}. for any t ∈ R + , where M is a constant satisfying
Here M D and M η are constant global upper bounds on |m x | and η in (3.16) and (3.14), respectively.
Using this result, we can find constant upper bounds on α(x, t) and β(x, t) by the constant global upper bound on η given in [5] , although max x∈R { α(x, t), β(x, t)} might not decay with respect to t. Then we can prove Theorem 1.1 using (2.4) and the initial constant lower bound on density (uniform upper bound on τ (x, 0)).
Some basic setup and existing results for Euler equations
We first introduce some notations and basic setups for C 1 solutions of full Euler equations (1.1)∼(1.5), which were used in [1] .
Recall we use new variables m and η to take the roles of S and τ , respectively:
We use c to denote the nonlinear Lagrangian wave speed for full Euler equations, where
3) The forward and backward characteristics are described by dx dt = c and
and we denote the corresponding directional derivatives along these characteristics by
and
It follows that 
In these coordinates, for C 1 solutions, equations (1.1)-(1.5) are equivalent to
where the last equation comes from (1.6), which is equivalent to (1.3), c.f. [13] . Note that, while the solution remains C 1 , m = m(x) is given by the initial data and can be regarded as a stationary quantity. We denote the Riemann variables by r := u − m η and s := u + m η . Different from the isentropic case (m constant), for general non-isentropic flow, s and r vary along characteristics.
Recall that we denote gradient variables α and β in (2.1)-(2.2). These variables satisfy the following Riccati equations, where the detailed derivation can be found in [1] . 
where
Finally, we review a result on the uniform upper bounds of |u| and ρ established by the author, Young and Zhang in [5] , for later references.
We always assume that all initial conditions in Theorem 1.1 are satisfied. By In the following proposition established in [5] (Theorem 2.1), |u| and η are shown to be uniformly bounded above. 
where L 1 and L 2 are positive constants only depending on γ, Ms, Mr, M L , M U and V with
17)
Here T can be any positive number or infinity. Two bounds in (3.16) are both independent of T .
We remark that there is a typo in Theorem 2.1 in [5] , where ρ shall be η. Here V < ∞ since S(x) is C 1 and has a finite BV norm.
Proof of the main theorem
Let's first prove the following key lemma. Recall that α and β are defined in (2.7) and (2.8), respectively. 
Proof. First by (3.7) and (2.1)-(2.2), we have
, then using (3.11), we have
By (2.11) and (2.12), it is easy to see that, for any γ > 1,
and Recall that on the forward characteristic piece Γ(t) with t ∈ [t 2 , t 1 ], 
for some constant K 1 > 0 only depending on M η and γ > 1.
Similar as (4.2), β satisfies
So by (4.3)-(4.5), a symmetric result as in Lemma 4.1 holds on the backward characteristic direction. Here we omit the detail. Next we will prove Theorem 2.2. Let's first explain the key idea. We observe that the domain max x∈R {α(x, t), β(x, t)} < M is invariant on t. In fact, as shown in Figure 1 , it is easy to check that ∂ + α < 0 on the right boundary by (4.9) (strict inequality when β < M ), and similarly ∂ − β < 0 on the upper boundary, of the region max{α, β} < M , except at the point (α, β) = (M, M ). So the solution will not flow out of this domain if it is initially in it. Proof. We first prove (2.10) by contradiction. Without loss of generality, assume that max{α, β}(x 0 , t 0 ) = M at some point (x 0 , t 0 ). See Figure 2 .
Because wave speed c is bounded above, we can find the characteristic triangle with vertex (x 0 , t 0 ) and lower boundary on the initial line t = 0, denoted by Ω, which is the outer characteristic triangle in Figure 2 .
In the closed region Ω, we can find the first time t 1 such that α = M or β = M in Ω. More precisely, There exists a point (x 1 , t 1 ) ∈ Ω such that, α(x 1 , t 1 ) = M or/and β(x 1 , t 1 ) = M , while max (x,t)∈Ω, t<t 1 α(x, t), β(x, t) < M. and α(x 1 , t 1 ) = M . By the continuity of α, we could find a time t 2 ∈ [0, t 1 ) such that, α(x, t) ≥ M/2 , for any (x, t) ∈ Ω 1 and t ≥ t 2 . (4.12)
Next we derive a contradiction. By Lemma 4.1 and (4.11)∼(4.12), along the forward characteristic segment through (x 1 , t 1 ) when t 2 ≤ t < t 1 ,
which gives, through the integration along the forward characteristic,
As t → t 1 −, the left hand side approaches infinity while the right hand side approaches a finite number, which gives a contradiction. Hence we prove (2.10) then the Theorem 2.2.
Finally, we prove Theorem 1.1. First, using the initial bounds on α(x, 0) and β(x, 0) from the bounds on α(x, 0) and β(x, 0) and η(x, 0), we can find a constant M for (2.9). Then using Theorem 2.2, we know that α(x, t) and β(x, t) are also uniformly bounded by M . Then, because of the constant uniform upper bound on λ η by Proposition 3.2, we can directly prove that α(x, t) and β(x, t) are also uniformly bounded above by a constant in the domain (x, t) ∈ R × [0, T ), using definitions (2.7)-(2.8). Then by (2.4) and the initial constant lower bound on ρ(x, 0) (uniform upper bound on τ (x, 0)) for any x ∈ R, we can prove (1.7). So Theorem 1.1 is proved.
