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Abstract
In this paper, we study the stochastic linear complementarity problems on extended
second order cones (stochastic ESOCLCP). We first convert the problem to a stochas-
tic mixed complementarity problem on the nonegative orthant (SMixCP). Enlightened
by the idea of Chen and Lin(2011), we introduce the Conditional Value-at-risk (CVaR)
method to measure the loss of complementarity in the stochastic case. A CVaR - based
minimisation problem is introduced to achieve a solution which is ”good enough” for the
complementarity requirement of the original SMixCP. Smoothing function and sample av-
erage approximation methods are introduced and the the problem is converted to a form
which can be solved by Levenberg-Marquardt smoothing SAA algorithm. At the end of
the paper a numerical example illustrates our results.
1 Introduction
Uncertainty is a common and realistic problem that results from inaccurate measurement
or stochastic variation of data such as price, capacities, loads, etc. In fact, the inaccuracy or
uncertainty of these real-world data are inevitable. When these data are applied as parameters
in mathematical models, the constraints of models may be violated because of their stochastic
characters. These violations may finally cause some difficulties in the sense that the optimal
solutions obtained from the stochastic data are no longer optimal, or even infeasible. Amongst
approaches proposed for modeling uncertain quantities, the stochastic models outstand because
of their solid mathematical foundations, theoretical richness, and sound techniques of using real
data. Complementarity problems imbedded with stochastic models occur in many areas such
as finance, telecommunication and engineering. Hence, considering LCP with uncertainty will
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be meaningful for practical treatments. If partial or all of the coefficients in the LCP are
uncertain, the LCP will be turned into a stochastic linear complementarity problem (SLCP),
which is firstly introduced by Chen and Fukushima [1]. Articles about SLCP can be found
in [2–5].
Even though the fact that only limited number of results have been obtained on the stochas-
tic complementarity problems, there are still some meaningful results. One of them is the CVaR
(conditional value-at-risk, which is also called expected shortfall) minimisation reformulation
of stochastic complementarity problem [6]. In this study, the stochastic linear complementar-
ity problem on extended second order cones (S-ESOCLCP) will be introduced. Based on the
results in [7], a method of finding solutions to S-ESOCLCP will be elaborated, and a numerical
example will be presented.
2 Preliminaries
For Rk, the Euclidian space whose elements are column vectors, the definition of an inner
product 〈·, ·〉 is given by
〈x, y〉 =
n∑
i=1
xiyi, x, y ∈ Rn.
Let k, l be positive integers. The inner product of pairs of vectors ( xu ) ∈ Rk × R`, where
x ∈ Rk and u ∈ R`, is given by
〈( xu ) , ( yv )〉 = 〈x, y〉+ 〈u, v〉.
Let Rn be a Euclidian space. A set K ⊆ Rn is called a convex cone if for any α, β > 0, and
x, y ∈ K, we have
αx+ βy ∈ K.
In other words, a convex cone is a set which is invariant with respect to the multiplication of
vectors with positive scalars. The dual cone of a convex cone K ⊆ Rn is
K∗:={x ∈ Rn : 〈x, y〉≥0, ∀ y∈K}.
which is also a convex cone. A convex cone K ⊆ Rn is called pointed if K ∩ {−K} ⊆ {0}, or
equivalently, if K does not contain straight lines through the origin. A convex cone which is a
closed set is called a closed convex cone. Any pointed closed convex cone with nonempty interior
will be called proper cone. The cone K is called subdual if K ⊆ K∗, superdual if K∗ ⊆ K, and
self-dual if K∗ = K.
Definition 2.1. An indicator function 1I (θ) is defined as
1I (θ) =
{
1 if θ ∈ I
0 otherwise.
Definition 2.2 (Complementarity Set). Let K ⊆ Rm be a nonempty closed convex cone and
K∗ its dual [8]. The set
C(K) := {(x, y) ∈ K ×K∗ : 〈x, y〉 = 0}
is called the complementarity set of K.
2
Denote by ‖ · ‖ the corresponding Euclidean norm. Recall the definitions of the mutually
dual extended second order cone [9] L(k, `) and M(k, `) in Rn ≡ Rk × R`:
L(k, `) = {(x, u) ∈ Rk × R` : x ≥ ‖u‖e}, (1)
M(k, `) = {(x, u) ∈ Rk × R` : e>x ≥ ‖u‖, x ≥ 0}, (2)
where e = (1, . . . , 1)> ∈ Rk. If there is no ambiguity about the dimensions, then we simply
denote L(k, `) and M(k, `) by L and M , respectively. The following proposition is from [7].
We restate it here for convenience.
Proposition 2.1. Let x, y ∈ Rk and u, v ∈ R` \ {0}.
(i) (x, 0, y, 0) ∈ C(L) if and only if (x, y) ∈ C(Rk+).
(ii) (x, 0, y, v) ∈ C(L) if and only if e>y ≥ ‖v‖ and (x, y) ∈ C(Rk+).
(iii) (x, u, y, 0) ∈ C(L) if and only if x ≥ ‖u‖e and (x, y) ∈ C(Rk+).
(iv) (x, u, y, v) := (( xu ) , (
y
v )) ∈ C(L) if and only if there exists λ > 0 such that v = −λu,
e>y = ‖v‖ and (x− ‖u‖e, y) ∈ C(Rk+).
The linear complementarity problem LCP(F,L) defined by a convex cone K and a linear
function F (x, u) is given by
LCP(F,L)
{
Find ( xu ) , such that
(( xu ) , F (x, u)) ∈ C(K) (3)
where F (x, u) = T ( xu ) + r, T = ( A BC D ), r = (
p
q ).
3 The problem formulation
Let (Ω,F ,P) be a probability space defined by:
1. Ω ⊆ Rn, the sample set of possible outcomes;
2. F ⊆ 2Ω, a σ-algebra generated by Ω (or a collection of all subsets of Ω); and
3. P : F → [0, 1], a function maps from events to probabilities.
The stochastic linear complementarity problem SLCP (F,L, ω) defined by a convex cone L
and a linear function F (x, u, ω) is given by
SLCP (F,K, ω)
{
Find ( xu ) , such that
(( xu ) , F (x, u, ω)) ∈ C(K), ω ∈ Ω, a.s. (4)
where F (x, u, ω) = T (ω) ( xu ) + r(ω) : Rm×Ω→ Rm, ω ∈ Ω is an n-dimensional random vector.
The notation “a.s.” is the abbreviation of “alomst surely”, which means
P{ω ∈ Ω;x ∈ Rm+ , F (x, ω) ≥ 0, x>F (x, ω) = 0} = 1
In this study, we assume that the coefficients T (ω) and r(ω) are measurable functions of ω
with the following property:
E[‖T (ω)>T (ω)‖] <∞ and E[‖r(ω)‖] <∞
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where E[·] represents the expected value of the random vector in the square bracket.
It should be noted that if the possible outcome set Ω contains only one single realisation
(and this unique outcome definitely happens), problem (4) will degenerate to (3).
The stochastic linear complementarity problems are very useful in solving practical prob-
lems. However, because of the existence of the random vector ω in the function F (x, ω), it
is very difficult and sometimes impossible of finding a solution x to satisfy almost all possible
outcomes of ω. One plausible idea to improve the viability of finding a solution to SLCP is
to associate the problems with probability models, and then persuasive solutions to SLCP are
obtainable by finding the solutions to the associated probability models.
Xu and Yu [6] summarised 6 different probability models for finding solutions to SLCP:
(i) Expected value (EV) method, introduced by Gu¨rkan et. al in [3]. By using
the expectation value E[F (x, ω)] to replace the stochastic term F (x, ω), this method
ultimately reformulates (4) to (3).
(ii) Expected residual minimisation (ERM) method, introduced by Chen and
Fukushima [1]. This method minimises the expectation of the square norm of the
residual Φ(x, ω) defined by the following C-function:
min
x∈Rn+
E
[‖Φ(x, ω)‖2] (5)
where Φ : Rm × Ω→ Rm is a multi dimensional C-function defined as
Φ(x, ω) := (φ (x1, F1(x, ω)) , . . . , φ (xm, Fm(x, ω)))
> .
where φ : R× R→ R can be any scalar C-function satisfying:
φ(a, b) = 0 ⇔ a ≥ 0, b ≥ 0, ab = 0.
(iii) Stochastic mathematical programs with equilibrium constraints (SMPEC) re-
formulation, introduced by Lin and Fukushima [4,10,11]. This method highlights
a recourse variate z(ω) to compensate the violation of complementarity in (4) for some
outcomes of ω ∈ Ω, then it reformulates (4) to the following model:
min
x
E [η (z(ω))]
s.t. 0 ≤ x ⊥ (F (x, ω) + z(ω)) ≥ 0,
z(ω) ≥ 0, ω ∈ Ω a.s.,
(6)
where η(z) = etpz. Ambiguous solutions to SCP can be obtained by minimising the
objective function in (6), i.e. the expected value of the compensation to the violation of
complementarity in (4).
(iv) Stochastic programming (SP) reformation [12]. Problem (4) is reformulated to the
following:
min
x
E
[‖ (x ◦ F (x, ω))+ ‖2]
s.t. F (x, ω) ≥ 0, ω ∈ Ω a.s.
x ≥ 0.
where x+ := max{x, 0}, and x ◦ F (x, ω) is the Hadamard product of x and F (x, ω).
(v) Robust Optimisation [13,14], which is a deterministic reformation of (4). And,
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(vi) CVaR minimisation (CM) reformulation [5]. By using this method, (4) is refor-
mulated to a problem that minimises the CVaR of the norm of the loss function θ(x, ω),
namely:
min
x∈Rn
CV aRα (‖θ(x, ω)‖) .
The reformulation in item (vi) uses the CVaR, a measure of risk widely applied in financial
industry. CVaR was built based on Value at risk (VaR) [15, 16]. Let ω ∈ Ω be a vector with
random outcomes and let θ(x, ω) : Rm×Ω→ R be a mapping, the VaR of ω for the loss function
is defined as:
V aRα(θ(x, ω)) = min{Θ|P [θ(x, ω) ≥ Θ] ≤ α}. (7)
where P [·] ∈ [0, 1] is the probability of the event in the square bracket. We call θ(x, ω) the loss
function. The probability (also called confidence level) α ∈ (0, 1) quantifies the proportion of
“worst cases” (that is, θ(x, ω) ≥ V aRα(θ(x, ω)) = Θ) in the group of all outcomes, and the
other outcomes (θ(x, ω) < Θ) would happens with probability 1− α.
Based on the definition of VaR, CVaR is defined as:
CV aRα(θ(x, ω)) =
1
α
E
[
θ(x, ω)1[V aRα(θ(x,ω)),+∞) (θ(x, ω))
]
(8)
=
1
α
∫
θ(x,ω)≥V aRα(θ(x,ω))
θ(x, ω)dP(ω)
=
1
α
∫ α
0
V aRγ(θ(x, ω))dγ. (9)
CV aRα(θ(x, ω)) is the conditional expectation of all outcomes with θ(x, ω) ≥ V aRα(θ(x, ω)).
For better understanding the concept of VaR and CVaR, figure 1 gives a sample of a loss func-
tion θ(x, ω) = ω with one-dimensional normally distributed random value ω ∼ N(0, 1). This
figure shows that when the confidence level (1 − α) is set at 95%, the value of VaR equals to
the horizontal coordinate of the red vertical line, and the value of CVaR with 95% confidence
level equals the red area to the right of the line.
Proposition 3.1. A risk measure S (θ(x, ω)) has the following properties:
1. Positive homogeneity: S (λθ(x, ω)) = λS (θ(x, ω)) for all λ > 0 and ω ∈ Ω,
2. Monotonicity: if θ(x1, ω) ≥ θ(x2, ω) for all ω ∈ Ω, we have S (θ(x1, ω)) ≥ S (θ(x2, ω)),
and
3. Sub-additivity: S (θ(x1, ω) + θ(x2, ω)) ≤ S (θ(x1, ω)) + S (θ(x2, ω)) for all ω ∈ Ω.
Proposition 3.2. The risk measure VaR is
1. Positive homogeneous, and
2. Monotonic.
Proof. 1. By the definition of VaR, we have:
V aRα(λθ(x, ω)) = min{Θ′|P [λθ(x, ω) ≥ Θ′] ≤ α}
= min{λΘ|P [λθ(x, ω) ≥ λΘ] ≤ α}
= λmin{Θ|P [θ(x, ω) ≥ Θ] ≤ α}
= λV aRα(θ(x, ω))
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For a stochastic event x with E(x) = 0, the distribution of this event shows that only 5% of the outcomes are
above 1.98. If the confidence level is set at 95%, then the value of VaR equals 1.98(horizontal axis marked by
yellow line), and the value of CVaR equals the integral of the area marked in red color.
Figure 1: VaR and CVaR for θ(x, ω) = ω, where ω ∼ N(0, 1)
2. Suppose θ(x1, ω) ≥ θ(x2, ω) for all ω ∈ Ω. We have
P [θ(x1, ω) ≥ Θ] ≥ P [θ(x2, ω) ≥ Θ],
therefore
V aRα(θ(x1, ω)) ≥ V aRα(θ(x2, ω)).
We mark that VaR is not sub-additive (counter example is shown in [17]).
Example 3.1. Consider the function θ(x, ω) = x+ ω, where
ω = + η,  ∼ N(0, 1), η =
{
0 with probability 0.991
10 with probability 0.009
In the case when α = 0.01, we obtain
V aRα (θ(x, ω) + θ(y, ω)) = x+ y + 9.8 > V aRα (θ(x, ω)) + V aRα (θ(y, ω)) = x+ 3.1 + y + 3.1.
Proposition 3.3. The risk measure CVaR is
1. Positive homogeneous,
2. Monotonic, and
3. sub-additive [18].
Proof. The positive homogeneity and monotonicity of CVaR can be easily proved by combining
the Proposition 3.2 and the definition (9). To prove the Sub-additivity define θ3 = θ1 + θ2. By
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definition (8), we have
α · (CV aRα(θ1) + CV aRα(θ1)− CV aRα(θ3)) =
= α · E
[
1
α
θ11[V aRα(θ1),+∞)(θ1) +
1
α
θ21[V aRα(θ2),+∞)(θ2)−
1
α
θ31[V aRα(θ3),+∞)(θ3)
]
= E
[
θ1
(
1[V aRα(θ3),+∞)(θ3)− 1[V aRα(θ1),+∞)(θ1)
)
+ θ2
(
1[V aRα(θ3),+∞)(θ3)− 1[V aRα(θ2),+∞)(θ2)
)]
≥ V aRα(θ1)E
[
1[V aRα(θ3),+∞)(θ3)− 1[V aRα(θ1),+∞)(θ1)
]
+ V aRα(θ2)E
[
1[V aRα(θ3),+∞)(θ3)− 1[V aRα(θ2),+∞)(θ2)
]
= V aRα(θ1) (α− α) + V aRα(θ2) (α− α)
= 0
Consider SLCP(F,L, ω) defined by the function F (x, u, ω) = T (ω) ( xu ) + r(ω) and the
extended second order cone L, problem (4) becomes:
SLCP(F,L, ω)
{
Find (x, u) ∈ L, such that
F (x, u, ω) ∈M and 〈( xu ) , F (x, u, ω)〉 = 0, ω ∈ Ω, a.s.
where T (ω) =
(
A(ω) B(ω)
C(ω) D(ω)
)
, with A(ω) ∈ Rk×k, B(ω) ∈ Rk×`, C(ω) ∈ R`×k and D(ω) ∈ R`×`;
r(ω) =
(
p(ω)
q(ω)
)
, with p(ω) ∈ Rk, q(ω) ∈ R`, for ω ∈ Ω.
We use Corollary 3.1 to reformulate the SLCP to the stochastic mixed complementarity
problem (SMixCP). Given the functions F˜1, F˜2, and a cone K, the SMixCP is defined as:
SMixCP(F˜1, F˜2, K, ω) :
{
Find
(
x
u
t
)
, such that
F˜2(x, u, t, ω) = 0, and (x, F˜1(x, u, t, ω)) ∈ C(K), ω ∈ Ω, a.s.
Corollary 3.1. Suppose u 6= 0, Cx+Du+ q 6= 0. We have
z ∈ SOL-SLCP(F,L, ω) ⇐⇒ ∃t > 0,
such that
z˜ ∈ SOL-SMixCP(F˜1, F˜2,Rk+, ω),
where
F˜1(x, u, t, ω) = A(ω)(x+ te) +B(ω)u+ p(ω)
and
F˜2(x, u, t, ω) =
([
tC(ω) + ue>A(ω)
]
(x+ te) + ue> [B(ω)u+ p(ω)] + t [D(ω)u+ q(ω)]
t2 − ‖u‖2
)
. (10)
Proof. Suppose that z ∈ SOL-SLCP(F,L, ω). Then, (x, u, y, v) ∈ C(L), where y = A(ω)x +
B(ω)u+ p(ω) and v = C(ω)x+D(ω)u+ q(ω). Let t = ‖u‖, Then, by item (iv) of Proposition
2.1 we have that ∃λ > 0 such that
C(ω)x+D(ω)u+ q(ω) = v = −λu, (11)
e>(A(ω)x+B(ω)u+ p(ω)) = e>y = ‖v‖ = ‖C(ω)x+D(ω)u+ q(ω)‖ = λt, (12)
(x˜, F˜1(x˜, u, t, ω)) = (x− te, A(ω)x+B(ω)u+ p) = (x− te, y) ∈ C(Rk+) (13)
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where z˜ =
(
x˜
u
t
)
:=
(
x−t
u
t
)
∈ Rk+`+1. From equation (11) we obtain t(C(ω)x+D(ω)u+ q(ω)) =
−tλu, which by equation (12) implies t(C(ω)x+D(ω)u+q(ω)) = −ue>(A(ω)x+B(ω)u+p(ω)),
which after some algebra gives
F˜2(x˜, u, t) = 0. (14)
From equations (13) and (14) we obtain that z ∈ SOL-SMixCP(F˜1, F˜2,Rk+, ω).
Corollary 3.1 provides an alternative way to find the solutions to the SLCP(F,L, ω), by
converting it to the SMixCP(F˜1, F˜2,Rk+, ω). Such conversion enables us to study SLCP(F,L, ω)
through a C-function. The scalar form of Fischer-Burmeister (FB) C-function [19,20] is defined
as:
ψFB(a, b) =
√
a2 + b2 − (a+ b) ∀(a, b) ∈ R2.
The FB-based equation formulation of SMixCP(F˜1, F˜2,Rk+, ω) is:
FSMixCPFB (x, u, t, ω) =

ψ
(
x1, (F˜1)1(x, u, t, ω)
)
...
ψ
(
xk, (F˜1)k(x, u, t, ω)
)
F˜2(x, u, t, ω)
 . (15)
where ψ(·) : R2 → R is the scalar FB C-function stated in Chapter 2. It should be mentioned
that the FB C-function is convex, but non-smooth on ψ(0, 0). According to the definition of FB
C-function, a point (x∗, u∗, t∗) is a solution to the stochastic mixed complementarity problem
SMixCP(F˜1, F˜2,Rk+, ω), if and only if
FSMixCPFB (x, u, t, ω) = 0. (16)
The associated merit function of SMixCP(F˜1, F˜2,Rk+, ω) is:
θSMixCPFB (x, u, t, ω) =
1
2
FSMixCPFB (x, u, t, ω)
>FSMixCPFB (x, u, t, ω). (17)
Based on (15) and (17), the merit function can be written as:
θSMixCPFB (x, u, t, ω) =
1
2
k∑
i=1
ψ2
(
xi, F˜
i
1(x, u, t, ω)
)
+
1
2
∑`
j=1
F˜ j2 (x, u, t, ω).
By the definition of merit function, a point (x∗, u∗, t∗) is a solution to the stochastic mixed
complementarity problem SMixCP(F˜1, F˜2,Rk+, ω), if
θSMixCPFB (x
∗, u∗, t∗, ω) = 0 ω ∈ Ω, a.s.
Proposition 3.4. The associated merit function θSMixCPFB (x
∗, u∗, t∗, ω) is continuously differen-
tiable on Rk+`+1, if F˜1(x∗, u∗, t∗, ω) and F˜2(x∗, u∗, t∗, ω) are continuously differentiable on Rk
and R`+1, respectively.
Proof. First we prove that ψ2 is continuously differentiable. We note that ψ is continuously
differentiable at every (a, b) 6= (0, 0). It is easy to verify that ψ2 is continuously differentiable
at every (a, b) 6= (0, 0). Consider the following to limits at point (a, b) = (0, 0):
lim
∆x→0
ψ2(∆x, 0)− ψ2(0, 0)
∆x
=
2 (∆x2)− 2√∆x2 ·∆x
∆x
= 2(∆x− |∆x|) = 0,
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and
lim
∆y→0
ψ2(0,∆y)− ψ2(0, 0)
∆y
=
2 (∆y2)− 2√∆y2 ·∆y
∆y
= 2(∆y − |∆y|) = 0.
where ∆x, ∆y > 0. Both partial derivatives of ψ2 at (0, 0) are continuous, ψ2 is continuously
differentiable. Hence, θSMixCPFB (x
∗, u∗, t∗, ω) is continuously differentiable on Rk+`+1 if and only if
F˜1(x
∗, u∗, t∗, ω) and F˜2(x∗, u∗, t∗, ω) are continuously differentiable on Rk and R`+1, respectively.
Since the function ψ2(a, b) is not convex on R2, it is easy to verify that the merit function
θSMixCPFB (x, u, t, ω) is not convex on the feasible region. We focus on finding the stationary point
of the merit function (15). A point (x∗, u∗, t∗) is a stationary point to the stochastic mixed
complementarity problem SMixCP(F˜1, F˜2,Rk+, ω), if:
∇θSMixCPFB (x∗, u∗, t∗, ω) = 0 ω ∈ Ω, a.s. (18)
That is
A(ω)>FSMixCPFB (x∗, u∗, t∗, ω) = 0 ω ∈ Ω, a.s., (19)
where
A =
(
Da +DbJxF˜1(x
∗, u∗, t∗, ω) DbJ(u,t)F˜1(x∗, u∗, t∗, ω)
JxF˜2(x
∗, u∗, t∗, ω) J(u,t)F˜2(x∗, u∗, t∗, ω)
)
is a nonsingular matrix. Combining equation (19) with equation (16) implies that equation
(18) is a necessary condition for (x∗, u∗, t∗) to be a solution to SMixCP(F˜1, F˜2,Rk+, ω).
The feasible set of SMixCP(F˜1, F˜2,Rk+, ω) shrinks as |Ω| (i.e., the size of the possible outcome
set Ω) increases. When |Ω| =∞, we cannot generally find a solution to SMixCP(F˜1, F˜2,Rk+, ω)
such that system (18) holds almost surely for any ω ∈ Ω, because there will be a large number
of equations in system (18). Figure 2 shows the situation when the size of Ω.
As it is introduced above, probability models provide appropriate deterministic reformu-
lations of the stochastic complementarity problems. It can be associated with the stochastic
complementarity problems to find persuasive solutions. These persuasive solutions to stochastic
complementarity problems would make a proper trade-off between the satisfaction of infinite
complementarity constraints and solvability of the problems.
Since θSMixCPFB (x, u, t, ω) ≥ 0, given a confidence level (1 − α) ∈ (0, 1), a point (x∗, u∗, t∗) is
a plausible solution to SMixCP(F˜1, F˜2,Rk+, ω) if it is a solution to
arg min
x,u,t
{Θ|P{θSMixCPFB (x∗, u∗, t∗, ω) ≤ Θ} ≥ 1− α}, (20)
This is a relaxation of problem (18). A small value of α means that it prefers the satisfaction
of the complementarity constraints rather than the solvability of the problem. Note that the
problem (20) can be written as:
arg min
x,u,t
{Θ|E[1[0,+∞)
(
θSMixCPFB (x
∗, u∗, t∗, ω)−Θ)] ≤ α}, (21)
where the indicator function 1[0,+∞)(·) is neither convex nor continuously differentiable at the
point 0. Even though the function θSMixCPFB (·) is convex and continuously differentiable, the
objective function (21) is non-smooth. If we use the indicator function in the objective func-
tion, difficulties occur when applying algorithms which are only viable for smooth objective
functions. Addressing this concern, the CVaR method will be considered, which undertakes
convex and continuously differentiable objective functions. It harmonises the incompatibility
between the satisfaction of infinite number of complementarity constraints and solvability of the
problems, as well as inherits convexity and continuous differentiability from the merit function
9
For a possible outcome set Ω, when the size of Ω equals 1, i.e. |Ω| = 1 (figure 1), we can easily find a solution
to the problem by using the merit function. When |Ω| increases to 2 (figure 2), the solution for the first case is
not longer suitable for both outcomes. As the size of |Ω| increases (figure 3), it become almost impossible to
find a solution to the problem which is suitable for all outcomes.
Figure 2: The minimum point of merit function varies θSMixCPFB as |Ω| increases
θSMixCPFB (x, u, t, ω). In the CVaR method, (θ
SMixCP
FB (x
∗, u∗, t∗, ω) − Θ) will be used as the “loss
function” to measure the “loss” of complementarity. It should be noted that, the higher the
value of the “loss function”, the more complementarity constraints of this stochastic comple-
mentarity problem are lost. We transform (20) into CVaR based objective function and then
construct the stochastic programming model in the following context.
Rewritting (21) as Value-at-Risk (VaR) to measure of the loss of complementarity:
V aRα
(
θSMixCPFB (x
∗, u∗, t∗, ω)−Θ) ≤ 0
VaR is a measure of complementarity loss defined in (7). However, the disadvantages of
using VaR as the measure of complementarity loss is significant: VaR is not consistent, because
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it is neither convex nor smooth [21]. On the other hand, CVaR (defined in (9)) has superior
mathematical properties than VaR, as it inherits continuous differentiability and convexity from
the merit function. Moreover, CVaR is a more conservative measure of complementarity loss
than VaR.
Theorem 3.1. If θSMixCPFB (x, u, t, ω) is continuously differentiable on I ⊆ Rk+`+1, then for any
0 < α < 1, the measure of complementarity loss CV aRα(θ
SMixCP
FB (x, u, t, ω)) is continuously
differentiable on R+.
Proof. Immediate from the continuous differentiability of θSMixCPFB (x, u, t, ω) and (9).
Theorem 3.2. If θSMixCPFB (x, u, t, ω) is convex on I ⊆ Rk+`+1, then for any 0 < α < 1, the
measure of complementarity loss CV aRα(θ
SMixCP
FB (x, u, t, ω)) is convex on I ⊆ Rk+`+1.
Proof. Suppose that θSMixCPFB (z, ω) is convex on I. Let z, z
′ ∈ I ⊆ Rk+`+1. Then we have
θSMixCPFB (λz + (1− λ)z′, ω) ≤ λθSMixCPFB (z, ω) + (1− λ)θSMixCPFB (z′, ω),
where λ ∈ [0, 1]. By the sub-additivity and homogeneity of CVaR, we have
CV aRα(θ(λz + (1− λ)z′, ω))
=
1
α
∫ α
0
V aRγ (θ(λz + (1− λ)z′, ω)) dγ
≤ 1
α
∫ α
0
V aRγ
(
λθSMixCPFB (z, ω) + (1− λ)θSMixCPFB (z′, ω)
)
dγ
≤ 1
α
∫ α
0
[
V aRγ
(
λθSMixCPFB (z, ω)
)
+ V aRγ
(
(1− λ)θSMixCPFB (z′, ω)
)]
dγ
=
λ
α
∫ α
0
V aRγ
(
θSMixCPFB (z, ω)
)
dγ +
1− λ
α
∫ α
0
V aRγ
(
θSMixCPFB (z
′, ω)
)
dγ
= λCV aRα(θ(z, ω)) + (1− λ)CV aRα(θ(z′, ω)).
Hence, CV aRα(θ
SMixCP
FB (x, u, t, ω)) is convex in z.
Definition 3.1. Suppose S1 (θ(x, ω)), S2 (θ(x, ω)) : Rn → I are two risk measures. Risk
measure S1 (θ(x, ω)) is said to be more conservative than risk measure S2 (θ(x, ω)) if
S1 (θ(x, ω)) ≥ S2 (θ(x, ω))
for all x ∈ Rn and ω ∈ Ω.
Proposition 3.5. For the problem SMixCP(F˜1, F˜2,Rk+, ω), CV aRα(x) is a more conservative
measure of complementarity loss than V aRα(x).
Proof. By definition (9) we have:
CV aRα
(
θSMixCPFB (x, u, t, ω)
)
=
1
α
∫ α
0
V aRτ
(
θSMixCPFB (x, u, t, ω)
)
dτ
= E[V aRτ
(
θSMixCPFB (x, u, t, ω)
) |0 ≤ τ ≤ α]
≥ min{V aRτ
(
θSMixCPFB (x, u, t, ω)
) |0 ≤ τ ≤ α}
= V aRα
(
θSMixCPFB (x, u, t, ω)
)
Hence, we have
CV aRα(θ
SMixCP
FB (x, u, t, ω)) ≥ V aRα(θSMixCPFB (x, u, t, ω)).
11
Reformulate the problem SMixCP(F˜1, F˜2,Rk+, ω) to the following CVaR based minimisation
problem:
min
(x,u,t)∈Rk+`+1
CV aRα(θ
SMixCP
FB (x, u, t, ω)), (22)
where
CV aRα(θ
SMixCP
FB (x, u, t, ω)) = α
−1
∫ α
0
V aRγ
(
θSMixCPFB (x, u, t, ω)
)
dγ,
and
V aRα(θ
SMixCP
FB ) = min{Θ|P [θSMixCPFB (x, u, t, ω) ≥ Θ] ≤ α}.
It means that a solution (x∗, u∗, t∗) to SMixCP should minimise the “loss” of complemen-
tarity from stochasticity.
Let
[t]+ := max{0, t},
ν(Θ,α)(x, u, t, ω) := Θ + α
−1[θSMixCPFB (x, u, t, ω)−Θ]+,
and define
Nα(x, u, t, ω,Θ) := E
[
ν(Θ,α)(x, u, t, ω)
]
= Θ + α−1E[θSMixCPFB (x, u, t, ω)−Θ]+.
Lemma 3.1. The problem (22) is equivalent to the following problem:
min
(x,u,t)∈Rk+`+1
Nα(x, u, t, ω,Θ∗) (23)
where Θ∗ is the optimal value satisfying:
Θ∗ ∈ arg inf
Θ∈R
{Nα(x, u, t, ω,Θ)} .
Proof. Immediate from the alternative definition of CVaR [22]:
CV aRα(θ
SMixCP
FB (x, u, t, ω)) := inf
Θ∈R
{
Θ + α−1E[θSMixCPFB (x, u, t, ω)−Θ]+
}
.]
Problem (23) is simplified from (22) because it does not contain integration, and inherits
convexity from the merit function θSMixCPFB (x, u, t, ω). However, since the presence of the operator
[·]+, the objective function in problem (23) is not smooth at the point 0. Using mathematical
techniques to smooth the objective function will be more convenient and applicable than directly
using semi-smooth algorithm to find the numerical solution. Four palmary smoothing functions
summarised by Chen and Harker [23] are provided as follows:
(i) Neural network smoothing function:
p(t, µ) = t+ µ log(1 + e−
t
µ ).
(ii) Interior point smoothing function:
p(t, µ) =
t+
√
t2 + 4µ
2
.
(iii) Auto-scaling interior point smoothing function:
p(t, µ) =
t+
√
t2 + 4µ2
2
+ µ.
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(iv) Chen-Harker-Kanzow-Smale (CHKS) smoothing function:
p(t, µ) =
t+
√
t2 + 4µ2
2
.
where µ ≥ 0 is the parameter of the approximation function p. It should be noted that:
lim
µ→+0
p(t, µ) = [t]+.
In this paper, we choose Chen-Harker-Kanzow-Smale (CHKS) smoothing function and de-
note:
[t]µ =
t+
√
t2 + 4µ2
2
.
We rewrite problem (23) as:
min
(x,u,t)∈Rk+`+1,Θ∈R
Nα(x, u, t, ω,Θ) = Θ + α−1E[θSMixCPFB (x, u, t, ω)−Θ]µ
The mathematical expectation is another difficulty that needs to be carefully treated. In
many instances, the mathematical expectation E[·] cannot be calculated with accuracy. A
common treatment is using the Sample Average Approximation (SAA) method, which is
based on the Law of large numbers. SAA method provides a persuasive result of measur-
ing an expectation value [3, 24]. If the distribution of the random vector ω is known, then
the Monte-Carlo approach can be used to generate a sample independently and identically
distributed (i.i.d.) {ω1, . . . , ωN} with the distribution of ω. Let {ω1, . . . , ωN} be an i.i.d.
sample set. The SAA method estimates the mathematical expectation E[θSMixCPFB (x, u, t, ω) −
Θ]µ using averaged value of all observations [θ
SMixCP
FB (x, u, t, ω
1) − Θ]µ, [θSMixCPFB (x, u, t, ω2) −
Θ]µ, . . . , [θ
SMixCP
FB (x, u, t, ω
N)−Θ]µ. That is,
NˆαN(x, u, t,Θ) := 1
N
N∑
i=1
Nα(x, u, t, ωi,Θ)
= Θ + α−1
1
N
N∑
i=1
[θSMixCPFB (x, u, t, ω
i)−Θ]µ.
Then, problem (23) becomes
min
(x,u,t)∈Rk+`+1,Θ∈R
Nˆα(x, u, t,Θ) = Θ + α−1 1N
N∑
i=1
[θSMixCPFB (x, u, t, ω
i)−Θ]µ
s.t. (x, u, t) ∈ Rk × R` × R, Θ ∈ R.
(24)
The gradient of Nˆα(x, u, t,Θ) is:
∇Nˆα(x, u, t,Θ) =
(∇x,u,tNα(x, u, t,Θ)
∇ΘNα(x, u, t,Θ)
)
where
∇x,u,tNˆα(x, u, t,Θ) = α−1 1
2N
N∑
j=1
1 + θSMixCPFB (x, u, t, ωj)−Θ√(
θSMixCPFB (x, u, t, ω
j)−Θ)2 + 4µ
A>j FSMixCPFB (x, u, t, ωj),
(25)
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Aj =
(
Da,j +Db,jA˜j Db,jB˜j
C˜j D˜j
)
, (26)
Da,j = diag
(
xi√
(xi)2+F˜ i1(x,u,t,ω
j)2
− 1) Db,j = diag( F˜ i1(x,u,t,ωj)√
(xi)2+F˜ i1(x,u,t,ω
j)2
− 1
)
, i = 1, . . . , k,
A˜j = A(ω
j), B˜j =
(
B(ωj) A(ωj)e
)
, C˜j =
(
tC(ωj) + ue>A(ωj)
0
)
,
D˜j =
([
A(ωj)(x+ te) +B(ωj)u+ p(ωj)
]>
eI + ue>B(ωj) + tD(ωj) C(ωj)x+ 2tC(ωj)e+ ue>A(ωj)e+D(ωj)u
−2u> 2t
)
,
and
∇ΘNˆα(x, u, t,Θ) = 1− α−1 1
N
N∑
j=1
1
2
+
θSMixCPFB (x, u, t, ω
j)−Θ
2
√
(θSMixCPFB (x, u, t, ω
j)−Θ)2 + 4µ
 . (27)
Since the objective function Nˆα(x, u, t,Θ) is continuously differentiable, Problem (24) can
be solved by finding some solutions (x∗, u∗, t∗,Θ∗) to
∇Nˆα(x, u, t,Θ) = 0. (28)
4 An algorithm
In the previous section, we have modified the SLCP(F,L, ω) to the problem (24) with a
convex and continuously differentiable objective function. Furthermore, the solution to the
SLCP(F,L, ω) can be obtained by finding some solutions (x∗, u∗, t∗,Θ∗) to equation (28). In
this section, an algorithm will be developed to solve (28). This algorithm contains Monte-Carlo
approach to generate i.i.d. random vector sample sets. We denote z = (x, u, t) ∈ Rm+1. Given
the tolerance r > 0, the stopping criterion is:
max
i
{∥∥∥∥∥∂N
(Nj ,µt)
α (x, u, t, ω,Θ)
∂z
∥∥∥∥∥
}
≤ r. (29)
for i = 1, . . . ,m+ 1. It is shown as follows:
Algorithm 3 (Line search smoothing SAA):
Input: initial point z0 = (x0, u0, t0) ∈ Rk×R`×R, Θ0 ∈ R, confidence level α, LM parameter
ν, the smoothing parameter µ, maximum iteration number jmax for j, kmax for k, the sequence
of sample set sizes N1 < N2 < · · · < Njmax , parameters of the approximation ν, µ, the tolerance
r > 0, ε > 0, and parameters for Wolfe conditions c1, c2 ∈ (0, 1).
Step 1: Set j = 1.
Step 2: Set the sample size N = Nj, and generate i.i.d samples {ω1, . . . , ωN}.
Step 3: If j > 1, and ‖zj − zj−1‖ < ε, Stop.
Step 4: Set k = 0, and y0 = z0.
Step 5: If either (29) or k = kmax, then set j = j + 1, zj = yk, and go to Step 3.
Step 6: Denote A¯j = 1N
∑Nj
i=1Ai, and find a direction dk ∈ Rk × R` × R such that
A¯j(yk)>FSMixCPFB (yk) +
[
A¯j>(yk)A¯j(yk) + µI
]
dk = 0. (30)
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If the system (30) is not solvable or if the condition
∇Nˆα(yk,Θ)>dk ≤ −r‖dk‖
is not satisfied, (re)set dk = −∇Nˆα(yk,Θ).
Step 7: Find step length sk ∈ R+ such that
Nˆα(yk + skdk,Θ) ≤ Nˆα(yk + skdk,Θ) + c1sk∇Nˆα(yk,Θ)>dk,
and
Nˆα(yk + skdk,Θ)>dk ≥ c2∇Nˆα(yk,Θ)>dk.
Step 8: Set yk+1 := yk + skdk and k := k + 1, go to Step 5.
Comment: This algorithm requires the Monte-Carlo approach to generate i.i.d. random
vector samples. If the values of Nj, j = 1, . . . , jmax are large, the algorithm is anticipated to
be more accurate, but it will sacrifice time and computing power. On the other hand, if the
value of Nj’s are small, the costs of finding result is decreased, but the accuracy of the solution
is sacrificed.
5 A numerical example
This section illustrates a numerical example for the stochastic ESOCLCP. Denote by L(3, 2)
an extended second order cone in R(3+2). Let x ∈ R3 and u ∈ R2 be two real vectors. Denote
z = ( xu ) ∈ R3+2, zˆ = ( x−‖u‖u ) ∈ R3+2, and z˜ =
(
x−t
u
t
)
∈ R3+2+1.
A stochastic ESOCLCP defined by the extended second order cone L(3, 2) and a stochastic
linear function F (x, u, ω) = T (ω) ( xu ) + r(ω) is:
SLCP (T (ω), r(ω), L(3, 2))
{
Find x ∈ L(3, 2), such that
T (ω)x+ r(ω) ≥ 0, x>(T (ω)x+ r(ω)) = 0, ω ∈ Ω, a.s.,
where
T =
(
A B
C D
)
=

41 + ω1 −3 −31 18 19
28 22 −33 25 −29
−23 −29 11 −21 −43
−9 −31 −20 + 2ω2 −12 47
−8 46 50 −22 21
 ,
with A ∈ R3×3, B ∈ R3×2, C ∈ R2×3 and D ∈ R2×2; and
r =
(
p
q
)
=

−26
4− ω3
23
44
−19
 ,
with p ∈ R3, q ∈ R2. ω = (ω1, ω2, ω3)> ∈ Ω is a stochastic vector with i.i.d. random variables
ωi ∼ N(0, 1) for all i = 1, 2, 3. Again it is easy to verify that square matrices T, A and D are
nonsingular for all ωi ∈ R, i = 1, 2, 3.
By using Corollary 3.1, we reformulate SLCP (T (ω), r(ω), L(3, 2)) to the following SMixCP
defined by F˜1, F˜2, and R3+:
SMixCP(F˜1, F˜2,R
3
+, ω) :
{
Find
(
x
u
t
)
∈ R3+2+1, such that
F˜2(x, u, t, ω) = 0, and (x, F˜1(x, u, t, ω)) ∈ C(R3+), ω ∈ Ω, a.s.
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where
F˜1(x, u, t, ω) = A(ω)(x+ te) +B(ω)u+ p(ω)
and
F˜2(x, u, t, ω) =
( (
tC(ω) + ue>A(ω)
)
(x+ te) + ue>(B(ω)u+ p(ω)) + t(D(ω)u+ q(ω))
t2 − ‖u‖2
)
.
We will convert this to the form of (24) and then (28). Given α = 0.05, we rewrite problem
(24) as:
min
(x,u,t)∈R3+2+1,Θ∈R
Θ + 0.05−1
1
N
N∑
i=1
[θSMixCPFB (x, u, t, ω
i)−Θ]µ,
where
θSMixCPFB (x, u, t, ω) =
1
2
3∑
i=1
ψ2
(
xi, F˜
i
1(x, u, t, ω)
)
+
1
2
2∑
j=1
F˜ j2 (x, u, t, ω).
Since the distribution of the random vector ω is known, we use the Monte Carlo (MC)
method to simulate jmax sample sets with number of observation N1, N2, . . . , Njmax . The solu-
tions are shown in the following table:
j Nj (x, u)
> F (x, u, ω)>
1 10 (1.537, 0.273, 1.060, 0.136, -0.262) (0.784, 29.054, -0.194, -13.466, 25.803)
2 100 (1.542, 0.263, 1.058, 0.127, -0.253) (1.093, 28.552, -0.214, -12.609, 25.544)
3 1000 (1.549, 0.257, 1.060, 0.122, -0.252) (1.277, 28.397, -0.162, -12.418, 25.477)
4 10000 (1.548, 0.262, 1.060, 0.125, -0.254) (1.215, 28.605, -0.204, -12.701, 25.578)
5 100000 (1.546, 0.261, 1.059, 0.125, -0.254) (1.186, 28.587, -0.176, -12.643, 25.516)
6 1000000 (1.546, 0.261, 1.059, 0.124, -0.254) (1.200, 28.566, -0.177, -12.617, 25.514)
j Nj Run time(s) Average loss of complementarity Value of threshold Θ
1 10 0.090439 0.347 0.063
2 100 0.696431 0.893 0.095
3 1000 5.202383 1.179 0.090
4 10000 39.39705 1.060 0.087
5 100000 553.4596 1.054 0.088
6 1000000 4759.294 1.073 0.089
Note: The first table shows the solution of SLCP (T (ω), r(ω), L(3, 2)) and the value of the
function F (x, u, ω)> with respect to different value of N . The value of solution does not variate
significantly, while the value of the function differs but converges to around 1.200 as the value of
N increase. The second table shows the Run time(s), average loss of complementarity, and the
value of threshold. The run time increases significantly as the value N increases. On the other
hand, the average loss of complementarity and the value of threshold remains relative constant
no matter what change to the value of N .
Table 1: The result of numerical example
The average loss of complementarity (ALoC) is calculated by:
ALoC =
1
Nj
Nj∑
i=1
‖(x, u)>F (x, u, ωi)‖.
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As it is shown in the table above, by the cost of increased run time, the dispersion of solution
reduced as the number of iteration Nj increases. However, increasing the number of iteration
Nj does not decrease neither the value of the threshold Θ nor the ALoC.
6 Conclusion and comments
In this paper, we studied the stochastic linear complementarity problems on extended second
order cones (stochastic ESOCLCP) that are stochastic extensions of ESOCLCP included in
our previous paper [?]. We used Corollary 3.1, which states the equivalent conversion from a
stochastic ESOCLCP to a stochastic mixed complementarity problem on nonegative orthant
(SMixCP). Enlightened by the idea from [5], we introduce the CVaR method to measure the loss
of complementarity in the stochastic case. The merit function (18) is not required to equal zero
almost surely for all ω ∈ Ω. Instead, a CVaR - based minimisation problem (22) is introduced
to obtain a solution which is “good enough” for the complementarity requirement of the original
SMixCP. For solving the CVaR - based minimisation problem derived from the original SMixCP,
smoothing function and sample average approximation methods are introduced and finally
converted to the form in (24). Finally, a line search smoothing SAA algorithm is provided
for finding the solution to this CVaR-based minimisation problem and it is illustrated by a
numerical example.
Stochastic methods on complementarity problems were pioneered by Chen and Fukushima
[1], who introduced the idea of square norm of the merit function which is still commonly used.
However, this approach led to non-convexity and consequently increased the difficulty of solving
ESOCLCP by algorithms. Our algorithm introduced in the previous section only guarantees
finding a stationary point rather than a solution to the problem. We believe that the results
in this paper will remain valid and further improved under strong convexity assumptions. This
question will be a topic of future research.
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