Discrete continuation method (DCM) is a widely used homotopy method to solve optimal control problems. Starting from auxiliary problem, DCM monotonously varies homotopy parameter until the objective problem is solved. However, DCM often fails when the initially and manually defined homotopy path exists limit points or goes off to infinity. In this paper, a novel homotopy method, called TFC homotopy method, is presented to enhance DCM performance in aspect of homotopy function construction. Firstly, Theory of Functional Connections (TFC) is introduced and TFC homotopy function is established, which implicitly defines infinite homotopy paths that connect the auxiliary problem with the objective problem for the first time in literature. Secondly, a novel two-layer path tracking method is designed. DCM is used in the first layer and the second layer is triggered when unfavorable situations are met, then another feasible homotopy path is found by solving an optimization problem and tracked by DCM. Compared with pseudo-arclength method (PAM), TFC homotopy method remains the simplicity of DCM method while owing its capability of flexible path switching. Multiple simulations are conducted against PAM, illustrating the effectiveness of the proposed method.
Introduction
Nonlinear optimal control (NOC) problems have long been challenge tasks to be solved. Typically, there are two types of methods, categorized as direct and indirect methods, for solving optimal control problems. With respect to direct methods, the original continuous infinite dimensional problem is converted into a finite dimensional nonlinear programming problem [1] . Unlike direct methods, through transforming the original problem to a two-point boundary value problem by first-order optimality conditions, indirect methods solves NOC as a root-finding problem, the solution of which is guaranteed to be a least extremal [2] . However, indirect methods reveal high sensitivity to initial guess solutions. Improving robustness of indirect methods receives increasing attention.
Homotopy method has been witnessed as an effective toolkit to tackle this challenge issue, and it has been applied to various problems with highsensitive and nonlinear systems (for instance see Refs. [3, 4, 5, 6, 7] ). The philosophy of homotopy method consists in finding a solution to the objective problem by solving a series of intermediate problems that deform continuously from the auxiliary problem to the objective problem [8] . There are two steps for designing an effective homotopy method. The first step is to define manually an auxiliary problem that is easy to be solved, and further construct an homotopy function mainly based on human empirical knowledge. Then the second step is to design a numerical algorithm to track the implicitly defined homotopy path that is consisted of solutions to intermediate problems.
There are mainly two types of path tracking strategies, i.e., the piecewiselinear (PL) continuation methods and predictor-corrector (PC) continuation methods [8] . PL methods follow the path by building a piecewise linear approximation of the homotopy path. The search space is subdivided into cells, and the approximation is achieved by finding the solution at faces of cells [9] . PL methods poses less requirements on underlying equations, but they are slower and less efficient for high-dimensional systems compared with PC methods [8] . PC methods try to track the path through prediction and correction stages. The simplest and most commonly used PC method is the discrete continuation method (DCM) [8] which monotonously varies homotopy parameter, and at each step, the related intermediate problem is solved using the solution corresponding to the previous problem as prediction. DCM is straightforward and easy to implement in engineering, but it may fail when the implicitly defined path encounters unfavorable conditions such as limit points where Jacobian matrix is ill-conditioned, or the path goes off to infinity [10] . This is more likely to happen for the complex system dynamics, where empirical knowledge is not enough to construct a proper homotopy function. One enhanced PC method that can pass limit points is the so-called pseudo-arclength method (PAM) [8] . By reversing the homotopy parameter variation direction and arguing Jacobian matrix, this tracking method can pass limit points since the argumented Jacobian matrix is normal matrix in most cases [8] . Ref. [11] proposed the method that uses hyperspheres instead of hyperplanes to simplify PAM algorithm complexity. Recently, the monolithic homotopy method was proposed that integrates a predictor and corrector into a single component [12] . Later, this method was improved using higher derivative information [13] . Compared with DCM, PAM has a broader convergent domain, but its implementation is much more complex for practical applications [11] . Besides, when the homotopy path, predefined by homotopy function, goes off to infinity or returns to a solution of the auxiliary problem, PAM still fails to converge [14] .
In order to enhance performance of homotopy methods, some variations of homotopy methods have been proposed in aspect of homotopy function construction. Ref. [15] investigates the application of homotopy method to solve bang-bang control problems. By embedding a term depending on homotopy parameter, such as quadratic penalty and logarithmic barrier, into performance index, the continuous control is formed, and the convergent domain of shooting method is expanded. The similar strategies using quadratic term [16] , logarithmic barrier [17] and power homotopy method [4] are applied to practical problems. Ref. [18] proposed the homotopy function that combines the traditional Newton homotopy function and fixed-point homotopy function. Ref. [19] found out all isolated solutions of the cyclic-n polynomial equations using polyhedral homotopy method. Ref. [20] proposed the Newton homotopy method with adjustable auxiliary function to overcome drawback of Newton's method. Ref. [10] proposed the double-homotopy method with two-layer homotopy functions to construct discontinuous homotopy path, which is only valid under the assumption that multiple branches of homotopy path always exist at specific homotopic parameter [21] . Homotopy methods from control point of view were investigated by applying Lyapunov theory in Refs. [22, 23] . However, existing homotopy functions implicitly define one or few homotopy path that starts from a solution of an auxiliary problem to a solution of the objective problem, in which case the success of homotopy method still highly relies on empirical knowledge. Also, the singularity of Jacobian matrix is seldom considered in homotopy function construction. These drawbacks restrict their effectiveness for wide applications, which requires further exploration.
In this work, a novel homotopy method, called TFC homotopy method, is presented. Theory of Connections (ToC) is a recently developed mathematical technique which investigates the arbitrary connections between points [24] . It has been applied to various problems [25] , e.g., solving linear and nonlinear differential equations [26, 27] , estimating the solutions of partial differential equations by combining neural networks with ToC [28] and designing lunar landing guidance scheme [29] . Most recently, this theory is also extended to the functional domain [30, 31] , called Theroy of Functional Connections (TFC), which has been applied to improve the machine learning algorithm [32] and solve nonlinear programming problems with equal constraints [33] . Inspired by the similarity between homotopy concept and TFC, the combination of traditional DCM method and TFC is investigated, to improve the DCM performance. Firstly, TFC homotopy function is established which applies TFC to establish the constrained function for the case with boundary conditions, and embeds state-dependent basis functions into constrained function. The embedded state-dependent basis functions allows to regularize the Jacobian matrix by weights selection. Unlike existing homotopy functions, TFC homotopy function implicitly defines infinite path connections between the auxiliary problem and objective problem for the first time in literature, opening the gate to enhance the algorithm performance by designing strategy of phase space exploration. Secondly, a two-layer tracking algorithm is designed. In first layer, DCM is used to track the current implicitly defined homotopy path. The second layer is triggered when a limit point is encountered or the path exceeds certain threshold. In second layer, the aim is to find and switch to another feasible homotopy path, by establishing and solving an optimization problem where the cost function is inspired by the reward function used in reinforcement learning [34] . Then DCM is used again to track the new homotopy path. This process continues until the solution of original problem is found. Compared with PAM which tracks the same homotopy path, TFC homotopy method remains the easy implementation of DCM, while enables it with flexible path switching. Multiple numerical examples illustrate the effectiveness of proposed TFC homotopy method.
Fundamentals of Homotopy Methods
In this section, the fundamental of homotopy method is depicted, including commonly used homotopy functions and path tracking methods.
Homotopy function
Consider the following root-finding problem
where x ∈ ℜ n is independent variable to be solved and F ∈ ℜ n → ℜ n is the mapping function, respectively. Newton's method is a widely used numerical method to solve such problem. However, it fails if the initial guess solution locates beyond its narrow convergent domain, or singular points are encountered during iteration, which has a high possibility to happen for high-sensitive and nonlinear systems. Homotopy method is an effective method to solve difficult root-finding and optimization problems, for which a prior knowledge is not available to find a good initial guess [8] . To solve Eq. (1), one may define a homotopy or deformation function Γ(κ, x) : ℜ × ℜ n → ℜ n such that
where κ ∈ [0, 1] is called homotopy parameter, G(x) : ℜ n → ℜ n is the user defined auxiliary problem that is easily to be solved. The convex homotopy function is the commonly used form of homotopy function, as
Based on different choices of G(x) function, the following three types of homotopy methods are widely used in literature [18] :
where x 0 is an initial guess solution and A ∈ ℜ n×n is the full rank matrix. The homotopy function implicitly defines a unique one-dimensional curve θ ∈ J → c(θ) ∈ Γ −1 (0) for some open interval J started from the initial solution x 0 , which contains points that satisfy the consistency condition Γ(κ, x) = 0 [8] . The traced solution curve in ℜ n+1 space is called homotopy path or zero curve. Homotopy paths starting from κ = 0 are summarized in Fig. 1 , as [35] The homotopy method attempts to trace the homotopy path starting from (0, x 0 ) to (1, x * ). If this succeeds, one root of Eq. (1) will be found. The necessary conditions for the existence of such homotopy path are given by probability-one homotopy theory [35, 36] , based on differential geometry concepts. Here the transversality is defined as [35] Definition 1. Let U ⊂ ℜ m and V ⊂ ℜ p be open sets, and let ρ:
The parametrized Sard's theorem [36] is stated as
is also transversal to zero.
The parametrized Sard's theorem indicates that for almost all a ∈ ℜ m , the zero set of ρ a consists of smooth, nonintersecting curves. The existence of successful homotopy path is guaranteed by the following theorem [35] 
is invertible, then the curve c has finite arc length.
The commonly used homotopy function is constructed by fixing a during the whole continuation procedure. For example, for fixed-point homotopy function, the selection of a is equal to selection of x 0 . However, the success of homotopy path will then highly rely on empirical knowledge. Remark 1. The homotopy algorithm satisfying hypotheses of Theorem 2 is called a globally convergent probability-one homotopy [35] . Unfortunately, it is still an open problem to design probability-one homotopy algorithm for general applications. Theorem 2 provides the guide for robust homotopy algorithm design.
Path tracking methods
Once the homotopy function is defined, the next task is to track its implicitly defined path. Two PC methods are reviewed, i.e., discrete continuation method (DCM) and pseudo-arclength method (PAM). DCM tries to solve Γ(κ, x) = 0 with monotonous variation of κ [9] . As shown in path using the former solution as initial guess. This process is continued until κ = 1 is reached. DCM is simple and easy to implement, but it often fails when the solution curve encounters limit points or the path goes off to infinity. Limit points are one kind of singular points where the Jacobian matrix Γ x (κ, x) is ill-conditioned, and DCM cannot continue by monotonous varying κ [37] . Another type of singular points are bifurcation points at which homotopy path branch emanates [37] . Bifurcation points are not considered in this work as the homotopy path exists by monotonous varying κ [8] . DCM is the simpliest homotopy method, but it can only succeed for homotopy path of Type 1.
PAM provides a strategy to pass limit points. Suppose that a solution point (κ i , x i ) satisfies consistency condition, and its unit tangent direction (κ i ,x i ) where the hat is the derivative w.r.t the arclength s, is known. In order to find the next solution point (κ i+1 , x i+1 ), the following augmented system is to be solved
The orientation of traversing is determined by the augmented Jacobian matrix corresponding to the augmented system Eq. (5), as
The graphical interpretation of pseudo-arclength method to pass a limit point.
PAM is effective as the augmented Jacobian matrix is regular for all s ∈ J, permitting the increasing or decreasing of κ. The graphical interpretation of PAM to pass a limit point is shown in Fig. 3 . When a limit point is approached, PAM attempts to continue the solution curve by predicting the solution along the tangent direction, and refining the solution until Eq. (5) is solved. Geometrically, the solution curve continues on the opposite κ direction.
PAM can elegantly satisfy condition 1 in Theorem 2, but it still fails for type 3-5 of homotopy paths. Compared with DCM, PAM has broader convergent domain, but it is more complex to implement [11] . Based on the observation that the convergent problem of PAM is not arose from path tracing algorithm design, but from the improperly path defined by homotopy function, it is promising to improve DCM performance in aspect of homotopy function construction.
TFC homotopy method
In this section, TFC homotopy method is elaborated in detail. The basic idea of ToC and TFC are described firstly, then TFC homotopy function established. Based on TFC homotopy function, a two-layer TFC homotopy tracking method is further designed.
TFC homotopy function
ToC mainly investigates the arbitrary connections between points, through constructing a constrained function expressed in terms of an auxiliary function [24, 30] . It has the property that no matter what the auxiliary function is selected, the constrained function always satisfies prescribed set of constraints. Take a scalar constrained function as an example
where f (η) and g(η) are called constrained function and auxiliary function respectively, η ∈ [η 0 , η f ] is the independent variable and (·) ′ is the derivation w.r.t η. It is easy to verify that Eq. (7) has the property that no matter what g(η) is selected, it always satisfies f (η = η 0 ) = f 0 and f ′ (η = η 0 ) = f ′ 0 . The constrained function is the generalization of interpolation formulae, on that this kind of expression is not the interpolating expression for a class of functions, but for all functions [24] .
Consider multiple-dimensional case with the following boundary conditions
where y ∈ ℜ n . The general way to yield the constrained function y(η) for boundary conditions of (8) is firstly assume that [24] y(η) = g(η)
where c i ∈ ℜ n is the constant vector needed to be solved, and p i (η) ∈ ℜ n×n is the selected matrix with each element as a function of η. Substituting Eq. (8) into Eq. (9) yields
where
The selection of function matrix p i (η) should ensure the existence of Eq. (11). Substituting Eq. (10) into Eq. (9) yields the general form of constrained function as
The constrained function Eq. (12) defines arbitrary connection paths between two vectors at the boundary due to infinite possible choices of g(η) function. The Theory of Functional Connections (TFC) extends the idea to construct the constrained function on functional domain [30] . Similarly, from geometrical point of view, the homotopy function defines the deformation between two functions at the boundary, i.e., the homotopy function should satisfy Eq. (2) [35] . Thus, the extension of constrained function to the homotopy function is natural.
Replacing y(η), y 0 and y f in Eq. (12) by Γ(η, x), G(x) and F (x) respectively, yields
The homotopy parameter κ ∈ [0, 1] is commonly used in homotopy method design, the linear relationship of which with η is
In this work, g(η) is expressed by the combination of basis functions with corresponding weights, expressed as
where h(η) ∈ ℜ m is the vector consisted of basis functions, and α ∈ ℜ m×n is the corresponding weight. Substituting Eq. (14) and Eq. (15) into Eq. (13) yields
Notice that Γ(α, κ, x) in Eq. (16) is not only dependent on κ and x, but also dependent on the free parameter α. Consider that the latter part of Eq. (16) is still only dependent on κ and x, it can be replaced by user defined homotopy function Γ 0 (κ, x), as
In order to satisfy the transversal condition in Theorem 2, the statedependent basis function is embedded into Eq. (17), as (18) gives a general form of ToC homotopy function. The definition of TFC homotopy function proposed in this paper is given below:
is called TFC homotopy function if it automatically satisfies the boundary condition
regardless of ε selection.
Remark 2. Let vec be an operator that converts the matrix into a column vector, and denote α col = vec(α) ∈ ℜ mn . Then
Thus, α can be seen as a column vector in U set.
Compared with traditional homotopy function construction, Γ(α, κ, x) is a special kind of ρ(a, κ, x) function. Here, the a vector in ρ(a, κ, x) is divided into two parts. One determines the auxiliary problem or other parameters that are fixed during continuation procedure. The other is the selection of α in Γ(α, κ, x), which can vary without affecting boundary condition Eq. (2). TFC homotopy function implicitly defines infinite homotopy paths because of infinite selection of α. Thus it provides the opportunity to remedy the initially improper defined path, by finding and switching to different homotopy paths.
Taking the derivative of Eq. (18) w.r.t x yields
In PAM, Jacobian matrix is regularized by arguing the Jacobian matrix. On the other hand, in TFC homotopy method, the Jacobian matrix can be regularized by α selection thanks to the state-dependent basis function embedded in the TFC homotopy function. However, how to select α to ensure the regular Γ(κ, x) still needs to explore. Since α ⊤ Γ α (κ, x) is directly affected by α selection, the regularity of α ⊤ Γ α (κ, x) is preferred. The following lemma gives the criteria to select m. Lemma 1. Suppose matrix A ∈ ℜ p×p is the product of matrix B ∈ ℜ p×q and C ∈ ℜ q×p , i.e., A = BC. If q > p, then A is invertible.
Proof: Consider the linear equation
if q > p, the number of equations is less than that of unknowns, thus there exists nonzero solutionx such that
then
thus matrix A is invertible.
According to Lemma 1, there should exists m ≥ n. Notice that the reverse of Lemma 1 is false, inferring that m ≥ n cannot ensure the regularity of α ⊤ Γ α (κ, x) for arbitrary α. Also, the regularity of Γ(κ, x) cannot be ensured even for regularized α ⊤ Γ α (κ, x). However, the method can still be effective since there are more freedom of dimensions for α selection to avoid singular Jacobian matrix. The selection of h(κ, x) should avoid zero elements for the possible values of x. Non-zero functions such as exponential functions are preferred to construct the elements of h(κ, x). Also, the normalization of dynamical system is necessary to improve computational efficiency.
The concrete form of TFC homotopy function is dependent on the choice of p i function. Denote τ = e η 0 −η f , the following three examples are given 1. For p 1 = I and p 2 = ηI
The selection of h(κ, x) should also consider the discrete form of TFC homotopy function. For Eqs. (26)- (28) , the element of h(κ, x) which is linear w.r.t κ will result in 0 in the corresponding element of Γ α (κ, x), thus h(κ, x) should be nonlinear w.r.t κ.
A Two-Layer Path Tracking Method
From dynamical point of view, a limit point splits the homotopy path into stable and unstable portions [38] , signifying a change in the dynamical stability. When κ is decreasing, the dynamics are unstable and the homotopy path cannot reach the solution [39] . PAM fails if another limit point cannot be encountered, which may lead to the failed paths of Type 3 and 4. In proposed TFC homotopy method, the monotonous variation of κ in DCM is remained. The idea is to and and switch to another feasible homotopy path when unfavorable situations are met, by exploring advantages of TFC homotopy function.
For ease of explanation, Eq. (18) is rewritten as
where α j is the unknowns to be solved, which determines the new homotopy path with its initial value as 0. α j−1 is known and solved by previous optimization step.Γ 0 (α j−1 , κ, x) is the homotopy function which defines the current homotopy path. Suppose that a limit point is met at κ L , and the corresponding solution is denoted as x L , the next solution at κ L + ∆κ near x L for current homotopy path with α j = 0 does not exist. However, TFC homotopy function provides the opportunity to proceed the solution curve by varying α j and x L at the same time, allowing to find a new solution point in a broader domain. In this work, a two-layer path tracking algorithm which combines DCM with TFC homotopy function is proposed. In the first layer, DCM is implemented to track the homotopy path. When unfavorable situations are encountered, the second layer is triggered to find another feasible homotopy path, and then DCM is used again to track the new homotopy path until a solution is found. As more variables are required to be determined, an optimization problem is preferred to be established and solved in the second layer. The main objective is to restart DCM easily with certain feasibility of the new homotopy path. The setting of performance index is inspired by the reward function used in reinforcement learning [34] , i.e., the future effects are considered, in order to increase the feasibility of the new homotopy path. Denote χ = [vec(α j ), x] ∈ ℜ (m+1)n as the optimization variable, the performance index is set to be
where γ i is a weight factor, representing the importance of distant solution points on the calculation of the new homotopy path. N is the number of distant solution points considered, andκ = min(κ L + iζ∆κ, 1) where ζ denotes the horizon. The equal constraint is
which is set to enforce consistency condition to be satisfied at κ L + ∆κ, but not κ L because consistency condition is already satisfied at κ = κ L on current homotopy path.
Once the optimization problem is solved, a new homotopy path will be found and tracked. Otherwise, ∆κ is reduced and the optimization is conducted again. The comparison between TFC homotopy method with PAM in aspect of passing a limit point is shown in Fig. 4 . PAM tracks the homotopy path defined by the same homotopy function resulted in the reversion of κ direction. On the other hand, TFC homotopy method tracks the new homotopy path with same κ direction, by solving optimization problem Eqs. (30) and (31) . Since the initial homotpy path highly relies on human empirical knowledge, the proposed method can reduce the dependence by searching new homotopy paths autonomously.
Apart from dealing with the convergent problem caused by limit points, homotopy path of Type 5 in Fig. 1 is also considered, where the homotopy path tends to be infinite without encountering a limit point. In this case, a threshold T h should be given in advance. However, a proper threshold is hard to be given since the lack of system information. The strategy proposed is illustrated in Fig. 5 . Firstly, a conservative T h is given in advance. Once the Successful Case Figure 5 : The strategy of ToC homotopy method when homotopy path tends to be infinite without encountering a limit point.
homotopy path crosses the threshold line, the second layer of TFC homotopy method is triggered to attempt to find another path. Since discrete solution points are stored on homotopy path, the solution point which is near but does not pass the threshold line is used as initial guess. If the new homotopy path exceeds T h (the failed case 1 in Fig. 5 ) or the optimization cannot converge to a new solution (the failed case 2 in Fig. 5 ), the half of threshold line is tried for optimization, until a new feasible path is founded. In Fig. 5 , the new path is found by the optimization using T h /4.
Numerical Demonstration
In this section, multiple numerical examples are conducted against PAM to show the effectiveness of TFC homotopy method. The discrete TFC homotopy function Eq. (26) is used for simulations. The shooting problem is solved by MATLAB command fsolve, and the optimization problem is solved by the interior-point method embedded in MATLAB command fmincon. Tol-Fun and TolX are set to be 1e − 12 for fsolve and fmincon. All of the test cases have been performed on MATLAB R2019b with Intel Core i7-9750H CPU @ 2.60 GHz, Windows 10 system. The parameters in performance index setting are γ = 0.5, ζ = 15 and N = 2. The limit point is supposed to be encountered when the shooting problem is failed to be solved after 3 times, with each time half of ∆κ is used.
Algebraic Root-finding Problem
The following root-finding problem with two-dimensional algebraic equation is considered [40] F (x 1 ,
where a = 4, b = 2, c = 1. The initial problem is set to be
The state-dependent basis function h α is selected to be
and ∆κ = 0.01. In [40] , the author asserts that if the initial condition locates inside the circle (x 1 + 1) 2 + x 2 2 = 1, fixed-point homotopy will fail to find the solution. The simulation comparison using TFC homotopy method, and fixed-point homotopy function with PAM tracking method is shown in Fig. 6 . Fixedpoint homotopy method fails to converge and the corresponding homotopy path goes off to infinity. On the other hand, the second-layer of TFC homotopy method is triggered when the initially defined homotopy path encounters singularity. TFC homotopy method successfully remedies the failed path and finds another homotopy path which converges to the solution.
Nonlinear Optimal Control Problem
In this section, two NOC examples where unfavorable situations happen are simulated to test algorithm performance. In these two cases, the homotopy from linear dynamics to nonlinear dynamics is considered.
NOC Example 1
Consider the dynamical systeṁ the performance index is set to be
the initial and terminal time are set be t 0 = 0 and t f = 1, and the boundary conditions are set to be x 0 = [−1, −1] ⊤ and x f = [0, 0] ⊤ , respectively. The homotopy parameter κ is imbedded into the dynamics aṡ
When κ = 0, the system is linear which is easy to be solved. Based on optimal control theory [2] , the Euler-Lagrange equations arė
In this example, the state-dependent basis function h α is selected to be
and ∆κ = 0.005. The simulation results are shown in Fig.7 , where the comparison on the homotopy paths for PAM and TFC homotopy methods is shown in Fig. 7a , and the optimal trajectory is shown in Fig. 7b. In Fig. 7a , the initially defined homotopy path which traced by PAM method meets a limit point. Even though PAM can pass this limit point, but it cannot find the solution. In fact, PAM cannot find another solution to auxiliary problem as well, and it traces the same path backward to the starting point. On the other hand, TFC homotopy method successfully searched another feasible homotopy path when the limit point is encountered. The solution found by the proposed TFC homotopy method is [λ * 1 (t 0 ), λ * 2 (t 0 )] = [0.4728, −0.0739].
NOC Example 2
Consider the nonlinear dynamical system in Ref. [10] ,
The fixed-time energy optimal problem is considered with ∆κ = 0.001. The performance index is set to be
the initial and terminal time are set to be t 0 = 0 and t f = 5, and the boundary conditions are set to be x 0 = [0, −1.3, −1.3] T and x f = [0, 0, 0] T , respectively. The homotopy parameter κ is embedded into the dynamics aṡ
The Hamiltonian function reads
The Euler-Lagrange equations arė
When κ = 0, the system is linear which is easy to be solved. The statedependent basis function h α is selected to be
The simulation results are shown in Fig.8 , where the homotopy paths comparison using PAM and TFC homotopy method is shown in Fig. 8a , the zoom-in figure which depicts the path switching is shown in Fig. 8b and the optimal trajectory is shown in Fig.8c . In this example, the initially defined homotopy path has one limit point and then it tends to infinity. TFC homotopy method can remedy the failed initial homotopy path and converge to a solution. The converged solution is [λ * 1 (t 0 ), λ * 2 (t 0 ), λ * 3 (t 0 )] = [0.0278, −1.5973, −0.5908].
Elastic Rod Problem
This example is the one of which the homotopy path goes to infinity without encountering limit points. The cantilever beam problem, which is to find the position (a, b) of the tip of the rod given the forces Q, has a closedform solution in terms of elliptic integrals. The inverse problem, where the a, b, c are specified and Q, P, M are to be determined, has no similar closedform solution, which is nonlinear and difficult to be solved [41] . The inverse problem is solved in this section. T h are set to be 100. The dynamical equations areẋ = cos θ y = sin θ θ = Qx − P y + M 
where v 0 is the initial guess solution. The parameters are set to be a = 0, b = 2π, c = π and v 0 = [0, 0, 1.85]. In this case, the solution is known, as v * = [0, 0, π] [42] . The Jacobian matrix of Eq. (48) w.r.t v is calculated using finite difference method. The state-dependent basis function h α is selected to be
and ∆κ = 0.001. The simulation results are shown in Fig. 9 , where the homotopy paths solved by fixed-point homotopy function with PAM method, and the proposed homotopy function are shown in Fig. 9a , and the zoom-in homotopy paths at the final path is shown in Fig. 9b . As shown in Fig. 9b , the failed homotopy path is obtained for the first-time optimization, which corresponds to case 1 in Fig. 5 . Then the threshold is halved and the optimization is tried again, which results in a successful homotopy path.
Conclusion
DCM is a commonly used homotopy method to solve engineering problems. However, DCM fails if the implicitly homotopy path is defined improperly based on empirical knowledge. In this work, the so-called TFC homotopy method, inspired by Theory of Functional Connections, is presented to give a systematic strategy to remedy the failed homotopy path in aspect of homotopy function construction. Several examples simulated to demonstrate the effectiveness of proposed method. Future work will investigate further the convergent property of the proposed method.
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