Abstract-Tweakable enciphering schemes are length-preserving block cipher modes of operation that provide a strong pseudorandom permutation. It has been suggested that these schemes can be used as the main building blocks for achieving in-place disk encryption. In the past few years, there has been an intense research activity toward constructing secure and efficient tweakable enciphering schemes. But actual experimental performance data of these newly proposed schemes are yet to be reported. In this paper, we present optimized FPGA implementations of six tweakable enciphering schemes, namely, HCH, HCTR, XCB, EME, HEH, and TET, using a 128-bit AES core as the underlying block cipher. We report the performance timings of these modes when using both pipelined and sequential AES structures. The universal polynomial hash function included in the specification of HCH, HCHfp (a variant of HCH), HCTR, XCB, TET, and HEH was implemented using a Karatsuba multiplier as the main building block. We provide detailed algorithm analysis of each of the schemes trying to exploit their inherent parallelism as much as possible. Our experiments show that a sequential AES core is not an attractive option for the design of these modes as it leads to rather poor throughput. In contrast, according to our place-and-route results on a Xilinx Virtex 4 FPGA, our designs achieve a throughput of 3.95 Gbps for HEH when using an encryption/decryption pipelined AES core, and a throughput of 5.71 Gbps for EME when using a encryption-only pipeline AES core. The performance results reported in this paper provide experimental evidence that hardware implementations of tweakable enciphering schemes can actually match and even outperform the data rates achieved by state-of-the-art disk controllers, thus showing that they might be used for achieving provably secure in-place hard disk encryption.
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INTRODUCTION
T HE security of data stored in bulk storage devices like hard disks of laptop and desktop computers, flash memories, and a variety of small mobile devices is an important issue of today. Particularly, the problem of lost/ stolen laptops is especially acute, as an ever increasing number of losses are reported everyday. It has been estimated that the laptop loss rates are around two percent per year [11] , which signifies that an organization with 100,000 laptops may lose on average several of them per day. A stolen laptop amounts to the loss of the hardware and the data stored in it. But what is of more severe consequence is that sensitive information gets into the hands of an unwanted person who can potentially cause much greater damage than the one incurred by the mere physical loss of the hardware and the data. A possible countermeasure of this important problem is to encrypt the data being written in the hard disk. Although there exist numerous encryption schemes meant for varied scenarios, this special application brings with it specific design problems which cannot be readily solved by traditional encryption schemes.
It has been argued that the best solution to this issue would be a hardware-based scheme, where the encryption algorithm resides in the disk controller, which has access to the disk sectors but has no knowledge about the high-level logical partitions of the disk, such as files and directories, which are maintained by the operating system. Under this scenario, the disk controller encrypts the data before it writes a sector, and similarly, after reading a sector, the disk controller decrypts it before sending it to the operating system. This type of encryption has been termed in the literature as low-level disk encryption or in-place disk encryption.
A symmetric key cryptosystem with certain specific properties can serve as a solution to the low-level disk encryption problem. One particularly important property to achieve is length-preserving encryption, i.e., the length of the ciphertext should not be more than that of the plaintext. This implies that the ciphertext itself must be enough to decrypt the enclosed data, since there is no scope to store associated data like states, nonces, salts, or initialization vectors, which are common parameters in numerous symmetric key cryptosystems. Furthermore, the schemes to be selected must be secure against adaptive-chosen plaintext and adaptive-chosen ciphertext adversaries. Such schemes are generally called CCA secure schemes (secure against chosen ciphertext attacks). Achieving CCA security means that no adversary can be able to distinguish the ciphertexts from random strings, and additionally, the attacker must not be able to modify the ciphertext so that it gets decrypted to something meaningful.
During the last few years, there has been an intense research addressing this problem, and it appears that both practitioners and researchers have come to the opinion that a class of encryption algorithms called tweakable enciphering scheme (TES) offers the best solution to the low-level disk encryption problem [19] .
Let us consider an n bit block cipher E with a key space K defined as a function E : K Â f0; 1g n ! f0; 1g n . Thus, E is capable of encrypting n bit strings. A TES is a type of block cipher mode of operation that allows us to extend the domain of a block cipher to (ideally) arbitrary long messages, i.e., it is a specific way to use multiple block cipher calls to encrypt messages which are longer than n bits, while satisfying the length-preserving property mentioned above. In addition to this, a TES behaves as a strong pseudorandom permutation, which is a desired feature to provide adequate security for low-level disk encryption. This means that in spite of being length preserving, a TES achieves CCA security in the sense that no efficient adversary can distinguish outputs of a TES from random strings and also cannot create valid ciphertexts (i.e., if the adversary introduces a change in any single bit of a valid ciphertext, then the corresponding plaintext on decryption will look completely random). As discussed earlier, an encryption algorithm for low-level disk encryption cannot maintain associated data like initialization vectors or nonces. However, without such state information, two disk sectors that happen to have the same data would get encrypted into the same ciphertext, which is not desirable. To overcome this difficulty, in addition to the plaintext and the key, a TES takes in an additional input parameter called tweak. A tweak is a public quantity, which was introduced to increase variability of block cipher outputs in [24] . The tweak in a TES serves the same purpose of increasing variability in the ciphertext. In [16] , it was proposed that the tweak does not need to be stored explicitly but the sector addresses can themselves act as tweaks.
We stress that a TES is not the only possible way to extend the domain of applicability of a block cipher to make it suitable to encrypt arbitrarily long messages. In fact, any scheme able to do so is called a mode of operation of a block cipher. There exist numerous kinds of block cipher modes of operations designed for different functionalities, such as privacy-only modes, authenticated encryption, authenticated encryption with associated data, etc. [6] . None of these modes satisfy the requirements of low-level disk encryption. For example, privacy-only modes, such as the Counter mode or the Cipher Block Chaining (CBC) mode, are not CCA secure. On the other hand, authenticated encryption modes are not length preserving. A TES is a specific type of mode which is length preserving, provides security of that of a strong pseudorandom permutation, and introduces variability in ciphertexts by the use of tweaks.
The Known Constructions of TES
A fully defined TES for arbitrary length messages using a block cipher was first presented in [16] . In [16] , it was also first stated that a possible application area for such type of encryption schemes could be low-level disk encryption. In the last few years, there have been numerous proposals for TES. These proposals fall into three basic categories: Encrypt-Mask-Encrypt type, Hash-ECB-Hash type, and Hash-Counter-Hash type. CMC [16] , EME [17] , and EME Ã [14] fall under the Encrypt-Mask-Encrypt group. PEP [7] , TET [15] , and HEH [38] fall under the Hash-ECB-Hash type; and XCB [31] , HCTR [45] , HCH [8] , and ABL [33] fall under the Hash-Counter-Hash type.
All the TESs that have been designed to date use a block cipher as the basic primitive, and in addition, some schemes utilize a universal hash function which is a Wegman-Carter type polynomial hash. The constructions of the HashCounter-Hash and Hash-Encrypt-Hash type invoke two polynomial hash functions and a layer of encryption inbetween. The Encrypt-Mask-Encrypt structure consists of two layers of encryption with a light weight masking layer in-between. So, the main computational overhead of the Encrypt-Mask-Encrypt architecture is given by the block cipher calls, whereas for the other two classes of constructions, both block cipher calls and finite field multiplications amount for a significant portion of the total computational cost. From nature of the constructions as described above, one can conclude that the Encrypt-Mask-Encrypt type schemes use approximately two block cipher calls per message block, while the two other two types require one block cipher call and two GF(2 n ) field multiplications per message block.
Implementation Aspects of TES
Surprisingly, in spite of being a very active research area that up to today has reported about 10 different TES constructions along with an active standardization effort that has been carried on in [19] , little experimental data of these schemes are known. Instead, mostly heuristic efficiency arguments have been provided so far to compare the various modes. For example, from the point of view of efficiency, it was argued in [8] , [32] that the Encrypt-MaskEncrypt type constructions would be slower than the other two types provided that one block cipher call is more expensive than two field multiplications. This argument, however, can only be sustained if one assumes a software implementation of the mode, where a block cipher call has the same cost regardless of the algorithmic dependencies. It is noticed that this is not the case for a hardware design, where block cipher invocations can have different timing costs depending on the way the cipher core is implemented (using either a sequential or a pipelined architecture) and the data dependencies associated with the particular algorithm under analysis. The same arguments hold for the multipliers as one can have an efficient fully parallel multiplier which can compute the product of two field elements in one clock cycle.
A speculative performance comparison of the EME Ã , XCB, HCH, and TET modes of operation in hardware is provided in [15] . This comparison assumes the same hardware implementation setting reported in [46] , where a fully parallel GF(2 n ) field multiplier able to compute a product in one clock cycle was implemented at a hardware cost in area of about three times the cost associated with one AES round function, and where the AES core was implemented through the computation of 10 such modules. However, this analysis might not be quite accurate because, as we will see in the rest of this paper, one can implement a GF(2 n ) field multiplier with an efficiency comparable to the one of an AES round function in terms of both the critical path and the cost in area.
Keeping in mind the specific application goal of lowlevel disk encryption, a comparative study of performance and cost of the various proposed schemes implemented in hardware is very necessary. The recent standardization activities for such modes by the IEEE working group on storage security [19] also demand performance data for the many proposed schemes.
As mentioned above, it is important to study the best possible strategies for exploiting the inherent parallelism of the TES in hardware implementations. In this regard, reconfigurable hardware devices offer shorter design cycles due to their ability of providing fast and accurate functionality testing. These characteristics have made FPGA platforms a popular choice for the prototyping development of cryptographic algorithms. In particular, block cipher algorithms have been profusely implemented on reconfigurable hardware platforms in the last few years [4] , [9] , [10] , [12] , [13] , [21] , [25] , [37] , [43] .
Nevertheless, the relatively high size and power consumption shown by FPGA devices have been the most important drawback of that platform toward an eventual substitution of the more traditional Application-Specific Integrated Circuit (ASIC) technology. In recent years, however, FPGA manufacturers have significantly reduced the gap that still exists between FPGA and ASIC technology, paving the way for the utilization of FPGA devices not only as prototype tools but also as key components of embedded systems or even, becoming the system itself [20] , [42] , [44] .
Our Contribution
The main contribution of this paper is thus to present a detailed algorithm analysis of six TESs with the aim of exploring achievable lower limits in area and computation time, when implemented in realistic hardware platform scenarios. The modes we chose are HCH, HCTR, XCB, EME, TET, and HEH. The modes that we left out in this study are CMC, PEP, EME Ã , and ABL. CMC, which uses two layers of CBC type encryption, cannot be pipelined. PEP and ABL are particularly inefficient compared to their counterparts. EME Ã is a modification over EME so that it can be used for arbitrary length messages. For the application of disk sector encryption, this functionality is not required.
For all the implementations, we use AES-128 as the underlying block cipher. Whenever required, we utilize a fully parallel Karatsuba multiplier to compute the hash functions. We carefully analyze and present our design decisions, and finally, report hardware performance data of the six modes. Our implementations show that in terms of hardware resources, HCTR, HCH, HEH, TET, and XCB require more area than EME. HEH performs the best in terms of speed followed by HCTR, HCH, EME, TET, HCH, and XCB. 1 
NOTATIONS
An n-bit block cipher is a function E : K Â f0; 1g n ! f0; 1g n , where K 6 ¼ ; is the key space and for any K 2 K, EðK; :Þ is a permutation. A tweakable enciphering scheme is a function E : K Â T Â M ! M, where K, T , and M are nonempty sets representing the key space, tweak space, and message space, respectively. We shall often write E where n is the block length of the underlying block cipher utilized by the scheme and m is the number of plaintext blocks. In this paper, we chose AES-128 as the underlying block cipher and the length of the message is the same as that of the size of a typical disk sector (which is 512 bytes), so for this paper, n and m can be replaced by 128 and 32, respectively. By XkY , we shall mean the concatenation of two binary strings X and Y and bin n ðjXjÞ will denote the n-bit binary representation of jXj, which denotes the length of X.
We will treat n bit strings as polynomials of degree less than n with coefficients in GF ð2Þ; thus, they are elements of the field GF ð2 n Þ. We also assume that the field GF(2 n ), with n ¼ 128, is generated by the irreducible polynomial
If X and Y are n bit strings, then by X È Y and XY , we shall mean field addition and field multiplication, respectively. The operation X È Y can be easily performed by a bitwise XOR of X and Y and XY can be realized as a multiplication of the polynomials X and Y modulo the polynomial P ðxÞ defined above. By xX, we would represent the field multiplication of X by the monomial x.
THE SCHEMES
In this section, we give a short description of the various algorithms whose performance is discussed in this paper, namely, HCH, HCTR, XCB, EME, TET, and HEH. A pictorial high-level description of the six modes is provided in Fig. 1 , whereas their corresponding encryption algorithm description is given in Fig. 2 . For a more detailed explanation regarding the constructions of the different modes, we refer the reader to the respective papers where each mode was proposed.
Most of the algorithms in their original proposals are stated in the highest possible generality, i.e., the designers of some of the proposals have tried to incorporate messages and tweaks of arbitrary lengths. However, we argue that this generality is not required, in practice, for the disk encryption problem, as the message, in this case, is always of fixed length (512 bytes), which is a multiple of the cipher block length (128 bits). The tweak, which is the sector address, is also of fixed length and it can be restricted to one block. Hence, the description of the algorithms provided in this section assume above length restrictions for both the plaintexts and the tweaks. In some proposals specifically in HCH and HEH, the authors have shown that the general algorithm can be modified for the specific application of disk encryption and have thus proposed modifications named HCHfp and HEHfp over the general algorithms. Thus, in the discussion that follows HCH and HEH will mean the HCHfp and HEHfp versions. Moreover, only the encryption algorithms of the various schemes are described in Fig. 2 . In each algorithm described in that figure, we 1 . Some parts of the results reported here have been published in [26] . This paper is a significantly enhanced version of [26] which contains results on new modes and with different implementation scenarios not present in [26] .
use the notation: TES name:Encrypt T K ; where the superscript T stands for the tweak, whereas the subscript denotes the key or keys required by the scheme. Both the tweak T and the keys are input parameters of the algorithm.
Additionally, all the schemes discussed here take as input m message blocks denoted by P 1 ; P 2 ; . . . ; P m . In the description given in Fig. 2 , we assume that P i ði ¼ 1; . . . ; mÞ and T are n bit strings. (c) Encryption using XCB. Here, three block cipher keys and two hash keys are derived using a single key K. (d) Encryption using EME. Here,
(e) Encryption using TET. (f) Encryption using HEH.
Hash-Counter-Hash
We begin with the description of the Hash-Counter-Hash type algorithms. As explained above, in this work, we consider three of such schemes, namely, HCTR, HCH, and XCB. This class of TES constructions utilizes a variant of the Wegman-Carter polynomial hash combined with a counter mode of operation. The first scheme described in Fig. 2 is the encryption procedure using HCTR. Lines 1 and 5 of the HCTR algorithm compute the H h ð:Þ hash function. For a plaintext string, X ¼ X 1 kX 2 k Á Á Á kX p , where X i 2 f0; 1g
n , H h ðXÞ is defined as
where h is an n-bit hash key. In addition to the two hash layers, HCTR performs a counter mode operation in line 4. Given an n-bit string S, a key K and m blocks of plaintext/ ciphertext A 1 ; A 2 ; . . . ; A m (A i 2 f0; 1g n ), the counter mode is defined as
The HCH algorithm is very similar to that of HCTR. The main difference is the way the tweak is handled and an extra encryption before the counter mode. The structural difference can be easily observed by comparing the two schemes in Fig. 1 . HCH also uses a polynomial hash similar to that of HCTR. For X ¼ X 1 k Á Á Á kX p , where X i 2 f0; 1g n , the hash function H R;Q ðÁÞ is defined as
The counter mode of HCH is same as that described in (2). In [8] , the authors describe another version of HCH called HCHfp which is specifically meant for fixed-length messages.
The XCB scheme uses the hash h h h ðX; T Þ, where X is same as defined above and T is an n bit string. The hash is defined as The counter mode in XCB is a bit different from the one in (2) . Let us define a function incr i ðSÞ, where i is a positive integer and S an n-bit string defined as S ¼ S l kS r , where S r is 32 bits long and S l is (n À 32) bits long. Then, we define
The counter mode of line 6 of the XCB algorithm is defined as
. . . ; A m È E K ðincr m ðSÞÞ:
Encrypt-Mask-Encrypt
The candidate for the Encrypt-Mask-Encrypt category considered here is called EME which stands for ECB-Mask-ECB. As the name suggests, the EME algorithm consists of two ECB layers with a layer of masking in-between. The description of the EME algorithm is provided in Fig. 2 . This TES uses the variants of ECB described in the algorithm in Fig. 2 as F-ECB and L-ECB. These functions are defined as follows:
. . . ; E K ðX m Þ È x mÀ1 LÞ: EME has some message length restrictions. If the block length of the underlying block cipher is n, then the message length should always be a multiple of n. Moreover, EME cannot encrypt more than n blocks of messages. This means that if an AES-128 is used as the underlying block cipher, then EME cannot encrypt more than 2,048 bytes (2 KB) of data. This message length restriction was removed in a construction called EME Ã [14] which requires more block cipher calls than EME. But for the purpose of disk encryption, EME is sufficient, as generally, disk sectors lengths are less than 2 KB and their lengths are multiples of 128 bits.
Hash-Encrypt-Hash
The other two TES modes, TET and HEH, fall under the category Hash-Encrypt-Hash. As described in the corresponding algorithms of Fig. 2 , these two schemes also use polynomial hash functions similar to the ones included in HCH and HCTR. TET uses two layers of blockwise invertible universal hash functions with an ECB layer of encryption between them. To compute the hash function, TET requires a hash key which must meet certain properties. To ensure invertibility of the hash function, 2 GF ð2 n Þ must be such that for an m block message, ¼ P m i¼1 i 6 ¼ 0. For this to be true, one requires different hash keys for different message lengths. The authors propose a way to generate the hash key from a master key. The encryption algorithm also requires the value of À1 . This makes TET rather complicated for applications which require encryption of variable length messages. In the algorithm in Fig. 2 , we only present a fixedlength version of the TET algorithm. Also, we assume a fixed value of and that À1 has been precomputed offline. HEH is a significant improvement over TET, where the requirement of the inverse computation has been completely removed. The algorithm for HEH, as described in Fig. 2 , is also meant for fixed-length messages. The specific version of HEH that we present in Fig. 2 has been named by the authors in [38] as HEHfp.
We summarize in Table 1 the characteristics of the various modes considered. Table 1 shows the number of basic operations required by each TES, and also the number of keys associated to them. The security provided by each mode is similar in nature, i.e., every mode depicted in Table 1 has a quadratic security bound. 2 
DESIGN DECISIONS
The speed of a low-level disk encryption algorithm must meet the current data rates of commercial disk controllers. With emerging technologies like serial ATA and Native Command Queuing (NCQ), modern day disk controllers can provide data rates around three Giga-bits per second [40] . Thus, our design objective is to achieve an encryption/ decryption speed which matches this data rate.
For implementing all six schemes, we chose the underlying block cipher as AES-128. As explained in the previous section, the modes HCH, HCTR, XCB, HEH, and TET use two major building blocks, namely, a polynomial universal hash and the block cipher. EME does not need a hash function in its operation. Since AES-128 was our selection for the underlying block cipher, proper design decisions for the AES structure must meet the target speed. Out of many possible We consider a fixed-length m-block message for all the schemes.
2. Note that in the original paper [45] where HCTR was proposed, the author showed a cubic bound which was improved in [5] . The original paper [31] , where XCB was proposed did not have a security proof. The security proof of XCB was recently reported in [32] .
designs reported in the literature [4] , [12] , [13] , [18] , [25] , we decided to design the AES core so that a 10-stage pipeline architecture could be used to implement the different functionalities of the counter mode, the electronic code book (ECB) mode, and the encryption of one single block that we will call in the rest of this paper single-mode encryption.
This decision was taken based on the fact that the structure of the AES algorithm admits to a natural 10-stage pipeline design, where after 11 clock cycles, one can get an encrypted block in each subsequent clock cycle. It is worth mentioning that in the literature, several fast designs with up to 70 pipeline stages have been reported [21] , but such designs would increase the latency, i.e., the total delay before a single block of ciphertext can be produced. As the message lengths in the target application are particularly small (as mentioned, the most used sector size is of 512 bytes), such pipeline designs are not suitable for our target application.
The main building block needed in the polynomial hash included in the specification of the HCH, HCTR, XCB, TET, and HEH modes is an efficient multiplier in the field GF ð2
128 Þ. Out of many possible choices, we selected a fully parallel Karatsuba multiplier which can multiply two 128-bit strings in a single clock cycle at a subquadratic computational cost [36] . This multiplier occupies about 1.4 times the hardware resources required by our implementation of one single AES round. 3 Because of this, the total hardware area of EME (which does not require multipliers) is significantly less than that required by the other modes studied here. A more compact multiplier selection would yield significantly lower speeds which violates the design objective of optimizing for speed.
It is noted that the specifications of HCTR, XCB, TET, HEH, and HCHfp algorithms imply that one multiplicand is always fixed, thus allowing the usage of precomputed lookup tables that can significantly speed up the multiplication operation. Techniques to speed up multiplication by lookup tables for the software platform scenario are discussed in [22] , [30] , [34] , [41] , [46] . These techniques can also be, to a certain extent, utilized in hardware implementations. However, there is a trade-off in the amount of speed that can be obtained by means of precomputation and the amount of data that needs to be stored in tables. Significantly higher speeds can be obtained if one stores larger tables. This speedup thus comes with an additional cost of area and also the potentially devastating penalty of secure storage. Moreover, if precomputation is used in a hardware design, then the key must be hardwired in the circuit which can lead to numerous difficulties in key setup phases and result in lack of flexibility for changing keys. Because of the above considerations, we chose not to store key-related tables for our implementations. Thus, the use of a fast but large multiplier is justified in the scenario under analysis. 4 Regarding storage of key-related materials, we make an exception to this design decision in the case of TET. TET requires computation of an inverse, which is a particularly expensive arithmetic operation. In case of TET, we store the hash key along with the precomputed value of À1 , this storage helps us to get rid of a field inversion circuit but does not help us to speed up multiplications.
We prototyped our design in the Xilinx Virtex 4 device xc4v1x100-12FF1148. The choice of our target device from the Virtex 4 family was guided by the need for high throughput. The studies presented here are prototypical in nature, i.e., through their reconfigurable hardware implementations, we aim to show the feasibility of the designs. We do not recommend the use of FPGA devices in a real application. The Virtex 4 family of devices is quite costly to date, and thus, it would not be feasible to put such devices in a commercial circuit. But we hope that these designs when translated to ASICs will provide more throughput, and we also anticipate that the manufactured cost will go significantly down, as it is expected that there would be an increasing need for mass production of such circuits.
Although the main target device for the reported design is a Xilinx Virtex 4 FPGA, we also performed experiments of the same designs on other FPGA devices. Specifically, we observed that our designs show a reasonable performance when implemented on cheaper FPGAs such as the Xilinx Virtex 2 Pro family. As expected, the implementation of our designs on the Xilinx Virtex 5 family gives even better throughput than the ones obtained in Virtex 4. For comparison purposes, we also report the performance obtained by the sequential versions of our designs when implemented on the economical Xilinx Spartan 3e family.
THE DESIGN OVERVIEWS
In this section, we give a careful algorithm analysis of the modes' data dependencies and explain how the parallelism present in the algorithms can be exploited. From our design decisions of using a 10-stage pipeline design for the AES, and a single clock cycle Karatsuba multiplier along with the Horner's rule for computing the polynomial hash functions, we came up with the following observations:
1. Computation of a hash involving m blocks can be accomplished in exactly m clock cycles. 2. n AES calls which can be computed in parallel (for example, as in counter mode or in ECB mode) can be completed in n þ 10 cycles, as it will take 10 cycles for the AES pipeline to fill out, and thereafter, at each clock cycle, a cipher block will be produced. 3. AES calls which cannot be parallelized will be completed after 11 clock cycles. Using these basic observations and the algorithm descriptions in Fig. 2 , we show in Fig. 3 the number of clock cycles required by the six TES modes considered in this work. For example, the clock cycle count for HCH is done as follows.
Referring to the Algorithm HCH:Encrypt in Fig. 2 , the algorithm starts with the computation of the parameter R in Step 1. Notice that we are forced to calculate R in single mode, which implies that 11 clock cycles will be required for computing this parameter. Simultaneously, the 10 AES round keys can be calculated by executing concurrently the AES key schedule algorithm. The hash function of Step 2 can be written as (see (3))
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where Z is the result of hashing the last 31 blocks of the message. It is noticed that Z and Q can be computed in parallel. For computing Z, 31 multiplications are required, whereas obtaining the value of Q takes 11 clock cycles. So, the computation of the hash at step 3 takes 31 clock cycles. Then, the computation of Step 4 requires two single-mode encryptions, which implies 22 more clock cycles. So, we need to wait 64 clock cycles before the counter mode starts. The counter mode in step 5 requires 31 block cipher calls which can be pipelined. So, computation of step 5 requires a total of 31 þ 10 ¼ 41 clock cycles. Hence, the first cipher block C 2 is produced 11 clock cycles after the counter mode starts. The second hash function computation of Step 7 can start as soon as C 2 is available in the clock cycle 75. This implies that the computation of this hash function can be completed at the same time that the last cipher block (C m ) of Step 5 is produced. We list in Table 2 the total number of clock cycles required by each of the six modes to encrypt a whole disk sector of 32 blocks, along with the number of clock cycles that would be required to produce the first cipher block. It seems that the number of clock cycles required for each of the algorithms cannot be further reduced if the design decisions taken by us are followed (10-stage AES pipeline and one clock cycle multiplier). Precomputation in the multiplier or other hash and/or multiplication strategies may bring down the cost of computing the hash function in HCH, HCTR, TET, and HEH.
ARCHITECTURE OF HCH
As a representative design example, we shall discuss the architecture of HCH in detail. The architectures for the other modes are quite similar and will not be discussed here. Fig. 4 shows a general overview of the architecture of the HCH mode of operation coprocessor. As can be seen, the AES block must be implemented both in counter and single mode. Moreover, a hash function is also required as one of the main building blocks. Design details of both the AES core and the hash function can be found in [27] . 
TABLE 2 The Number of Clock Cycles Required for Various Constructions
The HCH control unit is shown in Fig. 4 . It controls the AES block by means of four 1-bit signals, namely: cAES that initializes a new counter mode cycle, the c/d signal that selects between encryption or decryption mode, the mcms signal that indicates whether one single block must be processed or rather, multiple blocks by means of the counter mode. Finally, readyAES, which indicates whenever the architecture has just computed a valid output. The AES dataflow is carried out through the usage of three 128-bit busses, namely, inAES that receives the blocks to be encrypted, outAES that sends the encrypted blocks, and S that receives the initialization parameter required by the counter mode (see (2)). The hash function block is controlled by means of two signals: cH that resets the accumulator register and the block counting that have been already processed, and readyH that indicates when the hash function computation has been accomplished. The data input/output of this block is carried out by the inHCH and outHCH busses, respectively. The parameters R and Q (see Step 1 of Algorithm HCH:Encrypt in Fig. 2 ) are calculated by the AES block and send through the busses to the hash function.
The HCH control unit implements an eight-state finitestate machine that executes the HCH sequence of operations. At each state, a 14-bit control word is continuously updated so that the required operations by the HCH algorithm are performed in the correct sequence. Algorithm execution requires storing the R, Q, S, I, U 1 , and M 1 values. Thus, six extra 128-bit registers are needed. Since the hash function input inHCH can come from either the system input or from the output of the AES counter mode, a multiplexer block is needed in order to select the correct input source for the hash block. Furthermore, the decryption algorithm of HCH (see [27, Fig. 2] ) requires the computation of xQ, i.e., the field multiplication of the parameter Q by the monomial x. We compute xQ in the finite field GF(2 128 ) by means of an xtimes operation, which was implemented as described in [35] .
We do not present the details of the other designs as they follow the same strategy, but in Table 3 , we show the extra hardware resources required by each architecture of the TES modes of operation. Besides an obvious impact in the area complexity of the modes, the resources occupied by each TES tend to increase its critical path, a fact that will become more explicit from the experimental results presented in the next section.
RESULTS
In this section, we present the experimental results obtained from our implementations. We measure the performances of our designs based on the following criteria: total time required for encrypting 32 blocks of data; latency, i.e., the time needed to produce the first output block; the size of the circuit in slices; the number of B-RAMs used and the throughput. The rest of this section is organized as follows: In Section 7.1, we report the area and timing performance obtained in the implementation of the main building blocks required for the TES modes. Then, Section 7.2 reports the performance achieved by the TES modes analyzed in this paper. The comparison was carried out using a fully pipelined AES core, a sequential AES core, and a pipelined encryption-only AES core. Finally, in Section 7.3, we give a speculative comparison of our EME design against some of the best software implementations reported for the AES cipher.
Main Building Blocks
In practice, the timing performance of a generic hardware design will be determined by its associated critical path. As for the area utilization of a given design, some of the factors that have impact in hardware resource utilization include: the number of temporary variables involved in the design (which implies extra registers) and the number of possible inputs that the main building blocks may have (which translates in extra multiplexer blocks).
In order to give a rough estimation of the critical path associated to each one of the modes, we show in Table 4 the performance of the architectures' main building blocks, namely, a key generation/encryption/decryption AES round, an encryption-only AES round, and a 128-bit fully parallel Karatsuba multiplier. 5 Considering the utilization of B-RAMs and slices, the size of one full AES round in our design is about 40 percent smaller than that of the Karatsuba multiplier. However, the critical path delay associated to an encryption/decryption AES round is longer than that of the multiplier block by about 10 percent.
The two building blocks shown in Table 4 were used for implementing a full AES core (i.e., a key generation/ encryption/decryption core) in sequential and pipelined architectures; an encryption-only pipeline AES core and a hash function for the HCH, HCTR, TET, XCB, and HEH modes. Table 5 summarizes the performance obtained in the implementation of those blocks. Note that the sequential AES core gives significantly poor throughput, while the hash function has better throughput than the full AES pipeline but smaller throughput than the encryption-only AES core.
Performance Comparison of the Six TES Modes
In Table 6 , the experimental results for the six modes of operation implemented with an underlying full pipelined AES core are shown. Note that the number of clock cycles reported in Table 6 is one more than those estimated in Section 5. This is because in our actual implementation, one clock cycle is wasted on the initial reset operation. The critical path of the designs shown in Table 6 is mainly determined by the AES core, which, as shown in Table 5 , has a longer path than the hash function utilized in all five HCTR, HCH, HEH, TET, and XCB modes.
From Table 6 , it is evident that EME is the most economical mode in terms of area resources, mainly due to the fact that this mode does not utilize a hash function. Hence, the critical path of EME is given by the AES full core plus a chain of three layers of additions. Out of the six modes analyzed, HEH is both the fastest and the mode that shows the lowest latency to produce the first block. XCB is the second most expensive mode in terms of hardware resource utilization, and the slowest. HCH requires more hardware resources than HCTR. TET is slower than HCH even assuming that its parameter À1 has been previously precomputed. In terms of speed, the fastest mode is HEH since it only utilizes one AES block cipher call in sequential mode that can be computed concurrently with the hash function computation, whereas HCTR requires one AES call in the single mode which cannot be parallelized and HCH requires a total of four such calls (although only three have consequences in terms of clock cycles since the fourth one is masked with the computation of the hash function). Under this scenario, ordered from the fastest to the slowest, we have HEH, HCTR, HCHfp, EME, HCH, TET, and XCB.
In Table 7 , we show the six TES modes of operation when using a sequential implementation of the AES core. In a sequential architecture, EME is the slowest mode in terms of latency due to the two costly block cipher passes that require 11 clock cycles per block. Hence, a significant increment in the total number of clock cycles is observed for the EME mode. This situation does not occur in the other modes since they only need one encryption pass. The hash function computation is not affected in this scenario due to the fact that we use a fully parallel multiplier block able to produce a result in one clock cycle. Using a sequential AES core, the best throughput is obtained by HCTR and HEH in that order.
While performing a sector encryption, all modes considered here, except for XCB, require AES calls in encryption mode only. Hence, we just need an encryption-only AES core for performing a sector encryption in those modes. It was this observation that motivated us to investigate the performance of all modes except XCB using an encryptiononly AES underlying block cipher. The results of this experiment are summarized in Table 8 . The fastest throughput in this scenario is achieved by EME (the only mode that does not use a Karatsuba multiplier). In fact, in this case, EME essentially achieves the same maximum clock frequency as that of the encryption-only AES core (see Table 5 ). EME is closely followed by HEH, and TET turns out to be the slowest.
Although our designs were optimized for their implementation on the Xilinx Virtex 4 device xc4vlx100-12ff1148, in order to provide the reader with a better comparison spectrum, we performed additional simulations on some other FPGA families such as the state-of-the-art Xilinx Virtex 5 and cheaper FPGA families like Virtex 2 pro and Spartan 3E. The obtained place-and-route simulation results are summarized in Table 9 . 6 Let us recall that Tables 6, 7 , and 8 present the Virtex 4 implementation results achieved by the TES modes when using a full pipelined, sequential, and encryption-only AES core designs, respectively. The first three portions in Table 9 show the performances obtained by those three designs when implemented on the Virtex 5 device xc5vlx110-3ff1153. Due to the technology advantage of the Virtex 5 architecture, in this experiment, we got much better performances in terms of both area and throughput. One thing to notice is that there are both similarities and discrepancies between the results obtained in these two family of devices. For example, in both experiments, HCTR and HEH are the fastest TES and XCB the slowest for the full pipelined architecture. Moreover, we also tested the full pipelined architecture on the Virtex 2 pro device xcvp40-6ff1152 (the results of this experiment are shown in the fourth portion of Table 9 ), obtaining roughly the same trends among the modes already observed in the Virtex 4 and Virtex 5 implementations. On the other hand, in the case of the encryption-only AES core design, HCTR outperformed EME in the Virtex 5 implementation, whereas EME was the clear winner in the Virtex 4 device simulation (see Table 8 ). Finally, we implemented the two fastest TESs under the sequential core scenario in the Spartan 3E device xc3s1600e-5fg484.
Speculative Comparison Against Software Solutions
According to Table 1 , the implementation of the EME mode requires 2ðm þ 1Þ block cipher calls plus some extra operations that in the rest of this discussion will be neglected. Notice that in our application, we have assumed that the plaintext length is fixed to thirty-two 128-bit blocks. Therefore, the computational cost of an EME software implementation is lower bounded by 66 times the timing cost of one block cipher call. Using these estimations, we show in Table 10 the speedup that our EME reconfigurable hardware implementation achieves compared with the best software implementations reported in the open literature. The fastest software AES encryption implementation published up to date was recently presented in [22] . That design requires about 129.28 clock cycles for encrypting one 128-bit block when implemented in an Intel Core i7 processor running at 2.67 GHz, with measurements using 576-byte plaintexts. This implies that the clock cycle count for encrypting one whole sector using EME is lower bounded by 66 Â 129:28 ¼ 8;532:48. The corresponding throughput is computed as 2:67 Â 4;096=8;532:48 ¼ 1:282 Gbps. Other competitive software AES designs are also included in Table 10 , such as [1] , [2] , [23] , [28] , [29] . As shown in Table 10 , the reconfigurable hardware EME design presented here outperforms the best software solutions by a factor of at least 4.45 speedup. 6. We note that the architecture of Xilinx Virtex 5 is substantially different than the ones of previous generations. Specifically, each Virtex-5 slice contains four 6-input 2-output LUTs and four flip-flops, whereas slices in previous families have two 4-input 1-output LUTs and two flip-flops.
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As we stated in Section 4, the design objective was to match the data rates of modern day disk controllers which are of the order of 3 Gbits/sec. Table 7 shows that using a sequential design, it is not possible to achieve such data rates, although this strategy provides more compact designs. If we are interested in encrypting hard disks of desktop or laptop computers, the area constraint is not that high, but speed would be the main concern. So, a pipelined AES will probably be the best choice for designing disk encryption schemes.
From Table 6 , we see that while using an encryption/ decryption pipeline AES core, the most efficient mode in terms of speed is HEH followed by HCTR, HCHfp, EME, HCH, TET, and XCB. The full functionality of HCH is not needed for disk encryption schemes as for this application messages would be of fixed length. Thus, we can conclude that HEH and HCTR are the best modes to use for this application. In the case of the Virtex 5 family of devices, authors in [3] reported a fast and efficient AES design with an associated critical path smaller than the one corresponding to the Karatsuba multiplier used in this work. Since EME is the only TES mode that does not require a field multiplier block, one can conclude that if that AES design and technology is adopted, then EME will probably emerge as the fastest of the TES modes of operation studied here.
From Table 8 , we see that the encryption operation of all the modes considered here except XCB can be significantly improved if an encryption only AES core is implemented. So, in certain scenarios, it may be possible to have two different circuits for encryption and decryption where the encryption operation would be considerably faster. For the disk encryption scenario, it is probable that a sector would be written once and would be read many times. So, it is better to have a faster decryption circuit, as the decryption operation is likely to be performed more frequently.
Since the TESs are length-preserving encryption schemes, i.e., they are permutations, one can process data by encrypting-then-decrypting or by decrypting-then-encrypting without affecting the security guarantees provided by the modes. However, from the practical perspective, this subtle change can improve the total throughput of a diskencryption considerably. If an encryption only AES core is used, then EME gives the best throughput and other modes are far behind it.
CONCLUSION
Hard disk encryption for desktop and laptop computers is an application which is gaining much importance in the current days. It has been argued that TES proposals would be the candidates of choice for such applications. Proper security model for this application is already available, and there are many constructions which are provably secure under that security model. As the nature of the application dictates that the encryption/decryption algorithm should reside on the disk controller and the algorithm does not require to have knowledge of the high-level partitions of the disk, a hardware implementation of the algorithms would be most preferred. From our study, we have shown that a hardware implementation would be cost-efficient and would be faster than software solutions (this is confirmed by the data provided in Table 10 ).
The two most important building blocks utilized in our architectures are: a single AES-128 core designed with a 10-stage pipelined architecture and a fully parallel Karatsuba multiplier. From this setting, we think that the clock cycle count associated to each of the six TES algorithms studied in this paper, as illustrated in Fig. 3 , cannot be further reduced. We also observe that according to our implementation results, the most influential factor in determining both area and time performances of the TES modes is the full AES pipelined core.
Although a rigorous security analysis for the different proposed TES has been done and all schemes have been claimed to be "efficient" based on grounds of speculative algorithm analysis, no study regarding their performances with compulsory data is yet available for practical scenarios. In this paper, we presented optimized hardware implementation of six TESs. Our choice of the schemes covers all reported "efficient" schemes. To our knowledge, this is the first work to report real performance data of any TES on hardware. We analyze the potential for parallelism for each of the chosen modes and discuss the achieved performance and hardware costs. We also provide experimental data regarding hardware resources and throughput. Our study confirms for the first time that many proposed modes can be efficiently used for the in-place disk encryption application.
From the different experiments conducted in this work, we conclude that the HEH scheme outperformed the other five TESs in most scenarios except when considering what we called the encryption-only AES core scenario, where EME emerged as the best of all the modes studied here. On the other side of our spectrum, the XCB was the TES that consistently performed in the last place with respect to all of them, area, timing, and the throughput per area metrics.
As a future work, we would like to explore the performance of the TESs when using as underlying block cipher other schemes different than AES. In this respect, the AES final candidate scheme Serpent would be of special interest, since along with Rijndael, this was the AES final candidate that performed better in hardware. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
