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Let N > 0 and n1,n2, . . . ,nN natural numbers whose greatest common divisor is one. We call
C = {(tn1 , tn2 , . . . , tnN ): t ∈ k}⊂AN
a monomial curve in aﬃne space over a ﬁeld k. We assume that k is algebraically closed. There is a
long-standing problem whether it is deﬁned by N − 1 polynomials: i.e. there are f1, f2, . . . , fN−1 ∈
k[X1, X2, . . . , XN ] satisfying
C = {P ∈AN : f1(P ) = f2(P ) = · · · = fN−1(P ) = 0}.
Note that the codimension of C in AN is N − 1, so we might say that it is deﬁned by the least
number of polynomials. When this is the case, we say that C is a set-theoretic complete intersection.
This conjecture is a special case in Kronecker’s problem which asks whether every aﬃne curve is
a set-theoretic complete intersection. And there are partial answers for the conjecture in the case
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464 K. Eto / Journal of Algebra 372 (2012) 463–479of monomial curves. For example, if N = 3, it is aﬃrmatively answered (cf. [7]). If N = 4, and if its
deﬁning ideal is Gorenstein or an almost complete intersection, then C is a set-theoretic complete
intersection [1,3]. However, the general case of the problem whether every monomial curve in aﬃne
four space is a set-theoretic complete intersection is still open.
In this paper, we prove that C is a set-theoretic complete intersection, if N = 4, and if the least
number of n1, n2, n3 and n4 is less than or equal to 13. This result is inspired by [2], in which it
is investigated when the least number is four. To prove our main result, we use modular arithmetic,
which deals with ﬁnite numbers. On the other hand, even if we ﬁx the ﬁrst number n1, there are
inﬁnitely many monomial curves for which we must prove that are set-theoretic complete intersec-
tions. In fact, two criterions of set-theoretic complete intersections enable us to reduce the question
to ﬁnite cases. These are Theorem 1.5 and Theorem 1.6. The ﬁrst is easily proved, the other is not, so
we take one section to prove it. This is done in section two. In Section 1, we present basic notions and
deﬁnitions of lattice ideals and also known results that are needed. After proving Theorem 1.6 in Sec-
tion 2, in Section 3 we provide conditions under which monomial curves are set-theoretic complete
intersections, by modular arithmetic.
1. Preliminaries
In this section, we recall notions and deﬁnitions for lattice ideals. For more details we refer to [4].
Let Z be the ring of integers, N0 the set of non-negative integers and A = k[X1, . . . , XN ] a polynomial
ring over a ﬁeld k where N > 0. We denote the characteristic of k by chark. For v ∈ ZN =⊕Ni=1Zei ,
we denote the monomial
∏N
i=1 X
σi(v)
i in the Laurent ring AX = k[X±11 , . . . , X±1N ] by Xv , where σi(v)
is the i-th entry of v for each i. And we set
v+ =
N∑
i=1
max
{
σi(v),0
}
ei, v
− =
N∑
i=1
max
{−σi(v),0}ei .
Then v = v+ − v− . We associate v ∈ ZN with the binomial F (v) = Xv− − Xv+ . For v ∈ ZN , we write
supp v = {i: σi(v) = 0}. We say that v is 2-supported if |supp v| = 2. For a submodule V in ZN , we
call the binomial ideal
I(V ) = (1− Xv)v∈V ∩ A
the lattice ideal associated with V , where (1− Xv)v∈V is a binomial ideal in AX . By deﬁnition, I(V ) is
generated by all binomials of the form F (v) where v ∈ V and its height is equal to the rank of V .
Note that every monomial Xi is a non-zero divisor on A/I(V ). For natural numbers n1, . . . ,nN , the
1 × N-matrix (n1, . . . ,nN ) deﬁnes a map ZN → Z which sends v ∈ ZN to ∑Ni=1 niσi(v). We usually
assume that V is contained in
Ker(n1, . . . ,nN ) =
{
v ∈ ZN :
N∑
i=1
niσi(v) = 0
}
,
the kernel of the map deﬁned by (n1, . . . ,nN ) for some natural numbers n1, . . . ,nN . In this case, we
say that V is positive. If V is positive, I(V ) is a homogeneous ideal when we put deg Xi = ni for
each i. Further, note that I(V ) is the deﬁning ideal of the monomial curve deﬁned for n1,n2, . . . ,nN
when V = Ker(n1,n2, . . . ,nN ).
For v1, . . . , vl ∈ ZN , we denote the determinant |σi(v j)|i=i1,...,il, j=1,...,l by
Di1i2...il (v1, v2, . . . , vl).
Then the following lemma is well known.
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only if ni0 is equal to the gcd of Di =i0 (v j1 , v j2 , . . . , v jN−1 ) for every i0 , where { j1, j2, . . . , jN−1} runs over all
N − 1 subsets of {1,2, . . . , l}.
Let V be a positive submodule in ZN . We deﬁne
αi(V ) = min
{
σi(v) > 0: v ∈ V , supp v+ = {i}
}
,
for i = 1, . . . ,N , if it exists. Note that, if rank V = N − 1, then all αi(V ) exist. By a result of monomial
curves in aﬃne 3-space (e.g. [7]), if V = Ker(n1,n2,n3), then
I(V ) = (F (v1), F (v2), F (v3)),
where v j ∈ V with supp v+j = { j} and σ j(v j) = α j(V ) for each j. In particular, I(V ) is a complete
intersection if αi(V )ni = αi′ (V )ni′ for some i = i′ , or an almost complete intersection otherwise. If it
is an almost complete intersection, we have supp v j = {1,2,3} for each j.
Lemma 1.2. Let V be a positive submodule in ZN of rank N − 1. We choose v1, v2, . . . , vN ∈ V such that
(1) supp v+j = { j} for each j,
(2) rank
∑
j =l Zv j = N − 1 for each l.
Then there are unique positive integers d j , whose gcd is one, satisfying
∑N
j=1 d j v j = 0.
Proof. Since rank V = N − 1, there is a non-trivial relation ∑Nj=1 d j v j = 0 where d j ∈ Z. We may
assume that the gcd of all d j ’s is one and that there is j with d j > 0. We have∑
d j>0
d j v j =
∑
d j<0
(−d j)v j.
By comparing the signatures of entries of two vectors, they are zero. If { j: d j  0} is not empty, then
S = { j: d j > 0} is not {1, . . . ,N}, hence rank∑ j∈S Zv j = |S| by the condition (2) this contradicts to∑
j∈S d j v j = 0. Hence d j > 0 for each j and they are unique. 
In general, we say that an ideal I in a ring R is a set-theoretic complete intersection if it is
generated by s elements up to radical where s = ht I . And, for a subideal J in I , we say that I is a
set-theoretic complete intersection (shortly stci) on J if I/ J is a set-theoretic complete intersection.
Note that aﬃne monomial curves are set-theoretic complete intersections if N  3 (e.g. [7]). We also
give two more results.
Theorem 1.3. (See [4, Theorem 3.1].) Assume chark = 0 and N > 2. Let n1, . . . ,nN be positive integers, V =
Ker(n1, . . . ,nN ) and W a submodule of rank N − 2. Then the following are equivalent:
(1) I(V ) is stci on I(W ),
(2) there are w1,w2 ∈ V satisfying w1 + w2 ∈ W and I(V ) = √I(W ) + (F (w1), F (w2)).
Proposition 1.4. (See [5, Proposition 2.3].) Let W1 , W2 be positive submodules in ZN of rank r > 1. Assume
that W1/W1 ∩W2 and W2/W1 ∩W2 are torsion free and rankW1 ∩W2 = r − 1. Let τ be the deﬁning map
of W1 ∩ W2 , τ˜ the algebra map induced by τ and wi ∈ τ (Wi) with τ (Wi) = Zwi for i = 1,2. Then I(W1)∩
I(W2) is stci on I(W1 ∩ W2) if and only if there is G ∈ I(W1) ∩ I(W2) satisfying τ˜ (G) = F (w1)a1 F (w2)a2
for some a1,a2 > 0.
466 K. Eto / Journal of Algebra 372 (2012) 463–479Roughly speaking, a Z-homomorphism τ is a deﬁning map of a positive submodule W , if Kerτ
contains W and has the same rank as W , and if it is deﬁned by the matrix whose entries are non-
negative integers [5]. For more details, see [5]. We will give two theorems which give criterions of
set-theoretic complete intersections for aﬃne monomial curves.
Theorem 1.5. Let V be a positive submodule in Z4 of rank 3 and v j ∈ V with supp v+j = { j} for each j.
Assume V =∑ j Zv j ,∑ j d j v j = 0 where d j > 0 for each j and |σi(v j)| < αi(V ) if i = j. If there are j1 , j2
with d j1 = d j2 = 1, then I(V ) is a set-theoretic complete intersection.
Proof. We may assume d3 = d4 = 1. Put V2 = Zv1+Zv2 and w = v1+v2. Since w ≡ v2 mod Zv1 and
suppw+ = {1,2}, we have I(V2) = √(F (v2), F (w)) + I(Zv1). Then there is a polynomial G which di-
vide both F (v2)p and F (−w)q mod F (v1) for some p > 0, q > 0 by a similar argument to the proof in
which monomial curves in aﬃne 3-space are set-theoretic complete intersections [7]. Hence I(V2) =√
(F (v1),G) is a set-theoretic complete intersection. We also have I(V ) = √(F (v3), F (v4)) + I(V2)
and v3 + v4 ∈ V2, thus I(V ) is stci on I(V2) by Theorem 1.3. Therefore I(V ) is a set-theoretic com-
plete intersection. 
Theorem 1.6. Let V = Ker(n1,n2,n3,n4). If n1 + n4 is contained in the semigroup generated by n2 and n3 ,
then I(V ) is a set-theoretic complete intersection.
This is proved in the next section. Note that it is an extension of the previous result:
Corollary 1.7. (See [5, Theorem 5.2].) Let V = Ker(n1,n2,n3,n4) where n1 , n2 , n3 , n4 are natural numbers
deﬁning an extended balanced semigroup. Then I(V ) is a set-theoretic complete intersection.
2. Proof of Theorem 1.6
In this section, we prove Theorem 1.6. We may assume chark = 0. Let n1, n2, n3 and n4 be natural
numbers whose gcd is one and V = Ker(n1,n2,n3,n4). We always assume that n1 + n4 is contained
in the semigroup generated by n2 and n3, equivalently that there is w = t(1,−d2,−d3,1) in V where
d2,d3  0. Put W = Zw . Although some of the results in this section are valid in more general form,
we do not mention them in their full generality.
We also ﬁx the following notations: Let τ : Z4 → Z4 be the map deﬁned by the matrix
⎛⎜⎝
d2 1 0 0
d3 0 1 0
0 1 0 d2
0 0 1 d3
⎞⎟⎠ .
Note Kerτ = W , τ (v) = t(−D12(v,w),−D13(v,w), D24(v,w), D34(v,w)) and that it is a deﬁning
map of W if suppw− = {2,3} (cf. [5]). And put ι : Q4 → Q be the cokernel map of τ ⊗ Q, i.e.
ι(v) = (σ1(v) − σ3(v))/d2 − (σ2(v) − σ4(v))/d3. We also denote the semigroup in N40 generated by
τ (e1), τ (e2), τ (e3) and τ (e4) by H . Note ZH = Ker ι ∩Z4.
Lemma 2.1. If v ∈ Ker ι ∩N40 , then there is a positive integer c with cv ∈ H.
Proof. Let v ∈ Ker ι ∩ N40 and assume v = 0. Since t(1,0,1,0), t(0,1,0,1) ∈ H , we may assume|supp v|  2. If |supp v| < 2, then v = 0. Suppose |supp v| = 2. Since v ∈ Ker ι, we have supp v =
{1,2}, {1,3}, {2,4} or {3,4} and there is a c > 0 with cv ∈ Zτ (e1),Zτ (e2),Zτ (e3) or Zτ (e4), respec-
tively. 
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Lemma 2.2. Let v(= 0) ∈ V and S ⊂ {1,2,3,4} a subset containing suppτ (v)+ . Then, if |S| > 1 and if
S = {1,4} or {2,3}, then there is a d ∈ Z with suppτ ((v + dw)+) ⊂ S.
Proof. Without loss of generality, we may assume S = {1,2} or S = suppτ (v+) = {1,2,3}. If S =
{1,2}, we may assume 4 ∈ suppτ (v)− or 3 ∈ suppτ (v)− . Without loss of generality, we may assume
4 ∈ suppτ (v)− , in any case. Let v ′ = v − σ4(v)w . Since 4 ∈ suppτ (v)− , we have 3 ∈ supp v ′− . If
S = {1,2,3}, we have τ (v ′+) ⊂ S , since supp v ′+ ⊂ {1,2}. Assume S = {1,2}. If 3 /∈ suppτ (v)− , then
3 /∈ suppτ (v) and 2 /∈ supp v ′ . If 3 ∈ suppτ (v)− , then 2 ∈ supp v ′− . In any case, supp v ′+ = {1} and
suppτ (v ′+) = S . This completes the proof. 
Theorem 2.3. Assume suppw− = {2,3}. Let v j ∈ V such that W j = Zv j + W is of rank 2 for j = 1,2. Then
I(W1) ∩ I(W2) is stci on I(W ) if and only if one of the following conditions is satisﬁed:
(1) ι(τ (v1)+)ι(τ (v2)+) < 0,
(2) ι(τ (v1)+) = ι(τ (v2)+) = 0.
Proof. In both cases, there are c1, c2 > 0 with c1ι(τ (v1)+) + c2ι(τ (v2)+) = 0. Note ι(τ (v j)−) =
ι(τ (v j)+) for j = 1,2. We claim that there is a c > 0 with (F (v1)c1 F (v2)c2 )c ∈ Im τ˜ , where τ˜ is
the algebra map induced by τ . Equivalently, there is a c > 0 with
b1τ (v1)
+ + b2τ (v1)− + b3τ (v2)+ + b4τ (v2)− ∈ H,
where b1  0, b2  0, b3  0, b4  0, b1 + b2 = cc1 and b3 + b4 = cc2. Since ι(c1τ (v1)+ +
c2τ (v2)+) = 0, there is a d > 0 with d(c1τ (v1)+ + c2τ (v2)+) ∈ H , by Lemma 2.1. By Lemma 2.2,
we may assume suppτ (v+1 ) ⊂ suppτ (v1)+ ∪ suppτ (v2)+ . Then there is an a > 0 satisfying u =
a(c1τ (v1)+ + c2τ (v2)+) − τ (v1) ∈ N40. Similarly, there is an a′ > 0 satisfying u′ = a′(c1τ (v1)+ +
c2τ (v2)+) − τ (v2) ∈ N40. We may assume a′ = a. Since ι(u) = ι(u′) = 0, there is an a′′ > 0 with
a′′u,a′′u′ ∈ H by Lemma 2.1. Put d1 = aa′′d. Then
d1
(
c1τ (v1)
+ + c2τ (v2)+
)
,d1
(
c1τ (v1)
+ + c2τ (v2)+
)− τ (v1),
d1
(
c1τ (v1)
+ + c2τ (v2)+
)− τ (v2) ∈ H .
By the similar argument, there are d2 > 0, d3 > 0 and d4 > 0 such that all of
d2
(
c1τ (v1)
− + c2τ (v2)+
)
, d2
(
c1τ (v1)
− + c2τ (v2)+
)+ τ (v1),
d2
(
c1τ (v1)
− + c2τ (v2)+
)− τ (v2), d3(c1τ (v1)+ + c2τ (v2)−),
d3
(
c1τ (v1)
+ + c2τ (v2)−
)− τ (v1), d3(c1τ (v1)+ + c2τ (v2)−)+ τ (v2),
d4
(
c1τ (v1)
− + c2τ (v2)−
)
, d4
(
c1τ (v1)
− + c2τ (v2)−
)+ τ (v1),
d4
(
c1τ (v1)
− + c2τ (v2)−
)+ τ (v2)
are contained in H . We may assume d1 = d2 = d3 = d4. Put c = 2d1 max{c1, c2}. Then
b1τ (v1)
+ + b2τ (v1)− + b3τ (v2)+ + b4τ (v2)− ∈ H,
if b1 + b2 = cc1 and b3 + b4 = cc2. By Proposition 1.4, I(W1) ∩ I(W2) is stci on I(W ). The converse
also follows from Proposition 1.4. 
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Q∪ {∞} sending v to ∞ if D14(v,w) = 0 or −D23(v,w)/D14(v,w) otherwise.
Proposition 2.5. Let v1, v2 ∈ V . Then V = Zw + Zv1 + Zv2 if and only if det(dis2w(v1),dis2w(v2)) =±(n1 + n4).
Proof. We may assume D123(v1, v2,w) = n1 > 0. We have
det
(
dis2w(v1),dis
2
w(v2)
)= D23(v1,w)D14(v2,w) − D14(v1,w)D23(v2,w)
= d3D124(v1, v2,w) − d2D134(v1, v2,w).
Note V = Zv1 + Zv2 + Zw if and only if −D124(v1, v2,w) = n3 and D134(v1, v2,w) = n2 by
Lemma 1.1. Since w ∈ V , we have n1 + n4 = d2n2 + d3n3 and the assertion follows. 
Proposition 2.6. Let v ∈ V .
(1) ι(τ (v)+) = 0 if and only if disw(v) = 0 or ∞.
(2) ι(τ (v)+) > 0 if and only if disw(v) > 0.
Proof. We simply denote Dij(v,w) by Dij . Then we have
τ (v) = 1
n1 + n4
⎛⎜⎜⎝
d2n4 n3
d3n4 −n2
−d2n1 n3
−d3n1 −n2
⎞⎟⎟⎠( D14−D23
)
.
If D14 = 0, then ι(τ (v)+) = 1n1+n4 × ι(n3|D23|,0,n3|D23|,0) = 0. Similarly, if D23 = 0, then ι(τ (v)+) =
1
n1+n4 × ι(d2n4|D14|,d3n4|D14|,0,0) = 0. Assume D14D23 = 0. By interchanging v with −v if nec-
essary, we may assume D14 > 0. If D23 < 0, then 1 ∈ suppτ (v)+ and 4 ∈ suppτ (v)− . Further if
|suppτ (v)+| = 1 or |suppτ (v)−| = 1, then ι(τ (v)+) > 0. If |suppτ (v)+| = 2, then suppτ (v)+ = {1,2}
or {1,3} and
ι
(
τ (v)+
)= {− D23d2d3 if suppτ (v)+ = {1,2},
D14 if suppτ (v)+ = {1,3}.
In any case, ι(τ (v)+) > 0. If D23 > 0, then 2 ∈ suppτ (v)+ and 3 ∈ suppτ (v)− . By a similar argument
as above, we obtain ι(τ (v)+) < 0. This completes the proof. 
Theorem 2.7. Assume suppw− = {2,3}. Let v j ∈ V such that W j = Zv j + W is of rank 2 for j = 1,2. Then
I(W1) ∩ I(W2) is stci on I(W ) if and only if one of the following conditions is satisﬁed:
(1) disw(v1)disw(v2) < 0,
(2) both disw(v1) and disw(v2) are 0 or ∞.
Proof. This follows from Theorem 2.3 and Proposition 2.6. 
Deﬁnition 2.8. Let L be a submodule in ZN . For i ∈ {1,2, . . . ,N}, we put
Q+i (L) =
{
v ∈ L: supp v+ = {i}} and
Q−i (L) =
{
v ∈ L: supp v− = {i}}.
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Q̂+i,u(L) =
{
v ∈ L: ∃d ∈ Z; v + du ∈Q+i (L)
}
and
Q̂−i,u(L) =
{
v ∈ L: ∃d ∈ Z; v + du ∈Q−i (L)
}
(
resp. Q̂+i,Qu(L) =
{
v ∈ L: ∃d ∈Q; v + du ∈Q+i (L)
}
and
Q̂−i,Qu(L) =
{
v ∈ L: ∃d ∈Q; v + du ∈Q−i (L)
})
.
We also use notations Q̂±i,u(L) = Q̂+i,u(L) ∪ Q̂−i,u(L) and Q̂±i,Qu(L) = Q̂+i,Qu(L) ∪ Q̂−i,Qu(L).
Proposition 2.9. For v ∈ V , if D14(v,w) > 0, then
(1) v ∈ Q̂ −2,w(V ) ∩ Q̂ +3,w(V ) if disw(v)min{− d3n1n2 ,−
d2n4
n3
},
(2) v ∈ Q̂+1,w(V ) ∩ Q̂+3,w(V ) if − d3n1n2  disw(v)−
d2n4
n3
,
(3) v ∈ Q̂ −2,w(V ) ∩ Q̂ −4,w(V ) if − d2n4n3  disw(v)−
d3n1
n2
,
(4) v ∈ Q̂ +1,w(V ) ∩ Q̂ −4,w(V ) if max{− d3n1n2 ,−
d2n4
n3
} disw(v)min{ d2n1n3 ,
d3n4
n2
},
(5) v ∈ Q̂ −3,w(V ) ∩ Q̂ −4,w(V ) if d2n1n3  disw(v)
d3n4
n2
,
(6) v ∈ Q̂+1,w(V ) ∩ Q̂+2,w(V ) if d3n4n2  disw(v)
d2n1
n3
,
(7) v ∈ Q̂ +2,w(V ) ∩ Q̂ −3,w(V ) if disw(v)max{ d2n1n3 ,
d3n4
n2
}.
Proof. We denote Dij(v,w) by Dij . Then
v ≡
⎛⎜⎜⎝
0
−D12
−D13
−D14
⎞⎟⎟⎠≡
⎛⎜⎜⎝
D14
D24
D34
0
⎞⎟⎟⎠ mod Zw
and ⎛⎜⎜⎝
−D12
−D13
D24
D34
⎞⎟⎟⎠= 1n1 + n4
⎛⎜⎜⎝
d2n4 n3
d3n4 −n2
−d2n1 n3
−d3n1 −n2
⎞⎟⎟⎠( D14−D23
)
.
Thus D12 > 0 if and only if disw(v)  − d2n4n3 and D13 > 0 if and only if disw(v) 
d3n4
n2
. Hence v ∈
Q̂+3,w(V ) if disw(v)  − d2n4n3 , v ∈ Q̂−4,w(V ) if − d2n4n3  disw(v) 
d3n4
n2
, and v ∈ Q̂+2,w(V ) if disw(v) 
d3n4
n2
. The rest is similar. 
Proposition 2.10. Let v1, v2 ∈ V and W j = Zw +Zv j for j = 1,2. Assume V = W1 + W2 and that there is
an l ∈ {1,2,3,4} such that
(1) v1, v2 /∈ Q̂±l,Qw(Q4),
(2) v1 − v2 ∈ Q̂−l,w(V ) and either 2v1 − v2 ∈ Q̂−l,w(V ) or v1 − 2v2 ∈ Q̂−l,w(V ).
Let a⊂ I(V )∩ (Xi)i =l be the ideal generated by the binomials M1 −M2 with M1 − Xal ∈ I(V ) for a > 0where
M1 , M2 are monomials. Then Xdl a⊂ I(W1) + I(W2) for some d > 0.
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Q−l (Z4). By replacing v1 and v2 with v1 + (c2 − c1)w and v2 + (c2 − 2c1)w respectively, we may
assume v1 − v2,2v1 − v2 ∈Q−l (Z4). Let f ∈ a. We claim that there is a d > 0 with Xdl f ∈ I(W1) +
I(W2). We may assume that f is a binomial Xu1 − Xu2 where ui ∈N40 for each i and that there is an
a > 0 with Xu1 − Xal ∈ I(V ). Put wi = ael − ui ∈ V for i = 1,2. There is a di > 0 with Xui = Xdil Xw
−
i .
Since wi ∈ V , we may write wi = ai1v1 + ai2v2 + ai3w where ai1,ai2,ai3 ∈ Z for each i. Consider
C = {v ∈Q4: ∃c > 0, cv ∈ V , supp v− ⊂ {l}}.
Then C is a cone and v1 − v2 ∈ C , v1 + c′w,−v2 + c′w /∈ C for each c′ ∈Q. Since −wi ∈ C , we have
ai1 < 0, ai2 > 0. Since suppw
+
i = {l}, we have wi /∈ W j for j = 1,2. Put ai = min{−ai1,ai2}. Then there
are ci1, ci2  0 with ci1 + aiσl(v2 − v1) = ci2 + d. Since w+i = σl(wl)el = (d − di)el and(
ci2el + diel + w−i
)− (ci1el + ai(v2 − v1)−)= ai(v2 − v1) − wi
= −(ai + ai1)v1 + (ai − ai2)v2 − ai3w
is contained in W1 or W2, thus X
ci2
l X
ui − Xci1l X (ai(v2−v1))
− ∈ I(W1) + I(W2). Hence
Xc12+c22l
(
Xu1 − Xu2)≡ Xc11+c22l Xa1(v2−v1)− − Xc12+c21l Xa2(v2−v1)− mod I(W1) + I(W2).
Hence we may assume wi = ai(v2 − v1) where ai > 0 for each i. Then, if Xu1 − Xu2 = 0, it is divided
by X (v2−v1)− X (v2−v1)+ − X2(v2−v1)− . Since 2v1 − v2 ∈Q−l (Z4), we have
X (v2−2v1)+
(
X (v2−v1)− X (v2−v1)+ − X2(v2−v1)−)
= X (v2−v1)+(X (v2−v1)−+(v2−2v1)+ − X (v2−v1)++(v2−2v1)−)
− (X2(v2−v1)++(v2−2v1)− − X2(v2−v1)−+(v2−2v1)+)
∈ I(W1) + I(W2).
This completes the proof. 
Theorem 2.11. Let v1, v2 ∈ Z4 . Put V = Zw + Zv1 + Zv2 and W j = Zw + Zv j for j = 1,2. Assume
that I(V ) is stci on I(W j) for j = 1,2. If one of the following conditions is satisﬁed, then I(V ) is stci on
I(W1) ∩ I(W2).
(1)
√
I(W1) + I(W2) = I(V ).
(2) There is an l with
√
I(W1) + I(W2) = (Xi)i =l ∩ I(V ), v1− v2 ∈ Q̂−l,w(V ) and either 2v1− v2 ∈ Q̂−l,w(V )
or v1 − 2v2 ∈ Q̂−l,w(V ).
(3) There are l1 = l2 with √I(W1) + I(W2) = (Xi)i =l1 ∩ (Xi)i =l2 ∩ I(V ), v1 − v2 ∈ Q̂−l1,w(V ) ∩ Q̂+l2,w(V ),
either 2v1 − v2 ∈ Q̂−l1,w(V ) or v1 − 2v2 ∈ Q̂−l1,w(V ), and either 2v1 − v2 ∈ Q̂+l2,w(V ) or v1 − 2v2 ∈
Q̂+l2,w(V ).
Proof. In case (1), the assertion follows from [5, Theorem 3.2].
Assume the condition (2). Since I(W1) + I(W2) ⊂ (Xi)i =l , we have v1, v2 /∈ Q̂±l,wQ(Q4). Let a ⊂
I(V ) ∩ (Xi)i =l be the ideal generated by the binomials M1 − M2 such that M1 − Xal ∈ I(V ) for a > 0.
By Proposition 2.10, there is a d > 0 with Xdl a ⊂ I(W1) + I(W2). Since
√
I(W1) + I(W2) + (Xl) = m,
there is a d′ > 0 with md′a ⊂ I(W1) + I(W2). By the assumption, I(V ) is stci on I(W j) and there
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√
(g j) + I(W j) for j = 1,2. By Theorem 1.3, each g j has a term of the
form Xal and, by raising to appropriate powers, both of them have the same term X
a
l . Then g1 − g2 ∈ a
and there is an n > 0 with gn1 − gn2 ∈md
′
a, hence gn1 − gn2 ∈ I(W1)+ I(W2). Thus there are h1 ∈ I(W1)
and h2 ∈ I(W2) with gn1 − gn2 = h1 − h2. Then
√
I(V ) =√(gn1 − h1) + I(W1) ∩ I(W2). Hence I(V ) is
stci on I(W1) ∩ I(W2).
Finally, assume the condition (3). Let a′ ⊂ I(V ) ∩ (Xi)i =l1 ∩ (Xi)i =l2 be the ideal generated by the
binomials M1 − M2 such that M1 − Xa1l1 ,M1 − X
a2
l2
∈ I(V ) for a1 > 0 and a2 > 0. By Proposition 2.10,
there is a d j > 0 with X
d j
l j
a′ ⊂ I(W1) + I(W2) for j = 1,2. Since
√
I(W1) + I(W2) + (Xl1 , Xl2 ) = m,
there is a d > 0 with mda′ ⊂ I(W1) + I(W2). By Theorem 1.3, each g j has a term of the form Xa jl j for
j = 1,2 and, by raising to appropriate powers, both of them have the same term Xa jl j for j = 1,2. Then
g1 − g2 ∈ a′ and there is an n > 0 with gn1 − gn2 ∈ mda′ , hence gn1 − gn2 ∈ I(W1) + I(W2). Thus there
are h1 ∈ I(W1) and h2 ∈ I(W2) with gn1 − gn2 = h1 − h2. Then
√
I(V ) =√(gn1 − h1) + I(W1) ∩ I(W2).
Hence I(V ) is stci on I(W1) ∩ I(W2). 
Lemma 2.12. Let V ′ ⊂ Z3 be positive submodule of rank 2 and vi,wi ∈Q+i (V ′) with supp vi = {1,2} for i =
1,2. Assume V ′ = Zv1 +Zv2 = Zw1 +Zw2 and supp(v1 + v2)+ = {1,2}. If we write wi = ai1v1 + ai2v2
where aij ∈ Z for each i, j, then a11 > 0, a22 > 0, a12  0 and a21  0.
Proof. If a11  0, then a12 < 0 and σ3(v2) = 0, a contradiction. Hence a11 > 0. Similarly, a22 > 0.
Since w1 = (a11 − a12)v1 + a12(v1 + v2), we have a11 − a12  0. Otherwise, we have a12 > 0 and
σ2(v1) = σ2(v1 + v2) = 0, thus σ2(v2) = 0. Similarly, a22 − a21  0. Since
±1 = a11a22 − a12a21 = a11(a22 − a21) + a21(a11 − a12)
= a12(a22 − a21) + a22(a11 − a12),
if a11 − a12 = 0, we have a11 = a12 = a22 − a21 = 1, thus σ2(w1) = σ2(v1 + v2) > 0, a contradiction.
Hence a11 − a12 > 0. Similarly, a22 − a21 > 0. Then a12  0 and a21  0. 
Lemma 2.13. Let V1 = {v ∈ V : σ1(v) = 0} (resp. V4 = {v ∈ V : σ4(v) = 0}) and v j ∈Q+j (V1) for j = 1,2,3
(resp. v ′j ∈Q+j (V4) for j = 2,3,4) with σ j(v j) = α j(V1) (resp. σ j(v ′j) = α j(V4)). And let W j = Zw +Zv j
(resp. W ′j = Zw +Zv ′j) for each j. Then I(V ) is equal to one of√(
F (v1), F
(
v ′4
))+ I(W2) where v1 + v ′4 ∈ W2,√
I(W1) + I(W2) + I(W3), or
√
I
(
W ′2
)+ I(W ′3)+ I(W ′4).
Proof. Put w j = v j − σ1(v j)w ∈ V4 and w ′j = v ′j − σ4(v ′j)w ∈ V1 for each j. First, assume v2 = −v3
and v ′2 = −v ′3. Then we may assume σ j(v2 + v3) > 0 and σ j(v ′2 + v ′3) > 0 for j = 2,3. Suppose
v j /∈ Q̂±4,w(V ) and v ′j /∈ Q̂±1,w(V ) for j = 2,3. Then w2,w ′2 ∈Q−3 (V ) and w3,w ′3 ∈Q−2 (V ). We write(−w2
−w3
)
=
(
a11 a12
a21 a22
)(
v ′3
v ′2
)
and
(−w ′3
−w ′2
)
=
(
a′11 a′12
a′21 a′22
)(
v2
v3
)
.
Note that a12,a21,a′12,a′21  0 by Lemma 2.12. Then(
v2
v
)
≡
(
a11 a12
a a
)(
a′11 a′12
a′ a′
)(
v2
v
)
mod Zw3 21 22 21 22 3
472 K. Eto / Journal of Algebra 372 (2012) 463–479and (
a11 a12
a21 a22
)(
a′11 a′12
a′21 a′22
)
=
(
1 0
0 1
)
,
since V = V1 + Zw = Zv2 + Zv3 + Zw is of rank 3. Thus a12 = −a′21, a21 = −a′12 and a12 = a21 = 0.
Hence w2 = −v ′3 and w3 = −v ′2. Since v2, v3 /∈ Q̂±4,w(V4), we have v ′2, v ′3 /∈ Q±4 (V4), thus I(V4)
is an almost complete intersection. Similarly I(V1) is an almost complete intersection. Then v1 =
−v2 − v3 ≡ v ′3 + v ′2 = −v ′4 mod w . Thus v ′4 ∈ Q̂−1,w(V ) and
I(V ) =
√
I
(
W ′2
)+ I(W ′3)+ I(W ′4).
Assume v2 = −v3. If v ′2 = −v ′3, then v2 = v ′2 and this is the ﬁrst case. Note that V = W2 +Zv1 =
W2 + Zv4 implies v1 + v ′4 ∈ W2. Thus we may assume v ′2 = −v ′3. We may also assume w ′2,w ′3 /∈
Q±1 (V1). Then w ′2 ∈Q−3 (V1) and w ′3 ∈Q−2 (V1). Since σ1(v2) = 0, there are a11 > 0, a12  0, a21 > 0
and a22  0 with w ′2 = a11v1 + a12v2 and w ′3 = a21v1 + a22v2. Since a11a22 − a12a21 = ±1, we have
a12 = 0 or a22 = 0, so w ′2 = v1 or w ′3 = v1, a contradiction. This completes the proof. 
Proposition 2.14. If σ2(w) = 0 or σ3(w) = 0, then I(V ) is a set-theoretic complete intersection.
Proof. Let W j , v j , v ′j be as in Lemma 2.13. If I(V ) =
√
(F (v1), F (v ′4)) + I(W2) and v1+v ′4 ∈ W2, then
I(V ) is stci on a complete intersection lattice ideal I(W2), thus a set-theoretic complete intersection
by Theorem 1.3. By Lemma 2.13, we may assume I(V ) = √I(W1) + I(W2) + I(W3).
Suppose σ2(w) = 0 and claim that I(V ) is stci on I(W2). If the claim is proved, then I(V ) is
a set-theoretic complete intersection, since I(W2) is a complete intersection. Since σ2(w) = 0, we
have v2 /∈ Q̂±4,w(V ) and v1 or v3 ∈ Q̂±4,w(V ) by the assumption. If v2 = −v1 (resp. v2 = −v3), then
v3 ∈ Q̂±4,w(V ) (resp. v1 ∈ Q̂±4,w(V )). In this case, I(V ) is stci on I(W2) by Theorem 1.3. If v2 = −v1
and v2 = −v3, then v1 ≡ −v3 mod Zv2 and I(V ) is also stci on I(W2) again by Theorem 1.3.
The case σ3(w) = 0 is similar. This completes the proof. 
Theorem 2.15. Assume suppw− = {2,3} and let V4 = {v ∈ V : σ4(v) = 0}. Let v j ∈ Q+j (V4) satisfying
σ j(v j) = α j(V4) and put W j = Zw + Zv j for j = 1,2,3. If I(V ) = √I(W1) + I(W2) + I(W3), then I(V )
is a set-theoretic complete intersection.
Proof. By the assumption, I(V ) is stci on I(W j) for j = 1,2,3. If v2 = −v3, then it is 2-supported
and not contained in Q̂±4,w(V ). Then v1 ∈ Q̂−4,w(V ) by the assumption. Thus I(V ) is stci on a complete
intersection lattice ideal I(W2) by Theorem 1.3, hence a set-theoretic complete intersection.
Assume v2 = −v3 and disw(v1) > 0 (resp. disw(v1) < 0). Then I(W1) ∩ I(W2) (resp. I(W1) ∩
I(W3)) and I(W2)∩ I(W3) are set-theoretic complete intersections by Theorem 2.7. If −v2 ∈ Q̂+3,w(V )
(resp. −v3 ∈ Q̂+2,w(V )), then v1 or −v3 ∈ Q̂−4,w(V ) (resp. v1 or −v2 ∈ Q̂−4,w(V )) by the assump-
tion. Since disw(v1)  disw(−v3) (resp. disw(v1)  disw(−v2)), we have v1 ∈ Q̂−4,w(V ) by Proposi-
tion 2.9. Since I(V ) is stci on both I(W1) and I(W2) (resp. I(W3)), it is stci on I(W1) ∩ I(W2) (resp.
I(W1) ∩ I(W3)) by Theorem 2.11, thus it is a set-theoretic complete intersection.
If −v2 /∈ Q̂+3,w(V ) (resp. −v3 /∈ Q̂+2,w(V )), then −v2 ∈ Q̂−4,w(V ) (resp. −v3 ∈ Q̂−4,w(V )) by Propo-
sition 2.9. Since v1 ∈ Q̂+1,w(V ) and −v3 ∈ Q̂−3,w(V ) (resp. −v2 ∈ Q̂−2,w(V )), v1 − v3 ∈ Q̂+1,w(V ) or
Q̂−3,w(V ) (resp. v1− v2 ∈ Q̂+1,w(V ) or Q̂−2,w(V )). Assume v1− v3 ∈ Q̂+1,w(V ) (resp. v1− v2 ∈ Q̂+1,w(V )).
Since v2 + v3 = −v1, v2 + 2v3 = −v1 + v3 ∈ Q̂−1,w(V ) (resp. v2 + v3 = −v1, 2v2 + v3 = −v1 + v2 ∈
Q̂−1,w(V )), I(V ) is stci on I(W2) ∩ I(W3) by Theorem 2.11, and a set-theoretic complete intersec-
tion.
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(resp. I(W1) ∩ I(W3)) by Theorem 2.11. Since I(W1) ∩ I(W2) (resp. I(W1) ∩ I(W3)) is a set-theoretic
complete intersection, so is I(V ). This completes the proof. 
Theorem 1.6 follows from Proposition 2.14 and Theorem 2.15.
3. Modular arithmetic
In [2], Sh. Eliahou proved the following:
Proposition 3.1. (Cf. [2].) If
(1) n1 = 4, n2,n3,n4  4,
(2) n2 ≡ 1, n3 ≡ 2, n4 ≡ 3 mod 4,
(3) 2n3  n2 + n4 ,
then the aﬃne monomial curve C deﬁned by n1 , n2 , n3 and n4 is a set-theoretic complete intersection.
For example, if (n1,n2,n3,n4) = (4,5,6,7), then C is a set-theoretic complete intersection. In this
section we generalize the above proposition. Note that:
(1) If ni ≡ n j mod 4 for 1 < i < j, then C is a set-theoretic complete intersection.
(2) If n2 ≡ 1, n3 ≡ 2, n4 ≡ 3 mod 4, then
v = t(a,−1,−1,1) ∈ Ker(4,n2,n3,n4).
If a 0, then n4 is contained in the semigroup generated by 4, n2 and n3.
If a > 0, then C is a set-theoretic complete intersection by Theorem 1.6.
Hence, if n1 = 4, then C is a set-theoretic complete intersection. In this section, we extend this
result for any n1 less than or equal to 13. Throughout this section, let V = Ker(n1,n2,n3,n4) where
n1, n2, n3 and n4 are natural numbers whose gcd is one.
Lemma 3.2. If one of the following conditions is satisﬁed, then I(V ) is a set-theoretic complete intersection.
(1) ni ≡ n j mod n1 for 1 < i < j.
(2) ni + n j ≡ 0 mod n1 for 1 < i < j.
(3) ni + n j ≡ nk mod n1 for {i, j,k} = {2,3,4}.
Proof. Assume n2 ≡ n3 mod n1. Then n2 is contained in the semigroup generated by n1 and n3, or
n3 is contained in the semigroup generated by n1 and n2. Thus I(V ) is a set-theoretic complete in-
tersection, since aﬃne monomial curves in aﬃne three space are set-theoretic complete intersections
(e.g. [7]). This proves (1).
Assume n2 + n3 ≡ 0 mod n1. Since n2 + n3 is contained in the semigroup generated by n1 and n4,
I(V ) is a set-theoretic complete intersection by Theorem 1.6. This proves (2).
Lastly, we prove (3). Assume n2 +n3 ≡ n4 mod n1. Then V contains a vector t(a,−1,−1,1) where
a ∈ Z. Then, if a > 0, then I(V ) is a set-theoretic complete intersection by Theorem 1.6. If a 0, then
n4 is contained in the semigroup generated by n1, n2 and n3. In any case, I(V ) is a set-theoretic
complete intersection as above. 
Lemma 3.3. Let d = gcd(n1,n2,n3) and put V ′ = Ker(n1/d,n2/d,n3/d,n4). Then I(V ) is a set-theoretic
complete intersection if and only if I(V ′) is a set-theoretic complete intersection.
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ρ˜1(I(V ′)) where ρ˜1 is the algebra map induced by ρ1. Hence I(V ) is a set-theoretic complete in-
tersection if I(V ′) is a set-theoretic complete intersection. Similarly, we consider ρ2 : Z4 → Z4 with
ρ2(a1,a2,a3,a4) = (da1,da2,da3,a4). Then dV ′ = ρ2(V ) and I(dV ′) = ρ˜2(I(V )) where ρ˜2 is the al-
gebra map induced by ρ2. If I(V ) is a set-theoretic complete intersection, I(dV ′) is a set-theoretic
complete intersection, so is I(V ′). 
Deﬁnition 3.4. For natural numbers n1, n2, n3, n4, we denote
M(n1;n2,n3,n4) = (ci j)1i3,1 j4,
if the following conditions are satisﬁed for any integers a1, a2, a3 with ni + ai−1n1 > 0 for i = 2,3,4:
(1) c(i−1)i > 0 for i = 2,3,4 and ci j  0 otherwise,
(2) there are v1, v2, v3, v4 ∈ V = Ker(n1,n2 + a1n1,n3 + a2n1,n4 + a3n1) with σi(v j) = c(i−1) j for
i > 1 and j  1 such that the existence of them proves that I(V ) is a set-theoretic complete
intersection (for instance, by Theorem 1.5 or Theorem 1.6).
Thus the existence of the matrix M(n1;n2,n3,n4) proves that the monomial curve deﬁned by n1, n2,
n3, n4 is a set-theoretic complete intersection. Note that this last matrix is not unique, since there may
be different sets of four vectors that can prove the same curve is a set-theoretic complete intersection.
Lemma 3.5. Let π : Z4 → Z3 be a projection with π(v) =∑i>1 σi(v)ei−1 . Then
(1) for v ∈ V , if π(v) = 0, then v = 0,
(2) for w ∈ Z3 , w ∈ π(V ) if and only if∑i>1 σi(w)ni ≡ 0 mod n1 ,
(3) for v1, v2, v3 ∈ V , V =∑Zv j if and only if |σi(π(v j))|i, j=1,2,3 = ±n1 .
Proof. (1), (2) are clear and (3) follows from Lemma 1.1. 
Example 3.6. Let V = Ker(5,6,7,8). Then I(V ) = √(F (v1), F (v2), F (v3), F (v4)) where
(v1 v2 v3 v4) =
⎛⎜⎝
3 −1 0 −2
0 2 −1 −1
−1 −1 2 0
−1 0 −1 2
⎞⎟⎠ .
Hence I(V ) is a set-theoretic complete intersection by Theorem 1.5. We claim
M(5;1,2,3) =
( 0 2 −1 −1
−1 −1 2 0
−1 0 −1 2
)
.
Let V = Ker(5,1+ 5a1,2+ 5a2,3+ 5a3) where a1, a2, a3 are non-negative integers. The inner product
of each column vector and (1,2,3) is a multiple of 5 and this implies that each column vector deﬁnes
an element v j in V for each j by Lemma 3.5 (2). Since |σi(v j)|i>1, j=1,2,3 = −5, we have V =∑ j Zv j
by Lemma 3.5 (3). Further, if σ1(v j) 0 for j > 1, then I(V ) is a set-theoretic complete intersection
by Lemma 3.2. Hence we may assume σ1(v j) < 0 and supp v
+
j = { j} for j > 1. Then, since v1 + v2 +
v3 + v4 = 0 by Lemma 3.5 (1), I(V ) is a set-theoretic complete intersection by Theorem 1.5. Hence
we proved that I(V ) is a set-theoretic complete intersection if (n2,n3,n4) ≡ (1,2,3) mod n1 = 5.
Note 3.7. From now, we assume v ∈Q+j (V ) for j > 1, if σ j(v) > 0 and σl(v) = 0 or −1 for l = j and
l > 1. For, let l = 4. If π(v) = t(−1,0,a), t(0,−1,a) or t(−1,−1,a) and if σ1(v)  0, then n2, n3 or
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intersection. Otherwise v ∈Q+4 (V ).
Lemma 3.8. If ni + n′i ≡ 0 mod n1 for i > 1, then M(n1;n2,n3,n4) = M(n1;n′2,n′3,n′4) if one of them exists.
Proof. This follows from the observation that a2n2 + a3n3 + a4n4 ≡ 0 mod n1 if and only if a2n′2 +
a3n′3 + a4n′4 ≡ 0 mod n1. 
Example 3.9. Since M(5;1,2,3) exists, we have M(5;4,3,2) = M(5;1,2,3). In particular, I(V ) is a
set-theoretic complete intersection if V = Ker(5,7,8,9).
The following lemma is clear.
Lemma 3.10. We have M(n1;dn2,dn3,dn4) = M(n1;n2,n3,n4) for d > 0, if M(n1;n2,n3,n4) exists. Fur-
ther, if one of n2 , n3 or n4 is coprime to n1 , then we may assume M(n1;n2,n3,n4) = M(n1;1,n′3,n′4) up
to order of n2 , n3 , n4 . In particular, if n1 = pe where p is prime and e > 0, then we may always assume
M(n1;n2,n3,n4) = M(n1;1,n′3,n′4).
From above lemmas, we have
(1) M(n1;n2,n3,n4) = M(n1;n′2,n′3,n′4) if (n2,n3,n4) ≡ (n′2,n′3,n′4) mod n1,
(2) M(n1;n2,n3,n4) = M(n1;n1 − n2,n1 − n3,n1 − n4),
(3) M(n1;n2,n3,n4) exists if ni ≡ n j mod n1 for any 1 < i < j,
(4) M(n1;n2,n3,n4) exists if ni + n j ≡ 0 mod n1 for any 1 < i < j,
(5) M(n1;n2,n3,n4) exists if ni + n j ≡ nk mod n1 for any 1 < i < j and k > 0.
So we have to investigate the existence of M(n1;n2,n3,n4) under the following assumption:
(1) 0 < n2 < n3 < n4 < n1 − n2,
(2) ni + n j ≡ 0 mod n1 for any 1 < i < j,
(3) ni + n j ≡ nk mod n1 for any 1 < i < j and k > 0.
Clearly, if n1 < 5, then the list of n1, n2, n3, n4 satisfying the above is empty. If n1 = 5, then
(n2,n3,n4) = (1,2,3) is the unique triple satisfying (1). Since it does not satisfy (2), we conclude
that I(V ) is a set-theoretic complete intersection, if n1 = 5. Assume n1 = 6. If (n2,n3,n4) satisﬁes the
conditions (1) and (2), then
(n2,n3,n4) = (1,2,3) or (1,3,4).
None of them satisfy (3).
Consider the case of n1 = 7. By Lemma 3.10, we may assume n2 = 1. If (1,n3,n4) satisﬁes the
conditions (1), (2) and (3) then
(n2,n3,n4) = (1,2,4).
Assume n1 > 7. By Lemma 3.3, we may add more conditions:
(4) gcd(n1,n3,n4) = gcd(n1,n2,n4) = gcd(n1,n2,n3) = 1,
(5) (n2,n3,n4) ≡ d(n′2,n′3,n′4) mod n1 for any d > 0 and any triple (n′2,n′3,n′4) such that M(n1;n′2,
n′3,n′4) exists.
For example, we have (1,2,5) ≡ 5(2,4,1) mod 9, hence we have M(9;1,2,5) = M(9;2,4,1). So we
need not give M(9;1,2,5), if M(9;1,2,4) exists.
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M(4μ1 + 2μ2 + 1;1,2,4) =
( −1 2 0 −1
−μ2 −1 2 μ2 − 1
−μ1 0 −1 μ1 + 1
)
,
where μ1 > 0 and μ2 is 0 or 1. Note v1 + v2 + v3 + v4 = 0 and that I(V ) is a set-theoretic complete
intersection. Hence we conclude that M(n1,1,2,4) exists for any n1 (if n1 is even, then it follows
from Lemma 3.3).
We may give the list of triples (n2,n3,n4) satisfying the conditions (1) to (5) by the sake of
technical computing softwares like Mathematica.
(n1 = 8) (1,2,5),
(n1 = 9) (1,2,4), (1,2,6), (1,4,7),
(n1 = 10) (1,2,5), (1,2,7), (1,3,5), (1,5,8),
(n1 = 11) (1,2,4), (1,2,5), (1,2,7), (1,2,8), (1,3,5),
(n1 = 12) (1,2,5), (1,2,7), (1,2,9), (1,3,5), (1,3,7), (1,3,8),
(1,4,7), (1,5,9), (1,7,10),
(n1 = 13) (1,2,4), (1,2,5), (1,2,6), (1,2,8), (1,2,9), (1,2,10),
(1,3,5), (1,3,9), (1,4,6), (1,4,11),
(n1 = 14) (1,2,5), (1,2,7), (1,2,9), (1,2,11), (1,3,5), (1,3,7),
(1,3,8), (1,3,10), (1,4,7), (1,6,11), (1,7,9), (1,7,10),
(1,7,12), (1,9,11).
For the above triples, we give a matrix M(n1;n2,n3,n4) and the relation of v1, v2, v3, and v4, and
it turns out that I(V ) is a set-theoretic complete intersection in all cases except one, the n1 = 14 and
(1,9,11).
M(8;1,2,5) =
(−1 2 −1 0
−1 −1 3 −1
−1 0 −1 2
)
, v1 + v2 + v3 + v4 = 0,
M(9;1,2,6) =
(−1 2 0 −1
−1 −1 3 −1
−1 0 −1 2
)
, v1 + v2 + v3 + v4 = 0,
M(9;1,4,7) =
(−1 2 −1 −1
−2 −1 2 −1
0 −1 −1 2
)
, 0v1 + v2 + v3 + v4 = 0,
M(10;1,2,5) =
(−1 2 −1 0
−2 −1 3 0
−1 0 −1 2
)
, v1 + v2 + v3 + v4 = 0,
M(10;1,2,7) =
(−1 2 −1 0
−1 −1 4 −2
−1 0 −1 2
)
, v1 + v2 + v3 + v4 = 0, or
(−1 2 0 −1
−1 −1 2 0
)
, v1 + v2 + v3 + v4 = 0.−1 0 −2 3
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there exists M(10;1,2,7) in each case.
M(10;1,3,5) =
(−2 3 −1 0
−1 −1 2 0
−1 0 −1 2
)
, v1 + v2 + v3 + v4 = 0,
M(10;1,5,8) =
(−2 3 0 −1
0 −1 2 −1
−1 −1 0 2
)
, v1 + v2 + v3 + v4 = 0,
M(11;1,2,5) =
(−1 2 −1 −1
0 −1 3 −1
−2 0 −1 5
)
, 2v1 + 2v2 + v3 + v4 = 0,
M(11;1,2,7) =
( 0 2 −1 −1
−2 −1 4 −1
−1 0 −1 2
)
, v1 + v2 + v3 + v4 = 0,
M(11;1,2,8) =
(−1 2 0 0
−1 −1 4 −1
−1 0 −1 3
)
, 2v1 + v2 + v3 + v4 = 0,
M(11;1,3,5) =
(−1 3 −1 −1
0 −1 2 −1
−2 0 −1 3
)
, v1 + v2 + v3 + v4 = 0,
M(12;1,2,5) =
( 0 2 −1 −1
−1 −1 3 −1
−2 0 −1 3
)
, v1 + v2 + v3 + v4 = 0,
M(12;1,2,7) =
(−1 2 −1 0
−2 −1 4 −1
−1 0 −1 2
)
, v1 + v2 + v3 + v4 = 0,
M(12;1,2,9) =
(−1 2 0 −1
−1 −1 3 −1
−1 0 −2 3
)
, v1 + v2 + v3 + v4 = 0, or
(−1 2 −1 0
−1 −1 5 −3
−1 0 −1 2
)
, v1 + v2 + v3 + v4 = 0,
M(12;1,3,5) =
(−2 3 −1 0
0 −1 2 −1
−2 0 −1 3
)
, v1 + v2 + v3 + v4 = 0,
M(12;1,3,7) =
( 0 2 0 −1
−1 0 4 −1
−3 −2 0 4
)
, 2v1 + v2 + v3 + 2v4 = 0, or
(−2 3 0 −2
−1 −1 4 0
−1 0 0 2
)
, 2v1 + 2v2 + v3 + v4 = 0,
M(12;1,3,8) =
(−1 3 −1 0
−1 −1 3 0
)
, 2v1 + v2 + v3 + v4 = 0,
−1 0 −1 3
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(−1 4 −1 0
−1 −1 2 −1
−1 0 −1 4
)
, 2v1 + v2 + 2v3 + v4 = 0,
M(12;1,5,9) =
(−2 2 −1 −1
−2 −1 2 −1
0 −1 −1 2
)
, v2 + v3 + v4 = 0,
M(12;1,7,10) =
(−2 5 −2 −1
0 −1 2 −1
−1 −1 0 2
)
, v1 + v2 + v3 + v4 = 0, or
( 0 2 −1 −1
−2 −2 5 −1
−1 0 −1 2
)
, v1 + v2 + v3 + v4 = 0,
M(13;1,2,5) =
(−1 2 −1 0
−1 −1 3 −1
−2 0 −1 3
)
, v1 + v2 + v3 + v4 = 0,
M(13;1,2,6) =
(−1 2 0 −1
0 −1 3 −1
−2 0 −1 7
)
, 3v1 + 2v2 + v3 + v4 = 0,
M(13;1,2,8) =
(−1 2 0 −1
−2 −1 4 −1
−1 0 −1 2
)
, v1 + v2 + v3 + v4 = 0,
M(13;1,2,9) =
( 0 2 −1 −1
−2 −1 5 0
−1 0 −1 3
)
, 2v1 + v2 + v3 + v4 = 0,
M(13;1,2,10) =
(−1 2 0 −1
−1 −1 5 0
−1 0 −1 4
)
, 3v1 + 2v2 + v3 + v4 = 0,
M(13;1,3,5) =
( 0 3 −1 −1
−1 −1 2 −1
−2 0 −1 6
)
, 2v1 + v2 + 2v3 + v4 = 0,
M(13;1,3,9) =
(−1 3 0 −1
−1 −1 3 0
−1 0 −1 3
)
, 2v1 + v2 + v3 + v4 = 0,
M(13;1,4,6) =
(−1 6 0 −1
0 0 3 −1
−2 −1 −2 3
)
, 3v1 + v2 + v3 + 3v4 = 0 or
(−1 4 −1 0
−3 −1 5 −3
0 0 −1 2
)
, 2v1 + v2 + 2v3 + v4 = 0,
M(13;1,4,11) =
( 0 2 −1 −1
−1 −1 3 −1
−2 −1 −1 4
)
, v1 + v2 + v3 + v4 = 0.
Therefore:
Theorem 3.11. If one of n1 , n2 , n3 or n4 is less than or equal to 13, then the aﬃne monomial curve deﬁned by
n1 , n2 , n3 and n4 is a set-theoretic complete intersection.
K. Eto / Journal of Algebra 372 (2012) 463–479 479Note 3.12. We can also investigate the case of n1 = 14. It turns out that there is the only one un-
known case: whether M(14;1,9,11) exists. In this case, we might not give the matrix easily. Even if
n1 > 14, we can give the list of triples (n2,n3,n4) to investigate, besides we do not know whether
M(n1;n2,n3,n4) exists in some cases.
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