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Joaquim Rigola Serrano, Assensi Oliva, A Numerical Study of Liquid Atomization Regimes
by means of Conservative Level-Set Simulations, Computers and Fluids (2018), doi:
https://doi.org/10.1016/j.compfluid.2018.10.017
This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and













• Adoption of a CLS-AMR strategy to achieve the DNS of two-phase
Liquid Jets.
• Validation in the context of 3D atomization by simulating Coaxial
Liquid-Air Jets.
• DNS and study of Liquid Jets’ features as function of several different
parameters.
• Proposition of a complete break-up regimes map, entirely obtained from
DNSs.
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Abstract
In this work, a conservative level-set finite-volume solver for interface-
capturing is employed to perform the direct numerical simulation of Liquid
Jets discharging into a quiescent air chamber. The scope is to propose a com-
plete break-up regimes map entirely obtained from numerical simulations.
The solver accounts for an adaptive mesh refinement strategy to optimize
the computational resources. The numerical model is firstly validated in the
context of 3D atomization by simulating the behavior of 3D Coaxial Liquid-
Air Jets. Next, we propose an overview of the physical behavior of Liquid
Jets, mainly proceeding from theoretical and experimental works. Hence, we
perform a series of simulations aimed at studying the variability of the Liquid
Jet characteristics as function of selected input parameters. In particular, the
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analyzed cases are characterized by variable values of Reynolds, Ohnesorge
and Weber numbers. The patterns obtained in simulations are compared to
the ones expected from bibliographic studies, situating each case on a break-
up regime map. A general good agreement is found in the identification
of the various break-up regimes and characteristic lengths, while the major
differences have been highlighted and interpreted.
Keywords: two-phase liquid injection, instability and break-up
phenomena, conservative level-set, adaptive mesh refinement
1. Introduction
The injection of a liquid flux into a quiescent air environment is a re-
current set-up in industrial applications. Some remarkable examples are the
fuel injectors in Diesel engines, propulsion systems and some kinds of phar-
maceutical sprays. However, the study of the liquid atomization processes
is currently a problem not totally understood in the engineering field, due
to the high complexity of the phenomena that lead to the generation and
amplification of instabilities at the interface and to the complete pulveriza-
tion of the liquid core —an introduction to the physical processes involved
is available in Tryggvason et al. [1]. A correct numerical representation of
such processes would bring great advances in the simulation of the related
applications.
In the last decades, several numerical methods have been proposed to













tational fluid dynamics (CFD) models. In Reynolds-averaged Navier-Stokes
equations models (RANS) [2], the approach is based on a homogeneous for-
mulation of the two-phase medium, and the transport of mean interface den-
sity is modeled by diffusion-like hypothesis, therefore neglecting the effect of
the interaction between liquid structures [3]. LEIS (Large Eddy and Inter-
face Simulations) methods combine the resolution of filtered Navier-Stokes
equations (LES Models) with the tracking of the interface by means of the
typical one-fluid formulations, as Level-Set or Volume-of-Fluid. For example,
as in single-phase flows, Sagaut [4] applied a dynamic Smagorinsky model
in under-resolved regions of the domain. Therefore, the flow variables in
governing equations are considered to be the filtered variables by adding a
sub-grid scale (SGS) stress term to the RHS of momentum equations. The
main drawback of this method has been the difficulty of combining filtered
equations with the representation of source terms, i.e. surface tension. How-
ever, there are recent developments related to the combination of LES with
VoF for turbulent free-surface, bubbly flows and break-up phenomena, as
discussed by Liovic and Lakehal [5]. The idea consists of grid-filtering each
phase separately, and modeling the resulting SGS stresses as if they were
isolated. However, special treatment may be necessary at the interface, tak-
ing advantage of the fact that the lighter phase perceives the interfaces like
deformable walls. Here, Liovic and Lakehal showed that the effect of unre-
solved surface tension source terms is small compared to classic SGS stress













by simulating the physical mechanism underlying the surface break-up of a
liquid jet injected transversely on a cross flow at Re= 1200.
Finally, direct numerical simulation (DNS) approaches involve strict re-
quirements in terms of computational resources, because of the numerous
length scales involved in the phenomenon. That includes the correct repre-
sentation of surface phenomena, such as the growth of waves and filaments,
as well as the generation of drops of varying size in primary and secondary
atomization processes. Therefore, as demonstrated by Shinjo and Umemura
[7], the use of huge computational resources is needed to carry out the DNS
of complete atomization phenomena. Nevertheless, these results allow to
obtain detailed information and useful insights on the physics of atomizing
two-phase flows. An early review on the DNS of two-phase atomizing flow
was presented by Gorokhovski and Herrmann [3]. Instead, we present below
some of the most recent contributions within this field. Between the oth-
ers, Desjardins et al. [8] proposed a robust and mass conservative numerical
method for the study of the turbulent atomization of a liquid Diesel jet, con-
sisting in the injection of a high-velocity liquid into a still air chamber. In
Desjardins et al. [9] the same method is used to perform further simulations
of Diesel injectors. Moreover, they applied it to the simulation of coaxial jets
—where the atomization of the liquid is assisted by the coaxial injection of a
high-speed gas— obtaining a good agreement between experimental and nu-
merical data in a wide range of situations. Ménard et al. [10] and Lebas et al.













means of simulations, e.g. correctly representing the influence of gas temper-
ature. Fuster et al. [12] studied the influence of the injector and the effect
of vortices generation and swirling in high Reynolds number simulations of
coaxial jets. Again, Shinjo and Umemura [7] performed simulations of liquid
injection in still air, obtaining detailed insights on the formation of ligaments
and drops during the primary atomization process. Delteil et al. [13] ana-
lyzed in detail the break-up of a water jet in the wind-induced regime. More
recently, Salvador et al. [14] studied the influence of mesh size in Diesel spray
simulations. Grosshans et al. [15] analyzed the influence of various parame-
ters as nozzle turbulence, cavitation bubbles, density and viscosity liquid-gas
ratio in the final size of droplets. Finally, Shao et al. [16] performed detailed
simulations of the swirling liquid primary atomization process. However,
all the works listed concentrate mainly on the detailed study of individual
cases. To the best of the authors’ knowledge, there is no reference that ana-
lyzes a wide range of cases —e.g. in terms of Reynolds or Weber number—
by means of a generalizable numerical model, as happens on the contrary in
experimental works (e.g. Badens et al. [17]).
In this work, the injection of a liquid flux in a quiescent air environment
is studied by means of direct numerical simulations (DNS) for a large range
of input parameters. The simulations are performed on the in-house plat-
form TermoFluids [18]. The numerical framework employed solves the non-
filtered Navier-Stokes equations on a collocated unstructured basis, while the













technique [19]. The base fixed mesh is refined adaptively in order to obtain
the required characteristic length in all the parts of the domain [20, 21, 22].
In Schillaci et al. [23] the inclusion of adaptive mesh refinement (AMR) into
the existing CLS solver was verified and employed to obtain physical insights
of a coaxial 2D turbulent jet. Further verifications and validations of the
CLS method on fixed meshes and dynamic meshes have been reported in
[19, 24, 25].
In the current work, the numerical framework is extended to the context
of 3D atomization processes. Firstly, we propose a validation case, consisting
in the simulation of two different coaxial liquid-gas 3D jets. In the analyzed
cases the Reynolds number of the liquid jet varies between 600 and ∼ 1 ×
104, while the Weber number, which indicates the aerodynamic pressure
exerted by the gas on the liquid, ranges between 200 and 4.5 × 103. The
numerical results are validated by using the empirical correlations obtained
in experimental works by [26] and [27].
Secondly, the numerical platform is used to perform a detailed DNS study
of the liquid injection into a quiescent gas chamber, main contribution of
the current work. As an introduction, a general review on experimental and
theoretical references on the atomization of liquid jets is proposed, in order to
establish the basis for a complete comparison with the results already present
in the literature. The case is analyzed for a wide range of physical parameters
as the inlet velocity of the liquid and the surface tension coefficient. Our













carrying out an exhaustive array of cases, and taking into account the most
influent input parameters. In all the cases, we analyzed the quantities that
characterize the resulting physics, such as the intact length or the diameter
of the drops. Hence, the various tests are placed on break-up regime maps
as function of dimensionless parameters (Rel, Weg and Oh), to be compared
with the correlations found in the literature.
Hence, this Paper is organized as follows. In Sec. 2, the employed nu-
merical method is explained. In Sec. 3, we present a numerical study of
the coaxial jet set-up, in order to carry out a validation of the numerical
framework in a 3D scenario characterized by instability and break-up phe-
nomena. In Sec. 4, we review the literature dealing with the physics of the
liquid injection. This serves as an introduction to Sec. 5, where we detail the
simulations performed to identify the atomization regimes, analyzing simi-
larities and differences between numerical results and reference data found
in literature. Finally, we report all the obtained conclusions in Sec. 6.
2. Numerical Framework
The numerical method utilized in this work has been developed on the
in-house platform TermoFluids [18] for CFD simulations. The method ac-
counts for a finite-volume discretization of Navier-Stokes equations for mo-
mentum conservation on collocated unstructured meshes, and for a level-set
description of the interface. Technical details on the discretization and im-













In particular, the conservative level-set (CLS) method, as introduced by
[19] in the framework of unstructured grids, is used for interface capturing.
The interface is advected by means of the following equation
∂φ(x, t)
∂t
+∇ · (φ(x, t)u) = 0, (1)
where φ(x, t) is the regularized distance function from the interface and
u(x, t) is the velocity scalar field. At every time step, the level-set func-
tion is re-initialized in pseudo-time, τ , according to
∂φ
∂τ
+∇ · φ(1− φ)n = ∇ · ε∇φ (2)
The proposed reinitialization equation accounts for a compressive flux term
that keeps the interface sharp, and for a counter-diffusive term regulated by
the empirical coefficient ε, that avoids the diffusion of φ(x, t). As numeri-
cal advantages of this model, the CLS method avoids the accumulation of
mass conservation error, which is an issue inherent to standard level-set for-
mulations, whereas an accurate computation of surface tension is achieved.
Furthermore, the numerical formulation of the CLS methods [19, 28] is sim-
pler in comparison to other interface-capturing approaches such as coupled
level-set and volume-of-fluid method [29], which need to advect an indicator
function together with a signed distance function, or in comparison to meth-
ods that need geometrical algorithms for interface reconstruction [30, 31].













is derived from the resolution of Navier-Stokes equations in the incompress-
ibility and variable properties limit (density, viscosity). In a domain occupied
by two incompressible fluids separated by an interface, the fluids are governed
by the following equations
∇ · u = 0, (3)
∂(ρu)
∂t
+∇ · (ρuu) = −∇p+∇ · (µ[∇u + (∇u)T ]) + Sσ, (4)
where p is the pressure, ρ is the density, µ is the dynamic viscosity and Sσ is a
volumetric source taking into account the effect of surface tension. The con-
vective term, ∇· (ρuu), is discretized by means of the low-dispersion scheme
presented by [23], properly designed for unstable and/or turbulent two-phase
flows. The surface tension force, Sσ is transformed to a volume force by using
a continuum surface force (CSF) approach, proposed by Brackbill et al. [32],
given in formula by
Sσ = σκ∇φ, (5)
where σ is the surface tension coefficient, κ is the curvature and the last
term is the gradient of the volume fraction φ. The numerical implementa-
tion, verification and validation of the surface tension force on our numerical
framework is described in [19, 24, 30].
A dynamic mesh refinement strategy is adopted to improve the efficiency
of the simulations by increasing the mesh density in areas of the domain
where the most important flow structures develop. The Cartesian base mesh













to the algorithm proposed by Antepara et al. [20]. Fig. 1(a) represents a
basic hexahedron cell of the coarse Cartesian mesh, indicated as level 1,
and the sub-cells obtained as a consequence of three progressive refinement
stages referred to as level 2, 3 and 4. As an example, Fig. 1(b) shows the
inner section of a refined domain, referring to the mesh of the coaxial 3D
jet described in Sec. 3.1. The discretization of the refined/coarsened cells
accounts for a divergence-free treatment, which ensures the correct transport
of mass, momentum and kinetic energy. The process is aimed at ensuring the
proper representation of characteristic lengths in each part of the domain,
resolving both interfacial and convective scales. In particular, the refinement
step is carried out when certain refinement criteria are met over a list of
cells. These cells are marked with the corresponding level of refinement
during a checking process, performed every certain number of iterations.
The refinement criteria used in this work are listed below.
Interface-capturing criterion. It follows the pattern of the level-set function
to assign the highest level of refinement in the proximity of the interface,
Γ. The refining process is triggered when a minimum number of interfacial
control volumes approximates the non-refined domain area. Some additional
rings of cells are added to the refined zone, so as to forestall the movement of
the fluid and to avoid the process of mesh renewal at each iteration. Depart-
ing from Γ, a decreasing level of refinement is assigned, to obtain a smooth













Vorticity-based criterion. It is intended to refine the mesh in the zones in
which a high vorticity is measured, thus guaranteeing that the smallest scales
of the vortices generated by turbulence are well captured. In particular, a
specific cell is refined if
∆h|∇ × u|
max{u} > Ωlim (6)
where ∆h is cubic root of the cell volume, and Ωlim is a threshold parameter
between 0.01 and 0.02.
The inclusion of adaptive-mesh-refinement strategy was tested in past
works, demonstrating its effectiveness in the simulation of break-up or general
multiphase phenomena [21, 22]. In Schillaci et al. [23] the model is used to
















level 1 (base mesh)
(a)
(b)
Figure 1: (a) Octree decomposition of a uniform 3D Cartesian mesh. (b) Inner section of
a 3D domain refined with AMR in this work.
3. Validation: the 3D Coaxial Jet Case
The 3D coaxial jet physics, consisting in the parallel injection of two
liquid and gas streams, embraces a large range of industrial operations. Some
examples are the generation of pharmaceutical sprays or the atomization of
liquid propellants in combustion engines. In this section, we describe the
results obtained in the numerical simulations of 3D coaxial jets with different













in experimental literature, thus demonstrating the capability of our numerical
framework to carry out the simulation of complex 3D break-up phenomena.
The flow presented in this section is characterized by the Weber number
of the gas, Weg, fluid inertia over surface tension ratio, the Reynolds number
of the liquid, Rel, fluid inertia over viscous forces ratio, and the Momentum















where the subscripts refer to liquid, l, or gas, g, respectively, ρ is the fluid
density, µ is the viscosity, σ is the surface tension coefficient, u is the inlet
velocity, h is the gas inlet annular gap height and D is the characteristic
diameter of the liquid inlet nozzle. The dimensionless time is t′ = tul/D.
In the first proposed case, the Near-field analysis, the objective is pointed
on the initial destabilization of the jet and its primary break-up. The prop-
erties of the involved fluids emphasize the prevalence of aerodynamic forces,
thus allowing a clear identification of the instabilities that lead to liquid core
rupture, i.e. Kelvin-Helmholtz (KH) and Rayleigh-Taylor (RT) instabilities.
In the second test, identified as Far-field analysis, the secondary atomiza-
tion process is studied more in detail by setting a longer domain length.
Hence, particular attention is given to the measurement of the diameter of
the droplets resulting from the atomization process.














far-field: Rel = 1× 104, We ≃ 200
near-field: Rel = 600, We ≃ 2× 103
Figure 2: Break-up regime diagram of coaxial jets extracted from [26], function of Rel and
We= ρgu
2




l is the momentum flux ratio. On the right, a
graphical resume of the cases analyzed in this work is depicted.
has been analyzed experimentally by several authors, such as Marmottant
and Villermaux [27], Varga et al. [33], Rayana et al. [34]. Their works pro-
vide semi-empirical correlations for the calculation of characteristic ampli-
tudes, valid for a specific range of physical conditions and set-up features
of the coaxial jet. In the following part of this section, simulations are val-
idated by comparing the characteristic amplitudes these reference values.
The magnitudes considered are the wavelength of the KH instability, λKH,
the Rayleigh-Taylor wavelength, λRT, the intact jet length, L/D, and the
Sauter mean diameter of droplets, d32.
3.1. Near-field analysis
In this paragraph, we propose the simulation of a coaxial jet with Rel =














near-field 600 4500 2.5× 106
far-field 9980 204 6.6× 106
Table 1: 3D Coaxial Jet: dimensionless numbers and CVs at steady state.
Test SPC CPUs CVs time [h×CPU]
near-field JFF [35] 128 ∼2.5M ∼720
far-field Finisterrae II [36] 512 ∼6.5M ∼500
Table 2: Coaxial Jets: computational details of the simulations. SPC is the employed
supercomputer, together with the related number of CPUs; CVs is the averaged number
of dynamic cells involved in the simulations while the time indicates the number of hour
(per CPU) for which the case was run.
and the short length of the domain, this case is thought to show in detail
the phases of the destabilization process that lead to primary break-up. The
numerical set-up, depicted in Fig. 3, consists of a rectangular box, in which
a high-speed round liquid jet, with diameter D, is injected at constant hor-
izontal velocity. The box has dimensions 9D × 3D × 3D. The coaxial
gas flux flows from the outer gap of amplitude h ' 2D. Dimensionless num-
bers are reported in Tab. 1 (near-field case). At the other boundaries an
outflow pressure based condition is applied. A lv.3 AMR is used on a ba-
sic mesh of ∼ 3.5 × 105 cells. At statistical steady state, the mesh counts
∼ 2.5 × 106 elements, and (D/∆h)lv.3 = 60. Alternatively, the achievement
of the same resolution on a static Cartesian mesh would require the employ-
ment of ∼ 2.1 × 107 elements. More details above computational data are













According to the break-up regime diagram proposed by Lasheras and
Hopfinger [26], and reproduced in Fig. 2, the flow properties indicate a fiber
type atomization regime. In Fig. 3, a screenshot of the completely developed
coaxial jet is also reported. In the zoom one can observe in detail the Kelvin-
Helmholtz mechanism, characterized by the KH instability wavelength, λKH.
This instability is due to the shear stress appearing between two parallel
streams flowing with different velocities. The interfacial fluctuations cause
the appearance of waves that quickly grow, amplify and roll-up. In the case
of an axial liquid injection, perturbed by a parallel laminar gas flow, λKH
can be evaluated by using the formulation proposed by Marmottant and
Villermaux [27]. They state that, in case of high We number, the wavelength






with constant C ' 1.2 for the coaxial axisymmetric configuration. In the case
of laminar flow inlet, the vorticity layer thickness can be evaluated as δ =
5.6h/Reg where h is the air-gap inlet length. Numerical values for λKH/D,
are evaluated from a graphical analysis of the jet pictures and compared to
the semi-empirical correlations, being (λKH/D)num ' 0.37. Good agreement
is found with the reference value, (λKH/D)ref ' 0.43, evaluated according to
Eq. 8. Results are reported in Tab. 3.













triggering for the further destabilization of the flow. Indeed, the acceler-
ated crest of the waves generated by the first instability, developing on a
direction perpendicular to the main flow, are subjected to a Rayleigh-Taylor
(transverse) type instability. This consists in the action of the light phase
pushing on the heavier one, causing the appearance of ligaments on the top
of the wave crests. This phenomenon, characterized by λRT wavelength, is
also highlighted in the zoom of Fig. 3. [27] proposes a correlation for the







where Weδ is the Weber number of the vorticity layer, evaluated as Weδ =
ρgu
2
gδ/σ. Again, good agreement is found between the numerical value,
(λRT/D)num ' 0.14, and the experimental one, (λRT/D)ref ' 0.11, evalu-
ated from Eq. 9.
Altogether, the two instability mechanisms described form the primary
break-up process. Following, the amplification of the disturbances down-
stream leads to the fragmentation of the liquid core and the spreading of
droplets downstream. The complete break-up of the liquid core occurs at
some liquid-jet diameters from the injection. Some authors have analyzed






















Figure 3: 3D Coaxial Jet: near-field analysis of the jet (Rel = 600, Weg = 4.5 × 103).
On the top-left, the numerical set-up is depicted. In the top-right screenshot (t′ = 6.3),
the jet surface is first unstabilized by waves, that successively roll-up causing primary
atomization. In the zoom, the instability wavelengths λKH/D and λRT /D and the intact













λKH/D λRT/D L/D d32[µm]
num. ref. num. ref. num. ref. num. ref.
near-field 0.37 0.43 0.14 0.11 4.66 4.75 - -
far-field - 1.26 - 0.49 4 5 1180 1377
Table 3: 3D Coaxial Jet: characteristic lengths measured in simulations (num.) and
comparison to experimental data (exp.) by [27] and [26].










The numerical value for the intact-length of the jet, L/D, is well captured,
as (L/D)num ' 4.66 acceptably matches the experimental data, (L/D)ref '
4.75, expressed by Eq. 10. The droplet size is not analyzed in this case as
the test was focused on the near-field of the jet and the path traveled by
particles is not long enough to show a complete disintegration.
3.2. Far-field analysis
In the second test, a longer and wider domain is adopted (15D × 5D ×
5D). It allows a better analysis of the far-field, where the liquid core is to-
tally broken and the structures resulting from primary break-up have mostly
degraded into droplets. The numerical set-up reflects the one used in the
near-field analysis, while the new properties are highlighted by dimensionless
numbers in Tab. 1. Rel ' 1 × 104 and Weg ' 200, indicate a fiber type
atomization regime closer to the turbulent zone. At statistical steady state,













minimum definition is set as a result of preliminary tests, and it is aimed at
guaranteeing the maximum reduction of numerical coalescence between the
particles generated by the primary break-up. Further details above compu-
tational resources are given in Tab. 2.
An overview of the flow evolution is presented in Fig. 4. The absence of
a predominant action of the aerodynamic forces in the near-field zone makes
the visual identification of the initial instabilities that lead to the core break-
down, λKH and λRT, more difficult. Indeed, the instabilities present a large
temporal variability and appear partially overlapped. Furthermore, the low
Weber number, Weg, indicates a decrease in the efficiency of the aerody-
namic forces in the generation of surface waves. Due to the fact that the
instabilities are not clearly distinguished (as in the near-field analysis), their
wavelengths are not measured in this case. Once ligaments are generated by
the transverse instability, they quickly degenerate into droplets, and their
size is demonstrated to be proportional to the wavelength of the transverse
instability [27, 33, 34]. The latter is much smaller than the axisymmetric
(Kelvin-Helmholtz) wavelength. Experimental works demonstrated the exis-
tence of a proportionality correlation between the mean droplet size in the
atomized region and λRT, e.g. [27] states that the Droplet Mean Diameter,
d32, can be found as
d32,mar ' 0.28λRT,mar. (11)













(a) t′ = 3.5 (b) t′ = 5
(c) t′ = 6.5 (d) t′ = 8
Figure 4: 3D Coaxial Jet: snapshots of the jet simulated in the far-field analysis (Rel '
1× 104, Weg ' 200).
analyzing the zone of the domain where, after a few diameter lengths, x/D,
the presence of droplets is stable. The analysis is carried out by means
of an image treatment which allows the recognition of the diameter of the
droplets that pass through a given section. The distribution of the drops
presents a fairly regular normal shape after a certain distance from the origin,
x/D ' 6. A statistical analysis allows the identification of the Sauter Mean
Diameter, d32, to be compared with reference data. The measured value for
(d32)num ' 1180 µm agrees well with reference value, (d32)num ' 1377 µm,
evaluated with Eq. 11 [27].
Finally, the liquid core intact-length, (L/D)num ' 4, despite being slightly
sub-estimated, is in good agreement with the reference value by [26], (L/D)ref '













4. Liquid Injection: a Review of Atomization Regimes
The principal scope of this work is to propose a complete break-up regime
map of the liquid jet set-up, consisting in the injection of a high-velocity fluid
inside a still air chamber. Differently from Sec. 3, the dimensionless numbers
for this case are defined as function of the inlet liquid velocity, ul, being the
inlet gas velocity equal to 0. Hence, the characteristic parameters, Weg, and















defined as the ratio between viscous forces, which tend to keep the flow stable,
and the product of inertia and surface tension which tend to break the liquid
surface. As reported by various authors [17, 37, 38], the dispersion pattern
of a liquid jet mainly depends on Rel and Oh parameters. By maintaining
the fluids properties fixed, the most universally recognized regimes can be
obtained by progressively increasing the inlet mass flow rate, as described
below.
In the dripping regime, the liquid drops are directly emitted at the nozzle
exit. This regime is characterized by a very low value of ul.
When a laminar liquid is injected at low velocity (Rayleigh regime), it













teristic diameter, ddrop, in the order of magnitude of the inlet jet diameter,
D. This phenomenon, similar to the dripping of water from a tap, is due
to the axisymmetric propagation of Rayleigh –or dilatational waves, and it
is driven by surface tension forces. This regime is the first characterized by
a break-up length, or intact-length of the jet, L, defined as the length at
which the rupture of the ligament occurs, or, alternatively, as the length of
the intact jet attached to the nozzle.
For higher Reynolds number (wind-Induced regime), the inertial forces
assume greater importance. The jet develops asymmetric instabilities, and
releases small droplets, ddrop < D. The intact length of the jet initially
increases with the velocity, but it starts to recede once a limit Re number
has been reached [39]. Some authors as Dumouchel [38] distinguish between
first and second wind-induced regime. In the first wind-induced regime there
is a dominant perturbation evolving on the jet interface, which, although
showing mixed asymmetric/axisymmetric characteristics, does not produce
organized drops as in the Rayleigh regime. The drop-size distribution may
become wider, but the diameters are still in the order of magnitude of the jet
diameter. On the other side, in the second wind-induced regime the jet col-
umn shows a more disturbed shape and different length scales of the growing
perturbations. Droplets are generated firstly by a peeling-off of the interface
and, secondly, from the rupture of the liquid core. The large structure that
may results from the core break-up may still undergo secondary atomization.













become dominant and the jet undergoes a total atomization close to the inlet.
The final size of the droplets —generated by both primary and secondary
break-up processes— span over a wide range of scales, and is defined by
means of a statistical value (dSMD,drop << D).
A common way used to characterize the disintegration mechanism con-
sists in the study of the break-up length as function of the inlet velocity.
A typical L versus ul plot is shown in Fig. 5(a), extracted from Reitz and
Bracco [40]. This plot shows how —as explained before— L initially in-
creases with the velocity, but it reaches a peak and starts to diminish when
aerodynamic forces increase their importance. When entering in the second
wind-induced regime, there still remain some confusion over the true shape
of the curve: some authors state that the break length remains constant [17],
while others as [41, 38] suggest that it may initially increase again. It should
be noted that the definition and measurement of the intact length in the
most chaotic regimes become more difficult. For these cases, it is helpful to
define two different break-up length: the intact-surface length, Ls, indicates
the minimum distance at which particles begin to be disrupted from the jet
surface; the intact-core length, L or Lc, indicates the length for the complete
disintegration of the liquid core. The two lengths coincide in Rayleigh and
first wind-induced regime, but become different in the second wind-induced,
as the disruption of the jet-surface starts to generate primary droplets. Ac-
cording to Reitz and Bracco [40], the atomization regime is characterized by













certain distance, Lc, from the inlet.
Several authors have tried to delimit the various regions by means of di-
mensionless value correlations, usually involving Wel, Weg, Rel and Oh num-
bers.The most commonly used correlations that delimit the various regimes
are listed as follows.
• From dripping to Rayleigh regime: as stated by Ranz [42], the dripping
from the nozzle no longer occurs if the liquid inertia overcomes surface
tension constraining forces. This happens when
Wel,lim > 8 (14)
• From Rayleigh to first wind-induced regime: the limit comes from lin-
ear stability theorem considerations, and, as expressed by Sterling and
Sleicher [43], it can be written as
Weg,lim > 1.2 + 3.41Oh
0.9 (15)
• From first to second wind-induced regime: the same Ranz [42] argued
that this transition occurs when gas inertia forces reach the magnitude
of surface tension forces. This is expressed by













• From wind-induced to atomization regime: the criterion, provided by
Miesse [44], comes from empirical considerations, stating that transi-
tion occurs when
Weg,lim > 40.3 (17)
The limit Weber numbers are plotted on the spray break-up regimes (function
of Weg and Oh) provided by Faeth [37], and shown in Fig. 5(b). However,
these correlations are not taking into account the role of liquid viscosity. In
Reitz and Bracco [40], the jet break-up regimes are represented as function
of Rel and Oh parameters. As pointed out by the same authors, the plot
does not take into account the effect of gas density or the initial turbulence
of the jet. This demonstrates that satisfactory correlations for the regime
boundaries are not still available, and that more results from experimental,


























Figure 5: (a) Jet break-up length as function of the inlet liquid velocity, adapted from
Reitz and Bracco [40]. (b) Break-up regime map as function of Weg and Oh dimensionless













5. Liquid injection: Numerical Simulations
In this section we perform a series of simulations aimed at studying the
variability of the jet characteristics as function of selected input parameters.
In particular, the analyzed variables are Rel, Oh and Weg. We will compare
the pattern obtained in simulations with the one expected from bibliographic
study, situating each case on a break-up regime map. The simulations were
carried out on the JFF and on Mare Nostrum IV [45] supercomputers by
employing from 64 to 384 CPUs during 3 to 10 days of simulation to reach
a statistical steady-state.
5.1. Numerical Set-up
The problem consists in the injection of a high-speed stream of liquid
l into a rectangular box filled by quiescent gas g. The numerical set-up,
depicted in Fig. 6, consists of a rectangular box, where a fluid jet of diameter
D = 4.5×10−5 and velocity ul is injected with constant stream-wise velocities
starting from the left boundary of the domain. The rectangular box used has
variable dimensions to adapt to the type of structures developed by the jet.
It reaches the maximum size of 60D × 15D × 15D in cases where the jet
develops considerably both in radial and frontal direction, e.g. Tests 6–8. An
outlet pressure is imposed at the other boundaries in order to represent the
outflow conditions. The properties of the fluids are specified in each section.
The base mesh is a uniform Cartesian grid, subjected to a progressive














Figure 6: Numerical set-up used in this work for the simulation of the liquid injection.
Mesh ∆hlv.1 ∆hlv.3
mesh A 1.0× 10−5 2.5× 10−6
mesh B 7.0× 10−6 1.75× 10−6
Table 4: Characteristics of the meshes used in the simulations. The characteristic length
of the base mesh, ∆hlv.1, and the minimum length reachable by means of the dynamic
mesh strategy, ∆hlv.3, are indicated.
be represented. In the considered test, a maximum level 3 refinement is
utilized, i.e. the parent cell is divided into maximum 64 sub-cells. Two
different base meshes are used in the tests, whose characteristic lengths are
described in Tab. 4. The choice of the mesh follows a convergence study
aimed at verifying the influence of the mesh size on the magnitude of some
characteristic quantities, i.e. the break-up length or the size of the drops.
5.2. Study of inlet velocity variation
In the tests reported in this section we describe the behavior of jets with
increasing inlet velocity, ul, in order to analyze the transition between break-













constantly increasing Rel and Weg. The properties of the fluids employed
in the simulations are highlighted in Tab. 5, corresponding to the ones of
water dispersed into carbon dioxide at 308 K and 60 bar. A summary of the
dimensionless numbers used in the simulations is reported in Tab. 6. The
approximate number of cells at steady-state is indicated in Tab. 6. Figs. 8 to
15 are intended to show the behavior of the different jets during the initial
transition phase and at steady-state. The single tests are described as follows.
• In Fig. 8 some screenshots of the flow simulated in Test 1 —characterized
by Rel=136— are reported, as function of dimensionless time t
′ =
tul/D. As a characteristic feature of the Rayleigh regime, the jet re-
leases droplets with the order of magnitude of its diameter. The average
break-up length, varies in the range of L/D ' 15.8. Some droplets then
merge downstream, creating bigger leading drops.
• In Test 2, in which the input speed of the liquid is higher (Rel=193),
L/D ' 19.2 is longer than in the previous case. This is consistent
with the behavior of jets in the Rayleigh regime [37], whose pinch-
off length become longer with the increase of jet velocity. We also
noticed a smaller diameter of the released droplets, and a less relevant
downstream merging process, as shown in Fig. 9.
• The same pattern is observed in Test 3, as depicted in Fig. 10, charac-
terized by a slightly longer break-up length, L/D ' 24.













of instability is no longer exclusively axisymmetrical, highlighting an
increasing influence of shear stresses as responsible for the jet break-
up. As mentioned in Sec. 4, this indicates the passage of the jet to the
wind-induced regime. Moreover, the release of droplets from the tip of
the jet becomes irregular, as shown in the screenshots of Fig. 11. The
intact length of the jet results increased also in this case, L/D ' 26.7.
• The effect of a slight increase in inlet velocity compared to Test 4 causes
a further lengthening of the break-up length, which shows the maximum
value, L/D ' 38.9, in Test 5, corresponding to Rel=511. The break-
up mechanism maintains the characteristic of the first wind-induced
regime, as depicted in Fig. 12.
• In Test 6 (Fig. 13), with Rel=1022, the jet is still characterized by the
growth of non-symmetrical instabilities as characteristic of the wind-
induced regime, and the irregular rupture of the ligament occurs at
L/D ' 21.7. However, we can observe a higher peeling-off of droplets
from the jet surface by comparison to Tests 4 and 5, which is evidence of
the positioning of Test 6 within the second wind-induced regime range.
As reported in Tab. 6, the important rise of CVs in the simulations is
due to the necessity of adopting a finer base mesh (mesh B), to correctly
capture the features of the flow.
• In Test 7, the scenario changes again, as demonstrated by screenshots













ization regime. The liquid column is quickly made unstable by asym-
metrical perturbations, which lead to the rapid and violent breakage
of the core. The liquid then disperses in a myriad of small particles,
whose diameter distribution can be studied through a statistical study
and expressed as a function of a mean diameter and a variance. The
intact length is subjected to a strong retreat, as it fluctuates around
L/D ' 17. The number of dynamic CVs needed to represent the flow
at steady-state reaches ∼ 1.2× 107.
• A stronger atomization pattern is observed in Test 8 (Rel=2045), char-
acterized by a finer dispersion of particles by respect to Test 6. Some
screenshots of the flow are reported in Fig. 15, where the intact length
results stabilized around L/D ' 13.3.
Tests 1–5 were run on JFF cluster, while Tests 6–8 were launched on
MareNostrum IV supercomputer, in order to overcome the large memory
and CPU requirements necessary to deal with a huge mesh made of dynamic
elements. In Tab. 7, we report some details on computation time and statis-
tics.
In the cases belonging to the Atomization regime, Tests 7 and 8, we mea-
sured the size of the small droplets resulting from the disruption of the core,
adopting the method already described in Sec. 3.2. The size of the drops
has been measured in different sections of the domain, and the variation of













Mesh liquid, l gas, g
ρ [kg/s] 994 163
µ [Pa·s] 7.42× 10−4 1.92× 10−5
σ [N/m] 0.0742
Table 5: Study of inlet velocity variation: fluid properties employed in the simulations.
possible after a certain interval from the core breaking. In particular, the
mean particle size was measured starting from sections x/D = 25 : 30, where
the full rupture of the structures and a homogeneous disintegration after
the core break-up zone has already occurred. Thus, in both cases an initial
diameter reduction can be noted, followed by a progressive increase in the
far-field. This behavior can be explained by taking into account the compe-
tition between break-up tendencies and coalescence effects, as also noticed
by past authors [26, 46]. The diameter of the drops measured in the sector of
minimum size (x/D = 40 : 55), is reported in Tab. 8. As expected from the
finer atomization pattern, Test 8 shows a slightly smaller value of dmean/D
than Test 7.
5.3. Intact length analysis
As explained in Sec. 4, the analysis of the variation of the break-up length
with the inlet liquid speed, constitutes a qualitative verification of the jet
study. In this work, L/D was evaluated by measuring the break-up point of
the liquid core on several flow screenshots, once the statistical steady state
was reached. Therefore, the values presented here are found by performing













Rel Weg Oh L/D CVs
Test 1 (T1) 136 0.5 0.013 ∼ 15.8 3.6× 106
Test 2 (T2) 193 1.0 0.013 ∼ 19.2 3.4× 106
Test 3 (T3) 253 1.7 0.013 ∼ 24 3.8× 106
Test 4 (T4) 386 4.0 0.013 ∼ 26.7 3.4× 106
Test 5 (T5) 511 7.1 0.013 ∼ 38.9 4.3× 106
Test 6 (T6) 1022 28.4 0.013 ∼ 21.7 7.3× 106
Test 7 (T7) 1500 61.2 0.013 ∼ 17 9.8× 106
Test 8 (T8) 2045 113.7 0.013 ∼ 13.3 1.2× 107
Table 6: Liquid Jet: dimensionless numbers of the injected liquid and intact length of the
jet. The approximate number of CVs is also indicated.
Rel CPUs CVs t/t
′
end [h×CPU]
Test 6 1022 288 7.3× 106 2.1
Test 7 1500 336 9.8× 106 2.3
Test 8 2045 384 1.2× 107 2.2
Table 7: Liquid Injection: computational details of the simulations run on MareNostrum
IV supercomputer, together with the related number of CPUs employed. CVs is the
averaged number of dynamic cells at steady state, while t/t′end indicates the number of
hour (per CPU) needed to simulate a dimensionless time unit of the case.
Rel dmean/D
Test 7 1500 ∼ 0.2
Test 8 2045 ∼ 0.17


























Figure 7: Liquid Injection: mean drop size, dmean/D, in different sections of the domain.
The measurement is carried out for Atomization cases, Tests 7 and 8, at different distances,
x/D, from the liquid inlet.
(a) t′ = 40
(b) t′ = 100














(a) t′ = 48
(b) t′ = 93
Figure 9: Liquid Jet (T2): screenshots of the flow characterized by Rel = 193. Rayleigh
regime.
(a) t′ = 37
(b) t′ = 60
Figure 10: Liquid Jet (T3): screenshots of the flow characterized by Rel = 253. Rayleigh
regime.
(a) t′ = 48
(b) t′ = 60













T(a) t′ = 75
(b) t′ = 105
Figure 12: Liquid Jet (T5): screenshots of the flow characterized by Rel = 511. First
Wind-Induced regime.
(a) t′ = 38
(b) t′ = 53














(a) t′ = 75
(b) t′ = 117
Figure 14: Liquid Jet (T7): screenshots of the flow characterized by Rel = 1500. Atom-
ization regime.
(a) t′ = 75
(b) t′ = 117














which represents the trend of the dimensionless value of L as a function of
Rel, L/D increments initially, passing from the Rayleigh regime to the first-
wind induced one. Subsequently, it undergoes a reduction in the transition
from wind-induced to atomization; then it stabilizes to a nearly constant
value. The graph shows the trend of the same magnitude measured in the
experimental work of Badens et al. [17]. In the increasing part of the function
we can see a remarkable similarity between the results. The maximum value
of L/D found by Badens et al., corresponds to the case at Rel = 566, while in
our study it corresponds to Rel = 511. The two lengths are very close, being
the experimental value of Badens equal to (L/D)Bad.,max = 37.5 against an
(L/D)max = 38.9 found in our study. On the other hand, in the decreasing
part of the function we can see a certain discrepancy between the results.
Indeed, for Rel > 700, L/D measured by Badens et al. results shorter
than in our simulations. This is probably due to a difference in the inlet
velocity profile between the numerical cases and the experiments. In fact,
at intermediate-high Reynolds number, the experimental jet evolution may
be affected by the lateral fluctuations present in the inlet velocity profile,
due to the influence of the mechanical injector. These perturbations lead, in
conjunction with the prevalent aerodynamic forces, to an earlier instability of
the jet, and consequently to a shorter break-up length. On the other hand,
the inlet profile imposed in the simulations is regular for all the Reynolds
number, without the introduction of any additional disturbance that would




























Figure 16: Liquid Injection: variation of the dimensionless break-up length of the jet as a
function of the inlet Reynolds number, Rel. The behavior obtained in our simulations is
plotted together with the one obtained by Badens et al. [17] in their experimental work.
found in our work, (L/D)min = 13.3 (at Rel = 2045), is very close to that of
Badens, (L/D)Bad.,min = 13.7 (at Rel = 1083).
5.4. Effect of surface tension coefficient
In this section the effect of varying the surface tension coefficient on the
jet dynamics is analyzed and commented. Some of the previous cases (Tests
2, 5 and 6) are repeated using a lower surface tension value. This effect
causes an increase in the Ohnesorge and Weg numbers, and consequently a
stronger tendency of the structure to break under the effect of perturbations.
The cases analyzed are resumed in Tab. 10, while the fluid properties are
highlighted in Tab. 9. Respectively, we can notice the following transitions.
• Test 2–b, the regime has passed from the pure Rayleigh of Test 2 to a













Mesh liquid, l gas, g
ρ [kg/s] 994 163
µ [Pa·s] 7.42× 10−4 1.92× 10−5
σ [N/m] 0.024
Table 9: Effect of surface tension: fluid properties employed in the simulations.
Rel Weg Oh
Test 2 193 1.7 0.0129
Test 2–b (T2–b) 193 3.13 0.023
Test 5 511 7.1 0.0129
Test 5–b (T5–b) 511 22 0.023
Test 6 1022 28.4 0.0129
Test 6–b (T6–b) 1022 88 0.023
Table 10: Liquid Jet: parameters of the simulations in the series of variable Oh number.
of non-symmetrical instabilities (Fig. 17) and a longer break-up length.
The peeling-off of droplets indicates a closer proximity to the second
wind-induced regime.
• In Test 5–b, depicted in Fig. 18, we can see a stronger peeling-off of
droplets compared to Test 5, thus indicating the passage from first to
second wind-induced regime.
• In Test 6–b, the regime has clearly passed from the wind-induced case
of Test 6 to atomization, as indicated by the sustained disintegration















Figure 17: Water Jet: Rel = 193, effect of the surface tension increase (Test 2 and Test
2–b). The pictures refer approximately to the same t∗.
(a) Oh= 0.0129
(b) Oh= 0.023
Figure 18: Water Jet: Rel = 511, effect of the surface tension increase (Test 5 and Test















Figure 19: Water Jet: Rel = 1022, effect of the surface tension increase (Test 6 and Test
6 –b). The pictures refer approximately to the same t∗.
5.5. Liquid Injection: Atomization Map
In this paragraph, all the tests analyzed in Sec. 5 are collected and clas-
sified as function of dimensionless parameters; in particular, Weg versus Oh,
and Rel versus Oh. The scope is to compare the patterns found in numerical
experiments with the ones dictated by the theoretical and empirical correla-
tions found in literature for the identification of the disintegration regimes.
As explained in Sec. 4, the limit between the regimes are usually described
by characteristic Weber numbers, indicated by the black vertical lines in the
Weg vs. Oh plot, shown in Fig. 20. Given the physical properties of the fluids
used in the tests, we can also plot the characteristic lines on the Rel vs. Oh
chart, reported in Fig. 21. In the same plots we have reported, together with













representing the approximate transition zones observed in our simulations.
From the analysis of the break-up and atomization patterns observed in the
study of the inlet velocity variation (Sec. 5.2) and in the variable surface
tension series (Sec. 5.4), we have obtained the information reported below.
Tests 1 and 2 lie in their proper range, being both pure Rayleigh break-
up cases. Instead, Test 3 still lies inside the Rayleigh regime range, while
expected to fall within the first wind-induced zone according to the literature.
Finally, Test 2–b lies in 1°W.I., respecting the positioning marked by the
reference line. Hence, in the transition between Rayleigh to 1°W.I. we can
see some difference between the reference line, and the one marked in present
work. In particular, the literature reference indicates the approximate limit
of Weg,lim ' 1.2, obtained from linear stability considerations by Sterling and
Sleicher [43]. According to our study, transition occurs at Weg,lim ' 2.1, as
clearly visible in Fig. 20.
In the analysis of the more unstable regimes, we observed that Tests 4
and 5, characterized by the unstable growth of instabilities and the irreg-
ular rupture of the liquid core, lie both inside 1°W.I.. Test 5–b and Test
6 correctly belong to 2°W.I., as they present, in addition to irregular sur-
face fluctuations, a sustained peeling-off of droplets from the jet surface and
tip. Finally, Tests 6–b, 7 and 8 are clearly within the atomization regime,
as demonstrated by the decay of the jet structure into a fine dispersion of
particles. Hence, the two limits representing the transitions between 1°W.I.
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Figure 20: Atomization regime map as a function of Weg and Oh. Black points represent
the cases analyzed by means of numerical simulations in the present work. Black lines
are the regime transition lines obtained from literature and exposed in Sec. 4. Red lines
represent the approximate transition zones observed in our simulations.
ing from empirical considerations by Miesse [44]), are well approximated by
numerical simulations. This is clearly highlighted in both Figs. 20 and 21 by
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Figure 21: Atomization regime map as a function of Rel and Oh. Black points represent
the cases analyzed by means of numerical simulations in the present work. Black lines
are the regime transition lines obtained from literature and exposed in Sec. 4. Red lines














In this paper we adopt a finite-volume numerical strategy to perform
the DNS of different 3D Liquid Injection phenomena. The strategy accounts
for the non-filtered resolution of momentum conservation equations and for a
Conservative Level-Set interface-capturing scheme, implemented by Balcázar
et al. [19] on collocated unstructured meshes. We integrate the solver with
the Adaptive Mesh Refinement (AMR) algorithm developed by Antepara
et al. [20], in order to optimize the employed computational resources. The
proposed framework has already demonstrated its reliability in general multi-
phase and unstable phenomena in past works [21, 22]. Moreover, in Schillaci
et al. [23] we used the same strategy to carry out the complete simulation of
a 2D Coaxial Jet in a turbulent scenario.
In Sec. 3, the described model is applied and verified in the context of 3D
atomizing flows by simulating the 3D Coaxial Liquid-Air Jets at Rel=600 and
Rel ' 1.0 × 104, respectively. The simulations are validated by measuring
some physical features of the flow, and comparing them with experimen-
tal sources. In particular, in the near-field test, where the primary insta-
bilities lead to the core break-up, we have measured the wavelengths con-
nected to both Kelvin-Helmholtz and Rayleigh-Taylor instabilities, finding
good agreement with the semi-empirical correlations proposed by Marmot-
tant and Villermaux [27]. Hence, in a second test, we focused on the study
of the far-field region, where the secondary structures have mostly degraded













obtaining a Sauter Mean Diameter close to that indicated by [27].
The main part of the work consists in the assessment of the physics of
Liquid Injection into a stagnant air environment. After introducing the the-
oretical and experimental studies concerning the physics of liquid sprays in
Sec. 4, we conducted a series of simulations to analyze their physical behav-
ior as function of different input parameters. In a first study (Tests 1–8),
Sec. 5.2, we analyzed the variation of the break-up regime according to the
input speed, with Reynolds number ranging between Rel = 136 : 2045. The
characteristics of the various regimes encountered when increasing Rel are
consistent with the observations made in various studies [40, 37, 38], allow-
ing to qualitatively recognize the four stages of instability of a jet: Rayleigh,
1°and 2° Wind-Induced and Atomization. In the same Section, we give com-
putational details and statistics of the performed simulations, and we report
the study of the mean droplet size as function of x/D for the cases belong-
ing to the Atomization regime. We assessed the capability of our method of
reproducing the competition mechanism between break-up and coalescence
of droplets in the far-field of the jet, phenomenon previously indicated by
Lasheras and Hopfinger [26].
In Sec. 5.3 the variation of the intact-length of the jet, L/D, as function
of the inlet jet velocity is studied, showing a partial agreement with the
experiments made by Badens et al. [17]. In particular, in Rayleigh and 1° W.I.
regimes, L/D measured in simulations is close to that of [17], demonstrating













break-up mechanism. On the other hand, a certain discrepancy is noticed for
intermediate Rel, as the intact-length observed in simulations results longer
then the experimental ones. This is probably due to a certain discrepancy in
the inlet velocity profile between numerical and experimental set-up. Indeed,
the imposed numerical inlet profile is regular, while velocity fluctuations
caused by the mechanical injection system in the experimental set-up may
favour a shortening of the break-up length.
Further simulations were performed by varying the magnitude of the sur-
face tension coefficient in some selected cases, leading to the additional ob-
servations reported in Sec. 5.4.
Finally, in Sec. 5.5, the simulations reported in Secs. 5.2 and 5.4 have
been collected and placed inside the Weg vs. Oh and the Rel vs. Oh Regime
Maps. In the transitions between 1°and 2° W.I., and between 2° W.I. and
Atomization zones we observed good agreement between the numerical simu-
lations and the correlations found in the literature. A small discrepancy was
found in the limit Weber number marking the transition between Rayleigh
and 1° Wind-Induced regime (Weg,lim ' 1.2 [43] vs. Weg,lim ' 2.1 [present
work]).
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[30] N. Balcázar, O. Lehmkuhl, L. Jofre, J. Rigola, A. Oliva, A coupled
volume-of-fluid/level-set method for simulation of two-phase flows on
unstructured meshes, Computers & Fluids 124 (2016) 12 –29.
[31] Z. Wang, J. Yang, B. Koo, F. Stern, A coupled level set and volume-of-
fluid method for sharp interface simulation of plunging breaking waves,
International Journal of Multiphase Flow 35 (2009) 227–246.
[32] J. Brackbill, D. B. Kothe, C. Zemach, A continuum method for modeling













[33] C. Varga, J. C. Lasheras, E. Hopfinger, Initial breakup of a small-
diameter liquid jet by a high-speed gas stream, Journal of Fluid Me-
chanics 497 (2003) 405–434.
[34] F. B. Rayana, A. Cartellier, E. Hopfinger, et al., Assisted atomization
of a liquid layer: investigation of the parameters affecting the mean
drop size prediction, in: Proceedings of the International Conference on
Liquid Atomization and Spray Systems (ICLASS), Kyoto, Japan, 2006.
[35] Webpage: www.cttc.upc.edu, ????
[36] Webpage: www.cesga.es, ????
[37] G. Faeth, Structure and atomization properties of dense turbulent
sprays, in: Symposium (International) on Combustion, volume 23, El-
sevier, 1991, pp. 1345–1352.
[38] C. Dumouchel, On the experimental investigation on primary atomiza-
tion of liquid streams, Experiments in fluids 45 (2008) 371–422.
[39] J. Eggers, E. Villermaux, Physics of liquid jets, Reports on progress in
physics 71 (2008) 036601.
[40] R. Reitz, F. Bracco, Mechanism of atomization of a liquid jet, The
Physics of Fluids 25 (1982) 1730–1742.













influence of nozzle design, The Chemical Engineering Journal 7 (1974)
1–20.
[42] W. Ranz, On sprays and spraying, Dep. Eng. Res., Penn State Univ.
Bull 65, 1956.
[43] A. M. Sterling, C. Sleicher, The instability of capillary jets, Journal of
Fluid Mechanics 68 (1975) 477–495.
[44] C. Miesse, Correlation of experimental data on the disintegration of
liquid jets, Industrial & Engineering Chemistry 47 (1955) 1690–1701.
[45] Webpage: www.bsc.es, ????
[46] J. Lasheras, E. Villermaux, E. Hopfinger, Break-up and atomization
of a round water jet by a high-speed annular air jet, Journal of Fluid
Mechanics 357 (1998) 351–379.
57
