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Abstract
The aim of this paper is to show that fermion and boson random point processes naturally
appear from representations of CAR and CCR which correspond to gauge invariant generalized
free states (also called quasi-free states). We consider particle density operators ρ(x), x ∈ Rd,
in the representation of CAR describing an infinite free Fermi gas of finite density at both zero
and finite temperature [6], and in the representation of CCR describing an infinite free Bose
gas at finite temperature [5]. We prove that the spectral measure of the smeared operators
ρ(f) =
∫
dx f(x)ρ(x) (i.e., the measure µ which allows to realize the ρ(f)’s as multiplication
operators by 〈·, f〉 in L2(dµ)) is a well-known fermion, resp. boson process on the space of all
locally finite configurations in Rd.
1 Introduction: representations of current algebras; boson
and fermion processes
The nonrelativistic quantum mechanics of many identical particles may be described by means
of a field ψ(x), x ∈ Rd, satisfying either canonical commutation relations (CCR) and describing
bosons:
[ψ(x), ψ(y)]− = [ψ∗(x), ψ∗(y)]− = 0,
[ψ∗(x), ψ(y)]− = δ(x− y)1, (1.1)
or satisfying canonical anticommutation relations (CAR) and describing fermions:
[ψ(x), ψ(y)]+ = [ψ
∗(x), ψ∗(y)]+ = 0,
[ψ∗(x), ψ(y)]+ = δ(x− y)1. (1.2)
Here, [A,B]∓ = AB ∓BA is the commutator, resp. anticommutator. The statistics of the system
is thus determined by the algebra which is to be represented.
In the formulation of nonrelativistic quantum mechanics in terms of particle densities and
currents, one defines
ρ(x):=ψ∗(x)ψ(x),
J(x):=(2i)−1
(
ψ∗(x)∇ψ(x) − (∇ψ∗(x))ψ(x)). (1.3)
Using CCR or CAR, one can formally compute the commutation relations satisfied by the smeared
operators ρ(f):=
∫
Rd
dx f(x)ρ(x) and J(v):=
∫
Rd
dx v(x) · J(x). These turn out to be
[ρ(f1), ρ(f2)]− = 0,
[ρ(f), J(v)]− = iρ(v · ∇f),
1
[J(v1), J(v2)]− = −iJ(v1 · ∇v2 − v2 · ∇v1), (1.4)
independently of whether one starts with CCR or CAR.
Thus, in a nonrelativistic current theory, the particle statistics is not determined by a choice of
an equal-time algebra, but instead may be determined by the choice of a representation of the alge-
bra, see e.g. [16, 22, 24] and the references therein. Since the operators ρ(f) and J(v) are generally
speaking unbounded, one usually starts with study of the group G obtained by exponentiating the
algebra g generated by the commutation relations (1.4). More precisely, considering ρ(f) and J(v)
to be self-adjoint, the corresponding one-parameter groups are
U(tf) = exp [itρ(f)], V(φvt ) = exp [itJ(v))], (1.5)
where φvt is the one-parameter group of diffeomorphisms (or flows) on R
d generated by the vector
field v:
∂φvt
∂t
= v(φvt ), φ
v
t=0(x) = x.
From equation (1.4), the operators (1.5) satisfy the group law
U(f1)V(ψ1)U(f2)V(ψ2) = U(f1 + f2 ◦ ψ1)V(ψ2 ◦ ψ1).
Hence, the group G is the semidirect product S(Rd)∧Diff(Rd), where S(Rd) is the Schwartz space
of rapidly decreasing functions on Rd and Diff(Rd) is a certain group of diffeomorphisms of Rd of
Schwartz’s type (and thus containing all diffeomorphisms with compact support, i.e., which are
identical outside a compact set). Due to physical interpretation, the currents ρ(f) and J(v) (and
the group G) can be taken as fundamental structures of quantum mechanics. It should be noted
that, given a representation of the group G and its current algebra g, corresponding operators
ψ(x), ψ∗(x) may, in general, not exist.
Let U(f) be a continuous unitary cyclic representation of S(Rd) in a Hilbert space H with
cyclic vector Ω. The functional L(f):=(U(f)Ω,Ω) satisfies the conditions of the Bochner–Minlos
theorem, and hence is the Fourier transform of a probability measure µ on S′(Rd), the dual of
S(Rd):
L(f) =
∫
S′(Rd)
exp
[
i〈ω, f〉]µ(dω).
Therefore, H can be realized as L2(S′(Rd);µ), Ω = 1, and U(f) as the multiplication operator by
exp
[
i〈·, f〉] in L2(S′(Rd);µ).
Let now U(f)V(ψ) be a continuous unitary cyclic representation of the group S(Rd)∧Diff(Rd)
in H. Suppose additionally that the cyclic vector Ω is also cyclic for (the smaller family of unitary
operators) U(f). From some physical reasons, one believes that, in the spinless case, the latter
condition is always fulfilled as long as one does not deal with parastatistics. Then, realizing the
Hilbert spaceH as L2(S′(Rd);µ) just as above, by [22], one has that the measure µ is quasi-invariant
for Diff(Rd) and the operators V(ψ) become
(V(ψ)F )(ω) = χψ(ω)F (ψ∗ω)
(
dµ(ψ∗ω)
dµ(ω)
)1/2
, µ-a.e. ω ∈ S′(Rd), (1.6)
for all F ∈ L2(S′(Rd);µ). Here, dµ(ψ∗ω)/dµ(ω) is the Radon–Nikodym derivative of the trans-
formed measure with respect to the original measure, and χψ(ω) is a cocycle, i.e., χψ(·) is a
complex-valued function of modulus one, depending on ψ, defined µ-a.e., and satisfying, for each
ψ1, ψ2 ∈ Diff(Rd), χψ2(ω)χψ1(ψ∗2ω) = χψ1◦ψ2(ω) µ-a.e.
A powerful method of construction of continuous unitary cyclic representations of G has been
the method of generating functional. A continuous complex-valued function E on G is called a
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generating functional on G if the following conditions are fulfilled: 1) E(e) = 1, where e is the
identity element of G; 2)
∑N
i,j=1 λ¯iλjE(g
−1
i gj) ≥ 0 for all λi ∈ C, gi ∈ G, i = 1, . . . , N , N ∈ N.
By Araki’s theorem [3], E is a generating functional on G if and only if there exists a continuous
unitary cyclic representation π of G in H with cyclic vector Ω such that E(g) = (Ω, E(g)Ω), g ∈ G.
Thus, one may implicitly construct unitary representations of G by finding generating functionals.
In [23] (see also [1, 2, 48]), the case of an infinite free Bose gas at zero temperature with average
particle density ρ > 0 was studied in the formalism of local current algebras. Goldin et al. started
with considering a system of N bosons in a box of volume V . The physical Hilbert space H is now
L2s (V
N ), the subspace of L2(V N ) consisting of all symmetric functions (we also used the letter V
to denote the box itself). The Hamiltonian for N boson particles is given by HN,V = − 12
∑N
i=1∆i
with periodic boundary conditions, and the normalized ground state wave function ΩN,V = V
−N/2.
The representation of the group G in the box V is given by
UN,V (f)F (x1, . . . , xN ) = exp
(
i
N∑
i=1
f(xi)
)
F (x1, . . . , xN ),
VN,V (ψ)F (x1, . . . , xN ) = F (ψ(x1), . . . , ψ(xN ))
N∏
i=1
√
Jψ(xi), (1.7)
where f and ψ have support inside the box V and Jψ(x) = det(∂ψ
k(x)/∂xl)
d
k,l=1 is the Jacobian
of the flow. Thus, one can write down the generating functional
EN,V (f, ψ) = (ΩN,V ,UN,V (f)VN,V (ψ)ΩN,V ) (1.8)
of this representation and take the so-called N/V -limit, i.e., the limit as N, V → ∞, N/V → ρ.
The limiting functional then has the form
E(f, ψ) = exp
(
ρ
∫
Rd
(
eif(x)
√
Jψ(x)− 1
)
dx
)
.
The authors then showed that Ω is cyclic for U(f), f ∈ S(Rd), and hence this representation can
be realized on the space L2(S′(Rd);µ), where the Fourier transform of the measure µ is equal to∫
S′(Rd)
exp
(
i〈ω, f〉)µ(dω) = exp(ρ ∫
Rd
(
eif(x) − 1) dx). (1.9)
Thus, µ = πρ is the Poisson measure with intensity ρ dx. This measure is concentrated on the
space ΓRd of all locally finite configurations in R
d. As for the operators V(ψ) in this representation,
the general formula (1.6) now takes the following form: all the cocycles are identically equal to one
and the Radon–Nykodym derivative is given by
dπρ(ψ
∗γ)
dπρ(γ)
=
∏
x∈γ
Jψ(x), πρ-a.e. γ ∈ ΓRd .
One may also derive an explicit formula for the action of the operators J(v) in L2(ΓRd ;πρ), which
particularly shows that these are certain differential operators on the configuration space (see [1]
for details).
Furthermore, it was shown in [23] that the representation of G defined by (1.8) is unitarily
equivalent to the representation in the symmetric Fock space Fs(L2(Rd)) in which the operators
ρ(x), J(x) are defined by formula (1.3) with
ψ(x) = ψF(x) +
√
ρ, ψ∗(x) = ψ∗F(x) +
√
ρ (1.10)
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and Ω is the vacuum vector in Fs(L2(Rd)). In (1.10), ψF(x), ψ∗F(x) are the standard annihilation
and creation operators in the Fock space, respectively. In fact, this unitary equivalence has played
a crucial role in the study of the representation defined by (1.8).
On the other hand, the obtained unitary I : Fs(L2(Rd)) → L2(ΓRd ;πρ) coincides with the
well-known chaos decomposition for the Poisson measure (e.g. [47]). The operators
ρ(x) = ψ∗(x)ψ(x) = ψ∗F(x)ψF(x) +
√
ρψ∗F(x) +
√
ρψF(x) + ρ
are known in quantum probability as quantum Poisson white noise (e.g. [25, 32]). The πρ can also
be thought of as the spectral measure of the family (ρ(f))f∈S(Rd) (cf. [11, Ch. 3] and [10, 27]).
In fact, it was in Araki and Woods’ paper [5] dealing with representations of CCR that the
operators (1.10) first appeared in the description of an infinite free Bose gas at zero temperature.
In [33, 34] (see also [21]), a unitary cyclic representation of the group G describing an infinite
free Fermi gas at zero temperature was, in particular, studied. Menikoff started with a system of
N free Fermi particles in a cubic box V in R3 with edges of length L. If kf is the Fermi momentum
of the system, the number of the particles in the box V is equal to
N = #
{
kn = (2π/L)(n1, n2, n3) : n1, n2, n3 ∈ Z, |kn| ≤ kf
}
. (1.11)
The Hilbert space of the system is then H = L2a(V N ), the subspace of L2(V N ) consisting of all
antisymmetric functions, and the Hamiltonian of the system HN,V = − 12
∑N
i=1∆i. The normalized
ground state of HN,V is
ΩN,V (x1, . . . , xN ) = (V
−N/N !)1/2 det
(
exp(ikn · xm)
)N
n,m=1
,
where the kn’s are as in (1.11). The representation of the group G in the box V is given by the
same formulas (1.7) but with F ∈ L2s (V N ). By (1.11), we get for the average particle density
N/V = N/(L3)→ ρ = (4/3)π(kf/2π)3 as L→∞.
Taking the limit N, V → ∞, N/V → ρ of the generating functional EN,V (f, ψ) again given by
(1.8), one gets the following results. Let
κ(x):=(2π)−3
∫
{|λ|<kf}
eiλx dλ = 3ρ(sin z − z cos z)/(z3)∣∣
z=kf |x|, x ∈ R
3,
and let
Rn(y1, . . . , yn;x1, . . . , xn):= det(κ(xi − yj))ni,j=1, n ∈ N.
Then, the limiting generating functional is given by
E(f, ψ) = 1 +
∞∑
n=1
∫
dx1
∫
dy1 · · ·
∫
dxn
∫
dyn
n∏
i=1
[
δ(xi − yi)(eif(xi)Txi(ψ)− 1)
]
×Rn(y1, . . . , yn;x1, . . . , xn), (1.12)
where Tx(ψ)g(x):=g(ψ(x))
√
Jψ(x). In particular,
L(f) = 1 +
∞∑
n=1
∫
(R3)n
( n∏
i=1
(eif(xi) − 1)
)
det(κ(xi − xj))ni,j=1 dx1 · · · dxn, (1.13)
which is the Fourier transform of a measure µa on S
′(R3). Furthermore, it follows from (1.13) that
the measure µa has correlation functions
k(n)µa (x1, . . . , xn) = det(κ(xi − xj))ni,j=1. (1.14)
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Menikoff mentioned in [34] that from the existence of correlation functions it should follow that
the measure µa is concentrated on ΓRd , however he could not prove it.
Two important problems remained open after [33, 34]: 1) Is there any connection with the
representation of CAR for an infinite free Fermi gas at zero temperature? Does corresponding
ψ(x), ψ∗(x) operators exist? 2) Is Ω—the cyclic vector of the representation defined by (1.12)—
also cyclic for the U(f)’s, and if it is so, what is the form of the Radon–Nikodym derivative and
the cocycles in the formula (1.6) in this case?
When studying statistical properties of a chaotic beam of fermions by using wavepacket for-
malism, Benard and Macchi [8] arrived at measures on the configuration space over a bounded
volume whose correlation functions are given by a formula of type (1.14). In [29, 30], Macchi called
a measure on the configuration space a fermion process if the respective correlation functions are
given by (1.14) in which κ(x−y) is a non-negative definite function. She gave sufficient conditions
for the existence of such a measure. Fermion process (also called determinantal random point
fields) are often met with in random matrix theory, probability theory, representation theory, and
ergodic theory. We refer to the paper [43] containing an exposition of recent as well as sufficiently
old results on the subject. Scaling limits of fermion point processes are proved in [44, 45, 46]. We
also refer to the recent papers [41, 42] for a discussion of different problems connected with fermion
processes on the configuration space over the lattice Zd.
In a parallel way, a boson process was defined and studied in [8, 28, 29]. This process is defined
as a probability measure µ on ΓRd whose correlation functions are given by
k(n)µ = per(κ(xi − xj))ni,j=1,
where κ(x − y) is again a non-negative definite function and the permanent perA of a matrix A
contains the same terms as the corresponding determinant detA but with constant positive signs
for each product of matrix elements in place of the alternating positive and negative signs of the
determinant. It should be mentioned that any boson process is a Cox process, i.e., a Poisson
process with a random intensity measure, see [15, Sec. 8.5].
In [18, 20] (see also [19]), point processes were constructed and studied which correspond to
locally normal states of a boson system, and which can be interpreted as the position distribution
of the state. More precisely, let L(Fs(L2(Rd))) be the von Neumann algebra of all bounded linear
operators in the symmetric Fock space Fs(L2(Rd)), and let A be its C∗-subalgebra obtained as the
uniform closure of all local von Neumann algebras in L(Fs(L2(Rd))). Let ω be a locally normal
state on A (cf. [14]). As well known, the symmetric Fock space Fs(L2(Rd)) may be isomorphically
realized as the L2-space L2(Γfin
Rd
;λ), where Γfin
Rd
is the space of all finite configurations in Rd and λ
is the Lebesgue–Poisson measure on Γfin
Rd
. (Notice the evident inclusion Γfin
Rd
⊂ ΓRd .) Then, every
bounded function F on Γfin
Rd
determines a bounded operatorMF of multiplication by F . A function
F on ΓRd is called local if there exists a compact set Λ ⊂ Rd such that F (γ) = F (γ ∩ Λ) for all
γ ∈ ΓRd . The restriction of F to ΓfinRd is a local function on ΓfinRd , for which we preserve the notation
F . In [20], it was proved that there exists a unique probability measure µω on ΓRd such that, for
all bounded local functions F on ΓRd ,∫
Γ
Rd
F (γ)µω(dγ) = ω(MF ).
Some properties of such point processes were also studied in [20]. In [19], it was shown that, if the
reduced density matrices ρ
(n)
ω (x1, . . . , xn; y1 . . . , yn) of the state ω exist and are continuous, then
the correlation functions of the measure µω are given by
k(n)µω (x1, . . . , xn) = ρ
(n)
ω (x1, . . . , xn;x1, . . . , xn). (1.15)
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Furthermore, the special case corresponding to the ideal Bose gas (cf. [14]) was studied in detail
in [18]. By (1.15), µω is now the boson measure with
κ(x) =
∞∑
n=1
zn
(4πβn)d/2
exp
[− |x|2/(4nβ)],
where β is the inverse temperature and z the activity. This boson measure was proved to be an
infinite divisible point process. It should also be noted that the local normality of the states we
discuss below, in Section 2, was established in e.g. [14].
The aim of this paper is to show a connection between representations of CAR, resp. CCR
describing infinite free Fermi, resp. Bose gases of finite density and the fermion, resp. boson random
point processes.
In Section 2, we recall Araki and Wyss’ representations of CAR in the the antisymmetric Fock
space that describes infinite free Fermi gases at both finite and zero temperature [6], and Araki and
Woods’ representation of CCR in the symmetric Fock space that describes an infinite free Bose gas
at finite temperature [5]. The results of this section are essentially known (with the only exception
that the corresponding “annihilation” and “creation” operators ψ(x), ψ∗(x) has not been treated
without smearing).
In Section 3, we prove that the corresponding particle density operators are well-defined and
form a family (ρ(f))f∈S(Rd) of commuting selfadjoint operators. Then, we introduce the space H♯
(♯ =a in the fermionic case and ♯ =s in the bosonic case) as the closed linear span of the vectors
of the form ρ(f1) · · · ρ(fn)Ω. Restricted to this space, (ρ(f))f∈S(Rd) evidently becomes a cyclic
family. Using the spectral theory of cyclic families of commuting selfadjoint operators [11, 39],
we then show that there exist a unique probability measure µ♯ on S
′(Rd)—the Schwartz space of
tempered distributions—and a unitary operator I♯ : H♯ → L2(S′(Rd);µ♯) such that I♯Ω = 1 and
I♯ρ(f)I
−1
♯ = 〈·, f〉· for each f ∈ S(Rd).
Next, we introduce an operator field : ρ(x1) · · · ρ(xn) : via a recurrence relation, and prove that
: ρ(x1) · · · ρ(xn) : = ψ∗(xn) . . . ψ∗(x1)ψ(x1) · · ·ψ(xn).
Thus, : ρ(x1) · · · ρ(xn) : is nothing but a normal (Wick) product of ρ(x1), . . . , ρ(xn). Using this
and results of [12], we explicitly calculate the correlation functions of µ♯. This enables us, first,
to show that µ♯ is concentrated on the configuration space ΓRd , and second, to identify µa as
a fermion process, and µs as a boson process. In particular, starting from the representation of
CAR [6] corresponding to an infinite free Fermi gas at zero temperature, we arrive at the the same
probability measure µa as Menikoff did in [34].
Thus, the main results of the paper are as follows: 1) We introduced the particle density op-
erators (quantum white noise) ρ(x), x ∈ Rd, corresponding to an infinite free Fermi gas (of finite
density) at zero and at finite temperature, resp. an infinite free Bose gas at finite temperature,
proved the well-definedness of ρ(x) and the essential self-adjointness of the corresponding field
(ρ(f))f∈S(Rd). 2) We proved a one-to-one correspondence between the operator field (ρ(f))f∈S(Rd)
and a fermion, resp. boson point process µ♯ on ΓRd . Furthermore, the constructed unitary isomor-
phism between the spaces H♯ and L
2(ΓRd ;µ♯) can be thought of as a kind of a chaos decomposition
of L2(ΓRd ;µ♯) (compare with the Poisson case).
We also note that, though the very existence of a fermion process under a slightly stronger
condition on the function κ in terms of its Fourier transform has been known before (cf. [13,
Proposition 4.1]), as a by-product of our results we get a new proof of the existence of fermion (as
well as boson) processes.
It is still an open problem to show that also the operators J(v) may be realized on L2(ΓRd ;µ♯),
but we hope that the obtained unitary operator between the latter space and the corresponding
subspace of the Fock space may be of some help to tackle this problem.
6
2 Infinite free Fermi and Bose gases of finite density
We first recall the construction of a cyclic representation of CAR whose state (constructed with
respect to the cyclic vector) is a gauge invariant generalized free state. This representation is
due to Araki and Wyss [6]. Generalized free states were first defined and studied by Shale and
Stinespring [40]. Since that generalized free states (also called quasi-free states) have been studied
by several authors, see e.g. [4, 7, 14, 17, 31, 36, 38] and the references therein.
Let H be a separable real Hilbert space and let HC denote its complexification. We suppose
that the scalar product in HC, denoted by (·, ·)HC , is antilinear in the first dot and linear in the
second one. Let
Fa(H)
(
= Fa(HC)
)
:=
∞⊕
n=0
F (n)a (H)
denote the antisymmetric Fock space overH . Here, F (0)a (H):=C and, for n ∈ N, F (n)a (H):=H∧nC , ∧
standing for antisymmetric tensor product. By Fa, fin(H) we denote the subset of Fa(H) consisting
of all elements f = (f (n))∞n=0 ∈ Fa(H) for which f (n) = 0, n ≥ N , for some N ∈ N. We endow
Fa, fin(H) with the topology of the topological direct sum of the spaces F (n)a (H). Thus, the
convergence in Fa, fin(H) means uniform finiteness and coordinate-wise convergence.
For f ∈ HC, we denote by a(f) and a∗(f) the standard annihilation and creation operators on
Fa(H). They are defined on the domain Fa, fin(H) through the formula
a(f)h1 ∧ · · · ∧ hn:= 1√
n
n∑
i=1
(−1)i+1(f, hi)HCh1 ∧ · · · ∧ hi−1 ∧ hˇi ∧ hi+1 · · · ∧ hn,
a∗(f)h1 ∧ · · · ∧ hn:=
√
n+ 1 f ∧ h1 ∧ · · · ∧ hn, (2.1)
where h1, · · · , hn ∈ HC and hˇi denotes the absence of hi. The operator a∗(f) is the restriction to
Fa, fin(H) of the adjoint of a(f) in Fa(H), and both a(f) and a∗(f) act continuously on Fa, fin(H).
The annihilation and creation operators satisfy CAR:
[a(f), a(g)]+ = 0,
[a(g), a∗(f)]+ = (g, f)HC1
for all f, g ∈ HC.
Let K be a linear operator in HC such that 0 ≤ K ≤ 1. We take the direct sum H ⊕ H
of two copies of the Hilbert space H , and construct the antisymmetric Fock space Fa(H ⊕ H).
For f ∈ HC, we denote a1(f):=a(f, 0), a2(f):=a(0, f) and analogously a∗i (f), i = 1, 2. Let also
K1:=K
1/2, K2:=(1 −K)1/2. We then set, for f ∈ HC,
ψ(f):=a2(K2f) + a
∗
1(JK1f), ψ
∗(f):=a∗2(K2f) + a1(JK1f), (2.2)
where J : HC → HC is the operator of complex conjugation: Jf :=f . As easily seen, the operators
{ψ(f), ψ∗(f) | f ∈ HC} again satisfy CAR. Let Hi denote the closure of ImKi in HC, i = 1, 2.
Then, restricted to the subspace Fa(H1 ⊕H2), the operators {ψ(f), ψ∗(f) | f ∈ HC} form a cyclic
representation of CAR with cyclic vector Ω:=(1, 0, 0, . . . )—the vacuum in Fa(H ⊕H).
Let Aa(HC) denote the C
∗-algebra generated by the operators ψ(f), f ∈ HC, and let ωa be the
state on Aa(HC) defined by ωa(Ψ):=(ΨΩ,Ω)Fa(H1⊕H2), Ψ ∈ Aa(HC). The n-point functions of ωa
are given by the formula
ωa(ψ
∗(fn) · · ·ψ∗(f1)ψ(g1) · · ·ψ(gm)) = δn,m det((fi,Kgj)HC) (2.3)
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for all f1, . . . , fn, g1, . . . , gm ∈ HC. Thus, ωa is a gauge invariant generalized free state correspond-
ing to the operator K.
An analogous representation of CCR was constructed by Araki and Woods [5] (historically it
preceded the representation of CAR [6]). Let us outline it. In the symmetric Fock space over H ,
denoted by Fs(H), we construct the standard annihilation and creation operators, b(f) and b∗(f),
which satisfy CCR:
[b(f), b(g)]− = 0,
[b(g), b∗(f)]− = (g, f)HC1
for all f, g ∈ HC. Let now K be a bounded linear operator in HC such that K ≥ 0. We set
K1:=K1/2, K2:=(1 +K)1/2. Analogously to (2.2), we define the following operators in Fs(H ⊕H):
ϕ(f):=b2(K2f) + b∗1(JK1f), ϕ∗(f):=b∗2(K2f) + b1(JK1f) (2.4)
for f ∈ HC. These operators again satisfy CCR and form a cyclic representation of CCR in the
Hilbert space Fs(H1⊕H2), where Hi is the closure of ImKi in HC, i = 1, 2. Let As(HC) denote the
C∗-algebra generated by the operators ϕ(f), f ∈ HC, and let ωs be the state on As(HC) defined
by ωs(Ψ):=(ΨΩ,Ω)Fs(H⊕H), Ψ ∈ As(HC). The n-point functions of ωs are given by
ωs(ϕ
∗(fn) · · ·ϕ∗(f1)ϕ(g1) · · ·ϕ(gm)) = δn,m per((fi,Kgj)HC). (2.5)
We now proceed to consider an infinite free Fermi gas of finite density, which is a special case
of representation (2.2). Let H :=L2(Rd; dx) = L2(Rd), and so HC = L
2
C
(Rd) = L2(Rd → C; dx).
To fix notations, we define the Fourier transform of a function f ∈ L1
C
(Rd) by
Ff(λ):=fˆ(λ):=(2π)−d/2
∫
Rd
e−ix·λf(x) dx, λ ∈ Rd,
and the inverse Fourier transform by
F−1f(x):=fˇ(x):=(2π)−d/2
∫
Rd
eiλ·xf(λ) dλ, x ∈ Rd,
so that F can be extended by continuity from L2
C
(Rd) ∩L1
C
(Rd) to a unitary operator on L2
C
(Rd),
and F−1 is the inverse operator of F .
Let k be the inverse Fourier transform of a function kˆ satisfying the following conditions:
0 ≤ kˆ ≤ 1, kˆ ∈ L1(Rd). (2.6)
We define K:=F−1kˆ · F , where f · denotes the operator of multiplication by a function f . Using
this K, we construct the operators ψ(f), ψ∗(f) defined in the Fock space Fa(H ⊕H) by formula
(2.2). Notice that now
H1 = F−1L2C(supp kˆ; dx), H2 = F−1L2C(supp(1− kˆ); dx).
This representation of CAR describes an infinite free Fermi gas with density distribution kˆ(·) in
“momentum space” [6], see also [17]. In particular, if β is the inverse temperature, µ the chemical
potential, and m the mass of a particle, the corresponding infinite free Fermi gas is described by
kˆ(λ) =
exp(βµ− β |λ|22m )
1 + exp(βµ− β |λ|22m )
, λ ∈ Rd. (2.7)
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For the limit β →∞ of zero temperature, we obtain
kˆ(λ) = 1B(
√
2mµ)(λ), λ ∈ Rd, (2.8)
where B(r) denotes the ball in Rd of radius r > 0 centered at the origin, and 1X(·) denotes the
indicator of a set X . Notice that, in the case of (2.7), we have H1 = H2 = HC, while in the case
of (2.8) HC = H1 ⊕H2.
We will now need a rigging of Fa(H). Let D(Rd) denote the space of all real-valued infinite
differentiable functions on Rd with compact support. For p ∈ N, we define a weighted Sobolev
space Sp(R
d) as the closure of D(Rd) with respect to the Hilbert norm
‖f‖2p:=
∫
Rd
Apf(x)f(x) dx, f ∈ D(Rd),
where
Af(x):= −∆f(x) + (|x|2 + 1)f(x), x ∈ Rd, (2.9)
is the harmonic oscillator. We identify S0(R
d) = L2(Rd) with its dual and obtain
S(Rd):= proj lim
p→∞
Sp(R
d) ⊂ L2(Rd) ⊂ ind lim
p→∞
S−p(Rd)=:S′(Rd).
We recall that the Fourier transform F is a continuous bijection of SC(Rd) onto SC(Rd), and,
extended by continuity, it is a continuous bijection of S′
C
(Rd) onto S′
C
(Rd). Here, SC(R
d) and
S′
C
(Rd) denote the complexification of S(Rd) and S′(Rd), respectively.
Denoting Φ:=SC(R
d) ⊕ SC(Rd), Φp:=Sp,C(Rd) ⊕ Sp,C(Rd), and Φ′:=S′C(Rd) ⊕ S′C(Rd), we get
Φ = proj limp→∞ Φp and Φ
′ = ind limp→∞ Φ−p. We set, for n ∈ Z+,
F (n)a (Φ):= proj lim
p→∞
F (n)a (Φp), F (n)a (Φ′):= ind limp→∞ F
(n)
a (Φ−p).
Let Fa, fin(Φ) denote the topological direct sum of the spaces F (n)a (Φ), n ∈ Z+. The dual of
Fa, fin(Φ) with respect to the zero space Fa(H ⊕H) is F∗a, fin(Φ) = ×∞n=0F (n)a (Φ′), the topological
product of the spaces F (n)a (Φ′). It consists of all sequences of the form F = (F (0), F (1), F (2), . . . )
such that F (n) ∈ F (n)a (Φ′), and convergence in F∗a, fin(Φ) means coordinatewise convergence. Thus,
we have constructed the nuclear triple
Fa,fin(Φ) ⊂ Fa(H ⊕H) ⊂ F∗a, fin(Φ).
Noting that kˆ1/2 ∈ L2(Rd) and (1− kˆ)1/2 ∈ S′(Rd), we define
κ1:=(2π)
−d/2F−1kˆ1/2 ∈ L2C(Rd), κ2:=(2π)−d/2F−1(1− kˆ)1/2 ∈ S′C(Rd).
Then, for any f ∈ L2
C
(Rd),
K1f(x) = κ1 ∗ f(x) =
∫
Rd
κ1(x − y)f(y) dy, a.e. x ∈ Rd,
and for any f ∈ SC(Rd), K2f = κ2 ∗ f , where the convolution of a generalized function with a test
one is defined in the usual way. For each x ∈ Rd, we define κ1,x ∈ L2C(Rd) and κ2,x ∈ S′C(Rd) by
〈κi,x, f〉 = 〈κi, f(x+ ·)〉, f ∈ SC(Rd), i = 1, 2, (2.10)
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where 〈·, ·〉 denotes the dual pairing (generated by the scalar product in HC). Then, for any
f ∈ SC(Rd),
Kif(x) = 〈κi,x, f〉, a.e. x ∈ Rd, i = 1, 2. (2.11)
Using formulas (2.1), we can easily define, for each (f1, f2) ∈ Φ′, an annihilation operator
a(f1, f2) acting continuously on Fa, fin(Φ), and a creation operator a∗(f1, f2) acting continuously
on F∗a,fin(Φ). Analogously to the above, we then introduce operators ai(f) and a∗i (f), i = 1, 2, for
each f ∈ S′
C
(Rd).
Taking to notice (2.10) and (2.11), we now set, for each x ∈ Rd,
ψ(x):=a2(κ2,x) + a
∗
1(κ1,x), ψ
∗(x):=a∗2(κ2,x) + a1(κ1,x).
These operators act continuously from Fa, fin(Φ) into F∗a, fin(Φ), and we have the following integral
representation: for each (real-valued) f ∈ S(Rd)
ψ(f) =
∫
Rd
dx f(x)ψ(x), ψ∗(f) =
∫
Rd
dx f(x)ψ∗(x). (2.12)
The integration in (2.12) and below is to be understood in the following sense: for example, the
first equality in (2.12) means: 〈ψ(f)G1, G2〉 =
∫
Rd
f(x)〈ψ(x)G1 , G2〉 dx for any G1, G2 ∈ Fa,fin(Φ).
The operators ψ(x), ψ∗(x) satisfy the CAR (1.2), the formulas making sense after integration with
test functions.
Now, let us briefly consider the bosonic case. Let H :=L2(Rd) and let k be the inverse Fourier
transform of a function kˆ satisfying the following conditions:
0 ≤ kˆ ≤ C for some C ∈ (0,∞), kˆ ∈ L1(Rd). (2.13)
We define K:=F−1kˆ · F , and using this K, we construct the operators ϕ(f), ϕ∗(f) defined on the
symmetric Fock space Fs(H ⊕ H) by formula (2.4). If we additionally suppose that kˆ(x) > 0
a.e. x ∈ Rd, then the obtained representation of CCR describes an infinite free Bose gas at finite
temperature and with density distribution kˆ in “momentum space” [5], see also [17].
Analogously to the above, we construct the triple
Fs, fin(Φ) ⊂ Fs(H ⊕H) ⊂ F∗s, fin(Φ),
and using it, we make sense of the operators ϕ(x), ϕ∗(x), x ∈ Rd. These satisfy the CCR (1.1)
with ψ replaced by ϕ.
3 Particle density operators and their spectral measure
We will again consider the fermionic case in detail, and then outline the bosonic case.
3.1 Fermionic case
We suppose that (2.6) holds. For each x ∈ Rd, we define a particle density operator
ρa(x):=ψ
∗(x)ψ(x).
Since κ1,x ∈ L2(Rd), the operator ψ(x) acts continuously from Ffin(Φ) into Ffin(H⊕H), and ψ∗(x)
acts continuously from Ffin(H ⊕ H) into F∗fin(Φ). Therefore, ρa(x) is a well-defined, continuous
operator from Ffin(Φ) into F∗fin(Φ).
We then define
ρa(f):=
∫
Rd
dx f(x)ρa(x), f ∈ S(Rd).
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Lemma 3.1 For each f ∈ S(Rd), the operator ρa(f) is well-defined and continuous on
Fa, fin(H ⊕H).
Proof. 1. We first prove the statement for ρa, 1(f):=
∫
Rd
dx f(x)a∗2(κ2,x)a
∗
1(κ1,x). As easily seen,
it suffices to show that ∫
Rd
dx f(x)κ2,x ⊗ κ1,x ∈ H⊗2, (3.1)
where ⊗ denotes the usual tensor product. For any g, h ∈ SC(Rd), we have〈∫
Rd
dx f(x)κ2,x ⊗ κ1,x, g ⊗ h
〉
:=
∫
Rd
f(x)〈κ2,x, g〉 〈κ1,x, h〉 dx
=
∫
Rd
f(x)(K2g)(x)(JK1Jh)(x) dx
=
∫
Rd
f(x)(K1Jh)(x) (K2g)(x) dx
=
∫
Rd
(F(f ·K1Jh))(λ) (FK2g)(λ) dλ
=
∫
Rd
(2π)−d/2fˆ ∗ (kˆ1/2 · Ĵh)(λ)(1− kˆ)1/2(λ)gˆ(λ) dλ.
=
∫
Rd
(2π)−d/2
∫
Rd
kˆ1/2(ξ)Ĵh(ξ)fˆ(λ− ξ) dξ (1− kˆ)1/2(λ)gˆ(λ) dλ
=
∫
R2d
(2π)−d/2fˆ(λ+ ξ)(1− kˆ)1/2(λ)kˆ1/2(−ξ)gˆ(λ)hˆ(ξ) dλ dξ. (3.2)
Since |1− kˆ| ≤ 1 and kˆ1/2, fˆ ∈ L2(Rd), the function
Gf (λ, ξ):=(2π)
−d/2fˆ(λ + ξ)(1− kˆ)1/2(λ)kˆ1/2(−ξ), ξ, λ ∈ Rd,
belongs to L2(R2d). Therefore, by (3.2),〈∫
Rd
dx f(x)κ2,x ⊗ κ1,x, g ⊗ h
〉
= 〈F−12d (Gf ), g ⊗ h〉, g, h ∈ S(Rd),
where F2d denotes the Fourier transform on L2C(R2d). By linearity and continuity, this implies∫
Rd
dx f(x)κ2,x ⊗ κ1,x = F−12d (Gf ) ∈ L2(Rd)⊗2.
2. We now prove the statement for
ρa, 2(f):=
∫
Rd
dx f(x)a∗2(κ2,x)a2(κ2,x).
For any gi, hi ∈ SC(Rd), i = 1, 2, we have〈∫
Rd
dx f(x)a∗2(κ2,x)a2(κ2,x)(g1, g2), (h1, h2)
〉
=
∫
Rd
f(x)K2g2(x)K2h2(x) = 〈K2(f ·K2g2), h2〉,
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and therefore ∫
Rd
dx a∗2(κ2,x)a2(κ2,x) ↾ F (1)(Φ) = 0 ⊕
(
K2(f ·K2)
)
=:A2,f .
Evidently A2,f is continuous on HC ⊕HC.
For any linear continuous operator A on HC ⊕ HC, we define the second quantization of A,
denoted by dΓ(A), as the operator in Fa(H ⊕H) with domain D(dΓ(A)):=Fa, fin(H ⊕H), given
by
dΓ(A) ↾ F (n)a (H ⊕H):=A⊗ 1 ⊗ · · · ⊗ 1 + 1 ⊗A⊗ 1 ⊗ · · · ⊗ 1 + 1 ⊗ · · · ⊗ 1 ⊗A.
dΓ(A) acts continuously on Fa,fin(H ⊕ H). Then, an easy calculation shows that ρa, 2(f) =
dΓ(A2,f ).
3. Analogously, we get
ρa, 3(f):=
∫
Rd
dx f(x)a1(κ1,x)a
∗
1(κ1,x)
=
∫
Rd
f(x)〈κ1,x,κ1,x〉 dx1 − dΓ(A1,f )
=
∫
Rd
f(x) dx (2π)−d
∫
Rd
kˆ(λ) dλ1 − dΓ(A1,f ),
where A1,f :=
(
JK1J(f · JK1J)
)⊕ 0.
4. Finally, since ρa,1(f) is a continuous operator from F (n)a (H ⊕ H) into F (n+2)a (H ⊕H) for
each n ∈ Z+, and since
ρa, 4(f):=
∫
Rd
dx f(x)a1(κ1,x)a2(κ2,x)
is its adjoint, we have that ρa, 4(f) acts continuously from F (n+2)a (H ⊕H) into F (n)a (H ⊕H), and
hence, continuously on Fa,fin(H ⊕H). 
Using anticommutation relations (1.2), we easily prove the following
Lemma 3.2 For each f1, f2 ∈ S(Rd), we have on Fa, fin(H ⊕H):
ρa(f1)ρa(f2) = ρa(f2)ρa(f1). (3.3)
We define a Hilbert space Ha as the closure of the linear span of the set{
Ω, ρa(f1) · · · ρa(fn)Ω | f1, . . . , fn ∈ S(Rd), n ∈ N }
in Fa(H ⊕H).
Remark 3.1 It is not hard to see that Ha is a subspace of the space
∞⊕
n=0
Pa, 2n
(
H⊗n1,C ⊗H⊗n2,C
)
, (3.4)
where Pa, 2n : (HC⊕HC)⊗2n → (HC⊕HC)∧2n is the antisymmetrization operator. Evidently, (3.4)
is a subspace of Fa(H1 ⊕H2). Whether Ha coincides with (3.4) or it is a proper subspace of it, is
an open problem (see also Remark 3.3 below).
We next define Ha, fin:=Ha∩Fa, fin(H⊕H), Ha, fin being dense in Ha. Let us consider the ρa(f)’s
as operators in Ha with domain Ha,fin.
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Lemma 3.3 The operators ρa(f), f ∈ S(Rd), are essentially selfadjoint in Ha.
Proof. The operators are evidently symmetric. The proof of essential selfadjointness is quite
standard (see e.g. [11, Ch. 3, subsec. 3.8] and [27, Lemma 4.1]), so we only outline it.
As easily seen from the proof of Lemma 3.1, we have for any g(n) ∈ F (n)a (H ⊕H)
ρa(f)g
(n) =
4∑
j=1
ρa, j(f)g
(n) ∈
⊕
i=n−2, n, n+2
F (i)a (H ⊕H),
and moreover
‖ρa, j(f)g(n)‖Fa(H⊕H) ≤ C1max{‖f‖L2(Rd), ‖f‖L1(Rd), ‖f‖L∞(Rd)} ‖g(n)‖F(n)a (H⊕H) (3.5)
for j = 1, . . . , 4 and some C1 > 0. From here, it is not hard to show that, for every g
(n) ∈
F (n)a (H ⊕H), the series
∞∑
m=0
‖ρa(f)mg(n)‖Fa(H⊕H)
m!
tm
converges for
0 < t <
(
4C1max{‖f‖L2(Rd), ‖f‖L1(Rd), ‖f‖L∞(Rd)}
)−1
.
Therefore, any vector from Ha, fin is analytical for ρa(f). By Nelson’s analytic vector criterium
(e.g. [37, Th. X.39]), the lemma follows. 
We denote by ρ∼a (f) the closure of ρa(f) in Ha, which is a selfadjoint operator by Lemma 3.3.
Lemma 3.4 For any f1, f2 ∈ S(Rd), the operators ρ∼a (f1) and ρ∼a (f2) commute in the sense of
their resolutions of the identity.
Proof. Since ρa(f1) is essentially selfadjoint, the set (ρa(f1)+i1)Ha, fin is dense in Ha. Furthermore,
(ρa(f1) + i1)Ha, fin ⊂ Ha, fin. Thus, by the proof of Lemma 3.3, the operator ρa(f1) ↾ (ρa(f1) +
i1)Ha, fin has a dense set of analytical vectors. Hence, the lemma follows from [11, Ch. 5, Th. 1.15].

Theorem 3.1 Let k be the inverse Fourier transform of a function kˆ satisfying (2.6). Let the
Hilbert space Ha and the operators ρ
∼
a (f), f ∈ S(Rd), be defined as above. Then, there exist a
unique probability measure µa on (S
′(Rd),B(S′(Rd))) (B(S′(Rd)) denoting the Borel σ-algebra on
S′(Rd)) and a unique unitary operator Ia : Ha → L2(S′(Rd),B(S′(Rd));µa) such that IaΩ = 1 and
the following formula holds
Ia ρ
∼
a (f)I
−1
a = 〈·, f〉·, f ∈ S(Rd). (3.6)
Remark 3.2 In terms of the spectral theory of commuting selfadjoint operators (e.g. [11, 39]),
Theorem 3.1 states that the family (ρ∼a (f))f∈S(Rd) has a spectral measure µa on (S
′(Rd),B(S′(Rd))).
Furthermore, since the operators ρa(f) have a Jacobi type form in Fa(H1⊕H2), this result is close
in spirit to [9, 27].
Proof of Theorem 3.1. Let (hk)
∞
k=0 be the sequence of Hermite functions forming an orthonormal
basis in L2(Rd) and let ak > 0 be the eigenvalue of the operator A (defined by (2.9)) belonging to
the eigenvector hk, k ∈ Z+.
We denote by R∞:=RZ+ the space of all sequences of the form x = (x0, x1, x2, . . . ), xk ∈ R,
k ∈ Z+, and we endow R∞ with the product topology. The Borel σ-algebra B(R∞) coincides with
the cylinder σ-algebra Cσ(R∞).
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Lemma 3.5 There exist a unique probability measure µ˜a on (R
∞,B(R∞)) and a unique unitary
operator I˜a : Ha → L2(R∞,B(R∞); µ˜a) such that I˜aΩ = 1 and, for each k ∈ Z+, I˜a ρ∼a (hk)I˜−1a =
xk·, where xk· denotes the operator of multiplication by xk.
Proof. For f ∈ S(Rd), we have f = ∑∞k=0〈f, hk〉hk, where the series converges in each space
Sp(R
d), p ∈ N, and hence in S(Rd). Next, it follows from (3.5) that, for each fixed G ∈ Ha, fin, the
mapping
S(Rd) ∋ f 7→ ρa(f)G ∈ Ha (3.7)
is continuous. Therefore, Ω is a cyclic vector for the family (ρ∼a (hk))
∞
k=0. Thus, (ρ
∼
a (hk))
∞
k=0 is a
countable family of commuting selfadjoint operators having a cyclic vector, and hence the lemma
follows from [39, Ch. 1, Th. 4]. 
For each p ∈ N, we define the following measurable function on R∞:
R
∞ ∋ x = (xk)∞k=0 7→ ‖x‖2−p:=
∞∑
k=0
x2ka
−p
k ∈ R+ ∪ {+∞}.
Let
S−p:={x ∈ R∞ : ‖x‖2−p <∞}, p ∈ N, S ′:=
⋃
p∈N
S−p.
Evidently, S−p, S ′ ∈ B(R∞). By using the monotone convergence theorem and Lemma 3.5, we get∫
R∞
‖x‖2−p dµ˜a(x) =
∫
R∞
∞∑
k=0
x2ka
−p
k dµ˜a(x)
=
∞∑
k=0
a−pk
∫
R∞
x2k dµ˜a(x) =
∞∑
k=0
a−pk ‖ψ(hk)Ω‖2Ha . (3.8)
For some C2 > 0,
max{‖f‖L2(Rd), ‖f‖L1(Rd), ‖f‖L∞(Rd)} ≤ C2‖f‖Sd(Rd), f ∈ S(Rd), (3.9)
and since the inclusion Sd(R
d) →֒ L2(Rd) is of Hilbert–Schmidt type,
∞∑
k=0
a−dk <∞. (3.10)
By (3.5), (3.8)–(3.10), ∫
R∞
‖x‖2−2d dµ˜a(x) ≤ C21C22
∞∑
k=0
a−dk <∞.
This yields that
µ˜a(S−2d) = µ˜a(S ′) = 1. (3.11)
Let B(S ′) denote the trace σ-algebra of B(R∞) on S ′. By (3.11), we can consider µ˜a as a probability
measure on (S ′,B(S ′)).
Noticing that the mapping
S ′ ∋ x = (x0, x1, x2, . . . ) 7→ Ex:=
∞∑
k=0
xkhk ∈ S′(Rd)
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is a measurable bijection, we define a probability measure µa on (S
′(Rd),B(S′(Rd))) by µa:=µ˜a ◦
E−1, and a unitary operator U : L2(S ′,B(S ′); µ˜a)→ L2(S′(Rd),B(S′(Rd));µa) by
UF (ω):=F (E−1ω), ω ∈ S′(Rd).
Setting Ia:=U I˜a, we get a unitary operator acting from Ha onto L2(S′(Rd);µa) such that IaΩ = 1
and
Ia ρ
∼
a (hk)I
−1
a = 〈·, hk〉·, k ∈ Z+. (3.12)
Furthermore, using the continuity of mapping (3.7), we easily conclude from (3.12) that (3.6) holds.
Thus, the theorem is proved. 
The configuration space ΓRd over R
d is defined as the set of all locally finite subsets (configu-
rations) in Rd:
ΓRd :=
{
γ ⊂ Rd | |γ ∩ Λ| <∞ for each compact Λ ⊂ Rd }.
Here, |Λ| denotes the cardinality of a set Λ. We can identify any γ ∈ ΓRd with the positive
Radon measure
∑
x∈γ δx ∈M(Rd), where δx is the Dirac measure with mass at x,
∑
x∈∅ δx:=zero
measure, and M(Rd) stands for the set of all positive Radon measures on B(Rd). The space ΓRd
is endowed with the relative topology as a subset of the spaceM(X) with the vague topology. We
denote by B(ΓX) the Borel σ-algebra on ΓRd .
We endow D(Rd) with its natural projective limit topology and denote by D′(Rd) the dual
space of D(Rd). One can show that ΓRd belongs to the cylinder σ-algebra Cσ(D′(Rd)), and fur-
thermore, the trace σ-algebra of Cσ(D′(Rd)) on ΓRd , resp. S′(Rd), coincides with B(ΓX), resp.
B(S′(Rd)). Thus, any probability measure ν on (S′(Rd),B(S′(Rd))) can be considered as a mea-
sure on (D′(Rd), Cσ(D′(Rd))), and if additionally ν(ΓRd) = 1, ν can be considered as probability
measure on (ΓRd ,B(ΓRd)) as well.
Our next aim is to show that µa is supported by ΓRd . To this end, let us recall the notion of
correlation functions of a probability measure ν on (ΓRd ,B(ΓRd)).
Let ⊗ˆ stand for the symmetric tensor product. For any g(n) ∈ D(Rd)⊗ˆn(=the space of all
smooth, symmetric, compactly supported functions on (Rd)n), we define a function ΓRd ∋ γ 7→
〈:γ⊗n:, g(n)〉 ∈ R by
〈:γ⊗n:, g(n)〉=
∑
x1∈γ
∑
x2∈γ, x2 6=x1
· · ·
∑
xn∈γ, xn 6=x1,...,xn 6=xn−1
g(n)(x1, . . . , xn) (3.13)
(the number of the non-zero summands on the right hand side of (3.13) is finite). The functions
(k
(n)
ν )∞n=1 with k
(n)
ν : (Rd)n → R being measurable and symmetric, are called correlation functions
of the measure ν if, for each g(n) ∈ D(Rd)⊗ˆn, n ∈ N,∫
Γ
Rd
〈:γ⊗n:, g(n)〉 ν(dγ) =
∫
(Rd)n
g(n)(x1, . . . , xn)k
(n)
ν (x1, . . . , xn) dx1 · · · dxn (3.14)
(if the measure ν has correlation functions, then these are a.s. uniquely defined).
As easily seen from (3.13), the kernels :γ⊗n: ∈ D′(Rd)⊗ˆn satisfy the recursion relation
:γ⊗1(x): = γ(x),
:γ⊗(n+1)(x1, . . . , xn+1): =
(
γ(xn+1) :γ
⊗n(x1, . . . , xn):
−
n∑
i=1
δ(xn+1 − xi) :γ⊗n(x1, . . . , xn):
)∼
, n ∈ N, (3.15)
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where (·)∼ denotes symmetrization of a function. Replacing γ ∈ ΓRd with an arbitrary ω ∈ D′(Rd),
we may now define :ω⊗n: ∈ D′(Rd)⊗ˆn and introduce, analogously to (3.14), the notion of correlation
functions (k
(n)
ν )∞n=1 for any probability measure ν on D′(Rd). (We, however, remark that the
introduction of correlation functions for a measure on D′(Rd) is only of “technical” nature, since
one always expects that a measure having correlation functions is supported by ΓRd , see the
arguments below).
Following (3.15), we introduce operators
: ρa(x) : = ρa(x),
: ρa(xn+1)ρa(xn) · · · ρa(x1) : =
(
ρa(xn+1) : ρa(x1) · · · ρa(xn) :
−
n∑
i=1
δ(xn+1 − xi) : ρa(x1) · · · ρa(xn) :
)∼
, (3.16)
which make sense after integration with test functions.
The following proposition shows that : ρa(xn) · · · ρa(x1) : is the “normal product” of the the
operators ρa(x1), . . . , ρa(xn) (compare with [35, subsecs. 2.B and 2.C]).
Proposition 3.1 For each n ∈ N and f1, . . . , fn ∈ S(Rd), we have on Fa, fin(H ⊕H):∫
(Rd)n
dx1 · · · dxn f1(x1) · · · fn(xn) :ρa(x1) · · · ρa(xn) :
=
∫
(Rd)n
dx1 · · · dxn f1(x1) · · · fn(xn)ψ∗(xn) · · ·ψ∗(x1)ψ(x1) · · ·ψ(xn). (3.17)
Proof. We first note that, for n ≥ 2, the well-definedness of the operator on the right hand side
of (3.17) on Fa, fin(H ⊕H) may be proved by using arguments analogous to those as in the proof
of Lemma 3.1. We prove the proposition by induction. For n = 1, (3.17) is trivially satisfied.
Suppose that (3.17) holds for some n ∈ N. Then, by the induction hypothesis, (1.2), and (3.16),
we have
: ρa(xn+1) · · · ρa(x1) : =
(
ψ∗(xn+1)ψ(xn+1)ψ∗(xn) · · ·ψ∗(x1)ψ(x1) · · ·ψ(xn)
−
n∑
i=1
δ(xn+1 − xi)ψ∗(xn) · · ·ψ∗(x1)ψ(x1) · · ·ψ(xn)
)∼
=
(− ψ∗(xn+1)ψ∗(xn)ψ(xn+1)ψ∗(xn−1) · · ·ψ∗(x1)ψ(x1) · · ·ψ(xn)
−
n−1∑
i=1
δ(xn+1 − xi)ψ∗(xn) · · ·ψ∗(x1)ψ(x1) · · ·ψ(xn)
)∼
=
(
ψ∗(xn+1)ψ∗(xn)ψ∗(xn−1)ψ(xn+1)ψ∗(xn−2) · · ·ψ∗(x1)ψ(x1) . . . ψ(xn)
− δ(xn+1 − xn−1)ψ(xn−1)∗ψ(xn)∗ψ(xn−2)∗ · · ·ψ∗(x1)ψ(x1) · · ·ψ(xn)
−
n−1∑
i=1
δ(xn+1 − xi)ψ∗(xn) · · ·ψ∗(x1)ψ(x1) · · ·ψ(xn)
)∼
=
(
ψ∗(xn+1)ψ∗(xn)ψ∗(xn−1)ψ(xn+1)ψ∗(xn−2) · · ·ψ∗(x1)ψ(x1) . . . ψ(xn)
−
n−2∑
i=1
δ(xn+1 − xi)ψ∗(xn) · · ·ψ∗(x1)ψ(x1) · · ·ψ(xn)
)∼
= · · · = ((−1)nψ∗(xn+1) · · ·ψ∗(x1)ψ(xn+1)ψ(x1) · · ·ψ(xn))∼
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= ψ∗(xn+1) · · ·ψ∗(x1)ψ(x1) · · ·ψ(xn+1),
the formulas above making sense after integration with test functions. 
Proposition 3.2 For any f1, . . . , fn ∈ S(Rd), n ∈ N,(∫
(Rd)n
dx1 . . . dxn f1(x1) · · · fn(xn): ρa(x1) · · · ρa(xn) : Ω,Ω
)
Ha
=
∫
(Rd)n
(f1⊗ˆ · · · ⊗ˆfn)(x1, . . . , xn) det(κ(xi − xj))ni,j=1 dx1 · · · dxn, (3.18)
where κ(x):=(2π)−d/2k(x), x ∈ Rd.
Proof. By Proposition 3.1,(∫
(Rd)n
dx1 · · · dxn f1(x1) · · · fn(xn): ρa(x1) · · · ρa(xn) : Ω,Ω
)
Ha
=
∫
(Rd)n
(f1⊗ˆ · · · ⊗ˆfn)(x1, . . . , xn)
(
a1(κ1,xn) · · · a1(κ1,x1)a∗1(κ1,x1) · · ·a∗1(κ1,xn)Ω,Ω
)
Ha
dx1 · · · dxn
=
∫
(Rd)n
(f1⊗ˆ · · · ⊗ˆfn)(x1, . . . , xn)
√
n!
(
a1(κ1,xn) · · · a1(κ1,x1)κ1,x1 ∧ · · · ∧ κ1,xn ,Ω
)
Ha
dx1 · · · dxn
=
∫
(Rd)n
(f1⊗ˆ · · · ⊗ˆfn)(x1, . . . , xn)n!
(
κ1,x1 ⊗ · · · ⊗ κ1,xn ,κ1,x1 ∧ · · · ∧ κ1,xn
)
Ha
dx1 · · · dxn
=
∫
(Rd)n
(f1⊗ˆ · · · ⊗ˆfn)(x1, . . . , xn) det
(
(κ1,xi ,κ1,xj)HC
)n
i,j=1
dx1 · · · dxn. (3.19)
Next, for any f, g ∈ SC(Rd),∫
(Rd)2
(κ1,x,κ1,y)HC f(x)g(y) dx dy =
∫
(Rd)3
κ1(x− z)κ1(y − z)f(x)g(y) dx dy dz
= (K1g,K1f)HC = (Kg, f)HC =
∫
Rd
∫
Rd
(2π)−d/2k(x− y)g(y) dy f(x) dx
=
∫
(Rd)2
κ(y − x)f(x)g(y) dx dy.
Hence,
(κ1,x,κ1,y)H = κ(y − x) a.e. (x, y) ∈ (Rd)2. (3.20)
Furthermore, for each x ∈ Rd,
(κ1,x,κ1,x)HC =
∫
Rd
|κ1(y − x)|2 dy =
∫
Rd
|κ1(y)|2 dy =
∫
Rd
(2π)−dkˆ(λ) dλ
= (2π)−d/2(F−1kˆ)(0) = κ(0). (3.21)
Evidently, for any (x1, . . . , xn) ∈ (Rd)n,
det(κ(xi − xj))ni,j=1 = det(κ(xj − xi))ni,j=1. (3.22)
Thus, (3.19)–(3.22) imply (3.18). 
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Corollary 3.1 The measure µa has correlation functions, which are given by
k(n)µa (x1, . . . , xn) = det(κ(xi − xj))ni,j=1, (x1, . . . , xn) ∈ (Rd)n, n ∈ N. (3.23)
Proof. By Theorem 3.1, we have, for any f1, . . . , fn ∈ S(Rd),
I−1a
(〈: ·⊗n :, f1⊗ˆ · · · ⊗ˆfn〉) = ∫
(Rd)n
(f1⊗ˆ · · · ⊗ˆfn)(x1, . . . , xn): ρa(x1) · · · ρa(xn) : Ω.
From here and Proposition 3.2 the statement easily follows. 
Theorem 3.2 Let the conditions of Theorem 3.1 be fulfilled. Then, µa(ΓRd) = 1, the correlation
functions of µa are given by (3.23), and the Fourier transform of µa is calculated as follows: for
each f ∈ S(Rd)
∫
ei〈ω,f〉 µa(dω) =
∞∑
n=0
1
n!
∫
(Rd)n
(eif(x1)−1) · · · (eif(xn)−1) det(κ(xi−xj))ni,j=1 dx1 · · · dxn. (3.24)
Proof. We evidently have
|κ(x)| ≤ (2π)−d‖kˆ‖L1(Rd) ∀x ∈ Rd.
Hence, by [34, Corollary 3] and Corollary 3.1
|k(n)µa (x1, . . . , xn)| ≤
(
(2π)−d‖kˆ‖L1(Rd)
)n
nn/2 ∀(x1, . . . , xn) ∈ (Rd)n, n ∈ N. (3.25)
By [12, Theorem 2] (see also [26, Theorem 6.5]), the bound (3.25) implies that the measure µa
is concentrated on ΓRd . Finally, formula (3.24) follows in a standard way from Lemma 3.1 and
bound (3.25) (see e.g. [12, Remark 2]). 
By Theorem 3.2, µa is a fermion process [15, 29], or a determinantal random point field in
terms of [43].
Remark 3.3 Let us suppose that, in addition to condition (2.6), the function kˆ satisfies∫
Rd
kˆ(λ)|λ|n dλ <∞, ∀n ∈ N.
Then, using formula (1.3), for each v ∈ V0(Rd), one can construct J(v) as a selfadjoint operator
in F(H1 ⊕H2). Here, V0(Rd) denotes the set of all smooth, compactly supported vector fields on
Rd. Thus, one gets a representation of the full algebra g (see Introduction). However, it is still
an open problem, whether Ha is an invariant subspace for the operators J(v). If it were so, we
could evidently construct a representation of the algebra g, as well as the group G in the space
L2(ΓRd ;µa).
3.2 Bosonic case
We now suppose that (2.13) holds. For each x ∈ Rd, we introduce a particle density operator
ρs(x):=ϕ
∗(x)ϕ(x), acting continuously from Fs(Φ) into F∗s (Φ). Then, the operators
ρs(f):=
∫
Rd
dx f(x)ρs(x), f ∈ S(Rd),
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act continuously on Ffin(H⊕H). Using (1.1) and an estimates of type (3.5), we show that ρs(f) are
essentially selfadjoint and their closures ρ∼s (f) constitute a cyclic family of commuting selfadjoint
operators in the Hilbert space Hs—the closure of the linear span of the vectors{
Ω, ρs(f1) · · · ρs(fn)Ω | f1, . . . , fn ∈ S(Rd), n ∈ N
}
in Fs(H ⊕H).
We then construct the spectral measure µs of the operator family (ρ
∼
s (f))f∈S(Rd) as a probability
measure on (S′(Rd),B(S′(Rd))). Furthermore, with the help of formula (2.5) we show that µs has
correlation functions, which are given by the following formula:
k(n)µs (x1, . . . , xn) = per(κ(xi − xj))ni,j=1, (x1, . . . , xn) ∈ (Rd)n, n ∈ N, (3.26)
where κ(x):=(2π)−d/2k(x). Next, for every bounded Λ ∈ B(Rd), we evidently have the following
estimate:
1
n!
∫
Λn
|k(n)µs (x1, . . . , xn)| dx1 · · · dxn ≤
(|Λ|C3)n, (3.27)
where |Λ| denotes the volume of Λ and C3:= supx∈Rd |κ(x)| <∞. Hence, by (3.27) and [12, Th. 2],
we get µs(ΓRd) = 1. Thus, we get the following
Theorem 3.3 Let k be the inverse Fourier transform of a function kˆ satisfying (2.13). Let the
Hilbert space Hs and the operators ρ
∼
s (f), f ∈ S(Rd), be defined as above. Then, there exist a
unique probability measure µs on (S
′(Rd),B(S′(Rd))) and a unique unitary operator Is : Hs →
L2(S′(Rd);µs) such that IsΩ = 1 and
Is ρ
∼
s (f)I
−1
s = 〈·, f〉·, f ∈ S(Rd).
Furthermore, µs(ΓRd) = 1 and the correlation functions (k
(n)
µs )
∞
n=0 of the measure µs are given by
formula (3.26).
By [28, 29] (see also [15]), µs is a boson process.
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