Light detection and ranging (LiDAR) has become a common tool for generating remotely 3 sensed forest inventories. However, regional modeling of forest attributes using LiDAR has 4 remained challenging due to varying parameters between LiDAR datasets, such as pulse density. 5 Here we develop a regional model using a three dimensional convolutional neural network 6 (CNN). This is a form of deep learning capable of scanning a LiDAR point cloud as well as 7 coincident satellite data, identifying features useful for predicting forest attributes, and then 8 making a series of predictions. We compare this modeling approach to the standard modeling 9 approach for making forest predictions from LiDAR data, and find that the CNN outperformed 10 the standard approach by a large margin in many cases. We then apply our model to publicly 11 available data over New England, generating maps of fourteen forest attributes at a 10 m 12 resolution over 85 % of the region. Our estimates of attributes that quantified tree size were most 13 successful. In assessing aboveground biomass for example, we achieved a root mean square error 14 of 36 Mg/ha (44 %). Our county-level mapped estimates of biomass were in good agreement 15 with federal estimates. Estimates of attributes quantifying stem density and percent conifer were 16 moderately successful, with a tendency to underestimate of extreme values and banding in low 17 density LiDAR acquisitions. Estimate of attributes quantifying detailed species groupings were 18 less successful. Ultimately, we believe these maps will be useful to forest managers, wildlife 19 ecologists, and climate modelers in the region. 20 23 for developing spatially explicit forest inventories (Naesset 1997). Measurements of point cloud 24 datasets derived from LiDAR can be used to predict useful forest inventory attributes such as 25 biomass, stem volume, tree count, and species (Means et al. 2000, Jensen et al. 2006, Lim and 26 Treitz 2004). These inventories are useful for a wide range of applications, including assessing 27 carbon stocks (Patenaude et al. 2004), assisting in precision forestry (Woods et al. 2011), and 28 predicting wildlife habitat (Wulder et al. 2008, García-Feced et al. 2011). 29 Forest inventories are typically developed using the area based approach (White et al. 30 2013), where the forest is segmented into a series of grid cell-areas, ranging from 10 m to 1 ha in 31 size. First, the LiDAR point cloud and the desired forest attribute (e.g. stem density) within each 32 grid cell are each measured. Next, predictive models are then developed relating the field 33 measurements to the LiDAR measurements. Finally, these models can then be applied to every 34 grid cell across a landscape. The resulting maps are referred to as enhanced forest inventories 35 (EFIs).
Introduction

Overview
Over the past two decades light detection and ranging (LiDAR) has become a common tool as follows: aboveground biomass (BIOAG), total biomass (BIOTOT), tree count (TC), basal area Each of the stem mapped inventories were aligned visually with the LiDAR to correct for GPS 156 error in plot location, and then segmented into 10x10 m grid cell plots. We selected this in order Figure 1 . The percent of crown overlap of each tree in and around the plot was used as a modifier 171 on that tree's basal area, biomass, and volume. This allowed for the development of models which 172 more closely reflected what was visible to the remote sensing systems, while remaining unbiased 173 across multiple cells. 174 We also augmented the sample size of our training data by allowing out plots to overlap 175 one another by a maximum of 25 %, and by including multiple LiDAR acquisitions of the same plot in the training dataset. The precise configuration of LiDAR returns will always vary between ect…), however we noted no performance increase, possibly owing to the high number of empty 245 voxels in volumetric space. (Szegedy et al. 2016) , which was determined by Ayrey and Hayes (2018) to be better suited than Inception-V3 consists of a series of preliminary convolution and pooling layers, followed 258 by inception layers. Inception layers consist of a number of convolutions of varying sizes which 259 are passed over the incoming data, each designed to pick up on different features, which are then concatenated. Inception-V3 consists of nine inception layers back to back, with intermittent 261 pooling to reduce dimensionality. The final inception layer is fed into a fully connected layer for 262 a classification or regression prediction. Each convolution was followed by a ReLU activation 263 layer and batch normalization.
264
The model was first trained to estimate only BIOAG using LiDAR. We used a process 265 called transfer learning to initialize the weights of a more complex model using the weights from 266 the simpler one, which was designed to simultaneously predict all 14 of our forest attributes. Each 267 forest attribute was standardized using z-scores so that their values fell upon the same range. A 268 single loss function was then used to optimize the model to predict all forest variables (Equation 269 1).
270
[EQUATION 1 HERE]
271
We included the satellite data as side-channel information by first developing a multi-layer 272 perceptron to estimate BIOAG directly from the satellite variables. We took the weights from this 273 model and used them to initialize a subcomponent of the larger model, which produced a 40 x 40 274 tensor that was then concatenated onto the LiDAR voxels (Zhou et al. 2017 for the first stage was approximately five days using an NVIDIA Tesla k80, the following stages were trained more rapidly. This lengthy multi-step training process made cross-fold validation highly impractical. 284 
Traditional modelling 285
Deep learning models were compared to models trained using the standard suite of LiDAR 286 height metrics, derived using the Rlidar package (Silva et al. 2015) . This produces a series of 287 summary statistics of the LiDAR return's heights and proportions above certain height thresholds. 288 We discarded metrics which made use of LiDAR intensity and return counts, as these could not be 289 normalized between the different LiDAR acquisitions. We filtered out points lower than 0.5 m 290 above ground, and used a 2 m threshold for many of the proportional metrics. Other studies in the 291 region have used similar cutoffs (Hayashi et al. 2014) . We also included the aforementioned 292 satellite-derived metrics, as well as pulse density, and seasonality. In total 41 covariates were 293 derived from the LiDAR and satellites.
294
Random forest imputation in regression mode was used to model each of the forest 295 attributes (Breiman 2001) . Other studies conducted on subsets of our dataset have demonstrated 296 that this modelling technique outperforms linear mixed-effects modelling (Ayrey and Hayes 2018, 297 Hayashi et al. 2015) . We used a process called Variable Selection Using Random Forest to 298 eliminate unimportant predictors (Genuer et al. 2015) . New models were then developed using 299 2000 decision trees and one-third variable selection at each node-split. These hyper-parameters 300 were fine-tuned using a subset of the data.
301
The random forest models were trained and validated using the aforementioned 17,432 302 training plots and 3,000 test plots. Although accuracy can be assessed using out-of-bag sampling, 303 we used the same validation scheme as the deep learning models due to data augmentation and 304 consistency.
Validation 306
The training, validation, and testing data derived from the thirteen individual forest 307 inventories are likely not fully representative of the landscape, leading to problems with spatial-308 autocorrelation at the regional scale. We therefore performed two phases of validation. The first 309 phase of validation made use of the 4,000 withheld plots. This was used for model comparisons 310 between deep learning and traditional modelling, and to settle on the final model form.
311
The second phase of validation made use of an independent dataset, and was used to assess Maine. We used these to determine the maps' error and bias, assess spatial-autocorrelation across 316 the landscape, and compare our inventory estimates to FIA county-level estimates. We mapped 317 Connecticut and Rhode Island as well, but chose not to assess error in these state as their forests 318 increasingly represent a Mid-Atlantic forest type not fully represented by the training data.
319
Nevertheless we thought maps of these areas might prove useful in future studies. We removed 320 buildings from our maps using a building mask of the United States developed by Microsoft's 321 Bing Maps Team using high resolution imagery (Bing Maps Team 2018).
322
The FIA plots consist of a nested plot design that consists of four 7.3 m radius subplots 323 placed 36.6 m away from one another. The subplots have an area of 168 m 2 , while the entire FIA 324 plot taken as an aggregate has an area of 672 m 2 . The individual subplot measurements were more 325 affected by errors in plot location, as these were more subject to intra-canopy variability. The 326 aggregate plot measurements were less prone to plot location errors, but did not represent the entire 327 range of variability that one would expect in a 10 m grid cell. It is important for validation plots to have roughly the same area as the grid cells being validated so that each have a similar range in small. Additional testing of the random forest model with and without satellite metrics indicated a 352 greater relative improvement in predictive power. 
Phase two validation 355
In the second phase of validation each of the mapped forest attributes were validated across 356 Northern New England using FIA plots. Table 2 displays the results of this validation in terms of 357 RMSE, RMSE as a percent of mean (nRMSE), and bias at both the subplot level and plot level.
358
Model error at the subplot-level was considerably higher than error at a plot level with each forest 359 attribute. This is to be expected given that smaller areas are more likely to contain extreme values, 360 and the subplot values are more likely to be affected by GPS inaccuracy. The opposite trend could 361 be seen in bias, with 10/14 attributes exhibiting greater bias at the plot-level. Results of the second phase of validation indicated that two phases were in fact necessary.
364
Plot level RMSE was worse than the RMSE obtained from the first phase of validation in 13/14 365 forest attributes, indicating that the withheld plots likely did not represent landscape heterogeneity.
366
In some forest attributes this difference was relatively minor. Performance of the tree count, mean 367 height, and species estimates were notably worse in the second phase of validation. The error of 368 each of these values increased between 41-90 % from that observed in the first phase of validation.
369
Overall, the error and biases of attributes representing tree size were considerably lower 370 than those representing species or stem density. Aboveground biomass, total biomass, basal area, 371 mean tree height, QMD, and volume all had a nRMSE less than 50 %. In contrast, tree count had 372 a nRMSE of 56 %. Model performance was worst in volume estimates of species groups. Estimates 373 of the deciduous volume had a relatively high nRMSE, 61 %. Estimates of spruce/fir, and pinus 374 strobus volume both had nRMSEs above 150 %, and could generally be considered not useful. We 375 did not assess nRMSE of the percent species group estimates. The RMSE and biases of percent 376 spruce/fir and percent pinus strobus were lower than that of percent conifer, but this is likely 377 because their average values are smaller. Qualitatively, the maps of percent conifer appeared 378 better, with the others suffering from more banding and local biases. 379 We also assessed model performance of BIOAG, PC, and TC spatially and by plotting their 380 predicted verses observed values. Figure 2 illustrates the residuals of each of the three forest 381 attributes. We note that the BIOAG residuals appear to be fairly evenly distributed across the 
County-level comparisons 398
With the region nearly completely mapped, we compared country level estimates derived 399 by summing the values of our map with FIA county-level design-based estimates. This data is 400 summarized in Table 3 . We chose the 38 counties in Northern New England with complete LiDAR 401 coverage. Initially we used all FIA plots within a county measured within two years of the LiDAR 402 acquisition. We discovered however, that a large number of FIA plots without trees on them were 403 located in suburban environments with trees. This resulted in dramatic underestimates by the FIA 404 data of each forest attribute, so plots that were denoted as having no trees that fell within semi-405 forested suburbs were removed.
406
Examining aboveground biomass, our predictions fell within the 95 % confidence interval 407 of the FIA's in 31/38 counties, and within 97.5 % confidence interval in 33/38 counties. Across 408 the landscape of these counties the FIA estimated 4 % more biomass then our maps. This is to be 409 expected given that our maps frequently had gaps between LiDAR acquisitions and occasionally 410 had missing LiDAR tiles. The FIA's lack of urban tree sampling likely also played a large role. Eight of the counties were classified by the US Census Bureau as having an urban population 412 greater than 50 %. In these urbanized counties FIA estimates were an average of 13 % lower than 413 our own when including empty plots in suburban areas, and 11 % greater than our own after they 414 were removed.
415
In estimating percent conifer, 25/38 of our estimates fell within the 95 % confidence with FIA estimates. This is likely owing to an overall greater stem density in Maine due to more 426 intensive forestry, and a general proclivity of boreal forests to be more tightly packed. 
Discussion
429
Our results indicate that 3D convolutional neural networks can be used to estimate forest 430 attributes from disparate LiDAR and satellite data. These models outperformed random forest 431 models which use the standard approach for generating forest inventories from LiDAR. They could also be effectively scaled to make regional high resolution maps/estimates which were often We first used the individual FIA subplots to assess 10 m pixel-level error. These error values were consistently quite high. Better performing estimates included BIOAG, BIOTOT, BA, achieved an error of 62.5 m 3 /ha). In a similar study, Hayashi et al. obtained RMSEs of 4993 groupings. In particular, we found our biomass estimates to be in good agreement with the FIA's 627 across the region. many other scientists. The weights from the CNN trained here could be used as a starting point to 630 train models making estimates over different forests, or to other LiDAR-related remote sensing 631 problems. Likewise, the maps developed here can assist with wildlife mapping, precision forestry, 632 and carbon stock estimation in the region.
