On polyharmonic regularizations of $k-$Hessian equations: Variational
  methods by Escudero, Carlos
ar
X
iv
:1
50
7.
05
43
5v
1 
 [m
ath
.A
P]
  2
0 J
ul 
20
15
ON POLYHARMONIC REGULARIZATIONS OF k−HESSIAN
EQUATIONS: VARIATIONAL METHODS
CARLOS ESCUDERO
ABSTRACT. This work is devoted to the study of the boundary value problem
(−1)α∆αu = (−1)kSk[u] + λf, x ∈ Ω ⊂ R
N
,
u = ∂nu = ∂
2
nu = · · · = ∂
α−1
n u = 0, x ∈ ∂Ω,
where the k−Hessian Sk[u] is the kth elementary symmetric polynomial of
eigenvalues of the Hessian matrix and the datum f obeys suitable summabil-
ity properties. We prove the existence of at least two solutions, of which at least
one is isolated, strictly by means of variational methods. We look for the optimal
values of α ∈ N that allow the construction of such an existence and multiplicity
theory and also investigate how a weaker definition of the nonlinearity permits
improving these results.
1. INTRODUCTION
The main objective of this paper is studying elliptic equations of the form
(1) (−1)α∆αu = (−1)kSk[u] + λf, x ∈ Ω ⊂ RN ,
where α, N, k ∈ N, λ ∈ R and f : RN −→ R fulfills suitable summability
properties (see below). All throughout this work Ω will denote a bounded and
open domain provided with a smooth boundary ∂Ω. The nonlinearity in (1) is the
k−Hessian Sk[u] = σk(Λ) where
σk(Λ) =
∑
i1<···<ik
Λi1 · · ·Λik ,
is the kth elementary symmetric polynomial and Λ = (Λ1, · · · ,Λn) are the eigen-
values of the Hessian matrix (D2u). Equivalently we could say that Sk[u] is the
sum of the kth principal minors of the Hessian matrix. We employ the notation
of [68] and denote
Sijk (D
2u) =
∂
∂aij
σk[Λ(A)]
∣∣∣∣
A=D2u
,
where Λ(A) are the eigenvalues of the N ×N matrix A which entries are aij . For
k = 1 equation (1) becomes linear. Since we are interested in nonlinear equations
we will always assume 2 ≤ k ≤ N .
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The goal of this work is threefold. Our first source of inspiration is the impres-
sive development of theory concerning the k−Hessian equations
Sk[u] = f,
and related problems that has taken place during the last years [13, 15, 41, 45, 54,
57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68]. This equation is both a generalization
of the Monge-Ampe`re or N−Hessian equation [11, 12]
det(D2u) = f,
and the Poisson or 1−Hessian equation [37]1
−∆u = f.
In order to ensure the ellipticity of the nonlinear k−Hessian equations one should
look for solutions u such that
Λ(D2u) ∈ ¯גk,
where גk is an open symmetric convex cone in RN defined in the following way
גk = {(Λ1, · · · ,ΛN ) ∈ R
N |σj > 0 ∀ j = 1, · · · , k};
all functions fulfilling this property are called k−admissible [68]. The existence
theory for the Dirichlet problem associated to the k−Hessian equations requires a
geometric assumption on the boundary of the domain ∂Ω in which such a problem
is posed. In particular
σk−1(κ1, · · · , κN−1) ≥ C0 > 0,
on Ω for some positive constant C0, where κi, i = 1, · · · , N − 1, are the principal
curvatures of Ω with respect to its inner normal [68]. As in this reference, we will
denote all domains fulfilling this property as (k − 1)−convex. On one hand, turn-
ing a k−Hessian equation into one of its polyharmonic regularizations (1) with
α ≥ 2 (an assumption that will hold all throughout this text) means turning a
fully nonlinear problem into a semilinear, and thus simpler, one. On the other
hand, however, considering the existence theory for (1) allows us to drop two as-
sumptions that were necessary in the fully nonlinear case: our solutions do not
have to be k−admissible and the boundary of our domains does not have to be
(k − 1)−convex. So this type of problem yields a different viewpoint on an inter-
esting nonlinearity.
Our second source of inspiration are polyharmonic problems by themselves.
Despite their relevance in different applications and intrinsic mathematical inter-
est, they have being much less studied than their harmonic counterparts. This
could be perhaps due to the usual absence of maximum principles in the poly-
harmonic case, while such principles played in fact a crucial role in the develop-
ment of the theory for second order problems. Although our present knowledge
1Properly speaking, the 1−Hessian would not show the minus in front of the Laplacian, although
this correction is of course completely irrelevant for the differential problem.
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of higher order boundary value problems cannot be compared to the correspond-
ing one for second order boundary value problems, it has nevertheless substan-
tially grown over the last years [35]. For instance, boundary value problems for
the biharmonic operator have already been considered with different nonlineari-
ties [2, 5, 18, 20, 21, 32, 33, 46]. However, to the best of our knowledge, a Hessian
nonlinearity was considered for this operator in [29] for the first time. Despite the
novelty of this sort of problem, it is rather natural to consider biharmonic, or more
in general polyharmonic, equations provided with nonlinear functions of the sec-
ond derivatives of the solution. The most natural candidates for these nonlinearities
are the k−Hessians for the following reason: the Hessian matrix, which entries are
all possible second derivatives of the solution, possesses exactly N tensorial invari-
ants, the N different k−Hessians. Therefore one of our present goals is to continue
and to generalize our studies on this type of problems [24, 25, 26, 27, 29, 30], that
so naturally appear in the theory of higher order partial differential equations. A
related question that could be of independent interest is the presence of fractional
rather than polyharmonic operators. A possible starting point to approach this kind
of problem could be works such as [31], at least when radially symmetric solutions
are considered [30].
Our last motivation is the connection of these equations with theoretical con-
densed matter physics and the renormalization group [23, 28]. In particular this
sort of equations has been proposed to describe the growth of some semiconductor
structures by means of epitaxial methods. In this context the solution to the par-
tial differential equation describes the height of the grown crystal and the domain
where the equation is defined the substrate over which it is grown. This more phe-
nomenological framework also opens the possibility of studying these equations in
the field of non-equilibrium phase transitions, and in particular within the general
theory of the propagation of stable phases over unstable ones. In this case the solu-
tion describes the front separating both. In physics there exists an interest in study-
ing the dynamics and morphology of such fronts, a problem commonly approached
with multi-scale methods like the renormalization group. An interesting fact is how
the nonlinearities we consider transform under the renormalization group, what in
turn is related to intriguing underlying physics, although this question is not free
from technicalities. Despite the potential interest of our results in this field, in the
present work we will limit ourselves to the development of mathematical theory
and leave any application for the future.
For the time being we will restrict ourselves to the study of the polyharmonic
boundary value problem
(−1)α∆αu = (−1)kSk[u] + λf, x ∈ Ω ⊂ R
N ,(2)
u = ∂nu = ∂
2
nu = · · · = ∂
α−1
n u = 0, x ∈ ∂Ω,
which we refer to as the Dirichlet problem for partial differential equation (1).
The main theoretical tool that we employ in building the existence theory for this
problem is the calculus of variations. Despite the interest of studying different
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boundary value problems, such as
(−1)α∆αu = Sk[u] + λf, x ∈ Ω ⊂ R
N ,(3)
u = ∆u = ∆2u = · · · = ∆α−1u = 0, x ∈ ∂Ω,
which we refer to as the Navier problem for partial differential equation (1), we
are not going to do so in the present work. The reason is that variational methods
cannot be applied in this case and different techniques, like fixed methods, are
needed [29]. Herein we will limit ourselves to the variational setting.
Now we list the main results of this paper. The definitions of p∗ and h1r(Ω) come
in the next section.
Theorem 1.1. Let
(i) α = ⌈2 + k−22k N⌉, f ∈ L1(Ω) for N/2 < k ≤ N ,
(ii) α =
⌈
Nk−N+4k
2k+2
⌉
, f ∈ Lp
∗
(Ω) for 2 ≤ k < N/2, and
(iii) α = N/2, f ∈ h1r(Ω) for k = N/2.
Then there exist a λ0 > 0 such that for 0 ≤ |λ| < λ0 and 2 ≤ k ≤ N problem (2)
has at least two solutions. Moreover, these solutions differ in Wα,20 (Ω) norm and
one of them is unique in the ball
B =
{
u ∈Wα,20 (Ω) : 0 ≤ ‖u‖Wα,2
0
(Ω) ≤ τ
}
,
for some τ > 0.
Proof. This result is a direct consequence of theorem 2.33, theorem 2.37, corol-
lary 2.38, remark 2.39, theorem 3.3 and theorem 3.6. 
Now we will see how a weaker definition of the nonlinearity allows to build our
existence and multiplicity theory for lower values of α. Consider the boundary
value problem
(−1)α∆αu = (−1)kSk[u] + λf, x ∈ Ω ⊂ R
N ,(4)
u = ∂nu = ∂
2
nu = · · · = ∂
α−1
n u = 0, x ∈ ∂Ω,
where Sk[u] is the weak k−Hessian defined by equation (9).
Theorem 1.2. Let
(i) f ∈ L1(Ω) for N/2 < k ≤ N ,
(ii) f ∈ Lp∗(Ω) for 2 ≤ k < N/2, and
(iii) f ∈ h1r(Ω) for k = N/2,
and α =
⌈
Nk−N+4k
2k+2
⌉
in all cases. Then there exist a λ0 > 0 such that for 0 ≤
|λ| < λ0 and 2 ≤ k ≤ N problem (4) has at least two solutions. Moreover, these
solutions differ in Wα,20 (Ω) norm and one of them is unique in the ball
B =
{
u ∈Wα,20 (Ω) : 0 ≤ ‖u‖Wα,2
0
(Ω)
≤ τ
}
,
for some τ > 0.
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Proof. This result is a direct consequence of the auxiliary results that lead to theo-
rem 1.1 together with theorem 3.9. 
The remainder of the paper is devoted to prove all the auxiliary results needed in
the proof of our main theorems. These are placed in the following sections: in sec-
tion 2 we develop the variational formulation of the problem and prove existence
and multiplicity of solutions to the problem at hand in the range N/2 < k ≤ N .
The proof makes use of both the mountain pass and the Arzela`-Ascoli theorems. In
the range 2 ≤ k ≤ N/2 we prove existence and multiplicity of solutions substitut-
ing the Arzela`-Ascoli theorem by suitable weak continuity results; this is recorded
in section 3. Moreover, we show in this section how substituting the k−Hessian by
a weak k−Hessian (see theorem 1.2 above) it is possible to build our existence and
multiplicity theory for a “uniform” value of α. The proof makes use again of the
weak continuity properties of the nonlinearity; this suggests that it is indeed this
approach the most natural for the type of problem at hand (see theorem 4.7 too).
It also seems that the weak formulation of the problem, i. e. (4), since it is the one
that allows the use of a more uniform value of α, is the most natural from a vari-
ational viewpoint. In section 4 we collect some other results that complement the
previous developments. In particular, we investigate what happens if we make a
uniform hypothesis on the summability of the datum f . This in turn allows to build
the existence and multiplicity theory for a uniform value of α, but the result is less
optimal than the corresponding one of theorem 1.2 and even that of theorem 1.1.
Before introducing the technical results let us mention a couple of remarks re-
garding notation. For the partial derivatives of the solution we will indistinctively
use ∂xiu, uxi , and ui for 1 ≤ i ≤ N . We will denote constants in different cases
and sections with the same letters but this does not mean that they share the same
value. In general, the numerical value of a constant may change from line to line,
and we will only use different letters for different constants when we appreciate
some risk of confusion.
2. VARIATIONAL APPROACH
2.1. Variational and functional settings. As already said in the previous section,
our aim is studying boundary value problem (2) by means of variational methods.
The first step is finding a suitable functional for this purpose. We look for a func-
tional
J [u] :Wα,20 (Ω) −→ R,
which is well defined in the functional space dictated by the linear term in the
equation.
Lemma 2.1. The functional
(5) J [u] =
∫ [
−λfu+
1
2
∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 − (−1)k
k + 1
uSk[u]
]
dx
is well defined in Wα,20 (Ω) in the following cases:
(a) If α = ⌈2 + k−22k N⌉, f ∈ L1(Ω) and N/2 < k ≤ N .
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(b) If α =
⌈
Nk−N+4k
2k+2
⌉
, f ∈ Lp
∗
(Ω) for p∗ := N(k + 1)/[k(N + 2)] and
2 ≤ k < N/2.
(c) If α = N/2 + 1, f ∈ L1(Ω) and k = N/2.
Proof. Step 1. Case N/2 < k ≤ N .
It is clear that if u ∈W 2,k0 (Ω) then Sk[u] ∈ L1(Ω) and also by Sobolev embed-
ding we know that u ∈ L∞(Ω). In this case we can invoke Ho¨lder inequality to
obtain the estimates ∫
|uSk[u]| dx ≤ ‖Sk[u]‖1 ‖u‖∞,∫
|u f | dx ≤ ‖f‖1 ‖u‖∞.
Both right hand sides are well defined as long as Wα,20 (Ω) →֒ W
2,k
0 (Ω). One
can easily check that the exponent α in the statement is the optimal one for this
embedding to hold.
Step 2. Case 2 ≤ k < N/2.
In this case the Sobolev embedding W 2,k0 (Ω) →֒ L∞(Ω) no longer holds. On
the other hand we may invoke Ho¨lder inequality again to get the estimate∫
|uSk[u]| dx ≤ ‖Sk[u]‖p ‖u‖q,
for p and q such that 1/p + 1/q = 1. Now we look for the optimal α such that the
string of embeddings Wα,20 (Ω) →֒ W
2,kp
0 (Ω) →֒ L
q(Ω) is fulfilled. This is so for
the choice p = p∗ := N(k + 1)/[k(N + 2)], q = q∗ := N(k + 1)/(N − 2k) and
α as in the statement. Once more, Ho¨lder inequality leads to∫
|u f | dx ≤ ‖f‖p∗ ‖u‖q∗ .
The last right hand side is well defined assuming the hypotheses in the statement.
Step 3. Case k = N/2.
This borderline case differs from the first one in the fact that the Sobolev embed-
ding WN/2,20 (Ω) →֒W
2,N/2
0 (Ω) holds, but the embedding W
2,N/2
0 (Ω) →֒ L
∞(Ω)
does not. Consequently we need to choose α = N/2 + 1 in order to have u ∈
L∞(Ω).
Step 4.
Noting that the quadratic term in (5) is always well defined by its very nature
concludes the proof. 
The following series of remarks is in order.
Remark 2.2. The value of α satisfies the sharp bound α ≥ 2.
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Remark 2.3. Functional (5) can also be written as
J [u] =


∫ (
−λfu+ 12
∣∣∆α/2u∣∣2 − (−1)kk+1 uSk[u]) dx, if α is even,
∫ (
−λfu+ 12
∣∣∆(α−1)/2∇u∣∣2 − (−1)kk+1 uSk[u]) dx, if α is odd.
Remark 2.4. Case (a) takes place for any N ≥ 2, case (b) takes place for any
N ≥ 5, and case (c) takes place for any even N ≥ 4.
Remark 2.5. Case (c) is not a consequence of case (a) (resp. case (b)) when k
approaches its lower (resp. upper) limit.
Remark 2.6. Exponent p∗ satisfies the sharp bounds 1 < p∗ < 3/2.
Remark 2.7. Lemma 2.1 exhausts the possibilities for k and N .
Remark 2.8. In case (a) we can rewrite α as follows:
• α = (N + 2)/2 if N is even.
• If N is odd then
– α = (N + 1)/2 if k ≤ ⌊2N/3⌋,
– α = (N + 3)/2 if k ≥ ⌊2N/3 + 1⌋.
Equivalently this can be written in the following way:
• α = ⌊N/2 + 1⌋ if k ≤ ⌊2N/3⌋,
• α = ⌈N/2 + 1⌉ if k ≥ ⌊2N/3 + 1⌋,
Remark 2.9. A more general result is obtained in both cases (a) and (c) if we let
f ∈W−α,2(Ω) ⊃ L1(Ω) and interpret∫
f u dx ≡ 〈f, u〉 .
Remark 2.10. The values of α in lemma 2.1 are optimal in the sense of Sobolev
embeddings of Sobolev spaces into other Sobolev or Lebesgue spaces. If other
functional spaces are invoked, then improvements may be possible, see lemma 2.22
below.
As it has already been outlined in the previous remark, the marginal character of
case (c) in lemma 2.1 suggests that improvements are possible. To put this intuitive
observation on a precise ground we need to introduce the Hardy space in RN [56]
and its local counterparts [14].
Definition 2.11. Let Φ ∈ S(RN ) be a function such that
∫
RN
Φ dx = 1. Define
Φs := s
−NΦ(x/s) for s > 0. A locally integrable function f is said to be in
H1(RN ) if the maximal function
Mf(x) := sup
s>0
|Φs ∗ f(x)|
belongs to L1(RN ). We define the norm ‖f‖H1(RN ) = ‖Mf‖1.
Remark 2.12. There are several equivalent definitions of this space, see [55].
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Definition 2.13. Let φ ∈ S(RN ) be a function such that
∫
RN
φdx = 1. Define
φs := s
−Nφ(x/s) for s > 0. A locally integrable function f is said to be in
h1(RN ) if the maximal function
mf(x) := sup
0<s<1
|φs ∗ f(x)|
belongs to L1(RN ). We define the norm ‖f‖h1(RN ) = ‖mf‖1.
Definition 2.14. We will denote as h1r(Ω) the space of locally integrable functions
which are the restrictions to Ω of elements of h1(RN ). This space is equipped with
the quotient norm
‖f‖h1r(Ω) = infF
‖F‖h1(RN ),
where the infimum is taken over all the functions F ∈ h1(RN ) such that F |Ω = f .
Remark 2.15. For alternative characterizations of this space see [38].
Definition 2.16. The space h1z(Ω¯) is defined to be the subspace of h1(RN ) con-
sisting of those elements which are supported on Ω¯:
h1z(Ω¯) := {f ∈ h
1(RN ) : f = 0 on RN \ Ω¯}.
We define the norm ‖f‖h1z(Ω¯) = ‖f‖h1(RN ).
Lemma 2.17. For any u ∈W 2,N/20 (Ω) we have that SN/2[u] ∈ h1z(Ω¯).
Proof. As W 2,N/20 (Ω) is the closure of C∞0 (Ω) in W 2,N/2(Ω), we can extend u ∈
W
2,N/2
0 (Ω) by zero to find u˜ ∈ W 2,N/2(RN ), where u˜ is the zero extension of u.
It is clear that SN/2[u˜] is well defined in L1(RN ). Now we claim∫
RN
SN/2[v] dx = 0 ∀ v ∈ C
∞
0 (R
N ).
This follows from the divergence form of Sk[v] = 1k
∑
i,j ∂xi(vxjS
ij
k [v]) for all
v ∈ C∞0 (Ω) [68]. Then we may invoke the results in [39] (see also [16, 17]) to get
SN/2[u˜] ∈ H
1(RN ).
From definitions 2.11 and 2.13 it is clear that H1(RN ) ⊂ h1(RN ), and since
SN/2[u˜] is compactly supported in Ω¯ the desired conclusion follows. 
Now we introduce the space of functions of bounded mean oscillation [55] and
some local counterparts [14].
Definition 2.18. A locally integrable function f is said to be in BMO(RN ) if the
seminorm (or norm in the quotient space of locally integrable functions modulo
additive constants)
‖f‖BMO(RN ) := sup
Q
1
|Q|
∫
Q
|f(x)− fQ| dx,
where |Q| is the Lebesgue measure of Q, fQ = 1|Q|
∫
Q f(x) dx and the supremum
is taken over the set of all cubes Q ⊂ RN , is finite.
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Definition 2.19. A locally integrable function f is said to be in bmo(RN ) if the
norm
‖f‖bmo(RN ) := sup
|Q|<1
1
|Q|
∫
Q
|f(x)− fQ| dx+ sup
|Q|≥1
1
|Q|
∫
Q
|f(x)| dx
is finite. Here the suprema are taken over all cubes Q ⊂ RN with sides parallel to
the axes.
Definition 2.20. A locally integrable function f is said to be in bmor(Ω) if the
norm
‖f‖bmor(Ω) := sup
|Q|<1
1
|Q|
∫
Q
|f(x)− fQ| dx+ sup
|Q|≥1
1
|Q|
∫
Q
|f(x)| dx
is finite. Here the suprema are taken over all cubes Q ⊂ Ω.
Definition 2.21. The space bmoz(Ω¯) is defined to be the subspace of bmo(RN )
consisting of those elements which are supported in Ω¯, with
‖f‖bmoz(Ω¯) = ‖f‖bmo(RN ).
Now we are ready to proof an extension of lemma 2.1.
Lemma 2.22. If k = N/2 and f ∈ h1r(Ω) then functional (5) is well defined in
W
N/2,2
0 (Ω).
Proof. The embedding WN/2,20 (Ω) →֒ W 2,N/20 (Ω) and lemma 2.17 ensure that
SN/2[u] ∈ h
1
z(Ω¯). Moreover, we can argue as in the proof of lemma 2.17 to show
that the zero extension of u, u˜ ∈WN/2,2(RN ), whenever u ∈WN/2,20 (Ω). There-
fore by Sobolev embedding we get u˜ ∈ BMO(RN ) ∩ L2(RN ). From here, after
recalling definitions 2.19 and 2.21, it is clear that u˜ ∈ bmoz(Ω¯). Now from [14]
we know that bmoz(Ω¯) ⊂ bmor(Ω) and that the following duality relations hold:
[h1r(Ω)]
∗ = bmoz(Ω¯), [h
1
z(Ω¯)]
∗ = bmor(Ω).
Therefore the proof concludes with the following inequalities obtained by duality:∫
uSk[u] dx ≤ ‖Sk[u]‖h1z(Ω¯) ‖u‖bmor(Ω),∫
u f dx ≤ ‖f‖h1r(Ω) ‖u‖bmoz(Ω¯).

Remark 2.23. Note that strictly speaking lemma 2.22 is not an improvement of
case (c) in lemma 2.1, as we are asking for a higher regular f .
Remark 2.24. Considered as subspaces of L1(Ω), we have h1z(Ω¯) ⊂ h1r(Ω), where
the inclusion is strict [14], so the statement of lemma 2.22 would remain true if we
substituted the assumption f ∈ h1r(Ω) by f ∈ h1z(Ω¯), but the result would be less
general.
Now we have all the ingredients to prove the following
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Proposition 2.25. Let
(i) α = ⌈2 + k−22k N⌉, f ∈ L1(Ω) for N/2 < k ≤ N ,
(ii) α =
⌈
Nk−N+4k
2k+2
⌉
, f ∈ Lp
∗
(Ω) for 2 ≤ k < N/2, and
(iii) α = N/2, f ∈ h1r(Ω) for k = N/2.
Then the critical points of functional (5) are solutions to boundary value prob-
lem (2).
Proof. By virtue of lemmas 2.1 and 2.22 functional (5) is well defined in all three
cases. Now let v,w ∈ C∞0 (Ω), t ∈ R+ and consider J [v + tw] which is well
defined as a simple corollary of the previous affirmation. We find
d
dt
J [v + tw]
∣∣∣∣
t=0
=
∫ {
−λfw +
[
∆⌊α/2⌋∇2(α/2−⌊α/2⌋)v
] [
∆⌊α/2⌋∇2(α/2−⌊α/2⌋)w
]
−
(−1)k
k + 1
wSk[v]−
(−1)k
k + 1
v
d
dt
Sk[v + tw]
∣∣∣∣
t=0
}
dx
=
∫ {
−λfw + (−1)α∆αv w −
(−1)k
k + 1
wSk[v]
−
(−1)k
k + 1
v
∑
i1<···<ik
∂D2vΛi1(D
2v) : D2w · · ·Λik(D
2v)
−
(−1)k
k + 1
v
k−1∑
j=2
∑
i1<···<ik
Λi1(D
2v) · · · ∂D2vΛij (D
2v) : D2w · · ·Λik(D
2v)
−
(−1)k
k + 1
v
∑
i1<···<ik
Λi1(D
2v) · · · ∂D2vΛik(D
2v) : D2w

 dx
=
∫ {
−λfw + (−1)α∆αv w −
(−1)k
k + 1
wSk[v]
−
(−1)k
k + 1
v ∂D2vSk[v] : D
2w
}
dx
=
∫ {
−λf + (−1)α∆αv − (−1)kSk[v]
}
w dx,
where ∂D2v(·) is the matrix which entries are ∂vij (·), after repeatedly integrating
by parts and using the properties of Sijk (D2u). By a density argument we can take
v,w ∈Wα,20 (Ω) to conclude. 
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Remark 2.26. Note that the values of α present in the hypotheses of proposi-
tion 2.25 fulfill
(6) α =


⌈
2 + k−22k N
⌉
for N/2 ≤ k ≤ N
⌈
Nk−N+4k
2k+2
⌉
for 2 ≤ k ≤ N/2
.
In particular, the endpoint value k = N/2 coincides in both cases and also with the
marginal case (iii), contrary to what happened in lemma 2.1, see remark 2.5. Also,
note that this is the only value of α for which both lines of (6) could coincide.
Remark 2.27. It is an easy exercise to show that the critical points of functional (5)
are not solutions to boundary value problem (3), see [29] for a particular example
of this fact.
2.2. Geometry of J [u]. This section is devoted to prove that the geometry of func-
tional J [u] corresponds to the mountain pass one [1]. This will subsequently allow
us to prove the existence of at least two solutions to boundary value problem (2).
Proposition 2.28. Functional (5) admits the following lower radial estimate in the
Sobolev space Wα,20 (Ω)
G[u] =
1
2
‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖22 −C1 ‖∆
⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖2
−C2 ‖∆
⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖k+12 ,
i. e., J [u] ≥ G[u] ∀u ∈Wα,20 (Ω) for suitable positive constants C1 and C2.
Proof. Step 1. Case N/2 < k ≤ N .
We have the string of inequalities
J [u] ≥
1
2
∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx
− |λ| ‖f‖1‖u‖∞ −
1
k + 1
‖u‖∞‖Sk[u]‖1
≥
1
2
∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx
−C1 |λ| ‖f‖1
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2
−C2
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)(k+1)/2 ,
where we have used two Ho¨lder inequalities in the first step and two Sobolev em-
beddings in the second. The validity of all of them can be checked in the proof of
lemma 2.1.
Step 2. Case 2 ≤ k < N/2.
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The corresponding calculation in this case yields
J [u] ≥
1
2
∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx
− |λ| ‖f‖p∗‖u‖q∗ −
1
k + 1
‖u‖q∗‖Sk[u]‖p∗
≥
1
2
∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx
−C1 |λ| ‖f‖p∗
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2
−C2
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)(k+1)/2 .
Again, the validity of the Ho¨lder inequalities in the first step and of the Sobolev
embeddings in the second can be checked in the proof of lemma 2.1.
Step 3. Case k = N/2.
Finally, in the critical case k = N/2 we find
J [u] ≥
1
2
∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx
− |λ| ‖f‖h1r(Ω)‖u‖bmoz(Ω¯) −
1
k + 1
‖u‖bmor(Ω)‖Sk[u]‖h1z(Ω¯)
≥
1
2
∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx
−C1 |λ| ‖f‖h1r(Ω)
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2
−C2
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)(k+1)/2 ,
where we have used, in the first step, the inequalities obtained by duality in the
proof of lemma 2.22 and, in the second step, the inclusions Wα,20 (Ω) ⊂ bmoz(Ω¯)
and Wα,20 (Ω) ⊂ bmor(Ω) from the proof of lemma 2.22 and the implication u ∈
Wα,20 (Ω) ⇒ Sk[u] ∈ h
1
z(Ω¯), from the Sobolev embedding at the beginning of the
proof of lemma 2.22 and the statement of lemma 2.17. 
Lemma 2.29. There exist functions ϕ,ψ ∈Wα,20 (Ω) such that
• λ
∫
f ϕdx > 0,
• (−1)k
∫
ψ Sk[ψ] dx > 0.
Proof. For the function ϕ we can choose a suitable mollification of f times λ. In
order to find a suitable ψ lets consider a ball B ⋐ Ω and an auxiliary function
ψ¯. For ψ¯ we choose a smooth function compactly supported in B such that it
is radially symmetric with respect to the center of B, its global maximum lies at
the center of B and it is strictly decreasing for increasing radius (from the center
of B again). We also choose ψ¯ such that its Hessian matrix is negative definite
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when evaluated at the maximum. Now we claim
∫
Sk[ψ¯] dx = 0; this is a direct
consequence of the divergence form of the k−Hessian operator. Next we claim that
Sk[ψ¯] < 0 in a neighborhood of the maximum of ψ¯; this is a direct consequence of
the dependence of Sk[u] on the eigenvalues of the Hessian matrix and of the non-
degeneracy assumptions on the maximum of ψ¯. Both claims immediately imply
that
∫
ψ¯ Sk[ψ¯] dx < 0. So for odd k we can choose ψ = ψ¯ and for even k we can
choose ψ = −ψ¯ (i. e. ψ = (−1)k+1 ψ¯ ∀ k). 
Corollary 2.30. Let t ∈ R+, then J [tϕ] < 0 for t small enough and J [tψ] < 0 for
t large enough.
2.3. Palais-Smale compactness condition for N/2 < k ≤ N .
Definition 2.31. A sequence {un}n∈N ⊂Wα,20 (Ω) such that
• J [un]→ K ∈ R, n→∞,
• J ′[un]→ 0 in W
−α,2(Ω).
is called a Palais-Smale sequence to functional J [u].
We will assume the existence of a Palais-Smale sequence to functional J [u] and
prove a precompactness condition for it in the case N/2 < k ≤ N .
Proposition 2.32. If a Palais-Smale sequence {un}n∈N to functional J [u] is bounded
in Wα,20 (Ω) then there exists a subsequence {unj}nj∈N that converges strongly in
Wα,20 (Ω).
Proof. If {un}n∈N is uniformly bounded in Wα,20 (Ω) then, up to passing to a suit-
able subsequence, we have the following convergence properties:
(A) un ⇀ u weakly in Wα,20 (Ω),
(B) un → u uniformly in Ω.
Convergence property (A) follows from the fact that any sequence bounded in a
Hilbert space is weakly precompact. On the other hand, convergence property
(B) follows from two facts, the first one is the embedding of the Sobolev space
Wα,20 (Ω) into the space
• C0,γ(Ω¯) ∀ γ < 1 when N is even,
• C0,1/2(Ω¯) when N is odd and k ≤ ⌊2N/3⌋,
• C1,1/2(Ω¯) when N is odd and k ≥ ⌊2N/3 + 1⌋,
that implies boundedness and uniform equicontinuity of the sequence {un}n∈N,
and the second fact is the Arzela`-Ascoli theorem.
Now consider the weak form of our equation
(−1)α∆αun = (−1)
kSk[un] + λf + yn, yn −−−→
n→∞
0 in W−α,2(Ω).
The pairing of J ′[un] with (un − u) yields∫
∆⌊α/2⌋∇2(α/2−⌊α/2⌋)un ∆
⌊α/2⌋∇2(α/2−⌊α/2⌋)(un − u)dx
= (−1)k
∫
Sk[un](un − u)dx+ λ
∫
f(un − u)dx+ 〈yn, un − u〉.
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The second and third terms on the right hand side vanish in the limit n→∞ due to
convergence property (A) and the first term vanishes due to convergence property
(B). Furthermore we have∫
∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u ∆⌊α/2⌋∇2(α/2−⌊α/2⌋)(un − u)dx −−−→
n→∞
0,
due to convergence property (A); adding the last two results we find∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx −−−→
n→∞
0.
This proves the Palais-Smale condition to level K . 
2.4. Existence and multiplicity results for N/2 < k ≤ N . In this section we
use in part the ideas in [34] to solve problems with concave-convex nonlineari-
ties. In particular, note that functional (5) is unbounded below (this is a simple
consequence of corollary 2.30) and then we cannot invoke standard minimization
arguments but instead we have to rely on the general theory of critical points of
functionals.
Theorem 2.33. There exist a λ0 > 0 such that for 0 < |λ| < λ0 and N/2 < k ≤
N problem (2) has at least two solutions.
Proof. According to lemma 2.1 functional J [u] is well defined in Wα,20 (Ω). It
is also continuous and Gateaux differentiable, and its derivative is weak−∗ con-
tinuous. This is in fact the regularity required in Ekeland’s weak version of the
mountain pass theorem [3]. The scheme of our proof is as follows: we will prove
that one of the solutions corresponds to a local minimum of J [u] and the other one
to a mountain pass critical point.
Step 1. J [u] has a local minimum at a negative level.
Let λ0 > 0 be such that, for 0 < |λ| < λ0,
g
(
‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖2
)
:= G[u]
attaints its positive maximum at RM > 0. Let R0 be the lower positive zero of
g(R) and R0 < R1 < RM < R2 such that g(R1) > 0 and g(R2) > 0. Consider
also a smooth nonincreasing cutoff function θ : R+ → [0, 1] that verifies θ(R) = 1
for R ≤ R0 and θ(R) = 0 for R ≥ R1. For Θ[u] = θ
(
‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖2
)
we define the functional
H[u] =
∫ {
−λfu+
1
2
∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2} dx
−Θ[u]
∫ {
(−1)k
k + 1
uSk[u]
}
dx.
Lemma 2.34. Functional H[u] fulfills the following properties:
(I) H[u] is as regular as J [u].
(II) H[u] < 0⇒ ‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖2 < R0.
(III) ‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖2 ≤ R0 ⇒ H[u] = J [u].
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(IV) We define m := infw∈Wα,2
0
(Ω)H[w]; then H[u] verifies a local Palais-
Smale condition to level m.
Proof. The first three properties are immediate. For the fourth property see that
functional H[u] is bounded below by h
(
‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖2
)
, where
h(R) =
1
2
R2 − C1R− C2R
k+1,
as can be shown by means of Ho¨lder and Sobolev inequalities exactly as in the
proof of proposition 2.28. This boundedness, together with the negative value
of m, implies in turn that all Palais-Smale sequences of minimizers of H[u] are
bounded. Now (IV) follows by invoking proposition 2.32. 
From this lemma it is clear that any negative critical value of H[u] is a critical
value of J [u] too. In particular, m is a negative critical value of J [u] and therefore
there exists a local minimum of this functional.
Step 2. J [u] has a mountain pass critical point at a positive critical level.
We have already checked in section 2.2 that J [u] fulfills the geometric con-
straints imposed by the mountain pass theorem [1, 3]. Denote by um the local
minimum which existence was proven in the previous step. For v ∈Wα,20 (Ω) such
that ‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖2 > RM and J [v] < J [um] we define
Γ =
{
γ(t) ∈ C
(
[0, 1],Wα,20 (Ω)
) ∣∣∣ γ(0) = um, γ(1) = v} ,
as well as the minimax value
K = inf
γ∈Γ
max
t∈[0,1]
J [γ(t)].
The existence of a Palais-Smale sequence to levelK , that is a sequence {un}n∈N ⊂
Wα,20 (Ω) that fulfills
• J [un]→ K when n→∞,
• J ′[un]→ 0 in W−α,2(Ω),
follows from Ekeland’s variational principle [22]. Our next step is proving that all
Palais-Smale sequences to level K are uniformly bounded in Wα,20 (Ω). A combi-
nation of integration by parts, Ho¨lder, Sobolev and duality inequalities yields
K + o(1) = J [un]−
1
k + 1
〈J ′(un), un〉+
1
k + 1
〈yn, un〉
≥
(
1
2
−
1
k + 1
)∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx
−|λ|C ′
(
1−
1
k + 1
)
‖f‖1
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2
−
1
k + 1
C ′′‖yn‖W−α,2(Ω)
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2,
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for suitable positive constants C ′ and C ′′. For small enough |λ| this proves the
sequence is bounded. Now lemma 2.32 implies that J [u] fulfills the Palais-Smale
condition to level K and consequently:
∗ J [u⋆] = limn→∞ J [un] = K ,
∗ J ′[u⋆] = 0.
The last equality is equivalent to
(−1)α∆αu⋆ = (−1)
kSk[u⋆] + λf,
for u⋆ ∈ Wα,20 (Ω). Finally note that u⋆ is necessarily different from um, since
J [um] < 0 and J [u⋆] > 0. Therefore we conclude that u⋆ is a mountain pass sort
of solution to problem (2). 
2.5. Existence and local uniqueness results for 2 ≤ k ≤ N/2. In this case
there is not enough compactness to prove the Palais-Smale condition analogously
to what was done in proposition 2.32, i.e., invoking the Arzela`-Ascoli theorem.
However, we do not need such a strong condition to prove the existence of local
minima, we just need our functional to be weakly lower semicontinuous. We will
use this fact to prove the existence of an isolated solution to problem (2).
Remark 2.35. Although there is not enough compactness to prove the Palais-
Smale condition invoking the Arzela`-Ascoli theorem in the range 2 ≤ k ≤ N/2,
it is still possible to prove the existence of the mountain pass sort of solution em-
ploying different techniques, see section 3.
Definition 2.36. Let u be a solution to problem (2). If there exists a ̺ > 0 such
that this solution is unique in the ball
i̺(u) =
{
ϕ ∈Wα,20 (Ω) : ‖∆
⌊α/2⌋∇2(α/2−⌊α/2⌋)(u− ϕ)‖2 ≤ ̺
}
,
then we say that u is an isolated solution.
Theorem 2.37. There exists a λ1 > 0 such that for 0 < |λ| < λ1 and 2 ≤
k ≤ N/2 problem (2) has at least one solution um. Furthermore, this solution is
isolated.
Proof. Consider the functional H[u] which properties were proved in lemma 2.34.
We will focus on the region ‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖2 ≤ R0. In this case a calcu-
lation akin to that in proposition 2.25 shows that its second variation reads [68]
d2
dt2
H[u+ tv]
∣∣∣∣
t=0
= (k + 1)
∑
i,j
∫
vivjS
ij
k [u] + ‖∆
⌊α/2⌋∇2(α/2−⌊α/2⌋)v‖22
≤ ‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)v‖22 − C
∑
i,j
‖vi‖q˜‖vj‖q˜‖S
ij
k [u]‖p˜
≤
(
1− C‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖k−12
)
×‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)v‖22,
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where we have used the following Ho¨lder inequality∫ ∣∣∣vivjSijk [u]∣∣∣ ≤ ‖vi‖q˜‖vj‖q˜‖Sijk [u]‖p˜,
p˜ =
N(k + 1)
(N + 2)(k − 1)
,
q˜ =
N(k + 1)
N − k + 1
,
in the first inequality and the Sobolev embeddings
Wα,20 (Ω) →֒ W
2,(k−1)p˜
0 (Ω),
W
2,(k−1)p˜
0 (Ω) →֒ W
1,q˜
0 (Ω),
in the second. For small enough |λ|, what in turn implies a sufficiently small R0,
the second variation is strictly positive, and consequently the functional is strictly
convex in the region under consideration. The statement follows as a direct conse-
quence of this fact and the continuity of the functional. 
Corollary 2.38. The solution corresponding to the local minimum in theorem 2.33
is isolated whenever |λ| is small enough.
Remark 2.39. The results proven so far assume λ 6= 0. The case λ = 0 can be
analyzed by means of an immediate reformulation of the same arguments. In this
case we still have at least two solutions that correspond to a local minimum and to
a mountain pass critical point of our functional. The solution corresponding to the
local minimum is again isolated, and the only difference with respect to the λ 6= 0
case is that it becomes trivial when we set this parameter to zero. This same remark
applies as well to all the results to come in this paper.
3. WEAK CONTINUITY AND WEAKER NOTIONS OF SOLUTION
In this section we will explore how the precise structure of our nonlinearity will
allow us to improve our existence results. Let us note that related nonlinearities
have been explored in great detail in the past. The weak continuity and weak
definitions of both the Hessian and the Jacobian determinants have been studied,
for instance, in [4, 6, 7, 8, 9, 10, 17, 19, 36, 40, 42, 43, 44, 47, 48, 49, 50, 51, 52, 53],
where this list is meant by no means to be exhaustive. Some of these previous
results will help us in our current task.
3.1. Existence and multiplicity results for 2 ≤ k < N/2. We start proving
a technical result that will in turn allow us to prove the weak continuity of our
nonlinearity. Precisely this will be the substitute of uniform equicontinuity and
the Arzela`-Ascoli theorem in our proof of existence of the mountain pass type of
solution. We denote generically by Mk(D2u) an arbitrary minor of order k of the
Hessian matrix.
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Lemma 3.1. Every minor Mk(D2u) of order k, 1 ≤ k ≤ N , of the Hessian matrix
D2u is weakly−∗ continuous in the sense of measures, i. e., if
un ⇀ u weakly in W 2,k(Ω),
then
Mk(D
2un)
∗
⇀ Mk(D
2u) weakly−∗ in M(Ω),
where M(Ω) is the space of signed Radon measures on Ω with finite mass. Fur-
thermore, if
un ⇀ u weakly in W 2,k℘(Ω),
for some ℘ > 1, then
Mk(D
2un) ⇀ Mk(D
2u) weakly in L℘(Ω).
Proof. Step 1.
Our first step is proving weak continuity in the sense of distributions, i. e., if
un ⇀ u weakly in W 2,k(Ω),
then
Mk(D
2un)→Mk(D
2u) in D′(Ω).
The proof follows by induction. Linearity guarantees that all minors of order 1
(that is, all entries of the matrix D2u) are weakly continuous. From now on we
assume u ∈ C∞(Ω) and argue by approximation when necessary. Note also that
W 2,k2(Ω) ⊂W 2,k1(Ω) whenever k1 < k2. Our induction will be based in proving
that the weak continuity of all minors of order k − 1 implies the weak continuity
of all minors of order k. Select one such minor:
Mk(D
2u) = det
[(
∂2u
∂xp∂xq
)
p∈P,q∈Q
]
,
where P,Q are subsets of {1, · · · , N} with cardinality k. Let ϕ ∈ C∞0 (Ω), inte-
grating by parts we find
∫
det
[(
∂2u
∂xp∂xq
)
p∈P,q∈Q
]
ϕdx(7)
= −
∑
q∈Q
∫
∂u
∂xp
cof
[(
∂2u
∂xp¯∂xq¯
)
p¯∈P,q¯∈Q
]
pq
∂ϕ
∂xq
dx, p ∈ P,
where we have used
det
[(
∂2u
∂xp∂xq
)
p∈P,q∈Q
]
=
∑
q∈Q
∂
∂xq

 ∂u∂xp cof
[(
∂2u
∂xp¯∂xq¯
)
p¯∈P,q¯∈Q
]
pq

 ,
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p ∈ P . Now for un ⇀ u weakly in W 2,k(Ω) we have
lim
n→∞
∫
det
[(
∂2un
∂xp∂xq
)
p∈P,q∈Q
]
ϕdx
= lim
n→∞
−
∑
q∈Q
∫
∂un
∂xp
cof
[(
∂2un
∂xp¯∂xq¯
)
p¯∈P,q¯∈Q
]
pq
∂ϕ
∂xq
dx
= −
∑
q∈Q
∫
∂u
∂xp
cof
[(
∂2u
∂xp¯∂xq¯
)
p¯∈P,q¯∈Q
]
pq
∂ϕ
∂xq
dx
=
∫
det
[(
∂2u
∂xp∂xq
)
p∈P,q∈Q
]
ϕdx,
p ∈ P , where we have used (7) in the first and third steps, and ∂xpun ∈ Lk(Ω),
cof
[(
∂2un
∂xp¯∂xq¯
)
p¯∈P,q¯∈Q
]
pq
∈ Lk/(k−1)(Ω),
the Sobolev embedding2 W 2,k →֒ W 1,Nk/(N−k), the inequality Nk/(N −k) > k,
the Rellich-Kondrachov theorem that guarantees un → u strongly in W 1,k pro-
vided un ⇀ u weakly in W 2,k, and
cof
[(
∂2un
∂xp¯∂xq¯
)
p¯∈P,q¯∈Q
]
pq
⇀ cof
[(
∂2u
∂xp¯∂xq¯
)
p¯∈P,q¯∈Q
]
pq
,
weakly in Lk/(k−1)(Ω), which is actually the induction hypothesis, together with
the product of weakly and strongly converging sequences in the second. The proof
in case un ⇀ u weakly in W 2,k℘(Ω) follows analogously.
Step 2.
Once convergence in the sense of distributions is proven we just need to realize
that, when un ∈W 2,k(Ω), then Mk(D2un) is bounded inL1(Ω) and consequently
this sequence converges weakly−∗ in M(Ω). By uniqueness of weak limit we
conclude. Analogously, if un ∈ W 2,k℘(Ω) then Mk(D2un) is bounded in L℘(Ω).
Thus the sequence converges weakly in L℘ and by uniqueness of weak limit we
conclude. 
Proposition 3.2. Let 2 ≤ k < N/2. Then Sk[u] is weakly continuous in Lp
∗
(Ω),
that is, if
un ⇀ u weakly in W 2,kp
∗
(Ω),
then
Sk[un] ⇀ S[u] weakly in Lp
∗
(Ω).
2This is actually an abuse of notation. In the case N = k, of course, one should interpret this as
the embedding into the Sobolev space W 1,r ∀ r <∞.
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Proof. Consider u ∈W 2,kp∗(Ω) and v ∈ C∞0 (Ω). We compute
(8)
∫
Sk[u]v dx =
1
k
∑
i,j
∫
viujS
ij
k [u] dx,
where we have used integration by parts and the divergence form of the k−Hessian.
Sobolev embeddings and Ho¨lder inequalities reveal that both hands of (8) are well
defined. Note also that {un}n is bounded in W 2,kp
∗
(Ω) and consequently
un → u strongly in W 1,q˜/2(Ω),
by the Rellich-Kondrachov theorem. Therefore, by product of weakly and strongly
converging sequences, we get
lim
n→∞
∫
vi (un)j S
ij
k [un] dx =
∫
viujS
ij
k [u] dx,
since uj ∈ Lq˜/2(Ω), Sijk [un] ∈ Lp˜(Ω) and
2
q˜ +
1
p˜ = 1, and S
ij
k [un] ⇀ S
ij
k [u]
weakly in Lp˜(Ω), which is a consequence of lemma 3.1 and the fact that Sijk [un] is
a linear combination of minors of order k − 1. Now by (8) we find
lim
n→∞
∫
Sk[un]v dx =
∫
Sk[u]v dx.
Since Sk[un] is bounded in Lp
∗
(Ω) it admits a weakly converging subsequence in
this space, and by uniqueness of weak limit we conclude. 
The following result is the counterpart of theorem 2.33 in the range 2 ≤ k <
N/2; in fact, the existence of the solution corresponding to the local minimum of
our functional was already proven in theorem 2.37. The main difficulty in prov-
ing the existence of the mountain pass critical point was the lack of compactness
to prove the Palais-Smale condition invoking the Arzela`-Ascoli theorem, see sec-
tion 2.5. In the present case, the existence of the mountain pass sort of solution fol-
lows from an argument akin to that in section 2.4 but replacing the Arzela`-Ascoli
theorem by the weak continuity proven in proposition 3.2.
Theorem 3.3. There exist a λ0 > 0 such that for 0 < |λ| < λ0 and 2 ≤ k < N/2
problem (2) has at least two solutions.
Proof. Step 1.
As in the case of theorem 2.33, the existence of a Palais-Smale sequence to level
K , that is a sequence {un}n∈N ⊂Wα,20 (Ω) that fulfills
• J [un]→ K when n→∞,
• J ′[un]→ 0 in W−α,2(Ω),
follows from Ekeland’s variational principle [22]. As in proposition 2.32, we con-
sider the weak form of our equation
(−1)α∆αun = (−1)
kSk[un] + λf + yn, yn −−−→
n→∞
0 in W−α,2(Ω).
Step 2.
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The next step is proving that all Palais-Smale sequences to levelK are uniformly
bounded in Wα,20 (Ω). A combination of integration by parts, Ho¨lder, Sobolev and
duality inequalities yields
K + o(1) = J [un]−
1
k + 1
〈J ′(un), un〉+
1
k + 1
〈yn, un〉
≥
(
1
2
−
1
k + 1
)∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx− |λ|C ′
×
(
1−
1
k + 1
)
‖f‖p∗
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2
−
1
k + 1
C ′′‖yn‖W−α,2(Ω)
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2,
for suitable positive constants C ′ and C ′′. For small enough |λ| this proves the
sequence is bounded.
Step 3.
Since we proved in Step 2 that the Palais-Smale sequences are uniformly bounded
we can invoke weak continuity to find
lim
n→∞
〈
−λf + (−1)α∆αun − (−1)
kSk[un], w
〉
= 0,
for all w ∈Wα,20 (Ω) implies
∗ J ′[u⋆] = limn→∞ J
′[un] = 0,
or equivalently
(−1)α∆αu⋆ = (−1)
kSk[u⋆] + λf,
for u⋆ ∈ Wα,20 (Ω). Note that u⋆ is necessarily different from um since the moun-
tain pass geometry is independent of the presence of the local minimum, as a con-
struction akin to that in step 1 of theorem 2.33 guarantees. Therefore the exis-
tence of a second variational solution follows from theorem 3.2, and the embedding
Wα,20 (Ω) ⊂ L
q∗(Ω). 
3.2. Existence and multiplicity results for k = N/2. The existence and multi-
plicity results have now been proven for all possible cases except for the borderline
one k = N/2. The particularity of this problem is that it requires the use of har-
monic analytical tools as in its characterization as an Euler-Lagrange equation of a
suitable functional in section 2.1. Our approach requires expanding the functional
setting presented so far.
Definition 3.4. We define vmoz(Ω¯) as the closure of C0(Ω) in bmoz(Ω¯), with
‖f‖vmoz(Ω¯) = ‖f‖bmoz(Ω¯) ∀ f ∈ vmoz(Ω¯).
We begin stating a result that concerns the weak continuity of the nonlinearity
under study. In particular, note that it is not enough invoking lemma 3.1 above.
Proposition 3.5. Let k = N/2. Then Sk[u] is weakly−∗ continuous in h1r(Ω), that
is, if
un ⇀ u weakly in W 2,N/20 (Ω),
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then
Sk[un]
∗
⇀ S[u] weakly−∗ in h1r(Ω).
Proof. First of all note that Sk[un], Sk[u] ∈ h1r(Ω) for un, u ∈ W 2,N/20 (Ω) as a
consequence of lemma 2.17 and the inclusion h1z(Ω¯) ⊂ h1r(Ω) [14]. The statement
of the proposition says that
lim
n→∞
∫
wSk[un] dx =
∫
wSk[u] dx,
for all w ∈ vmoz(Ω¯), since [vmoz(Ω¯)]∗ = h1r(Ω). Given that C0(Ω) is dense
in vmoz(Ω¯) we may choose an approximating family wǫ of w such that ‖w −
wǫ‖vmoz(Ω¯) ≤ ǫ for any ǫ > 0. Now we compute∫
wSk[un] dx−
∫
wSk[u] dx =
∫
wǫ Sk[un] dx−
∫
wǫ Sk[u] dx
+
∫
(w −wǫ)Sk[un] dx
−
∫
(w −wǫ)Sk[u] dx.
Taking into account that, if
un ⇀ u weakly in W 2,N/2(Ω),
then
Sk[un]
∗
⇀ S[u] weakly−∗ in M(Ω),
which is a consequence of lemma 3.1 and the fact that Sk[un] is a linear combina-
tion of minors of order k of the Hessian matrix of u, we find that∣∣∣∣
∫
wSk[un] dx−
∫
wSk[u] dx
∣∣∣∣ ≤ (‖Sk[un]‖h1r(Ω) + ‖Sk[u]‖h1r(Ω))
×‖w − wǫ‖vmoz(Ω¯)
+
∣∣∣∣
∫
wǫ Sk[un] dx−
∫
wǫ Sk[u] dx
∣∣∣∣ ,
and
lim sup
n→∞
∣∣∣∣
∫
wSk[un] dx−
∫
wSk[u] dx
∣∣∣∣ ≤ Cǫ.
The arbitrariness of ǫ concludes the proof. 
Theorem 3.6. There exist a λ0 > 0 such that for 0 < |λ| < λ0 and k = N/2
problem (2) has at least two solutions.
Proof. Step 1.
As in previous cases, the existence of a Palais-Smale sequence to level K , that
is a sequence {un}n∈N ⊂Wα,20 (Ω) that fulfills
• J [un]→ K when n→∞,
• J ′[un]→ 0 in W−α,2(Ω),
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follows from Ekeland’s variational principle [22]. As in proposition 2.32, we con-
sider the weak form of our equation
(−1)α∆αun = (−1)
kSk[un] + λf + yn, yn −−−→
n→∞
0 in W−α,2(Ω).
Step 2.
Now we show that all Palais-Smale sequences to level K are uniformly bounded
in WN/2,20 (Ω). By means of integration by parts, Ho¨lder, Sobolev and duality
inequalities we get
K + o(1) = J [un]−
1
k + 1
〈J ′(un), un〉+
1
k + 1
〈yn, un〉
≥
(
1
2
−
1
k + 1
)∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx− |λ|C ′
×
(
1−
1
k + 1
)
‖f‖h1r(Ω)
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2
−
1
k + 1
C ′′‖yn‖W−α,2(Ω)
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2,
for suitable positive constants C ′ and C ′′. For a sufficiently small |λ| this implies
the sequence is bounded.
Step 3.
As shown in the previous step the Palais-Smale sequences to levelK are bounded,
therefore the existence of a variational solution follows from the weak−∗ continu-
ity property of theorem 3.5, the embedding WN/2,20 (Ω) ⊂ vmoz(Ω¯) and
lim
n→∞
〈
−λf + (−1)α∆αun − (−1)
kSk[un], w
〉
= 0,
for all w ∈Wα,20 (Ω). In other words
∗ J ′[u⋆] = limn→∞ J
′[un] = 0,
or in equivalent terms
(−1)α∆αu⋆ = (−1)
kSk[u⋆] + λf,
for u⋆ ∈ WN/2,20 (Ω). Finally note that u⋆ must be different from um because the
mountain pass geometry is independent of the existence of such local minimum as
a construction in the lines of that in step 1 of theorem 2.33 shows. 
3.3. Weaker solutions: distributional divergence. Our previous results also sug-
gest the possibility of using weaker notions of solution. In particular we focus now
on the following boundary value problem
(−1)α∆αu =
(−1)k
k
∑
i,j
ðxi(uxjS
ij
k [u]) + λf, x ∈ Ω ⊂ R
N ,(9)
u = ∂nu = ∂
2
nu = · · · = ∂
α−1
n u = 0, x ∈ ∂Ω,
where ðxi denotes a weak derivative with respect to variable xi. The existence of
solutions to this problem runs in parallel to the theory developed for problem (2).
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Remark 3.7. Note that the value of α chosen coincides with the one employed in
the range 2 ≤ k ≤ N/2 for problem (2). On the other hand, we also have that
α ≤
⌈
2 +
k − 2
2k
N
⌉
,
and it is easy to check that the inequality is strict for certain values of the parame-
ters, so the existence result for (9) is genuinely different from the existence result
for (2) in the rank N/2 < k ≤ N . Therefore, from now on we will concentrate on
values of k within this rank.
Proposition 3.8. The functional
J [u] =
∫ 1
2
∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2− λfu+ (−1)k
(k + 1)k
∑
i,j
uiujS
ij
k [u]

dx,
is well defined in Wα,20 (Ω) for f ∈ L1(Ω) and
α =
⌈
Nk −N + 4k
2k + 2
⌉
.
Furthermore, its critical points are solutions to boundary value problem (9).
Proof. Step 1.
We start proving that J [u] is well defined in Wα,20 (Ω). This follows from the
inequality∫ 1
2
∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2− λfu+ (−1)k
(k + 1)k
∑
i,j
uiujS
ij
k [u]

dx
≤ |λ|‖f‖1‖u‖∞ +
1
2
‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖22
+
1
(k + 1)k
∑
i,j
‖ui‖q˜‖uj‖q˜‖S
ij
k [u]‖p˜,
and suitable Sobolev embeddings.
Step 2.
Let v,w ∈ C∞0 (Ω), t ∈ R+ and consider J [v + tw] which is well defined as a
direct corollary of Step 1. We find
d
dt
J [v + tw]
∣∣∣∣
t=0
=
∫ {
− λfw +
[
∆⌊α/2⌋∇2(α/2−⌊α/2⌋)v
] [
∆⌊α/2⌋∇2(α/2−⌊α/2⌋)w
]
+
(−1)k
(k + 1)k
∑
i,j
wiujS
ij
k [u] +
(−1)k
(k + 1)k
∑
i,j
uiwjS
ij
k [u]
+
(−1)k
(k + 1)k
∑
i,j
uiuj
d
dt
Sijk [v + tw]
∣∣∣∣
t=0
}
dx.
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A calculation akin to that in proposition 2.25 leads to
d
dt
J [v + tw]
∣∣∣∣
t=0
=
∫ {
[−λf + (−1)α∆αv]w +
(−1)k
k
∑
i,j
vxjS
ij
k [v]wxi
}
dx.
By a density argument we can take v,w ∈Wα,20 (Ω) to conclude. 
Theorem 3.9. There exist a λ0 > 0 such that for 0 < |λ| < λ0 and 2 ≤ k ≤ N
problem (9) has at least two solutions.
Proof. The proof will be carried out by means of variational methods just like in
the previous cases.
Step 1.
Our functional obeys the inequality
∫ 1
2
∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2− λfu+ (−1)k
(k + 1)k
∑
i,j
uiujS
ij
k [u]

dx
≤ −|λ|‖f‖1‖u‖∞ +
1
2
‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u‖22
−
1
(k + 1)k
∑
i,j
‖ui‖q˜‖uj‖q˜‖S
ij
k [u]‖p˜.
Sobolev embeddings and the same reasoning as in proposition 2.28, lemma 2.29
and corollary 2.30 leads to conclude that functional J [u] fulfills the necessary geo-
metric requirements.
Step 2.
As in the case of theorem 2.33, the existence of a Palais-Smale sequence to level
K , that is a sequence {un}n∈N ⊂Wα,20 (Ω) that fulfills
• J [un]→ K when n→∞,
• J ′[un]→ 0 in W−α,2(Ω),
follows from Ekeland’s variational principle [22]. As in proposition 2.32, we con-
sider the weak form of our equation
(−1)α∆αun =
(−1)k
k
∑
i,j
ðxi{(un)xjS
ij
k [un]}+ λf + yn,
and yn −−−→
n→∞
0 in W−α,2(Ω).
Step 3.
Now we focus on proving the corresponding result related to weak convergence
in this case. Since Sijk [un] is a linear combination of minors of D
2u, then we have
as a direct corollary of lemma 3.1 that
Sijk [un] ⇀ S
ij
k [u] weakly in L
k/(k−1)(Ω).
Furthermore we know W 2,k(Ω) ⋐ W 1,k(Ω), so the Rellich-Kondrachov theorem
assures (un)xj → uxj strongly in Lk(Ω). Now by product of weakly and strongly
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convergent sequences we have
(un)xjS
ij
k [un] ⇀ uxjS
ij
k [u] weakly in L
1(Ω).
Moreover, since (un)xjS
ij
k [un] is bounded in L
p˜q˜/(p˜+q˜)(Ω), then
(un)xjS
ij
k [un]⇀ uxjS
ij
k [u] weakly in L
p˜q˜/(p˜+q˜)(Ω).
Step 4.
The next step is proving that all Palais-Smale sequences to levelK are uniformly
bounded in Wα,20 (Ω). A combination of integration by parts, Ho¨lder, Sobolev and
duality inequalities yields
K + o(1) = J [un]−
1
k + 1
〈J ′(un), un〉+
1
k + 1
〈yn, un〉
≥
(
1
2
−
1
k + 1
)∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx− |λ|C ′
×
(
1−
1
k + 1
)
‖f‖1
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2
−
1
k + 1
C ′′‖yn‖W−α,2(Ω)
(∫ ∣∣∣∆⌊α/2⌋∇2(α/2−⌊α/2⌋)u∣∣∣2 dx)1/2,
for suitable positive constants C ′ and C ′′. For small enough |λ| this proves the
sequence is bounded.
Step 5.
Since we proved in step 3 the relevant weak continuity property for the current
equation we have
∗ J ′[u⋆] = limn→∞ J
′[un] = 0.
The last equality is equivalent to
(−1)α∆αu⋆ =
(−1)k
k
∑
i,j
ðxi
{
(u⋆)xjS
ij
k [u⋆]
}
+ λf,
or, using the notation of theorem 1.2, to
(−1)α∆αu⋆ = (−1)
kSk[u⋆] + λf,
for u⋆ ∈ Wα,20 (Ω). Note that u⋆ is necessarily different from um, since the same
reasoning of the previous subsection applies here as well. In consequence u⋆ is a
second solution to problem (9). 
4. FURTHER RESULTS
4.1. Summable data. In this section we consider the case in which the data f ∈
L1(Ω) independently of the values of N and k. We will look for the optimal α that
allows us to define our functional and build the existence theory in this case.
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Proposition 4.1. Let 2 ≤ k ≤ N and
(10) α =
{
⌈(N + 1)/2⌉ if k ≤ ⌊2N/3⌋
⌈(N + 2)/2⌉ if k > ⌊2N/3⌋
.
Then functional (5) is well defined and its critical points correspond to solutions to
boundary value problem (2).
Proof. It is easy to check that the values of α in (10) are greater than or equal to the
values of α in lemma 2.1; this together with the embedding Wα,20 (Ω) →֒ L∞(Ω)
guarantee that the functional is well defined. In the light of this the argument in
proposition 2.25 can be exactly reproduced in the present case. 
Remark 4.2. Note that the values of α in (10) equal those present in lemma 2.1
for k ≥ N/2.
Theorem 4.3. Under the hypotheses of proposition 4.1 there exist a λ0 > 0 such
that for 0 ≤ |λ| < λ0 and 2 ≤ k ≤ N problem (2) has at least two solutions.
Moreover, these solutions differ in Wα,20 (Ω) norm and one of them is unique in the
ball
B =
{
u ∈Wα,20 (Ω) : 0 ≤ ‖u‖Wα,2
0
(Ω)
≤ τ
}
,
for some τ > 0.
Proof. The proof mimics exactly that of section 2 for the case N/2 < k ≤ N . 
Remark 4.4. Just like in all previous cases, the solution um corresponding to the
local minimum of the functional is the one we know is isolated. This solution is
related to the mountain pass u⋆ one in the following way:
‖∆⌊α/2⌋∇2(α/2−⌊α/2⌋)um‖2 < ‖∆
⌊α/2⌋∇2(α/2−⌊α/2⌋)u⋆‖2.
Remark 4.5. The requirement α ≥ ⌈(N + 1)/2⌉ is optimal in order to prove the
Palais-Smale condition via the Arzela`-Ascoli theorem and the boundedness of u in
L∞(Ω). Therefore one could say hypothesis (10) is sharp in this respect.
4.2. Weak−∗ continuity of Sk[u] in the range N/2 ≤ k ≤ N . Although not
needed for the proof of the Palais-Smale condition in the range N/2 < k ≤ N , we
prove here a result that shows the weak continuity of Sk[u] for all N/2 ≤ k ≤ N .
Lemma 4.6. For any u ∈W 2,k0 (Ω), N/2 ≤ k ≤ N , we have that Sk[u] ∈ h1z(Ω¯).
Proof. The proof follows identically the one of lemma 2.17. 
Theorem 4.7. Let N/2 ≤ k ≤ N , then Sk[u] is weakly continuous in h1r(Ω) and
in M(Ω). That is, if
un ⇀ u weakly in W 2,k0 (Ω),
then
Sk[un]
∗
⇀ S[u] weakly−∗ in h1r(Ω),
and
Sk[un]
∗
⇀ S[u] weakly−∗ in M(Ω).
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Proof. With respect to weak continuity in h1r(Ω), the case k = N/2 was already
proven in theorem 3.5, and the proof for the rest of cases follows identically by
using the result of lemma 4.6. Weak continuity in M(Ω) follows in all cases from
C0(Ω) ⊂ vmoz(Ω¯). 
4.3. Several k−Hessians and the Laplacian. Note that equations (1) are always
posed for α ≥ 2 within this work. This is a necessary condition in order to have
a semilinear problem; the option α = 1 always leads to a fully nonlinear problem.
In fact, there is a way of connecting the different k−Hessians with linear combina-
tions of k−Hessians as well as the Laplacian, which is nothing but the 1−Hessian,
making even more explicit the fully nonlinear character of any equation that con-
tains this type of nonlinearity and that is harmonic rather than polyharmonic.
Let us make this fact more explicit. As already noted in [29]3, in N = 2 the
following equality holds
S2
[
u+
x21 + x
2
2
2
]
= S2[u] + ∆u+ 1.
This can be generalized for arbitrary k and N in the following way4
(11) Sk
[
u+
x21 + · · · + x
2
N
2
]
=
k∑
i=0
(
N − i
k − i
)
Si[u],
where
(
N − i
k − i
)
= (N−i)!(N−k)!(k−i)! , S1[u] = ∆u and S0[u] := 1. Despite the po-
tential interest of this change of variables in order to reduce equations, either fully
nonlinear or semilinear, with several k−Hessians to equations with a lower number
of nonlinearities, we will conclude this section with this brief note and leave any
research in this respect for the future.
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