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Abstract
This paper contributes to existing research on en-
ergy flexibility by introducing centralised and decen-
tralised model-predictive control (MPC) strategies
designed to deliver demand reductions over specific
time periods for demand response based on real-time
demand projections. The MPC strategies were eval-
uated with co-simulations of an English community
fitted with heat pumps over three afternoons in Jan-
uary, March and November with a demand response
event. Effects of dynamic and static electricity pric-
ing on delivery of DR were analysed. In line with
previous findings factors like seasonality and pricing
were found to influence the flexibility potential of the
community. Operational differences found between
the centralised and decentralised MPC set-ups high-
light importance of the control set-up for scalability
and delivery of flexibility.
Introduction
Electrification of heating with heat pumps supported
by the increasing amount of renewable electricity has
been proposed to have good potential to reduce car-
bon emissions from heating (CCC, 2013). In the UK,
this would allow shifting away from natural gas and
oil, the current predominant domestic heating fuels
(BEIS, 2018). But this is not unproblematic, because
intermittency of renewable energy production and in-
creased peak and base-load demand of electricity due
to heating cause together significant challenges for
balancing, required to maintain electricity grids sta-
ble (Jensen et al., 2017). This has increased the recog-
nition of energy flexibility, which on the demand-side
can be defined as the capability to cope with changes
in energy supply through modifying demand (Jensen
et al., 2017).
Residential buildings together with their heating,
ventilation and cooling (HVAC) systems provide an
inherent source of flexibility with the capability to
store energy into the building fabric, also referred to
as the ’thermal flywheel’ (Haghighi, 2013). In elec-
tricity markets flexibility is typically realised through
demand response (DR) schemes where a contractual
relationship between parties sets requirements for de-
livery of energy flexibility (U S Department of En-
ergy, 2006). The term contracted flexibility is used
in this paper used to describe this particular type of
flexibility.
Contracted flexibility potential in electrically heated
residential buildings could be significant. 28 % of en-
ergy demand within the UK was accounted for domes-
tic demand in 2017, of large portion for space heating
(BEIS, 2018). To allow granular, decentralised ac-
tors like domestic buildings to offer contracted flexi-
bility, the role of aggregators, parties managing them
as assets and aggregating their contributions for elec-
tricity markets, has been established (Jensen et al.,
2017). DR and balancing markets are gradually being
opened to allow market entry for aggregators manag-
ing large volumes of demand-side resources.
For aggregators to use building HVAC systems for
DR, means to modify demand over set periods of time
are required. To achieve this, model-predictive con-
trol (MPC) is attractive. In MPC, decisions are de-
termined by solving an optimisation problem over a
time horizon using a model of the building thermal
response and external data inputs like weather fore-
casts and indoor temperature measurements (Killian
and Kozek, 2016). For aggregators, most obvious
approach to deliver DR would be centralised MPC
structures where an aggregator would control the en-
tire community and its systems with capability to
set community-wide targets. This comes with draw-
backs due to need for the buildings to share their data
and centralised computation (Reynolds et al., 2017;
Dusparic et al., 2017). Decentralised approaches re-
quire less sharing and communication of data with a
centralised entity but could reduce optimality of the
overall system (Reynolds et al., 2017; Dusparic et al.,
2017; Mirakhorli and Dong, 2018).
Overall, research on MPC design for energy flexi-
bility has been found to be limited (Clauß et al.,
2017; Reynolds et al., 2017). Clauß et al. (2017)
found in a review that only a few studies have in-
troduced MPC strategies for buildings that explicitly
considered flexibility objectives. A number of studies
have investigated shaping energy demand either with
price-based approaches through design of pricing sig-
nals or incentive-based schemes to follow a reference
demand (El Geneidy and Howard, 2018; Mirakhorli
and Dong, 2018). For example, Cole et al. (2014)
investigated how pricing signals could be used to re-
duce peak demand of a community with MPC aiming
to minimise overall costs. Corbin and Henze (2017)
presented a MPC strategy for DR to follow a refer-
ence demand profile derived from availability of re-
newable power generation. But to the authors’ best
knowledge, the capability of a community to follow
a baseline for incentives while subjected to varying
pricing schemes is yet to be analysed (El Geneidy
and Howard, 2018).
This paper contributes to gaps in research by de-
veloping MPC strategies to deliver fixed demand re-
ductions from a community, and evaluating its op-
eration under static and dynamic pricing. The two
MPC strategies, centralised and decentralised, are
evaluated with co-simulations of MPC operation and
community response. Simulations are performed over
three afternoons in winter, spring and autumn to eval-
uate effects of seasons on the flexibility. Outcomes
from the work contribute towards laying a founda-
tion for identification of community energy flexibility
potential and design of scalable strategies for aggre-
gators to unlock it.
Methods
Decentralised Control Strategy
The decentralised control problem solved by each in-
dividual controller is presented in equations 1-5. The
basic principle of the proposed MPC strategies is to
use projections of future demand calculated by the
MPC controller to define reference demand profiles
for DR. Buildings in the community are incentivised
to operate under this reference profile and penalised
for exceeding it when DR is needed. Equations are
written in their continuous form as interpreted by the
simulation and optimisation tool used, JModelica.org
(A˚kesson et al., 2010). The software transcribes con-
tinuous equations written in Modelica into a general
discrete form for numerical solving with the solver
IPOPT.
The objective function is framed as an economic cost
function which is minimised over time horizon [t0, tf ].
γ is the heat input which is being controlled and p the
electricity price. gammaref is a reference profile and
q the incentive to operate below this reference profile,
and penalty for exceeding it. T1 is the building inter-
nal temperature which by equation 4 is constrained
to stay within certain time varying bounds signified
by Tmin(t) and Tmax(t). To avoid infeasibilities but
penalise for constraint violations, the slack variable 
is included along with a penalty for violations r.
min. Cost =
∫ tf
t0
(γ(t)p(t)+
(γ(t)− γref (t))q(t) + r)dt
(1)
dT1
dt
=
T1 − T2
R1C1
+
Awinqhor
C1
+
γηQc
C1
(2)
dT2
dt
=
To − T2
R2C2
+
T2 − T1
R1C2
(3)
Tmin(t)−  ≤ T1(t) ≤ Tmax(t) +  (4)
0 ≤ γ(t) ≤ 1 (5)
Equations 2 and 3 represent a simple grey-box ther-
mal response model of the building. Connected
resistance-capacitance (RC) elements has been a com-
mon method for characterising building thermal re-
sponse for control purposes (De Coninck et al., 2016).
T1, T2 and To are temperatures of nodes represent-
ing indoor air, construction elements and outside,
respectively. R and C are the thermal resistances
and capacitances of each element. qhor is the global
horizontal irradiation. Each building is heated by a
heat pump and γ is the part load ratio of the heat
pump compressor, η the coefficient of performance
(COP) and Qc the compressor power capacity. Awin
represents a coefficient which is used together with
global horizontal irradiation to account for radiative
gains through construction elements like windows.
dT1
dt and
dT2
dt are rates of change in temperatures of
RC-elements over time.
An aggregator is allowed to make calls for DR by
modifying q(t) to set the incentive to follow a ref-
erence profile γref over the DR period. To define
γref , a ’load-shaping’ heuristic is used where the
MPC projection from one time step prior to the DR
call (γk−1) is modified with a fixed demand reduc-
tion (γr) over the DR period (tDR) for each build-
ing γref = γk−1(tDR) − γr(tDR) but γref = 0 if
γk−1(tDR)− γr(tDR) ≤ 0.
Centralised Control Strategy
The centralised MPC strategy is presented by equa-
tions 6-11. The only difference to the decentralised
strategy is that instead of solving separate prob-
lems for each building, optimisation is performed only
once over the community consisting of M buildings.
In this case the aggregator would need full knowl-
edge of the underlying system characteristics, their
states and heating systems to perform the control.
The load-shaping is performed similar to the decen-
tralised strategy except that γref,i is defined based on
a community-level target where the overall demand of
the community is reduced by a set amount and the
reductions of individual buildings are left open to be
solved through the centralised optimisation.
min. Cost =
∫ tf
t0
M∑
i=0
(γi(t)p(t)+
(γi(t)− γref,i(t))q(t) + ir)dt
(6)
dT1,i
dt
=
T1,i − T2,i
R1,iC1,i
+
Ai,winqi,hor
C1,i
+
γηQi,c
C1,i
, ,∀i ∈M
(7)
dT2,i
dt
=
To − T2,i
R2,iC2,i
+
T2,i − T1,i
R1,iC2,i
,∀i ∈M (8)
Tmin,i(t)− i ≤ T1,i ≤ Tmax,i(t) + i, ,∀i ∈M (9)
0 ≤ γi(t) ≤ 1,∀i ∈M (10)
i = [1, 2, ...,M − 1,M ] (11)
The solutions given by both the centralised and de-
centralised MPC should be similar with the exception
that the centralised solution should allocate demand
reductions in an optimum manner to each building.
For example, a building with more flexibility would
also be asked to deliver more. However, the size of
the problem, i.e. the amount of variables included
in a single optimisation is significantly larger in the
centralised strategy compared to the individual MPC
problems solved in the decentralised strategy.
Community Characteristics and Weather
TEASER (Tool for Energy Analysis and Simulation
for Efficient Retrofit) was used to create a set of build-
ing models written in Modelica to emulate a com-
munity for the simulation case studies with JModel-
ica.org (Remmen et al., 2018). The models used to
represent the buildings created with TEASER were
single-zone third-order RC-models from the IBPSA
model library for which parameters were calculated
with TEASER (Remmen et al., 2018). These RC-
models have been validated according to the VDI
6007 Part 1 standard (Wetter and Van Treeck, 2017).
The case community consisted of six semi-detached
and four terraced houses to approximately correspond
with their respective portions in the UK housing stock
(HM Government, 2016). The house and building
material characteristics were based on standardised
UK archetypes by Allen and Pinney (1990). House
characteristics like geometry and orientation were
varied within the community. All homes had occu-
pancy starting at 17:00 in the afternoon and demand
temperatures of 19 or 20 °C. Table 1 summarises
the geometries of the homes. Houses 1-6 were semi-
detached and 7-10 terraced. For further details about
the approach used in the community model creation
the reader can refer to El Geneidy (2018).
To model operation of the heating systems, the zone
models were included with air-to-water heat pump
and radiator models from the IBPSA model library.
The radiator was discretised as a single element with
a nominal inlet temperature of 55 °C and outlet of
Table 1: Geometries of the houses included in the case
community for simulations.
Element Area [m2]
House
nr.
Total Ground
Floor
Win-
dow
Outer
Wall+
Roof
Inner
Wall+
Roof
Vol-
ume
[m3]
Orien-
tation
[°]
1 83.2 43.6 10.5 138.6 125.3 195.5 193.2
2 87.4 41.5 10 141.6 126.1 205.5 256.1
3 92 44.6 9.9 145 131.4 216.1 249.8
4 86.4 38.8 10.6 141.9 124.7 203.1 255.8
5 83.1 41.8 10.1 147 125.3 195.2 329
6 93.5 43.7 10 147 134.3 219.7 206.9
7 82.8 41.4 10.3 93.7 189.3 190.3 324.6
8 82.4 41.2 10.5 85.6 186.6 189.6 200.7
9 78.3 39.1 9.7 94.4 178.4 180 295.5
10 79.4 39.7 9.7 89 174.5 182.5 282.2
45 °C. A constant mass-flow was maintained in the
system with a pump, the consumption of this pump
was omitted from the observed power demand. The
heat pump was connected to a boundary of out-
side air and had a nominal temperature change of
10 °C in both the evaporator and condenser. A
first-order polynomial efficiency curve of the form
COP = COPnom × (a0 + a1γpl) was used to account
for changes in COP of the heat pump under part-load
operation. 0.8 and 0.2 were as coefficients a0 and
a1, respectively. Nominal COP (COPnom) was set
to 2.5 and compressor power capacity to 3 kW. The
Modelica code of the building models and the Python
scripts used in the simulations have been made pub-
licly available in Github (El Geneidy, 2019).
To observe effects of seasonality on MPC opera-
tion and flexibility, three different afternoons from
winter, spring and autumn were chosen based on
analysing the weather file, a CIBSE typical reference
year (TRY) for Nottingham, UK. The case days cho-
sen were: 7th of January, 1st of March and 21st of
November. In the afternoons the temperature and so-
lar irradiation reduce as time passes during all days.
Days in March and November have similar temper-
ature profiles but in March the solar irradiation is
higher. January has the coldest average temperature
and lowest solar irradiation of the days. Afternoons
were chosen because peaks in electricity prices occur
typically in the early evenings in the UK, present-
ing best opportunities to gain benefits from demand
reductions.
Simulation Set Up
To find parameters for the RC-models, a system iden-
tification was performed using MPCPy, Python pack-
age developed for MPC design (Blum and Wetter,
2017). Model parameters were defined for each case
day by using parameter fitting in combination with
Unscented Kalman Filter (UKF). First optimisation
with JModelica.org was used to fit model parameters
over a training period of two days. Before each sim-
Table 2: Main input parameters used in the simu-
lation case studies for reference and cases with DR
calls.
Input Parameter Value
RBC PI proportional gain 0.30
RBC PI integral time constant 1800
RBC PI hysteresis term ± 0.2
MPC time step tk+1 − tk [min] 5
Optimisation horizon length, H [h] 2
Flexibility Cost, q [£/MWh] 150
Constraint violation cost, r 1000
Static Electricity Price, p [£/MWh] 50
Demand Response call time 17:00
Demand Response start time 17:30
Demand Response end time 18:30
Requested total demand reduction [kW] 2.0
ulation UKF was used to train the model further for
the case day with data spanning three hours, 13:00-
16:00 with a time step of ten minutes. Over the sim-
ulation period UKF was run every twenty minutes to
continuously update the models.
JModelica.org was used to transcribe the optimisa-
tion problems for the solver, IPOPT which is de-
signed to find local optimums for non-linear problems
(Wa¨chter and Biegler, 2005). The co-simulations
were conducted in a step-wise manner where each step
consisted of following phases: 1) the control problem
was initialised with current internal temperatures of
the house or houses, 2) the optimisation problem was
solved over the control horizon and 3) the response
of each house to the optimised control sequences was
emulated. The time period simulated over each af-
ternoon was 16:30-19:00. DR was implemented by a
call to reduce demand 17:30-18:30 by 2 kW with a
call initiated at 17:00.
In total six simulations with DR were performed, one
for each case day under static and dynamic electric-
ity pricing. For comparisons with the MPC strate-
gies two reference cases were run: rule-based con-
trol (RBC) and decentralised energy minimisation
MPC. In RBC a PI-controller (Proportional Integra-
tive) with hysteresis was set to follow the demand
temperature of the homes. In the energy minimi-
sation MPC cases an objective function to minimise
cost with a static price signal was used.
Table 2 summarises the most important simulation
inputs used in the co-simulations. Electricity pricing
was set to reflect fluctuations typical in the UK whole-
sale market (Ofgem, 2018). 17:00-19:00 the price
was set to vary between 81 and 99 £/MWh and 0
and 40 £/MWh otherwise. When static pricing was
considered, electricity price was 50 £/MWh, approx-
imately the long-term average wholesale electricity
price in the UK (Ofgem, 2018).
For January the simulations were initialised by emu-
lating the buildings without heat input at 16:00 with
starting from indoor temperature of 20°C. A similar
initialisation process, starting at 12:00 was done for
days in March and November. This way diversity
among the starting temperatures between the houses
while maintaining comparability between simulation
cases was achieved. Collocation points were adjusted
in JModelica.org to produce a constant heat input
for each time step. For the first optimisation time
step a randomised control profile was defined by set-
ting 0.2 ≤ γ ≤ 0.6 during occupied hours for each
home. The same initial guess for demand was used in
the decentralised and centralised cases. Weather pre-
dictions were assumed to be perfect in all simulation
cases.
The MPC time step and time horizon were chosen to
find a compromise between computational efficiency
and system dynamics. It was necessary to cover the
anticipated DR period of one hour and have a time
step representing the underlying system dynamics. A
very small time step would affect computational feasi-
bility of the MPC problem because reducing the time
step while maintaining the time horizon would mean
increase in time steps as well as the simulation time
steps. Also, heat pumps have been found to operate
sub-optimally if cycling is very frequent(Technology,
2012).
The amount of variables in the optimisation prob-
lem interpreted by JModelica.org increased from 619
of the decentralised MPC problem to 5108 in the
centralised MPC, which in initial simulations was
found to significantly affect the capability to find op-
timum solutions in centralised MPC. It was hypoth-
esised that the difference in amount of optimisation
variables made the centralised MPC less ”sensitive”
to finding satisfactory optimum from the restoration
phase, especially in the case for Spring when heat
demand was low. To remedy this, the objective func-
tion was scaled with a factor of 100 in the centralised
MPC cases. Overall, this demonstrates the difficulties
associated with using non-linear optimisation solver
like IPOPT compared to a linear optimisation solver
where, if the problem is well-defined, finding a feasible
optimum solution is well-guaranteed.
Results
Demand Response Cases
In table 3 results for energy consumption, total com-
fort violations and peak power are presented for all
simulation cases. Overall, the RBC caused highest
energy consumptions and comfort violations. How-
ever, for energy consumption this was partly due to
the demand temperature being used as the set point
instead of the lower temperature bound, which the
energy minimisation MPC would follow. To improve
performance of the RBC, a more careful tuning of
the PI-controller parameters would be required but
this was left outside the scope of this study. Using
MPC reduced comfort violations by preheating the
houses prior to expected occupancy at 17:00, unlike
the RBC which reacted to the change in programmed
set-point causing reduction in the service-level. For
the case day in March, some of the buildings warmed
up during the day which increased the indoor tem-
perature and caused comfort violations to occur even
when heating demand was very low.
In all cases DR events increased energy consumption
compared to energy minimisation. For example, the
energy consumption on the winter case day was in-
creased by 12-19 %. Overall, the centralised and de-
centralised MPC produced similar results in terms of
overall energy consumption and comfort violations.
Dynamic pricing increased energy consumption com-
pared to static pricing. As an example, in January
the increase in consumption due to dynamic pricing
was around 6.0 % with the decentralised MPC.
Table 3: Simulation case study results for energy con-
sumption, comfort and peak power.
Case Consum-
ption
[kWh]
Comfort
Violation
[Ch]
Peak
Power
[kW]
Winter - January
References
RBC 35.26 2.88 20.11
Energy Min. 20.88 0.53 17.85
DR - Static Pricing
Centralised 23.34 0.31 20.66
Decentralised 23.59 0.50 23.96
Dynamic Pricing
Centralised 24.75 0.34 25.38
Decentralised 24.86 0.42 25.44
Spring - March
References
RBC 1.61 3.41 1.27
Energy Min. 0.32 2.23 0.53
DR - Static Pricing
Centralised 1.06 2.21 3.25
Decentralised 0.67 2.18 2.57
DR - Dynamic Pricing
Centralised 1.61 2.23 2.92
Decentralised 1.45 2.21 3.00
Autumn - November
References
RBC 15.87 0.37 11.05
Energy Min. 7.65 0.10 9.44
DR - Static Pricing
Centralised 9.35 0.06 15.78
Decentralised 9.40 0.09 15.57
Dynamic Pricing
Centralised 11.37 0.16 23.86
Decentralised 11.56 0.21 23.86
Figure 1 demonstrates how the call for DR changed
the energy demand compared to the load-shaped de-
mand profile with plots of the differences to the re-
quested reference profiles. The dashed line represents
where the level of the demand projection would have
been without the load-shaping over the DR period
for the decentralised MPC. Before the DR period a
pre-peak was introduced in most cases as pre-heating
was done to reduce consumption as much as possi-
ble during the DR period. A sustained reduction of
2 kW over whole DR period was not reached with the
proposed MPC strategy in most cases. For example,
in January and November with static pricing a con-
siderable initial reduction was maintained for 15-20
minutes after which the demand increased above the
requested reference to maintain indoor temperatures
with the comfort bounds.
Overall, differences in operation between the cen-
tralised and decentralised MPC were relatively small.
In March with static pricing the decentralised MPC
was able to deliver a more sustained reduction com-
pared to the centralised MPC, although the overall
demand was very low over the period because de-
mand was not high enough to deliver the full 2 kW
reduction. In November with static pricing, the best
responses could be reached, with the decentralised
MPC capable of operating most of the time below
the load-shaped projection. Comparisons of the de-
mand projections made by MPC strategies showed
that they were very similar prior and over the DR
period in centralised and decentralised set-ups. Simi-
larity of the solutions by decentralised and centralised
MPC provided confidence that the solutions were
close to optimum, although as mentioned, with the
solving methodology this could not be fully guaran-
teed.
In all cases dynamic pricing reduced the capability to
reach sustained reductions over the DR period com-
pared to static pricing. Dynamic pricing made the
MPC ”pre-emptively” reduce demand over the DR
period with pre-heating since the high prices coin-
cided with it. This also set the demand projections
very low, which made further reductions in demand
difficult to reach, hence reducing potential for flexi-
bility. This means that the potential revenue gained
from operating under the projection would also have
reduced. This was especially clear in January and
November where MPC strategies reduced demand in
the beginning of the DR period but were not able
to maintain the reduction, significantly exceeding the
reference after the initial reduction to avoid comfort
violations.
Effects of Prediction Inaccuracies
To better understand MPC strategy operation, sim-
ulations were run without emulating the real build-
ing responses. This meant that dynamic disturbances
and modelling errors caused by for example internal
gains or heat pump operation were not accounted for.
Figure 2 shows how the realised demands compared
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Figure 1: Differences between realised demand and
load-shaped MPC projection during and after a call
for DR. The dashed lines show the level of the ref-
erence profiles without load-shaping. Coloured areas
demonstrate when reward would be received for oper-
ating below the load-shaped profile.
with the requested demand profiles in these simula-
tions.
Again, the MPC operating with perfect predictions
did not deliver a sustained reduction throughout the
DR period in most cases but rather delivered a sub-
stantial initial reduction instead of a steady fixed de-
mand reduction. In the static pricing case of January,
the MPC strategies operated very similarly before
the DR period but then centralised MPC was able
to deliver the demand reduction, unlike the decen-
tralised MPC. This is attributable to the centralised
MPC being capable of using different buildings to al-
locate demand reductions most efficiently to reach
the community-wide 2 kW reduction, unlike in the
decentralised case where each building was asked for
the same demand reduction regardless of their po-
tential. This can be observed in November too with
the decentralised MPC operating higher above the re-
quested reference profile compared to the centralised
MPC.
Comparing figures 1 and 2 with each other provides
some useful indications of how model predictions af-
fected flexibility. For example, in January the decen-
tralised MPC operated for 20 minutes below the pro-
jection in the beginning of the DR period, longer than
when a real building response was emulated. Fur-
thermore, the centralised MPC was delivered the de-
mand reduction over the DR period when response of
the real building was not considered. This highlights
the importance of errors and external disturbances on
MPC operation and hence the delivery of contracted
flexibility in this context.
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Figure 2: Differences between the realised demand
and the load-shaped MPC projection during and af-
ter a call for DR when operating under perfect predic-
tions. The dashed lines illustrate the projections with-
out load-shaping. Coloured areas demonstrate when a
reward would be received for operating below the load-
shaped projection.
Discussion
Factors of Flexibility
The results overall showed how energy flexibility was
affected by the pricing scheme. Dynamic pricing sig-
nals have been shown to be promising to support
shifting demand. But if flexibility would be offered
in real-time with dynamic pricing, making further re-
ductions while retaining the service level would be
difficult as flexibility of the system is reduced due to
demand already being shifted in reaction to pricing.
For an aggregator this means that potential to offer
flexibility without violating comfort would be more
limited by customers already responding effectively
to prices.
With the proposed MPC set-up, reaching a sustained
demand reduction of 2 kW was not provided. Typ-
ically a significant demand reduction in the begin-
ning of the DR period was made instead. This
can be partly associated with the objective functions
which incentivised and penalised equally reductions
and exceedances to the requested reference profile.
UK-specific building parameters were used, making
the buildings thermally light-weight which might also
have an effect. More insulated houses with additional
thermal mass could support more sustained and long-
term delivery of demand reductions and reduce the
magnitude of peaks because pre-heating could also be
done over longer periods of time (Masy et al., 2015).
Energy efficiency measures like insulation could sup-
port enhancing flexibility potential and vice versa.
This proposition and quantifying potential of such
benefits in the UK-context would however still require
further analysis.
An important outcome was the observed differ-
ence between the centralised and decentralised MPC
strategies, demonstrating importance of the control
set-up for contracted flexibility. With the centralised
MPC, the load-shaped projection was set centrally
on the community-level and to meet it, the MPC was
free to allocate consumption within the community.
In the decentralised case a fixed reduction 0.2 kW was
requested from each house regardless of their charac-
teristics. The centralised MPC had thus better ca-
pability to allocate demand reductions to inflict least
overall costs for the community and enhance the ag-
gregated flexibility.
Limitations and Further Work
For more general results, the methodology should be
up-scaled for co-simulations of larger and more repre-
sentative communities. This would also allow draw-
ing conclusions from inspecting MPC of a community
with more variability. With larger communities, more
variable thermal characteristics or set-point profiles
the differences between the centralised and decen-
tralised MPC strategies might become more evident.
Computational issues limited increasing the number
of houses, which could be solved by improving the
inefficiencies in the simulation and optimisation set
up. Complexity of the emulation models could be re-
duced or more computation power added to run larger
simulations. To ensure optimality of the optimisa-
tion solutions, the optimisation methodology should
be revisited. Other methods with better guarantee of
reaching an optimum solution, like linear program-
ming, will be considered in the future.
To reduce effects of model errors on MPC operation
and delivery of flexibility, the system identification
methodology would also deserve more attention. Ef-
fects of initial guesses of parameters and their covari-
ances and upper and lower bounds on model predic-
tions were not included in the scope of the analysis.
For example, tools like GreyBox could be used to per-
form a more elaborate system identification process
(De Coninck et al., 2016). Also data-driven mod-
els, like auto-regressive models with exogenous inputs
(ARX), might provide more scalable means of devel-
oping models for control. It might be necessary to
assess some of the modelling assumptions to improve
predictions by the RC-models. For example, non-
linear effects of equipment like heat pumps could be
included in the MPC formulation.
As further work, focus will be on exploring sensitiv-
ity of flexibility to factors like the thermal properties
in buildings, set point profiles, preparation time for
DR and pricing. For example, changing the ratios
between the price of energy, cost for comfort viola-
tions and incentives for flexibility should change the
MPC behaviour and the flexibility potential. Also,
other objective function formulations will be explored
to find ways of reaching more sustained reductions
to cater for DR schemes. For example, formulations
only penalising operation above the reference, instead
of rewarding for all reductions, could be developed.
Effects of uncertainties in weather predictions were
left outside the scope of the paper and would need
to be considered too in future implementations of the
proposed MPC strategies.
Conclusion
In this study two MPC strategies, decentralised and
centralised, designed for delivery of contracted flexi-
bility by reducing demand over a set period of time
based on demand projections from an economic MPC
was presented. Operation of the MPC strategies were
investigated with co-simulations of a community con-
sisting of ten English homes over three case after-
noons under dynamic and static pricing.
The main outcomes can be summarised as follows:
 Demand response events increased the overall en-
ergy consumption and peak power demand of
the community due to pre-heating by the MPC
strategies.
 Dynamic pricing reduced the flexibility potential
due to pre-emptive demand shifting before the
demand response period.
 Computational set-up and modelling uncertainty
of the MPC strategies affected the delivery of
contracted flexibility from the community.
To conclude, further analysis and work is required
to develop the proposed MPC strategies for large-
scale implementations in real buildings. The authors
are planning continue efforts aiming to find effective
and scalable ways of unlocking the energy flexibility
potential in communities by using simulations and
experiments in test buildings.
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