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Abstract 

Visual inspection of defects is an important part of quality assurance in many 
fields of production. It plays a very useful role in industrial applications in order 
to relieve human inspectors and improve the inspection accuracy and hence 
increasing productivity. Research has previously been done in defect classification 
of wood veneers using techniques such as neural networks, and a certain degree of 
success has been achieved. However, to improve results in tenus of both 
classification accuracy and running time are necessary if the techniques are to be 
widely adopted in industry, which has motivated this research. 
This research presents a method using rough sets based neural network with fuzzy 
input (RNNFI). Variable precision rough set (VPRS) method is proposed to 
remove redundant features utilising the characteristics of VPRS for data analysis 
and processing. The reduced data is fuzzified to represent the feature data in a 
more suitable foml for input to an improved BP neural network classifier. The 
improved BP neural network classifier is improved in three aspects: additional 
momentum, self-adaptive learning rates and dynamic error segmenting. Finally, to 
further consummate the classifier, a uniform design CUD) approach is introduced 
to optimise the key parameters because UD can generate a minimal set of uniform 
and representative design points scattered within the experiment domain. Optimal 
factor settings are achieved using a response surface (RSM) model and the 
nonlinear quadratic programming algorithm (NLPQL). 
Experiments have shown that the hybrid method is capable of classifying the 
defects of wood veneers with a fast convergence speed and high classification 
accuracy, comparing with other methods such as a neural network with fuzzy 
input and a rough sets based neural network. The research has demonstrated a 
methodology for visual inspection of defects, especially for situations where there 
is a large amount of data and a fast running speed is required. It is expected that 
this method can be applied to automatic visual inspection for production lines of 
other products such as ceramic tiles and strip steel. 
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Chapter 1 
Introduction 
1.1 BACKGROUND 
Visual defect inspection is an important part ofquality assurance in many fields of 
production such as electronic circuits, ceramic tiles and food product. As a typical 
example, wood veneer inspection plays an important role in a real life application 
of industry. Plywoods consisting of a number of wooden sheets adhered together, 
called veneer, have a wide range of applications in industry. Considering the end 
use, boards of different quality might be employed. The quality of a board is 
determined by the type, size and number of defects on its surface. For this, careful 
inspection and grading of the sheets is required. 
Production rates in a plywood factory are very high, with the wood sheets being 
conveyed at a speed of 2-3m/s, and an interval of only one or two seconds is 
allowed for human inspection [Ph am and Alcock, 1996]. This makes inspection 
extremely stressful and a small disturbance or loss of attention will result in a 
misclassification. Huber et al. [1985] made a series of experiments and found an 
accuracy of 68% with human inspection of boards. Similar experiments carried 
out by Polzleitner and Schwingshakl [1992] indicated an accuracy of 55%. It is 
thus imperative to develop an automatic visual inspection system to relieve the 
human inspector and improve the classification accuracy, and thus improve the 
productivity and profitability of the plywood factory. Research has been carried 
out on the automatic visual inspection of wood veneers, and a certain success 
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achieved. However, further efforts are yet to be made to improve the classification 
accuracy and system response for practical applications. 
1.1.1 Automatic visual inspection 
To inspect defects on surface such as wood sheets has been pursued by 
researchers, and an automatic visual inspection system is considered necessary. 
Such a system, illustrated in Figure 1,1, typically comprises four parts, called data 
acquisition, pre-processing, feature extraction, feature selection, and classification. 
Object 
Figure 1.1 A typical automatic visual inspection system 

Wooden sheets are presented to a charge-coupled device (CCD) camera that 

captures their images. These are pre-processed to suppress noise and separate 

clear wood and defective areas. Features are then extracted following certain 

algorithms to ensure that the important ones remain and the ilTelevant are 

discarded. The feature vectors selected are finally presented for defect 
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classification. The mm and function of the inspection system is to correctly 
analyse and classify a certain object by its features. The last two parts fann the 
main tasks for this research, as they involve feature selection, and feature 
classification, which are key problems yet to be tackled. 
1.1.2 Neural networks for pattern recognition 
Pattern recognition is widely applied in various fields such as optical character 
recognition (OCR), fingerprint and facial recognition, part classification in 
industrial applications, and blood and electocardiogram analysis in medical 
applications. There are three approaches to pattern classification: statistical data 
classification, syntactic classification and neural network based classification. 
Neural networks are formed from hundreds or thousands of simulated neurons 
connected together in the same way as the brain's neurons. In general, neural 
networks are referred to as mathematical models of theorised mind and brain 
activity. Because of their proven ability and adaptability, neural networks are of 
great use for pattern recognition. 
The main advantages of neural networks are that they can handle problems with 
very many parameters, and they are able to classify objects well even when the 
distribution of objects in the N-dimensional parameter space is very complex. 
Other advantages in pattern recognition include: 
• 	 They can tolerate slight errors, noise and incomplete input during learning or 
problem solving. 
• 	 They can be used when a model is unknown or complex. 
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• 	 They have the ability to derive rules or knowledge through training with 
examples and can allow exceptions and irregularities in the knowledge I mle 
base. 
• 	 They are highly parallel and regular stmctures, which make them especially 
amenable to high-performance parallel architectures and hardware 
implementation. 
• 	 They can be used to meet the needs ofreal-time applications. 
The main disadvantage of neural networks is that they need vast amounts of 
computer time during the training phase when there is a large amount of data 
[Lippmann, 1987]. It is therefore necessary to pre-process the data and reduce its 
size. It is also necessary to introduce new methods or improve existing algorithms 
in order to shorten the training time. 
1.1.3 Rough set theory 
The rough set theory is used for analysis and modelling of classification and 
decision problems involving imprecise, uncertain, incomplete or large amounts of 
information. The idea of this theory proves to be very useful in practice. Many 
real applications of this concept have been implemented [Pawlak, 2004]. It has the 
following features that attract research interest. 
• 	 There is no need for any pre-experienced knowledge, apart from the 
information provided in the data itself. 
• 	 It is a powerful tool for data analysis, and able to express and deal with 
incomplete and a huge amount of information. It can achieve the least 
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knowledge expression while retaining the key information. At the same time, 
it can also estimate and recognise the relationships amongst the data. 
• 	 Based on the indiscernibility relation, the rough set theory emphasises 
particularly on data classification. 
Although the rough set theory has been successfully applied in many areas, it has 
not been used for data processing for neural network input in surface quality 
inspection according to the literature review, which has proposed and 
implemented in this research. 
1.2 OBJECTIVES OF THIS RESEARCH 
The aim of this research is to develop an automatic visual inspection method for 
wood veneer inspection on automatic production lines. Specific objectives for the 
research are to 
• 	 Improve conventional backpropagation CBP) approaches and overcome their 
shortcomings for defect inspection of wood veneer 
• 	 Apply the rough set theory to feature selection of wood veneer, emphasising 
reducts of the rough set approach, and further apply the theory with a variable 
precision rough set model, and investigate current discretization methods in 
rough sets to interpret information and find the best one among them 
• 	 Propose a rough sets based neural network pattern recognition method in 
order to further improve the classification performance 
• 	 Develop an automatic inspection system using a rough sets based neural 
network with fuzzy input (RNNFI) for real-time implementation 
5 
• Build an integrated system interfacing Matlab with VB language, and further 
improve the efficiency of the system 
• Optimise the RNNFI classifier using uniform design. 
1.3 ORGANISATION OF THE THESIS 
The thesis is presented in nine chapters as follows. 
Chapter 1 introduces the background and objectives of the research. 
Chapter 2 reVIews work in surface defect inspection and related techniques 
including neural networks based pattern recognition, the rough set theory for 
feature selection and classification, and uniform design. 
Chapter 3 describes the feedforward neural network with BP training algorithm. 
An improved BP algorithm is proposed to tackle the shortcomings of conventional 
approaches. The main issues of network topology, input representation, the 
training method and the output fom1at are addressed. 
Chapter 4 introduces the rough set theory for feature selection in which rough sets 
are used to remove redundant information without affecting the performance of 
induction. The best discretization method is selected through comparative analysis 
ofK- means clustering, fuzzy C-clustering and hierarchical clustering. 
Chapter 5 builds a rough sets based neural network classifier. VPRS method can 
eliminate redundancies before the network training, leading to a reduction in the 
input size of the neural network. Consequently, the number of input nodes and 
weight decreases, and a smaller network usually means a shorter learning time. 
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The structure, function and characteristics of the system are discussed with 
simulation experiments. 
Chapter 6 introduces fuzzy logic to the neural network classifier. The data are 
fuzzified, making the data of the defects of wood veneer more concise, and the 
typical features of wood veneer more prominent. Taking the advantage of fuzzy 
sets for dealing with uncertainties and incompleteness, the possibility of 
incorporating the two methods is investigated and a hybrid method is presented 
for pattern recognition with the rough sets-based neural network with fuzzy input 
(RNNFI). 
Chapter 7 shows how to decide parameters and structure, i.e. the learning rate and 
the number of hidden layer neurons in the neural network structure. UnifOITIl 
design is adopted to define the minimum set of factor-level combinations to be 
tested, and optimal settings are determined with the response surface method 
(RSM) and the nonlinear quadratic programming algorithm (NLPQL) eventually. 
Chapter 8 implements an integrated system with Matlab and VB, taking 
advantages of Matlab and the VB language through the activeX technology to 
realise flexible connection and convenient usage. 
Finally, Chapter 9 draws conclusions and makes recommendations for further 
research. 
In this research, The RNNFI for pattern recognition is proposed to incorporate the 
techniques such as VPRS, data fuzzification, neural network in order to achieve 
improvements in classification accuracy and running time. Moreover, UD is 
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employed to optimise the RNNFI, making use of uniform and typical 
experimental data, which demonstrate even further improvement m system 
performance. 
Based on topics on rough sets and their applications, pattern recognition 
techniques, system optimisation and system integration, 6 papers for journals and 
7 papers for conferences have been published or in preparation for submission. 
Appendix A provides a full list ofpapers published I submitted. 
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Chapter 2 Literature review 
Chapter 2 
Literature Review 
This chapter reviews the research on visual inspection of surface defects and 
relevant techniques including feature selection, pattern recognition and neural 
network optimisation. The review also covers other contemporary methods which 
can potentially be applied to improve the current techniques used for visual 
inspection, such as the rough set theory and uniform design. 
2.1 PREVIOUS RESEARCH ON WOOD VENEER INSPECTION 
A notable amount of research has been conducted on visual inspection of surface 
defects for wood veneers and ceramic tiles, employing classical or artificial 
intelligent techniques. Most of the research has been done for wood veneers while 
some initial work has been reported on ceramic tiles. 
Cho and Conners [1991] produced a k-nearest neighbour classifier, which 
identified 5 classes including clear wood and 4 defects with 100 samples. A 
classi fication accuracy of 72% was achieved. They further used a multilayered 
neural network with one hidden layer as the chosen classifier. The neural network 
was trained on the same examples using a BP algorithm. The leave-one-out 
method was used to test the classifier's perfonnance with a tota1 of 100 samples. 
The average correct classification rate was determined experimentally to be 75%. 
Kim and Koivo [1994] adopted a hierarchical tree classifier for identifying defects 
on red oak boards involving clear wood and 8 defects with 180 samples. Although 
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they obtained the classification accuracy of 97.2%, it was not a true measure of 
classification accuracy for the classifier because the classifier was only tested with 
the training data. 
Drake and Packianather [1998] employed multilayer perceptrons (MLP) trained 
by a BP algorithm with eleven image features as inputs and thirteen outputs, and 
achieved a classification accuracy of 88% with 232 examples. By designing 
modular neural networks made up of many MLP in a decision tree structure, they 
further improved the accuracy to 96% with the test data. However, this was at the 
expense of greater complexity and lower speeds of operation. 
Pham and Sagiroglu [2000] reported on the use of learning vector quantization 
(L VQ) networks to perform the classification of wood defects. Experiments 
conducted with the L VQ network trained with a conscience followed by the 
L VQ2 algorithm showed that they provided a high degree of discrimination 
between the different types of defects up to 98.5%. At the same time the training 
for the LVQ classifier was very fast. Although L VQ was a simple classification 
method with which good results have been obtained, it did not show its suitability 
and generalisation which are signified in two aspects: a) the learning coefficients 
were set as a certain value directly without experimental verification; and b) it 
was almost impossible to deal with non-linear situations because of its 
competitive network architecture and linear adjustment fonnulae. 
Despite the success that has been achieved, more research is still required in order 
to deal with defect inspection of wood veneers to improve recognition accuracy 
10 

Chapter 2 Literature review 
and training time because the existing approaches affected are so limited by the 
restrictive factors. 
2.2 FEATURE SELECTION PROBLEM 
Features are used to specify the information relevant to a classification task. 
However, it is often difficult to decide what information is relevant. One possible 
solution would be to include a large number of features, which has serious 
disadvantages. A large number of features can result in long training and 
classification time. An even more serious problem arises because the number of 
model parameters increases with the number of features. If too many features are 
used, it may become impossible to estimate the correct values for all of these 
parameters [Kira and Rendell, 1992]. 
A more promising approach is to begin with a large number of features, and use 
some techniques to decide which features are relevant. A classifier can then be 
constructed from this reduced set of features. This task of deciding which features 
are relevant for a classification task is known as feature selection. Feature or 
attribute selection is usually carried out to reduce data size, selecting the more 
influential variables, without sacrificing or even improving the quality of the 
knowledge extracted. 
All feature selection algorithms fall into two categories: the filter approach and 
the wrapper approach. In the filter approach, feature selection is performed as a 
preprocessing step to induction. Some of the well-known filter feature selection 
algorithms are RELIEF [Kira and Rendell, 1992] and PRESET [Modrzejewski, 
1993]. The filter approach is ineffective in dealing with the second feature 
11 
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redundancy. In the wrapper approach [John et aI., 1994], the feature selection is 
"wrapped around" an induction algorithm, so that the bias of the operators that 
define the search and that of the induction algorithm interact. Though the wrapper 
approach suffers less from feature interaction, nonetheless, its running time would 
make it infeasible in practice, especially if there are many features because the 
wrapper approach keeps running the induction algorithm on different subsets from 
the entire attributes until a desirable subset is identified. 
This research intends to keep the algorithm bias as small as possible and to find a 
subset of attributes, which can generate good results especially when dealing with 
a large amount of data. With these considerations, a rough sets based filter feature 
selection algorithm is proposed. 
2.2.1 Overview of rough set theory 
The rough set theory [Pawlak, 1982] is introduced to deal with redundant 
attributes in the feature vector because there is no need for additional information 
about the data, nor is it necessary to correct the inconsistencies manifested in the 
data. In rough set data analysis, redundant attributes that do not play any role in 
distinguishing an object from the others, can be eliminated without information 
loss. The final result from the rough set approach is the decision rules that are 
capable of predicting newly gathered data. 
2.2.1.1 Data representation ill rough sets 
Formally an information system is an ordered pair S=<U, A>, where each 
attribute a EA, which may be important with respect to object classification, is 
12 
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identified with function a: U-.:;. Va, from the universe U of objects, on to the set Va 
of all possible value on a [Swiniarski and Skowron, 2002]. 
2.2.1.2 Data analysis in rough sets 
1) Indiscernibility relation 
A classification system provides only partial information for representing subsets 
of the universe. That is, the set of selected attributes may not be sufficient to 
represent the subsets of the universe unambiguously. Any two objects are 
indistinguishable from one another whenever they assume the same attribute 
values. This means that it may not be possible to distinguish all the objects solely 
by means ofthe admitted attributes and their values. 
Slowinski and Stefanowski [1994] provided a detailed description of rough sets 
approach based on indiscernability. This approach basically permitted the analysis 
of a large set of predictive variables to identify various reduced variable sets that 
could predict the feature of interest. 
Because of no-order attribute domains of the discernability approach, the rough 
set theory was extended to handle dominance relations in addition to 
indiscernibilty relations [Greco et ai., 1998]. Basically, the approach incorporated 
additional data about the ordering properties of the attributes analysed to eliminate 
rule conflicts and thereby generate a simple final model. It assumed that different 
values of the same attribute were equally preferable and that only the predictive 
value of the attribute would be factored into the model. So this method also 
showed a more restrictive data assumption. 
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2) Variable precision rough sets 
The rough set theory uses the strict set inclusion definition to define the lower 
approximation, which does not consider the statistical distribution / noise of the 
data in the equivalence class. This drawback of the original rough set model has 
limited its application in domains where the data tends to be noisy or dirty. Ziarko 
[1993] proposed an improved model - the variable precision rough sets model 
(VPRS) to overcome this problem. 
The basic concept introduced in VPRS model is the relationship of majority 
inclusion [Ziarko, 1993]. Rough inclusion anses from the relaxation of the 
traditional inclusion when an admissible error level is permitted in the 
classification. This error is explicitly expressed as [3 for which Ziarko established 
as a requisite that at least 50% of the elements have to be common elements, 
hence 0 ~ [3<0.5. The relationship between VPRS model and RS model IS 
established considering that RS model is a particular case of VPRS when [3=0. 
2.2.1.3 Decision rules in rough sets 
Procedures for the derivation of decision rules from decision tables were 
presented by Boryczka and Slowinski [1988], Grzymala-Busse [1992], Slowinski 
and Stefanowski [1992], Siegel el al. [1993], and Ziarko et aL [1993]. 
Decision rules derived from a decision table can be used for recommendations 
concerning new objects. Specifically, matching the description of a new object to 
one of the decision rules can support the classification of a new object. The 
matching may lead to one of four situations: 
14 
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., the new object matches one deterministic rule; 
.. the new object matches more than one deterministic rule suggesting, however, 
the same decision class; 
.. the new object matches one non-deterministic rule or several rules suggesting 
different decision classes; 
.. the new object does not match any of the rules. 
2.2.1.4 Attribution discretization 
Because the rough set theory is based on the set theory, it is difficult to deal with 
real number or integer domains directly. This defect restricts its application areas 
greatly, and how to discretise continuous data becomes a key problem. In order to 
express and simplify the decision table, it is necessary to process the continuous 
attribute with a discretization algorithm. Discrete data has the following 
advantages compared with continuous data [Su and Hsu, 2005]. 
.. Storing discrete values usually requires less space than for continuous data . 
., Processing data is usually much less time-consuming when feeding discrete 
data sets to attribute reduction. 
.. Discretization pnor to induction can sometimes significantly Improve the 
accuracy of an induction algorithm. 
The task of discretization of attributes is first to set up a number of cutting points 
in the range of value field of attributes and then to divide the range of attribute 
values into a number of smaller areas that correspond to discrete signals. The key 
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of attribute discretization is how to determine the number and the position of 
divisions. 
Researchers have put forward many discretization algorithms, such as equal width 
intervals, equal frequency intervals, CN2, ID3, IBL3, IBL4, C4.5 and LERS 
[Wallace and Boultou, 1968; Quinlan, 1993; Su and Hsu, 2005]. Some of them 
demand abundant knowledge and do not consider the classification infonnation of 
attributes, and it is difficult to get satisfactory discretization. The other 
discretization algorithms that consider the classification information of attributes 
seem more complex, which makes them impractical. 
This thesis proposes a hierarchical clustering method to manipulate numerical 
data in attribute discretization in Chapter 4. Hierarchical clustering is subdivided 
into agglomerative methods, which proceed by a series of fusions of n objects into 
groups, and divisive methods, which separate n objects successively into finer 
groupings. Agglomerative techniques are more commonly used [Williams, 2000]. 
In a hierarchical agglomerative, each cluster initials consists of one object. The 
clusters are combined step by step. In each step, those two clusters with the 
smallest dissimilarity or the highest similarity are merged. The iteration continues 
until all objects are in one single cluster. 
Differences amongst the methods arise because of the different ways of defining 
distance (or similarity) between clusters. Several agglomerative techniques such 
as complete linkage, single linkage, average linkage, weighted average linkage, 
median linkage, centroid linkage and Ward's linkage are described [Johnson and 
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Wichen, 2002]. This research chooses centroid linkage that selects in each step 
those clusters whose centres are the closest. 
2.2.2 Rough sets for feature selection and classification 
Rough sets can be used to accomplish tasks such as diagnosis, control, planning 
and management. Feature selection and pattern classification are among the 
successful application fields of rough sets. 
2.2.2.1 Application ofrough sets algorithm in feature selection 
Bazan et al. [1998] proposed a rough set based inductive reasoning method for 
discovering optimal feature sets. Their approach emphasises the optimal (or 
minimal) selection of relevant attributes by finding dynamic reductions. However, 
the indiscernibility among the objects was too restrictive to define their similarity 
because the transitivity was not always true in pattern classification. 
Nguyen et al. [1998] proposed to use the tolerance relation among the objects for 
pattern classification, but their approach did not mention how to determine the 
optimal threshold values of attributes for the best classification of a given problem. 
Hashemi et al. [1998] employed 2D reduction, where vertical reduction has a 
different meaning in that only redundant objects are deleted. They defined the 
reduction objects as those with the same attribute values and same decision value. 
Swiniarski [1999] proposed a method of feature extraction, reduction and 
selection from a high dimensional pattern data set, using rough sets and principal 
component analysis algorithm (peA). The method was applied to the 
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classification of texture images. Swiniarski and Skowron [2002J presented a 
method for feature selection based on the application of rough sets to the result of 
principal components analysis for feature projection and reduction. 
The rough set theory seems to be particularly suited for problem solving in feature 
selection [An et aI., 2004; Hassanien, 2004J. This research employs 2D reduction 
with rough sets [Hashemi et aI., 1998] and proposes a further 2D reduction, which 
reduces the information system both horizontally and vertically. The horizontal 
reduction detects conflicting objects and the vertical reduction reduces attributes. 
2.2.2.2 Application ofrough sets in pattern classification 
1) Combination of rough sets and neural networks 
Jelonek et aI. [1995J concluded that rough sets based reduction of data 
representation appears to co-operate well with BP neural networks due to the fact 
that attributes reduction with rough sets was helpful for reducing the input 
variables of the neural network. 
Gorzalczany and Piasta [1999] researched the design problems of intelligent 
decision support systems for medicine. One method was to incorporate neural 
networks and fuzzy set to build a neuro-fuzzy classifier that can be trained with 
purely numerical data, qualitative, linguistic, and fuzzy data that describe the 
decision process. Another method combined all positive aspects of rule induction 
systems with the flexibility of statistical techniques to construct a rough classifier. 
Cyran et aI. [2001] proposed a hybrid method of automatic diffraction pattern 
recognition based on the rough set theory and neural networks. The rough set 
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theory was used to define the objective function and stochastic evolutionary 
algorithm for space search of feature extraction. The features obtained by 
optimised sampling of the diffraction pattern were used as the input data for a 
semantic neural network classifier. 
Czyzewski [2003] used neural networks and rough sets for the identification of 
the incoming acoustical signal in the presence of noise and reverberation. Two 
sets of data were formulated in order to discern the target source from the 
unwanted sound source position and then the network trained with learning 
algorithms. 
Li and Wang [2004] proposed a mining classification rule algorithm using rough 
sets and neural networks. Neural networks served only as a tool to reduce the 
decision table and filtered the noises while the rule set was generated from the 
reduced decision table with rough sets. 
2) Combination of rough sets and other algorithms 
Khoo and Zhai [2001] proposed a hybrid method, which combined the rough set 
theory with genetic algorithms and Boolean algebra for inductive learning. A 
prototype system was developed for discovering rules from inconsistent empirical 
data. 
Kim et al. [2001, 2000] proposed a data classification algorithm based on tolerant 
rough sets. The classification method is composed of two stages. All data was 
classified by applying the lower approximation at the first stage, and then the data 
that was not classi fied at the first stage was classified by means of the rough set 
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membership function obtained from the upper approximation set. The optimal 
similarity threshold value was determined using a genetic algorithm. The 
classification method is applied to hand-written numeral character classification. 
Ceccarelli and Petrosino [2002] proposed a parallel recognition algorithm for 
texture images processing of unsupervised boundary location. This method was 
used to extract textural density gradients by a nonlinear mUltiple scale-space 
analysis of the image. Texture boundaries are extracted by segmenting the images, 
based on differential morphological filter and modelled scale-space analysis. A 
multi-scale fuzzy gradient operation was applied to further image processing. Real 
textures were used in the test experiments. 
Chen and Wang [2003] proposed an approach of learning classification functions 
by genetic programming. It first transformed the nominal data into numerical 
values by rough membership functions. Then, learning techniques of genetic 
programming were used to generate classification functions. 
Castro et al. [2003] discussed general approaches to the multiclass classification 
problem of dialogue acts and showed how these techniques could be applied by 
using a connectionist classifier. 
There are other references that introduced the applications of the rough set theory 
in pattern recognition, such as Kostek and Czyzewski [1996], Hou and Ziarko 
[1996], Czajewski [1998], Johnson [1998], Marcin and Piotr [2001], Swiniarski 
and Skowron [2003]. 
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An important development tendency for rough set applications is to develop 
hybrid rough set methods, which combines rough sets and other methods, such as 
fuzzy sets, neural networks, support vector machine, expert systems and statistics 
techniques in order to solve complex application problems. 
This thesis uses variable precision rough sets for feature selection, and then 
combines with fuzzy sets and neural networks to solve pattern classification 
problems. 
2.3 NEURAL NETWORKS FOR CLASSIFICATION 
Various pattern recognition methods have been researched during the last four 
decades, such as statistical decision theory, syntax, neural networks and fuzzy 
logic. Although much has been done with these approaches and a certain amount 
of success achieved, neural networks are still of great interest due to their proven 
adaptability, parallel and distributed architecture and ability to learn. 
Bendiktsson et al. [1990J compared neural network and statistical approaches to 
classifying multi-spectral data. They noted that conventional multivariate 
classification methods could not be used in processing multi-source spatial data 
because of different distribution properties and measurement scales. Bischof et al. 
[1992] included texture information in the neural network and concluded that the 
neural network was able to integrate other sources of knowledge and use them in 
the classification. 
Oh and Suen [2000] introduced the class modularity concept to the feedforward 
neural network classifier to solve the character recognition problem of one large 
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network. The original K-classification problem was decomposed into K 2­
classification subproblems. The modular architecture consisted ofK subnetworks, 
each responsible for discriminating a class from the other K-1 classes. 
Zhang and Chen [2001] proposed a hybrid classification system with neural 
networks and a decision tree for hand-written numeral character recognition. The 
system consisted of a hierarchical coarse classification and fine classification. The 
coarse classification employed a three-layer feedforward neural network with BP 
learning to distinguish six subsets based on the feature similarity of the characters 
extracted. Three character classes were directly recognised. A decision tree 
classifier was built for further fine classification for each character in the latter 
three subsets. 
Alsultanny and Aqel [2002] incorporated a genetic algorithm and neural network 
to determine automatically the suitable network architecture and the set of 
parameters from a restricted region of space. The multilayer neural-genetic 
algorithm was applied to image processing for pattern recognition, and to 
determine the object orientation. 
Olmez and Dokur [2002] presented a novel method for the classification of heart 
sounds (HSs). Grow and learn (GAL) and linear vector quantization (LVQ) 
networks were used for the classification of seven different HSs. 
Jiang and Wah [2003] proposed an approach of constructing and training neural 
networks for pattern classification. Data clusters were generated and trained 
sequentially based on distinct local subsets of the training data. The clusters 
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obtained were then used to construct a feedforward network, which was further 
trained using normal algorithms and the global training set. 
Turkoglu et al. [2003] presented an interpretation of the Doppler signals of heart 
valve diseases based on pattern recognition, dealing in particular with the 
combination of feature extraction and classification from measured Doppler signal 
waveforms at the heart valve using Doppler ultrasound. A wavelet neural network 
model was developed. 
Haddadnia et al. [2003] presented a fuzzy hybrid learning algorithm (FHLA) for 
the radial basis function neural network (RBFNN) for a face recognition system. 
The method determined the number of hidden neurons in the RBFNN structure by 
using cluster validity indices with a majority rule while the characteristics of the 
hidden neurons were initialised based on advanced fuzzy clustering. The FHLA 
combined the gradient and the linear least-squared methods for adjusting the 
RBFNN parameters and the neural network connection weights. 
Lu et al. [2003] presented a fuzzy neural network system for edge detection and 
enhancement. The system could both obtain and enhance edges by recovering 
missing edges and eliminating false edges caused by noise. The research was 
comprised of adaptive fuzzification, edge detection by a three-layer feedforward 
fuzzy neural network, and edge enhancement by a modified Hopfield neural 
network. 
Zheng et al. [2004] input image data of cells directly into neural networks to 
determine the feasibility of direct classification by using pixel intensity 
infoTI11ation. Simple, three-layer, fully connected, BP neural networks and four­
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layer networks with two layers of shared weights in a complex patterned 
background were assessed for a variety of images and cell types and for the 
classification accuracy. The high accuracy showed the potential for direct 
classification of visual image pixel data by neural networks. 
There have been other studies on applications of neural networks to pattern 
recognition [Cordella et al., 1998; Rajesh et al., 2000; Ueda, 2000; Belanche et al., 
2000; Li et al., 2003; Vasilakos and Stathakis, 2005; Nahvi and Esfahanian, 2005]. 
The drawbacks include (1) possibility of non-convergent solution due to 
randomicity of initial weights, (2) long learning time, and (3) possibility of non­
optimal solution due to the local minima problem. 
2.3.1 Topology of neural networks 
An artificial neural network is a network of simple processing units that are 
interconnected through weighted connections. Input vectors and corresponding 
target vectors are used to train a network until it can approximate a function. The 
architectures of neural networks used for classification are mainly the multilayer 
perceptron (MLP), the radial basis function neural network (RBFNN), the 
learning vector quantization network (LVQ), the self-organising map (SOM), the 
adaptive resonance theory network (ART), the probabilistic neural network (PNN), 
Hopfield network, the support vector machine (SVM), the committee of machines 
(CoM), Instantaneously trained neural networks (ITNN) and Boltzmann machine 
[Stepniewski and Keane, 1996]. 
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Networks can be subdivided into feedforward networks where data flow one way I 
from input to output, and recurrent networks for which the output values are fed I 
back to input. Some networks allow connections between neurons in the same 
layer (lateral connections). Main neural network architectures are introduced 
below. 
2.3.1.1 Backpropagation network 
Multi-layer perceptron networks (MLPs) trained by backpropagation algorithm, 
known as BP neural networks, was originally developed by Werbos in 1974. This 
was the first network with more than one hidden layer. Currently, the BP neural 
networks are the most popular, effective, and easy-to-Iearn model. Heermann and 
Khazenie [1992] compared neural networks with classical statistical techniques, 
and concluded that the backpropagation networks could be easily modified to 
accommodate more features or to include spatial and temporal information. 
There is an input layer where the input information is presented, an output layer 
where the processed information is retrieved and a hidden layer between the input 
and output layers in a MLP. A schematic of a 3-layer MLP model is shown in 
Figure 2.1. 
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Input Vector Pjn 
Input Layer 
Hidden Layer 
Output Layer 
Figure 2.1 A typical schematic of a 3-1ayer MLP model with one hidden 
where wij and Wki are the weight of the connection between input layer and hidden, 

and between output layer and hidden layer respectively, bIj and b2k are numerical 

values called bias, Pjn is the input vector at the jth node with n sample data, sl and 

s2 are the number of neurons in hidden layer and output layer and ali and a2k are 

the output vectors ofhidden layer and output layer. 

where k=1,2, ... , s2, i=1,2, ... , sl,j=1,2, ... , T. 

Classical backpropagation involves error optimisation using the deterministic 

gradient descent algorithms. Recent research such as conjugate gradient and 

Levenberg-Marquardt algorithms attempted to overcome the disadvantage of the 

steepest descent (which may lead to local minima). This research will use some 

techniques to tackle the main shortcoming of classical BP algorithm such as a 

long training time and possibility of getting into local minima. 

26 

Chapter 2 Literature review 
A MLP has three distinctive characteristics: 
1) The model of each neuron III the network includes a nonlinear activation 
function. 
2) The network contains one or more layers of hidden neurons that are not part of 
the input or output of the network. 
3) The network exhibits a high degree of connectivity, determined by the 
synapses ofthe network. 
The training process comprises four stages: 
1) The weights are initialised. 

2) Training vectors are presented to the network. 

3) The actual and desired outputs are compared, and the network's error IS 

calculated as the difference between its outputs and target - the mean squared 
error. 
4) Information about this error is propagated backwards to the hidden neurons 
and the weights adjusted accordingly. 
2.3.1.2 Radial basis/unction neurallletwork 
The radial basis function neural network (RBFNN) [Powell, 1987J, is a general 
purpose network which can be used in the same situation as BP neural networks. 
Since it uses a radially symmetric and radially bounded transfer function in its 
hidden layer, it is a general form of probabilistic and general regression networks. 
It has fast training and better decision boundaries. Nevertheless, it requires more 
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computation in the recall phase in order to perform function approximation or 
classification. Moreover, the number of centres needs to be determined in advance. 
2.3.1.3 Modular neural network 
Proposed by Jacobs and Jordan [1991J, modular neural network is a system of 
many separate networks, and each of them learns to handle a subset of the 
complete set of training cases. It is therefore able to improve the performance 
where the training set can be naturally divided into subsets that correspond to 
distinct subtasks. Jacobs and Jordan applied modular network to a four-class 
vowel discrimination problem and compared the performance of the modular 
network using 4 and 8 local experts with three-layered backpropagation networks. 
The comparison showed that the performance of tested networks was the same, 
although the modular network reached the error criterion significantly faster than 
the backpropagation network. Moreover, there was an assumption that the 
network should be connected with local experts. 
1) Probabilistic neural network 
Probalilistic neural network (PNN) as one of the stochastic-based networks was 
built on a decades old statistical algorithm, although the complete neural network 
algorithm was proposed in Specht [1988]. It uses nonparametric estimation 
methods for classification and therefore does not suffer from local minima 
problems as feedforward networks. According to Kartalopoulos [1996], PNN is 
able to approximate the optimum boundaries between categories, and therefore it 
can be used as a classifier, with the assumption that the training data is a true 
representative sample. The PNN architecture is built upon Bayes' classifier using 
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the Parzen window estimator to estimate the probability distributions of the class 
samples [Patterson et aI., 1995]. Disadvantages of probabilistic neural network are 
the necessity of a representative training set and memory requirements, since the 
whole training set is processed while classifying each unknown case. 
2) Learning vector quantization neural network 
Vector quantization is one of the compression methods usually used when large 
quantities of data need to be represented in a number of classes in order to 
increase the processing efficiency. It is the process of mapping input vectors Pjn of 
dimension r onto a finite number of classes, represented by a codeword or a 
prototype vector, Wk (k=1, . .. , n), where n <r (See Figure 2.1). Mapping is 
perfonned using one of the nearest neighbour techniques such as Euclidean 
distance or a cost function. Basic L VQ suffers from one important shortcoming: it 
is possible that the initial unit for learning is chosen far from the true class. Then 
this unit will be shifted toward the true class, while the others will do nothing. To 
avoid such situation, a penalising factor is introduced in the fonn of a distance 
bias proportional to the difference between the winning frequency of a unit and 
the average unit winning frequency. Such version of LVQ is called LVQl (with 
conscience). In order to improve learning in LVQ, other variants are developed by 
Kohonen [1990], called LVQ2, LVQ2.1, LVQ3 and extended LVQ. Nevertheless, 
they cannot get rid ofthe influence of their one-layer structure. 
2.3.2 Training strategies of neural networks 
The learning or training rule detemlines how the network will react when an 
unknown input is presented. Before classification, the neurons in the network 
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have to be trained with some set of training data. The training process is generally 
classified as supervised learning and unsupervised learning. 
Unsupervised learning is regarded as open-loop adaptation because it does not use 
any performance feedback information to update the network's parameters. This 
type oflearning can be used in a variety of ways. 
• 	 To group the input data into clusters which can then be labelled m a 
supervised mode; 
• 	 To provide an "optimal" quantization of a continuous input space; 
• 	 To represent the input data in a lower-dimensional space; 
• 	 To extract a set of features which represent the input signals. 
Unsupervised learning algorithms can be used to train the centres of an RBFNN 
mainly although some learning rules are closely tied to particular system 
architectures recognition [Kohonen, 1988, 1990]. 
Supervised learning rules differ from unsupervised training algorithms because 
the desired network' response (output) needs to be presented to the network for the 
input. The instantaneous performance of the network can be inferred from 
E:i 	 = Yci - Ydi 
where Y ci is the output value computed in neuron i, and Ydi is the desired (actual) 
output that is used to compute the error. These output errors are used to update the 
network's weights. During this learning phase, the network learns by adjusting the 
weights so as to be able to recognise the correct class label of input samples. 
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Neural network learning is also referred to as "connectionist learning" due to 
connections between the nodes. 
Supervised learning is probably the most widely used mechanism and gradient 
descent adaptation is probably the best known supervised learning rule. This is 
due to a variety ofreasons [Widrow and Hoff, 1960]: 
• 	 Widrow's original the least mean square learning rules (LMS) are 
instantaneous gradient descent training algorithms. 
• 	 A large number of theoretical results have been derived which can establish 
parameter convergence, and estimate the state of convergence for certain 
network structures. 
• 	 The resulting learning algorithms have memory requirements and a low 
computational cost. 
Every network goes through three operative phases: 
• 	 Learning (training) phase - the network learns on the training sample, the 
weights being adjusted in order to minimise the objective function. 
• 	 Testing phase - the network is tested on the testing sample while the weights 
are fixed. 
• 	 Operative (recall) phase - the network is applied to new cases with unknown 
results and the weights are also fixed. 
A learning rule represents the formula that is used in the network to adjust the 
connection weights among neurons. Among various learning rules developed so 
far, four of them are most commonly used: 
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1) Delta rule 
Delta rule is also well known as the LMS rule because it aims to minimise the 
objective function by detennining the weight values. The aim is to minimise the 
sum of error squares while the error is defined as the difference between the 
computed result and the desired output of a neuron for the given input data. Delta 
rule equation is expressed as 
and ~wij is computed by 
where ~wii is the adjustment of the connection weight from neuron) to neuron i, 
which is described in detail in Formula 3.4, '7 is the learning rate, Yei is the 
output value computed in neuron i, and ci is the raw error. ci is computed by 
Iii = Yei - Ydi 2.4 
where Ydi is the desired (actual) output. The raw error in equation 2.4 is very 
rarely backpropagated, more often other error forms are used. In a classical 
backpropagation network, the error is backpropagated through the network using 
the gradient descent algorithm described in Chapter 3. The gradient component of 
the global error e backpropagated into a connection k is 
s: _ aEk 
Uk - 2.5 
Owk 
which enables localisation in a sense that each particular connection in the 
network is adjusted (see Chapter 3). Since the Delta rule (or its variations) is 
commonly used in supervised networks, it is necessary to mention the main 
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problem that can occur in backpropagating, i.e. the local mInIma. The local 
minima problem occurs when the minimum error of the function is found only for 
the local area and the learning is stopped without reaching a global minimum. 
Since the problem is mainly connected to backpropagation, it will be discussed in 
detail in Chapter 3, together with suggested solutions. 
2) Generalised Delta rule 
Generalised delta rule is obtained by adding a derivation of input neuron into a 
Delta rule equation such that weight adjustment is computed according to the 
formula 
where Ii is the input into neuron i. This rule is appropriate when used with f, 
nonlinear transfer functions [Krauth and Mezard, 1987]. 
3) Delta-Bar-Delta 
As can be seen from the previous section, the learning coefficient is an important 
parameter for the speed and efficiency of network learning, and is typically 
determined as a single learning rate for all connections in the network. Delta-Bar­
Delta (DBD) learning rule was developed by Jacobs [1988] in order to improve 
the convergence speed of the classical Delta rule. It is a heuristic approach of 
localising the learning coefficient in a way that each connection in the network 
has its own learning rate and those rates change continuously as the learning 
progresses. Dynamic weight adjustment in the DBD rule is done according to the 
heuristic approach. The learning rate of a connection in the network is increased if 
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the sign of the weight for that connection is the same for a number of time steps 
(or over the region of relatively low curvature). On the other hand, when the sign 
of the weight is changed for a certain number of time steps, the rate for that 
connection is decreased. Thus, Delta rule equation 2.2 is modified so that the 
learning rate is different for each connection 
Incrementing of weights is conducted linearly while decrementing is conducted 
geometrically. Despite its advantages over the classical Delta rule, Delta-Bar­
Delta has some limitations, such as: 
• 	 It does not include a momentum term in the learning equation; 
• 	 Because of the linear increments of the learning rates, some large jumps can 
occur that may skip important regions of the error surface, which cannot be 
prevented by slow geometrical decrements. 
4) Kohonen's rule 
Since Kohonen's network does not learn on known outputs, the weights are 
adjusted using the input into neuronj [Kohonen, 1988]. 
where Pin is the input that neuronj receives from the external environment such 
as n set of data. Kohonen's rule is used in Kohonen's self-organising networks. 
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2.4 OPTIMISATION DESIGN OF NEURAL NETWORKS 
2.4.1 Methods for optimising neural networks 
The definition of the network architecture is of great importance smce it 
determines the learning performance of the network on the whole. The current 
practice for determining network is similar to the one-factor-at-a-time experiment. 
The process is treated as a 'trial and error' exercise, consuming much time and not 
guaranteeing a near optimal solution. Because it is difficult to manually decide the 
network structure and parameters, some evolving algorithms are used. 
Optimisation is to obtain the best model configuration and parameters. The 
training algorithms, transfer function in hidden layer and output layer and 
connection weights, and the number of hidden layer are searched for. The 
following reviews work on the optimisation of the structure and parameters of 
neural networks. 
Miller et a1. [1989] and Stepniewski and Keane [1996] represented network 
connections as a binary matrix where the entries in each row and column 
represented incoming and outgoing connections of each neuron respectively ("1" 
meant presence of a connection between nodes and "0" its absence). The matrix 
was transformed into a vector by concatenating its rows, and the resulting vector 
was optimised using a genetic algorithm (GA). 
Harp et a1. [1989] and Harp and Samad [1991] proposed a modular representation 
of a network structure, which was considered as a set of blocks, each block 
representing a group of neurons, perhaps, a layer or even several layers. The 
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genotype sequentially included these blocks separated by special markers and 
some additional "projection fields", which described interconnections between 
blocks. 
Sase et al. (1993) proposed an encoding of a network structure with a bit string 
divided into two parts - the first part indicating the presence or absence of neurons 
in the network and the second part resulting from the linearisation of the 
connectivity matrix of the network. 
Arena el al. [1993] provided a two-dimensional representation of a fixed size 
network, where a binary matrix encoded the presence or absence of a neuron. 
Interconnections between active neurons of adjacent layers were assumed known 
beforehand. 
Sato and Ochiai [1995] interpreted the network as oriented graph and proposed a 
special two-dimensional crossover operator performed by swapping the subgraphs 
connected to a commonly selected neuron. 
Vasechkina and Yarin [2001] presented a method for evolving feed-forward 
network architecture by a self-organising process. It did not require learning as a 
separate process since evaluation of weights was carried out simultaneously with 
the architecture construction. The network architecture was built by adding hidden 
layers to the network while configuration of connections between neurons was 
defined by means of GA. The GA ran for each neuron searching its optimal set of 
connections with the preceding layer. The output of the neuron was represented as 
a polynomial function of the input with coefficients evaluated using the lease­
squares method. 
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Li et al. [2002] proposed an optimisation method based on a chaotic variable and 
annealing strategy. This method was a combination of global and partial chaos 
search. It could search for optimal fuzzy neural networks. 
Chen and Wang [2003] combined the fuzzy optimisation with genetic algorithms. 
The model was a further development of the BP neural network with fuzzy 
optimisation. When the speed of BP algorithms became slow, the genetic 
algorithms were used to optimise the network weights instead of the BP 
algorithms. The weights were regarded as the initial values for next step of the BP 
algorithms. 
Liu and Li [2003] presented a genetic multiplayer feedforward neural network in 
order to evolve neural network architectures and connection weights 
simultaneously. 
Pujo I [1999] suggested a method based on a two-dimensional representation, 
including operators for simultaneous evolving the network architecture and 
connection weights. This method is a general-purpose procedure able to design 
feed-forward and recurrent architectures, but needs large computational resources. 
One of the first techniques for adjusting the number of hidden neurons was 
skeletonization, developed by Mozer and Smolensky [1989] who showed that 
processing nodes vary in their functional importance for solving the problem. 
Therefore, it was possible to determine the relevance of a node by comparing the 
network performance when the unit was included or removed from the network. 
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A famous way to determine the optimal number of hidden neurons is the 
Cascading or Cascade-correlation algorithm proposed by Fahlman and Lebiere 
[1990] Cascading assumes starting with a small number of hidden neurons and 
adding a new neuron in each additional training and testing iterative phase. 
Cascading can be performed either by keeping the learned weights in the next test, 
or by retraining all hidden neurons. It is necessary to try the same architecture 
with random staring points because the network, which is nonlinear, has a totally 
different approach when a new neuron is added. There is a high risk of local 
minima if the weights are not initialised before each new training and testing 
phase. The cascading procedure usually stops when the maximum number of 
epochs set by the user is reached or when the stability condition is reached. 
Another common characteristic of these techniques is that they make the network 
dynamic during the learning process. The idea of self-pruning lies in simultaneous 
minimisation of the output error and minimisation of the number of hidden 
neurons. It is performed by optimising the composite function of the output error 
with the hidden-neuron economisation criterion. 
The advantage of pruning over cascading is in the large starting number of 
connections that can learn the nonlinear and sometimes latent features of the input 
vector. Since it starts with a small number of hidden neurons, cascading process 
can miss some of those latent features that are "visible" to the network only if the 
number of connections is large enough. The limitation of pruning is in the 
difficulty to determine the maximum number of hidden neurons to start the 
network. A number of hidden nodes that is large enough should be set 
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heuristically on the basis of the number of input units in the input vector and the 
sample size. 
Most of the techniques discussed above are based on two common principles: 
gradually adding new nodes or gradually excluding nodes. The use of these 
techniques assumes the training of the network as a separate process, necessary 
for all variants of the architecture to estimate their perfom1ance. It is 
computationally very expensive. 
Not all optimising techniques are based on gradual adding or removing the units. 
There are statistical methods to detennine the optimal number of hidden units 
such as analysing the output variable using the principal component analysis and 
geometrical methods. 
Some static heuristic rules have showed good application results. The network 
designed with the heuristic rules has a pyramidal shape, with the number of 
neurons decreasing from the input layer toward the output layer. This rule is 
effective for most hetero-associative networks. The pyramidal rule follows the 
formulas described below [Mozer and Smolensky, 1989]. 
For the network with 1 hidden layer (See Figure 2.1): 
Number of hidden units =~rs2 
where r is the number of input neurons, and S2 is the number ofoutput neurons. 
For the network with 2 hidden layers: 
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where NHID I is the number of neurons in hidden layer 1 and NHID2 is the 
number of neurons in hidden layer 2. These formulae are only rough 
approximations of the ideal number of hidden units. When the model consists of a 
very small number of input and output variables, the above formulae may 
underestimate the number required. The limitation of this rule is in its static nature. 
The network structure is determined in advance and is not optimised on-line 
during the learning process. 
2.4.2 Uniform design method 
Taking into account the difficulties of deciding the neural network parameters and 
structure, the uniform design (UD) is introduced to solve optimisation of neural 
networks. UD is an experimental design method proposed by Fang [1980]. It has 
been recognised as an important space-filling design, which plays a key role in 
large systems engineering design. It can solve optimisation problems by finding 
the maximal or minimal value for the fitness or an error function [Xie and Fang, 
1997]. 
UD has several advantages. It can explore relationships between the response and 
the factors with a number of runs and is proven robust to the underlying model 
specifications. Moreover, for practical application, most uniform designs have 
been constructed and tabulated, which is detailed below. 
First, most experimental designs, such as ortho gonal and optimal designs, assume 
that the underlying model is known with some unknown parameters (such as main 
effects, interactions, regression coefficients) and choose a design such that the 
estimation of the parameters has the highest efficiency. However, the designer in 
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many experiments does not know the underlying model, and a space filling design 
becomes the best choice. For computer based experiments, the underlying model 
is known, but too complicated. UD can seek experimental points to be uniformly 
scattered in the extensive domain. 
Second, the stmcture for UD is needed and important. All the designs are based 
on U-type design such as UG-type and UL-type. U-type design gives a good 
structure. Suppose that there are s factors with q levels for each of the factors. 
There are llevel-combinations. 
DEFINITION 1. A U-type design for simplicity denoted by Un (nS ), is a matrix of 
n rows and s columns. A U-type design can be considered as a design with n 
levels and s factors [Fang, 1980]. 
UD is often expressed as a table, called a UD table, and a number of UD tables 
can be found on the UD web. Note that for a given set of (n, s), the corresponding 
UD is not unique. Two U-type designs are called equivalent if one can be 
obtained from another by pennuting the rows and the columns. 
Third, UO can be used to optimise parameters in the following steps: 
Step 1: finding a UD table from the UD web. The actual experimental values for 
the given factors and the responses of the experimental results are filled out 
simultaneously. 
Step 2: designing a regression model between the response and the factors. 
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Step 3: Find best results among all the responses and corresponding level­
combination of the factor values. 
Step 4: further verifying and confirming the 'best' combination by expanding the 
experimental domain properly. 
There have been several methods to construct UD such as the good lattice method 
[Wang and Fang, 1981; Fang et aI., 1994J, Latin square method [Fang et a1., 1999], 
expending orthogonal design [Fang, 1995], and optimisation searching [Winker 
and Fang, 1998]. Xu et al. [2000] and Simpson et a1. [2001] made comparisons 
among D-optimal, orthogonal, and uniform designs and concluded that the 
uniform design is robust. Liang et a1. [2001] and Fang et a1. [2003] provided 
comprehensive reviews on the applications ofUD. 
un has been successfully used in various fields such as chemistry and chemical 
engineering, pharmaceutics, quality engineering, systems engineering, computer 
science and natural sciences [Hickemell, 1999; Fang and Mukerjee, 2000; 
Hickemell and Liu, 2002; Fang and Ge, 2004; Li et aI., 2005]. 
In the field of combination of UD and neural network, Zhang et a1. [1998] studied 
nonlinear systems in chemistry and chemical engineering, and applied un to a 
neural network, and they found that UD provided better estimates than other 
designs. Wang and Lin [2002] used UD to choose training samples for a neural 
network, and established a mathematical model of oil field sewage treated by the 
coagulation process based on a BP neural network. The model then was used to 
predict the experimental data, and the result shows good predicting accuracy. 
Wang et a1. (2002] adopted a neural network to detect pulse compressed signal. 
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Three-layer structure of a network consists of input layer for the 13 digits code 
signal, hidden layer, output layer for pulse compressed signals. The number of 
neurons in hidden layer, the learning epochs (an epoch is one sweep through all 
the records in the training set) and the learning rate are chosen as three factors, 
and learning error as the perfonnance index. 52 hidden neurons, 20 for learning 
rate and 28 epochs had been obtained. Actually the factor, epoch is not necessary 
because there are changeable initial weights for network training every time, so 
the number of the epochs obtained is alterable. Therefore, in this thesis, the 
learning rate and the number of hidden neurons will be considered to be optimised. 
2.5 SUMMARY 
This chapter has presented a state of the art review of the current research on 
visual inspection and methods for feature selection, pattern recognition and neural 
network optimisation, highlighting work closely related to this thesis. The review 
has revealed that 
• 	 There exist problems and limitations in current methods for dealing with large 
amounts of data (e.g. features of wood veneers). Therefore, there is a need for 
a new method to improve the data processing speed and accuracy. 
• 	 The rough set method has been proved very useful for dealing with huge or 
inconsistency data. It can accompany data reduction and rule induction. 
Attribute discretization in rough sets is a crucial problem that needs to be 
solved. 
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• 	 There are potential benefits for using neural networks in pattern recognition. 
However, more effort is required to tackle relative long learning times and the 
local minima problem. 
• 	 Although several optimisation methods of neural networks have been 
proposed, UD method is taken into account because it can use a minimal set of 
parameter level combination, which can reduce the number of the experiments 
greatly. 
• 	 To move forward, a hybrid rough sets based neural network method for defect 
inspection of wood veneers is considered feasible and practical. 
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An improved BP neural network classifier 
3.1 INTRODUCTION I 
Classification is one of the pattern recognition techniques that aim to partition 
feature space by establishing decision boundaries determined from the instances 
of the problem with its solution [Fukunaga, 1990]. Neural networks are renowned 
for their ability to learn and generalise from sample data even when the data is 
noisy and incomplete. Multi-layer perceptron networks (MLP) trained by 
backpropagation algorithm are among the most popular and practical neural 
network classifiers. In order to overcome the main disadvantages of the traditional 
BP algorithm such as long training time and possibility of getting into local 
minima, an improved BP algorithm is proposed. An improved BP neural network 
classifier including the structure and parameters is designed. For comparison, two 
classifiers are trained with the same sample data: the traditional BP neural 
network classifier and the improved BP neural network classifier proposed in this I 
research. ; 
Section 3.2 describes the MLP with a BP algorithm which includes two passes: a 
forward pass and backward pass. Section 3.3 addresses the design of BP neural 
network. Section 3.4 proposes an improved BP algorithm to tackle the main II 
" 
shortcomings of BP algorithms and then decides the structure of the classifier. 
Section 3.5 presents feature extraction from the defect images, and Section 3.6 I 
normaliscs the feature values. Section 3.7 discusses and analyses the encoding of 
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the classifier output. Section 3.8 evaluates the results through a comparison 
between the improved BP neural network and the traditional BP neural network. 
Section 3.9 concludes the work for this chapter. 
3.2 MLP WITH A BP ALGORITHM 
MLP are generally trained in a supervised manner with a very popular algorithm 
known as the error BP algorithm. BP is one of the training algorithms collectively 
termed gradient descent. The idea is to minimise the network total error by 
adjusting the weights. Basically, error BP learning consists of two passes through 
different layers of the network: a forward pass and a backward pass. BP algorithm 
with one hidden layer is shown below (See Figure 2.1): 
3.2.1 Forward pass 
(1) Output of the ith neuron in the hidden layer: 
r 
ali = f1(LWuP/ +bl) i=l, 2, ... , Sj 3.1 
j=! 
where wij is the weight of the connection from node i to node j, bj is a numerical 
value called bias, Pj is the input vector at the jth node and Sj is the number of 
neurons in the hidden layer. 
(2) Output of the kth neuron in the output layer: 
sl 
3.2a 2k = j2(L wkia1i +b2k ) k=1, 2, ... , S2 
i=l 
where S2 is the number of neurons in the output layer,!1 andfl is the activation 
functions. 
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(3) The error function is defined as: 
3.3 

where t is the target vector. 
3.2.2 Backward pass using the gradient descending method 
(1) Weight changes from the ith input to the kth output in the output layer 
3.4 
(2) Weight changes from thejth input to the ith output in the hidden layer 
s2 
where oij = e j • 11', ei = LOkiWki. 
k=! 
Likewise, !::.bJi = 7]0ij 
3.3 DESIGN OF THE MLP CLASSIFIER 
The design of the MLP classifier determines a number of parameters that can 
significantly influence the resu.lts during both the training phase (also referred to 
as the learning phase) and the test phase (also called the operative phase). The 
design of the network topology can be concluded to three problems: the number 
of hidden layers, the optional number of neurons in the hidden layer, and the 
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selection of the initial weights. The principles and methods of topology design are 
illustrated below. 
3.3.1 Determination of the number of hidden layers 
When designing a neural network, a crucial and difficult parameter to determine is 
the number of hidden layers [Bischof et aI., 1992]. The hidden layer is responsible 
for the internal representation of the data and the inforn1ation transformation 
between the input and output layers. The typical BP neural network has an input 
layer, an output layer, and at least one hidden layer. 
This research uses one hidden layer with a number of different neurons to 
determine the suitable network because networks with biases, a hidden layer and a 
output layer is capable of approximating any function with a finite number of 
discontinuities (Rumelhart et aI., 1986]. No more than three layers are required in 
perceptron-like feedforward networks because a three-layer network can generate 
arbitrarily complex decision regions [Lippmann, 1987]. 
3.3.2 Determination of the number of hidden layer neurons 
The number of neurons per layer also influences the form of the decision regions 
in the feature space. Too many neurons in a layer might become over-trained and 
the network risks becoming too specialised on the training samples and 
generalisation of the data will not occur, making the network useless on new data 
sets. In contrast, with too few neurons in the hidden layer, the network cannot 
contain sufficient degrees of freedom to form a representation and reach a 
satisfactory recognition rate even on the training set. A practical method is that a 
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variety of architectures are tried out and the one that appears best suited to the 
given problem is picked. This research uses one hidden layer with a number of 
different neurons to determine the suitable network. 
Clearly, the smaller the error values for training and testing, the better the 
performance of the classifier. According to the error test, 50 neurons in the hidden 
layer are chosen for the MLP classifier. Table 3.1 shows the network training 
error for different numbers of hidden layer neurons. 
Table 3.1 Training errors with different hidden layer neurons 
INumber of hidden layer neurons Error for training 
10 0.0299976 
20 0.0299932 
30 0.0299786 
40 0.0299964 
50 0.0299453 
60 0.0299955 
3.3.3 Selection of the initial weights 
Initial weights can affect the convergence speed and training time greatly. In 
general, the connection weights of each neuron are expected to adjust at the point 
where the largest change of activation function takes place. Too large initial 
weights make the network untrainable. Therefore it is important to make the 
initial weights small. Their values are normally selected from -1 to 1 randomly. 
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3.4 IMPROVED BP NEURAL NETWORK 
Typical problems of the BP algorithm are the slow speed of convergence and the 
possibility of a local minimum of the error function. Thus an improved BP neural 
network (IBPNN) is presented to overcome the weaknesses of traditional BP 
neural networks, which includes three methods, ~.e. additional momentum, self-
adaptive learning rate and dynamic error segmenting. The first two methods were 
used separately or combinatively [Peng and Mo, 1999; Cao et aI., 2004].The third 
method is proposed as a new method to be able to reach the desired error quickly. 
The improved algorithm consists of all three of these methods, making full use of 
their respective advantages. 
3.4.1 Improved BP algorithm 
3.4.1.1 Additional momentum 
This method considers both the effects of the gradient direction and the influences 
of change tendency on the gradient direction. The adjustment formulae are: 
3.7 
SSE (k + 1) > 1.04SSE (k) 
3.8 
me = SSE (k +1) < SSE (k){~.95 
me else 
where k is the training time, me is the momentum factor, SSE(k) is the sum 
squared error for the kth time. This method avoids small local minima because the 
last adjustment of the weight is added to avoid .6.w =0. Moreover it can accelerate 
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the running of BP algorithm to some extent due to the change of momentum 
factor. 
3.4.1.2 Self-adaptive learning rate 
The self-adaptability learning rate is induced to solve issues such as unsteadiness 
caused by a very high learning rate and long training time caused by a very low 
learning rate. The self-adaptability learning rate can reach a reasonably high 
efficiency while stable training is maintained. The following formulae are used: 
1.05 7J (k) SSE (k + 1) < SSE (k) 
7J(k+l)= { O.77J(k) SSE(k +1) > l.04SSE(k) 3.9 
7J(k) else 
From the formulae, when SSE(k+l) is less than SSE(k), the learning rate 
decreases slightly, and when SSE(k+ 1) is larger than 1.04 X SSE(k), the learning 
rate increases slightly, which accelerates the training and avoids vibrations by 
adjusting the learning rate. Note that learning rate is a sensitive parameter, and it 
has to change in a small area in order to avoid the training failure. 
3.4.1.3 Dynamic error segmenting 
The training process is actually looking for the global least value on the error 
surface. Apart from the global minimum, there are some local minima. If the 
initial weights are given with some less value randomly, the error gradient easily 
gets into a local minimum and results in error vibration at the beginning of 
training. Usually after several vibration periods (4-5 periods), the adjustment 
direction may tend to the global minimum. Assuming that the neural network is 
trained according to the error accuracy desired at the beginning, there is such a 
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long time to meet the training needs and accordingly the real time capacity gets 
worse. 
To overcome this shortcoming, a dynamic error segmenting method is presented. 
First, the training process begins with a larger error to accelerate reaching the 
global minimum. Then, the error is lowered gradually till the desired error is 
satisfied. It is better that the error is divided into 3-4 grades. 
For this research, the initial error is set to 004. The training is not adequate with a 
bigger initial error, and it is meaningless with a smaller one. According to 
geometric proportion error training, the error is divided into 4 grades. 
First, an error amplification ratio is set: A=OA/ ERROR, and ERROR=O.03 where 
ERROR is the desired error accuracy. 
Then, geometric proportion: B= (l/A)lI(n-l), where n is known grade number. 
At last, the segmenting errors are determined to 0.4, 0.4 XB, OAXB2, ... , ERROR. 
3.4.2 Structure of the improved BP neural network 
The network has 17 input neurons, each corresponding to an extracted feature, 
while each of 13 output neurons corresponds to one of the defect classes. The 
hidden layer uses the tansig activation function. Initial weights and biases are 
generated randomly. The output layer uses the purelin activation function, and 
output layer determines the class that the features in the input layer belong to. The 
number of neurons in the hidden layer is 50, determined by a series of 
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experiments. The structure and principle of the BP neural network is shown in 
Figure 3.1. 
Input layer hidden layer 	 output layer 
(\( 
l'in 
'\ ( 
~ ~---------------) ~-------------~) 

Figure 3.1 	 Structure of the improved BP neural network classifier with one 
hidden layer 
3.5 FEATURES EXTRACTION FOR IDENTIFYING WOOD DEFECTS 
The acquired image of a veneer sheet consists of 512*512 picture elements 
(Pixels), each with a grey level value between 0 (black) and 255 (white) inclusive. 
It is assumed that the defect area can be identified and separated from clear wood 
using segmentation. Once the defect area is found, a window of size 60 pixels in 
the X-direction and 85 pixels in the Y-direction is placed on the defect. The origin 
of the window is in the window of the defect. The size of this window 
corresponds to 3 square centimeters on the sheet and is large enough to cover any 
of the defects under consideration except certain large bark. 
The grey level frequencies are recorded from the feature extraction window. The 
grey level histograms for sanlples belonging to the same defect have similar 
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shapes. 17 typical features which represent the wood veneer defects are extracted 
from their image of every sample for training and testing the neural network. The 
same set of sample data is used with the work by Packjanather [1997] for 
comparative analysis of several methods proposed by the author and other 
researchers. These features ofwood veneers are shown in Table 3.2. 
Table 3.2 Typical features for wood veneers 
Code Features 
a Number of serials 
b Mean grey level 
c Mode grey level 
d Median grey level 
e Standard deviation 
f Skewness 
g Kurtosis 
h Lower number of pixels 
1 Higher number of pixels 
J Lower grey level 
k Higher grey level 
I Dark grey level 
m Bright grey level 
n Number of pixels (threshold=fl) 
0 Number of pixels (threshold=fl-28) 
p Number of edge pixels for feature 14 
q Number ofpixels (threshold=fl+2o) 
r Number of edge pixels for feature 16 
3.6 NORMALISATION OF FEATURE VALUES 
Because of different scales and ranges of the features for wood veneer defects, 
normalising the data is important to ensure that the distance measure accords 
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equal weight to each variable. Without normalisation, the variable with the largest 
scale will dominate the measure. The features are scaled between -1 and 1 for use 
as the network input. To perform the normalisation, each image feature is 
converted to the standard distribution by the following transformation: 
X-}1z=-­ 3.10 
(J' 
where J.l is the mean and (J the standard deviation of the original distribution, x is 
the original feature value and Z is a new transformed variable with a standard 
normal distribution (mean 0 and standard deviation=l). This ensures that 99.04% 
of the data will lie within the range ±3. The Z values are further divided by 3 to 
limit the input values between -1 and 1. This method of normalisation was used 
by Kjell et al. [1995]. The normalised feature data is eventually fed to the neural 
network for training. 
3.7 ENCODING OF THE CLASSIFIER OUTPUT 
The neural network has 13 output neurons, each of which corresponds to one 
defect type as indicated in Table 3.3. In order to increase the degree of 
discretization, the hyperbolic tangent activation function is adopted. The range of 
output is restricted to between -1 and 1. 
Because the output values of a neural network are usually real numbers, it is 
essential to convert them into a binary form suitable for the classification of 
defects. This can be realised by several methods. The maximum method is 
chosen here, which sets the highest output value to 1 and the others to O. This 
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means that the defect class chosen corresponds to the output neuron with the 
highest value. 
Table 3.3 Defect classes for wood veneers 
Defect class Desired output presentation 
1 Holes 1000000000000 
2 Pin knots 0100000000000 
3 Rotten knots 0010000000000 
4 Roughness 0001000000000 
5 Splits 0000100000000 
6 Streaks 0000010000000 
7 Discoloration 0000001000000 
8 Coloured streaks 0000000100000 
9 Bark 0000000010000 
10 Wormholes 0000000001000 
11 Curly grain 0000000000100 
12 Clear wood 0000000000010 
13 Sound knots 0000000000001 I 
3.8 EXPERIMENTAL RESULTS AND ANALYSES 
In the simulation experiments, 80% of the 232 samples are selected at random to 
form the training set and the remaining 20% for the test set. Experiments are 
carried out in 3 groups. 17 features are considered as input for training the 
improved neural network. The average number of epochs is 10349 (an epoch is 
one sweep through all the records in the training set) and the classification 
accuracy is 90.77% for the test set. With different sample data such as 70% of the 
samples for training and 30% for testing, and 60% for training and 40% for testing 
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as input, the experiments are made and the results show 80% of the samples for 
training produce a better accuracy due to adequate training. 
In comparison with the traditional BP neural network, IBPNN presented is more 
accurate and faster in convergence speed. The comparison of experimental results 
is shown in Table 3.4-3.5 and Figures 3.2 and 3.3 respectively. Form the figures, 
dynamic error segmenting method proposed accelerates the training of network 
and avoids vibrations. All the three improved methods are used to yield shorter 
training time and better classification accuracy making use of their advantages 
compared with the BP neural network. 
Table 3.4 Comparison of experiment results between the traditional BP 
neural network and the improved BP neural network 
Epochs 
1 Testl 
Running Epochs 
Timel 2 Test 2 
Running Epochs 
Time2 3 Test3 
Running 
Time3 
BPneural 
network 53217 93.75% 422.69 34847 85.71% 237.66 44904 78.57% 3l3.74 
Improved 
BPneural 7110 93.75% 85.00 10967 92.87% 128.52 12972 85.71% 64.54 
network 
Table 3.5 Comparison of overall accuracies and running times between 
the two neural networks 
Average Average Average 
accuracy epoches time(s) 
BP neural network 86.01% 44323 324.70 
Improved BP neural network 90.77% 10349 92.69 
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Figure 3.2 Training results of traditional BP neural network in Group 2 
(Learning rate=O.Ol) 
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Figure 3.3 Training results ofimproved BP neural network in Group 2 
In order to test the network's ability to tolerate errors of the input vector, both the 
desired signal and the desired signal with noise are used, Two desired input 
vectors and two noisy input vectors with the standard error from 0.1 to 0.2 are 
used. Therefore, 4 desired output vectors are detem1ined accordingly. In a 
8000 10000 
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network with noise, the desired error is set to 0.6. Error augmentation is 
reasonable in comparison with the desired error 0.03 because there are too many 
input values including the noise vectors. 
From the comparison diagram of recognition between IBPNN and IBPNN with 
noise, the difference of misc1assifications is not very big when the noise level is 
among O~O.06, while the misclassification accuracies enlarge obviously when the 
noise level is more than 0.08. The misclassification accuracies using IBPNN with 
noise are much lower than those using IBPNN. It shows that the IBPNN with 
noise has better anti-disturbance especially when the noise level is very high. To 
increase the accuracy, the desired error should be decreased or the maximum 
training epochs should be increased. 
-.-..IBPNN 
~IBPNN with noise 
0 ..;< co <.0 
0 0 ~ .-< '"'" c::i
c::i c::i c::i c::i 
Noise Level 
Figure 3.4 	 Comparison of accuracy between the IBPNN and the IBPNN 
with noise (desired error is 0.03 using IBPNN and desired error 
is 0.6 using IBPNN with noise) 
The results show the network can be used in the noisy environment and still 
achieve better classification accuracy. 
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Chapter 3 An improved BP neural network classifier 
3.9 CONCLUSIONS 
To solve the shortcomings of the traditional BP neural network, dynamic error 
segmenting method is proposed to accelerate the training of the network and avoid 
vibrations. Furthennore additional momentum, self-adaptive learning rate is added 
to build an improved BP neural network, which improves the classification 
accuracy, further accelerate the training, and reduce the possibility of getting into 
the local minimum. The structure of the network is detennined to be 17-50-13, 
trained by the improved BP algorithm. A comparison of the improved BP neural 
network and traditional BP neural network for feature classification is shown. The 
improved BP neural network has yielded better results and lower computation 
times than the traditional neural network. The overall accuracy of the IBPNN 
method is 90.77% comparing to 86.01 % for the traditional BPNN method. The 
running time of the IBPNN is greatly decreased to 92.69s. 
To test the network performance, the network is trained with different noise 
signals. The results show lower misc1assification accuracy and better anti­
disturbance ability when the noise level is among O.08~0.2 in comparison with the 
improved BP neural network. Therefore the IBPNN is very practical network and 
suitable for a real, noisy environment. 
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Chapter 4 
Rough sets based pattern recognition 
4.1 INTRODUCTION 
The rough set theory is a very promising approach to data analysis. It seems to be 
of a fundamental importance to AI, especially in the areas of pattern recognition 
and data mining [Pawlak, 2000]. It can identify the relationships that would not be 
found using statistical methods, allow both qualitative and quantitative data, and 
offer straightforward interpretation of obtained results. 
This chapter applies rough sets to pattern recognition for defect inspection of 
wood veneers. It is organised as follows: Section 4.2 describes the basic notions 
of the rough set theory. Section 4.3 introduces the hierarchical clustering method 
for attribute discretization of rough sets. The optimal numbers of clusters are 
analysed and decided from the static plots and the dendrogram. Comparative 
research is carried out at the same time using the K-means clustering and fuzzy C­
clustering. Section 4.4 presents attribute reduction for removing unimportant 
attributes. Section 4.5 implements the attribute value reduction. Section 4.6 
illustrates acquisition of the lease decision rules. Section 4.7 draws conclusions. 
4.2 BASIC CONCEPTS 
The following terms or concepts involved in this research are introduced in order 
to facilitate and understand the proposed algorithm. 
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Information System: It is assumed that the gIVen set of training samples 
represents the knowledge about the domain. In the approach described here, the 
training set is described by a classification system. The objects in a universe U are 
described by a set of attribute values. 
Formally, an information system S is a quadruple <0, A, V, f>, where 
U={xJ, X2, .. .XN} is a finite set of objects, which in this case are states of the 
environment; A is a finite set of attributes and the attributes in A are further 
classified into two disjoint subsets, condition attributes C and decision attributes 
D, such that A=CuD and CnD=0; V = Y ad Va is a set of attribute values and Va 
is the domain of attribute a (the set of values of attribute a); andf UxA~Vis an 
information function which assigns particular values from domains of attributes to 
objects such that! (Xi, a)E Va for all XiEU and aEA. 
Decision Table: An information system can be designed as a decision table if the 
attribute set is divided into two disjoint sets - condition attribute set C and 
decision attribute set D, and C, DcA. 
Indiscemibility Relation: For every set of attributes BcA, an indiscernibility 
relation IND(B) is defined in the following way: two objects, Xi and Xj, are 
indiscernible by the set of attributes B in A, if b(xD=b(xj) for every beE. The 
equivalence class of IND(B) is called the elementary set in B because it represents 
the smallest discernible group of objects. For any element X of U, the equivalence 
class of Xi in relation IND(B) is represented as [Xi]IND(B). The equivalent class of 
relation IND( C) and relation IND(D) are called condition class and decision class 
respectively for condition attribute set C and decision attribute set D. 
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Lower and Upper Approximation: Let X denote a subset of elements of the 
universe U (XcV). The lower approximation of X in B (BcA), denoted as BX, is 
defined as the union of all these elementary sets which are contained in X. More 
formally: 
4.1 
The above statement is to be read as: the lower approximation of the set X is a set 
of objects Xi, which belongs to the elementary sets contained in X The upper 
approximation of the set X, denoted as BX, is the union of these elementary sets, 
which have a non-empty intersection with X: 
4.2 
For any object Xi of the lower approximation ofX, it is certain that it belongs to X. 
For any object Xi ofthe upper approximation ofX, it may belong to X 
BNX=BX- BX is called a boundary ofX in U. 
CORE: The set of all attributes indispensable in C is denoted by CORE( C). 
CORE(C)= nRED(C) 4.3 
where RED(C) is the set of all reducts of C. 
Accuracy ofApproximation: An accuracy measure of the set X in BcA is defined 
as 
jiB eX) = card(BX)/ card(BX) 4.4 
The cardinality of a set is the number of objects contained in the lower (upper) 
approximation ofthe set X; 0 ~ IlB (X) ~ 1. 
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Chapter 4 Rough sets based pattern recognition 
4.3 ATTRIBUTE DISCRITIZATION 
As stated in Section 2.2.1.4, it is necessary to process the attribute values with a 
discretization algorithm to express and simplify the decision table. Clustering is a 
useful tool for analysing the structure of attribute spaces, and deducing similarity 
and dissimilarity among the observations. In terms of its high dimensionality, 
discovering clusters of arbitrary shapes, and dealing with different types of 
attributes, some clustering methods are presented and adopted for data 
discretization before attribute reduction. 
4.3.1 K-means clustering method 
K-means [MacQueen, 1967) is a commonly used learning algorithm. The 
procedure follows a simple way to classify a given data set through a certain 
number of clusters (assume k clusters) fixed a priori. The main idea is to define k 
centroids, one for each cluster. These centroids should be placed in a suitable way 
because a different location causes a different result. Thus, a better choice is to 
place them as far away from each other as possible. The next step is to take each 
point belonging to a given data set and associate it with the nearest centroid. 
When no point is pending, an early groupage is done. Then there is a need to re­
calculate k new centroids as new centroids of the clusters result from the previous 
steps. A new binding has to be done between the same data set points and the 
nearest new centroid. The k centroids change their location step by step until no 
more changes are done. On the whole this algorithm aims at minimising an 
objective function, in this case a squared error function. The objective function 
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k II J 
J = C i 11­2:2: Ilx;i) ­
i=! i=! 4.5 
where Ilx;i) - c,11 2 is a chosen distance measure between a data point xii) and the 
cluster centre c j , that is the distance of the n data points from their respective 
cluster centres. 
Although it can be proved that the procedure will always terminate, the K-means 
algorithm does not necessarily find the most optimal configuration, corresponding 
to the global objective function minimum. The algorithm is also significantly 
sensitive to the initial randomly selected cluster centres. The K-means algorithm 
can be run multiple times to reduce this effect. 
4.3.2 Fuzzy C-clustering method 
Fuzzy C-means (FCM) is a method of clustering which allows one piece of data to 
belong to two or more clusters. This method [Dunn, 1973; Bezdek, 1981] is 
frequently used in pattern recognition. It is based on the minimisation of the 
following objective function 
where m is a real number greater than 1; uij is the degree of membership of Xi in 
the cluster j; Xi is the ith item of d-dimensional measured data; Cj is the d-
dimension centre of the cluster; N is the number of the sample data and C is the 
number of clustering; 11*11 is any norm expressing the similarity between any 
measured data and the centre. 
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Fuzzy partitioning is carried out through an iterative optimisation of the objective 
function shown above, with the update of membership uij and the cluster centres Cj 
by 
1 
N 
where _ ~ui7 'X i • This iteration will stop when maJ}lu~k+l) -u~k)I}<e, where eis 
c j - N .llu !I 
Lu;7 
i-I 
a termination criterion between 0 and 1; and k is the iteration steps. This 
procedure converges to a local minimum or a saddle point ofJm. 
FCM induces the concept of uncertainty and assigns the objects to the clusters 
with an attached degree of belief. Thus an object may belong to more than one 
cluster with a different degree ofbelief [Halkidi et aI., 2001]. 
4.3.3 Hierarchical clustering method 
This method has advantages such as embedded flexibility regarding the level of 
granularity and ease of handling any forms of similarity or distances. It can be 
divided into agglomerative and divisive algorithms. The agglomerative algorithm 
usually produces a sequence of clustering schemes of a decreasing number of 
clusters at each step, which results from merging the two closest clusters. The 
main steps for the agglomerative algorithm are: 
• Initialise the cluster set assuming each sample data to be a distinct cluster. 
• Compute the similarity between all pairs of clusters. 
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• 	 Merge the most similar (closest) two clusters. 
• 	 Update the similarity to reflect the pairwise similarity between the new 
cluster and the original clusters. 
• 	 Repeat the last two steps until only a single cluster remains. 
There are three common approaches for measuring the distance between two 
different clusters, i.e. single linkage, complete linkage and centroid linkage. The 
first two approaches are based on statistical tests and the major drawback is their 
high computational cost [Halkidi et al., 200 1]. The third approach measures the 
distance between the centres of the clusters and selects in each step those clusters 
whose centres are closest. 
4.8 
where d(~:q),i is dissimilarity between the new cluster (p+q) and cluster i; d pi is 
dissimilarity between cluster p and cluster i; and np and nq are samples of cluster p 
and cluster q. 
The agglomeration schedule can be visualised by a dendrogram that shows which 
samples are combined. Nevertheless, it is not certain how many clusters are in the 
data for a group can be merged into different clusters. So the number of clusters 
further comes from the idea about statistics. 
The statistic parameters will be considered in some sense to judge how many 
classes should be suitable. Chosen clusters should make the number of clusters as 
small as it could be. These statistics are described as follows: 
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where G is the number of clusters in hierarchical level and less than n, ~ =~I Xi • 
n i~l 
R2 always deceases with the number of clusters. It is more suitable to choose the 
number of the clusters where it descends the sharpest. 
~,,--_'_n_'i II~p -~4r 
SP RSQ =_n-,-r____ 
tlixi _~112 
i=l 4.10 
where nr=np+ nq. SPRSQ denotes the difference between the previous R2 and the 
present R2. A larger value of SPRSQ indicates a better combination effect of 
previous R2. 
n 2
<2:iiXi -~ii -pc)/(G-l)
PSF = ----'-i=~l________ 

pc/(n-G) 
 4.11 
where Po is the sum squared in the inner-class. PSF describes the effect of the 
cluster when divided into G clusters. The bigger PSF is, the more distinctly it can 
be divided. 
where Sp= Illxi -~ P 112 , Wpq= n p . nq II~ p - ~q 112 . If the present PST2 is very large 
IEGp nr 
comparing with the nearby PST2, the two clusters Gp and Gq are very dividable. 
The previous cluster level is chosen as the best level for classification. 
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4.3.4 Implementation of discretization using hierarchical clustering method 
The framework of hierarchical clustering for discretization is shown in Figure 4.1. 
Based on the statistical theory of hierarchical clustering, the whole hierarchical 
clustering procedures are indicated with a representative example, i.e. attribute f, 
skewness. Table 4.1 lists statistical values from the last cluster level 15 to cluster 
level 1. The first column, NCL, represents the cluster level, namely the number of 
clusters for all the observations chosen. The two clusters combined are described 
in the column of Clusters Joined. CCC is cubic clustering criterion. FREQ shows 
the number of observations involved in the combined clusters. SPRSQ is the 
degree of loss of information through every combination. When NCL=4, SPRSQ 
is at the maximum of 0.1241, and the peak value -5.7 is reached. PSF, pseudo-f­
statistic, reaches peak values three times when NCL=14, NCL=11 and NCL=4. 
PST2 is pseudo- t2-statistic that reaches its peak value of 452 when NCL=3. In 
terms of above primary judgement, attribute skewness should be divided into 4 
clusters. 
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Input data 

Choose variables for cluster 

Choose distance function 

Initialisation 

Form scatter diagram of CCC, PSF, PST2 
Determine the best dusters 
Analyse results 
Build dendrogram plots 
Output the cluster results 
Figure 4.1 Framework of hierarchical clustering for discretization 
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Table 4.1 Hierarchical clustering record from the last 15 NCL 
ClustersNCL joined FREQ SPRSQ RSQ ERSQ CCC PSF PST2 
15 CL30 CL24 31 0.0007 .993 .996 -6.5 2427 38.9 
14 CL29 CL46 8 0.0002 .993 .996 -5.3 2532 20.7 
13 CL26 CL32 24 0.0011 .992 .995 -5.0 2392 72.6 
12 CLl8 CL28 36 0.0020 .990 .994 -5.6 2091 84.6 
11 CL25 CLl9 6 0.0002 .990 .993 -3.8 2253 7.1 
10 CL20 CLl4 19 0.0018 .988 .991 -3.3 2144 53.1 
9 CL21 CLl3 42 0.0038 .984 .989 -3.9 1840 81.9 
8 CLl5 CL23 57 0.0060 .978 .986 -4.7 1524 171 
7 CL17 CL22 51 0.0047 .974 .981 -3.7 1465 152 
6 CL12 CLl6 71 0.0141 .959 .974 -5.0 1135 236 
5 CL7 CLIO 70 0.0181 .941 .962 -5.0 967 145 
4 CL9 CLll 48 0.1241 .929 .940 -5.7. 1061 92.5 
3 CL8 CL6 128 0.0937 .836 .891 -5.2 618 452 
2 CL3 CL4 176 0.l216 .614 .752 -4.9 .388 280 
1 CL5 CL2 232 0.1141 .000 .000 -0.00 .000 388 
From the scatter diagrams of Figures 4.2, 4.3 and 4.4 for the 15 clusters, further 
tests are carried out. The best number of clusters appears at the peak value in the 
CCC plot. The peak value of -5.7 appears when NCL=4 from Figure 4.2, so 4 
classes are recommended. In Figure 4.3, local maximums are achieved three times 
when NCL=14, NCL=l1 and NCL=4, but the gradient degree is much larger at 
NCL=4. Because the proper numbers of the clusters in the PST2 plot is the 
previous level that the peak value corresponds to, 4 classes are proper for the 
maximum emerging at NCL=3. At last a dendrogram is plotted in Figure 4.5 and 
apparently 4 classes are determined. A small part of denderogram is amplified and 
also shown in Figure 4.5, which means the samples 221 and 225, and the samples 
230 and 232 are clustered at the beginning. 
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In the scatter diagrams, the vertical coordinate represents the value of every 
statistic parameter while the horizontal coordinate represents the number of 
clusters. In the dendrogram, the horizontal coordinate is the cluster level. 
cubic clustering 
. . -1 
cntenon 
-r 
- T 
-3 
.. 
number of clusters 
Figure 4.2 CCC scatter diagram 
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R-SquaredZoom in 
Samples 
CL221 
CL225 
CL230 
CL232 
R-Squared 
Figure 4.5 Dendrogram 
Likewise, discretization of other attributes are carried out, resulting in the number 
of clusters in Table 4.2 according to the scatter plots and the ranges for attribute 
discretization are obtained in Table 4.3. Note that the principle of class selection 
is to choose the smallest data set among the data decided by the CCC, PSF, PST2 
scatter plots except one class which is meaningless. Taking attribute e as an 
example, 3 classes are chosen eventually because there are 4 classes, 4 classes, 
and 3 classes respectively in the CCC, PSF and PST2 plots according to the 
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principle. The representation of discretized knowledge is thus achieved in Table 
4.4. 

Table 4.2 The results of chosen classes with hierarchical clustering method 

Attributes b c d e f g h g k m n 0 p q r 
Class from CCC 4 1 3 4 1 2 3 2 5 3 3 3 3 1 2 4 5 
Class from PSF 4 3 3 4 4 3 3 2 5 4 3 3 3 4 2 4 5 
Class from PST2 4 1 3 3 4 2 3 2 4 5 3 - 3 4 2 3 2 
Class from 4 3 3 3 4 2 3 2 4 3 3 3 3 4 2 3 2 
dendrogram 
Chosen class 4 3 3 3 4 2 3 2 4 3 3 3 3 4 2 3 2 
Table 4.3 The definition of ranges for attribute discretization 
CodesAttributes 
1 2 3 4 
(-116.07, ­b (-43.27, 1.79] (1.79,52.05] > 52.05 43.27] 
c (-1.08, 143.14] [-134.49, -1.08] > 143.14 
d (-29.03,58.17] [-97.55,-29.03] >58.17 
e [-51.99,3.74] (3.74, 118.27] >118.27 
[ -102.07,­
f (-62.20, 2.49] (2.49,70.61J >70.61 62.20] 
g [-35.95,28.39] >28.39 
h [ -44.02,61.95] (61.95,301.36] >301.36 
[ -66.19, 
>309.65309.65] 
[-70.47,­
>27.00 (-6.85,27.00] (-45.85, -6.85] J 45.85] 
[-234.51, ­
k >30.13 (-60.23,30.13] 60.23] 
1 [-98.73,4.13] (4.13,24.12] >24.12 
m [-33.48,12.10] (12.10,96.00] >96.00 
n (-10.81, 52.90J [-66.60, -10.81] >52.90 
0 [-43.64, -5.18] (-5.18,66.10] (66.10, 135.05] >135.05 
[-64.86, 52.52] >52.52P 
q [-69.55,9.94] (9.94, 95.45] >95.45 
r [-67.81, 0.32] >0.32 
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Table 4.4 The representation of discretized knowledge 
U b c d e f g h r Y 

1 2 1 2 1 1 1 3 1 1 

2 1 1 2 1 2 2 1 1 1 

3 2 1 1 1 2 2 2 1 1 

4 1 1 2 1 1 1 1 1 1 

5 2 1 2 1 2 2 3 2 1 

6 1 1 2 1 2 2 1 1 1 

7 1 1 1 1 1 2 1 2 1 

8 1 1 1 1 2 2 1 2 1 

9 1 1 1 1 3 1 1 1 1 

10 1 2 1 1 1 2 1 1 1 

232 2 2 1 1 1 1 2 1 13 

4.3.5 Comparison of the three clustering methods 
Hierarchical clustering is based on the characteristics of the data itself and 
achieves optimal class numbers automatically. All the optimal values constitute 
the information system. The 17 defect features of wood veneers, used as condition 
attributes C= {b, c... r}, are discretized with hierarchical clustering and the values 
ofthe decision attributes are expressed in the range of 1-13. 
Several cluster methods are adopted for further analysis in the defect recognition 
of wood veneers with the same examples such as K-mean clustering and fuzzy 
c- clustering method. Table 4.5 shows comparative results of the three clustering 
methods. 
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Table 4.5 Comparative results of the three clustering methods 
Clustering methods Least decision 
rule 
Classification 
accuracy 
Running 
time (s) 
Hierarchical 
clustering method 56 88.00% 3.29 
Fuzzy C-c1ustering 
method 66 86.80% 141.85 
K-mean clustering 
method 61 85.70% 38.60 
In contrast with hierarchical clustering, other cluster analysis methods demand 
that class numbers clustered be defined manually. The process may influence the 
structural characteristics of data itself, resulting in low classification accuracy. If 
attribute reduction is further carried out after discretization with K-mean 
clustering and fuzzy C-clustering, important attributes may be removed and 
consequently false decisions may be made. 
Based on the scatter plots and the dendrograms, this research uses the hierarchical 
clustering method to automatically detennine the number of the clusters. 
Experiments show that hierarchical clustering produces the best classification 
accuracy with the shortest running time among the three methods [Li et aI., 2004]. 
4.4 REDUCTION OF ATTRIBUTES 
The aim of attribute reduction is to find a minimal subset of related attributes that 
preserves the classification accuracy of the original attributes ofthe decision table. 
It is therefore necessary to identify important attributes. There are many reducts, 
but in most cases it is not necessary to find all the reducts. The reduct with the 
least number of combinations of its attributes is selected [Hu and Cercone, 1995]. 
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In this research, 17 condition attributes are reduced according to the consistency 
principle in the following steps. 
Step 1: The repetitive samples in the decision table are merged. 

Step 2: The data in the decision table is further processed through attribute 

reduction based on the consistency principle. Important attribute sets for the 

classification thus remain. 

The principle of rough sets for reducing redundant attributes can be expressed as 
the following: 
Supposing C={X" X2, ... , Xn} is an attribute set, if POSc(D) =POScc-{xi}lD), then 
Xi in C is omissible or superfluous; otherwise attribute X in C is indispensable. 
This has been implemented, as shown in Figure 4.6. The reduct of condition 
attributes determines whether there are different decision values when the 
attribute values are the same in the decision table. Based on consistency principle, 
if an attribute set is removed and ham10ny still remains unchanged, the attribute 
set is removable. Among the 17 attributes of wood veneers, {c}, {g}, {i}, {I}, 
{m}, {q} are omissible after the attribute reduction, and the remaining attributes 
are sufficient. Mode grey level {c} and Kutosis {g} are insensitive to defining the 
changes of pixels. Because only splits and holes belong to white defects among 
the 13 defects, {i}, {m} and {q} are considered omissible. Dark grey level {I} 
contributes little to classification decision. After the attribute reduction, the 
optimum attributes are combined to obtain the decision rules for classification. 
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Chapter 4 Rough sets based pattern recognition 
In Figure 4.6, the process of description of rough sets classification is shown on 
the left, the explanation of the results appear on the bottom right, and the running 
results are shown on the top right which includes 11 attributes in the vertical and 
232 samples in the horizontality after attribute reduction. 
4.5 REDUCTION OF ATTRIBUTE VALUES 
Simplification of the information system can be achieved by dropping certain 
values of attributes which are unnecessary for the system, i.e. by eliminating some 
of these values in such a way to discern all elementary sets. The procedure of 
finding reducts of the attribute values is similar to that of finding reducts of the 
attributes. If the combination of the others can determine the only class after 
certain value is removed, this value is considered as core, and otherwise it can be 
removable. All the remainder forms the core table as shown in Figure 4.7. 
The attribute value reductions can be further obtained from the core table. If an 
attribute value in the core table is removed and the rules are true, this attribute 
value remains, otherwise it is omissible. The least reduction value table is formed 
by reducing the redundancies and combining the remaining attribute values within 
certain decision class. The results are shown in Figure 4.8. 
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4.6 ACQUISITION OF DECISION RULES 
The above described decision table can also be regarded as a set of decision rules. 
These are logical statements of the fonnat "if ... , then ... ", where the condition 
part specifies values assumed by one or more condition attributes and decision 
part specifies an assignment to one or more decision classes. 
Logical rules derived from experimental data may be used to support new 
decisions. Matching decisional description to a logical rule can decide the 
classification of new objects. 
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Figure 4.10 Explanation of decision rules 
Summing up, when applying the rough set approach to classification problem for 
wood veneers, the final results can be presented as 56 rules. Figure 4.9 and Figure 
4.10 give the least decision rules and their explanations using if-then rules. For 
example, if B, the mean grey level, is between -116.07 and -43.27 inclusive, and 
D, the mode grey level, is more than 58.17, then the defect of wood veneers is 
considered as defect S1, a hole. The classification accuracy is 88% according to 
the test data from 20% of the samples. 
4.7 CONCLUSIONS 
The rough set theory shows its power in data processing, especially in dealing 
with a large amount of uncertain or incomplete data. This research applies rough 
sets to removing ambiguous and redundant attributes effectively. Based on the 
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consistency principle, among the 17 attributes of wood veneers, {c}, {g}, {i}, {l}, 
{m}, {q} are considered omissible by a series of experiments, and the remaining 
attributes are sufficient. 
With the reduced attributes, attribute value reduction and the least decision rules 
are further achieved. The experiments have obtained 56 rules and the overall 
classification accuracy is 88% with the test data from 20% of the samples. 
An effective hierarchical clustering method is presented to select the number of 
clusters automatically from discretization in rough sets. Based on the statistic 
plots and dendrograms, the variable divisions are analysed and achieved. With the 
defect inspection of wood veneers, this method is more effective than K-mean 
clustering and fuzzy C-clustering methods. 
Although the classification accuracy of 88% achieved by applying rough sets 
alone is not satisfactory, the power of rough sets in data reduction has been seen 
in the experiments. On the other hand, the improved BP neural network has 
shown its potential in the defect classification. The research therefore proposes to 
incorporate the two techniques in order to achieve further improvements. 
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Chapter 5 
Rough sets based neural network pattern 
recognition 
5.1 INTRODUCTION 
The rough set theory is very effective for extracting knowledge from data, without 
a statistical background. The variable precision rough sets (VPRS), an extension 
model proposed by Ziarko [1993], can generate explicit probabilistic rules from a 
given information system by an admissible error {J. It results in producing rules 
more powerful for classification with a smaller number of generated rules. This 
chapter further improves performance by taking advantage of the improved BP 
neural network and VPRS. 
Section 5.2 introduces basic concepts of VPRS and compares RS and VPRS. 
Section 5.3 describes the principle of attribute reduction using VPRS. Section 5.4 
prcsents the deduced rules. Section 5.5 describes experiments on VPRS with a 
comparison betwecn RS and VPRS. Section 5.6 constructs a rough sets based 
neural network classifier and discusses its structure and advantages. Section 5.7 
shows experimental results applying the rough sets based neural network. Section 
5.8 provides a discussion of the method and conclusions. 
5.2 VARIABLE PRECISION ROUGH SETS 
VPRS model is a generalisation ofRS to allow probabilistic (partial) classification. 
In contrast to RS, when an object is classified with VPRS there is a level of 
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confidence in its correct classification. This is an important generalisation, since 
as noted by Kattan and Cooper [1998] and Hu et al. [2003] when discussing 
computer-based decision techniques. In decision making, the feature values of 
different defect classes often overlap, and the information may be incomplete. In 
order to enlarge possible useful information, VPRS model is applied to 
incorporating asymmetric bounds on certain classification probabilities [Katzberg 
and Ziarko, 1996]. This research concentrates on two particular aspects, namely 
finding admissible reducts and subsequently acquiring decision rules. 
The basic concept introduced in VPRS is the rough inclusion. Its definition lies on 
a criterion c(X, y), called the relative classification error, defined as follows: 
c(X,y) =1- card(X nY) 

card (X) 

where X and Yare two subsets of the universe U. 
According to this, the traditional inclusion relation between X and Y is defined in 
the following way: 
XC Y if and only if c(X; Y) = 0 
The rough inclusion arises from the relaxation of the traditional inclusion when an 
admissible error level is permitted in the classification. This error is explicitly 
expressed as /J. Then, the rough inclusion relationship between X and Y is defined 
as: 
XC,e Y if and only if c(X, Y) 5/J 
Ziarko established as a requisite that at least the 50% of the elements have to be 
common elements, then being O::s /J <0.5. 
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Assuming a knowledge base K= (U, B) and a subset X s;; U, the plower 
approximation ofX (denoted by 1113 X) and the p upper approximation (denoted by 
BpX) are defined as follows: 
I1/1 X={YE IND(B): YS;;pX} 5.2 
BpX={YE IND(B): c(Y, X)<l-P} 5.3 
Once these approximations of X are defined, the reference universe U could be 
divided in three different regions: the positive region, the negative region and the 
boundary region, defined as follows: 
POSB, p(X)= llfJ X 5.4 
NEGB,p(X)=U- BpX 5.5 
BNDB,p(X)=Bp X- 1113 X 5.6 
Let Xi E U be an object. Object Xi is classified belonging to class Y if and only if 
Xi E POSs,pCX), or classified belonging to complement Y if and only if 
Xi E NEGB,p(X). If Xi is in POSs,p(X), it can be classified into class Y with 
conditional probability P(Y IX;) greater than or equal to [3. If Xi is in NEGB,,s(X), 
then it can be classified into complement Y with conditional probability P( Y !Xi) 
greater than or equal to p. If the object is in the boundary region, then the 
classification can be made into either Y or Y with the probability less than p. 
These new definitions yield a reduction of the boundary region allowing more 
objects to be classified as X. Figures 5.1 illustrates the region distribution 
respectively, where each rectangle represents one elementary category. VPRS 
rectifies the limitation of RS, namely the statistical information in the boundary 
region cannot be made full use of, as shown in Figure 5.1. 
88 

&2 
Chapter 5 Rough sets based neural network pattern recognition 
x x 
.. D • .. D 
Figure 5.1 Comparison of region distribution in RS and VPRS 
The relationship between VPRS model and the basic RS model is established 
considering that RS model is a particular case of VPRS model when [3=0. 
Having defined and computed measures relating to the ambiguity of classification, 
the measure of quality of classification is defined as an approximate dependence 
degree: 
r(C,D, fJ) = iPOS(C,D,/J)i/iUI 5.7 
where C and D are condition attribute sets and decision attribute sets, and 
POS(C, D, fJ) = YYEUID1ND(C),qY 5.8 
where IND( C) is the sets of equivalence condition classes. 
The value y(C,D,/3) measures the proportion of objects in the universe for which 
classification is possible at the specified value of [3. In other words, it involves 
combining all fJ positive regions, and working with the nun1ber of objects 
89 

is 
Chapter 5 Rough sets based neural nenvork pattern recognition 
involved in the universe. The measure is used operationally to define and extract 
reducts. 
5.3 REDUCTION OF CONDITION ATTRIBUTES WITH VPRS 
For a given information system in VPRS, the consistency principle is usually used 
for attribute reduction. That is, an attribute, a, is considered to be dispensable in 
condition attributes C with respect to decision attributes D if 
posL1a} (D) = POS% (D); otherwise, a is an indispensable attribute in C with 
respect to D. 
The procedure for finding a single reduct is described below. Consider a condition 
attribute, aEC. If the fJ positive region posL:a} (D) of set D is the same 
as POS%(D) , then attribute a is marked as redundant and is removed from the set 
of condition attributes C. Other superfluous condition attributes can be removed in 
the same manner. The remaining set of condition attributes is a reduct. More than 
one reduct may exist in a given system. The selection of the 'best' reduct depends 
on the optimality criterion associated with the attributes. 
Furthermore, VPRS applies the measure of approximate dependence degree by 
seeking subsets ofthe attributes, which are capable of explaining allocations given 
by the whole set of condition attributes. These subsets of attributes are tenned fJ­
reducts or approximate reducts. A ,B-reducts, a subset P of the set of conditional 
attributes C with respect to the set of decision attributes D, must satisfy the 
following conditions: 
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• 	 subset P offers the same quality of classification (subject to the same j3) as the 
whole set of condition attributes C. 
• 	 no attribute can be eliminated from subset P without affecting the quality of 
classification. 
5.4 GENERATION OF PROBAALILISTIC DECISION RULES 
Let R*(RED)={XJ, X2, •.• , Xn} be the collection of equivalence classes of relation 
R(RED) where RED is a reduct which is a reduced set of condition attributes C, 
and let R*(D)={ Y, Y } be the partition induced by decision attributes. Each 
equivalence class Xi of the equivalence relation R(RED) is associated with a 
unique combination of values of attributes belonging to RED. The combination of 
values is referred to as the description of the equivalence class, XjE R*(RED). The 
description ofXi can be expressed as: 
Des(X;) = /\ (a = f(xi,a)) 	 5.9 
aeRED 
where!\ denotes the conjunction operator. Similarly, the descriptions of Yand Y 
are 
Des(Y) = (d = f(x;,d») 5.10 
Des(Y) =(d * f(x;,d») 5.11 
where d is the decision attribute in D and Xi E 1. Without loss of generality, D is 
considered as a singleton set. 
The relationship between partition R*(RED) and partition R*(D) can be described 
by the following decision rules: 
91 

••a 
Chapter 5 	 Rough sets based neural network pattern recognition 
Des(X[) ~C; Des(Y), if p(yIXj ) > f3 	 5.12 
Des(XJ ~c; Des(i\ if p(ylXJ ~ f3 
5.13 
where Ci is a certainty factor, which is equal to p(yl.xt) in the first case and 1­
p(ylX;) in the second case. This means that if object Xi satisfies the description, 
Des(XD and if P(Y I)(»fJ, then obj ect Xi belongs to Ywith certainty Cj. Similarly, if 
P(yl)()Sl-fJ, then object Xi belongs to the complementary, YWith certainty Ci. 
5.5 	 VPRS FOR FEATRUE CLASSIFICATION OF WOOD VENEER 
DEFECTS 
There are 17 condition attributes and 1 decision attribute in the information 
system for wood veneer classification. The task is to find out the optimal 
attributes and acquire decision rules. The quality of classification with three 
different values of fJ when removing each attribute and overall quality of 
classification are shown in Table 5.1. It can be implemented with different fJ in 
Figure 5.2. 
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Table 5.1 The results of quality of classification when p=O.1,O.3~O.48 
Removed yep, Q, /3) =Ipas (P, Q, ,8)I/IU 1= Ipas (P, Q, /3)1/196 
attributes {3=0.1 
b 1311196 
c 1371196 
d 1311196 
e 129/196 
f 1371196 
g 139/196 
h 1341196 
1391196 
1351196J 
k 135/196 
138/196 
m 1391196 
n 1291196 
0 1221196 
p 1301196 
q 138/196 
r 1391196 
Overall quality of 157/196
classification 
{3=0.2 {3 =0.48 
138/196 142/196 
147/196 1621196 
1411196 157/196 
1361196 1521196 
147/196 1601196 
149/196 163/196 
141/196 160/196 
149/196 1631196 
1411196 1611196 
142/196 1511196 
148/196 163/196 
149/196 163/196 
132/196 136/196 
132/196 136/196 
1401196 1601196 
1481196 162/196 
149/196 1631196 
1611196 163/196 
show results rou~ set model 
1»~=O.2 , removing j dependence degree is 1411196 
'·""~=O.2, removing k dependence degree is 14211961: »~=O.2, removing I dependence degree is 1481196 
, ""~=02, removing m dependence degree is 1491196 
, »~=O.2, removing n dependence degree is 1321196 
, ""~=O.2, removing 0 dependence degree is 1321196 
! »~=O.2 , removing p dependence degree is 1401196 
, »~=0.2, removing q dependence degree is 14811 96 
""~=O.2, removing r dependence degree is 149/196 
, ""~=O.2, dependence degree of all attributes is 161i1 96 
, ."."'~-,,- •.-••• ~.'.,- -<' 
variant precision rou;h set model 
~= 10. 2 
dependence degree of every attribute when ~ chmges 
:d'.:.'. :, 
~~ 
dependmce 
degree of all 
attributes 
dep en.d.nee .j... 
aegree of 
e~err .Urib~tl 
exi t I 
Figure 5.2 Implementation of VPRS with different p 
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Based on the consistency principle, the least reduct reduced the number of 
condition attributes to 10, i.e. {c}, {g}, {i}, {l}, {m}, {q}, {r} are removed after 
the attribute reduction among the 17 attributes of wood veneers, which shows 
consistent result with that in Table 5.1. Compared with the results ofRS reduction 
(see Chapter 4), {r}, the edge pixel (threshold=/l+28) is added to the removal list 
due to its little contribution to the classification decision. 
The set of rules may then be reduced by induction, obtaining a more concise 
representation of decision table. Table 5.2 provides the least rules associated with 
p-reducts. There are 53 rules. Since decision sets from VPRS have less 
overlapping than those of RS, the rules are both minimal rules and minimal 
covering rules. It is impossible to eliminate overlapping in the decision sets 
because of so many features. But this method reduces greatly overlapping 
information and overlap rules. Again 80% of the data is used for training and the 
remaining 20% of the data for testing. A classification accuracy of 87.32% has 
been achieved. 
Compared with Pawlak RS, although the classification accuracy is a little lower, 
fewer decision rules and a shorter running time have been achieved with VPRS, 
which is more important for a large data set. In particular, different principles are 
adopted for these two rough set methods. The Consistency principle for Pawlak 
RS is adopted, while ,B-reduct approximate dependency degree and consistency 
principle are used for VPRS that produce the same results, which can be seen in 
Table 5.3. 
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Table 5.2 Decision rules for the p-reduct {c,e,i,m,q,r} 
Class The least decision rules 
FIH3Pl; DIFl; D2F2G2P2; FIJlKlLIP2; F2L2; DlF2H2; D2KIL3; Sl DIF2H3; DlF3G2P2 
S2 BIK3P2; J2K2Ll; KIN2Pl; B2HILINIOIPl 
BIJlK301Pl; K2L2; K3L201; J2L2; 
S3 
BIK3N201; B2L2 
S4 B2GIHlP2; D2F2GlJ1; D2L2P2; J1K2LlPl; K2L3 
S5 GIH3P2;B2N2;FlH4P2 
S6 DlL3;G3H2;B2F3Pl;B2DlHl 
S7 J2K3Pl 
FIH4Pl; K3Nl03; D2H2Kl; H4KlP2; F2G2Ll; 
S8 
B2D2F2;G2H4;F3H3;B203 
S9 JIK2R2; KIN2P2; FIJ2KlP2 
S10 D2P3 
S11 BID2F3; BlP3; DIF2P1; HIF2LIP1 
S12 BIDIG3; N203; D2FIJ2KINIPI 
S13 GIKI03 
Table 5.3 Comparison between the two rough set methods 
Rough set Removed Decision Classification Running 
method features rules accuracy time 
PawlakRS c, g, i, 1, m, q 61 88.00% 3.29s 
VPRS c, g, i, 1, m, q, r 53 87.32% 1.70s 
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proposed employing the improved BP neural network and the rough set theory. 
VPRS is used to remove redundant information almost without affecting the 
performance of induction. The reduced data is input to the neural network for 
classification. The framework of the rough sets based neural network classifier is 
illustrated in Figure 5.3 . 
. -._._._._._.-._.-._._._._._._.-._._._._._._._._._.-.- .-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.~ 
ITraining process 
I 
Training data Image Data Attribute Network 

input preprocessing discretization reduction 

Image Data FeatureTest data input preprocessing discretization selection 
Testing process 
Figure 5.3 Rough sets based neural network classifier 
The advantages and characteristics of this classifier are listed below: 
• 	 The improved BP neural network is more effective than the traditional BP 
algorithm as seen in the experimental results. It has a good nonlinear ability 
and anti-disturbance ability while VPRS as an extension of RS, generates 
explicit probabilistic rules from a given information system. 
• 	 The improved BP neural network and VPRS can complement each other to 
produce a more powerful system. The BP algorithm requires a long training 
time with a slow convergence speed when processing a large amount of data. 
Taking into account these shortcomings, the rough set theory can deal with 
large, redundant or worse attributes in the feature vector effectively, and 
therefore optimise the feature extraction. 
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• 	 The system can be implemented without requiring a mathematical assumption 
of the dependency between inputs and outputs. The neural network requires 
the specification of a non-linear dynamical system, the acquisition of training 
examples, and the encoding of those training examples in the dynamic system 
by repeated learning cycles. The rough sets method only requires an attribute-
value table to be filled. 
• 	 VPRS model eliminates redundancies before the network training, leading to a 
reduced input size of the neural network. Consequently, the number of input 
nodes and weight decreases, and a smaller network usually means a shorter 
running time. 
5.7 EXPERIMENTS 
In the simulation experiments, 80% of the 232 samples are selected at random to 
form the training set and the remaining 20% for testing after feature selection with 
VPRS method. Experiments are carried out in 3 groups. The 10 features after 
reduction are considered as input for training the improved BP neural network. 
The results of classification after feature reduction with a considerable number of 
experiments are encouraging. The average training time is 8767 epochs and 
classification accuracy of 95.24% is yielded for the test set. Obviously, the 
classification accuracy of wood veneers has been improved through the attribute 
reduction. It is also significant that the training epochs have been reduced by 1582 
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classification accuracy of wood veneers has been improved through the attribute 
reduction. It is also significant that the training epochs have been reduced by 1582 
epochs in comparison to the epochs with 17 features. Likewise, the running time 
is also shorter. 
Table 5.4 Comparison for performance through attribute reduction 
Epochs 1 Test 1 Epochs 2 Test 2 Epochs 3 Test3 
17 features 7110 93.75% 10967 92.87% 12972 85.71% 
11 features (RS) 5483 92.87% 11974 93.75% 11089 92.86% 
10 features (VPRS) 3525 92.86% 11635 100% 11140 92.86% 
Table 5.5 Comparison of average accuracy and running time 
Average epochs Average time (s) Accuracy 
17 features 10349 92.686 90.77% 
11 features (RS) 9515 89.177 93.16% 
10 features (VPRS) 8767 87.002 95.24% 
Figure 5.4 Training results with RS reduction in Group 1 
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Figure 5.5 Training results with VPRS in Group 1 
Figures 5A and 5.5 show that the training epochs decrease from 5483 to 3525 
after the attribute reduction taking Group 1 as an example. It can be noted that not 
every feature reduction will result in fewer epochs and a shorter time, for example 
Group 2 has a slightly longer running time, due to the difficulty in recognising 
features from a data set of similar items. 
5.8 CONCLUSIONS 
VPRS method extended from standard rough sets has been introduced for attribute 
reduction, making use of the statistical information inherent in the information 
system. It can select a reduced feature set quickly and effectively from a large 
amount of sample data, without affecting the performance of induction. A total of 
53 rules and a classification accuracy of 87.32% have been achieved, where the 
data infonnation is adequately utilised and overlapping of decision sets is further 
limited comparing to the traditional rough set method. 
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The adoption of the improved BP neural network with the reduced features by 
VPRS as its input has provided a hybrid rough neural classifier. The rough sets 
based neural network classifier has a much shorter running time and a 
classification accuracy of95.24%, an increase of4.47% from 90.77. 
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Chapter 6 
A classifier using rough sets based neural 
network with fuzzy input (RNNFI) 
6.1 INTRODUCTION 
Each image pattern corresponds to only one class with the BP neural network. 
However in real applications, misc1assification may happen because of unclear 
boundaries of defects which may lead to imprecise sample data. Therefore, the 
idea of fuzzification is introduced to the improved BP neural network. Fuzzy set 
theory introduced by Zadeh [1965] is a useful tool for approximate representation 
of imprecise data. 
This chapter is organised as follows. Section 6.2 describes the reasons for using 
fuzzy data processing, and presents a general fuzzy data system involving data 
fuzzification, rule base, fuzzy inference engine and defuzzification. Section 6.3 
compares fuzzy sets with rough sets. Section 6.4 introduces a neural network 
classifier with fuzzy input. Section 6.S presents a classifier using rough sets based 
neural network with fuzzy input (RNNFI) detailing its structure and 
characteristics. Section 6.6 shows the experimental results, and analyses and 
compares the results of the neural network classifier with fuzzy input and the 
RNNFI classifier. Section 6.7 concludes the chapter. 
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6.2 WHY FUZZY DATA PROCESSING 
There are many reasons to use fuzzy techniques in data processing, the most 
important ones being: 
• 	 Fuzzy techniques are powerful tools for knowledge representation and 
processing in the form of fuzzy if-then rules. A fuzzy approach can be 
employed to tackle difficulties in data processing that arise because of 
uncertainties. 
• 	 Fuzzy techniques can manage vague and imprecise information efficiently. 
• 	 With fuzzy logic, given features may satisfy partially the objects by a 
membership function instead of a complete satisfaction or unsatisfaction. 
Fuzzy data processing can be shown in Figure 6.1 [Hamid, 1997], which maps 
crisp inputs into crisp outputs. 
,'-'-'-'-'-'-'-'-'---'---'---'-'-'-------'---'-'-'----_._-_._._--._.---.-._., 
. . 
; I Rule base J ; 
Inpu~ :Output 
--t"'-+t~Data fuzzificationl I Defuzzification rf-'-;, ­.. 
x 
Fuzzy Fuzzy 
, 
, 
, 
y 
input sets output sets , ,
'--___-a.\.IInference engine1f--___--.J ,
r] I , 
'-'-'-'---'-'-'-'-'-'-'-'-'-'-'-'-'-'-'-'-'-'-'-'-'-'-._._._._.-._._._.-._._.
, 
Figure 6.1 General structure of fuzzy data processing 
6.2.1 	 Fuzzifier 
A fuzzy set can be represented as membership function fJA that associates with 
each element x of the universe of disclosure X, a number fJAx), i.e. membership 
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grade, in the interval [0, 1]. In particular, J-lA: A--+ [0, 1], where set A can also be 
treated as a subset of X. The main function of the fuzzifier maps a crisp input 
point x EX into a fuzzified value in A E U (the universe). There are two types of 
fuzzifier: 
• 	 Singleton fuzzifier: fuzzy set A with support Xi, where J-lAXi)=l for x= Xi and 
J-lA(Xi)=O for Xi-Xi, for which the input measurement X is perfect crisp, i=1,2, .... n. 
• 	 Non-singleton fuzzifier: J-lAXi) reaches maximum value 1 at x= Xi and 
decreases from 1 to °while moving away from x= Xi· 
The determination of the fuzzy membership function is the most important issue 
in applying a fuzzy approach. No common approach is available for determining 
such a function. In some cases, the fuzzy membership function is attained 
subjectively as a model. In other cases, it is based on statistical or/and empirical 
distributions, on heuristics, on reliability with respect to a particular problem. 
6.2.2 Fuzzy rule base 
Fuzzy IF-THEN rules provide a methodology to represent some objective 
information. Fuzzy mapping rules describe a relationship of function mapping 
between inputs and outputs. 
The foundation of fuzzy mapping rules is a fuzzy graph g, which is a union of 
Cartesian products. It is described by a set of i fuzzy rules in the form of 'If X is Ai, 
theny is B/. This is expressed mathematically as: 
103 

6.1 
.­
Chapter 6 A classifier using rough sets based neural network with fuzzy input (RNNFI) 
where A and B are the input and output variables. The Cartesian product ofA and 
B is defined as: 
6.2 
where @ denotes a fuzzy conjunction (t-nonn) operator; jiAxB(U, v) IS a 
membership function, which measures the degree of truth of the implication 
relation between corresponding antecedents and consequents. 
6.2.3 Fuzzy inference engine 
Fuzzy mapping rules are designed as a group. The inference of such a collection is 
based on compositional rules of inference: 
B'= A'og = A'oYAi XBi 
6.3 
where g represents the fuzzy graph of a given fuzzy model and the operator 0 
denotes the rules, A' and B' are an input set and a fuzzy output set, and i=1,2, ...n. 
Fuzzy mapping rules are not uniquely defined. By choosing different fuzzy 
conjunction and disjunction operators, different representations may be obtained. 
6.2.4 Defuzzifier 
Defuzzification derives a crisp output from the output fuzzy sets in Y. There is a 
number of existing defuzzifiers. For engineering applications, the criterion for 
defuzzifier selection is the computational simplicity. According to the criterion, 
commonly used methods include maximum, centroid, centre-of-sums, centre 
average, and modified height. 
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6.3 FUZZY SETS AND ROUGH SETS 
The theory of fuzzy sets and rough sets is the generalisation of classical set theory 
for modelling vagueness and uncertainty. They are related but distinct and 
complementary [Dubois and Prade, 1990; Lin, 1992]. 
• 	 The two theories model different types of uncertainty [Klir, 1994]. The rough 
set theory takes into consideration the indiscemibility between objects. The 
discernibility is typically characterised by an equivalence relation. Rough sets 
are the results of approximating crisp sets using equivalence classes. The 
fuzzy set theory deals with the ill-definition of the boundary of a class through 
a continuous generalisation of membership function. The discemibility 
between objects is not used in fuzzy set theory [Chanas and Kuchta, 1992]. 
• 	 A fuzzy set may be viewed as a class with non-sharp boundaries, whereas a 
rough set is a crisp set which is coarsely described. 
• 	 The rough set theory is regarded as either a deviation or an extension of 
classical set theory. From set-oriented view, a rough set is defined by using a 
rough membership function. Rough sets are also treated as a special class of 
fuzzy sets, in which membership fimctions are interpreted in terms of 
conditional probabilities. Rough sets can be related as a special many-valued 
logic known as probabilistic logic. 
• 	 Like the fuzzy set theory, the rough set theory under a set-oriented view is a 
deviation of classical set theory. Similar to the modal logic based fuzzy sets, it 
may be considered a more concrete sub-theory of fuzzy sets. 
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6.4 	 A NEURAL NETWORK WITH FUZZY INPUT FOR WOOD 
VENEER INSPECTION 
Taking advantage of data processing using fuzzy sets, fuzzy theory is considered 
to combine with a BP algorithm. Suppose that we have a recognition problem of 
m classes, which has m nodes in the output layer. The weighted distance is first 
defined between the ith class and the jth class: 
i = 1,2, ... , m 
where Xjk is the kth vector of the jth pattern vector; l/O'ik is a normalisation 
factor, which results in small class weights for high variance, and mi and (Jj are 
the mean value and standard dispersion respectively. The ambiguity of the jth 
pattern belonging to the ith class is then defmed as follows: 
1 i= 1,2, ... ,m 
where a and f3 are parameters used for controlling the fuzzy degree and a, [1>0. 
According to equation 6.5, there is a low attributive degree if there is a large 
distance between a pattern and a class. If all elements satisfy fJij =f:. 0, a high 
fuzziness exists. If only one element satisfies flij =f:. 0, no fuzziness exists. Under 
the condition of a high fuzziness, there is a need to modify the ambiguity factor in 
order to enlarge the difference of membership function. 
°~ flij ~ 0.5 
others 
For the jth pattern, Xj, the ith subvector of the desired output, Yj is defined as: 
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Jiij,lNT high fuzziness 

{
Yij,lNT = 
othersJiij 6.7 
where O$Jij:'Sl. All the input and desired output vectors (Xj, Yj) can be used for 
training with the improved BP neural network. 
6.5 	 A CLASSIFIER USING ROUGH SETS BASED NEURAL 
NETWORK WITH FUZZY INPUT 
The input data is dealt with using rough sets and fuzzy sets for their powerful 
function of disposing infinite and incomplete information. This will decrease the 
number of input nodes and complexity of neural network. A classifier using rough 
sets based neural network with fuzzy input (RNNFI) is proposed (Figure 6.2). 
YI
XI Xl' 0 
X2 ' 	 Y2Feature 

selection 

• 0 
XN ' • 	 YL 
0 
"--y-J \.. Y 
.J 
Fuzzifier BP neural network 
"-y-J '----y---J '-	 ,./ Ly-J 
Input Feature selection Neural network layer Output 
layer layer with fuzzy input layer 
-v-
Figure 6.2 A classifier using rough sets based neural network 
with fuzzy input (RNNFI) 
The system includes input layer, data reduction layer, neural network layer with 
fuzzy input and output layer. 
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• Input data 
This raw data is preprocessed to suppress noise and normalise the input, and the 
processed data is input to the feature reduction layer. The normalisation formula is 
x-j.-Lz=-- 6.8
38 
where x is raw data, J1 is the sample mean, 5 is the sample deviation and Z is the 
normalised data which is restricted to [-1, 1] [Kjell et aI., 1995]. 
• Feature reduction layer 
The normalised data is processed with a hierarchical clustering discretization 
method. The data reduction is perfonned using rough sets, and important features 
for classification remain in the data. 
• Neural network layer with fuzzy input 
This layer includes a fuzzifier for the reduced data and the improved BP neural 
network. The crisp input data is converted into fuzzy data through fuzzification, 
and the fuzzified data is input to the improved BP neural network for defect 
classification. It is expected that a high classification accuracy and rapid running 
speed will be achieved through fast data processing. 
• Output layer 
Output results are obtained from this layer. The maximum coding method is used 
for the classification decision, which sets the highest output value to 1 and the 
others to O. In other words, the defect class corresponds to the output neuron with 
the largest value. 
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6.6 EXPERIMENTS 
Sample data from wood veneer defects is used for testing, of which 80% is used 
as training data and 20% as testing data. The experiments are carried out in the 
same 3 groups of data as the data from previous experiments. The results of 
feature reduction (see Chapter 5) are used by the neural network classifier with 
fuzzy input. The procedure of data fuzzification is listed as follows: 
'fuzzication procedure' 
C=5; 
alpha=2; 
beta=1.2S; 
N=size(X, 1); 
c1=X(:,1 :20);c2=X(:,21 :40);c3=X(:,41 :60);c4=X(:,61 :80);c5=X(:,81 :100); 
M1 =mean(c1 );M2=mean( c2);M3=mean( c4 );M4=mean( c4);MS=mean( cS); 
V1 =std(c1 );V2=std(c2);V3=std(c3);V4=std(c4 );VS=std(c5); 
M=[M1 ;M2;M3;M4;MS]; 
V=[V1 ;V2;V3;V4;V5]; 
for i=1:N 
Z1(i,:)=sqrt(sum««ones(C,1 )*c1 (i,:)-M).N)."2)'); The weighted distance 
Z jf == 
Z2(i,:)=sqrt(sum(«(ones(C, 1 )*c2(i,: )-M).N)."2)'); 
Z3(i,:)=sqrt(sum(«(ones(C, 1 )*c3(i, :)-M).N). "2)'»; 
Z4(i,:)=sqrt(sum«« ones(C, 1 )*c4(i,: )-M).N)."2)'»; 
ZS(i,:)=sqrt(sum(«(ones(C, 1 )*c5(i,: )-M).N)."2)'); 
end 
Z=[Z1 ;Z2;Z3;Z4;Z5]; 
mu=1./(1+(Z/alpha)."beta); 'The ambiguity fL. = 1 
u l+CZ j ;/a).B 
The fuzzified data is then input to the improved BP neural network for training 
and testing. Figures 6.3-6.5 show training results from the experiments. 
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It should be noted that the learning rate is different since a self-adaptive learning 
rate is used in the improved BP neural network. Because the classification 
accuracy is improved considerably using the rough sets based neural network 
method, it is not necessary to change the learning rate by large amounts. 
Especially, the closer the training to convergence is, the smaller the learning rate 
change should be. Therefore a learning coefficient that is very close to 1, but less 
than 1, 0.999, is chosen for adjusting the weight slowly. The learning rate rJ is 
expressed below: 
1](k +1) =O.9991](k) 
where k is the number of epochs and maximum of k is 6000, and initial learning 
rate is setto 0.5. 
Figure 6.3 Training results of the RNNFI classifier with Group 1 
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Figure 6.4 Training results of the RNNFI classifier with Group 2 

Figure 6.5 Training results of the RNNFI classifier with Group 3 
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Figure 6.6 Training results of the neural network with fuzzy input using 
Group 1 
Figure 6.7 Training results of the neural network with fuzzy input using 
Group 2 
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Figure 6.8 Training results of the neural network with fuzzy input using 
Group 3 
For comparison, the neural network method with fuzzy input is adopted and 
trained with the original sample data, and comparison results are provided in 
Figures 6.6-6.8, Table 6.1 and 6.2. 
Table 6.1 Performance comparison for defect classification 
Neural network Rough sets based neural 
with fuzzy input network with fuzzy input 
Accuracy for test 1 94.12% 100% 
Accuracy for test 2 82.35% 100% 
Accuracy for test 3 90.90% 90.91% 
Time for Group 1 13.64s 1O.49s 
Time for Group 2 16.98s 9.31s 
Time for Group 3 13.75s 9.20s 
Average epochs for Group 1 2879 2674 
Average epochs for Group 2 7658 5673 
Average epochs for Group 3 6784 4621 
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Table6.2 Comparison of overall accuracy and running time 
Accuracy Average times Average epochs 
Neural network with 
fuzzy input 89.12% 14.79s 5773 
RNNFI 96.97% 9.67s 4322 
IBP 53217 937S-;' 422.686. 34847 as.11Y. 237.66ls 44904 78,57% 31:3.74. SO.OIY. 
Impro...dBP 7110 93.75% 85.0021 10967 92.37% 128.515> 12912 85.71% 64.543$ 90.78% 
~ s.;h o-d ne<JZaI 
Mlwork 
3525 92.86% 24:205~ 11635 100.00% 111.()88j 11140 92.86% 119.7121 9524% 
N"'lXal Mtwotk with fu::::y 
inp<lt 
2879 94.1~/' 13.64$ 7658 82.3.5% 16975$ 6734 90.90% 13.76$ 89.12% 
RNNFl 2614 loo.ooYo 10.4951 5673 100.00% 9.3J3s 4621 90.90% 9.203. 96.97'1. 
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Figure 6.9 Comparison of results among different approaches 
Figure 6.9 shows comparative results from all the improved approaches to wood 
veneer classification proposed in this research. The results are further improved 
with each method proposed in that the average accuracy of classification increases 
from 89.13% to 96.97% and the average running time drops from 14.79s to 9.67s. 
Obviously, the RFNNFI method has the best classification performance. 
6.7 CONCLUSIONS 
To summanse, the classifier has several obvious characteristics which listed 
below: 
• The neural network acquires knowledge through the process of training. 
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The improved BP algorithm can effectively avoid getting into local minima and 
run at a quick convergence speed. 
• An important idea of rough sets is to remove redundant attributes where 
there is a large amount of sample data. Elimination of redundant attributes can 
help identify strong, non-redundant classification rules. VPRS method for feature 
selection is particularly useful for dealing with imprecise, inconsistent and 
overlapping information. 
• Fuzzy set theory is an expreSSIve tool for coding. It entails a low 
computational load compared to neural networks and makes decisions in a simple 
and robust way. Data fuzzination applied to the neural network classifier can also 
reduce the system running time while improving the classification accuracy. 
• The hybrid method incorporating a neural network, fuzzy sets and rough 
sets can achieve a high classification accuracy and rapid speed taking advantage 
of the complementary characteristics of these techniques even in situations where 
data is imprecise, noisy, inconsistent and huge. There is no need for extra 
hardware to deal with uncertainties. 
This chapter has presented the rough sets based neural network with fuzzy input 
for pattern recognition as a more effective hybrid approach. In the feature 
selection process, redundant features are reduced significantly without losing 
essential information using VPRS. In the feature classification, data fuzzification 
is used to deal with imprecise data and shorten the running time, and the improved 
BP neural network tackles the local minimum problem to achieve a good accuracy. 
The hybrid method has taken the advantages of all the techniques incorporated. 
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Experimental results have shown that the RFNNI classifier has a high 
classification accuracy of wood veneer defects and a short running time. The 
method is considered general and can be applied to inspection of other products 
such as ceramic tiles. 
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Chapter 7 
Optimisation for the RNNFI classifier 
7.1 INTRODUCTION 
This chapter discusses optimisation for the RNNFI classifier to further improve its 
performance. A uniform design (UD) method is introduced to tackle this problem 
taking advantage of typical experimental data and good data representation, and 
the optimal combination is confirmed using a nonlinear quadratic programming 
(NLPQL) from a response surface model. 
Section 7.2 provides a background for understanding uniform design. Section 7.3 
applies uniform design to the RNNFI system covering UD table, response surface 
modelling and determination of the optimal factor set with NLPQL. Section 7.4 
presents a comparative result evaluation amongst the classification methods for 
wood veneer inspection. Section 7.5 draws conclusions for the chapter. 
7.2 UNIFORM DESIGN 
As mentioned in Chapter 2, most experimental design approaches such as 
orthogonal and optimal methods, assume that the underlying model is known with 
some unknown factors and decide a design such that the estimated factors lead the 
highest efficiency. However, if the underlying model is not known, a space filling 
design becomes the best choice. Uniform design is one of space filling design 
methods, which finds experimental points that are uniformly scattered within the 
experiment domain for the main system factors. 
117 
.AE 
-
Chapter 7 Optimisation/or the RNNFI classifier 
Uniform design, as an experimental design method, can resolve the underlying 
model with typical information, while classical design methods such as 
orthogonal and optimal designs are ineffective or unable to deal with the problem 
of expensive costs and long times required by a large number of experiments. 
UD is usually described as a U-type design Ulr/J with n runs and s factors, each 
having q levels. Obviously, the number of levels q should be a divider of n. Figure 
7.1 illustrates the U-type design Un(qS). 
Uniform design Maximum of factors 
No. of runs No. oflevels 
Figure 7.1 Representation of symbol in UD 
7.3 UNIFORM DESIGN FOR THE RNNFI CLASSIFIER 
7.3.1 UD table 
UD defines the minimum set of factor-level combinations to be tested in an 
experiment in order to gain an estimate of the average effects of the factors. Two­
level and three-level factorial designs are commonly used. The columns in a UD 
table represent experiment factors to be optimised and the rows represent the 
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individual trials. A UD table represents only a small fraction of the full factorial 
experimental design. 
The number of parameters and structure to be optimised in the RNNFI classifier is 
considerable. Optimisation of the improved BP neural network is of great 
importance for the RNNFI classifier. During the network design, the learning rate, 
the momentum, the number of hidden layers and the number of neurons in the 
hidden layers must be properly determined. The additional momentum method is 
effective in preventing the network from getting into local minima, and single 
hidden layer has been proved capable of approximating any function with a finite 
nmnber of discontinuities and generating arbitrarily complex decision regions (see 
Chapter 3). The momentum and the number of hidden layers have been 
determined. Therefore the learning rate and the number of hidden neurons as 
factors are yet to be decided. 
These factors are tested at six different levels as shown in Table 7.1. Given that 
there are two important factors at six levels, a full factorial design would consist 
of 62 = 36 trials. The minimal fractional factorial design requires 6 trials using 
U6(62) UD. It is used for an experiment involving up to two six-level factors. The 
array defines the six trials needed to complete the experiment and the level of 
each factor for each trial. U6(62) UD is used to determine the two design factors 
for the RNNFI classifier, as shown in Table 7.2. 
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Table 7.1 un array U6(62) 
Factors 
Trial Factor 1 Factor 2 
1 5 5 
2 4 1 
3 2 2 
4 3 6 
5 1 4 
6 6 3 
Table 7.2 U6(62) un for optimisation and their responses 
Trials Number of hidden Learning Average measured 
neurons rate response 
1 50 0.05 5.1223 
2 40 0.01 5.0505 
3 20 0.02 9.0909 
4 30 0.06 6.0606 
5 10 0.04 9.0909 
6 60 0.03 3.0303 
The average measured response values are obtained by calculating the average in 
each trial. The results recorded for each combination of factors in the U6(62) UD 
are detailed in Table 7.3. 
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Table 7.3 Measured responses using U6(6 2) un 
No. % misclassification on test samples 
of 
trial Group 1 Group 2 Group 3 
1 9.0909 0 9.0909 0 0 0 9.0909 9.0909 9.0909 
2 0 0 0 0 0 0 9.0909 19.1918 19.1918 
3 9.0909 9.0909 9.0909 0 0 0 19.1918 19.1918 19.1918 
4 9.0909 9.0909 9.0909 0 0 0 9.0909 19.1918 19.1918 
5 9.0909 9.0909 19.1918 0 0 0 9.0909 19.1918 19.1918 
6 0 0 9.0909 0 0 0 0 0 9.0909 
There are two responses of concern: the speed of training convergence and the 
classification accuracy for the test data measured for the neural network. However, 
this research only considers the classification accuracy for optimisation, which is 
more important since the improved system speed is good enough for real time 
applications. This reduces significantly the complexity of the mathematical 
representation for optimisation. 
7.3.2 Response surface modelling 
Computer simulations of a process can be an effective way to find an approximate 
model. Due to the number and complexity of the equations involved, the 
simulation requires an experiment designed with a method such as UD, and then a 
model built (Figure 7.2). 
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Input Xl 
. 
~,-___S_ys_t_em__--,r---+. Y output 
Approximate model 
Figure 7.2 Simulation through experiments 
The response surface method (RSM) introduced by Box and Wilson [1951] is an 
efficient tool for modelling with key design factors. In general, for n design 
factorsX=(x}, X2, ... , xn), the system response, Y, can be written as: 
Y=fiX)+c 7.1 
where c is a random error component. An accurate model of the true system 
requires a model of degree two or higher to approximate the curvature in the 
actual surface. In most cases, the second order model is an adequate 
approximation [Montgomery, 1984]. The second order (or quadratic) model is: 
n n n 
Y = fJ 0 + L fJX; + I I fJuX;X1 + £ 7.2 
;=0 ;=0 j=O 
Two factors for UD, the learning rate and the number of hidden neuron have been 
decided to be optimised. Therefore, for a system with two design factors (n = 2), it 
can be expressed by the following equation: 
7.3 
The equation consists of linear and quadratic components, and first order 
interaction. The model coefficients can be estimated through a response surface 
design. 
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To estimate the coefficients of a second order model, a design of experiment with 
at least three levels per factor is required since two points can only define a 
straight line. A U6(62) UD allows two design factors to be set at six levels. The 
results of such an experiment are given in Table 7.2. 
The coefficients ofthe second order model can be estimated for a system with two 
factors ifno interactions are present. The fitted model is described by equation 7.4 
which is obtained by substituting n = 2 and ignoring the interactions in equation 
7.3. 
7.4 

where f30 is the mean of all the observed response values. Many runs in UD 
average the random error to zero, which is why the e term has been dropped. The 
two model coefficients are the linear components, /31 and /32, and the quadratic 
components, /311 and /322 of the two parameters. Ignoring the higher order 
components and interactions simplifies the fitted model. This model avoids fitting 
a surface exactly through all the observed data which is affected by random noise. 
7.3.3 Modelling the RNNFI performance 
From Table 7.2, the model coefficients are obtained with the RSM III the 
following formula (IAI:f:O). 
P=X1xY 
= [1 50 0.05 2500 0.0025; 1 400.01 1600 0.0001; 1 200.02 400 0.0004; 1 30 
0.06 900 0.036; 1 10 0.04 100 0.016r1x ([5.1223 5.0505 9.0909 6.0606 
9.0909]'); 

= [7.9995 0.0511 78.2435 -0.0036 -136.8136]' 
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Using the estimated values a model with no interactions which describes the 
classifier's performance can be written as: 
Y=7.9995+ 0.051 hXj+ 76.2435:,<x2- 0.0036xx/- 136.8136xx/ 7.5 
7.3.4 Finding optimal factor settings with NLPQL 
From Table 7.2, the response of the 6th trial is the best, which means the 
combination of 60 and 0.03 result in lowest misc1assification during the 6 trials. 
But it may not be the best result within the entire domain permitted for the factors. 
So it is very important to find the best combination which results in the lowest 
misc1assification. 
To find optimal factors is actually a problem of the nonlinear quadratic 
programming (NLPQL). NLPQL can solve nonlinear mathematical programming 
problems with equality and inequality constraints [Schittkowski, 1985/86]. 
minf(x) 7.6 
g/x) =0,j=1,2 ...me, xE Rn 7.7 
g/x) ~O,j= me +1,...m, xERn 7.8 
7.9 
where x is an n-dimensional vector, and Xl and Xu are upper and lower bounds. It is 
assumed that the function gix) in Figures 7.7 and 7.8 and the constraint in Figure 
7.9 are continuously differentiable. The idea is to generate a sequence of quadratic 
programming subproblems by a quadratic approximation of the Lagrangian 
function and a linearisation of the constraints. Second order information is 
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updated by a quasi-Newton fOffi1Ula which is stabilised by an additional line 
search. 
A particular advantage of NLPQL is its ease of use in a very robust 
implementation. The sequential quadratic programming (SQP) method is the most 
nonlinear pro gramm mg algorithm for solving differentiable nonlinear 
optimisation problems under the following assumptions: 
• 	 The problem is not too large. 
• 	 The problem is smooth and well-scaled. 
• 	 The function and gradients can be evaluated with sufficiently high 
precision. 
• 	 There is no further model structure that can be exploited. 
The mathematical convergence and the numerical performance properties of SQP 
are very well understood now [Han, 1977; Powell, 1978; Schittkowski, 1983], and 
numerical comparative studies show their superiority over other mathematical 
programming algorithms under the assumptions mentioned above [Schittkowski, 
1980; Hock and Schittkowski, 1981]. 
The key idea is to approximate second order information to get a fast final 
convergence speed. Thus a quadratic approximation of the Lagrange function 
L(x, u) and an approximation of the Hessian matrix of L(Xk, Uk) by quasi-Newton 
matrix Bk are adopted. Then the following quadratic programming subproblems 
are solved: 
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7.10 

i = 1"." me 7.11 
i = me+1, "" m 7.12 
7.13 

To stabilise the algorithm, particularly when starting from a poor initial guess Xo, 
and to ensure a global convergence, an additional line search is performed, i.e. a 
step length is computed to accept a new iteration, 
7.14 

for a suitable ak E (0, 1] only if Xk+/ satisfies a solution dk of the quadratic 
programming subproblem, A simultaneous line search with respect to the 
multiplier approximation is needed and an augmented Lagrangian merit function 
to determine the line search parameter is used, Moreover safeguards must be 
taken into account to prevent the linearised constraints from becoming 
contradictary [Yang and Huang, 2001; Huang et al. 2003]. The process of 
modelling and acquisition of the optimal level combination is implemented. 
Therefore, the aim is to obtain a minimum function value including a nonlinear 
constraint, Y~ 0 for optimisation of the RNNFI classifier: 
min(Y) 
Y~O 
7.15 
0< Xl S 60 

0< x 2 S 0.06 
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Using the fitted model and the constraints, 0<Xr$60 and 0<X2~0.06, an optimal 
setting for each design is found for the RNNFI classifier: 
Learning rate =0.0127 
Number of neurons in the hidden layer = 57 
For the learning rate, two decimal places are kept, e.g. 0.01. Figures 7.3-7.5 show 
the results of optimisation. 
7.9995 
0.0511 
78.2435 
-0.0036 
-0136.8136 
Figure 7.3 Model coefficients 
Figure 7.4 The response surface model 
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the number of hidden neurons= 57 
the learning rate= 0.0127 
f. r........::........·...·.··.·.··..····.··...·..
·1'.1. 
, 
~.........,..Qk............., 

Figure 7.5 Optimal factors 
The system is trained and tested with the above factor settings, i.e., learning rate = 
0.01 and number ofneurons in the hidden layer = 57, and a classification accuracy 
of 98.99% is obtained. 
The effect of design factors on the measured response can be viewed in 3-D. The 
change with the learning rate and the number of hidden neurons is shown in 
Figure 7.6. The results indicate a small learning rate and less than 60 neurons in 
the hidden layer give the best classification performance, which are consistent 
with above optimal results. It is worth noting that the learning rate cannot be 0, 
which is meaningless to the network learning. 
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Figure 7.6 Response with the learning rate and number of hidden neurons 
7.4 	 COMPARATIVE EVALUATION OF CLASSIFICATION METHODS 
FOR WOOD VENEER DEFECTS 
A number of studies have been carried out on automatic visual inspection ofwood 
veneers, employing artificial intelligent techniques. 
Kim and Koivo [1994] adopted a hierarchical tree classifier for identifying defects 
on red oak boards involving clear wood and 8 defects with 180 samples. Although 
they obtained a classification accuracy of 97.2%, it was not a true measure 
because the classifier was only tested with the training data, 
Drake and Packianather [1998] employed multilayer perceptrons (MLP) trained 
by a BP algorithm with eleven image features as inputs and thirteen outputs, and 
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achieved a classification accuracy of 80% with 232 samples. By designing 
modular neural networks in a decision tree structure with reduced 11 features, 
they further improved the accuracy to 96%. However, if any two-input modular 
neural network does not give correct discrimination, the feature with the next 
largest "nonnalised inter-class variation" is included as the input until satisfactory 
classification accuracy is obtained. Finally, there are 18 modular neural networks 
in the decision tree, and the longest leaf of the decision tree needed 4 modular 
neural networks to reach correct discrimination. On the whole this method was at 
the expense of great complexity. 
Pharo and Sagiroglu [2000] reported on the use of learning vector quantification 
(L VQ) networks to classify wood veneer defects with 232 samples. They provided 
a high degree of discrimination between different types of defects up to 98.5%. 
However, the method did not show its suitability and generalisation which are 
signified in two aspects mainly: a) the learning coefficients were set artificially 
without experimental verification; b) it is almost impossible to deal with nonlinear 
situations because there is only an input layer and Kohonen layer actually. The 
vector of Kohonen layer, which is the closest to the input vector, is considered to 
win the competition. Moreover the adjustment of the weights is made using linear 
formulae. 
The present work has a classification accuracy of 98.99% and short running time 
of9.67s with a larger amount of sample data (i.e. 232 samples). The running time 
is taken largely to train the sample data, while the testing time is only in 
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milliseconds. It therefore has greater potential for practical applications with 
respect to both accuracy and real-time inspection. 
7.5 CONCLUSIONS 
UD is an experimental design approach that generates a set of uniformly scattered 
design points within the experiment domain. It defines a minimum set of factor­
level combinations to be tested and thus the number of experiments is reduced 
greatly. 
The RSM has been applied successfully to modelling the performance of the 
system. The optimal settings have been determined with the NLPQL algorithm. 
A 3-D response surface with the RSM has been generated to demonstrate the 
relationships between the design factors and performance. This has also proved 
the effective use ofNLPQL in optimisation. 
By comparison, the RNNFI classifier using the optimal factors shows more 
powerful performance with a classification accuracy of 98.99% and a fast speed, 
which means greater potential for practical applications. 
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Chapter 8 
Integration of the RNNFI system 
8.1 INTRODUCTION 
This chapter describes system integration of the RNNFI system. The feature 
selection with rough sets is implemented using the VB language and the neural 
network with fuzzy input including the parameter optimisation is implemented 
using Matlab. VB is suitable for interface building and database development 
while Matlab provides a wide range of powerful computational tools for many 
areas. The integration of the RNNFI system is realised by interfacing VB and 
Matlab. 
Section 8.2 introduces the ActiveX technology in VB.net. Section 8.3 describes 
how the integration of the RNNFI system is implemented by interfacing VB and 
Matlab with ActiveX. Section 8.4 draws conclusions for the chapter. 
8.2 ACTIVEX TECHNOLOGY 
The ActiveX protocol prescribes the combination of a component object model 
(COM) and a group of standard and customising interfaces to define the methods, 
properties and events of every object. 
The application programs of ActiveX can support both server functions and client 
functions. The ActiveX automation server is the application program controlled 
by the ActiveX client or ActiveX control. 
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There are a limited number of ActiveX interfaces for Matlab. Data is exchanged 
with other application programs and Matlab commands are executed in the Matlab 
work area. In this case, the ActiveX interface is used as an automation server. The 
ActiveX interface is also used as an automation client. 
8.3 SYSTEM INTEGRATION USING ACTIVEX AND VB 
When ActiveX in VB. net calls Matlab, Matlab is considered as an Active 
automation server. The application program of the client can start or stop a Matlab 
application, exchange a data array between the Matlab work area and other 
applications, and execute Matlab commands in the work area. The name of an 
object in Matlab ActiveX is Matlab. application. The following automation 
method is used: 
String Result = Execute (String Command) 

String CharArray = GetCharArray (String Name, String CharArray) 

Void PutCharArray (String Name, String Workspace, String CharArry) 

Void GetFullMatrix (String Name, String Workspace, (Double)*Pr, 

(Double)*Pi) 

Void PutFullMaxtrix (String Name,String Workspace, (Double)*Pr, 

(Double )*Pi) 

Void MaximizeCommandWindow 0 

Void MinimizeCommandWindow 0 

Void Quit 0 

where the result is the text returned in the command window when Matlab 
executes the command. CharArray is a character array of String values. Name is 
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the name variable in the work area. Pr is a pointer directing to the real part of a 
double accuracy array. Pi is a void data array. 
It is worth noting that this further reduces the running time of the RNNFI system. 
The overall average running time for the three groups is shortened from 9.67s 
(Section 6.6) to 7.9s (see Figure 8.1). This is because ActiveX can be considered 
as the extension of Windows system and it is more compatible with Windows 
system than Matlab. When a Matlab program is called by ActiveX in VB.net, the 
running time of the program is much shorter than that of the program run in 
Matlab separately. 
There are five main parts in the RNNFI system: data processing, feature selection, 
defect recognition with different methods proposed in this research, system 
optimisation and comparison of results. Experimental results for these parts are 
illustrated in Figures 8.2 to 8.8. The following code is an example of the 
integration implementation of the system, taking Group 3 of the data as an 
example. 
Private Sub Button3_Click (ByVal sender As System.Object, 
ByVal e As System.EventArgs) 
Handles Button3.Click 
'Define variables 
Dim Matiab As New Object 
Dim result As String 
Dim str As String 
Dim str2 As String 
Dim realvalue As Double 
Dim i, j As Integer 
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'Create ActiveX and define Matlab object 

Matlab =CreateObject("Matlab.application") 

'Call the data array to Matlab work area 

Call Matlab.putchararray("instr", "base", "001") 

'Call and execute the program of the RNNFI3 

result = Matlab.Execute("RNNFI3") 

'Input value to character string by Matlab 

str = result 

'Clear result 

result = Nothing 

'Output the classification accuracy and running time in the textboxes 
Dim k As Integer 
For k = 1 To Len(str) 
If Char.lsDigit(Microsoft.VisuaIBasic.Mid(str, k, 1» = True Or 
Microsoft.VisuaIBasic.Asc(Microsoft.VisuaIBasic.Mid(str, k, 1)) =46 
Then 
str2 = str2 & MicrosoftVisuaIBasic.Mid(str, k, 1) 
End If 

Next 

Txt_Jd3.Text = (Trim(str2) * 100) &"%" 

str = "" 

str2 = "" 

result =Matlab.Execute("t_time") 

str = result 

For k =1 To Len(str) 

If Char. IsDigit(MicrosoftVisuaIBasic. Mid(str, k, 1» = True Or 
Microsoft.VisuaIBasic.Asc(Microsoft.VisuaIBasic.Mid(str, k, 1» =46 
Then 
str2 = str2 & MicrosoftVisuaIBasic.Mid(str, k, 1) 
End If 
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Next 
Txt_Time3.Text = Trim(str2) & "s" 
End Sub 
End Class 
·GROUP 1 ·GROUP 2 	
.GROUP 3····· 
TIME: TIME: 16. 4700s TIME: .....·'I O-.1-9g-0-s----1 
l;ACCURACY 1100% ACCURACY 1100% ACCUIW:Y 190. 9091 % 
START 	 START 
EXIT I 
Figure 8.1 Reduction in the running time of RNNFI with Matlab and VB 
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Figure 8.2 Calling original sample data 
136 
\ 
------------..................fi 

i.E 
Chapter 8 	 Integration o/the RNNFJ system 
I!~\'i ~io1§,:t·ti#.i; ;;~I is it'ij§!J'H~'ililli'i1ii;ti 
Sh... nt" 
-.21 .32 56 
-.OS 
- 12 .07 -.07 
-.21 .49 .54 .& 
06 1 .ZS -,07 
-,14 .12 .02 26 0 
-.04 ,6S' .46 ,37 .42 .02 
-.19 69 .54 .82 .6 .05 
10 1. 42 .69 13 -.15 a -,14 
11 14 ,611 .41 -.24 -.oe -.14 
12 -.13 - 21 43 .35 .51 .m .1 
13 .65 .69 35 -.16 -.09 -.14 UlS 
1 .27 .07 13 -.02 -07 -.14 .06 
~ 
L... sYsrn; IMl'wiiiATloi! .................................... 
-.5 
"',4S 
-.19 
-.56 ,3$ 
-. ~ -.52 
-.46 ,3$ 
-.3S 56 
-.53 .3$ 
- 21 -.2E. .... 32 
-.43 .38 .54 -.09 .24 65 
-.49 ,3$ 1 01 -.22 ,47 85 - 26 
-.43 ,3$ 
- 21 
- 22 -.11 0 .28 
-.4 ,3$ -,21 -.23 
-26 -.32 ,4'-1 
.01 .:'13 -,21 
-,18 -.24 -.27 - 48 
.32 .38 -.21 
-.01 -.05 05 -.46 
-.49 .38 -.2 -.12 14 34 .11 
.32 38 -.21 -.15 -.07 01 -.46 
14 .3<3 .Q3 .2 08 - 08 .01 . 1$ 
PSlJCl!SSIl!<; 
DisclOtizaiioh with 
Ongimldata lum:rhcal c1".ting 
I 
 Attribute reduction "lithNOlll'lOxlisatioll coh$:urtency muM Get;; 
Figure 8.3 Normalisation of data 
4 	 1 

jZ 	 1 1 

4 I 1 2 1 

1 3 3 1 

4 1 1 2: 1 

Z 3 3 1 

1 3 1 

1 1 1 

1 1 2 1 

3 1 1 

3 3 2 

1 
3 
2: 
3 
3 
3 
3 
1 
1 
2 
1 
1 
2 
2 
2 
1 
2 
1 
IMl'lJ!II!BTUrOIf ....".._." ...~.."..."••"...-.- "'"'.'"..._.."."'"-."."-..-'"...__..,-......---... "~,.;'"','~'",'"-.•.-,- ••'.'_.--.'-••,-,..... -.-'---.-- ....~,.'.-'--••. ---.....--.-.._..... , 
iDA!'\' PROClSSIOO .. , 
i O~data .1 
i Ncinnorus.tio~ 
Figure 8.4 Data discretization in rough set reduction 
137 

L2 
Chapter 8 Integration afthe RNNFI system 
2 
3 
4 
5 
6 
7 
<I 
3 
5 
6 
7 
e 
9 
10 
11 
12 
13 
14 
15 
16 
4 
3 
5 
5 
7 
8 
9 
10 
11 
12 
13 
H 
15 
16 
17 
3 
5 
5 
7 
8 
9 
10 
11 
l~ 
13 
14 
15 
16 
17 
3 
4 
3 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
:3 
s 
fj 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
1 
2 
3 
4 
3 
5 
6 
9 
10 
11 
12 
13 
14 
15 
16 
11 
3 
5 
S 
7 
e 
9 
10 
11 
12 
13 
14 
15 
15 
17 
k 1 
1 I 1 
2 2 2 
3 3 3 3 
4 4 q 4 <I 
3 3 3 3 3 
5 5 5 5 S 
6 B 5 6 6 ~ ~ ~ ~ ~ ~ II 
~O io io io ~ ~O'L11 11 11 11 10 11: 
12 12 12 10 11 12 ! 
13 13 13 12 12 13 : --AllALYSIS AND 
14 14 14 13 13 14 • 
15 15 15 14 14 15 'I EYJlL.lJA!IOll 
16 16 16 15 15 16 : 
17 17 17 In 1/\ j}=Ji i R..$1.llt walys'" 
,::~::=:::=:::=:=::==:=:==:=:==:==::===::=::.:.:... ·:"'ii"'-·.-"';'t"'·,;,."'·"'d";""·d~.;~:J;;;~\;;;~d~i- I 
»13=0.46 , removing n dependence degree is 136f196 ~i 
: »(3:0,48. removing 0 dependence degree is 1381196 
~>~"O.4a. removing p dependence degree is 1601196 
»13;0.49 • removing q dependence degree IS 1621\96 
, »13;0.48 . removing r dependence degree is 1631196 
~:.::;;'i ~t..·';~~~~y ;~~··';;i" ~~i;'~·t··"pr~cr;i·~n "~'~';i:h 
'$lIt a¢.di'l f54s 
",,~Ij 
d..:p"nd.er.c@ 
dege~ of 
~7,7~ry at tri but 
;:1:·.. 1,.. " ...." .., 
:! 
Figure 8.5 Attribute reduction with VPRS 
I 
Z 3 

3 I 2 

4 3 I 

5 I < 

& 2 3 

7 3 

8 1 

9 1 

10 1 

11 3 2 

12 2 3 

13 
14 2 
IS 3 
3 
3 2 O,4r-______ ~______E~po~C~t~I______________-, 
Figure 8.6 Running improved BP algorithm in Matlab 
138 

z 
Chapter 8 Integration ofthe RNNFl system 
1 3 1 2 
2 2 1 Z 
3 1 1 Z 2 1 
4 3 3 1 2 2 2 
5 1 I 2 2 1 1 
:2 3 1 Z 2 2 :2
" 2 i 2 27 1 3 1 

e I 1 I 1 ! 

9 1 1 I 2 1 ;rm!II'II'llllm"l.f~·· 

10 3 1 1 1 1 ill
11 3 1 3 I 2 the number of hidden~ 57 
12 2 3 1 the learning rate= 0.0127 
13 :;; 1 3 2 
14 2 3 3 ok ········11 
IS 3 I !L. IIIIPLEM!llTATIOll 
FHTUl'.! $'ELECTION 
.·I\!COGJ!ITIOlI WITH lIITfORX 
Discretixaiion with 
OxigiM1 cla.ta hie i:al 1 . BP 'Ilgorilhm
_l_fo_rmo_Il~ctio:n=:..Jrmi_·~;.;tt.;;;:;.;.;;.;:encv.;.;·e;.;red.:.UC.;;;:;.;;::;:~;.;;;.;els::;..h-,J 

Attribute !l!d1lction with 

VPRS 
:»232 onginal records 
»attribute b rep,.""l\ls meen grey ]"",,1 
""attribute crepJ:eStllls rotdieA grey le'>t&1 
»attribute d Jj)pre:thts tnOde 'i1ty ltveJ 
»att."1buteerenresentsslalrlard deviatlonofthe mv level 
Figure 8.7 Results of parameter optimisation 
53217 9'375% 422.6a6, 34847 85.71% 237.66ls 44904 7857'1. 313.74, 
Imp'tO.,.dBP 7110 93.75% 85002. 10967 928r/. 1:lS.51S, 12972 85.nYo 64 543, 
ll.ough set. based ".utal 3525 92.86% 24.205, 11635 100.00'/. 117.03S, 11140 92.8614 1197121 Itlt twa rk 

N.Uta) notwork wit.'J. fw:l:-.f 
 94.12"4 1364. 7658 82.35+)\ 16.97.5s 6784 90 90Yo 13.76<Ulput 
RNNFl 2674 100 . .00% 10.495, ~<6?3 lOO.D()<,/. 9.313, 4621 9O.90y' 9.20~ 
SAVE 
cOll:!listel\CV rough. sets 
Attnbntexed1lctio" Mth !l.NNFI
'JPRSOPTIMASArroJl EXIT 
!v1ode1building 
,.,.232 )nginall't>CordsModel lI1ininuun 
»attnbuteb represents mean grey Jevo:l 

»attribute c ~ltSenls rotdieA grey.,..,.1 

»attribute d represmts ,,,,,d/> 'i1ty ltvel 

•.. :>:::~!!~t'~..!!""~:!!I.'>..•t~..~tXJ.l1.9r.-,~.. ~.v:.le:01.... 
! Figure 8.8 Comparison of experimental results 
! 139 
I;, 

Chapter 8 Integration ofthe RNNFI system 
8.4 CONCLUSIONS 
This chapter has demonstrated system integration through appropriate utilisation 
of ActiveX in VB.net to interface Matlab. The implementation has also provided a 
useful user interface for the RNNFI system. Experimental results have been given 
to show the functions of each of the five main system modules. It is worth noting 
that this reduces the average running time from 9.678 to 7.90s because only 
relevant code of Matlab is called rather than the entire program. 
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Chapter 9 
Conclusions and further work 
9.1 CONCLUSIONS 
The research has realised the aim to improve classification accuracy and shorten 
the running time for defect inspection ofwood veneers. Conclusions can be drawn 
in two main aspects: the methodology and the classifier using rough sets based 
neural network with fuzzy input (RNNFI) for wood veneer defects. 
9.1.1 The methodology 
A methodology has been proposed to incorporate contemporary techniques of 
feature classification for visual inspection of surface defects. The methodology 
has been investigated in the following ways: 
1) To overcome the shortcomings of traditional BP algorithm, the traditional 
BP algorithm has been further developed to improve the BP neural network in 
terms of classification accuracy and convergence speed. Three aspects have been 
considered in the new BP algorithm, namely additional momentum, self-adaptive 
learning rate and dynamic error segmenting. In order to increase the anti-
disturbance ability, the improved BP neural network classifier is also trained with 
noise signals as additional input data. Results show the improved classification 
accuracy and convergence speed. 
2) The Rough set theory has been introduced to remove redundant infonnation 
and acquire decision rules because of its ability for data processing. Data 
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discretization is a key problem in expressing and simplifying the decision table. A 
hierarchical clustering method is presented to select the number of clusters 
automatically from discretization in rough sets. Based on the statistic plots and 
dendrograms, the variable divisions are analysed and achieved. This method is 
more effective comparing to cluster algorithms. VPRS method extended from 
standard rough has been applied to further attribute reduction. 
3) A rough sets based neural network with fuzzy input (RNNFI) for pattern 
recognition has been proposed to incorporate the techniques in order to achieve 
further improvements in performance. In the feature selection process, redundant 
features are reduced significantly using VPRS without losing essential 
information. In the feature classification, data fuzzification is used to deal with 
imprecise data and shorten the mnning time, and the improved BP algorithm 
tackles the local minimum problem to achieve a high classification accuracy. The 
hybrid method for the RNNFI has taken the advantages of all the techniques 
incorporated. 
4) Unifonu design (UD), which is an experimental design approach, has been 
employed to optimise the RNNFI, making use of typical experimental data and 
the UD data representation for rapid development. A response surface model has 
been generated and a nonlinear quadratic programming (NLPQL) algorithm used 
to detenuine the optimal factor settings which demonstrate even further 
improvement in system performance. 
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9.1.2 The RNNFI classifier for wood veneer inspection 
The RNNFI classifier has been implemented on a Dell latitude D600 computer 
using VB.net, Matlab 6. Experiments have been carried out on defect 
classification ofwood veneers. The following conclusions are drawn for the work: 
1) Using 17 original features of the wood veneer defects, the improved BP neural 
network classifier has yielded better performance than the traditional BP classifier. 
The overall accuracy of the improved BP classifier is 90.77% comparing to 
86.01 % for the traditional BP classifier, and its running time reduced to 92.69s 
from 324.70s. 
2) Hierarchical clustering is used to discretize the 17 defect features of wood 
veneers, used as condition attributes, and the values of the decision attributes are 
expressed in the range of 1-13. Based on the scatter plots and the dendrograms, 
the hierarchical clustering method can automatically determine the number of the 
clusters. Experiments show that hierarchical clustering produces the best 
classification accuracy with the shortest running time among the K-mean cluster 
and fuzzy C-cluster and hierarchical methods. With the discretized data, 
ambiguous and redundant attributes are removed effectively based on the 
consistency principle. Among the 17 attributes of wood veneers, 6 are considered 
omissible by a series of experiments, and the remaining attributes are sufficient. 
With the reduced attributes, attribute value reduction and the least decision rules 
are further achieved. 
3) One of the edge pixel attributes (threshold = p+2o) is further reduced for its 
little contribution to classification decision considered by VPRS. The average 
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training time is 8767 epochs and a classification accuracy of 95.24% yielded for 
the test set. The running time with 10 features is shortened from 92.69s to 87.00s 
in comparison to the running time with 17 features. 
4) Incorporating VPRS, fuzzy sets and the improved BP neural network, the 
RNNFI classifier has achieved a classification accuracy of 96.96% and running 
time of 9.67s, which is the best performance among the methods investigated by 
this research. 
5) The RNNFI classifier has been further optimised aImmg at a higher 
classification accuracy with unifonn design and the optimal factor setting consists 
of a learning rate of 0.01 and 57 hidden neurons. After training and testing with 
these settings, the system has achieved a classification accuracy of 98.99%. 
6) The system has been integrated through ActiveX in VB.net interfacing Matlab. 
Experiments have been made to verify the functions of each of the five main 
system modules. The integrated RNNFI system has shown a further reduction of 
the running time from 9.67s to 7.90s because only relevant code of Matlab is 
called rather than the entire program. 
9.2 FURTHER WORK 
Although the methodology has demonstrated its advantages and the RNNFI 
classifier has been implemented with encouraging results achieved, further work 
is necessary to apply the research to industrial practice. Main recommendations 
include: 
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1) Further optimisation of the RNNFI 
This includes further optimisation usmg uniform design and simplification of 
network structure. More parameters of the RNNFI system such as the weight 
values between the neurons in input layer, the neurons in hidden layer and the 
neurons in output layer can be considered for optimisation using uniform design 
although the model complexity for optimisation will increase. The neural network 
can be simplified by reducing the number of the weights between the neurons in 
each layer using methods such as generic algorithms and rough sets. 
2) Extension of the methodology to other products 
Another direction of further work is to extend the methodology to other 
applications. These may include ceramic tiles, strip steel, textiles and even crops 
such as apples. It is necessary to acquire typical sample data for the product, to 
process the data, and to validate the classifier with experiments. 
3) System building for industrial experiments and applications 
It will be a natural step forward to build a fully working system consisting of all 
necessary hardware and software for surface image acquisition, image data 
processing, system training, and defect classification. The system will then be 
placed on site of an automatic production line of wood veneers to carry out 
industrial experiments, and any necessary improvements made. 
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