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Введение. При исследовании устойчивости положения равновесия ряда дифференциальных 
систем вторым методом Ляпунова приходится иметь дело со скалярными функциями многих 
переменных, в том или ином смысле содержащими информацию о поведении решений в окрест-
ности положения равновесия. При этом достаточно часто существенную роль играет наличие 
или отсутствие экстремума таких функций в особых точках, положениях равновесия. В связи 
с этим можно упомянуть, например, теорему Лагранжа–Дирихле об устойчивости для уравне-
ния ( ),x f x= −∇  теоремы Ляпунова и Четаева об устойчивости и неустойчивости в гамильтоно-
вых системах, исследование поведения решений градиентных систем. Как правило, существен-
ную роль играет вопрос о знакоопределенности или знакопостоянстве той или иной функции. По 
сути дела, это вопрос о наличии строгого или нестрогого экстремума в точке покоя [1].
Ниже будет приведено несколько утверждений, которые обобщенно можно назвать доста-
точными признаками экстремума первого порядка, не использующими значений градиента 
и, тем более, гессиана в точке экстремума. Кроме того, сформулируем несколько утверждений, 
иллюстрирующих применение таких признаков при изучении асимптотического поведения ре-
шений дифференциальных систем.
Условия экстремума функции многих переменных. Введем несколько обозначений. Пусть 
U – открытое множество в Rn, содержащее точку x0 = 0. Функция f : U → R предполагается, если 
не оговорено иное, непрерывно дифференцируемой по Фреше в U за исключением, возможно, 
точки x0 = 0.
© Княжище Л. Б., 2018
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Нашей первой задачей будет формулирование достаточных признаков наличия минимума 
и строгого минимума в точке x0 = 0.
В случае, когда для некоторой окрестности Bε = {x ∈ Rn | ||x|| ≤ ε} точки x0 = 0 верно 
f(x0) ≤ f(x)  ||x|| ∈ Bε, будем говорить, что в точке x0 = 0 достигается минимум. Если же выполне-
но неравенство f(x0) < f(x), то – строгий минимум. Не ограничивая общности, можно считать, что 
f(0) = 0.
Символом ∇f(x), как обычно, обозначается градиент функции f в точке x. Если зафиксирован 
некоторый базис в Rn, то ∇f(x) – вектор частных производных. Если функция дважды дифферен-
цируема в точке x, то определена матрица вторых производных ∇2f(x) – гессиан функции f в точ-









∑  Норму ||x|| вектора x ∈ Rn полагаем равной ||x|| = (x, x)1/2. Обозначим Sr(x0) и Br(x0) – 
сфера и открытый шар в Rn с центром в точке x0 и радиусом r. Если x0 = 0, то будем x0 опускать 
и использовать обозначения Sr и Br. Луч в Rn, исходящий из точки x0 с направлением x, т. е. 
{x ∈ Rn | x = x0 + αx, α ≥ 0}, будем обозначать lx(x0), если x0 = 0, то просто lx. Отметим, что 
lx(x0) = x0 + lx в смысле суммы Минковского.
Хорошо известно, что если функция f дифференцируема в точке x0 = 0, то условие ∇f(0) = 0 
является необходимым условием экстремума. Это же условие является и достаточным условием 
локального минимума для выпуклой в некоторой окрестности точки x0 = 0 функции.
Если f дважды дифференцируема в точке x0 = 0, то условие ∇
2f(x0) ≥ 0 является необходимым, 
а условие ∇2f(x0) > 0 – достаточным условием минимума. Знакопостоянство и знакоопределен-
ность матрицы ∇2f(x0) здесь понимаются в общепринятом для матриц смысле.
Пусть ( ) min ( )x SM r f x∈=  – минимальное значение функции f на сфере Sr и MSr – множество 
тех точек на сфере радиуса r, в которых f принимает минимальное на этой сфере значение, рав- 
ное M(r).
Л е м м а 1. Пусть f � непрерывно дифференцируема в проколотом шаре BH и для каждого 
0 < r < H и любого x ∈ MSr верно неравенство
  (∇f (x), x) ≥ 0.   (1)
Тогда x0 = 0 – точка локального минимума функции f0. Если же найдется последователь-
ность { } ,i ir
∞  такая, что ri ≤ H  i и ri → 0, i → 0 и для любого x ∈ MSri верно строгое нера- 
венство
 (∇f(x), x) > 0, (2)
то x0 = 0 – точка строго локального минимума.
Д о к а з а т е л ь с т в о несложно получить, заметив, что множество MSr – компактно при 
каждом r и условие (1), как нетрудно показать, гарантирует неубывание функции M(r) на мно- 
жестве r ∈ (0, H), а условие (2) – ее монотонное возрастание в некоторой окрестности каждой 
точки ri.
З а м е ч а н и е 1. Условия леммы при изучении точек максимума, очевидно, необходимо изме-
нить следующим образом. Множество MSr функции M(r) следует строить опираясь на макси-
мальное значение f на сфере Sr, а знаки в неравенствах (1) и (2) заменить на противоположные.
Отметим, что множество MSr при каждом r, как правило, будет состоять из небольшого числа 
точек, однако его явное построение, как и вычленение М(r), достаточно затруднительно.
Пусть M1Sr = {x ∈ Sr | ∇f(x) = α(x)x, α(x) ∈ R} – множество таких x, для которых градиент f кол-
линеарен x. Отметим, что ∇f(x) = α(x)x – необходимое условие экстремума функции f на сфере Sr 
в точке x.
Л е м м а 2. Пусть f – непрерывно дифференцируема в проколотом шаре BH и для каждого 
0 < r < H и любого x ∈ M1Sr 
  α(x) ≥ 0,  (3)
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тогда x0 = 0 – точка локального минимума. Если же найдется последовательность { } ,i ir
∞  та-
кая, что ri ≤ H  i, ri → 0, i → 0 и для любого x ∈ MSri верно строгое неравенство 
  α(x) > 0  (4)
то x = 0 – точка строгого локального минимума.
Д о к а з а т е л ь с т в о очевидно следует из леммы 1, так как M1Sr содержит множество MSr, 
а из (3) следует (1) и из (4) – (2).
Множество M1Sr может быть существенно больше множества MSr, так как в него входят, на-
пример, точки максимума функции f на сфере Sr.
Если функция f дважды дифференцируема, то для явного построения множества, меньшего 
чем M1Sr, но содержащего MSr, можно использовать необходимое условие минимума f на сфере Sr 
второго порядка [2].
Положим M2Sr = {x ∈ Sr | ∇f(x) = α(x)x и (h, ∇
2f(x)h) ≥ α(x),  h ∈ Lx}, где Lx = {h ∈ Rn | (x, h) = 0 
|| h || = 1}.
Л е м м а 3. Пусть f – дважды дифференцируема в проколотом шаре BH, для каждого 
0 < r < H и любого x ∈ M2Sr выполнено (3). Тогда x0 – точка локального минимума. Если найдется 
последовательность { } ,i ir
∞  такая что ri ≤ H  i, ri → 0, i → 0 и для любого x ∈ M2Sr верно (4), то 
x0 = 0 – точка строгого локального минимума.
Д о к а з а т е л ь с т в о очевидно, поскольку M2Sr содержит MSr . 
Для описания достаточно широкого класса функций, для которых в условиях леммы 1, 2 не-
равенства (1) и (3) не только достаточны, но и необходимы, введем следующие определения.
Пусть lx – луч в Rn, проходящий через точку x. Будем говорить, что функция –f радиально вы-
пукла в направлении x, если она выпукла на отрезке луча lx, лежащем в U. Если функция f ради-
ально выпукла в направлении x, то будем говорить, что f – радиально вогнута. Если f радиально 
выпукла для всех x из некоторого множества, то такую функцию будем называть радиально вы-
пуклой для направлений из этого множества. Наконец, скажем, что функция f радиально сохра-
няет тип выпуклости на направлениях из некоторого множества, если для каждого направления 
из этого множества функция либо выпукла, либо вогнута. Говоря просто «радиально выпуклая 
функция», будем иметь ввиду, что множество направлений, для которых функция радиально вы-
пукла, совпадает с U. Аналогично, для радиально вогнутой и радиально сохраняющей тип выпу-
клости. Отметим, что выпуклая в U функция f является и радиально выпуклой, а вогнутая – 
радиально вогнутой. Обратное, очевидно, неверно. Линейную функцию будем относить к вы- 
пуклым.
У т в е р ж д е н и е 1. Пусть f непрерывно дифференцируема в U и достигает в точке x ∈ U 
строгого минимума. Если f радиально сохраняет тип выпуклости для всех x ∈ MSr и для таких x, 
в направлении которых f радиально вогнута, верно f ′α(αx) ≠ 0  α > 0, таких, что αx ∈ U, то при 
любом r > 0 для всякого x ∈ MSr верно (2).
Д о к а з а т е л ь с т в о очевидно, для x ∈ MSr, таких, что на lx функция радиально выпукла.
Рассматривая x ∈ MSr, такие, что f радиально вогнута, отметим, что f ′α(αx) = ∇f(αx)x. По-
скольку f ′α(αx) ≠ 0, то f не достигает максимума на луче lx, пока он не выходит из U, а значит, 
f ′α(αx) cохраняет знак на этом луче. Поскольку f(αx) > f(0), то f ′α(αx) > 0. Отсюда очевидно, что 
∇f(x)x > 0.
З а м е ч а н и е 2. Если в условиях утверждения 1 заменить множество MSr на множество 
M1Sr (или на множество M2Sr ), то при любом r > 0 для всякого x ∈ M1Sr (или M2Sr ) будет верно (4).
Д о к а з а т е л ь с т в о повторяет доказательство утверждения (1).
Таким образом, для функций f, радиально сохраняющих тип выпуклости, леммы 1–3 пред-
ставляют необходимые и достаточные условия строгого максимума.
З а м е ч а н и е 3. Аналогично доказывается и необходимость условия (1) в лемме 1 и условия 
(3) в леммах 2, 3, если в точке x0 = 0 функция f достигает не строгого локального минимума.
Д о к а з а т е л ь с т в о для x ∈ MSr, таких, что f(αx) > f(0), повторяет доказательство утвержде-
ния 1 и приводит к более сильному, чем (1) неравенству (2). Если же x таково, что f(x) = f(0), то 
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поскольку f радиально сохраняет тип выпуклости, легко получаем, что f(αx) = f(0)  α, такого, 
что αx ∈ U. Отсюда очевидно, что ∇f(x)x = 0, т. е. выполнено (1) (а в леммах 2, 3 выполнено равен-
ство α(x) = 0, т. е. верно (3)).
Условия устойчивости градиентных систем. Рассмотрим градиентную дифференциаль-
ную систему
  х  = –∇f(x), ∇f(x0) = 0, x ∈ U. (5)
Используя в качестве функции Ляпунова V(x) = f(x) и применяя основные положения второго 
метода Ляпунова, легко получить следующие заключения, заметив, что V (x) = –(∇f(x), ∇f(x)).
1. Если положение равновесия x = 0 системы (5) является точкой локального минимума 
и изолирована, т. е. в U нет таких точек x ≠ 0, что ∇f(x) = 0, то x0 = 0 асимптотически устойчиво.
2. Если x0 = 0 – точка строгого локального минимума функции f(x), то положение равновесия 
x ≡ 0 устойчиво.
3. Наличие локального минимума функции f(x) в точке x0 = 0, вообще говоря, не влечет 
устойчивости [3; 4].
Опираясь на предложенные выше формулировки достаточных условий минимума, можно 
сформулировать следующее утверждение.
У т в е р ж д е н и е 2. Пусть функция f непрерывно дифференцируема в U, за исключением 
точки x = 0, и ∇f(x) = 0 только при x = 0. Если для x ∈ U из равенства ∇f(x) = α(x)x следует α(x) > 0, 
то положение равновесия x ≡ 0 асимптотически устойчиво.
У т в е р ж д е н и е 3. Пусть в системе (5) функция f дважды дифференцируема в U, за 
исключением точки x = 0, и ∇f(x) = 0 только при x = 0.
Если для таких x ∈ U, для которых верно 
  ∇f(x) = α(x)x, (6)
 (h, ∇2f(x)h) ≥ α(x),  h таких, что (x, h) = 0, || h || = 1
cледует α(x) > 0, то положение равновесия x ≡ 0 асимптотически устойчиво. 
Аналогичным образом, используя признаки строгого минимума из леммы 2 и 3, можно сфор-
мулировать условия устойчивости для системы (5). При этом не следует предполагать, что точка 
x = 0 – изолированная критическая точка, поскольку условия (2), (4) допускают наличие точек x, 
в которых ∇f(x) = 0 вне множеств M1Sr (или M2Sr). 
Приведем здесь формулировку, опирающуюся на лемму 3.
У т в е р ж д е н и е 4. Пусть функция f дважды дифференцируема. Если найдется последова-
тельность чисел ri > 0, таких, что ri → 0 при i → ∞ и для таких x ∈ U, что || x || = ri и верны со- 
отношения (6) выполнено неравенство α(x) > 0, то положение равновесия x ≡ 0 системы (5) 
устойчиво.
Д о к а з а т е л ь с т в о легко следует из того факта, что функция Ляпунова v(x) = f(x) в данном 
случае оказывается положительно определенной и имеет знакоотрицательную производную в 
силу системы (5).
В заключение отметим, что представленный в утверждениях 1–3 метод исследования устой-
чивости допускает обобщения и на ряд других систем, в которых легко удается строить функ-
ции со знакопостоянной производной. 
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