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ABSTRACT En el presente trabajo, usando métodos alge-
braicos, demostramos un resultado que relaciona la multi-
plicidad algebraica en una singularidad dicrítica aislada de
un campo vectorial holomorfo de dimensión compleja tres,
con el número de Milnor del campo y el de su transformado
estricto.
1. INTRODUCCIÓN
SeaMn una variedad analítica compleja de dimensión n y consideremos
en ella una foliación analítica singular por curvas. Esto significa que en
cualquier punto p E Mn la.foliación es generada por el campo vectorial
holomorfo
n a .
Z =LZi-a .' z; Z2, ... .z; E On,p; y m.c.d. (Zl, Z2, ... ,Zn) = 1Zt .
i=l
en donde On,p es el anillo de gérmenes de las funciones analíticas en
p. En lo sucesivo, denotaremos por :Fz a esta foliación, diremos que
el campo Z genera la foliación :Fz y las funciones Zi serán llamadas
componentes de Z. El lector interesado en conocer detalles de la teoría
de funciones analíticas de varias complejas, deberá consultar [9]y para
los que deseen profundizar en la teoría de las variedades analíticas
complejas, recomendamos [11].
Sea p E Mn y consideremos una carta (U,4» de Mn alrededor del
punto p tal que 4>(p) = O E en, claramente Z, o 4>-1 es una función
analítica de varias variables complejas definida en una vecindad del
origen y por lo tanto, ella tiene un desarrollo en series de potencias
z, 04>-1 =Lzt, 1:::; i :::;n
k~O
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donde los Zf son polinomios homogéneos de grado k en ti variables
complejas. El orden de Zi o cjJ-1 en el O E en es, por definición, el
menor número entero Vi tal que Zf = O, para todo k < Vi Y A~i 1- O.
No es dificil probar que el número Vi es independiente de la elección
de la carta (U, cjJ), por esta razón el entero Vi es llamado el orden de
Zi en P y lo denotamos por ordp(Zi). La multiplicidad algebraica de
la foliación Fz (o del campo Z) en el punto p E Mn, denotada por
mp (Fz) (o simplemente por mp(Z)), es definida como el mínimo de los
órdenes ordp(Zi).
Un punto p E Mn es llamado punto singular de la foliación Fz (o
del campo Z) si y sólo si mp(Z) :2: 1, en caso contrario decimos que
p es un punto regular. El conjunto de todos los puntos singulares de
la foliación Fz será denotado por Sing (Fz). Un punto p E Mn es
llamado singularidad aislada de Z si y sólo si p E Sing (Fz) Y existe
una vecindad abierta U ~. Mn de p tal que todos los elementos de
U - {p} son puntos regulares de Z. ~
Denotemos por 1[Zl, Z2, ... ,Zn] ~ On,p al ideal generado por las
componentes del campo vectorial holomorfo Z. El Número de Milnor
del campo Z en el punto p E Mn, denotado por J-lp(Z), es definido
como
J-lp(Z) = dimc (1 [Z %n,p z 1)
1, 2,···, n
Este número es finito si y sólo si p E Mn es una singularidad aislada
de Z y en este caso J-Lp(Z) coincide el grado topológico de la función de
Gauss inducido por Z el cual es considerado como un campo vectorial
real, en una esfera de dimensión real 2n - 1, suficientemente pequeña
centrada en p. El objetivo del presente trabajo es estudiar como cambia
el número de Milnor J-Lp(Z)cuando hacemos explosiones (blow-up) en
el punto singular p.
2. EL BLOW-UP CENTRADO EN UN PUNTO
Sea Mn una variedad analítica compleja de dimensión ti y p E Mn,
el blow-up (o explosión) del punto p consiste en reemplazar p por el es-
pacio proyectivo complejo (n - l)-dimensional CP(n -1), considerado
como el conjunto de direcciones límites en p. Esto se consigue de la
siguiente manera: denotemos por lPp(Mn) al espacio proyectivo aso-
ciado al plano tangente Tp (Mn) y sea v 4 [v] la aplicación del paso
al cociente Tp (Mn) - {O} -+ lPp (Mn). El bloui-up del punto p es el
conjunto
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dotado de una estructura de variedad analítica compleja obtenida al
reemplazar toda carta de Mn alrededor del punto p:
4> = (z¡, ... ,zn) : U -+ en, tal que 4>(P) = 0,
por las n cartas 4>i, (í = 1, ... ,n) definidas del modo siguiente: sea Pi
elconjunto de las rectas de Tp (Mn) contenidas en el Ker (dpZ¡),
(
Z1 Zi-1 Zi+1 Zn)4>¡ = -, ... , -,Z¡, -, ... ,- sobre U,
Zi Z¡ Z¡ Z¡
En 10 sucesivo, la función analítica E :Mn -+ Mn definida por
E(z) = { Z,
p,
si Z f/. lPp (Mn) ,
si Z E lPp (Mn) .
será llamada bloui-up con centro en el punto p E Mn. La restricción
de E a Mn -lPp (Mn) es un difeomorfismo sobre Mn - {p}, que en la
carta (Uil 4>¡) se escribe como
Cuando Mn = en y p = 0, denotamos por (z¡, z) = (z¡, Z2,··· , Zn)
las coordenadas de en y por
ti : [(z¡, z)] -+ z,
Z¡
la primera carta canónica sobre U1 = CP( n - 1) - lP¡, las otras cartas
se obtienen permutando las variables de en. Sea 7r : tn -+ CP( n - 1)
la fibración de fibra C definida por
( ) _ {[Z], si Z f/. CP(n - 1),
7rZ - z, sizECP(n-l).
La carta 4>1 = (Z1' zh de en definida anteriormente, en este caso se
escribe
(Z1 o E, ti 011") : ir, = 11"-1 [U¡J -+ en.
la que designamos, por abuso de notación, como
(Z¡, Z)1 = (Z¡, t') donde st' =_. ,
Z1
y en esta carta tenemos:
4 SOBRE EL NÚMERO DE MILNOR
E(Zl' t') = (Zl' zlt')
las otras n - 1 cartas asociadas se obtienen permutando las variables.
Por ejemplo, en el caso particular en que n = 3, se tiene E(x, t, s) =
(x,xt,xs) = (Zl,Z2,Z3) (donde t! = (t,s)), E(u,y,v) = (uy,y,vy) =
(Zl, Z2, Z3) (donde t' = (u, v)) y E(r, w, z) = (rz, wz, z) = (Zl' Z2, Z3)
(donde t' = (r,w)).
Lo desarrollado hasta aquí sobre el blow-up, es suficiente para nues-
tros propósitos, el lector interesado en mayores detalles sobre el tema,
puede consultar las referencias [8], [10] Y [5].
3. TRANSFORMADO ESTRICTO DE FOLIACIONES
Sea Mn una variedad analítica compleja de dimensión n y consi-
deremos en ella una foliación analítica singular por curvas :Fz. Si
E : Mn ~ Mn es el blow-up centrado en el punto p E Mn, singulari-
dad aislada de :Fz, en la presente sección, vamos a probar que existe una
única manera de extender el pull-back E* (:Fz - {p}) a una foliación
analítica singular por curvas, denotada por :iz, la cual está definida en
una vecindad del espacio proyectivo CP(n-l) = E-1(p) e Mn y cuyo
conjunto singular tiene codimensión 2:: 2. Esta foliación :iz es llamada
la transformada estricta de :Fz por E y el espacio proyectivo E-1(p)
es llamado divisor. Denotaremos por Z al campo vectoria1 holomorfo
que genera a la foliación :iz. El punto p E Mn es llamado suiqulari-
dad no dicrítica de :Fz si y sólo si el divisor es invariante por :Fz, esto
significa que E-1(p) es la unión de hojas y singularidades de :izo En
caso contrario, decimos que p es una singularidad dicrítica de :Fz. A
continuación, detallaremos estos resultados.
Tomemos un sistema de coordenadas locales z = (Zl' Z2,· .. ,zn) de
una vecindad del punto p tal que z(p) = OE en. En estas coordenadas,
la foliación es generada por el campo Z = t z, a~.· Si mo(Z) = v
i=l t
(donde u 2:: 1), entonces las componentes Z, tiene un desarrollo en serie
de potencias alrededor del OE en
Z¡ =L Z~, 1:::; i < n,
k?v
donde cada Zk es un polinomio homogéneo de grado k.
Consideremos el sistema de coordenadas (Yl, Y2, ... ,Yn) de en en
donde E se expresa como:
E(Y¡,Y2,'" ,Yn) = (Y¡Yj, .. · ,Yj-lYj,Yj+1Yj,··· ,YnYj) = (Z¡,Z2, ... ,Zn)'
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En esta carta, el pull-back de Z por E es dado por
E* Z = Zj o E ee. + L (Zi o E -~i Zj o E) ee .:
Yl lSihSn Yl y,
Pero
(Zi o E) (y) = LYJZ~(f})
k>v
en donde y = (Yl,' .. ,Yn) e y = (Yl' ... ,Yj-l, 1,Yj+1, ... ,Yn). Luego:
(3.1) E* Z(y)
se presentan dos posibilidades:
(í) Existe i E {1, 2, ... ,n}, i =f j tal que A~(y) - YiAUy) :/= O.
En este caso, E* Z es divisible por Yj-l y entonces podemos definir
- E*Z
Z = v-l' De (3.1) tenemos
Yj
(3.2)
en donde Y es un campo vectorial holomorfo. Denotaremos por :iz
a la foliación generada por Z. De (3.2) se deduce fácilmente que el
divisor E-1(0) (el cual, en la carta que estamos trabajando, se expresa
como E-1(0) = {(YI, Y2, ... ,Yn) E en : Yj = O}), es invariante por la
foliación :iz- En este caso decimos que O E en es una Singularidad no
dicrítica de Z.
(ii) A~(tJ) - YiAt(tJ) = O,para todo 1S; i S; n, i =f j. En este caso,
E* Z es divisible por Yl~y entonces podemos definir Z = E* Z. De (1)
Yj
tenemos
(3.3)
- . e -
Z = Z~(y)-;;- + yjY(y).ou,
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De (3.3) deducimos que E-l(O) no es ínvariante por ftz,.enefecto,
ahora las hojas de :FZ:S@1l tranversalese tangentes" ~·diVisorY·el;:con~
junto singular esté.ccntenido en {y E E-1(O) : Zi{y) . ·OJ .. Cuaado
esto ocurre, q.ecimósqueO E:t en es una Singularidllddicrltieade Z.
Note qoo'encualquiera de los dos casos, E*Zy: Zcomcidenfuera del
divisor. La foliación :Fz es llamada traT/;$formada. estrictadeFz ,por
g"
4. EL NÚMERO DE MILNOR DE UN CAMPO
VEOTORIAL HOLOM()RFO·.·
Sea u~en un abierto, denotemos por On,pa.,lanillodegén;ne:n:es
de lasfuncíones analíticas en pE Uy, seaI[9'¡,Z2, ... !Z1l'l'bO~JI
él ideal generado por las componentesdel cáYn~o' veCtorialholortrorfo
Zdefinido en U, ·El Número de Milnor del campo Z en el·puntop,
denotade-por J1.p{~) l. ~ definido como
/'p($} = dimc (1 ¡.<l'l~~"'~
Esté,' nlÍmeTo'·sátisf.a.cé la:i;"sigtli~n~~·pm~ •• '(~"m)}
v ' ",../:"'::",_, '",{."""""., "", ,~,:,' _.,:,' :",' ':"/"":":::" "'<',- _-'-)"'~'>"~'::>",':"'>'~.t:"~,::>'"r ,'-"~."""
'1. /J,p(Z)éSfinito si y sólo si p'es una singularidad aislada deZ.
2~ {Lp( Z) ==0 si y sólo sip es un punto r~~tar'de z.
3. /'p(Z) -=!si y sólo si dete!~}) l<iJ~"·#O.
Sean pE u una singtllaridad aislada del c~po veetorial Z, tal que
fLp(Z) = v, :Fz la foliación generada por Z, :Fz el transformado estricto
de :Fz y Z el campo veetorial holomorfo que genera ala foliación :Fz.
Q&a.nqo ~. .2,. ~JfiS:te uPiajórmulaque r~la9on.a,·1I, con e1llúmen?' de
M~~1;l,oJ.:·d.e7 n py eln,ú.mero de Milnor de las.sin~~aJ"~dad~ de~. (ver[lar): '. . " '. .
, {V2"'" V - 1+ L Ilq(Z},sr¡resunai·sing'. nffcl¡ierf'J;.'Íéa,
/'p\~) .' .. ,,' +V.- 1+::~:: 14(Z),ilÍ ¡>es~ ~,~ríllca
Observe que como el conjunto Sing (:Fz) es finito, lassum9-f()~í~as
que aparecen en la expresión anterior son finitas. Existe una general-
ización n-dimensional de la fórmula anterior bajo las hipótesis de que p
es una singularidad aislada no dicrítica de Z y elconjunto Sing (Fz)
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es finito (ver [4]):
jjp(Z) = 1Jn - 1Jn-l - .•• - 1J - 1+ L jjq(Z)
qEE-l(p)
En el presente trabajo, demostraremos un resultado análogo al an-
terior para el caso en que p es una singularidad aislada dicrítica de
un campo vectorial holomorfo Z, definido en un abierto de ea. La
prueba que presentaremos es algebraica y utiliza algunas herramientas
de la Teoría de Intersección de variedades analíticas complejas, las que
pasaremos a detallar en la siguiente sección.
5. ELEMENTOS DE TEORÍA DE INTERSECIÓN
Denotemos por On al anillo de gérmenes de las funciones analíticas
en O E en, luego cualquier F E On tiene un desarrollo en series de
potencias, definido en una vecindad del origen:
F(z) =LFk(z) •
k>O
en donde los Fk(z) son polinomios homogéneos de grado k ~ o. En
estas condiciones, el orden de F en O,denotado por ordo(F), es definido
como el menor número entero no negativo m tal que Fk = Opara todo
k < m y Fm;t o.
Es bien conocido que el subconjunto de en formado por todos los
ceros de F, al que denotaremos por (F = O), i.e.
(F = O) = {z E en : F(z) = O}
es una hipersuperficie analítica de en, es decir, una subvariedad analítica
de en de codimensión 1 (o de dimensión n - 1). Por ejemplo si n = 2,
(F = O) es una curva analítica en ((J mientras que si n = 3, (F = O)
es una superficie analítica en ea. En el caso particular de que F es un
polinomio, el conjunto (F = O)es una hipersuperficie algebraica de en.
Sean F1, F2, ... .F; E On y denotemos Aj = (Fj = O), (1 ~ j ~ n).
n
Vamos a suponer que nAj es un conjunto de dimensión cero (con-
j=l
junto discreto de en). El producto cartesiano I1Aj = Al x A2 X ... x An
en en2 = en x en x ... x en tiene dimensión n(n - 1), Y la diago-
nal ~ = {(Zl' Z2, ... ,zn2) E en2 : Zl = Z2 = ... = Zn2} tiene dimensión
n
complementaria ti. Si a E n Aj entonces (a)n = (a, a, ... ,a) E c-'
j=l
es un punto aislado de (I1Aj) n~, se sigue que la proyección 7r6.1 nA
J
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de Ll sobre Ll.l (en en 2) es un recubrimiento analítico de alguna vecin-
dad de (e)". El índice de intersección de las hipersuperficies analíticas
n
Al, A2, .•. ,An en el punto a E nAj, denotado por ia (F1, F2, ... ,Fn),
j=1
es definido como la multiplicidad (ver [6]) de la proyección n¿ll nx, en
2 ](a)n E en :
n
Si a rtnAj, es conveniente definir ia (F1, F2, .•• ,Fn) = O.
j=l
Como consecuencia directa de la definición, tenemos que el índice de
intersección es una función simétrica de las funciones F1, F2, .•• ,Fn,
Le.
ia (Fj¡, Fj2,· .• ,FjJ = i; (F1, F2, ... ,Fn) ,.
para cualquier permutación (1,2, ... ,n) --t (j1,h,··· ,jn)'
Otras propiedades fundamentales del índice de intersección son las
siguientes:
1. ia (Fl • F{, F2, .•• ,Fn) = ia (F1, F2, •.• ,Fn) + ia (F{, F2, •.. ,Fn)
2. Si A es una matriz cuadrada ti x n invertible, cuyos elementos son
funciones holomorfas en una vecindad de a E en y si denotamos:
entonces ia (F{, F~, ... ,F~) = ia (F1, F2, ... ,Fn)
El lector puede encontrar la demostración de estas y otras propiedades
del Índice de intersección en [6]y [7].
La interpretación geométrica del índice de intersección es la siguiente:
Dado E > O suficientemente pequeño, las E-perturbaciones Aj (E) =
(Fj = E) de Aj se interceptan en exactamente ia (F1, F2,· .. ,Fn) pun-
tos, i.e.
card (6Aj(f)) = i,(F¡, F" ... ,Fn)·
En estas condiciones, el número de Milnor del campo vectorial holo-
morfo Z =t z, f)~.' puede ser interpretado geométricamente como el
i=l l
RéilátO;'Beri821ic'FeÍD~9
índice de intersección ip (Z1, Z2"" ,Zn) enp"deJ·as-nhipemupemcies
analítiea.sgeneraqasPQl' las componentes de $ fyer 16]):. .
J.Lp(Z) = ip(Z1, Z2, , .. ,Zn)
. Sea Eef blow-up centrado en O, en ·lacaijli (¡j (1:$ j '~':n) de
'.~ introducimos las coordenadas (Y1, Y2", "Yn)' De esta. manera E :
Uj ¿en tiene lasíguiente expresión: .
".1
:g~f¡;~j'1h,:.. ;y'¡} ;.....;,"Y1Yj,.. , ,Yj-iYj', Yj+lYj,'" ,YnYj)= (ZI, ... ,zn) .,
'DatM6"'F'EOr¡;::con'ordo{F,= m, -en la carta'Yj definimos eltrans:-
formado estricto de F por E, denotado pOI' F, como: .
'F-(.' . . .). _(FoE)(Yl,<,Y2,~" ,Yn)Y1, Y2, ... , Yn - ... •. . y~
:J
El Teorema siguiente, cuya demostración .•.puede ser encontrada en
[71,esfundamentail'parademostrar el resultado principal del presente
trabajo:
Tébrelnal. SMnFl"P2,:' i , ,Fn EOnteJes que:
1. O E en es un purito dtdntersecéión aislado de las hipersllper:ficies
analíticas (F1 ::-O) , (F2 = O) " ','~ (Pn = O).
2. Las hipersuperficies (F1 ~ ...O), (F2 = O) , ... , (Fn - O) tienen
p.un-tosde i,nlerse~cionesaisladosen;eldiv:isor E-1(9).
iJn,fj(J/¡J,ées:,
+ L iq (i\,F2, .. , ,Fn).'
qEE-l(p) .
6.. 'E,L,RESULTADO PRINC....· IPAL
,,' - o', , ;. " ,.' , " ,',
Sea Ma un'a:'vtpedadanalítica coml>l~jad~ dimensión 3 y conside-
remos en' élla' uné.-f0Há.ei'Ón .analíticá. singulát percurvas; En p E M~
singularidadaisladadicrítíca de la foliación, consideremos un sistema
de coordenadas lbca.les (Zl;",q, Z3) tal que p .O E ea·. En esta carta.Ja
. 3
foliación es gener~~·a.por el campo vectorial holomorfo Z = L:~ia~:'
. i=l ·1
Si mo(Z) -1/, por el teorema de caracterizaciónde campos con singu .•
laridades dicríticas aisladas (ver [1]), existe un polinomio homogéeee
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.P:v~l~,;d~~~1¡l.4PJI.,c ),,~,tal que: :.:.
Z¡(Zll Z~hz3):;::='ziP~,-1(ZbZ2,Z3}+ L »¡k(Zl, ~,Z3},1~,~~'f'~'3
k~II+1,
Sea (x, t, s) la carta de C'J en la cual ~1blow-up E~entra4o en el
(lE 'caes expreSa.do~cbirib: ,'."...' "
. "'E:(x,t,s) = (x,xt,x~) ....{Zl,q,;Za}'
'., - -. 8 '\~n estas coordenadas, las cemponentes del,caIJll?9,Z - ,41ijJ-+
Z,2;t +Z3 :sql:légen~l'aa la f()liació:atl~~f~.~~~§tfi~tafse'!~~t:~~a.n
como:
Zl(X,t.,S) -
Z2(X, t, s) -
Z,>,l..,yo.. t s} .=. a\"", ...) .,
P¡i_l(l,t,s) + ..1: xk ..•.IIZ1(1,t"s)
k~II+1
E xk~II-1 r~(x, t, s) ~ tZ~(l,t, s)]
,~~~+l, . e." . . .,..< ..' ,
.,'L· .xf-II-1{ZUIE,t"s),e'7sz1(l,t"s)]
k~lI+l
Las componentes de.Z t¡enen.expresione~<mál.og~A~n las. ot~.as·,PA8
cartf;l.$('I.t,Jl~p)y;.{r,~, z)deCS, en lasc~ale$'E se,escribe: "
, . - , .. - -; .' . ".~.:' ";,;' , .'\ " '. . . .' . . ' ',. . '. ,': ";,' ,',' .. ' .' ,
I
~,(u,y,v) - (uy,y"Vy) .= (Zl,Z2,Za)
, r E(r, w, zL = (rz,wz~:z) = {Zij:~2,%l·
Observe que las éompenentes de"Z' ta.mtiiénpT:ieden ser expresadas
en términos de los transformados estrictos de las componentesde Z,
En efecto, porejemplo en la carta (z, t,s), un fácil cálculo nos muestra
, .'. ,.
que:
Z =t1 lJ + Z2 - ~Zl ~ + Z3 - SZl a
ox . x at x as
Con las definiciones y notaciones anteriores, podemos demostrar
nuestro resultado principal:
Teorema 2. Sea s v,iT,'éampo'vectopfaFhéjl'Omórfocon singularidad
a:i~l.fJcfltr¡¡,·f3n(}E~J. tal:qu~;.$.t~en,e, B:if/,g;'J;L:l~r::ÚJff~df!-,s..1),~s{",d~,enfll:4i1fi;~or.
S~.DE ~.>(§~ V¡TJ,a,$tng~l:ari#ll'd.dicrit,i~~~é,~,;;,,!Úp,q.(~),.,.· v~:en,~.q~~l;~S;
:fLO{~)~,'1)3 + 21)2 - 2+:~" '.Mi~;).
qEE-l(O)
Prueoa •.'.n~de .que '.2' tiene singularidades aisladas, siti'péiÜídi dé
g~q:~r~lj.~a4,It9:<i¡~m9S~UITlirque J~ síguientes ~0nd.ifiones SOR s~ti~",
f~~..· ". '. . •.. ,.
~',,: '•...
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1. La carta (x, t, s) de es contiene todas las singularidades de Z.
2. Z~+1(O, 0,1) =1= OYPII-l(O, 1,O) =1= O.
3. PII-l(O, Z2,Z3) Y Z~+1(0,Z2, Z3) son polinomios coprimos.
Usando las propiedades del número de Milnor y del Índice de inter-
sección, tenemos:
(6.1) L j1q(Z)
qEE-l(O)
""' . (z- . Z3 - SZl)L...J ~q 1,X, ----
X
qEE-l(O)
donde (3.1) es válida siempre que la sumatoria:
""' (- Z3 - SZl)L...J iq Zl, X, x sea finita. Con el objetivo de probar esta
qEE-l(O)
finitud, observamos que:
L ip (PII_l(l, t, s), Z~+l(X, t, s)) -
PEC2
- (sZ~+l(l,t,s))
Sea HII+2 el polinomio homogéneo de grado 1/ + 2 definido por:
HII+2(Zl,Z2,Z3) = ZlZ~+1(Zl,Z2,Z3) - Z3Z~+1(Zl,Z2,Z3)
la condición 3 implica que HII+2 y PII-1 no tienen factores comunes,
luego por el Teorema de Bezout:
L ip (PII-1, HII+2) = (1/ - 1)(1/ + 2)
PEC2
De las condiciones 2 y 3, tenemos que los polinomios PII-l(O, 1, v)
y HII+2(O,l,v) = -vZ~+l(O,l,v) no tienen raíces comunes, además
HII+2(0, 0,1) = -Z~+1 (0,0,1) =1= O. Por lo tanto, las curvas algebraicas
(PII-1 = O)Y (HII+2 = O)no tienen puntos de intersección en la recta del
infinito Loo = CP(2) - C2, esto significa que el plano afín C2 contiene
a todos los puntos de intersección de estas curvas. Luego:
¿ ip (Pv,,""l(l,t, 8), lill+2(l, t, 8n
p~C2
- :E ip (PII-1, HII+<Ú~ (ÍI-, 1HiI+2)
peC2
(6.2)
Por lo tanto se verifica. la igualdad (3.1) Y tenemos
.:"'2: ..( e.. - Z3 - SZl)., " .... z. Zi, Z2,' .' , '. =' .. - q .,.. X
tJEE-1:'(O)
(1/ - 1)(1/ + 2) +
+¿ fJq(Z)
qeE-l(O)
. '" . (- - Z3-821)Calculemos: ahQrala.>sumatona QEi:1(O) Zq Zl •.Z2, z . Sea
H la función analítica:
H(zl, Z2, Z3) - ZlZ3(Zt,Z2, Z3) ~ Z3Z1CZ1, Z2, Z3)
. = ..L(ZlZ:(,z¡,~, zar - z3Zi(z¡, :Z2, Za.))
·k~II+1
De la cendición 3, se sigue fácilmente que O .~. d-es unpunto de
intersección aislado de las superficies analíticas (41 = 0),(Z2 = O) Y
(H " O~..Porpropíedadee del índiee de. intells'eccJqnj t~~[:Il()s:
, -- -: • ," - ,_. '~ • __.:_. '-~. • -_. '. . - o:. ,i,'
io (Z1, Z2, H) io ('ZliZ2, ZlZ3)
.= ia(Zl"Z2,Z¡)+io(Zl,Z2,Z3)
-.. io (Zl,ZZ"Z¡) +fJ@~Z}
(6.3)
Del Teosema 1, t,ellcen'lOs:
io (Zl: Z2, ;~) , io ( L Zi,Z2, Zl)·'¡'
k~v+1 ... .
(6.4) = 1/(1/ + 1) + L: iQ (Z,,~.z2'7h)
l~~.¡J - 1>(091 ~¿
e~,gonq~Z'~ ,!: Z;~,Y 1l'1(Z1,Z2,Z3)-= z1.~é.$deq~e.1fi(Zl,R'2·1¡Z3r:;:
. .. k?:v+l '.. . .'.
l~J~sW'e~~ci(i)~ (Z~, O)',(~2, O) Y (7fL7' O};IlD tiemgl') pu~t@~deia1-
tersección en la carta (x;t, s). en las otrasdesearses. ( 'IJli,'J!};, w) y (r,w, z),
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los puntos de intersección de estas superficies que se encuentran en el
divisor, vienen dados por las soluciones de los sistemas:
Z'(u,O,v) - ZII+l(u,1,v)=0
Z2(U, 0, v) PIl-1(U, 1, v) = °
1i\(u, 0, v) u=O
Z'(r, w, O)
Z2(r, w, O)
7T-¡(r,w,0) -
ZII+l (r, w, 1) = °
wPII_1(r, w, 1) = °
r=O
pero de las condiciones 2 y 3, deducimos que los dos sistemas anteriores
no tienen solución, luego (6.1) implica que
(6.5)
Usando nuevamente el Teorema 1, tenemos:
(6.6) iO(Z1,Z2,H) = 1I2(1I+2) + ¿ iq (Z1,Z2,H)
QEE-l(O)
siempre que las superficies (ZI = 0), (Z2 = O) y (H = O) se inter-
secten en puntos aislados del divisor. En la carta (x, t, s) esto se cumple
(ver (3.2)) y en las otras dos cartas (u, y, v) y (r, w, z) estos puntos de
intersección (los cuales no pertenecen a la carta (x, t, s)), son soluciones
de los sistemas:
Z1(0, 0, v)
Z2(0, 0, v)
H(O,O,v)
°PII-1(0, 1, v) = °
-vZII+l(O, 1, v) = °
Zl(O,W,O) - °
Z2(0, w, O) wPII-1 (O, W, 1) = °
H(O, 0, v) -ZIl+1 (O, W, 1) = °
Nuevamente, por las condiciones 2 y 3, los sistemas anteriores no
admiten solución. Se sigue de (6.3) que:
Finalmente, de (3), (7), (5) Y (2), tenemos:
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J-lo(Z) - io (Zl, Z2, H) - io (Zl, Z2, z¡)
'" (- - Z3 - SZl)- V2(V + 2) + L....t iq Zl' Z2, X - V(V + 1)
q EE-l (O)
v2(v + 2) - v(v + 1) + (v - l)(v + 2) + I:: J-lq(Z)
qEE-l(O)
= v3 + 2v2 - 2 + I:: J-lq(Z)
qEE-l(O)
lo cual prueba el Teorema 2..
Observaciones:
1. La técnica usada para la demostración del Teorema 2, es una ex-
tensión a dimensión 3 de la utilizada en [3]para probar el resultado
análogo para singularidades dicríticas aisladas en C2.
2. La generalización del Teorema 2 a cualquier dimensión n es pro-
bada en [2]. En esta referencia, usando métodos topológicos, se
demuestra que si Z es un campo vectorial holomorfo con una
singularidad dicrítica aislada en OE en tal que el transformado
estricto Z no tiene singularidades en el divisor entonces
o
J-lO(Z) =tnOk:: I1-=-2: i/":" + L J-lq(Z).
k=O qEE-l(O)
en donde mo(Z) = u, Una demostración algebraica de este resul-
tado para n ~ 4 aún no se ha encontrado.
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