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ANALYTIC AND NUMERICAL ANALYSIS OF SINGULAR
CAUCHY INTEGRALS WITH EXPONENTIAL-TYPE WEIGHTS
STEVE B. DAMELIN1, KAI DIETHELM2 AND HEE SUN JUNG3
Abstract. Let I = (c, d), c < 0 < d, Q ∈ C1 : I → [0,∞) be a function
with given regularity behavior on I. Write w := exp(−Q) on I and assume
that
∫
I
xnw2(x)dx < ∞ for all n = 0, 1, 2, . . .. For x ∈ I, we consider the
problem of the analytic and numerical approximation of the Cauchy principal
value integral:
I[f ;x] := −
∫
I
w2(t)
f(t)
t − x
dt = lim
ε→0+
(∫
x−ε
c
w2(t)
f(t)
t − x
dt+
∫
d
x+ε
w2(t)
f(t)
t − x
dt.
)
for a class of functions f : I → R+ for which I[f ;x] is finite. In [1, 2, 3, 4], the
first two authors studied this problem and some of its applications for even
exponential weights w on (−∞,∞) of smooth polynomial decay at ±∞ and
given regularity.
1. Introduction
Let I = (c, d), c < 0 < d, Q ∈ C1 : I → [0,∞) be a function with given regularity
behavior on I. Write w := exp(−Q) on I and assume that ∫I xnw2(x)dx < ∞ for
all n = 0, 1, 2, . . .. For x ∈ I, we consider the problem of the analytic and numerical
approximation of the Cauchy principal value integral:
I[f ;x] := −
∫
I
w2(t)
f(t)
t− xdt = limε→0+
(∫ x−ε
c
w2(t)
f(t)
t− xdt+
∫ d
x+ε
w2(t)
f(t)
t− xdt.
)
for a class of functions f : I → R+ for which I[f ;x] is finite. In [1, 2, 3, 4],
the first two authors studied this problem and some of its applications for even
exponential weights w on (−∞,∞) of smooth polynomial decay at ±∞ and given
regularity. Notice that the argument in the integrand is of the form gw2 for suitable
g : I → R+ and weight w2. In this paper we will allow w to be non symmetric on
I and with varying smooth decay and regularity on I. For example we may allow
w(x) = exp(− expk(|x|)), k ≥ 1, on (−∞,∞) where expk denotes the kth iterated
exponential or for β ≥ α > 1,
Q(x) = Qα,β(x) =
{
xα, x ∈ [0,∞)
|x|β , x ∈ (−∞, 0)
or for β ≥ α > 0,
Q(x) =
{
(1− x2)−α − 1, x ∈ [0, 1)
(1− x2)−β − 1, x ∈ (−1, 0).
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2. Main Result and Important Quantities
In this section, we will state one of our main results, Theorem 2.3. In the
remaining sections , we will provide the proof of Theorem 2.3 and state and prove
several more main results which are consequences of our machinary. In this section
we will also meet and define various important quantities.
First we need the following definition from [5]. We say that f : I → R+ is quasi-
increasing if there exists C > 0 such that f(x) ≤ Cf(y), 0 < x < y. For arbitrary
nonzero real valued functions f(x) and g(x), we write f(x) ∼ g(x) if there exist
constants C1, C2 > 0 independent of x such that C1g(x) ≤ f(x) ≤ C2g(x) for all x.
For arbitrary positive sequences {cn}∞n=1 and {dn}∞=1 we define cn ∼ dn similarly.
In this paper, we will consider the following class of exponential weights defined in
[5, Definition 1.4].
Definition 2.1. Let Q : I → R+ satisfy the following properties:
(a) Q′(x) is continuous in I, with Q(0) = 0.
(b) Q′(x) is non-decreasing in I.
(c)
lim
x→d−
Q(x) = lim
x→c+
Q(x) =∞.
(d) The function
T (x) :=
xQ′(x)
Q(x)
, x 6= 0
is quasi-increasing in (0, d) and quasi-decreasing in (c, 0), with
T (x) ≥ Λ > 1, x ∈ I\{0}.
(e) There exists ε0 ∈ (0, 1) such that for y ∈ I\{0},
T (y) ∼ T
(
y
∣∣∣∣1− ε0T (y)
∣∣∣∣
)
.
(f) Assume that there exist C, ε1 > 0 such that∫ x
x− ε1|x|
T (x)
|Q′(s)−Q′(x)|
|s− x|3/2 ds ≤ C|Q
′(x)|
√
T (x)
|x| , x ∈ I\{0}.
Then we write w(x) = exp(−Q(x)) ∈ F(Lip 12 ).
Then we illustrate some of results of the weight class in Definition 2.1 on specific
examples as follows:
Example 2.2 (see [5, 1.6 Specific examples]). The followings are examples of Q(x).
(a) Let β ≥ α > 1 and
Q(x) = Qα,β(x) =
{
xα, x ∈ [0,∞)
|x|β , x ∈ (−∞, 0).
Then
T (x) =
{
α, x ∈ (0,∞)
β, x ∈ (−∞, 0)
and for n > 0,
an ∼ n1/α, |a−n| ∼ n
1
α (
2α−1
2β−1 ).
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(b) Let k ≥ ℓ ≥ 1 and α, β > 1. If k = ℓ, we assume that β ≥ α. Let
Q(x) = Qℓ,k,α,β(x) =
{
expℓ(x
α)− expℓ(0), x ∈ [0,∞)
expk(|x|β)− expk(0), x ∈ (−∞, 0).
Then for n > 0,
T (an) ∼
ℓ∏
j=1
logj n; T (a−n) ∼
k∏
j=1
logj n
and as n→∞,
an = (logℓ(n))
1/α(1 + o(1)); a−n = (logk(n))
1/β(1 + o(1)),
where
expj(x) = exp(exp(exp . . . exp(x)))︸ ︷︷ ︸
j times
; logj(x) = log(log(log . . . log(x)))︸ ︷︷ ︸
j times
.
(c) Let I = (−1, 1), β ≥ α > 0, and
Q(x) =
{
(1− x2)−α − 1, x ∈ [0, 1)
(1− x2)−β − 1, x ∈ (−1, 0).
Here
T (x) ∼ 1
1− x2 ,
1
2
≤ |x| ≤ 1.
T (x) may grow faster than Q(x) as x→ 1−, if α, β < 1. Since |a±n| → 1, n→∞,
Q(a±n) ∼ n
(
1
T (a±n)
)1/2
.
From these and the behavior of Q and T , we see that
1− an ∼ n
− 1
α+1
2 ; 1 + a−n ∼ n
− 1
β+1
2 ;
and hence
T (an) ∼ n
1
α+1
2 ; T (a−n) ∼ n
1
β+1
2 .
From now on, we let w = exp(−Q) ∈ F (Lip 12). Then we can construct the
orthonormal polynomials pn(x) = pn(w
2, x) of degree n = 0, 1, 2, ... for w2(x), that
is, ∫
I
pn(x)pm(x)w
2(x)dx = δmn(Kronecker delta).
The numbers a−t < 0 < at, t > 0 are uniquely determined by the following equa-
tions
t =
1
π
∫ at
a−t
xQ′(x)√
(x− a−t)(at − x)
dx;
0 =
1
π
∫ at
a−t
Q′(x)√
(x− a−t)(at − x)
dx.
In the special case where Q is even, the uniqueness of a±t forces
a−t = −at, t > 0.
We use the notations
∆t = [a−t, at]
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and
βt :=
1
2
(at + a−t); δt :=
1
2
(at + |a−t|).
Let
ϕn(x) :=


|x−a−2n||a2n−x|√
(|x−a−n|+|a−n|η−n)(|x−an|+|an|ηn)
, x ∈ ∆n,
ϕn(an), x > an,
ϕ−n(a−n), x < a−n
where
(2.1) η±n =

nT (a±n)
√
|a±n|
δn

−2/3 .
Throughout this paper C,C1, C2, . . . denote positive constants independent of n, x, t
or polynomials Pn(x), and the same symbol does not necessarily denote the same
constant in different occurrences. When we write f we will always means a function
f : I → R+ from a suitable function class which will be defined carefully later.
The zeros of pn above will serve as the nodes of our quadrature formula Qn
which is therefore defined by
(2.2) Qn[f ;x] =
n∑
j=1
wj,n(x)f(xj,n)
and where the weights wj,n are chosen such that the quadrature error Rn satisfies
Rn[f ;x] := I[f ;x]−Qn[f ;x] = 0
for every x and every f ∈ Pn−1. In other words,
Qn[f ;x] = I[Ln[f ];x],
where Ln[f ] is the Lagrange interpolation polynomial for the function f with nodes
xj,n. Let
En [f ]w,∞ := infP∈Pn
‖(f − P )w‖L∞(I)
be the error of best weighted polynomial approximation of a given f . For α > 0,
we identify the space Lip(α,w) as the space of functions f for which fw is Lipchtiz
of order α.
We shall prove:
Theorem 2.3. Let w = exp(−Q) ∈ F (Lip 12). Consider a sequence (µn)∞n=1 which
→ 0 as n → ∞ and satisfies: for each n, 0 < µn ≤ min{anηn, |a−n|η−n}. Such a
sequence we will call admissible. Let x ∈ I and let f ∈ Lip(α,w) for some α > 0.
Then
|Rn[f ;x]| ≤ C
{
(1 + n−2w−1(x)) ln n+ γn(x)
}
En−1[f ]w,∞,
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where
γn(x) := µ
−1
n δ
5/4
n max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
lnn
+µn


0, otherwise,
An, an(1 + Cηn) ≤ x ≤ min{ d+an2 , 2an},
Bn, aξn ≤ x ≤ an(1 + Cηn),
Cn, a−ξn ≤ x ≤ aξn,
Dn, a−n(1 + Cη−n) ≤ x ≤ a−ξn,
En, max{ c+a−n2 , 2a−n} ≤ x ≤ a−n(1 + Cη−n),
and
An := n
5
6 δ
1
3
n a
− 56
n T
5
6 (an),max
{
T (an)
an
,
T (a−n)
|a−n|
} 1
2
,
Bn := nδ
1
4
n a
− 34
n T
3
4 (an)max
{
T (an)
an
,
T (a−n)
|a−n|
} 1
2
,
Cn := n
7
6 δ
− 13
n max
{
T (an)
an
,
T (a−n)
|a−n|
} 2
3
lnn,
Dn := nδ
1
4
n |a−n|− 34T 34 (a−n)max
{
T (an)
an
,
T (a−n)
|a−n|
} 1
2
,
En := n
5
6 δ
1
3
n |a−n|− 56 T 56 (a−n)max
{
T (an)
an
,
T (a−n)
|a−n|
} 1
2
.
3. Partial Proof of Theorem 2.3 and some other Main Results
In this section, we provide the necessary machinary for the partial proof of
Theorem 2.3 and along the way state and prove several other main results. We
begin with:
Lemma 3.1. w = exp(−Q) ∈ F (Lip 12).
(a) The L∞ Markov-Bernstein inequality: See [5, Corollary 1.16]; Let 0 < p ≤ ∞.
Then for n ≥ 1 and P ∈ Pn,
(3.1) ‖P ′w‖Lp(I) ≤ C
n√
δn
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/2
‖Pw‖Lp(I).
Let hn :=
n√
δn
max
{
T (an)
an
, T (a−n)|a−n|
}1/2
.
(b)
(3.2) sup
x∈I
|pnw(x)||(x − a−n)(an − x)|1/4 ∼ 1
(c)
(3.3) sup
x∈I
|pnw(x)| ∼ n1/6δ−1/3n max
{
T (an)
an
,
T (a−n)
|a−n|
}1/6
.
Let kn := n
1/6δ
−1/3
n max
{
T (an)
an
, T (a−n)|a−n|
}1/6
.
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(d)
‖pnw‖Lp(I) ∼


δ
1
p− 12
n , 0 < p < 4
δ
− 14
n (log(n+ 1))
1
4 , p = 4
δ
1
3p− 13
n max
{
T (an)
an
, T (a−n)|a−n|
} 2
3 (
1
4− 1p )
, p > 4.
(e)
|δtT (a±t)/a±t| ∼
(
t
Q(a±t)
)2
≤ Ct2(1− log 2logL ) ⇒ Q(a±t) ≥ Ct
log 2
logL
⇒
w(a±t) = exp(−Q(a±t)) ≤ C1 exp
(
−Ct log 2logL
)
(f)
|Q′(a±t)| ∼ t
√
T (a±t)
δt|a±t| ≤ Ct
2.
(g)
(3.4) |p′nw|(xj,n) ∼ ϕ−1n (xj,n)|(xj,n − a−n)(an − xj,n)|−1/4.
(h)
(3.5) xj,n − xj+1,n ∼ ϕn(xj,n).
(i) For x ∈ (xj+1,n, xj,n),
|pn(x)w(x)| ≤ Cmin{|x− xj,n|, |x− xj+1,n|}
×ϕ−1n (xj,n)|(xj,n − a−n)(an − xj,n)|−1/4.
(j) Let 0 < α < 1. For x ∈ (a−αn, aαn),
(3.6) |(x− a−n)(an − x)|−1 ≤ C 1
δn
max
{
T (an)
an
,
T (a−n)
|a−n|
}
.
Lemma 3.2. [5, Theorem 9.3] Let w ∈ F (Lip 12). Let 0 < p <∞ and 0 < α < 1.
Let L > 0. Then uniformly for n ≥ 1 and x ∈ [a−n(1 + Lη−n), an(1 + Lηn)],
λn,p(w, x) ∼ ϕn(x)wp(x).
Moreover, there exist C, n0 > 0 such that uniformly for n ≥ n0 and x ∈ I,
λn,p(w, x) ≥ Cϕn(x)wp(x).
Let
qn(x) := −
∫
I
w2(t)
pn(t)
t− xdx.
Then
Theorem 3.3. w = exp(−Q) ∈ F (Lip 12).
(3.7) |q′n(x)| ≤ C


n
7
6 δ
− 56
n max
{
T (an)
an
, T (a−n)|a−n|
} 2
3
lnn, a−ξn ≤ x ≤ aξn
na−1n T (an)max
{
T (an)
an
, T (a−n)|a−n|
} 1
2
, x ≥ aξn
n|a−n|−1T (a−n)max
{
T (an)
an
, T (a−n)|a−n|
} 1
2
, x ≤ a−ξn.
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Proof of Theorem 3.3. Let
ρn := w
2(x)pn(x).
Then
q′n(x) = −
∫
I
ρ′n(t)
1
t− xdt.
Defining εn, we write
q′n(x) = A1 +A2,
where
A1 =
∫
|t−x|≥εn
ρ′n(t)
1
t− xdt
and
A2 =
∫
|t−x|<εn
ρ′n(t)
1
t− xdt =
∫
|t−x|<εn
ρ′n(t)− ρ′n(x)
t− x dt.
Since we see
ρ′n = p
′
nw
2 − 2Q′pnw2
and
ρ′′n = p
′′
nw
2 − 4Q′p′nw2 +
(−2Q′′ + 4Q′2) pnw2,
we have
|ρ′n(x)w−1/2| ≤ |p′nww1/2|+ 2|Q′w1/2||pnw|
≤ C
(
hnw
1/2 + |Q′(x)w1/2(x)|
)
‖wpn‖L∞(I)
and
|ρ′n(x)| ≤ C (hnw(x) + |Q′(x)w(x)|) ‖wpn‖L∞(I) ≤ Chn‖wpn‖L∞(I).
Using (e) of Definition 2.1 Q
′′(x)
|Q′(x)| ≤ C1 |Q
′(x)|
Q(x) , we have
|ρ′′n(x)|
≤ C
(
h2nw(x) + hn|Q′(x)w(x)| + |Q′′(x)w(x)| + |Q′(x)w1/2(x)|2
)
‖wpn‖L∞(I)
≤ C
(
h2nw(x) + hn|Q′(x)w(x)| + |Q′(x)w1/2(x)|2
)
‖wpn‖L∞(I).
Since from [5, Lemma 3.7],
|δtT (a±t)/a±t| ∼
(
t
Q(a±t)
)2
≤ Ct2(1− log 2logL ) ⇒ Q(a±t) ≥ Ct
log 2
logL
we have
w(a±t) = exp(−Q(a±t)) ≤ C1 exp
(
−Ct log 2logL
)
and we have from [5, Lemma 3.4],
|Q′(a±t)| ∼ t
√
T (a±t)
δt|a±t| ≤ Ct
2.
Therefore, we see that
(3.8) |Q′(x)w1/2(x)| ≤ C, x ∈ I.
First, we deal with A1. We apply Ho¨lder inequality and derive
|A1| =
∣∣∣∣∣
∫
|t−x|≥εn
ρ′n(t)
1
t− xdt
∣∣∣∣∣ ≤
∥∥∥ρ′n(t)w−1/2∥∥∥
L∞(I)
∥∥∥(· − x)−1w1/2∥∥∥
L1(Sn)
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where Sn = {t ∈ R : |t− x| ≥ εn}. An explicit calculation gives∥∥∥(· − x)−1w1/2∥∥∥
L1(Sn)
∼ | ln εn| ∼ lnn,
uniformly in n. Then
|A1| ≤ Chn‖wpn‖L∞(I) lnn.
For A2, we observe that
|A2| ≤ 2εn‖ρ′′n‖L∞(I) ≤ Cεnh2n‖wpn‖L∞(I)
Take εn = h
−1
n (sufficiently small). Then
|q′n(x)| ≤ Chn‖wpn‖L∞(I) lnn ∼ Chnkn lnn.
Let x ≥ aξn.
q′n(x) = −
∫
I
ρ′n(t)
1
t− xdt.
Defining εn := aξn − a ξn
2
, we write
q′n(x) =
∫
|t−x|≥εn
+
∫
n−10<|t−x|<εn
+
∫
|t−x|≤n−10
= A3 +A4 +A5.
For A5,
|A5| =
∫ x+n−10
x−n−10
ρ′n(t)− ρ′n(x)
t− x dt ≤ Cn
−10‖ρ′′n‖L∞(I)
≤ Cn−10h2n‖wpn‖L∞(I)
≤ Cn−10h2nkn ≤ O(n−2).
For A4,
|A4| =
∫
n−10<|t−x|<εn
1
|t− x| ‖ρ
′
n‖L∞(n−10<|t−x|<εn)dt
≤ C‖ρ′n‖L∞(n−10<|t−x|<εn) lnn
≤ Chnknw
(
a ξn
2
)
lnn ≤ Chnkno(e−n
α2
) for some α2 > 0,
Here, we used the followings: For a ξn
2
< t < 2aξn − a ξn
2
we have
‖ρ′n‖L∞(n−10<|t−x|<εn) lnn ≤ C‖ρ′n‖
L∞
(
x≥a ξn
2
) lnn
≤ ‖hnw(x) + |Q′(x)w(x)|‖
L∞
(
x≥a ξn
2
) lnn‖wpn‖L∞(I)
≤ Chn‖wpn‖L∞(I)w
1
2
(
a ξn
2
)
lnn ∵ |Q′(x)w 12 (x)| <∞
≤ Chnknw 12
(
a ξn
2
)
lnn
≤ Chnkno(e−n
α2
) for some α2 > 0,
because w
1
2
(
a ξn
2
)
= O(e−n
α1
) for some α1 > 0. Finally for |A3|, since εn ∼
an/T (an) and using∣∣(pnw2)′∣∣ ≤ C (|p′n(x)w(x)| + |pn(x)w(x)|) ∵ ‖Q′w‖ <∞,
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we see
‖ρ′n‖1 = ‖(pnw2)′‖1 ≤ Chn‖pnw‖1 ∼ hnδ
1
2
n ,
we have
|A3| ≤ 1
εn
∫
I
|ρ′n(t)|dt ≤ C
T (an)
an
‖ρ′n‖L1(I) ≤ C
T (an)
an
hnδ
1
2
n .
Then for x ≥ aξn
|q′n(x)| ≤ C
T (an)
an
hnδ
1
2
n .
Similarly for x ≤ a−ξn
|q′n(x)| ≤ C
T (a−n)
|a−n| hnδ
1
2
n .
Therefore, we have
|q′n(x)| ≤ C


Chn‖wpn‖L∞(I) lnn, a−ξn ≤ x ≤ aξn
T (an)
an
hnδ
1
2
n , x ≥ aξn
T (a−n)
|a−n| hnδ
1
2
n , x ≤ a−ξn.
∼


n
7
6 δ
− 56
n max
{
T (an)
an
, T (a−n)|a−n|
} 2
3
lnn, a−ξn ≤ x ≤ aξn
na−1n T (an)max
{
T (an)
an
, T (a−n)|a−n|
} 1
2
, x ≥ aξn
n|a−n|−1T (a−n)max
{
T (an)
an
, T (a−n)|a−n|
} 1
2
, x ≤ a−ξn.

Lemma 3.4. For the weights wj,n of the quadrature formula Qn defined in (2.2),
we have
wj,n(x) =
{
qn(xj,n)−qn(x)
(xj,n−x)p′n(xj,n) , if x 6= xj,n
q′n(xj,n)
p′n(xj,n)
, if x = xj,n
Proof. Obviously,
wk,n(x) = I[lk,n;x],
where lk,n is the kth fundamental polynomial of the Lagrange interpolation process
associated with the xj,n. Using the well known explicit representation of lk,n and
the definition of the function of the second kind, the result follows immediately. 
Theorem 3.5. Let w = exp(−Q) ∈ F (Lip 12). Let x ∈ I and let f ∈ Lip(α,w) for
some α > 0. Let P ∗n−1 be as follows:
‖w(f − P ∗n−1)‖L∞(I) = inf
P∈Pn−1
‖w(f − P )‖L∞(I) = En−1[f ]w,∞.
Then, for x ∈ R
I[f − P ∗n−1;x]| ≤ C(1 + n−2w−1(x))En−1[f ]w,∞ lnn,
where C is a constant depending on w, but independent of f , n, and x.
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Proof of Theorem 3.5.
|I[f − P ∗n−1;x]|
Let c0 := min{|c|, d}/4. Let x > c0 and ε < c0. Then we have∣∣∣∣∣
∫
|t−x|≥ε
w2(t)
f(t)− P ∗n−1(t)
t− x dt
∣∣∣∣∣
≤ En−1[f ]w,∞
(
1
c0
‖w‖L1(I) + 2‖w‖L∞([x−c0,x+c0]∩I) ln ε−1
)
and
−
∫ x+ε
x−ε
w2(t)
f(t) − P ∗n−1(t)
t− x dt
= −
∫ x+ε
x−ε
w2(t)
(f(t) − P ∗n−1(t)) − (f(x)− P ∗n−1(x))
t− x dt
+w(x)(f(x) − P ∗n−1(x)) −
∫ x+ε
x−ε
w2(t)
w(x)
dt
t− x.
Now, using a method similar to that of Kalandiya we see that because of the
weighted Lipschitz condition on f ,
w(t)
∣∣(f(t)− P ∗n−1(t)) − (f(x)− P ∗n−1(x))∣∣
|t− x|α∗ ≤ Cε
−α∗En−1[f ]w,∞
for some α∗ ∈ (0, α/2). Thus,∣∣∣∣−
∫ x+ε
x−ε
w2(t)
(f(t)− P ∗n−1(t))− (f(x)− P ∗n−1(x))
t− x dt
∣∣∣∣
≤ ‖w‖L∞([x−c0,x+c0]∩I)
×−
∫ x+ε
x−ε
w(t)
∣∣(f(t)− P ∗n−1(t))− (f(x) − P ∗n−1(x))∣∣
|t− x|α∗ |t− x|1−α∗ dt
≤ Cε−α∗‖w‖L∞([x−c0,x+c0]∩I)En−1[f ]w,∞
∫ ε
0
yα
∗−1dy
≤ Cε−α∗‖w‖L∞([x−c0,x+c0]∩I)En−1[f ]w,∞εα
∗
≤ C‖w‖L∞([x−c0,x+c0]∩I)En−1[f ]w,∞.(3.9)
Now, we estimate ∣∣∣∣−
∫ x+ε
x−ε
w2(t)
w(x)
dt
t− x
∣∣∣∣ .
Using the mean value theorem, there exists tx between t and x such that∣∣∣∣−
∫ x+ε
x−ε
w2(t)
w(x)
dt
t− x
∣∣∣∣ = w−1(x)
∣∣∣∣−
∫ x+ε
x−ε
w2(t)− w2(x)
t− x dt
∣∣∣∣
= w−1(x)
∣∣∣∣−
∫ x+ε
x−ε
−2Q′(tx)w2(tx)dt
∣∣∣∣
≤ Cw−1(x)‖Q′w2‖L∞(I)ε ≤ CCw−1(x)ε.(3.10)
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Therefore, we have by (3.9) and (3.10)∣∣∣∣−
∫ x+ε
x−ε
w2(t)
f(t)− P ∗n−1(t)
t− x dt
∣∣∣∣
≤ C1‖w‖L∞([x−c0,x+c0]∩I)En−1[f ]w,∞ + C2w−1(x)εEn−1[f ]w,∞
≤ C (‖w‖L∞([x−c0,x+c0]∩I) + εw−1(x))En−1[f ]w,∞.
Consequently, we have taking ε = n−2,
|I[f − P ∗n−1;x]| =
∣∣∣∣−
∫
I
w2(t)
f(t)− P ∗n−1(t)
t− x dt
∣∣∣∣
≤
∣∣∣∣∣
∫
|t−x|≥ε
w2(t)
f(t)− P ∗n−1(t)
t− x dt
∣∣∣∣∣+
∣∣∣∣−
∫ x+ε
x−ε
w2(t)
f(t)− P ∗n−1(t)
t− x dt
∣∣∣∣
≤ En−1[f ]w,∞
(
1
c0
‖w‖L1(I) + 2‖w‖L∞([x−c0,x+c0]∩I) ln ε−1
)
+C
(‖w‖L∞([x−c0,x+c0]∩I) + εw−1(x))En−1[f ]w,∞
≤ C(1 + εw−1(x))En−1[f ]w,∞ ln ε−1
≤ C(1 + n−2w−1(x))En−1[f ]w,∞ lnn.

Theorem 3.6. Let w = exp(−Q) ∈ F (Lip 12). Assume 0 < µn ≤ min{anηn, |a−n|η−n}.
We consider our admissible (µn)
∞
n=1 which → 0 as n → ∞. Let x ∈ I and let
f ∈ Lip(α,w) for some α > 0. Then
|Rn[f ;x]| ≤ C
{
(1 + n−2w−1(x)) ln n+ γn(x)
}
En−1[f ]w,∞,
where
γn(x) := ‖qn‖∞µ−1n δ3/2n
+ µn


0, otherwise,
An, an(1 + Cηn) ≤ x ≤ min{ d+an2 , 2an},
Bn, aξn ≤ x ≤ an(1 + Cηn),
Cn, a−ξn ≤ x ≤ aξn,
Dn, a−n(1 + Cη−n) ≤ x ≤ a−ξn,
En, max{ c+a−n2 , 2a−n} ≤ x ≤ a−n(1 + Cη−n).
Proof of Theorem 3.6. The proof of Theorem 3.6 is based on the fact that our
quadrature formula Qn is of interpolatory type, i.e., it is exact for all polynomials
of degree ≤ n− 1. Thus,
|Rn[f ;x]| = |Rn[f − P ∗n−1;x]|
≤ |I[f − P ∗n−1;x]|+
n∑
j=1
|wj,n(x)|
w(xj,n)
[w(xj,n)|f(xj,n)− P ∗n−1(xj,n)|],
where P ∗n−1 is the polynomial of the best uniform approximation for f from Pn−1
with respect to the weight function w. Hence, we now have to prove that
n∑
j=1
|wj,n(x)|
w(xj,n)
≤ Cγn(x).
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Let x > 0. Assume 0 < µn ≤ Cmin{anηn, |a−n|η−n}. We consider our admissible
(µn)
∞
n=1 which → 0 as n→∞.
n∑
j=1
|wj,n(x)|
w(xj,n)
=
n∑
j=1
|x−xj,n|>µn
|wj,n(x)|
w(xj,n)
+
n∑
j=1
|x−xj,n|≤µn
|wj,n(x)|
w(xj,n)
.
For the first part, we have from (3.4), (3.5) and Lemma 3.4
n∑
j=1
|x−xj,n|>µn
|wj,n(x)|
w(xj,n)
≤ C
n∑
j=1
|x−xj,n|>µn
1
w(xj,n)
∣∣∣∣ qn(xj,n)− qn(x)(xj,n − x)p′n(xj,n)
∣∣∣∣
≤ C‖qn‖∞µ−1n
n∑
j=1
(xj,n − xj+1,n)|(xj,n − a−n)(an − xj,n)|1/4
≤ C‖qn‖∞µ−1n
∫
[a−n(1−Cη−n),an(1−Cηn)]
|(t− a−n)(an − t)|1/4dt
≤ C‖qn‖∞µ−1n δ3/2n
∫
[−1,1]
(1− u2)1/4dt
≤ C‖qn‖∞µ−1n δ3/2n .
Now, we consider the second part:
n∑
j=1
|x−xj,n|≤µn
|wj,n(x)|
w(xj,n)
.
Case 1. x ≥ min{ d+an2 , 2an} : We know that all the zeros of pn are in the interval
[a−n(1− Cη−n), an(1− Cηn)].
Then since we see from (??)
η−1n
T (an)
=
(
n2
an
δnT (an)
)1/3
= O(nα), for some α > 0,
we have for some α > 0
|x− xj,n| ≥ min
{
an,
d− an
2
}
≥ min
{
an,
a2n − an
2
}
≥ C an
T (an)
≥ O(nα)anηn ≥ O(nα)µn.
Therefore, we show that for n large enough the second sum is empty.
For the other cases, by the mean value theorem, there exists ξj,n between x and
xj,n such that
n∑
j=1
|x−xj,n|<µn
|wj,n(x)|
w(xj,n)
≤ C
n∑
j=1
|x−xj,n|<µn
1
w(xj,n)
∣∣∣∣ qn(xj,n)− qn(x)(xj,n − x)p′n(xj,n)
∣∣∣∣
≤ C
n∑
j=1
|x−xj,n|<µn
∣∣∣∣ q′n(ξj,n)p′n(xj,n)w(xj,n)
∣∣∣∣ .
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Case 2. an(1 − Cηn) ≤ x ≤ min{ d+an2 , 2an} : Since µn ≤ Canηn, we have
|x− xj,n| < µn ⇒ x− µn < xj,n ≤ x+ µn
⇒ an(1− Cηn) < xj,n ≤ x+ µn.
Then we have
|(xj,n − a−n)(an − xj,n)| ≤ δnanηn,
and from (3.7)
|q′n(ξj,n)| ≤ Cna−1n T (an)max
{
T (an)
an
,
T (a−n)
|a−n|
} 1
2
.
Using (3.4) and (3.5), we have
n∑
j=1
|x−xj,n|<µn
∣∣∣∣ q′n(ξj,n)p′n(xj,n)w(xj,n)
∣∣∣∣
≤ Cn 56 δ
1
3
n a
− 56
n T
5
6 (an)max
{
T (an)
an
,
T (a−n)
|a−n|
} 1
2
n∑
j=1
|x−xj,n|<µn
(xj,n − xj+1,n)
≤ CµnAn.
Case 3. aξn ≤ x ≤ an(1 − Cηn) : Similarly to Case 2, since µn ≤ Canηn, there
exists 0 < η1 < 1 such that
|x− xj,n| < µn ⇒ x− µn < xj,n ≤ x+ µn
⇒ aη1n < xj,n ≤ x+ µn ≤ an(1 + Cηn).
Then we have
|(xj,n − a−n)(an − xj,n)| ≤ δn(an − aη1n) ≤ Cδn
an
T (an)
,
and from (3.7)
|q′n(ξj,n)| ≤ Cna−1n T (an)max
{
T (an)
an
,
T (a−n)
|a−n|
} 1
2
.
Using (3.4) and (3.5), we have
n∑
j=1
|x−xj,n|<µn
∣∣∣∣ q′n(ξj,n)p′n(xj,n)w(xj,n)
∣∣∣∣
≤ Cnδ
1
4
n a
− 34
n T
3
4 (an)max
{
T (an)
an
,
T (a−n)
|a−n|
} 1
2
n∑
j=1
|x−xj,n|<µn
(xj,n − xj+1,n)
≤ CµnBn.
Case 4. 0 ≤ x ≤ aξn : Since µn ≤ |a−n|η−n and µn ≤ anηn, there exist constants
L > 0 and 0 < η1, η2 < 1 such that
|x− xj,n| < µn ⇒ x− µn < xj,n ≤ x+ µn
⇒ a−nη−n < xj,n ≤ x+ µn ≤ aξn(1 + Lηn) ≤ aη2n
⇒ a−η1n < xj,n ≤ x+ µn ≤ aη2n.
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Then we have
|(xj,n − a−n)(an − xj,n)| ≤ δn(an − aη1n) ≤ δ2n,
and from (3.7)
|q′n(ξj,n)| ≤ Cn
7
6 δ
− 56
n max
{
T (an)
an
,
T (a−n)
|a−n|
} 2
3
lnn.
Using (3.4) and (3.5), we have
n∑
j=1
|x−xj,n|<µn
∣∣∣∣ q′n(ξj,n)p′n(xj,n)w(xj,n)
∣∣∣∣
≤ Cn 76 δ−
1
3
n max
{
T (an)
an
,
T (a−n)
|a−n|
} 2
3
lnn
n∑
j=1
|x−xj,n|<µn
(xj,n − xj+1,n)
≤ CµnCn.
Thus, we have for 0 ≤ x < d
n∑
j=1
|wj,n(x)|
w(xj,n)
≤ C1‖qn‖∞µ−1n δ3/2n
+C2µn


0, otherwise
An, an(1 + Cηn) ≤ x ≤ min{ d+an2 , 2an}
Bn, aξn ≤ x ≤ an(1 + Cηn)
Cn, 0 ≤ x ≤ aξn
≤ Cγn(x)
Similarly, we have for c < x ≤ 0
n∑
j=1
|wj,n(x)|
w(xj,n)
≤ C‖qn‖∞µ−1n δ3/2n
+Cµn


0, otherwise
En, max{ c+a−n2 , 2a−n} ≤ x ≤ a−n(1 + Cη−n)
Dn, a−n(1 + Cη−n) ≤ x ≤ a−ξn
Cn, a−ξn ≤ x ≤ 0
≤ Cγn(x).
Thus, we have
n∑
j=1
|wj,n(x)|
w(xj,n)
[w(xj,n)|f(xj,n)− P ∗n−1(xj,n)|] ≤ CEn−1[f ]w,∞
n∑
j=1
|wj,n(x)|
w(xj,n)
≤ CEn−1[f ]w,∞γn(x).
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Consequently, we obtain using Theorem 3.5
|Rn[f ;x]|
≤ |I[f − P ∗n−1;x]|+
n∑
j=1
|wj,n(x)|
w(xj,n)
[w(xj,n)|f(xj,n)− P ∗n−1(xj,n)|]
≤ |I[f − P ∗n−1;x]|+ CEn−1[f ]w,∞
n∑
j=1
|wj,n(x)|
w(xj,n)
≤ C1(1 + n−2w−1(x))En−1[f ]w,∞ lnn+ C2En−1[f ]w,∞γn(x)
≤ C {(1 + n−2w−1(x)) lnn+ γn(x)}En−1[f ]w,∞.

4. Estimation of the Functions of the Second Kind and Proof of
Theorem 2.3
In this section, we provide the finished proof of Theorem 2.3 and we shall prove
upper bounds for the Chebyshev norms of the functions of the second kind
qn(x) := −
∫
I
pn(t)w
2(t)
t− x dt.
Specifically, Criscuolo et al. [6, Theorem 2.2(a)] have shown that
(4.11) ‖qn‖L∞(I) ∼ a−1/2n
if w2 is a symmetric Freud weight function that satisfies some mild additional
smoothness conditions; cf. [6, Definition 2.1] for precise details. Our goal is to
extend this result to a much larger class of weight functions.
We start with an alternative representation for qn. Here, we use the notation
λjn for the weight of the Gaussian quadrature formula with respect to the weight
function w2 associated to the node xjn (sometimes also denotes as the Christoffel
number).
Lemma 4.1. We have the following identities:
(a) If x 6= xjn for all j then
qn(x) = pn(x)

−∫
I
w2(t)
t− x dt−
n∑
j=1
λjn
xjn − x

 .
(b) For j = 1, 2, . . . , n we have
qn(xjn) = λjnp
′
n(xjn).
(c) If x ∈ (xℓn, xℓ−1,n) for some 2 ≤ ℓ ≤ n then
|qn(x)| ≤ |pn(x)|

 ℓ∑
j=ℓ−1
λjn
|x− xjn| +
∣∣∣∣−
∫ xℓ−1,n
xℓn
w2(t)
x− t dt
∣∣∣∣

 .
(d) If x > x1n then
|qn(x)| ≤ |pn(x)|
(
λ1n
|x− x1n| +
∣∣∣∣∣−
∫ d
x1n
w2(t)
x− t dt
∣∣∣∣∣
)
.
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(e) If x < xnn then
|qn(x)| ≤ |pn(x)|
(
λnn
|x− xnn| +
∣∣∣∣−
∫ xnn
c
w2(t)
x− t dt
∣∣∣∣
)
.
Proof. Parts (a), (b), (c), and (d) are shown for a special class of weights in [6, eqs.
(5.2), (5.3), (5.4) and (5.5)]. An inspection of the proof immediately reveals that
no special properties of the weight functions are ever used in these proofs and thus
the exact same methods of proof can be applied in our case. Part (e) can be shown
by arguments analog to those of the proof of (d). 
Our main result for this section then reads as follows.
Theorem 4.2. We have uniformly for n,
(4.12) ‖qn‖L∞(I) ≤ C
1
δ
1/4
n
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
lnn.
Proof. We first consider the case that x ≥ an/2. Then we write
qn(x) = −
∫
I
pn(t)w
2(t)
t− x dt = I1 + I2 + I3
where εn = an/2 − an/4 and
I1 =
∫
|t−x|≥εn
pn(t)w
2(t)
t− x dt,
I2 =
∫
n−10<|t−x|<εn
pn(t)w
2(t)
t− x dt,
I3 = −
∫ x+n−10
x−n−10
pn(t)w
2(t)
t− x dt.
It then follows that
|I1| ≤ C 1
ε
1/4
n
∫
|t−x|≥εn
|pn(t)w2(t)|dt
≤ C 1
ε
1/4
n
∥∥∥∥
(
w(t)
|t− x|3/4
)∥∥∥∥
L 4
3
(|t−x|≥εn)
‖pnw‖L4(I)
≤ C
(
T (an)
an
)1/4
(lnn)3/4δ
− 14
n (log(n+ 1))
1
4
≤ C 1
δ
1/4
n
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
lnn.
Here, we used as follows: Since∫
|t−x|≥εn
w4/3(t)
|t− x| dt ≤
∫
|t−x|≥1
w4/3(t)
|t− x| dt+
∫
min{εn,1}<|t−x|≤1
w4/3(t)
|t− x| dt
≤ C1 +
∫
min{εn,1}<|t−x|≤1
1
|t− x|dt
≤ C lnn,
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we see ∥∥∥∥
(
w(t)
|t− x|3/4
)∥∥∥∥
L 4
3
(|t−x|≥εn)
≤ C(lnn)3/4.
Moreover,
|I2| ≤ ‖pnw‖L∞(I)w(an/4)
∫
n−10<|t−x|<an/4
dt
t− x
≤ C‖pnw‖L∞(I)w(an/4) lnn
≤ C 1
δ
1/4
n
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
lnn.
in view of the decay behaviour of w(an/4). Finally,
|I3| =
∣∣∣∣∣−
∫ x+n−10
x−n−10
pn(t)w
2(t)− pn(x)w2(x)
t− x dt
∣∣∣∣∣
≤ 2n−10‖(pnw2)′‖L∞(I)
≤ C 1
δ
1/4
n
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
lnn,
using ‖Q′w‖ < ∞, ∣∣(pnw2)′∣∣ ≤ C (|p′n(x)w(x)| + |pn(x)w(x)|) and the Markov-
Bernstein inequality. Thus we conclude that for x ≥ an/2
|qn(x)| ≤ C 1
δ
1/4
n
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
lnn.
The bound for x ≤ a−n/2 follows by an analog argument.
It remains to show the required inequality for a−n/2 ≤ x ≤ an/2. We split up
this case into a number of sub-cases. First, if x = xjn for some j, then we obtain
from (3.4) and Lemma 3.2 that
qn(xjn) = λjnp
′
n(xjn)
∼ |(xj,n − a−n)(an − xj,n)|−1/4.
In the remaining case, x does not coincide with any of the zeros of the orthogonal
polynomial pn. We only treat the case x ≥ 0 explicitly; the case x < 0 can be
handled in an analog fashion. In this situation, we have that x ∈ (xℓn, xℓ−1,n) for
some ℓ ∈ {2, 3, . . . , n}, and therefore we may invoke the representation from Lemma
4.1(c). This yields
|qn(x)| ≤
ℓ∑
j=ℓ−1
λjn|pn(x)|
|x− xjn| +
∣∣∣∣pn(x) −
∫ xℓ−1,n
xℓn
w2(t)
x− t dt
∣∣∣∣
Here we first look at the two terms inside the summation operator. From Lemma
3.1 (i), Lemma 3.2 and (3.6) we have for x ∈ (xj+1,n, xj,n),
λjn|pn(x)|
|x− xjn| ≤ Cw
−1(x)w2(xj,n)|(xj,n − a−n)(an − xj,n)|−1/4
≤ C 1
δ
1/4
n
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
.
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Moreover, the remaining term can be bounded as follows. We define
h := min
{
1
n
√
δnan
T (an)
, x− xℓn, xℓ−1,n − x
}
and write
−
∫ xℓ−1,n
xℓn
w2(t)
x− t dt = I4 + I5 + I6
where
I4 =
∫ x−h
xℓn
w2(t)
x− t dt,
I5 = −
∫ x+h
x−h
w2(t)
x − t dt,
I6 =
∫ xℓ−1,n
x+h
w2(t)
x− t dt.
Looking at I5 first and using the definition of h and the monotonicity properties of
W and Q′, we obtain
|I5| =
∣∣∣∣∣
∫ x+h
x−h
w2(t)− w2(x)
x− t dt
∣∣∣∣∣ ≤ 2h‖(w2)′‖L∞[x−h,x+h]
≤ 4hw2(x − h)Q′(x+ h) ≤ Cw2(xℓn),
because
|hQ′(x+ h)| ≤ C 1
n
√
δnan
T (an)
Q′(an) ≤ C.
Thus, we see by (3.2)
|pn(x)| · |I5| ≤ Cw2(xℓn)w−1(x)|(x − a−n)(an − x)|−1/4.
Moreover, we know that our function w is decreasing in (0, d) and satisfies w(x) ∼ 1
whenever x is confined to a fixed finite interval. Thus,
|I4| ≤ Cw2(xℓn)
∫ x−h
xℓn
dt
x− t = Cw
2(xℓn) ln
x− xℓn
h
≤ Cw2(xℓn) ln xℓ−1,n − xℓn
h
.(4.13)
Another estimate for the quantity |I4| will also be useful later: We can see that
(4.14) |I4| ≤ 1
h
∫ d
xℓn
w2(t)dt ≤ 1
2hQ′(xℓn)
∫ d
xℓn
2Q′(t)w2(t)dt =
w2(xℓn)
2hQ′(xℓn)
.
Using essentially the same arguments, we can provide corresponding bounds for
|I6|, viz.
(4.15) |I6| ≤ Cw2(xℓn) ln xℓ−1,n − xℓn
h
and
(4.16) |I6| ≤ w
2(xℓn)
2hQ′(xℓn)
.
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Now we recall that h was defined as the minimum of three quantities and check
with which of these quantities it coincides.
• If h = 1n
√
δnan
T (an)
then we use eqs. (4.13), (4.15), (3.2) and (3.6) to obtain
(|I4|+ |I6|) · |pn(x)| ≤ Cw2(xℓn)|pn(x)| ln

(xℓ−1,n − xℓn)n
√
T (an)
δnan


≤ Cw2(xℓn)|pn(x)| ln(T (an))
≤ Cw2(xℓn)w−1(x)|(x − a−n)(an − x)|−1/4 ln(T (an))
≤ Cw2(xℓn)w−1(x) 1
δ
1/4
n
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
lnn
because we see from (3.5)
(xℓ−1,n − xℓn) ∼ ϕn(x) ≤ C
√
δnanT (an)
n
.
• If h = x− xℓn then we require the known bound∣∣∣∣pn(x)w(x)x− xjn
∣∣∣∣ ≤ Cϕ−1n (xj,n)|(xj,n − a−n)(an − xj,n)|−1/4.
that holds uniformly for all j and all x ∈ R to derive that
(|I4|+ |I6|) · |pn(x)|
≤ Cw2(xℓn)(x− xℓn)w−1(x)ϕ−1n (xj,n) ln
xℓ−1,n − xℓn
x− xℓn
×|(xj,n − a−n)(an − xj,n)|−1/4
≤ Cw2(xℓn) x− xℓn
xℓ−1,n − xℓnw
−1(x) ln
xℓ−1,n − xℓn
x− xℓn
×|(xj,n − a−n)(an − xj,n)|−1/4
≤ Cw2(xℓn)w−1(x)|(xj,n − a−n)(an − xj,n)|−1/4
≤ Cw2(xℓn)w−1(x) 1
δ
1/4
n
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
lnn.
where we used (3.5) about the spacing of the nodes xjn and (3.6).
• The final case h = xℓ−1,n− x is essentially the same as the previos one and
leads to the same bounds.
Combining eq. (4.13) with the estimates for I4, I5 and I6 we thus obtain, for our
range of x,
|qn(x)| ≤ Cw2(xℓn)w−1(x) 1
δ
1/4
n
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
lnn
≤ C 1
δ
1/4
n
max
{
T (an)
an
,
T (a−n)
|a−n|
}1/4
lnn.

Proof of Theorem 2.3. Theorem 4.2 and Theorem 3.6 imply the result. 
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