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NORMAL APPROXIMATION VIA NON-LINEAR
EXCHANGEABLE PAIRS
CHRISTIAN DÖBLER
Abstract. We propose a new functional analytic approach to Stein’s method of
exchangeable pairs that does not require the pair at hand to satisfy any approx-
imate linear regression property. We make use of this theory in order to derive
abstract bounds on the normal and Gamma approximation of certain functionals
in the Wasserstein distance. Moreover, we illustrate the relevance of this approach
by means of three instances of situations to which it can be applied: Functionals of
independent random variables, finite population statistics and functionals on finite
groups. In the independent case, and in particular for symmetric U -statistics, we
demonstrate in which respect this approach yields fundamentally better bounds
than those in the existing literature. Finally, we apply our results to provide
Wasserstein bounds in a CLT for subgraph counts in geometric random graphs
based on n i.i.d. points in Euclidean space as well as to the normal approximation
of Pearson’s statistic.
1. Introduction
1.1. Overview and motivation. In Stein’s method of normal approximation, one
of the most prominent coupling constructions is the technique of exchangeable pairs.
In a nutshell, if W is a mean zero and variance one, real-valued random variable
on a probability space (Ω,F ,P), the approach consists in the construction (maybe
on an enlarged probability space) of a further random variable W ′ such that the
pair (W,W ′) is exchangeable, i.e. such that (W,W ′) and (W ′,W ) are identically
distributed. In general, one may think of W ′ as a small random perturbation of W
that still has the same probabilistic properties. This coupling has been systematically
introduced in Stein’s monograph [Ste86], where it is called auxiliary randomization,
and it is also discussed in detail in the modern monograph [CGS11] as well as in
the introductory survey [Ros11]. One of the main reasons for the success of this
approach – and its main advantage over other coupling techniques – is that, in
many situations, there is a straightforward way of constructing an exchangeable
pair. Although, in this work, we focus on univariate normal approximation, we
mention that the method of exchangeable pairs has also been established for other
univariate absolutely continuous limiting distributions [CFR11,CS11,EL10,Döb15,
DP18b] as well as for the multivariate normal distribution [CM08,RR09,Mec09] and
some more general distributions with log-concave density [FSX19]. Very recently,
in [Tho20] a version of this method has been established for the approximation by
certain measures on a Riemannian manifold.
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Recall that the Wasserstein distance between two probability measures P and Q
on (R,B(R)) with finite means can be defined by
dW(P,Q) := sup
h∈Lip(1)
∣∣∣∫
R
hdP −
∫
R
hdQ
∣∣∣ ,
where Lip(1) denotes the class of all 1-Lipschitz functions on R. With some abuse, for
two integrable, real random variables Y, Z with distributions P and Q, respectively,
we also write dW(Y, Z) for dW(P,Q) so that
dW(Y, Z) = sup
h∈Lip(1)
∣∣E[h(Y )]− E[h(Z)]∣∣ .
In order to obtain a general bound on the accuracy of the normal approximation
of W , in [Ste86] the following linear regression property or linearity condition of
the exchangeable pair (W,W ′) as above was introduced: For some (typically small)
constant λ > 0 it holds that
(1) E
[
W ′ −W ∣∣W ] = −λW .
Then, one has the following bound, which is essentially due to Stein (see [Ste86,
Lecture 3, Theorem 1]):
dW(W,Z) ≤
√
2
π
E
∣∣∣1− 1
2λ
E
[(
W ′ −W )2 ∣∣W ]∣∣∣+ 1
2λ
E
∣∣W ′ −W ∣∣3
≤
√
2
π
(
Var
( 1
2λ
E
[(
W ′ −W )2 ∣∣W ]))1/2+ 1
2λ
E
∣∣W ′ −W ∣∣3 ,(2)
where, here and in what follows, Z denotes a standard normal random variable. This
bound implies that under condition (1), the normal approximation of W is accurate
whenever the difference W ′ −W is reasonably small and the quantity
1
2λ
E
[(
W ′ −W )2 ∣∣W ]
is close to its expected value one.
Despite the usefulness of this bound, it was pointed out by Rinott and Rotar
[RR97] that condition (1) is quite restrictive. Thus, they suggested the following
modification to it: For some constant λ > 0 and some random variable R one has
(3) E
[
W ′ −W ∣∣W ] = −λW +R .
Of course, in contrast to (1), condition (3) is not really a condition, since for any
choice of λ > 0, the random variable R could just be defined by this equation. If (3)
holds for the exchangeable pair (W,W ′), then (2) becomes
dW(W,Z) ≤
√
2
π
E
∣∣∣1− 1
2λ
E
[
(W ′ −W )2 ∣∣W ]∣∣∣+ 1
3λ
E
∣∣W ′ −W ∣∣3 + 1
λ
E|R|
≤
√
2
π
(
Var
( 1
2λ
E
[(
W ′ −W )2 ∣∣W ]))1/2+ 1
2λ
E
∣∣W ′ −W ∣∣3
+
2
λ
√
E
[
R2
]
.(4)
Note that this bound can only be small if λ−1R is of negligible order. Hence, although
(3) significantly extends the scope of applicability of the method of exchangeable
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pairs, the previous bound is still only useful if the linearity condition (1) holds at
least approximately. We remark that the bounds (2) and (4) remain valid if in (1)-(4)
conditioning on σ(W ) is replaced with conditioning on some sub-σ-field G ⊆ F such
that σ(W ) ⊆ G.
In the present work we suggest a new functional analytic approach connected with
exchangeable pairs, which does not rely on such a linearity condition. The main
idea behind our approach is that, associated to every exchangeable pair (X,X ′) of
random variables with values in an arbitrary measurable space (E, E), there is a
natural reversible Markov generator L acting on L2(µ), where µ is the marginal
distribution of X. Namely, for F ∈ L2(µ) we let
(5) LF (x) := E
[
F (X ′)− F (X) ∣∣X = x] = KF (x)− F (x) ,
where KF (x) = E[F (X ′) |X = x]. Due to its reversibility, the operator L satisfies a
crucial integration by parts formula which will be very useful when dealing with the
terms arising from the Stein equation and which replaces the central identity
E
[
Wf(W )
]
=
1
2λ
E
[
(W ′ −W )(f(W ′)− f(W )]+ 1
λ
E
[
f(W )R
]
for an exchangeable pair satisfying (3). A second cornerstone of our approach is the
observation that, in practice, many exchangeable pairs are of the form (W,W ′) =
(F (X), F (X ′)), i.e. the pair (W,W ′) of interest is obtained by applying a functional
to an exchangeable pair (X,X ′) on a more abstract space (E, E). Finally, as it
turns out, in many cases of interest the space L2(µ) is the (finite or countable)
orthogonal sum of the eigenspaces of L and, hence, every F ∈ L2(µ) can be uniquely
written as a sum or series of eigenfunctions of L, i.e. the self-adjoint operator L
is diagonalizable. As will be shown below, in this terminology, the classical linear
regression property then just expresses that the functional F is an eigenfunction
of L with corresponding eigenvalue λ. In particular, our method encompasses the
classical exchangeable pairs approach as a special case. In a sense, one of the main
purposes of this work is to demonstrate that the auxiliary randomization that is
inherent in the coupling (X,X ′) (or, equivalently, in the operator L) may provide an
abundance of information about the structure of the whole original probability space
(E, E , µ). In this paper, this structural information is only used to derive bounds on
distributional approximation. However, it might well be useful for other purposes as
well. For instance, it was shown in [Cha07] how one can use exchangeable pairs in
order to derive concentration inequalities in various models featuring dependence.
We refer to Section 2 for more details, precise statements and for the technical
elaboration of our ideas. Here, we content ourselves with stating a special version of
one of our abstract results, which is an immediate generalization of the bound (2)
and whose statement does not make use of the rather operator theoretic language
introduced in Section 2.
Theorem 1.1. Let (E, E) be a measurable space and suppose that, on some proba-
bility space (Ω,F ,P), (X,X ′) is an exchangeable pair of E-valued random variables
with marginal distribution µ on (E, E). Moreover, assume that m is a positive integer
and that, for 1 ≤ p ≤ m, Fp ∈ L3(µ) is a functional such that the exchangeable pairs
(Wp,W
′
p) := (Fp(X), Fp(X
′)) satisfy
E
[
W ′p −Wp
∣∣X] = −λpWp ,
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where λ1, . . . , λm are pairwise distinct positive numbers. Define W :=
∑m
p=1Wp and
assume that E[W ] = 0 and Var(W ) = 1. Then, one has the bound
dW(W,Z) ≤
√
2
π
(
Var
( m∑
p,q=1
1
2λp
E
[(
W ′p −Wp
)(
W ′q −Wq
) ∣∣X]))1/2
+
1
2
m∑
p,q,r=1
λ−1p E
[(
W ′q −Wq
)(
W ′r −Wr
)∣∣W ′p −Wp∣∣] ,
where Z is a standard normal random variable.
1.2. Further links to the existing literature on Stein’s method. Apart from
the obvious connection to the exchangeable pairs approach highlighted above, the
present paper is also closely related to the part of Stein’s method that deals with
the distributional approximation of functionals of the invariant measure of some re-
versible Markov generator. This line of research was initiated by Nourdin and Peccati
in the seminal paper [NP09] which deals with the normal and Gamma approximation
of smooth functionals of an abstract Gaussian process X. In [NP09] the operator L
is the infinite-dimensional Ornstein-Uhlenbeck generator whose invariant measure is
given by the law of X. However, the methodology of [NP09] largely depends on the
well established Malliavin calculus and Wiener-Itô chaos decomposition on Gaussian
spaces. In particular, it relies on the Malliavin partial integration formula as well as
on the relationship L = −δD between the three Malliavin operators. More recently
however, in the papers [Led12,ACP14] it has been demonstrated how, in the more
general case of a diffusive Markov generator L, one can dispense with the Malliavin
operators δ,D and still carry out a similar analysis as in [NP09] by resorting to a
different integration by parts formula that rather involves the carré du champ oper-
ator Γ associated to L than the Malliavin operators D and δ. The operator Gamma
is defined for suitable functionals by
Γ(F,G) :=
1
2
(
L(FG)− FLG−GLF )
and L is called diffusive if
Γ(ψ(F ), G) = ψ′(F )Γ(F,G)
for smooth functions ψ. The integration by parts formula in this setting then reads∫
E
FLGdµ = −
∫
E
Γ(F,G)dµ ,
where µ is the invariant distribution of L. Moreover, in typical situations, theWiener-
Itô chaos decomposition of functionals of X may be replaced by the decomposition of
the space L2(µ) into eigenspaces of L. Despite the existence of Malliavin structures on
the Poisson space and for general Rademacher sequences, this spectral viewpoint and
in particular the carré du champ integration by parts formula was key to investigating
the so-called fourth moment phenomenon on such spaces [DP18a, DVZ18, DK19].
Without going into details we remark that the Ornstein-Uhlenbeck generators in
the Poisson and Rademacher settings are not diffusive and that an essential part
of the technicality in the papers [DP18a, DK19] dealt with controlling their non-
diffusiveness.
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The operator L defined in (5) is also non-diffusive and we will see in Section 2 how
we can measure its non-smoothness. As in the papers [DP18a,DK19], this will be
done via an alternative expression for Γ(F,G).
As in the diffusive situation it is very important to understand under what as-
sumptions there exists a pseudo-inverse L−1 to L. This is related to the question
under which additional condition the image of L is equal to the entire subspace of
mean zero functionals in L2(µ). In Section 2 we will see that this holds whenever
the operator L satisfies a Poincaré inequality, which itself is equivalent to L having a
spectral gap. In practice this condition will most often be easily verified. Moreover,
we will explain how this observation answers an old question of Stein [Ste86].
Finally, we would like to stress that, actually, the theory developed in this paper
provides bounds on the normal approximation of functionals F ∈ L2(µ), whenever
(E, E , µ) is a probability space such that µ is the reversible distribution of a certain
Markov kernel K : E×E → R. In particular, the whole theory developed here could
have been phrased uniquely in terms of the data µ and K (or L = K − Id), without
explicitly mentioning any exchangeable pair (X,X ′). We refrained from doing so for
mainly two reasons: Firstly, the original idea was to extend the exchangeable pairs
approach beyond the (approximately) linear situation and by keeping the familiar
terminology our results are more easily comparable to the existing theory. Secondly,
and more importantly in fact, given µ there might be many possible choices for
the reversible kernel K and the first step consists in choosing an appropriate one
for the problem at hand. In fact, in practice one is usually just given a random
variable W = F (X) and, as it turns out, in many situation there is a natural way
to construct an X ′ such that (X,X ′) is exchangeable, which then leads to the kernel
K. Hence, this form of presentation also appears more honest as far as applications
are concerned.
1.3. Structure of the paper. The paper is structured as follows. In Section 2 we
describe and investigate the fundamental theoretical framework of this paper and
state our main abstract results on normal approximation in this context. We also
demonstrate by means of the centered Gamma distribution, how this strategy can
be extended to other absolutely-continuous distributions and, finally, we essentially
solve an old problem on exchangeable pairs posed by Stein [Ste86]. In Section 3 we
discuss three example cases of probability spaces that allow for a natural exchange-
able pair structure as in Section 2: product spaces, finite populations and finite
groups equipped with the uniform distribution. For functionals on product spaces,
we derive bounds on the normal approximation in descending levels of generality,
from general functionals of independent random variables to symmetric function-
als of i.i.d. variables to symmetric U -statistics. Then, in Section 4 we apply our
bounds to derive rates of convergence on the Wasserstein distance for two examples
of statistics: the normalized subgraph counts in geometric random graphs and the
standard normal distribution and Pearson’s well-known chi-square statistic, which
may be asymptotically normal when the number of classes diverges to infinity with
the sample size.. Finally, in Section 5 we provide the proofs of several technical
results in the paper.
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2. Setup and main abstract results
2.1. Basic setup and assumptions. In this subsection we carefully introduce the
objects and the notation needed in what follows. Our basic assumption is that
(E, E , µ) is a given probability space and that, on some other probability space
(Ω,F ,P), we can construct an exchangeable pair (X,X ′) of E-valued random vari-
ables such that P ◦X−1 = µ. Moreover, for technical reasons we will assume that a
regular conditional distribution K of X ′ given X exists, i.e. that there is a Markov
kernel K : E × E → [0, 1] from (E, E) to (E, E) such that for all B ∈ E
K(X,B) = P(X ′ ∈ B|X) P-a.s.
This holds for example, whenever (E, E) is a Borel space.
In what follows we will sometimes write Eµ, Varµ and Covµ for the expectation,
the variance and the covariance taken with respect to µ, whereas we reserve the
symbols E, Var and Cov for the respective operators with respect to P.
Given the exchangeable pair (X,X ′) with marginal distribution µ, we suggest the
following probabilistic construction of an operator L : L2(µ)→ L2(µ). For x ∈ E we
define
(6) LF (x) := E
[
F (X ′)− F (X) ∣∣X = x] = E[F (X ′) ∣∣X = x]− F (x) ,
i.e. L = K − Id, where we use the standard notation
KF (x) :=
∫
E
F (y)K(x, dy)
and denote by Id the identity operator on L2(µ). From well-known properties of the
conditional expectation it is easy to see that L is indeed well-defined, i.e. if F ∈
L2(µ) then LF is again in L2(µ) and a simple computation shows that ‖LF‖L2(µ) ≤
2‖F‖L2(µ). In particular, L is a bounded linear operator on L2(µ). Note further that
L really depends on the choice of the exchangeable pair (X,X ′) (or the Markov kernel
K) and not just on the probability measure µ = P ◦X−1. Since L = K − Id we can
always consider L as the infinitesimal generator of a Markov jump process (Xt)t≥0,
see Equation (2.1) in Chapter 4 of [EK86], which will be important in the sequel.
Moreover, in [EK86, Chapter 4], the following well-known probabilistic construction
of (Xt)t≥0 is also given: Let (Y (n))n∈N0 be a discrete time Markov chain on (E, E)
with transition kernel K and let (Nt)t≥0 be a homogeneous Poisson process on [0,∞)
with rate 1 which is independent of (Y (n))n∈N0. Then, the process (Xt)t≥0 with
Xt := Y (Nt), t ≥ 0, is a Markov jump process which has infinitesimal generator L.
Furthermore, if we define the kernels K(n), n ∈ N0 by K(0)(x,B) := 1B(x), K(1) := K
and, inductively, by
K(n+1)(x,B) :=
∫
E
K(n)(y, B)K(x, dy) , n ≥ 1 ,
then the semigroup (Tt)t≥0 belonging to (Xt)t≥0 is given on F ∈ L2(µ) by
TtF (x) = e
−t
∞∑
n=0
tn
n!
∫
E
F (y)K(n)(x, dy) = e−t
∞∑
n=0
tn
n!
(
K(n)F
)
(x) ,
where the limit is to be understood in the L2(µ)-sense. Note that, in general, the
domain domA of the generator A of a (strongly continuous) semigroup (Tt)t≥0 of
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bounded linear operators on a Banach space B is only a dense subset of B on which
A acts as a closed operator. In particular, A is an unbounded operator, whenever
domA ( B (see e.g. [EK86, Chapter 1]). On the contrary, as remarked above, the
operator L defined by (6) is always a bounded operator with domL = L2(µ) so that
we need not worry about domains. Note that the operator L given by (6) also defines
a bounded operator on L1(µ) such that ‖LF‖L1(µ) ≤ 2‖F‖L1(µ) for F ∈ L1(µ). This
will be used implicitly in the sequel.
Recall that the probability measure µ is called reversible with respect to L, if for
all F,G ∈ L2(µ) the identity
(7)
∫
E
G(LF )dµ =
∫
E
F (LG)dµ
holds. Alternatively, this just means that L is a (bounded) self-adjoint operator with
domain L2(µ). Since in our situation L1 = 0, (7) implies the invariance of L with
respect to µ, i.e. for all F ∈ L2(µ)
(8)
∫
E
LFdµ = 0 .
For such an operator L we define the corresponding symmetric and bilinear carré du
champ operator Γ : L2(µ)× L2(µ)→ L1(µ) by
(9) Γ(F,G) :=
1
2
(
L(FG)− F (LG)−G(LF )) .
We write Γ(F ) := Γ(F, F ) for short. From (7) and (8) we then conclude the following
important integration by parts formula: For all F,G ∈ L2(µ)
(10)
∫
E
Γ(F,G)dµ = −
∫
E
G(LF )dµ = −
∫
E
F (LG)dµ .
Reversibility and an explicit formula for Γ are provided by the following result.
Theorem 2.1. Under the above assumptions, the linear operator L defined by (6)
satisfies L1 = 0 and µ is reversible with respect to L. Furthermore, the carré du
champ Γ associated to L is given by
Γ(F,G)(x) =
1
2
E
[(
F (X ′)− F (X))(G(X ′)−G(X)) ∣∣X = x]
=
1
2
∫
E
(
F (y)− F (x))(G(y)−G(x))K(x, dy) .
Proof. We have already observed that L is well-defined, i.e. maps into L2(µ), linear
and satisfies L1 = 0. To show reversibility let F,G ∈ L2(µ). Then, as P ◦X−1 = µ,∫
E
G(LF )dµ = E
[
G(X)
(
LF (X)
)]
= E
[
G(X)
(
E[F (X ′)|X ]− F (X))]
= E
[
E[G(X)F (X ′)|X ]]− E[G(X)F (X)]
= E[G(X)F (X ′)]
]− E[G(X)F (X)]
= E[F (X)G(X ′)]− E[G(X)F (X)] ,(11)
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where we used exchangeability to obtain the last identity. Now, by the same com-
putation with F and G interchanged we find that∫
E
F (LG)dµ = E[F (X)G(X ′)]− E[G(X)F (X)] ,
proving the reversibility of µ with respect to L. It remains to derive the precise
representation of the carré du champ operator Γ. By definition we have
2Γ(F,G)(x) = L(FG)(x)− F (x)LG(x)−G(x)LF (x)
= K(FG)(x)− F (x)G(x)− F (x)KG(x) + F (x)G(x)−G(x)KF (x) + F (x)G(x)
= K(FG)(x)− F (x)KG(x)−G(x)KF (x) + F (x)G(x)
= E
[
G(X ′)
(
F (X ′)− F (x)) ∣∣X = x]−G(x)E[F (X ′)− F (x) ∣∣X = x]
= E
[(
G(X ′)−G(x))(F (X ′)− F (x)) ∣∣X = x] .
This concludes the proof. 
Corollary 2.2. Under the assumptions of Theorem 2.1 we have for every F ∈
L2(µ) that Γ(F ) ≥ 0 pointwise. This implies that −L is a bounded, positive and
self-adjoint operator on L2(µ) in the sense that∫
E
F
(−LF )dµ ≥ 0
holds for all F ∈ L2(µ).
Proof. We already know that −L is a self-adjoint operator because µ is reversible
with respect to it. Further, for F ∈ L2(µ) and x ∈ E we have
Γ(F )(x) = E
[(
F (X ′)− F (X))2 ∣∣X = x] ≥ 0 .
Hence, the integration by parts formula (10) yields
0 ≤
∫
E
Γ(F )dµ =
∫
E
F
(−LF )dµ .

Remark 2.3. (a) If we only assumed that X and X ′ were identically distributed,
then, as∫
E
LFdµ = E
[
LF (X)
]
= E
[
E
[
F (X ′)− F (X) ∣∣X]] = E[F (X ′)− F (X)] = 0 ,
the measure µ would still be invariant but in general no longer reversible with
respect to L. In particular, the integration by parts formula (10), which will be
crucial for our further analysis, would no longer hold. Thus, we emphasize that
the exchangeability assumption is really essential for what follows. In contrast,
in [R0¨8] a method has been developed that allows one to reduce the condition
of exchangeability of (W,W ′) to the identity of distributions L(W ′) = L(W ),
if either (1) or (3) holds. This strategy can be successfully adapted to most
cases of approximation by a univariate absolutely continuous distribution (see
e.g. [Döb15, DP18b] for further examples). As can be seen from the proofs in
[R0¨8], the (approximate) linearity of the exchangeable pair is crucial for this
strategy to be successful. In [RR09] it is moreover explained, why the identity
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of distributions is not enough in the general exchangeable pairs approach for
multivariate normal distributions.
(b) The quantity
E(F, F ) :=
∫
E
Γ(F )dµ =
∫
E
F
(−LF )dµ
is usually called the energy of the functional F and the symmetric, bilinear
mapping E with
E(F,G) =
∫
E
Γ(F,G)dµ = −
∫
E
FLGdµ
is the Dirichlet form associated to L (or Γ). From Theorem 2.1 we obtain the
formula
E(F,G) = 1
2
∫
E
∫
E
(
F (y)− F (x))(G(y)−G(x))K(x, dy)µ(dx) ,
which reduces to the well-known expression
E(F,G) = 1
2
∑
x,y∈E
(
F (y)− F (x))(G(y)−G(x))µ(x)K(x, y)
for countable state spaces E (see e.g. [DS91]).
For the development of our general theory it is important to find conditions under
which the operator L allows for a pseudo-inverse L−1. In order to do this, we will
make use of the fact that L is the generator of a continuous-time Markov process
(Xt)t≥0 as above. Recall that the operator L and also the Markov process (Xt)t≥0
are called ergodic, if, for F ∈ L2(µ), LF = 0 implies that F is µ-a.e. equal to
a constant c ∈ R, i.e. if the kernel ker(L) of L coincides with the class of µ-a.e.
constant functions on E. It is well-known that, for the generator L of a Markov
process (Xt)t≥0 which has a reversible probability distribution µ, ergodicity of L is
equivalent to
lim
t→∞
TtF = lim
t→∞
E
[
F (Xt)
∣∣X0 = (·)] =
∫
E
Fdµ in L2(µ)
for each F ∈ L2(µ). By Proposition 2.3 (b) of [Bha82] ergodicity of (Xt)t≥0 is also
equivalent to the condition that the image im(L) be dense in ker(Eµ) = {1}⊥. Fur-
thermore, by Proposition 2.3 (c’) of the same paper [Bha82], under the assumption
of ergodicity we have im(L) = ker(Eµ) = {1}⊥ if and only if L has a spectral gap,
i.e. if 0 is an isolated point of the spectrum
spec(L) := {λ ∈ R : (L− λ Id)−1 does not exist as a bounded operator on L2(µ)} .
The existence of a spectral gap for a generator L of a Markov semigroup with station-
ary distribution µ is in turn equivalent to the condition that a Poincaré inequality
for µ holds, i.e. that there is a c ∈ [0,∞) such that for all F ∈ L2(F ) we have
(12) Varµ(F ) ≤ cEµ
[
Γ(F, F )
]
,
where Γ is the carré du champ associated to L via (9), see e.g. [BGL14]. Note that
for the generator L given by (6), Theorem 2.1 implies that inequality (12) can be
written as
(13) Var
(
F (X)
) ≤ c
2
E
[
(F (X ′)− F (X))2] .
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Hence, we state the following additional assumption that will be needed for certain
results.
Assumption 2.4. The operator L given by (6) is ergodic, i.e. its kernel ker(L) only
consists of the constant functions. Furthermore, L has a spectral gap at 0 and we
denote by c∗ ∈ (0,∞) its Poincaré constant, i.e. the smallest possible constant such
that (13) holds for all F ∈ L2(µ) with c = c∗.
If Assumption 2.4 holds, then
L|{1}⊥ : {1}⊥ → {1}⊥
is a bijective and bounded linear operator whose image {1}⊥ = ker(Eµ) is a close
subspace of L2(µ). Hence, its inverse L−1|{1}⊥ exists as an operator on {1}⊥ and, as a
consequence of the open mapping theorem, it is bounded. We can extend it to an
operator L−1 on all of L2(µ), called the pseudo-inverse of L, by defining
L−1G := L−1|{1}⊥(G− Eµ[G]) , G ∈ L2(µ) .
Then, L−1 has the same operator norm as L−1|{1}⊥ . Indeed, if we denote the latter by
M , then for all G ∈ L2(µ) we have
(14) ‖L−1G‖L2(µ) = ‖L−1(G− Eµ[G])‖L2(µ) ≤M‖G− Eµ[G]‖L2(µ) ≤M‖G‖L2(µ) .
As in the diffusive framework, we have the following covariance lemma.
Lemma 2.5. Let F,G ∈ L2(µ). Then, we have
Covµ(F,G) = Eµ
[
Γ(G,−L−1F )] .
In particular,
Varµ(F ) = Eµ
[
Γ(F,−L−1F )] .
Proof. By the definition of L−1 and the partial integration formula (10) we have that
Covµ(F,G) = Eµ
[
G(F − Eµ[F ])
]
= Eµ
[
G
(
LL−1F
)]
= −Eµ
[
Γ
(
G,L−1F
)]
= Eµ
[
Γ(G,−L−1F )] .

Recall that, if A is the infinitesimal generator of a Markov diffusion, then for each
smooth enough function ψ and all F,G ∈ A, where A is a dense sub-algebra of
domA, and the associated carré du champ ΓA we have
(15) ΓA
(
ψ(F ), G
)
= ψ′(F )ΓA(F,G) .
Due to its discrete construction, the operator L from Theorem 2.1 is not diffusive
in the sense of (15) but it might be close enough to being diffusive. For a smooth
enough function ψ, let us thus define a remainder term Rψ(F,G) by
(16) Rψ(F,G) := Γ
(
ψ(F ), G
)− ψ′(F )Γ(F,G) .
If F = G, then we write Rψ(F ) := Rψ(F, F ). Suppose now that ψ is a continuously
differentiable function on R whose derivative ψ′ is Lipschitz-continuous. Then, using
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Taylor’s formula, for x ∈ E we have
Γ(ψ(F ), G)(x) =
1
2
E
[(
ψ(F (X ′))− ψ(F (X)))(G(X ′)−G(X)) ∣∣X = x]
=
1
2
E
[
ψ′(F (X))
(
F (X ′)− F (X))(G(X ′)−G(X)) ∣∣X = x]
+
1
2
E
[
rψ
(
F (X), F (X ′)− F (X))(G(X ′)−G(X)) ∣∣X = x]
= ψ′(F (x))Γ(F,G)(x)
+
1
2
E
[
rψ
(
F (X), F (X ′)− F (X))(G(X ′)−G(X)) ∣∣X = x] ,
where
rψ(x, y) := ψ(x+ y)− ψ(x)− ψ′(x)y =
∫ y
0
(y − s)ψ′′(x+ s)ds .
Hence, rψ satisfies
|rψ(x, y)| ≤ ‖ψ
′′‖∞
2
y2 , x, y ∈ R ,
and
‖ψ′′‖∞ := sup
x 6=y
|ψ′(y)− ψ′(x)|
|y − x|
denotes the smallest Lipschitz constant of ψ′. Hence, for such a function ψ, we obtain
for each x ∈ E that∣∣Rψ(F,G)(x)∣∣ ≤ ‖ψ′′‖∞
4
E
[∣∣G(X ′)−G(X)∣∣(F (X ′)− F (X))2 ∣∣∣X = x] .(17)
In particular, we have
(18)
∣∣Rψ(F )(x)∣∣ ≤ ‖ψ′′‖∞
4
E
[∣∣F (X ′)− F (X)∣∣3 ∣∣∣X = x] , x ∈ E .
2.2. Normal approximation results. In this subsection we give the main abstract
results on normal approximation of this paper and relate them to existing ones. The
proofs are genrally deferred to Section 5 in order to increase readibility. We have
chosen to present our results both in abstract terms of operators and functionals as
well as in terms of exchangeable pairs. For this purpose the following lemma, which
is a direct generalization of [DP17, Lemma 2.2], will be very useful.
Lemma 2.6. Assume that F ∈ L4(µ). Then, the following identity holds true:
E
[(
F (X ′)− F (X)4)] = 4(Eµ[F 3LF ]+ 3Eµ[F 2Γ(F, F )])
= 4
(
3Eµ
[
F 2Γ(F, F )
]−Eµ[Γ(F 3, F )]) .
If, moreover, F is an eigenfunction of −L corresponding to the eigenvalue λ > 0,
then
E
[(
F (X ′)− F (X)4)] = 4λ(3Eµ[F 2λ−1Γ(F, F )]− Eµ[F 4]) .
Remark 2.7. Note that, if L were diffusive, then the rightmost term in Lemma 2.6
would be equal to zero. Hence, if it is close enough to being diffusive, then one should
at least be able to control this quantity.
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From now on, we denote by γ the standard normal distribution on R and by ϕ we
denote its continuous density function, i.e.
ϕ(x) =
1√
2π
e−x
2/2 and γ(dx) = ϕ(x)dx .
In what follows we make use of Stein’s method in order to estimate the Wasserstein
distance of the distribution of a given random variable F ∈ L2(µ) to the standard
normal distribution γ. For h ∈ Lip(1) consider the corresponding standard normal
Stein equation
(19) ψ′(x)− xψ(x) = h(x)− γ(h) ,
where we write γ(h) =
∫
hdγ. It is well-known (see e.g. [CGS11]) that the function
ψh given by
(20) ψh(x) =
1
ϕ(x)
∫ x
−∞
(
h(t)− γ(h))ϕ(t)dt , x ∈ R ,
is a bounded, continuously differentiable solution to (19) such that both ψh and ψ
′
h
are Lipschitz-continuous. More prescisely, one has that
(21) ‖ψh‖∞ ≤ 1 , ‖ψ′h‖∞ ≤
√
2
π
and ‖ψ′′h‖∞ ≤ 2 .
The following theorems provide upper bounds on the quantity dW(µ ◦ F−1, γ) for
general random variables F ∈ L2(µ). We will always assume that
(22) Eµ[F ] = 0 and Varµ(F ) = Eµ[F
2] = 1 .
Theorem 2.8. Assume that Assumption 2.4 holds. Then, for F ∈ L3(µ) which
satisfies (22) we have the bound
dW(µ ◦ F−1, γ) ≤
√
2
π
Eµ
∣∣1− Γ(F,−L−1F )∣∣
+
1
2
E
[∣∣L−1F (X ′)− L−1F (X)∣∣(F (X ′)− F (X))2](23)
If, in fact F ∈ L4(µ), then one has the further bound
dW(µ ◦ F−1, γ) ≤
√
2
π
√
Varµ
(
Γ(F,−L−1F ))
+
√
−Eµ
[
FL−1F
]√
Eµ
[
F 3LF
]
+ 3Eµ
[
F 2Γ(F, F )
]
.(24)
Remark 2.9. (a) In view of Remark 2.7 the abstract bound (24) in Theorem 2.8
can be interpreted as follows: The functional F is approximately standard nor-
mally distributed, whenever Γ(F,−L−1F ) is close to its expected value 1 and if
L is not too far from being diffusive. Note that the latter condition rather con-
cerns the exchangeable pair (X,X ′) than the functional F itself. Hence, it is not
surprising that the same condition appears when approximating by other distri-
butions (see Subsection 2.3 below). Typically, in such cases the first condition
must be replaced by demanding that Γ(F,−L−1F ) be close to some non-constant
polynomial τ(F ).
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(b) In this paper we focus on normal approximation bounds in terms of the Wasser-
stein distance. For several applications, in particular those coming from statis-
tics, the Kolmogorov distance, which is the supremum norm distance between the
involved distribution functions, is more natural. In Stein’s method it is in general
much more difficult to provide bounds on the Kolmogorov distance, which are of
the same order as the Wasserstein bounds. This is because the solution to the
Stein equation for the Kolmogorov distance does not have a Lipschitz derivative
and this lack of smoothness needs to be addressed by a separate means. In cer-
tain scenarios people have been succesful in providing Kolmogorov bounds of the
same order (see e.g. [CS04,Sch16,DP18a,DK19]). However, in the exchangeable
pairs approach, even under the (approximate) linearity condition (3), to date
Kolmogorov bounds of a comparable order as for the Wasserstein distance have
only been obtained under additional assumptions like the boundedness of the dif-
ferenceW ′−W or some extra sign conditions, for instance (see e.g. [RR97,SZ19]).
Thus, we consider obtaining comparable bounds on the Kolmogorov distance as
an (important) separate problem for future work on the topic.
The following result is most useful for applications. Below we explain in which
respect it is an essential and practical generalization of known "plug-in results" for
exchangeable pairs satisfying a linear regression property.
Theorem 2.10. Assume that F ∈ L3(µ) satisfying (22) can be written as F =∑m
p=1 Fp, where m ∈ N and Fp ∈ ker(L+ λp Id) are eigenfunctions corresponding to
pairwise distinct eigenvalues λp > 0 of −L, p = 1, . . . , m. Then, we have the bound
dW(µ ◦ F−1, γ) ≤
√
2
π
Eµ
∣∣1− Γ(F,−L−1F )∣∣
+
1
2
m∑
p,q,r=1
λ−1p E
[(
Fq(X
′)− Fq(X)
)(
Fr(X
′)− Fr(X)
)∣∣Fp(X ′)− Fp(X)∣∣](25)
If, in fact F ∈ L4(µ), then we have the further bounds
dW(µ ◦ F−1, γ)
≤
√
2
π
(
Varµ
( m∑
p,q=1
λ−1p Γ(Fp, Fq)
))1/2
+
√
2
m∑
p=1
λ−1/2p
√
Eµ[F 2p ]
(
m∑
q=1
λ1/4q
(
3Eµ
[
F 2q λ
−1
q Γ(Fq, Fq)
]− Eµ[F 4q ])1/4
)2
(26)
≤
√
2
π
(
Varµ
( m∑
p,q=1
λ−1p Γ(Fp, Fq)
))1/2
+
√
2
m∑
p=1
λ−1/2p
√
Eµ[F 2p ]
m∑
q=1
λ1/2q
m∑
q=1
(
3Eµ
[
F 2q λ
−1
q Γ(Fq, Fq)
]− Eµ[F 4q ])1/2 .(27)
The following result is a rephrased version of Theorem 2.10 that is more similar
to existing normal approximation results for exchangeable pairs.
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Corollary 2.11. Suppose that, on some probability (Ω,F ,P), (X,X ′) is an ex-
changeable pair of E-valued random variables with marginal distribution µ. More-
over, assume that m is a positive integer and that, for 1 ≤ p ≤ m, Fp ∈ L2(µ) is a
functional such that the exchangeable pairs (Wp,W
′
p) := (Fp(X), Fp(X
′)) satisfy
E
[
W ′p −Wp
∣∣X] = −λpWp ,
where λ1, . . . , λm are pairwise distinct positive numbers. Define W :=
∑m
p=1Wp and
assume that E[W ] = 0 and Var(W ) =
∑m
p=1Var(Wp) = 1. Then, one has the bounds
dW(P ◦W−1, γ) ≤
√
2
π
(
Var
( m∑
p,q=1
1
2λp
E
[(
W ′p −Wp
)(
W ′q −Wq
) ∣∣X]))1/2
+
1
2
m∑
p,q,r=1
λ−1p E
[(
W ′q −Wq
)(
W ′r −Wr
)∣∣W ′p −Wp∣∣]
≤
√
2
π
(
Var
( m∑
p,q=1
1
2λp
E
[(
W ′p −Wp
)(
W ′q −Wq
) ∣∣X]))1/2
+
√
2
m∑
p=1
λ−1/2p
√
E[W 2p ]
(
m∑
q=1
λ1/4q
(
3E
[
W 2q
1
2λq
E
[(
W ′q −Wq
)2 ∣∣X]]− E[W 4q ])1/4
)2
.
Remark 2.12. (a) We stress here again that the bound given in Corollary 2.11 is a
direct generalization of the classical bound (2) on the Wasserstein distance for
exchangeable pairs satisfying the linear regression property (1).
(b) It can be further estimated by using the inequality
(
Var
( m∑
p,q=1
1
2λp
E
[(
W ′p −Wp
)(
W ′q −Wq
) ∣∣X]))1/2
≤
m∑
p,q=1
√
Var
( 1
2λp
E
[(
W ′p −Wp
)(
W ′q −Wq
) ∣∣X])
(c) Note that under the assumptions of Corollary 2.11, the summands W1, . . . ,Wm
making up W are automatically orthogonal in L2(P). In order for this to hold
it is crucial that the pair (X,X ′) with values in the abstract space E is indeed
exchangeable and not just identically distributed. Our abstract, functional an-
alytic viewpoint clarifies this by identifying F1, . . . , Fm as eigenfunctions of the
self-adjoint operator −L corresponding to different eigenvalues λ1, . . . , λp.
The next result does not make use of the operator L−1. Hence, it also holds in
situations, where Assumption (2.4) does not hold or where the computation of L−1F
is not tractable.
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Theorem 2.13. Let F ∈ L3(µ) satisfy (22) and define λ := Eµ
[
Γ(F )
]
= E(F, F ) ≥
0. Then, assuming that λ > 0, we have the bounds
dW(µ ◦ F−1, γ) ≤
√
2
π
1
λ
Eµ
∣∣λ− Γ(F )∣∣+ 1
2λ
E
∣∣F (X ′)− F (X)∣∣3
+ Eµ
∣∣ 1
λ
LF + F
∣∣(28)
≤
√
2
π
1
λ
(
Varµ
(
Γ(F )
))1/2
+
1
2λ
E
∣∣F (X ′)− F (X)∣∣3
+
( 1
λ2
Eµ
[
(LF )2
]− 1)1/2 .(29)
If F ∈ L4(µ), then (29) can be further bounded to yield
dW(µ ◦ F−1, γ) ≤
√
2
π
1
λ
(
Varµ
(
Γ(F )
))1/2
+
( 1
λ2
Eµ
[
(LF )2
]− 1)1/2
+
√
2√
λ
√
Eµ
[
F 3LF
]
+ 3Eµ
[
F 2Γ(F, F )
]
.(30)
Let us now link the above Theorems 2.8, 2.10 and 2.13 to the existing existing
literature on Stein’s method of exchangeable pairs. In order to see the connection,
first assume that the function F ∈ L2(µ) is an eigenfunction of the operator −L
corresponding to an eigenvalue λ > 0, i.e.
(31) − λF = LF = E[F (X ′) ∣∣X = (·)]− F
in the L2(µ)-sense. This just means that the exchangeable pair
(W,W ′) :=
(
F (X), F (X ′)
)
satisfies Stein’s famous linear regression property (1):
E
[
W ′ −W ∣∣W ] = E[W ′ −W ∣∣X] = −λW P-a.s.
In this situation, both bounds (23) and (25) reduce to the classical bound (2):
dW(P ◦W−1, γ) ≤
(
Var
( 1
2λ
E
[
(W ′ −W )2 ∣∣X]))1/2 + 1
2λ
E
∣∣W ′ −W ∣∣3 .
Similarly, the bounds in Theorem 2.13 can be related to the bound (4) of Rinott and
Rotar [RR97], that is
dW(W,Z) ≤
√
2
π
E
∣∣∣1− 1
2λ
E
[
(W ′ −W )2 ∣∣W ]∣∣∣ + 1
3λ
E
∣∣W ′ −W ∣∣3 + 1
λ
E|R| ,
where, for λ > 0, the remainder term R is defined by (3):
E
[
W ′ −W ∣∣X] = −λW +R P-a.s.
Indeed, in the proof of Theorem 2.10 and with λ := Eµ[Γ(F )], we use
R˜ := LF + λF
and then we can let R = R˜(X). Observe that the terms in the bounds (28) and
(4) that involve the terms R˜ and R respectively, can only vanish in the limit if
these quantities are negligible as compared to λ. This respectively means that F is
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"almost" an eigenfunction of L to the eigenvalue λ and (W,W ′) "almost" satisfies
(3).
Note that the constants in the second terms of the respective bounds (28) and (4)
are different. This is due to the fact that, for the bound (4), we did not impose the
condition
λ =
1
2
E
[
E
[
(W ′ −W )2 ∣∣X]] = 1
2
E
[
(W ′ −W )2]
which is automatically satisfied by the choice of λ in Theorem 2.13. However, since λ
always is asymptotically unique, as has been observed in the introduction of [RR09],
the two bounds are nearly the same.
Finally, we remark that an alternative way of obtaining a (quantitative) CLT for
F in the situation of Theorem 2.10 is to introduce the exchangeable pair (V, V ′) of
m-dimensional vectors V := (F1(X), . . . , Fm(X)) and V
′ := (F1(X ′), . . . , Fm(X ′))
which satisfies the multivariate linear regression property
E
[
V ′ − V ∣∣X] = −ΛV , where Λ = diag(λ1, . . . , λp) .
Then, multivariate analogs of the bound (2) (see e.g. [CM08, RR09,Mec09]) yield
bounds on the error of approximating V by a multivariate normal distribution with
the same (diagonal) covariance matrix as V . Hence, by applying the linear form
(x1, . . . , xm)
T 7→∑mp=1 xp to V as well as to the limiting distribution, one also obtains
a quantitative CLT for F =
∑m
p=1 Fp. This route was taken in the recent paper
[DP19] in order to obtain analytic bounds on the normal approximation of symmetric,
non-degenerate U -statistics of i.i.d. random variables. There are, however, two main
drawbacks to this approach. Firstly, the multivariate detour necessarily imposes
stronger smoothness conditions on the class of test functions. This is why the bounds
in [DP19] are stated in terms of C3 test functions with bounded derivatives. In
contrast, the bounds in the present paper are on the Wasserstein distance, which
only involves Lipschitz-continuity. We mention in this context that, very recently,
in [FK20] a general bound on the multivariate normal approximation in Wasserstein
distance via (approximately) linear exchangeable pairs has been given. In principle,
one could apply such a bound in the same way as in [DP19] to the pair (V, V ′)
from above in order to obtain univariate bounds for non-linear exchangeable pairs.
However, the Wasserstein bound in [FK20] is valid only for a non-singular limiting
covariance matrix. This implies that one would at least have to be able to identify
those components that do not vanish in the limit in order to make this strategy work.
This might however not always be feasible, for example because these components
might change according to varying parameter regimes. This is for instance the case in
the situation of subgraph counts in geometric random graphs, considered in Section
4. On th contrary, the bound in Corollary 2.11 are completely rigid with respect to
such phenomena.
Secondly, there might be cases in which a multivariate CLT for the vector V would
not even hold, but, due to some cancellation effects, the sum F is still asymptotically
normal. In such a situation the approach of the present paper might still yield the
CLT.
2.3. Approximation by other distributions. The methods developed in this pa-
per are by no means restricted to normal approximation but may be easily extended
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to the approximation by any absolutely continuous distribution, for which a version
of Stein’s method has been established. We exemplify this by considering the family
of centered Gamma distributions (see e.g. [DP18b,NP09]). Thus, we denote by Γ¯(ν)
the so-called centered Gamma distribution with parameter ν > 0, which by definition
is the distribution of
Zν := 2Xν/2,1 − ν ,
where, Xν/2,1 has distribution Γ(ν/2, 1). Here, for r, λ ∈ (0,∞), we let Γ(r, λ) be the
usual Gamma distribution with shape parameter r and rate λ which has probability
density function (p.d.f.)
pr,λ(x) =
{
λr
Γ(r)
xr−1e−λx , if x > 0
0 , otherwise,
where
Γ(t) :=
∫ ∞
0
xt−1e−xdx .
Notice that, if ν is an integer, then Γ¯(ν) has a centered χ2 distribution with ν
degrees of freedom. It is obvious that one has
E[Zν ] = 0 and Var(Zν) = E[Z2ν ] = 2ν .
A suitable version of Stein’s method for Γ¯(ν) that is valid on the whole real line
has been developed in the recent paper [DP18b]. There, the authors considered the
Stein equation
(32) 2(x+ ν)ψ′(x)− xψ(x) = h(x)− E[h(Zν)] ,
which is defined for all x ∈ R and which, as opposed to previous work [NP09,PT13]
crucially features a linear coefficient of ψ′. We refer to [DP18b] for a discussion of
the importance of a linear coefficient of ψ′ in the Stein equation.
In [DP18b], the exchangeable pairs approach for centered Gamma approximation
has also been established. We review their main approximation result in this context:
Suppose that W,W ′ are identically distributed real-valued random variables on the
probability space (Ω,F ,P) such that E[W 2] <∞. Assume that G is a sub-σ-field of
F such that σ(W ) ⊆ G. Given a real number λ > 0, define the random variables R
and S via the regression equations
1
λ
E
[
W ′ −W ∣∣G] = −W +R and(33)
1
2λ
E
[
(W ′ −W )2 ∣∣G] = 2(W + ν) + S .(34)
The following result is taken from [DP18b].
Proposition 2.14 (Theorem 2.5 of [DP18b]). Let W and W ′ be as above and
assume that h is continuously differentiable on R and that both h and h′ are Lipschitz-
continuous. Then, we have the bound∣∣∣E[h(W )]− E[h(Zν)]∣∣∣ ≤ ‖h′‖∞(max(1, 2ν−1)E|S|+ E|R|)
+
max
(
1, 2
ν
)‖h′‖∞ + ‖h′′‖∞
6λ
E
∣∣W ′ −W ∣∣3 .
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If, moreover, E[W 2] = 2ν and (33) holds with R = 0, then, since E[S] = 0 in this
case, we also have the bound∣∣∣E[h(W )]− E[h(Zν)]∣∣∣ ≤ max(1, 2
ν
)
‖h′‖∞
√
Var(S)
+
max
(
1, 2
ν
)‖h′‖∞ + ‖h′′‖∞
6λ
E
∣∣W ′ −W ∣∣3 .
Proposition 2.14 relies on the following Proposition also proved in [DP18b], which
provides suitable bounds on the solution to (32) under smoothness assumptions on
h. It is also key to proving Theorem 2.16 below.
Proposition 2.15 (Theorem 2.3 of [DP18b]). (a) Let h be Lipschitz-continuous on
R. Then, there exists a Lipschitz-continuous solution ψh of (32) on R which
satisfies the bounds
‖ψh‖∞ ≤ ‖h′‖∞ and ‖ψ′h‖∞ ≤ max
(
1,
2
ν
)
‖h′‖∞ .
(b) Suppose that h is continuously differentiable on R and that both h and h′ are
Lipschitz-continuous. Then, there is a continuously differentiable solution ψh of
(32) on R whose derivative ψ′h is Lipschitz-continuous with minimum Lipschitz
constant
‖ψ′′h‖∞ ≤ max
(
1,
2
ν
)
‖h′‖∞ + ‖h′′‖∞ .
Using the bounds on the solution ψ′h given in Proposition 2.15, the following version
of Theorem 2.8 for centered Gamma approximation, which does not depend on (33)
and (34), can easily be proved. Gamma versions of the other approximation results
in Subsection 2.2 can be derived similarly.
Theorem 2.16. Assume that Assumption 2.4 holds. Suppose that h : R → R is
continuously differentiable with a Lipschitz derivative h′. Then, for F ∈ L3(µ) which
satisfies Eµ[F ] = 0 and Varµ(F ) = 2ν we have the bound∣∣∣Eµ[h(F )]− Γ¯(ν)(h)∣∣∣ ≤ max(1, 2
ν
)
‖h′‖∞Eµ
∣∣2(F + ν)− Γ(F,−L−1F )∣∣
+
(
max
(1
4
,
1
2ν
)
‖h′‖∞ + 1
4
‖h′′‖∞
)
E
[∣∣L−1F (X ′)− L−1F (X)∣∣(F (X ′)− F (X))2] .
If, in fact F ∈ L4(µ), then one has the further bound∣∣∣Eµ[h(F )]− Γ¯(ν)(h)∣∣∣ ≤ max(1, 2
ν
)
‖h′‖∞
√
Varµ
(
2F − Γ(F,−L−1F ))
+
(
max
(1
4
,
1
2ν
)
‖h′‖∞ + 1
4
‖h′′‖∞
)√
−Eµ
[
FL−1F
]√
Eµ
[
F 3LF
]
+ 3Eµ
[
F 2Γ(F, F )
]
.
We finish this subsection with the remark that, similarly, results analogous to
Theorem 2.16 can be proved for many other absolutely continuous distributions like
for example the Beta distribution. This is done by combining the methods of the
present paper with bounds on the solution to the Beta Stein equation as provided
in [GR13,Döb15,Döb12].
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In general, roughly, the term 2(F + ν) then must be replaced by a term τ(F ),
where τ is the celebrated Stein factor or Stein kernel (see e.g. [LRS17]), defined by
τ(x) =
−1
p(x)
∫ x
a
tp(t)dt =
1
p(x)
∫ b
x
tp(t)dt ,
where p is the density function of the respective limiting distribution. Here, we
assume that p is supported on the interval (a, b), −∞ ≤ a < 0 < b ≤ +∞, as well as
that it is centered.
Finally, we mention that the approach developed in the present paper can be natu-
rally extended to the approximation by a centered, multivariate normal distribution.
This is dealt with in a separate paper in progress.
2.4. Solution to a problem posed by Stein. Our setup is related to the abstract
framework provided in Stein’s classic monograph [Ste86], where the following simple
but important observation was made: Whenever (X,X ′) is an exchangeable pair of
E-valued random elements, i.e.
(X,X ′) D= (X ′, X) ,
and S : E × E → R is antisymmetric in the sense that S(y, x) = −S(x, y) for all
x, y ∈ E and, if furthermore E∣∣S(X,X ′)∣∣ <∞, then the function G : E → R defined
by
(35) G(x) := E
[
S(X,X ′)
∣∣X = x] , x ∈ E ,
is in the kernel kerEµ of the expectation operator Eµ associated with the measure
µ, i.e.
(36) Eµ[G] = 0 .
Since the appearance of [Ste86], the method of exchangeable pairs has been in-
tensively studied in the context of uni- and multivariate normal approximation as
well as for approximation by other absolutely continuous distributions. The em-
phasis, however, has always been placed on the distributional behaviour of a single
random variable W ∈ R or random vector W ∈ Rd which is member of an ex-
changeable pair (W,W ′), even though it might have been constructed as a functional
(W,W ′) = (F (X), F (X ′)) of some other exchangeable pair (X,X ′) on a more com-
plicated state space E. As a consequence, in most papers about Stein’s method of
exchangeable pairs, Property (36) is only used for the antisymmetric function S of
two real variables given by
S(w,w′) := (w′ − w)(f(w′) + f(w)) ,
or for some multivariate analogue of it, where f = fh is the solution of the Stein
equation associated to the limiting distribution and the real test function h and (35)
and (36) are thus applied to (W,W ′) directly rather than to (X,X ′).
However, Stein [Ste86] also raises the natural question, under what additional
conditions on the space (E, E) and on the exchangeable pair (X,X ′) all random
variables G ∈ kerEµ are of the form (35) for some antisymmetric function S. He
gives a positive answer only in the case of a finite space E that additionally satisfies
the following connectedness condition related to the pair (X,X ′): For all x, y ∈ E
20 CHRISTIAN DÖBLER
there is a finite sequence x = x0, x1, . . . , xk = y in E such that for all 0 ≤ j ≤ k − 1
one has
P(X = xj , X ′ = xj+1) > 0 .
Translated into the language of the present paper this just means that for all 0 ≤
j ≤ k − 1 one has
0 < P(X = xj , X
′ = xj+1) = µ(xj)K(xj , xj+1) .
It is easy to see that this connectedness condition is in fact equivalent to the irre-
ducibility of the stochastic matrix K. Moreover, Stein [Ste86] suspects that an
“analogous result must be true in infinite cases.”
Indeed, on page 32 of [Ste86] he writes
“Although this result is never needed when applying this method, one may ask, for
the sake of completeness, whether it also holds in the countable case, and whether
an appropriate analogue can be formulated for the general case.”
As we have seen above, in the general case this result in particular holds, when the
operator L associated to the pair (X,X ′) satisfies a Poincaré inequality. Indeed,
under this assumption, for a given G ∈ kerEµ, we even have the explicit expression
(37) S(x, x′) = L
(
L−1G
)
(x′)− L(L−1G)(x)
for S. Note that an irreducible and reversible continuous time Markov chain on a
finite state space is always ergodic, has a spectral gap and thus satisfies a Poincaré
inequality. Hence, Assumption 2.4 reduces to Stein’s connectedness condition in the
case of a finite state space and thus, the following result is an extension of Stein’s
result for finite spaces.
Theorem 2.17. Suppose that (E, E , µ) is a probabilty space and that, one some other
probability space (Ω,F ,P), there is an exchangeable pair (X,X ′) of E-valued random
variables with marginal distribution µ. Then, in order that for every G ∈ L2(µ) with
Eµ[G] = 0 there exist a measurable and antisymmetric function S : E×E → R such
that G = E[S(X,X ′)|X = (·)] it is sufficient that the operator L defined by (6) is
ergodic and satisfies a Poincaré inequality. In this case, for a given G ∈ kerEµ, one
can choose S as given in (37).
3. Concrete spaces with exchangeable pair structure
3.1. Functionals of independent random variables. In this subsection we as-
sume that the probability space (E, E , µ) is a (finite) product space, i.e. there is an
n ∈ N as well as probability spaces (S1,S1, ν1), . . . , (Sn,Sn, νn) such that
(E, E , µ) =
(
n∏
j=1
Sj,
n⊗
j=1
Sj ,
n⊗
j=1
νj
)
.
In the special situation that all the spaces (Sj,Sj , νj), 1 ≤ j ≤ n, are instances of
the same space (S,S, ν) we simply write
(38) (E, E , µ) = (Sn,S⊗n, νn) .
The following construction of an exchangeable pair (X,X ′) of E-valued random
variables with marginal distribution µ from [Ste86] is by now fairly standard. Let
X1, . . . , Xn, Y1, . . . , Yn and α be independent random variables on some probability
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space (Ω,F ,P) such that, for 1 ≤ j ≤ n, Xj and Yj both have distribution νj and such
that α is uniformly distributed on [n] := {1, . . . , n}. Then, we let X := (X1, . . . , Xn)
and define X ′ := (X ′1, . . . , X
′
n) coordinate-wise as follows: For 1 ≤ j ≤ n we let
X ′j :=
{
Yj , if α = j ,
Xj if α 6= j .
Then, it is easy to check that (X,X ′) is indeed exchangeable. Note also that X and
X ′ differ only in one (random) coordinate. In a Markov Chain Monte Carlo context,
this procedure is also known as the Gibbs sampler or as Glauber dynamics. The
operator L on L2(µ) from (6) that is associated with the pair (X,X ′) is in this case
given by
LF (x) = E
[
F (X ′)− F (X) ∣∣X = x]
=
1
n
n∑
j=1
(
E
[
F (x1, . . . , xj−1, Yj, xj+1, . . . , xn)
]− F (x)) ,(39)
where F ∈ L2(µ) and x = (x1, . . . , xn) ∈ E. Moreover, for F,G ∈ L2(µ), by Theorem
2.1 the corresponding carré du champ operator Γ is given by
Γ(F,G)(x) =
1
2
E
[(
F (X ′)− F (X))(G(X ′)−G(X)) ∣∣X = x]
=
1
2n
n∑
j=1
E
[(
F (x1, . . . , xj−1, Yj, xj+1, . . . , xn)− F (x)
)
·
(
G(x1, . . . , xj−1, Yj, xj+1, . . . , xn)−G(x)
)]
.(40)
We next make sure that Assumption 2.4 is satisfied by L: Indeed, by the Efron-Stein
inequality (see e.g [BLM13, Theorem 3.1]) we have that
Eµ[Γ(F, F )] =
1
2
E
[
(F (X ′)− F (X))2]
=
1
2n
n∑
j=1
E
[(
F (X1, . . . , Xj−1, Yj, Xj+1, . . . , Xn)− F (X1, . . . , Xn)
)2]
≥ 1
n
Var
(
F (X)
)
.
Hence, (13) holds with the constant c = n.
In order to give a crucial alternative expression of Γ(F,G), knowledge of the so-
called Hoeffding decomposition (see e.g. [Hoe48,Vit92]) of functionals of X is very
useful. For J ⊆ [n] let FJ := σ(Xj, j ∈ J). If F : E → R is in L1(µ) and, hence,
Y := F (X1, . . . , Xn) ∈ L1(P), then Y has a P-a.s. unique representation of the form
(41) Y =
∑
M⊆[n]
YM ,
where, for M ⊆ [n], YM ∈ L1(P) is a random variable such that
(i) YM is FM -measurable and
(ii) for all J ⊆ [n] one has E[YM | FJ ] = 0 unless M ⊆ J .
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Note that (ii) implies that E[YM ] = 0 whenever M 6= ∅. Hence, from (i) it follows
that Y∅ = E[Y ] P-a.s. More generally, one has the following explicit expression for
YM , M ⊆ [n]:
(42) YM =
∑
L⊆M
(−1)|M |−|L|E[Y ∣∣FL] .
From (42) it is straighforward to see that Y ∈ Lp(P) for some p ∈ [1,∞] implies
that YM ∈ Lp(P) for all M ⊆ [n]. Moreover, if Y ∈ L2(P), then (i) and (ii) together
imply that YM and YN are orthogonal in L
2(P), whenever N 6= M . It will be useful
to reorder the sum in (41) according to the size of the subset |M |. For p = 0, 1, . . . , n
we thus define
(43) Y (p) :=
∑
M⊆[n]:
|M |=p
YM =
∑
M∈Dp(n)
YM ,
where we write Dp(n) for the collection of p-subsets of the set [n] = {1, . . . , n}. Then,
for 1 ≤ p ≤ n, Y (p) is called a degenerate (non-symmetric) U-statistic of order p (or
p-homogeneous sum [dJ90]) based on X = (X1, . . . , Xn). The representation
(44) Y =
n∑
p=0
Y (p) = E[Y ] +
n∑
p=1
Y (p)
of Y as a sum of its expectation and a sum of degenerate non-symmetric U -statistics
is also sometimes referred to as the Hoeffding decomposition of Y . For p = 0, 1, . . . , n,
we define the subspace Hp(X) consisting of all random variables U ∈ L2(P) of the
form
U =
∑
M⊆[n]:
|M |=p
UM ,
where the summands UM are supposed to satisfy the conditions (i) and (ii) above,
i.e. Hp(X) equals the subspace of all square-integrable, degenerate (non-symmetric)
U -statistics of order p based on X. Then, the spaces Hp(X) are pairwise orthogonal.
Moreover, one has
L2(Ω, σ(X),P) =
n⊕
p=0
Hp(X)
and Y (p) is equal to the orthogonal projection of Y on Hp(X). The space Hp(X),
p = 0, . . . , n, is known as the Hoeffding space of order p based on X = (X1, . . . , Xn)
in the literature. Note that, by the factorization lemma, each U ∈ Hp(X) has a
representation of the form
(45) U = u(X1, . . . , Xn) ,
where u ∈ L2(µ) is a µ-a.e. unique representative function. Thus, defining for
p = 0, 1, . . . , n the subspace Hp to be the collection of all functions u such that
U = u(X1, . . . , Xn) ∈ Hp(X), one obtains the orthogonal decomposition
L2(µ) =
n⊕
p=0
Hp .(46)
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It turns out that the Hp are precisely the eigenspaces of the operator L from (39).
Proposition 3.1. For p = 0, 1, . . . , n, one has that Hp = ker(L+ pn Id), i.e. Hp is
the eigenspace of L corresponding to the eigenvalue − p
n
. In particular, L is diago-
nalizable.
Remark 3.2. We would like to emphasize the fact that the canonical Hoeffding
spaces associated to the product measure µ are precisely the eigenspaces of the
operator L given by (39). This might be a good reason for considering L and the
associated Γ an equally canonical tool for analyzing the structure of product spaces.
Proof of Proposition 3.1. It is clear that Lu = 0 for all u ∈ H0, since u(X) is P-a.s.
constant. Now suppose that 1 ≤ p ≤ n and let u ∈ Hp. Then, U := u(X) ∈ Hp(X)
is a degenerate, non-symmetric U -statistic of order p. Thus, writing U ′ := u(X ′) and
using [DP17, Lemma 2.3] for the third equality, it follows that
Lu(X) = E
[
u(X ′)− u(X) ∣∣X] = E[U ′ − U ∣∣X] = −p
n
U
= −p
n
u(X) P-a.s.
This implies that Lu = − p
n
u in L2(µ). Hence, we have shown that Hp ⊆ ker
(
L+
p
n
Id) holds for p = 0, 1, . . . , n. Conversely, suppose that u ∈ ker(L+ p
n
Id) for some
0 ≤ p ≤ n. Then, by (46) there are uj ∈ Hj , j = 0, . . . , n, such that u =
∑n
j=0 uj.
Now, since L is a self-adjoint operator on L2(µ) we know that its eigenspaces are
mutually orthogonal and, as we already know that Hj ⊆ ker
(
L + j
n
Id) for j =
0, 1, . . . , n, we conclude that
0 =
∫
E
uuj dµ =
∫
E
u2j dµ for all j 6= p .
Hence, u = up ∈ Hp. Thus, we have Hp = ker(L+ pn Id) for all p = 0, 1, . . . , n. 
Proposition 3.3. Suppose that 1 ≤ p, q ≤ n as well as that F ∈ Hp and G ∈ Hq.
Suppose that the Hoeffding decomposition of U := F (X)G(X) is given by
U =
∑
M⊆[n]:
|M |≤p+q
UM =
∑
M⊆[n]:
|M |≤p+q
uM(X) ,
for certain representative functions uM ∈ L1(µ), M ⊆ [n], |M | ≤ p + q. Then, we
have
Γ(F,G) =
1
2n
∑
M⊆[n]:
|M |≤p+q−1
(p+ q − |M |)uM .
Moreover, if FG ∈ L2(µ), then the functions uM ∈ L2(µ), M ⊆ [n], |M | ≤ p+ q are
orthogonal.
Proof. Since F (X)G(X) ∈ L1(P) its Hoeffding decomposition exists and then the
existence of the functions uM ∈ L1(µ) such that UM = uM(X) follows from the
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factorization lemma. Moreover, by Proposition 3.1 and the definition of Γ we have
2Γ(F,G) = L(FG)−GLF − FLG = L(FG) + p
n
FG+
q
n
FG
= −
∑
M⊆[n]:
|M |≤p+q
|M |
n
uM +
p+ q
n
∑
M⊆[n]:
|M |≤p+q
uM
=
1
n
∑
M⊆[n]:
|M |≤p+q−1
(p+ q − |M |)uM .
If FG ∈ L2(µ), then the Hoeffding components UM are mutually orthogonal in L2(P).
Hence, so are the functions uM in L
2(µ) in this case. 
Remark 3.4. (a) Alternatively, we could have invoked [DP17, Lemma 3.3] to obtain
the Hoeffding decomposition
nE
[(
F (X ′)− F (X))(G(X ′)−G(X)) ∣∣X] = ∑
M⊆[n]:
|M |≤p+q−1
(p+ q − |M |)UM
=
∑
M⊆[n]:
|M |≤p+q−1
(p+ q − |M |)uM(X)
and then apply Theorem 2.1. Conversely, [DP17, Lemma 3.3] is a simple con-
sequence of Proposition 3.3 and Theorem 2.1, the overall argumentation being
much shorter than the original proof given in [DP17]. This observation is another
piece of evidence that our abstract viewpoint pays off.
(b) Note that since the random variable UM in the above proposition is FM -measurable,
it does only depend on the random variables Xj, j ∈ M . Hence, there is even a
measurable function vM :
∏
j∈M Ej → R such that UM = vM(Xj, j ∈ M). Since
we want all the functions uM to be defined on the same (bigger) space E, we did
not make use of this fact explicitly in the statement of Proposition 3.3. However,
it is implicit in the orthogonality of the uM .
We now present a general bound on the Wasserstein distance between a functional
F ∈ L4(µ) and the standard normal random variable Z. From now on until the
end of this Subsection, in order to facilitate notation, we will work on the canonical
probability space
(Ω,F ,P) := (E, E , µ) =
(
n∏
j=1
Sj,
n⊗
j=1
Sj ,
n⊗
j=1
νj
)
and we denote by Xi :
∏n
j=1Ej → Ei the canonical projection on Ei, i = 1, . . . , n.
Thus, X = (X1, . . . , Xn) is just the identity map on Ω = E. Since we are only
interested in distributional properties and since, with the operators L and Γ in place,
we no longer need the auxiliary randomization inherent in the coupling (X,X ′), this
causes no troubles. We will make explicit use of the Hoeffding decomposition of
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F = F (X). Suppose that (22) holds for F . Then, by (46) we can write
F =
n∑
p=1
Fp ,
where we know from Proposition 3.1 that Fp ∈ Hp is an eigenfunction of L cor-
responding to the eigenvalue −p/n, 1 ≤ p ≤ n. Moreover, each Fp = Fp(X) is a
(non-symmetric) degenerate U -statistic of order p. Hence, there are FJ-measurable
random variables WJ(p), J ∈ Dp(n), such that
Fp =
∑
J∈Dp(n)
WJ(p)
is the Hoeffding decomposition of Fp and such that also the variables WJ(p) ∈ Hp.
Due to the orthogonality of different Hoeffding spaces and by our assumption we
further know that
1 = Var(F ) =
n∑
p=1
E[F 2p ] .
We further define (following [dJ90,DP17]) the quantities
̺2p := ̺
2
p(n) := max
1≤i≤n
∑
J∈Dp(n):
i∈J
E[WJ (p)2] ,
which measure the maximal influence that a single variable Xi can have on the total
variance of Fp. Since
n̺2p(n) ≥
n∑
i=1
∑
J∈Dp(n):
i∈J
E[WJ (p)2] = p
∑
J∈Dp(n)
E[WJ(p)2] = pE[F 2p ] ,
we have
̺2p(n) ≥
pE[F 2p ]
n
for all 1 ≤ p ≤ n.
In order to apply Theorem 2.10 we need expressions for the quantities Γ(Fp, Fq),
1 ≤ p, q ≤ n. By Proposition 3.3 this reduces to finding the Hoeffding decomposition
(47) FpFq =
∑
M⊆[n]:
|M |≤p+q
UM(p, q)
of the products FpFq. With this decomposition at hand we have that
Γ(Fp, Fq) =
1
2n
∑
M⊆[n]:
|M |≤p+q−1
(p+ q − |M |)UM (p, q).
Then, from Theorem 2.10 we obtain the following result, whose proof is given in
Section 5.
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Theorem 3.5. Under the above assumptions, we have the following general bounds:
dW(F, Z) ≤
√
2
π
(
2n−1∑
l=1
∑
M∈Dl(n)
Var
( ∑
1≤p,q≤n:
p+q≥l+1
p+ q − l
2p
UM(p, q)
))1/2
+
√
2
n∑
p=1
√
E[F 2p ]
√
p
·
( n∑
q=1
q1/4
(
κqE[F
2
q ]̺
2
q +
∑
M⊆[n]:
1≤|M |≤2q−1
2q − |M |
q
Var
(
UM (q, q)
))1/4)2
≤
√
2
π
n∑
p,q=1
p+ q − 1
2p
( ∑
M⊆[n]:
1≤|M |≤p+q−1
Var
(
UM(p, q
))1/2
+
√
2
n∑
p=1
√
E[F 2p ]
√
p
·
( n∑
q=1
q1/4
(
κqE[F 2q ]̺
2
q +
2q − 1
q
∑
M⊆[n]:
1≤|M |≤2q−1
Var
(
UM(q, q)
))1/4)2
.
Here, the κq, 1 ≤ q ≤ n, are finite, positive constants that only depend on q.
Remark 3.6. (a) The above bounds involve similar quantities as the multivarate
bounds given in Lemma 4.1 of [DP19]. However, in contrast to those bounds,
which are for C3 or at least C2 test functions, they bound the Wasserstein dis-
tance between F and Z.
(b) Note that the bounds in Theorem 3.5 still involve the implicit constants κq. Since
we do not give any explicit formula or general bound on these constants, at this
level of generality the bounds seem only to be useful, if there is a fixed m ∈ N
(independent of n) such that Fp = 0 P-a.s. for all p > m. The combinatorial
constants κq stem from [DP17, Proposition 2.9, Lemma 2.10] and indeed grow
faster than exponentially in general. However, we will see below via a new
observation that in the case of symmetric functionals of n i.i.d. random variables,
we can make sure that κq ≤ 2q. Hence, in such a situation we can allow m :=
max{1 ≤ p ≤ n : Var(Fp) > 0} to be an increasing function of n and still hope
to obtain vanishing bounds.
(c) By an application of Theorem 2.16, a similar bound for the centered Gamma
approximation of such a functional F can easily be derived.
3.1.1. Symmetric functionals of i.i.d. random variables. From now on we will deal
with E-measurable, symmetric functionals F = F (X1, . . . , Xn) of i.i.d. random vari-
ables X1, . . . , Xn with a common distribution ν on a measurable space (S,S). In
particular, we are dealing with the situation (38) here. By symmetric we mean that
F (xσ(1), . . . , xσ(n)) = F (x1, . . . , xn) holds for all x = (x1, . . . , xn) ∈ E = Sn and all σ
in the symmetric group Sn acting on [n]. From (46) we know that there are Fj ∈ Hj ,
j = 0, 1, . . . , n, such that
(48) F =
n∑
j=0
Fj .
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Moreover, it follows from (42) that F0 ≡ E[F ] and, for p = 1, . . . , n, we have
Fp = Fp(X1, . . . , Xn) =
∑
1≤i1<...<ip≤n
ϕp(Xi1, . . . , Xip) ,
where
(49) ϕp(y1, . . . , yp) =
p∑
k=0
(−1)p−k
∑
1≤j1<...<jk≤p
hk(yj1, . . . , yjk)
and
hk(t1, . . . , tk) :=
∫
Sn−k
F (t1, . . . , tk, s1, . . . , sn−k) dνn−k(s1, . . . , sn−k)
for k = 0, . . . , n (see e.g. [Ser80,Maj13,DP19] for details). Moreover, the functions
ϕp, p = 1, . . . , n, are canonical or completely degenerate of order p with respect to ν.
Recall that this means that∫
S
ϕp(x1, . . . , xp−1, y) dν(y) = 0 for νp−1-a.a. (x1, . . . , yp−1) ∈ Sp−1 .
One customarily refers to Fp as a degenerate, symmetric U-statistic of order p based
on X1, . . . , Xn and to ϕp as its kernel. Hence, (48) says that a symmetric function F
can be written as an orthogonal sum of its expectation E[F ] and a sum of degenerate,
symmetric U -statistics of respective orders p = 1, . . . , n. By the orthogonality of
Hoeffding components it further holds that
Var(F ) =
n∑
p=1
Var(Fp) ,
where
(50) Var(Fp) =
(
n
p
)
‖ϕp‖2L2(νp) , 1 ≤ p ≤ n.
In order to apply Theorem 3.5 we need to make the Hoeffding decomposition (47) of
FpFq more explicit. To this end, the product formula for degenerate, symmetric U-
statistics from [DP19] will be very useful. Since it involves the notion of contraction
kernels, as in the recent papers [DP19,DKP19], our bounds on the normal approx-
imation of F will be expressed in terms of norms of contraction kernels. Hence, we
briefly recall their definition.
Given integers p, q ≥ 1, 0 ≤ l ≤ r ≤ p ∧ q and two symmetric kernels ψ ∈ L2(νp)
and ϕ ∈ L2(νq), we define the contraction kernel ψ ⋆lr ϕ on Sp+q−r−l by the relation
(ψ ⋆lr ϕ)(y1, . . . , yr−l, t1, . . . , tp−r, s1, . . . , sq−r)
:=
∫
Sl
(
ψ
(
x1, . . . , xl, y1, . . . , yr−l, t1, . . . , tp−r
)
· ϕ(x1, . . . , xl, y1, . . . , yr−l, s1, . . . , sq−r))dνl(x1, . . . , xl)(51)
= E
[
ψ
(
X1, . . . , Xl, y1, . . . , yr−l, t1, . . . , tp−r
)
· ϕ(X1, . . . , Xl, y1, . . . , yr−l, s1, . . . , sq−r)] .
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By [DP19, Lemma 2.4 (i)] ψ ⋆lr ϕ is a ν
p+q−r−l-a.e. well-defined function on Sp+q−r−l
and, as usual, we set it equal to zero on the remaining set of νp+q−r−l-measure 0.
If l = 0, then (51) has to be understood as follows:
(ψ ⋆0r ϕ)(y1, . . . , yr, t1, . . . , tp−r, s1, . . . , sq−r)
= ψ(y1, . . . , yr, t1, . . . , tp−r)ϕ(y1, . . . , yr, s1, . . . , sq−r) .
In particular, if l = r = 0, then ψ ⋆lr ϕ reduces to the tensor product
ψ ⊗ ϕ : Sp+q → R
of ψ and ϕ, given by
(ψ ⊗ ϕ)(x1, . . . , xp+q) = ψ(x1, . . . , xp) · ϕ(xp+1, . . . , xp+q) .
We observe that ψ ⋆0p ψ = ψ
2 is square-integrable if and only if ψ ∈ L4(νp). As
a consequence, ψ ⋆lr ϕ might not be in L
2(νp+q−r−l) even though ψ ∈ L2(νp) and
ϕ ∈ L2(νq). Moreover, if l = r = p, then ψ ⋆pp ψ = ‖ψ‖2L2(νp) is constant.
For positive integers p, q, t, r such that 1 ≤ t ≤ 2(p ∧ q) ∧ (p + q − 1), t ≤ 2r ≤
2(t ∧ p ∧ q) we define the constants
(52) α(p, q, t, r) :=
√
(p+ q − t)!
(t− r)!(p− r)!(q − r)!(2r − t)! .
Moreover, for a function f ∈ L2(νq) for some q ∈ N we will constantly write ‖f‖2 for
‖f‖L2(νq) in order to facilitate notation.
Theorem 3.7. For F as in (48) satisfing (22) and with the kernels ϕp defined in
(49) we have the general bound:
dW(F, Z) ≤
√
2
π
n∑
p,q=1
p+ q − 1
2p
2(p∧q)∧(p+q−1)∑
t=1
t∧p∧q∑
r=⌈ t
2
⌉
α(p, q, t, r)‖ϕp ⋆t−rr ϕq‖2 n
p+q+t
2
−r
+
√
2
n∑
p=1
√
E[F 2p ]
√
p
·
(
n∑
q=1
q1/4
[
21/4
√
q
n1/4
√
E[F 2q ]
+
(2q − 1
q
)1/4 2q−1∑
t=1
t∧q∑
r=⌈ t
2
⌉
√
α(q, q, t, r)‖ϕq ⋆t−rr ϕq‖1/22 n
2q+t−2r
4
])2
.
Remark 3.8. (a) The above bound gives an estimate for the Wasserstein distance
between the distribution of a completely general symmetric functional of n i.i.d.
random variables and the standard normal distribution. Note that, in view of
(50) and (52), all quantities and constants involved in this bound are at least in
principle completely explicit.
(b) However, the expressions (49) defining the kernels ϕp are quite complicated.
Hence, starting from F it might be unfeasible to compute these kernels and a
fortiori to bound the corresponding contraction norms appearing in the bound.
We will demonstrate below for the more special class of symmetric U -statistics
(see Theorem 3.10), how one can deal with this issue. Basically, the ϕp may be
replaced with kernels hk in these norms. This important computational trick,
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which has already been applied in the recent papers [DP19,DKP19], would also
be applicable in the present, more general situation of Theorem 3.7.
3.1.2. Symmetric U-statistics. We now specialize the situation to the setting of sym-
metric U -statistics. Let m ≥ 1 and suppose that ψ = ψ(n) ∈ Lm(νm) is a symmetric
(not necessarily degenerate) kernel which might depend on the sample size n. We
denote by
(53)
G := Jm(ψ) := Jm,X(ψ) :=
∑
1≤i1<...<im≤n
ψ(Xi1, . . . , Xim) =
∑
J∈Dm(n)
ψ(Xj , j ∈ J)
the symmetric (not necessarily degenerate) U-statistic of order m based on X =
(X1, . . . , Xn) and with kernel ψ. If ψ is in fact canonical, then Jm(ψ) is called a
degenerate, symmetric U-statistic of order m. We will assume that
σ2 := σ2n := Var(G) > 0 .
Moreover, we let
F :=
G− E[G]
σ
denote the normalized version of G. Then, F is a symmetric functional of the i.i.d.
variablesX1, . . . , Xn and it is well-known (see e.g. [Ser80,DP19]), or otherwise follows
from (49) via a combinatorial exercise, that the kernels in (49) are in this case given
by
ϕp(x1, . . . , xp) =
(
n− p
m− p
)
ψp(x1, . . . , xp)
σ
for p = 1, . . . , m and ϕp ≡ 0 for p > m + 1. Here, the kernels ψp, 1 ≤ p ≤ m, are
defined by
ψp(x1, . . . , xp) =
p∑
k=0
(−1)p−k
∑
1≤i1<...<ik≤p
gk(xi1 , . . . , xik) ,(54)
where
(55) gk(y1, . . . , yk) := E
[
ψ(y1, . . . , yk, X1, . . . , Xm−k)
]
.
Hence, one has that F =
∑m
p=1 Fp, where the orthogonal Hoeffding components Fp,
1 ≤ p ≤ m, of F are given by
Fp =
(
n−p
m−p
)
σ
Jp(ψp) .
The following result is an immediate consequence of Theorem 3.7. Since
1 = Var(F ) =
m∑
p=1
Var(Fp) =
(
n−p
m−p
)2(n
p
)
σ2
‖ψp‖22 ,(56)
one always has the bounds
E[F 2p ] ≤ 1 ,(57)
E[F 2p ] ≤
n2m−p‖ψp‖22
σ2(m− p)!(m− p)!p! ,(58)
for p = 1, . . . , m.
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Corollary 3.9. With the above definitions and notation, we have the bound:
dW(F, Z)
≤
√
2
π
m∑
p,q=1
p+ q − 1
2p
2(p∧q)∧(p+q−1)∑
t=1
t∧p∧q∑
r=⌈ t
2
⌉
α(p, q, t, r)
‖ψp ⋆t−rr ψq‖2
σ2(m− p)!(m− q)!n
2m− p+q+2r−t
2
+
√
2
m∑
p=1
√
E[F 2p ]
√
p
·
(
m∑
q=1
q1/4
[
21/4
√
q
n1/4
√
E[F 2q ]
+
(2q − 1
q
)1/4 2q−1∑
t=1
t∧q∑
r=⌈ t
2
⌉
√
α(q, q, t, r)
‖ψq ⋆t−rr ψq‖1/22
σ
nm−
2q+2r−t
4
])2
≤
√
2
π
m∑
p,q=1
p+ q − 1
2p
2(p∧q)∧(p+q−1)∑
t=1
t∧p∧q∑
r=⌈ t
2
⌉
α(p, q, t, r)
‖ψp ⋆t−rr ψq‖2
σ2(m− p)!(m− q)!n
2m− p+q+2r−t
2
+
√
2
m∑
p=1
nm−p/2‖ψp‖2√
pσ(m− p)!√p! ·
(
m∑
q=1
q1/4
[
21/4
nm−q/2−1/4‖ψq‖2
σ(m− q)!√(q − 1)!
+
(2q − 1
q
)1/4 2q−1∑
t=1
t∧q∑
r=⌈ t
2
⌉
√
α(q, q, t, r)
‖ψq ⋆t−rr ψq‖1/22
σ
nm−
2q+2r−t
4
])2
.
As already mentioned in Remark 3.8, the expressions for the degenerate kernels
ψp are quite complicated and, hence, bounding the contraction norms in Corollary
3.9 may become intractable. In contrast, the functions gk from (55) are usually
much simpler to handle. The next theorem is a version of Corollary 3.9 in which the
kernels ψp are systematically replaced with the gk. In order to give the statement,
me need to introduce some more notation that has been introduced in the recent
paper [DKP19].
For integers r, p, q ≥ 1 and l ≥ 0 such that 0 ≤ l ≤ r ≤ p∧ q, we let Q(p, q, r, l) be
the set of quadruples (j, k, a, b) of nonnegative integers such that the following hold:
(1) j ≤ p and k ≤ q.
(2) b ≤ a ≤ r.
(3) b ≤ l.
(4) a− b ≤ r − l.
(5) j + k − a− b ≤ p+ q − r − l ≤ p+ q − 1
(6) a ≤ j ∧ k.
Moreover, for 1 ≤ k ≤ m we define
gˆk := gk − E[ψ(X1, . . . , Xm)]
such that, in particular,
‖gˆk‖22 = Var
(
gk(X1, . . . , Xk)
)
.
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Theorem 3.10. Under the same assumptions as in Corollary 3.9 it holds that:
dW(F, Z) ≤
√
2
π
m∑
p,q=1
p+ q − 1
2p
2(p∧q)∧(p+q−1)∑
t=1
t∧p∧q∑
r=⌈ t
2
⌉
α(p, q, t, r)K(p, q, r, t− r)
· max
(j,k,a,b)∈Q(p,q,r,t−r)
‖gj ⋆ba gk‖2
σ2(m− p)!(m− q)!n
2m− p+q+2r−t
2
+
m∑
p=1
√
2E[F 2p ]
√
p
·
(
m∑
q=1
q1/4
[
21/4
√
q
n1/4
√
E[F 2q ] +
(2q − 1
q
)1/4 2q−1∑
t=1
t∧q∑
r=⌈ t
2
⌉
√
α(q, q, t, r)
·
√
K(p, q, r, t− r) max
(j,m,a,b)∈Q(p,q,r,t−r)
‖gj ⋆ba gm‖1/22
σ
nm−
2q+2r−t
4
])2
.
Moreover, the right hand side can be further bounded to give
dW(F, Z) ≤
√
2
π
m∑
p,q=1
p+ q − 1
2p
2(p∧q)∧(p+q−1)∑
t=1
t∧p∧q∑
r=⌈ t
2
⌉
α(p, q, t, r)K(p, q, r, t− r)
· max
(j,k,a,b)∈Q(p,q,r,t−r)
‖gj ⋆ba gk‖2
σ2(m− p)!(m− q)!n
2m− p+q+2r−t
2
+
√
2
m∑
p=1
nm−p/2‖gˆp‖2√
pσ(m− p)!√p! ·
(
m∑
q=1
q1/4
[
21/4
nm−q/2−1/4‖gˆq‖2
σ(m− q)!√(q − 1)!
+
(2q − 1
q
)1/4 2q−1∑
t=1
t∧q∑
r=⌈ t
2
⌉
√
α(q, q, t, r) ·
√
K(p, q, r, t− r)
· max
(j,m,a,b)∈Q(p,q,r,t−r)
‖gj ⋆ba gm‖1/22
σ
nm−
2q+2r−t
4
])2
.
Here, the constants K(p, q, r, t− r) ∈ (0,∞) are defined in Lemma 5.3 below.
Remark 3.11. (a) In particular, if m does not depend on n and ψ = ψ(n) ∈ L2(νm)
is a sequence of symmetric kernels of order m, then Theorem 3.10 implies that
Fn = F converges in distribution to the standard normal random variable Z, if for
all 1 ≤ p, q ≤ m and all pairs (t, r) and quadruples (j, k, a, b) of integers such that
1 ≤ t ≤ 2(p∧q)∧ (p+ q−1), t ≤ 2r ≤ 2(t∧p∧q) and (j, k, a, b) ∈ Q(p, q, r, t−r)
lim
n→∞
n2m−
p+q+2r−t
2
σ2n
‖gj ⋆ba gk‖2 = 0
and one also has a bound on the rate of convergence in the Wasserstein distance.
In [DKP19, Theorem 3.1] it was shown that (under an additional minor variance
condition) one can also prove functional convergence of the whole corresponding
U-process to a linear combination of time-changed Brownian motions, if the
slightly stronger condition that
n2m−
p+q+2r−t
2
σ2n
‖gj ⋆ba gk‖2 = O(n−ε)
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for some ε > 0 is satisfied, for the same collection of indices as above.
(b) Of course, similar conditions for convergence may be phrased in terms of the
quantities appearing in the bounds given in Corollary 3.9.
(c) If the order m = mn of the U -statistic G is bounded, then it typically suffices to
apply the respective first bounds in Theorem 3.10 and Corollary 3.9 and to use
(57). However, if mn is unbounded, then one might profit from the more careful
second bounds.
(d) The constants K(p, q, r, t − r) appearing in the above Theorem are not given
explicitly. However, by analyzing the proof of [DKP19, Lemma 5.7] it would be
easily possible to derive upper bounds on them as well. In this way, it is possible
to use Theorem 3.10 also in situations where m = mn is unbounded.
(e) In the paper [RV80], the notion of a symmetric statistic of order m has been
introduced. In our terminology this is just a finite sum of U -statistics of or-
ders at most m. Using the methods from the present paper and starting again
from Theorem 3.7, it would be straightforward to obtain similar bounds on the
Wasserstein distance to normality for this bigger class as well. This is of some im-
portance to applications because in concrete situations, the symmetric statistic
at hand is sometimes given as a sum of non-degenerate U -statistics and, hence,
it is desirable to have bounds on the normal approximation that are phrased
in terms of their (non-canonical) kernels. We leave the details to the interested
reader.
3.2. Finite population statistics. In this subsection we fix two integers 1 ≤ n < N
as well as a set X = {a1, . . . , aN} of cardinality N . We then let E be the collection
of all
(
N
n
)
n-subsets of X , equipped with its power set E = P(E) and the uniform
distribution µ on (E, E). A functional
F : E → R
is customarily called a finite population statistic. Note that such a finite population
statistic may be identified with a symmetric function F : X n6= → R, where
X n6= = {(x1, . . . , xn) ∈ X n : xi 6= xj for all i 6= j}.
This will be tacitly done in what follows. Elements (X1, . . . , Xn) of X n6= that are
chosen uniformly at random are customarily called a simple random sample of size
n drawn from the population X .
We may construct an exchangeable pair (X,X ′) with marginal distribution µ as
follows: On a suitable probability space (Ω,F ,P), construct a simple random sample
X1, . . . , Xn+1 of size n + 1 from X and let I be independent of S and uniformly
distributed on [n]. Then, for 1 ≤ j ≤ n, let X ′j := Xj if j 6= I and let X ′I := Xn+1.
Finally, set X := {X1, . . . , Xn} and X ′ := {X ′1, . . . , X ′n} = (X \ {XI}) ∪ {Xn+1}.
Then, (X,X ′) is exchangeable and the operator L from (6) on L2(µ) = RE is given
by
LF (A) =
1
n(N − n)
∑
a∈A
∑
b∈X\A
(
F
(
(A \ {a}) ∪ {b})− F (A)) .(59)
Recall that −L is a positive, self-adjoint operator on the (N
n
)
-dimensional Hilbert
space L2(µ) and, hence, there is a basis of L2(µ) consisting of eigenvectors of −L
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that correspond to the non-negative eigenvalues 0 = λ0 < λ1 < . . . < λr. We will
show next that, as in the independent case considered in Subsection 3.1, the Hoeffd-
ing decomposition of such functionals F is key to understanding the diagonalization
of L. In particular, we will see that r = min{n,N − n} and identify the eigenvalues
λj and the dimensions of the corresponding eigenspaces.
The Hoeffding decomposition of symmetric statistics of a simple random sample
has been investigated and applied in several papers like e.g. [ZC90,BG01,BG02]. We
will rely here mostly on the results and presentation from the paper [BG01]. For n,N
as above define n∗ := min{n,N − n} ≤ N/2. Then, according to [BG01, Section 2],
the functional F from above has the follwing (unique) Hoeffding decomposition
F (X1, . . . , Xn) = Eµ[F ] +
n∗∑
k=1
∑
1≤i1<...<ik≤n
gk(Xi1 , . . . , Xik)
= Eµ[F ] +
n∗∑
k=1
∑
J∈Dk(n)
gk(Xi, i ∈ J)
=: Eµ[F ] +
n∗∑
k=1
Uk ,(60)
where
Eµ[F ] = E[F (X1, . . . , Xn)] =
(
N
n
)−1 ∑
1≤i1<...<in≤N
F (ai1 , . . . , aiN )
and where, for 1 ≤ k ≤ n∗, gk : X k6= → R is a symmetric function such that
0 = E
[
gk(X1, . . . , Xk)
∣∣X1, . . . , Xk−1]
=
∑
y∈X\{X1,...,Xk−1}
g(y,X1, . . . , Xk−1)P
(
Xk = y
∣∣X1, . . . , Xk−1)
= 1{
(X1,...,Xk−1)∈Xk−16=
} 1
N − k + 1
∑
y∈X\{X1,...,Xk−1}
g(y,X1, . . . , Xk−1) .
Such a function gk is then, as in the case of independent observations, called a
degenerate, symmetric kernel of order k. From this the following seemingly stronger
property of gk follows: For all 0 ≤ r ≤ k − 1, all 1 ≤ i1 < . . . < ik ≤ n and all
1 ≤ j1 < . . . < jr ≤ n one has that
(61) E
[
gk(Xi1, . . . , Xik)
∣∣Xj1 , . . . , Xjr] = 0 .
It follows from (61) that, as in the independent case, the Hoeffding components Uk,
1 ≤ k ≤ n∗, are orthogonal in L2(P). We remark that in [BG01] completely explicit
formulas similar to (54) are given for the degenerate kernels gk.
Let S0 := R be the space of real constant functions and, for 1 ≤ p ≤ n, let Sp be
the linear space of all functionals Fp of the form
(62) Fp(x1, . . . , xn) =
∑
1≤i1<...<ip≤n
g(xi1, . . . , xip) , (x1, . . . , xn) ∈ X n6= ,
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where g is a degenerate, symmetric kernel of order p. Such a function is called a
degenerate, symmetric U-statistic with kernel g and based on X1, . . . , Xn. Then,
from the above facts about Hoeffding decompositions it follows that
(63) L2(µ) =
n∗⊕
p=0
Sp .
In particular, one has Sp = {0} for n∗ + 1 ≤ p ≤ N , i.e. for such a p there is
no non-zero degenerate, symmetric kernel of order p. Again, we refer to Sp as the
Hoeffding space of order p. We have the following analogue of Proposition 3.1.
Proposition 3.12. For p = 0, 1, . . . , n∗, the space Sp equals the eigenspace of −L
corresponding to the eigenvalue λp :=
p(N−p+1)
n(N−n) . In particular, L is diagonalizable and
has a spectral gap of N
n(N−n) . Moreover, one has dimSp =
(
N
p
)−( N
p−1
)
for 1 ≤ p ≤ n∗
and dimS0 = 1.
Proof. We first prove the claim about the dimension of the Sp. Clearly, dimS0 = 1.
Let 1 ≤ p ≤ n∗. By the uniqueness of the Hoeffding decomposition it follows that
dimSp = dim Vp, where, for 1 ≤ k ≤ N/2, Vk is the space of all symmetric functions
g : X k6= → R such that for all (x1, . . . , xk−1) ∈ X k−16= one has∑
y 6=x1,...,xk−1
g(x1, . . . , xk−1, y) = 0 .
In particular, Vk does not depend on n. Taking dimensions on both sides of (63) we
obtain that (
N
n
)
= 1 +
n∗∑
p=1
dimSp = 1 +
n∗∑
p=1
dimVp
for all 1 ≤ n ≤ ⌊N/2⌋. Thus, (replacing n with p) for 1 ≤ p ≤ ⌊N/2⌋ we obtain that
dim Vp =
(
N
p
)
−
(
N
p− 1
)
.
Next, we prove that
Sp ⊆ ker
(
L+ λp Id
)
, 0 ≤ p ≤ n∗ .
This is clear for p = 0. If 1 ≤ p ≤ n∗, take Fp ∈ Sp as in (62) and define
Up := Fp(X1, . . . , Xn) =
∑
1≤i1<...<ip≤n
g(Xi1, . . . , Xip) as well as
U ′p := Fp(X
′
1, . . . , X
′
n) =
∑
1≤i1<...<ip≤n
g(X ′i1, . . . , X
′
ip) .
Then, with obvious notation we have
U ′p − Up =
n∑
i=1
1{I=i}
∑
J∈Dp(n):
i∈J
(
g
(
Xj , j ∈ J
)− g(Xn+1, Xj, j ∈ J \ {i}))
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and, hence,
LFp(X) = E
[
U ′p − Up
∣∣X]
=
1
n
n∑
i=1
∑
J∈Dp(n):
i∈J
(
E
[
g
(
Xn+1, Xj , j ∈ J \ {i}
)∣∣X1, . . . , Xn]− g(Xj, j ∈ J))
=
1
n
n∑
i=1
∑
J∈Dp(n):
i∈J
(
−g(Xj, j ∈ J)− 1
N − n
∑
l∈([n]\J)∪{i}
g
(
Xl, Xj , j ∈ J \ {i}
))
= −p
n
Up − 1
n(N − n)
n∑
i=1
∑
J∈Dp(n):
i∈J
∑
l∈([n]\J)∪{i}
g
(
Xl, Xj, j ∈ J \ {i}
))
= −p
n
Up − p(n− p+ 1)
n(N − n) Up = −
p(N − p+ 1)
n(N − n) Up = −
p(N − p+ 1)
n(N − n) Fp(X) .
For the second identity we used the fact that
E
[
g
(
Xn+1, Xj, j ∈ J \{i}
)∣∣X1, . . . , Xn] = − 1
N − n
∑
l∈([n]\J)∪{i}
g
(
Xl, Xj, j ∈ J \{i}
)
,
which follows from equation (2.11) of [ZC90] (or else from a direct computation).
Hence, we have shown that
LFp = −λpFp .
It remains to prove the inclusions
Sp ⊇ ker
(
L+ λp Id
)
, 0 ≤ p ≤ n∗ .
Let 0 ≤ p ≤ n∗ and F ∈ ker
(
L+λp Id
)
. Then, by (63) there are Fj ∈ Sj , 0 ≤ j ≤ n∗,
such that
F =
n∗∑
j=0
Fj .
By the inclusions just proved and by the orthogonality of the eigenspaces of the
self-adjoint operator L, this implies that, for j 6= p, we have
0 = Eµ
[
FFj
]
=
n∗∑
k=0
Eµ[FkFj ] = Eµ[F
2
j ] .
Hence, Fj = 0 and F = Fp ∈ Sp. 
In order to cope with the carré du champ operator Γ corresponding to L, we prove
the following analogue of Proposition 3.3.
Proposition 3.13. Let 1 ≤ p, q ≤ n∗ be integers and suppose that F ∈ Sp and
G ∈ Sq are given. Then, F (X)G(X) has a Hoeffding decomposition of the form
F (X)G(X) = Eµ[FG] +
(p+q)∧n∗∑
k=1
∑
J∈Dk(n)
hk(Xj , j ∈ J) = Eµ[FG] +
(p+q)∧n∗∑
k=1
Hk(X) ,
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where, for 1 ≤ k ≤ (p+ q)∧ n∗, hk is a degenerate, symmetric kernel of order k and
we define Hk ∈ Sk by
Hk(x1, . . . , xn) :=
∑
J∈Dk(n)
hk(xj, j ∈ J) .
Moreover, in terms of this Hoeffding decomposition of the product F (X)G(X) one
has that
Γ(F,G) =
1
2
(p+q)∧n∗∑
k=1
(
λp + λq − λk
)
Hk
=
1
2n(N − n)
(p+q)∧n∗∑
k=1
(
(N + 1)(p+ q − k)− p2 − q2 + k2)Hk .
Proof. The claim about the Hoeffding decomposition is clear by the definition of the
spaces Sp and Sq and since FG is a symmetric functional on E. The representation
of Γ then follows from the definition 2Γ(F,G) = L(FG) − FLG − GLF and from
Proposition 3.12. 
We have now provided the main ingredients to prove analogues of Theorems 3.5 and
3.7 about the normal approximation of functionals of a simple random sample, again
by an application of the abstract Theorem 2.10. There are, however, some important
differences to keep in mind. For instance, in contrast to the situation of Subsection
3.1, we here have λp+q 6= λp + λq. This introduces an additional (but controllable)
term when dealing with the term Varµ(Γ(Fp, Fq)). Moreover, a substitute for [DP17,
Lemma 2.10], which is an essential tool in the proof of Theorem3.5, is needed. Since
dealing with these issues necessarily involves some technicalities, we consider the
objective of giving explicit bounds on the normal approximation of a functional
F ∈ L2(µ) as a separate problem for future work. We just mention here that the
asymptotic normality with or without providing error bounds for such functionals has
been dealt with in several papers, like e.g. [NS63,ZC90,KW91,BG01,BG02]. In all
these papers however, the functional F is assumed to be non-degenerate, meaning
that Var(g1(X1)) > 0. On the contrary, as in the independent case, it is to be
expected that our approach can deal with all possible scenarios of degeneracy and
non-degeneracy at the same time and is thus more flexible.
3.3. Functionals on finite groups. In this subsection we let (G, ·) be a finite
group of order |G| = m and denote by P(G) its power set. Moreover, we denote by
µ the uniform distribution on (G,P(G)). We will write x1 = e, x2, . . . , xm for the
pairwise distinct elements of G, with e denoting its identity element. We may and
will identify µ with the row vector µ = (µ(x1), . . . , µ(xm)) in what follows. For a fixed
probability measure T on (G,P(G)) we define the matrixK = (K(x, y))x,y∈G ∈ RG×G
by K(x, y) := T (yx−1). Then, as is well-known, K is always a doubly stochastic
matrix and the corresponding Markov chain is customarily called the random walk
on G induced by the probability measure T . Since K is doubly stochastic, the
uniform distribution µ is always stationary for K, i.e. µK = µ. Moreover, µ is the
only stationary distribution for K if and only if K is irreducible, which holds if and
only if the support
S(T ) := {g ∈ G : T (g) > 0}
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of T generates G as a group. Moreover, µ is even reversible with respect to K if and
only if K = KT is symmetric, which is equivalent to the condition that
(64) T (x) = T (x−1) for all x ∈ G .
In what follows, we will always assume that (64) holds as well as that S(T ) generates
G, so that K is irreducible and the unique stationary distribution µ is also reversible
with respect to K.
Denote by Irr(G) = (Vi, ̺i) a complete system of pairwise non-equivalent irre-
ducible representations of G and, for i ∈ I, let di denote the dimension and χi the
character of the representation ̺i, respectively. Note that in this situation, the space
L2(µ) coincides with the space CG of all complex-valued functions on G and that the
inner product on L2(µ) is given by
〈f, g〉µ = 1
m
m∑
j=1
f(xj)g(xj) .
By ̺reg we denote the left-regular representation on G which acts on L
2(µ) as follows:
(̺reg(x)f)(y) := f(x
−1y)
It is well-known (see e.g. [Dia88,Ser77]) that, for i ∈ I, ̺reg contains exactly di copies
of ̺i. More precisely, this means that
L2(µ) =
⊕
i∈I
di⊕
j=1
Wi,j ,(65)
where, for all i ∈ I and 1 ≤ j ≤ dj, Wi,j is an invariant subspace of L2(µ) with
respect to ̺reg on which ̺reg acts like an equivalent copy ˜̺i of ̺i, i.e.
̺reg(x)f = ˜̺i(x)f ∈ Wi,j for all f ∈ Wi,j and x ∈ G .
The Fourier transform fˆ of f ∈ L2(µ) evaluated at a representation ̺ is defined by
fˆ(̺) :=
∑
x∈G
f(x)̺(x) .
Hence, we conclude that each space Wi,j in the above decomposition of L
2(µ) is
also invariant with respect to the linear operator fˆ(̺reg). We call f ∈ L2(µ) a class
function if f is constant on the conjugacy classes of G, i.e. if
f(yxy−1) = f(x) for all x, y ∈ G .
It is well-known that, if f is a class function and (̺, V ) is an irreducible representation
of dimension d and with character χ, then
fˆ(̺) = λ̺idV , where λ̺ =
1
d
∑
x∈G
f(x)χ(x) =
|G|
d
〈f, χ〉L2(µ) .
Now let us consider the operator L that is associated to K or to the exchangeable
pair (X,X ′) := (X0, X1), where (Xn)n∈N0 is a Markov chain with transition matrix
K and initial distribution µ. In this context, since K = KT , it follows from [DS81,
Lemma 15] that Kf = Tˆ (̺reg)f for all f ∈ L2(µ) (see also [Dia88, Theorem 3.6]).
Hence, we have that
L = Tˆ (̺reg)− Id .
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In particular, the spaces Wi,j appearing in (65) are also invariant with respect to
L. From now on denote by C1, . . . , CK the pairwise distinct conjugacy classes of the
group G and by mj := |Cj|, j = 1, . . . , K, their cardinalities. Note that we have that
K = |I| is also the number of pairwise non-equivalent irreducible representations of
G. Moreover, we will assume that the probability measure T is constant on conjugacy
classes and denote its value on the class Cj by pj, j = 1, . . . , K. We write χi(Kj) for
the value of χi on an arbitrary element of Kj. Now, consider the numbers
(66) ci :=
1
di
K∑
j=1
mjpjχi(Kj) =
m
di
〈χi, T 〉µ , i ∈ I,
and define the set
S := {1− ci : i ∈ I} .
In [DS81, Theorem 3] Diaconis and Shahshahani proved that the ci, i ∈ I, are
precisely the eigenvalues of K and that each has multiplicity d2i . Since K = K
T these
are all real. We denote by 0 = λ0 < λ1 . . . < λr ≤ 1 the pairwise distinct elements of
S, i.e. the pairwise distinct eigenvalues of the positive operator −L. W.l.o.g. from
now on we will assume that the irreducible representations ̺i, i ∈ I, are given as
unitary matrix representations, i.e. for each x ∈ G, ̺i(x) = (̺i(x, k, j))1≤k,j≤di is a
di × di unitary matrix. Then, the collection of functions{
ϕi,l,j :=
di
m
̺i(·, l, j) : i ∈ I, 1 ≤ l, j ≤ di
}
is an orthonormal basis of the Hilbert space L2(µ) (see e.g. [Dia88, Corollary 2.3]).
Proposition 3.14. Under the above assumptions, the self-adjoint operator −L is
diagonalizable and (65) gives the orthogonal decomposition of L2(µ) into eigenspaces
of −L. More precisely, the set S coincides with the set of eigenvalues of −L and, for
each k = 1, . . . , r, the multiplicity of λk in the operator −L is given by
∑
i∈I:1−ci=λk d
2
i .
Furthermore, an orthonormal basis of the eigenspace Ek corresponding to λk is given
by the collection of functions{
ϕi,l,j
∣∣∣ i ∈ I : 1− ci = λk, 1 ≤ l, j ≤ di}
and we have
Ek =
⊕
i∈I:
1−ci=λk
di⊕
j=1
Wi,j .
For k = 0, the multiplicity of the eigenvalue λ0 = 0 in −L is equal to 1 and the
collection of constant functions coincides with the eigenspace corresponding to 0.
Proof. Since L = K − Id, this is an immediate consequence of [DS81, Corollary 3]
and [Dia88, Theorem 3.6]. The fact that 0 is a simple eigenvalue of −L follows
easily from Perron-Frobenius theory, since the Markov chain corresponding to K is
obviously irreducible and aperiodic. 
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Now, if f ∈ L2(µ) is an arbitrarily given function, then we have
f =
∑
i∈I
di∑
l,j=1
〈f, ϕi,l,j〉ϕi,l,j and
Lf = −
∑
i∈I
(1− ci)
di∑
l,j=1
〈f, ϕi,l,j〉ϕi,l,j = −
r∑
k=1
λk
∑
i∈I:
1−ci=λk
di∑
l,j=1
〈f, ϕi,l,j〉ϕi,l,j .
In particular, we see that ker(L) is the space of constant functions and that im(L) =
{1}⊥. Hence, L is ergodic and its pseudo-inverse L−1 is given on f as above by
L−1f = −
r∑
k=1
λ−1k
∑
i∈I:
1−ci=λk
di∑
l,j=1
〈f, ϕi,l,j〉ϕi,l,j .
In order to make the theory from Section 2 work in this situation, one needs
expressions for the the quantities Γ(f, g) analogous to those given in Subsections 3.1
and 3.2. Of course, if f ∈ Ek and g ∈ El, then it always holds that
Γ(f, g) =
1
2
( r∑
s=1
(
λk + λl − λs
) ∑
i∈I:
1−ci=λs
di∑
l,j=1
〈fg, ϕi,l,j〉ϕi,l,j
)
,
but to obtain manageable expressions, it would be beneficial to at least be able to
express products ϕi,l,j · ϕi′,l′,j′ of two basis functions again in terms of this basis. In
other words, one would profit from the knowledge of the so-called Clebsch-Gordan
coefficients associated with this group and basis. In the analogous problem for class
functions f and g, the task becomes simpler because these are linear combinations
of the irreducible characters of the group and the Clebsch-Gordan coefficients can be
replaced with the decomposition of the tensor product of two irreducible represen-
tations into irreducibles. This path might be viable in more concrete situations like
symmetric groups, for instance, and will be pursued elsewhere.
4. Applications
4.1. Subgraph counting in geometric random graphs. Geometric random graphs
are graphs whose vertices are random points that are scattered in some metric space
and where two vertices are connected by an edge, if and only if their distance is less
than a prescribed deterministic radius. These graphs play an important role e.g. in
statistical test theory as well as in the modeling of telecommunication networks and,
hence, represent a fundamental alternative to the merely combinatorial Erdös-Rényi
random graphs. We refer to the monographs [Pen03] and [PR16] for an introduction
to random geometric graphs on Euclidean domains and to some of their applications.
Even more recently, it has been discovered that random geometric graphs on hy-
perbolic spaces reflect several fundamental properties of large real world networks like
scale freenes, the small world phenomenon and strong clustering [KPK+10,GPP12,
BFM16a, BFM16b] and have thus become a very popular model for investigating
further properties of such networks.
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We will focus here on the Euclidean case and use our Theorem 3.10 in order to
prove rates of convergence in the Wasserstein distance for the Gaussian fluctuations of
subgraph counts. At a qualitative level, the asymptotic (jointly) Gaussian behaviour
of these counts is well understood both in the binomial [BG92, JJ86, Pen03] and
in the Poisson point process [Pen03, LRP13] situation, but until the very recent
paper [DP19], the quantitative aspect of this distributional convergence has been
neglected for the binomial point process situation. On the contrary, in the situation
of a Poisson point process, rates of convergence for these counts in the Wasserstein
distance have been provided in [LRP13]. As already hinted at, in [DP19] the problem
of finding quantitative bounds also in the binomial was addressed but, due to a
multivariate detour, these bounds were only expressed for C3 test functions with
bounded derivatives. The reason for this detour was precisely the fact that the
authors had to rely on a result for exchangeable pairs satisfying a (multivariate)
linear regression property. Hence, we will already see by way of this example how
the new methods from this paper pay off. Moreover, the derivation of Theorem 6.2
in [DP19] involved a slightly incorrect application of Lemma 5.1 of the same paper
and, hence, deserves some rectification.
To describe our model, we fix a dimension d ≥ 1 as well as a bounded and Lebesgue
almost everywhere continuous probability density function f on Rd. Let ν(dx) :=
f(x)dx be the corresponding probability measure on (Rd,B(Rd)) and suppose that
X1, X2, . . . are i.i.d. with distribution ν. Let X := (Xj)j∈N. We denote by (tn)n∈N
a sequence of radii in (0,∞) such that limn→∞ tn = 0 and, for each n ∈ N, we
denote by G(X ; tn) the random geometric graph obtained as follows: The vertices
of G(X ; tn) are given by the points of the set Vn := {X1, . . . , Xn}, which P-a.s.
has cardinality n, and two vertices Xi, Xj ∈ Vn are connected, if and only if 0 <
‖Xi−Xj‖2 < tn. Furthermore, let m ≥ 2 be a fixed integer and suppose that ∆ is a
fixed connected graph on m vertices. For each n we denote by Gn(∆) the number of
induced subgraphs of G(X ; tn) that are isomorphic to ∆. For technical reasons, we
have to assume that ∆ is feasible for every n ≥ m. This means that the probability
that the restriction of G(X ; tn) to X1, . . . , Xm is isomorphic to ∆ is strictly positive
for n ≥ m. Note that feasibility depends on the common distribution ν of the points.
The quantity Gn(∆) is a symmetric U -statistic of order m based on X1, . . . , Xn since
Gn(∆) =
∑
1≤i1<...<im≤n
ψ∆,tn(Xi1, . . . , Xim) ,
where ψ∆,tn(x1, . . . , xm) equals 1 if the graph with vertices x1, . . . , xm and edge set
{{xi, xj} : 0 < ‖xi − xj‖2 < tn} is isomorphic to ∆ and 0, otherwise.
In what follows, for an, bn > 0, n ∈ N, we write an ∼ bn if limn→∞ an/bn = 1,
an ≪ bn, if limn→∞ an/bn = 1, an . bn, if lim supn→∞ an/bn <∞ ).
For obtaining asymptotic normality one distinguishes between three different as-
ymptotic regimes:
(R1) ntdn → 0 and nmtd(m−1)n →∞ as n→∞ (sparse regime)
(R2) ntdn →∞ as n→∞ (dense regime)
(R3) ntdn → ̺ ∈ (0,∞) as n→∞ (thermodynamic regime)
Note that we could rephrase the regimes (R1) and (R2) as follows:
(R1)
(1
n
) m
m−1 ≪ tdn ≪
1
n
NON-LINEAR EXCHANGEABLE PAIRS 41
(R2)
1
n
≪ tdn,
It turns out that, contrary to the Poisson case, under regime (R2) one also has
to take into account whether the common distribution ν of the Xj is the uniform
distribution U(M) on some Borel subset M ⊆ Rd, 0 < λd(M) < ∞ with density
f(x) = λd(M)−1 1M(x), or not. Thus, we will distinguish between the following four
cases:
(C1) ntdn → 0 and nmtd(m−1)n →∞ as n→∞.
(C2) ntdn → ∞ as n → ∞ and ν = U(M) for some Borel subset M ⊆ Rd s.t.
0 < λd(M) <∞.
(C3) ntdn →∞ as n→∞, and ν is not a uniform distribution.
(C4) ntdn → ̺ ∈ (0,∞) as n→∞.
The following important variance estimates have been established.
Proposition 4.1 (see [Pen03], Theorems 3.12 and 3.13, [DKP19], Proposition 4.1).
Under all regimes (R1), (R2) and (R3) it holds that
E[Gn(∆)] ∼ cnmtd(m−1)n for some constant c ∈ (0,∞). Moreover, there exist constants
c1, c2, c3, c4 ∈ (0,∞) such that, as n→∞,
(C1) Var(Gn(∆)) ∼ c1 · nmtd(m−1)n ,
(C2) Var(Gn(∆))≫ c2 · n2m−2td(2m−3)n ,
(C3) Var(Gn(∆)) ∼ c3 · n2m−1td(2m−2)n ,
(C4) Var(Gn(∆)) ∼ c4 · n.
We denote by
F := Fn :=
Gn(∆)− E[Gn(∆)]√
Var(Gn(∆))
the normalized version of Gn(∆). The following statement follows directly from
Theorem 3.10.
Theorem 4.2. Let Z be a standard normal random variable. Then, with the above
definitions and notation, there exists a finite constant C > 0 which is independent of
n such that for all n ≥ m,
dW(F, Z) ≤ C ·
(
nmtd(m−1)n
)−1/2
in case (C1),
dW(F, Z) ≤ C · n−1/2 in cases (C3) and (C4),
dW(F, Z) ≤ C ·
(
nt2dn
)1/2
in case (C2).
In particular, we have that Fn always converges in distribution to Z as n → ∞ in
the cases (C1), (C3) and (C4). In case (C2), it follows that Fn converges in
distribution to Z under the additional assumption that limn→∞ nt2dn = 0.
Proof. We apply the first bound in Theorem 3.10 by making use of several computa-
tions and estimates from the papers [LRP13,DKP19,DP19]. Let σ2n := Var(Gn(∆)).
In the proof of [DKP19, Theorem 4.2], the following estimates have been proved (with
the change of variable l = t− r): For all 1 ≤ p, q ≤ m, all 1 ≤ t ≤ 2(p∧ q)∧p+ q−1,
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all ⌈t/2⌉ ≤ r ≤ t ∧ p ∧ q and all (j, k, a, b) ∈ Q(p, q, r, t− r) it holds that
n4m−(p+q+2r−t)
σ4n
‖gj ⋆ba gk‖22 .


(
nmt
d(m−1)
n
)−1
, in case (C1)
nt2dn , in case (C2)
n−1 , in cases (C3) and (C4).
Then, the result follows from Theorem 3.10 by observing that nmt
d(m−1)
n = O(n) in
case (C1) and nt2dn = O(n) in case (C2) so that the term of order n
−1/2 appearing
in the bound does not affect the rate of convergence. 
Remark 4.3. (a) The fact that, with the same level of technicality as in the Poisson
situation of [LRP13], we obtain comparable bounds on the Wasserstein distance
in Theorem 4.2 demonstrates the utility of Theorem 3.10. In the existing lit-
erature, proofs of asymptotic normality in the binomial setting often relied on
a de-Poissonization technique due to [DM83]. It might be possible to use this
method in order to obtain quantitative results as well but complicated expressions
involving conditional variances would make the computations very cumbersome.
(b) Note that in all three regimes (R1), (R2) and (R3) considered in Theorem 4.2,
one has that limn→∞ nmt
d(m−1)
n = +∞. Indeed, it is shown in [Pen03, Section
3.2] that Fn converges weakly to a Poisson distribution if limn→∞ nmt
d(m−1)
n = α ∈
(0,∞) whereas it converges to 0, if limn→∞ nmtd(m−1)n = 0. Hence, limn→∞ nmtd(m−1)n =
+∞ is a necessary condition for the asymptotic normality of Gn(∆).
(c) We mention that the distinction between uniform and non-uniform distribu-
tions is not necessary for the analogous problem on Poisson space considered
in [Pen03, LRP13]. The reason is that, in the Poisson case, the formulae for
the respective limiting variances are slightly different, see [Pen03, Section 3.2].
Moreover, the phenomenon that, in the case of a uniform distribution on a set
M , the asymptotic order of the variance is different in the dense regime (R2) has
already been observed in the references [JJ86, Section 4] and in [BG92, Theorem
2.1,Theorem 3.1]. Moreover, it is remarked on page 1357 of [JJ86] for the very
special case m = 2 of edge counting, that the asymptotic order of Var(Gn(∆)) in
fact depends on the boundary structure of the setM . For smooth enough bound-
aries, it is claimed there that Var(Gn(∆)) ∼ cn2tdn for some constant c ∈ (0,∞),
whenever tn = o(n
−1/(d+1)). In particular, there are cases where our lower bound
for Var(Gn(∆)) in case (C2) given in Proposition 4.1 is sharp.
(d) We also stress that, in the case of a uniform ν, the condition (D′
3
), which is
assumed in Theorem 3.1 of [BG92] to guarantee asymptotic normality for the
number of m clusters (that is, subgraphs of m vertices that are isomorphic to
the complete graph Km on m vertices), is stronger than our additional condition
that limn→∞ nt2dn = 0 if m ≥ 3, whereas for m = 2 it is exactly the same. Hence,
even for the qualitative result on the special case of m clusters, our Theorem 4.2
improves on what has been known so far.
(e) More generally, in the situation of case (C2), even the qualitative CLT for Gn(∆)
given in Theorem 4.2 (which is an improvement and rectification of [DP19, The-
orem 6.2]) seems to be new. Indeed, as already mentioned in [DP19, Remark
6.3 (e)], the scaling used in Theorem 3.12 of [Pen03] leads to a degenerate limit.
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However, we mention that, in the special case of edge counting (m = 2) con-
sidered in [JJ86, Section 4], the authors prove that asymptotic normality holds
even without the additional assumption that limn→∞ nt2dn = 0. The main prob-
lem in case (C2) is that, in [DP19, DKP19], we only managed to prove lower
bounds on the variance σ2n of Gn(∆), whereas in all other cased, the asymptotic
behaviour of σ2n is precisely known from [Pen03] (see Proposition 4.1). Moreover,
it seems to be infeasible to generalize the computations from [JJ86] to determine
σ2n asymptotically for general m and general connected subgraphs ∆.
4.2. Normal approximation of Pearson’s statistic. In this subsection we ap-
ply Theorem 3.7 in order derive bounds on the normal approximation of Pearson’s
chi-square statistic χ2n that is well-known from Pearson’s chi-square goodness-of-fit
test [Pea00]. Although it is a classical fact that, for a fixed number of classes, Pear-
son’s statistic is asymptotically chi-square distributed, when the number m = mn
of classes is allowed to diverge to infinity with the sample size n, it may have an
asymptotic normal distribution. Such double asymptotics of Pearson’s statistic have
been investigated by many authors. We refer to the recent article [RaWo16] for a
discussion of the relevant literature. For bounds on the chi-square approximation of
χ2n, we refer to the recent article [GPR17] and the references mentioned therein.
Letm,n be positive integers and let pn be a probability mass function on {1, . . . , m}
such that pn(i) > 0 for all 1 ≤ i ≤ m. Moreover, we let X1, . . . , Xn be independent
random variables on some probability space (Ω,F ,P), each distributed according to
pn. Since we are dealing with bound for fixed (large) n ∈ N, we do not need to con-
sider triangular arrays of ranom variables, here. However, we keep the dependence
of pn on n in our notation. Recall that χ
2
n is defined by
χ2n := n
m∑
i=1
(
pˆn(i)− pn(i)
)2
pn(i)
,
where the
pˆn(i) :=
1
n
n∑
j=1
1{Xj=i} , 1 ≤ i ≤ m,
denote the empirical relative frequencies. Moreover, from [RaWo16] we have that
(67) σ2n := Var
(
χ2n
)
=
1
n
(
Var
(
pn(X1)
−1)+ 2(n− 1)(m− 1)) ,
where
Var
(
pn(X1)
−1) = ‖1/pn −m‖22 = m∑
i=1
1
pn(i)
−m2 .(68)
Denote by
F := Fn :=
χ2n − E
[
χ2n
]
√
Var
(
χ2n
) = χ2n − (m− 1)σn
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the normalized Pearson statistic. Then, from [RaWo16] we have the Hoeffding de-
composition
F =
1
nσn
n∑
j=1
(
pn(Xj)
−1 −m)+ 2
nσn
∑
1≤j<k≤n
(
1{Xj=Xk}
pn(Xj)
− 1
)
.(69)
Thus, the kernels ϕp from (49) are given by
ϕ1(j) =
pn(j)
−1 −m
nσn
,
ϕ2(j, k) =
2
nσn
(
1{j=k}
pn(j)
− 1
)
,
and ϕp ≡ 0 for p = 3, . . . , n.
The following Theorem gives a general bound for the Wasserstein distance between
the distribution of F and the standard normal distribution. Its proof is deferred to
Section 5.
Theorem 4.4. There exist absolute constants C,C ′ ∈ (0,∞) such that the following
bounds hold:
dW(F, Z) ≤ Cmax
(
1√
n
,
1√
m
,
1√
n
‖1/pn −m‖24
nσ2n
,
(
1
n1/4(m− 1)1/4 +
1√
n
)‖1/pn −m‖4√
nσn
,
√∑m
i=1
1
pn(i)2
nσ2n
)
and
dW(F, Z) ≤ C ′max
(
1√
n
,
1√
m
,
√∑m
i=1
1
pn(i)3
−m4
n3/2σ2n
,
√∑m
i=1
1
pn(i)2
nσ2n
)
.
Let us define p∗ := p∗n := min1≤i≤m pn(i). In the classical situation of a fixed
number m of classes it is a classical result that χ2n converges in distribution to the
chi-square distribution with m − 1 degrees of freedom, as long as limn→∞ np∗n = ∞
(see e.g. the discussion in [GPR17, Section 4]). Since, for k ∈ N we have
m∑
i=1
1
pn(i)k
≤ m
(p∗n)k
,
the following result is a direct consequence of Theorem 4.4 and of equation (67).
Corollary 4.5. There is an absolute constant D ∈ (0,∞) such that
dW(F, Z) ≤ Dmax
(
1√
n
,
1√
m
,
1√
m(np∗n)3/2
,
1
(np∗n)
√
m
)
.
We look at some examples in order to illustrate the bounds:
example 4.6. Let pn be the uniform distribution, i.e. pn(i) = m
−1 for i = 1, . . . , m.
Then, the above bounds reduce to
dW(F, Z) ≤ Cmax
(
1√
n
,
1√
m
,
√
m
n
)
.
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In particular, in a sequential situation, we have that Fn converges in distribution
to Z if limn→∞mn = +∞ in such a way that mn = o(n2). Indeed, it was shown
in [RaWo16] that these conditions are also necessary for the asymptotic normality
of Fn. Note that, in this situation, ϕ1 ≡ 0 so that Fn is a degenerate, symmetric
U -statistic of order 2. Hence, this special result could have also been derived from
the findings of the paper [DP19].
The next example has been dealt with in [RaWo16].
example 4.7. For a fixed α ∈ (0, 1) consider the distribution given by pn(i) = cαi−α,
where
c−1α =
m∑
i=1
i−α ∼ m
1−α
1− α .
In this case, we have
m∑
i=1
1
pn(i)k
= c−kα
m∑
i=1
ikα ∼ m
k(1−α)
(1− α)km
αk+1 =
mk+1
(1− α)k .
In this case, our Theorem gives the bound
dW(F, Z) ≤ Cmax
(
1√
n
,
1√
m
,
1√
n
(
(1− α)−1 − 1 + 2n
m
) ,
1√
m
(
(1− α)−1 − 1)+ 2n√
m
)
that always converges to zero as long as limn→∞mn = +∞. Note that this is an
improvement as compared to the result in [RaWo16] for this example, who had to
assume that mn/n→ 0. This example also illustrates that in the previous example
of a uniform distribution (which is the case α = 0) a quite unfortunate phenomenon
happens to the denominator of the last term of the bound.
Remark 4.8. (a) The absolute constants appearing in Theorem 4.4 and Corollary
4.5 could be computed explicitly by carefully evaluating the coefficients in the
bound from Theorem 3.7. For the sake of conciseness we however refrained from
doing so.
(b) We briefly compare our results to the existing literature on asymptotic normality
for the chi-square statistic. To the best of our knowledge, ours are the first
bounds on the normal approximation of Pearson’s statistic in the literature.
In [Tum56] it was shown that χ2n is asymptotically normal as long as np
∗
n →
∞ and mn → ∞. Our Corollary 4.5 improves on this not only by giving a
rate of convergence but also in that the condition may be weakened to mn →
∞ and mn(np∗n)3 → ∞. In [RaWo16] the asymptotic distribution problem for
χ2n was considered under the additional assumption that the second Hoeffding
component of Fn is asymptotically dominant, i.e. that Fn may be written as a
degenerate, symmetric U -statistic of order 2 plus a negligible remainder term. In
particular they prove that, under this assumption, χ2n is asymptotically normal,
if mn diverges to infinity in such a way that mn = o(n
2) and the condition
supn∈Nm
−(1+δ)
n E[pn(X1)−(1+δ)] < ∞ is satisfied. Moreover, they show that χ2n
has an asymptotic shifted and scaled Poisson distribution if mn/n
2 converges to
some positive real number. In [RaWo16, Remark 3.3] the authors briefly address
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the case when the first Hoeffding component of Fn is dominant. In this case,
of course, the classical theory of sums of independent random variables may be
used in order to prove (quantitative) CLTs for χ2n. They authors of [RaWo16]
also mention that for the remaining case, where the variances of both Hoeffding
components of Fn asymptotically have the same order, one would need a different
approach. From Theorem 4.4 and Corollary 4.5 we see that, using our bound,
such a distinction is not necessary. Indeed, in Example 4.7, if mn is of the same
order as n, we see that both Hoeffding components have variances of the same
order m2n and our bound still proves asymptotic normality. Hence, we conclude
that our results also significantly extend the literature on (qualitiative) CLTs for
Pearson’s statistic.
(c) Finally, we mention that one could use Theorem 2.16 in order to derive an ana-
logue of Theorem 3.7 for centered Gamma approximation. Then, it would be
possible to use the methods from this subsection in order to derive bounds for
the chi-square approximation of Pearson’s statistic. This problem will be ad-
dressed in a separate project.
5. Proofs
5.1. Proofs from Section 2.
Proof of Lemma 2.6. Using exchangeability, we obtain that
1
2
E
[(
F (X ′)− F (X)4)] = E[F (X)(F (X)− F (X ′))3]
= E
[
F (X)4 − 3F (X)3F (X ′) + 3F (X)2F (X ′)2 − F (X)F (X ′)3]
= E
[
F (X)4
]− 4E[F (X)3F (X ′)]+ 3E[F (X)2F (X ′)2] .(70)
By the definition of L we can write
E
[
F (X)3F (X ′)
]
= E
[
F (X)3E
[
F (X ′)
∣∣X]] = E[F (X)3(LF (X) + F (X))]
= E
[
F (X)4
]
+ E
[
F (X)3LF (X)
]
= Eµ[F
4] + Eµ
[
F 3LF
]
,(71)
whereas, by means of Theorem 2.1 we can write
E
[
F (X)2F (X ′)2
]
= E
[
F (X)2E
[(
F (X ′)− F (X) + F (X))2 ∣∣X]]
= E
[
F (X)2E
[(
F (X ′)− F (X))2 + 2F (X)(F (X ′)− F (X))+ F (X)2 ∣∣X]]
= E
[
F (X)4
]
+ 2E
[
F (X)2Γ(F, F )(X)
]
+ 2E
[
F (X)3LF (X)
]
= Eµ
[
F 4
]
+ 2Eµ
[
F 2Γ(F, F )
]
+ 2Eµ
[
F 3LF
]
.(72)
Hence, from (70)-(72) we obtain that
1
2
E
[(
F (X ′)− F (X)4)]
=
(
1− 4 + 3)Eµ
[
F 4
]
+ 6Eµ
[
F 2Γ(F, F )
]
+ (6− 4)Eµ
[
F 3LF
]
= 6Eµ
[
F 2Γ(F, F )
]
+ 2Eµ
[
F 3LF
]
,
proving the first identity. The second one follows from it by applying (10). 
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Proof of Theorem 2.8. Fix h ∈ Lip(1) and denote by ψ = ψh the solution (20) to the
Stein equation (19). Then, using (10) we see that
Eµ
[
Fψ(F )
]
= Eµ
[
LL−1Fψ(F )
]
= Eµ
[
Γ
(
ψ(F ),−L−1F )]
= Eµ
[
ψ′(F )Γ(F,−L−1F )]+ Eµ[Rψ(F,−L−1F )] .(73)
Hence,∣∣Eµ[h(F )]− γ(h)∣∣ = ∣∣Eµ[ψ′(F )− Fψ(F )]∣∣
=
∣∣Eµ[ψ′(F )(1− Γ(F,−L−1F ))− Rψ(F,−L−1F )]∣∣
≤ ‖ψ′‖∞Eµ
∣∣1− Γ(F,−L−1F )∣∣ + ∣∣Eµ[Rψ(F,−L−1F )]∣∣
≤
√
2
π
Eµ
∣∣1− Γ(F,−L−1F )∣∣+ ∣∣Eµ[Rψ(F,−L−1F )]∣∣ ,(74)
where we have used (21) for the final inequality. Now, from (17) and again (21) we
have that∣∣Eµ[Rψ(F,−L−1F )]∣∣ ≤ ‖ψ′′‖∞
4
E
[(
F (X ′)− F (X))2∣∣L−1F (X ′)− L−1F (X)∣∣]
≤ 1
2
E
[(
F (X ′)− F (X))2∣∣L−1F (X ′)− L−1F (X)∣∣](75)
and an application of the Cauchy-Schwarz inequality, (10) and Lemma 2.6 together
imply that∣∣Eµ[Rψ(F,−L−1F )]∣∣
≤ 1
2
(
E
[(
F (X ′)− F (X))4])1/2(E[(L−1F (X ′)− L−1F (X))2])1/2(
Eµ
[
F 3LF
]
+ 3Eµ
[
F 2Γ(F, F )
])1/2(
Eµ
[
Γ(L−1F, L−1F )
])1/2
=
(
Eµ
[
F 3LF
]
+ 3Eµ
[
F 2Γ(F, F )
])1/2(−Eµ[FL−1F ])1/2 .(76)

Proof of Theorem 2.10. Note that for F as in the statement we can define L−1F by
L−1F := −
m∑
p=1
λ−1p Fp .
Then, both LL−1F = F and L−1LF = F hold. Hence, Assumption (2.4) can be
dispensed with and as in the proof of Theorem 2.8 we arrive at
∣∣Eµ[h(F )]− γ(h)∣∣ ≤
√
2
π
Eµ
∣∣1− Γ(F,−L−1F )∣∣
+
1
2
E
[(
F (X ′)− F (X))2∣∣L−1F (X ′)− L−1F (X)∣∣] .(77)
Note that under the assumption of the theorem we have
Γ(F,−L−1F ) = m∑
p,q=1
λ−1p Γ(Fq, Fp) ,
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so we only have to further bound the second term on the right hand side of (77). We
have
E
[(
F (X ′)− F (X))2∣∣L−1F (X ′)− L−1F (X)∣∣]
≤
m∑
p=1
λ−1p E
[(
F (X ′)− F (X))2∣∣Fp(X ′)− Fp(X)∣∣]
=
m∑
p,q,r=1
λ−1p E
[(
Fq(X
′)− Fq(X)
)(
Fr(X
′)− Fr(X)
)∣∣Fp(X ′)− Fp(X)∣∣] ,(78)
already implying (25). Now, for all fixed integers p, q, r ∈ {1, . . . , m}, by Hölder’s
inequality,∣∣E[(Fq(X ′)− Fq(X))(Fr(X ′)− Fr(X))∣∣Fp(X ′)− Fp(X)∣∣]∣∣
≤
(
E
∣∣Fp(X ′)− Fp(X)∣∣2)1/2(E∣∣Fq(X ′)− Fq(X)∣∣4)1/4(E∣∣Fr(X ′)− Fr(X)∣∣4)1/4
= 2
(
2λpEµ
[
F 2p
])1/2(
3Eµ
[
F 2q Γ(Fq, Fq)
]− λqEµ[F 4q ])1/4
·
(
3Eµ
[
F 2r Γ(Fr, Fr)
]− λrEµ[F 4r ])1/4
= 2
√
2
√
λp
√
Eµ[F 2p ]λ
1/4
q λ
1/4
r
(
3Eµ
[
F 2q λ
−1
q Γ(Fq, Fq)
]− Eµ[F 4q ])1/4
·
(
3Eµ
[
F 2r λ
−1
r Γ(Fr, Fr)
]− Eµ[F 4r ])1/4 ,
(79)
where we have used Lemma 2.6, the fact that Fq and Fr are eigenfunctions of L as
well as that
E
∣∣Fp(X ′)− Fp(X)∣∣2 = 2λpE[Fp(X)2] = 2λpEµ[F 2p ] .
Now plugging (79) into (78) yields
1
2
E
[(
F (X ′)− F (X))2∣∣L−1F (X ′)− L−1F (X)∣∣]
≤
√
2
m∑
p,q,r=1
λ−1/2p
√
Eµ[F 2p ]λ
1/4
q λ
1/4
r
(
3Eµ
[
F 2q λ
−1
q Γ(Fq, Fq)
]− Eµ[F 4q ])1/4
·
(
3Eµ
[
F 2r λ
−1
r Γ(Fr, Fr)
]− Eµ[F 4r ])1/4
=
√
2
m∑
p=1
λ−1/2p
√
Eµ[F 2p ]
(
m∑
q=1
λ1/4q
(
3Eµ
[
F 2q λ
−1
q Γ(Fq, Fq)
]− Eµ[F 4q ])1/4
)2
≤
√
2
m∑
p=1
λ−1/2p
√
Eµ[F 2p ]
m∑
q=1
λ1/2q
m∑
q=1
(
3Eµ
[
F 2q λ
−1
q Γ(Fq, Fq)
]− Eµ[F 4q ])1/2 .
The bounds (26) and (27) now follow from (23). 
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Proof of Theorem 2.13. By the assumption that λ > 0, for h ∈ Lip(1) and with
ψ = ψh we can still write∫
E
h(F )dµ−
∫
R
hdγ = Eµ
[
ψ′(F )− Fψ(F )]
= Eµ
[
ψ′(F ) + λ−1(LF )ψ(F )
]
− Eµ
[
ψ(F )
(
λ−1LF + F
)]
= λ−1Eµ
[
ψ′(F )
(
λ− Γ(F ))]−Eµ[ψ(F )(λ−1LF + F )]
+ λ−1Eµ
[
Rψ(F )
]
,(80)
where we have applied (10). Hence, we obtain the bound∣∣∣∫
E
h(F )dµ−
∫
R
hdγ
∣∣∣ ≤ ‖ψ′‖∞
λ
Eµ
∣∣Γ(F )− λ∣∣ + ‖ψ‖∞Eµ∣∣λ−1LF + F ∣∣+ 1
λ
Eµ
∣∣Rψ(F )∣∣
≤ ‖ψ
′‖∞
λ
(
Varµ
(
Γ(F )
))1/2
+ ‖ψ‖∞
(
Eµ
[(
λ−1LF + F
)2])1/2
+
1
λ
Eµ
∣∣Rψ(F )∣∣
=
‖ψ′‖∞
λ
(
Varµ
(
Γ(F )
))1/2
+ ‖ψ‖∞
(
λ−2Eµ
[
(LF )2
]− 1)1/2 + 1
λ
Eµ
∣∣Rψ(F )∣∣
=
‖ψ′‖∞
λ
(
Varµ
(
Γ(F )
))1/2
+ ‖ψ‖∞
(
λ−2Varµ(LF )− 1
)1/2
+
1
λ
Eµ
∣∣Rψ(F )∣∣ .
The bounds (28) and (29) then follow from (18) and then (30) follows by an appli-
cation of Lemma 2.6. 
5.2. Proofs from Section 3.
Proof of Theorem 3.5. We will apply bound (26) from Theorem 2.10 with m = n
and with λp = p/n for p = 1, . . . , n. By Proposition 3.3 we have
Γ(Fp, Fq) =
1
2n
∑
M⊆[n]:
|M |≤p+q−1
(p+ q − |M |)UM(p, q) , 1 ≤ p, q ≤ n ,
where
FpFq =
∑
M⊆[n]:
|M |≤p+q
UM(p, q)
is the Hoeffding decomposition of FpFq. From this, using orthogonality, it follows
immediately that
(
Varµ
( m∑
p,q=1
λ−1p Γ(Fp, Fq)
))1/2
≤
(
2n−1∑
l=1
∑
M∈Dl(n)
Var
( ∑
1≤p,q≤n:
p+q≥l+1
p+ q − l
2p
UM(p, q)
))1/2
≤
n∑
p,q=1
p+ q − 1
2p
( ∑
M⊆[n]:
1≤|M |≤p+q−1
Var
(
UM(p, q
))1/2
.
50 CHRISTIAN DÖBLER
To bound the second term, we argue again by way of orthogonality to obtain that
3E
[
F 2q λ
−1
q Γ(Fq, Fq)
]− E[F 4q ]
= 3E
[ ∑
M⊆[n]:
|M |≤2q
UM (q, q) · 1
2q
∑
M⊆[n]:
|N |≤2q−1
(2q − |N |)UN(q, q)
]
− E[F 4q ]
= 3E[U∅(q, q)2]− E
[
F 4q
]
+ 3
∑
M⊆[n]:
1≤|M |≤2q−1
2q − |M |
2q
E
[
UM (q, q)
2
]
≤ 3E[F 2q ]2 − E[F 4q ]+ 2q − 12q
∑
M⊆[n]:
1≤|M |≤2q−1
Var(UM(q, q))
+ 2
∑
M⊆[n]:
1≤|M |≤2q−1
2q − |M |
2q
Var(UM(q, q))
≤ 3E[F 2q ]2 − E[F 4q ]+ ∑
M⊆[n]:
1≤|M |≤2q−1
Var(UM(q, q))
+
∑
M⊆[n]:
1≤|M |≤2q−1
2q − |M |
q
Var(UM(q, q)) .(81)
Here, for the second equality we used the fact that U∅(q, q) = E[F 2q ]. Next, from a
slight generalization of [DP17, Lemma 2.10] to non-normalized random variables we
obtain that ∑
M⊆[n]:
1≤|M |≤2q−1
Var(UM(q, q)) ≤ E
[
F 4q
]− 3E[F 2q ]2 + κqE[F 2q ]̺2q .
Plugging this into (81) we obtain that
3E
[
F 2q λ
−1
q Γ(Fq, Fq)
]− E[F 4q ] ≤ ∑
M⊆[n]:
1≤|M |≤2q−1
2q − |M |
q
Var(UM(q, q)) + κqE[F
2
q ]̺
2
q
≤ 2q − 1
q
∑
M⊆[n]:
1≤|M |≤2q−1
Var(UM(q, q)) + κqE[F 2q ]̺
2
q ,(82)
yielding the respective second terms of the bounds. 
In what follows, for p ∈ N and a function f : Sp → R we write f˜ for its sym-
metrization, i.e.
f˜(x1, . . . , xp) :=
1
p!
∑
σ∈Sp
f
(
xσ(1), . . . , xσ(p)
)
, (x1, . . . , xp) ∈ Sp .
Note that, if f ∈ Lq(νp), then ‖f˜‖Lq(νp) ≤ ‖f‖Lq(νp), by the triangle inequality.
The following crucial product formula is Proposition 2.6 from [DP19].
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Proposition 5.1 (Product formula for degenerate, symmetric U -statistics). Let
p, q ≥ 1 be positive integers and assume that ψ ∈ L2(νp) and ϕ ∈ L2(νq) are canoni-
cal, symmetric kernels of orders p and q respectively. Then, whenever n ≥ p + q we
have the Hoeffding decomposition:
(83) Jp(ψ)Jq(ϕ) =
2(p∧q)∑
t=0
Jp+q−t(χp+q−t) ,
where, for t ∈ {0, 1, . . . , 2(p ∧ q)}, the canonical, symmetric kernel
χp+q−t : Sp+q−t → R,
of order p+ q − t, is given by
(84) χp+q−t =
t∧p∧q∑
r=⌈ t
2
⌉
(
n− p− q + t
t− r
)(
p+ q − t
p− r, q − r, 2r − t
)(
˜ψ ⋆t−rr ϕ
)
p+q−t .
In the previous expression, the kernels
(
˜ψ ⋆t−rr ϕ
)
p+q−t appearing in the definition of
the Hoeffding components Jp+q−t
(
( ˜ψ ⋆t−rr ϕ)p+q−t
)
are defined as in (49) and we have
written ⌈x⌉ to indicate the smallest integer greater or equal to the real number x.
Proof of Theorem 3.7. We start from the second bound in Theorem 3.5. By Propo-
sition 5.1, for 1 ≤ p, q ≤ n, and letting
χp+q−t =
t∧p∧q∑
r=⌈ t
2
⌉
(
n− p− q + t
t− r
)(
p+ q − t
p− r, q − r, 2r − t
)(
˜ϕp ⋆t−rr ϕq
)
p+q−t
we have( ∑
M⊆[n]:
1≤|M |≤p+q−1
Var
(
UM(p, q
))1/2
=
( 2(p∧q)∧(p+q−1)∑
t=1
Var
(
Jp+q−t(χp+q−t)
))1/2
=
(2(p∧q)∧(p+q−1)∑
t=1
(
n
p+ q − t
)
‖(χp+q−t)p+q−t‖22
)1/2
≤
2(p∧q)∧(p+q−1)∑
t=1
√(
n
p + q − t
)
‖χp+q−t‖2
≤
2(p∧q)∧(p+q−1)∑
t=1
√(
n
p + q − t
) t∧p∧q∑
r=⌈ t
2
⌉
(
n− p− q + t
t− r
)
·
(
p+ q − t
p− r, q − r, 2r − t
)
‖ϕp ⋆t−rr ϕq‖2
≤
2(p∧q)∧(p+q−1)∑
t=1
t∧p∧q∑
r=⌈ t
2
⌉
n
p+q+t
2
−rα(p, q, t, r)‖ϕp ⋆t−rr ϕq‖2 ,(85)
where we have used the triangle inequality several times as well as the fact that
‖(χp+q−t)p+q−t‖2 ≤ ‖χp+q−t‖2 .
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Next, it is easy to see that in the symmetric case
(86) ̺2q =
(
n− 1
q − 1
)
‖ϕq‖2 = q
n
E[F 2q ] .
In order to derive a bound on κ2q we have to recall its definition from [DP17]. From
the proof of [DP17, Lemma 2.10] it is evident that we may take κq = 2q, whenever
we can show that the quantity S0 appearing there in formula (2.13) is nonnegative in
the symmetric situation. This however is the content of (the slightly more general)
Lemma 5.2 below. Hence, using (86), we can conclude that
κqE[F 2q ]̺
2
q =
2q2
n
E[F 2q ]
2 ,
finishing the proof of Theorem 3.7. 
For degenerate, symmetric kernels ϕ ∈ L2(νq) and ψ ∈ L2(νp) consider the corre-
sponding degenerate, symmetric U -statistics
V := Jq(ϕ) =
∑
I∈Dq(n)
ϕ(Xi, i ∈ I) =:
∑
I∈Dq(n)
VI and
W := Jp(ψ) =
∑
J∈Dp(n)
ϕ(Xj , j ∈ I) =:
∑
J∈Dp(n)
WJ .
Further, we let S0 := S0(n, q, p) be the collection of all quadruples (I, J,K, L) ∈
Dq(n)2 ×Dp(n)2 of indices such that
(i) I ∩K = J ∩ L = ∅,
(ii) ∅ 6= I ∩ J = I \ (I ∩ L) 6= I,
(iii) ∅ 6= J ∩ I = J \ (J ∩K) 6= J ,
(iv) ∅ 6= K ∩ J = K \ (L ∩K) 6= K,
(v) ∅ 6= L ∩ I = L \ (L ∩K) 6= L,
and we define
S0(V,W ) =
∑
(I,J,K,L)∈S0
E
[
VIVJWKWL
]
=
∑
I,J∈Dq(n),
K,L∈Dp(n):
I∩K=J∩L=∅,
∅6=I∩J=I\(I∩L)6=I,
∅6=J∩I=J\(J∩K)6=J
E
[
VIVJWKWL
]
,
where the last identity follows from degeneracy.
Lemma 5.2. In the above situation of symmetric, degenerate U-statistics V = J
(m)
q (ϕ)
and W = J
(n)
p (ψ) we always have that S0(V,W ) ≥ 0.
Proof. We slightly abuse notation to write XI for (Xi)i∈I and so on. Then, by
definition of S0(V,W ) we have
S0(V,W ) =
∑
(I,J,K,L)∈S0
E
[
ϕ(XI)ϕ(XJ)ψ(XK)ψ(XL)
]
.(87)
Fix (I, J,K, L) ∈ S0. Then, letting r := |I ∩ J | it follows that 1 ≤ r ≤ q − 1. Also,
|I ∩L| = |I|− |I∩J | = q−r and 1 ≤ |K ∩L| = |L|− |L∩I| = p− (q−r) = p−q+ r,
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which implies that r ≥ 1+q−p. Moreover, by Fubini’s theorem, for such a quadruple
we have
E
[
ϕ(XI)ϕ(XJ)ψ(XK)ψ(XL)
]
= E
[(
ϕ ⋆rr ϕ
)(
XI∩L, XJ∩K
)(
ψ ⋆p−q+rp−q+r ψ
)(
XJ∩K , XI∩L
)]
= E
[(
ϕ ⋆rr ϕ
)(
XI∩L, XJ∩K
)(
ψ ⋆p−q+rp−q+r ψ
)(
XI∩L, XJ∩K
)]
=
〈(
ϕ ⋆rr ϕ
)
,
(
ψ ⋆p−q+rp−q+r ψ
)〉
L2(ν2q−2r)
.(88)
Now, letting s = q− r, we can conclude from items (iv) and (vi) of [DP18b, Lemma
2.4] that〈(
ϕ ⋆rr ϕ
)
,
(
ψ ⋆p−q+rp−q+r ψ
)〉
L2(ν2q−2r)
=
〈(
ϕ ⋆q−sq−s ϕ
)
,
(
ψ ⋆p−sp−s ψ
)〉
L2(ν2q−2r)
= ‖ϕ ⋆ss ψ‖2L2(νp+q−2s) = ‖ϕ ⋆q−rq−r ψ‖2L2(νp−q+2r) ≥ 0 .(89)
Hence, (87), (88) and (89) yield that
S0(V,W ) =
q−1∑
r=1∨(1+q−p)
∑
(I,J,K,L)∈S0:
|I∩J |=r
‖ϕ ⋆q−rq−r ψ‖2L2(νp−q+2r) ≥ 0 ,
as claimed. 
For the proof of Theorem 3.10, the next result, which is Lemma 5.7 in [DKP19],
is needed.
Lemma 5.3. For all integers r, p, q ≥ 1 and l ≥ 0 such that 0 ≤ l ≤ r ≤ p ∧ q, there
exists a constant K(p, q, r, l) ∈ (0,∞) which only depends on p, q, r and l such that
‖ψp ⋆lr ψq‖2 ≤ K(p, q, r, l) max
(j,k,a,b)∈Q(p,q,r,l)
‖gj ⋆ba gk‖2 .
Proofs of Corollary 3.9 and Theorem 3.10. Corollary 3.9 immediately follows from
Theorem 3.7 by noticing that, here,
ϕp =
(
n−p
m−p
)
σ
ψp , p = 1, . . . , m ,
that ϕp = 0 for p = m+ 1, . . . , n and by taking into account the bound (58). Then,
Theorem 3.10 follows from Corollary 3.9 by an application of Lemma 5.3. 
5.3. Proofs from Section 4.
Proof of Theorem 4.4. The proof is an application of Theorem 3.7. Since ϕp ≡ 0 for
p ≥ 0, we see from this Theorem that it suffices to prove the following estimates for
the rellevant contraction norms:
(1) n1/2‖ϕ1 ⋆01 ϕ1‖2 =
1√
n
‖1/pn −m‖24
nσ2n
≤
√
3√
n
√∑m
i=1
1
pn(i)3
−m4
nσ2n
(2) n‖ϕ1⋆01ϕ2‖2 ≤ min
(
2
√∑m
i=1
1
pn(i)2
−m3
nσ2n
, 2
(
1
n1/4(m− 1)1/4+
1√
n
)‖1/pn −m‖4√
nσn
)
(3) n3/2‖ϕ1 ⋆11 ϕ2‖2 ≤
2√
m− 1
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(4) n2‖ϕ2 ⋆11 ϕ2‖2 ≤
4√
m− 1
(5) n3/2‖ϕ2 ⋆01 ϕ2‖2 ≤
4√
m− 1 +
4√
n
(6) n3/2‖ϕ2 ⋆12 ϕ2‖2 ≤
4√
m− 1 +
4√
n
(7) n‖ϕ2 ⋆02 ϕ2‖2 ≤
4
√∑m
i=1
1
pn(i)2
nσ2n
From [DP19, Lemma 2.4 (vi)] we see that (6) and (5) are the same. Furthermore, it
follows for (1) from the definition of contractions that
‖ϕ1 ⋆01 ϕ1‖22 = ‖ϕ1‖44 =
1
n4σ4n
m∑
i=1
(
1
pn(i)
−m
)4
pn(i)
=
1
n4σ4n
( m∑
i=1
1
pn(i)3
− 3m4 − 4m
m∑
i=1
1
pn(i)2
+ 6m2
m∑
i=1
1
pn(i)
)
≤ 3
n4σ4n
( m∑
i=1
1
pn(i)3
−m4
)
,
where, for the last step, we have used the inequalities
m∑
i=1
1
pn(i)2
≥
( m∑
i=1
1
pn(i)
)3/2
≥ m
m∑
i=1
1
pn(i)
,
m∑
i=1
1
pn(i)3
≥
( m∑
i=1
1
pn(i)
)2
≥ m2
m∑
i=1
1
pn(i)
,
which all follow from the general inequality
m∑
i=1
1
pn(i)k
≥
( m∑
i=1
1
pn(i)k−1
)k+1
k
, k ≥ 1 ,
which may be proved by means of Jensen’s inequality. Hence, for (1) we conclude
that
n1/2‖ϕ1 ⋆01 ϕ1‖2 =
1√
n
‖1/pn −m‖24
nσ2n
≤
√
3√
n
√∑m
i=1
1
pn(i)3
−m4
nσ2n
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Next, we deal with (5). Writing δi,j = 1{i=j} we have that
‖ϕ2 ⋆01 ϕ2‖22 =
16
n4σ4n
m∑
i,j,k=1
(
δi,j
pn(j)
− 1
)2(
δj,k
pn(j)
− 1
)2
pn(i)pn(j)pn(k)
=
16
n4σ4n
m∑
i,j,k=1
pn(i)pn(k)
pn(j)3
[(
δi,j − pn(j)
)2(
δk,j − pn(j)
)2]
=
16
n4σ4n
m∑
i,j,k=1
pn(i)pn(k)
pn(j)3
[
1{i=j=k} − 41{i=j=k}pn(j) + δi,jpn(j)2 + δk,jpn(j)2
+ 41{i=j=k}pn(j)2 − 2δi,jpn(j)3 − 2δk,jpn(j)3 + pn(j)4
]
=
16
n4σ4n
( n∑
j=1
1
pn(j)
− 4m+m+m+ 4− 2− 2 + 1
)
=
16
n4σ4n
( n∑
j=1
1
pn(j)
− 2m+ 1
)
=
16
n4σ4n
(
‖1/pn −m‖22 + (m− 1)2
)
.
Hence, we conclude for (5) that
n3/2‖ϕ2 ⋆01 ϕ2‖2 =
4
√
n
nσ2n
(
‖1/pn −m‖22 + (m− 1)2
)1/2
≤ 4
√
n‖1/pn −m‖2
‖1/pn −m‖22 + 2(n− 1)(m− 1)
+
4
√
n(m− 1)
‖1/pn −m‖22 + 2(n− 1)(m− 1)
≤ 4√
m− 1 +
4√
n
,
where the second inequality follows from distinguishing cases as to whether
‖1/pn −m‖22 is greater or less than 2(n− 1)(m− 1).
Similarly, one computes that
‖ϕ1 ⋆01 ϕ2‖22 =
4
n4σ4n
( m∑
i=1
1
pn(i)2
− (2m+ 1)
m∑
i=1
1
pn(i)
+m3 +m2
)
≤ 4
n4σ4n
( m∑
i=1
1
pn(i)2
−m3
)
,
so that, for (2), we obtain that
n‖ϕ1 ⋆01 ϕ2‖2 ≤
2
√∑m
i=1
1
pn(i)2
−m3
‖1/pn −m‖22 + 2(n− 1)(m− 1)
.
Alternatively, [DP19, Lemma 2.4 (iii)] implies for (2) that
‖ϕ1 ⋆01 ϕ2‖22 ≤ ‖ϕ1 ⋆01 ϕ1‖2 · ‖ϕ2 ⋆01 ϕ2‖2
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and using the results for (1) and (5) yields that
n‖ϕ1 ⋆01 ϕ2‖2 ≤ 2
(
1√
n(m− 1) +
1
n
)1/2‖1/pn −m‖4√
nσn
≤ 2
(
1
n1/4(m− 1)1/4 +
1√
n
)‖1/pn −m‖4√
nσn
Next, we turn to (4). Note that
(ϕ2 ⋆
1
1 ϕ2)(i, j) =
4
n2σ2n
m∑
k=1
(
δi,k
pn(i)
− 1
)(
δj,k
pn(j)
− 1
)
pn(k) .
Hence, we have that
‖ϕ2 ⋆11 ϕ2‖22 =
16
n4σ4n
m∑
i,j,k,l=1
pn(i)pn(j)pn(k)pn(l)
·
(
δi,k
pn(i)
− 1
)(
δj,k
pn(j)
− 1
)(
δi,l
pn(i)
− 1
)(
δj,l
pn(j)
− 1
)
=
16
n4σ4n
m∑
i,j,k,l=1
pn(k)
pn(j)
(
δi,k − pn(i)
)(
δj,k − pn(j)
)(
δi,l − pn(l)
)(
δj,l − pn(j)
)
=
16
n4σ4n
(
m− 4 + 6− 4 + 1) = 16(m− 1)
n4σ4n
,
where we have omitted some details of the computation. Hence, for (4) we conclude
that
n2‖ϕ2 ⋆11 ϕ2‖2 =
4
√
m− 1
σ2n
=
4n
√
m− 1
‖1/pn −m‖22 + 2(n− 1)(m− 1)
≤ 4√
m− 1 .
Next, for (3), observe that
(ϕ1 ⋆
1
1 ϕ2)(i) =
2
n2σ2n
m∑
j=1
(
1
pn(j)
−m
)(
δi,j
pn(j)
− 1
)
pn(j)
and, hence,
‖ϕ1 ⋆11 ϕ2‖22 =
4
n4σ4n
m∑
i,j,k=1
(
1
pn(j)
−m
)(
δi,j
pn(j)
− 1
)(
1
pn(k)
−m
)(
δi,k
pn(k)
− 1
)
· pn(j)pn(k)pn(i)
= ‖ϕ1 ⋆11 ϕ2‖22 =
4
n4σ4n
m∑
i,j,k=1
1
pn(j)
(
1−mpn(j)
)(
1−mpn(k)
)
· (δi,j − pn(j))(δi,k − pn(i))
=
4
n4σ4n
( m∑
j=1
1
pn(j)
−m2
)
=
4‖1/pn −m‖22
n4σ4n
,
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where we have again omitted the details. Hence, for (3) we obtain that
n3/2‖ϕ1 ⋆11 ϕ2‖2 =
2
√
n‖1/pn −m‖2
nσ2n
=
2
√
n‖1/pn −m‖2
‖1/pn −m‖22 + 2(n− 1)(m− 1)
≤ 2√
m− 1 ,
where the inequality again follows from distinguishing cases as above. As to (7),
oberve that we have
‖ϕ2 ⋆02 ϕ2‖22 = ‖ϕ2‖44 =
16
n4σ4n
m∑
i,j=1
(
δi,j
pn(i)
− 1
)4
pn(i)pn(j)
=
16
n4σ4n
m∑
i=1
pn(i)
(∑
j 6=i
pn(j) +
(
1
pn(i)
− 1
)4
pn(i)
)
=
16
n4σ4n
( m∑
i=1
pn(i)(1− pn(i)) +
m∑
i=1
(
1
pn(i)
− 1
)4
pn(i)
2
)
=
16
n4σ4n
(
1−
m∑
i=1
pn(i)
2 +
m∑
i=1
1
pn(i)2
− 4
m∑
i=1
pn(i)− 4
m∑
i=1
1
pn(i)
+ 6m+
m∑
i=1
pn(i)
2
)
=
16
n4σ4n
(
6m− 3 +
m∑
i=1
1
pn(i)2
− 4
m∑
i=1
1
pn(i)
)
≤ 16
n4σ4n
( m∑
i=1
1
pn(i)2
+ 6m− 3− 4m2
)
≤ 16
n4σ4n
m∑
i=1
1
pn(i)2
,
where we have used the inequality
m∑
i=1
1
pn(i)
≥ m2 ,
which follows from (68), in the next to last inequality as well as the fact that 6m−
3− 4m2 < 0 for all m ∈ N. Hence, we obtain for (7) that
n‖ϕ2 ⋆02 ϕ2‖2 ≤
4
nσ2n
( m∑
i=1
1
pn(i)2
)1/2
=
4
√∑m
i=1
1
pn(i)2
‖1/pn −m‖22 + 2(n− 1)(m− 1)
.

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