Abstract-In the destructive regular storage life test of products, there is "inverse" data sometimes, resulting in inaccurate estimates of its reliability index. Based on the theory of isotonic regression and minimum chi-square estimation, we proposed a new method for processing "inverse" data. First, alter the possible "inverse" of original frequency into the frequency meeting sequence constraint by using PAVA algorithm. Then, estimate reliability parameters by means of minimum chi -square estimation. Comparing with traditional methods, we increased the distribution-test of overall failure probability function, the point estimates and confidence intervals of reliability parameters during storage period of products. Finally, example shows that the coefficient of variation obtained by this method are smaller than MLE and the coefficient of variation changes little when sample size changes, reflecting its superiority for estimating small sample data.
INTRODUCTION
Under normal circu mstances, the products after produced in the factory, for some reasons need to be stored in the warehouse for some time. Due to the effect of storage conditions, products' reliability indices will decline. To identify the change of the quality of products at different stages of the storage period, we need to test products during storage period and analyze test data. Usually destructive regular storage life test is carried out as follows:
Mark   In practice, by the time and cost constraints, etc. The sample size i n is usually small, so the test results will be seriously affected by the randomness of the samples. And sometimes it will come as 11 // i i i i X n X n  , wh ich does not meet the characteristic that the probability of failure reduces with time increasing. Such data is always called "inverse" data [8] in engineering, and the estimate result calculated by this would seriously have a great bias.
To solve the problem above and regulate "inverse" data, scholars do a lot of related work, like the "inverse" data estimating method proposed in [9, 10] based on Bayes theory. But Bayes method requires the prior distribution information of products' life, wh ich has limited applications. In this paper the idea of isotonic regression [1, 3, 6 ] is applied to analyzing data fro m the storage life test, regulating the inversed frequency of failure due to the randomness. And then, combined with Pearson goodness of fit theory, we give a complete method for estimating test data.
II.
ISOTONIC REGRESSION BASED ON FAILURE FREQUENCY In the destructive regular storage life test, the failure frequency at time i t is: 
, small probability events wil l reject the null hypothesis.
The meaning of minimu m chi-square estimation is that we 
VI. SIMULATION RESULTS AND ANALYSIS
In order to investigate the effect of the parameter estimation method in this paper for estimating data, we conducted a simulation contract. Assuming the product storage life to obey two-parameter Weibull distribution:
Co mpare the maximu m likelihood estimation and the estimation method proposed in this paper which is based on isotonic regression and minimu m chi-square theory. Conduct the destructive regular storage life test by the method below:
According to practical engineering experience, we mark k as the group number of each test and choose
can be referred in Table 1 below: to the coefficient of variation of the estimated parameters, we assess the superiority of an estimation method, here is th e coefficient of variation:
in which,  can be referred as a parameter, which represents  or m here.
To make our conclusions more representative, we compare the coefficient of variation while k and ( , ) i i t n are changing. We can see the simulation results in Table 2 and 3.   TABLE II We can see that the traditional method of maximu m likelihood estimation has a strict requirement for the size of the sample, to obtain a smaller coefficient of variation; we can only increase the sample size, wh ich is difficult to carry out in practical engineering applications. The method proposed in this paper has a smaller coefficient of variation comparing to MLE while doing parameter estimation and the coefficient of variation changes little when the sample size changes. This is mainly because isotonic regression reduces the adverse effect of "inverse" data for parameter estimation, wh ile min imu m ch isquare estimation can be more stable when dealing with the small samp le data compared to maximu m likelihood estimation theory. When conducting the storage life test, by the method proposed in this paper, we can solve the problem that the sample size is too small by increasing the value of k properly.
When conducting isotonic regression, we can set different weights i  . In this paper we select 
