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Outage Behavior of Integer Forcing With Random
Unitary Pre-Processing
Elad Domanovitz and Uri Erez
Abstract—Integer forcing is an equalization scheme for the
multiple-input multiple-output communication channel that has
been demonstrated to allow operating close to capacity for
“most” channels. In this work, the measure of “bad” channels
is quantified by considering a compound channel setting where
the transmitter communicates over a fixed channel but knows
only its mutual information. The transmitter encodes the data
into independent streams, all taken from the same linear code.
The coded streams are transmitted after applying a unitary
transformation. At the receiver side, integer-forcing equalization
is applied, followed by standard single-stream decoding. Consid-
ering pre-processing matrices drawn from a random ensemble,
outage corresponds to the event that the target rate exceeds the
achievable rate of integer forcing for a given channel matrix. For
the case of the circular unitary ensemble, an explicit universal
bound on the outage probability for a given target rate is derived
that holds for any channel in the compound class. The derived
bound depends only on the gap-to-capacity and the number of
transmit antennas. The results are also applied to obtain universal
bounds on the gap-to-capacity of multiple-antenna closed-loop
multicast, achievable via linear pre-processed integer forcing.
I. INTRODUCTION
The Multiple-Input Multiple-Output (MIMO) Gaussian
channel is central to modern communication and has been
extensively studied over the past several decades. Nonetheless,
while the capacity limits, under different assumptions on the
availability of channel state information, are well understood,
the design of low-complexity communication schemes that
approach these limits still poses challenges in some scenarios.
For a static channel and a point-to-point closed-loop setting,
capacity may be approached without much difficulty by em-
ploying an architecture that decouples coding and modulation.
That is, one may use “off-the-shelf” codes in conjunction
with linear pre- and post-processing based on matrix de-
compositions. For instance, one may use the singular-value
decomposition (SVD) to transform the channel into parallel
scalar additive white Gaussian noise (AWGN) channels, over
which standard codes may be employed [1]. Alternatively,
standard scalar codes may be used in conjunction with the QR
decomposition and successive interference cancellation (SIC),
see, e.g., [2]. Coding for MIMO channels in an ergodic fading
environment is more involved but has also been successfully
addressed. See, e.g., [3].
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In contrast, we address the problem of coding over a
compound MIMO channel. More specifically, the focus of this
paper is on static (and frequency-flat) MIMO channels where
the transmitter only knows (or may only utilize its knowledge
of) the mutual information of the channel.
The design of a practical coding scheme for such a com-
pound MIMO channel scenario was addressed in [4] where
an architecture employing space-time linear pre-processing
(that is independent of the channel) at the transmitter side
and integer-forcing (IF) equalization at the receiver side was
proposed. It was shown that such an architecture universally
achieves the MIMO capacity up to a constant gap, provided
the space-time pre-processing satisfies the non-vanishing de-
terminant (NVD) criterion [5]. While this result is encouraging
as it points to the robustness of the IF scheme, the derived gap
is very large and calls for further work.
In the present work, we study the performance of IF where
random unitary linear pre-processing is performed over the
spatial dimension only. Rather than aiming at guaranteeing
successful transmission, we study the outage probability of
the scheme.1 We focus attention to pre-processing matrices
drawn from the isotropic (circular) unitary ensemble as this
ensures that all channels having the same singular values, will
have the same outage probability.
It is worth noting that the random pre-processing opera-
tion serves the purpose of quantifying the measure of “bad”
channels for IF receivers. We further note that the receiver
considered is the standard one of [8] but whereas the results
of [8] deal with distributed transmit antennas (i.e., with no
encoding across the transmit antennas), in the present paper
joint (unitary) pre-processing is assumed. While this may ap-
pear to preclude a distributed setting, some important statistical
scenarios are in fact covered by the model. Specifically, in
the case of a channel matrix whose entries are i.i.d. Gaussian
random variables, the random unitary transformation assumed
in the analysis to follow is in reality performed by nature, as
discussed in Section III-C2 below.
The outage probability in the considered setting thus cor-
responds to a scheme outage.2 Namely, it is the probability
that a random linear pre-processing matrix results in an
effective channel for which the rate achievable with an IF
receiver is smaller than the target rate. In order to provide
universal performance guarantees, we study the worst-case
1This approach is similar to that taken in [6] and [7] with respect to other
transmission schemes.
2We use the term “scheme outage” as opposed to “channel outage.”
Specifically, in the considered setting, the channel is known to have sufficient
mutual information to support the chosen target transmission rate.
outage probability with respect to all possible singular value
combinations corresponding to a given mutual information.
Thus, the guaranteed performance does not depend on channel
statistics.
We note that the performance of a coding scheme over
the compound channel is a strong measure of its robustness.
Clearly, performance guarantees for the compound channel
immediately translate to guarantees for a statistical channel
model (as explained in the next section). To the best of our
knowledge, IF is the first practical scheme for which (provable)
universal bounds are known for the MIMO channel.
We begin by empirically observing that space-only linear
pre-processed IF (P-IF) has greatly improved performance, in
terms of worst-case outage probability, compared to standard
linear equalization. We then derive an explicit bound on the
performance of P-IF that depends only on the number of
transmit antennas and the gap-to-capacity, where moderate
gaps suffice to guarantee a small outage probability.
As another example of an application of the results, we use
the probabilistic method to obtain guarantees on the number
of users that can be supported in closed-loop MIMO multicast
(guaranteeing no outage occurs) as a function of the gap-to-
capacity, when using linear pre-processed IF.
The paper is organized as follows. Section II defines the
channel model of interest and formulates the problem de-
scribed above. Section III provides background on the integer-
forcing receiver as well as its use in conjunction with linear
pre-processing. Section IV derives a universal upper bound
for the outage probability of randomly linear pre-processed
IF over the compound MIMO channel; tighter bounds for
the specific case of two transmit antennas and a receiver
employing a successive interference cancellation (SIC) variant
of IF are also derived. Section V describes the application of
the derived bounds to a close-loop MIMO multicast setting.
II. CHANNEL MODEL AND PROBLEM FORMULATION
A point-to-point (complex) MIMO channel is considered
where the transmitter is equipped with Nt antennas and
the receiver is equipped with an arbitrary number (Nr) of
antennas. Thus, a channel is described by the relation
yc = Hcxc + zc, (1)
where xc ∈ CNt is the channel input vector, yc ∈ CNr is
the channel output vector, Hc is an Nr×Nt complex channel
matrix, and zc is an additive noise vector of i.i.d. unit variance
circularly-symmetric complex Gaussian random variables.3
The input vector xc is subject to the power constraint
4
E(xHc xc) ≤ Nt · SNR. (2)
We assume that the channel is fixed throughout the whole
transmission of a codeword.
For a given input covariance matrixQc, satisfying the power
constraint Tr(Qc) ≤ NtSNR, the mutual information of the
3We denote all complex variables with c to distinguish them from their
real-valued representation.
4We denote by [·]T , transpose of a vector/matrix and by [·]H , the Hermitian
transpose of a vector/matrix.
channel (1) is maximized by a Gaussian input, and is given
by
C = log det
(
INr×Nr +HcQcH
H
c
)
. (3)
When it comes to designing transmission strategies, without
loss of generality we may assume that Q = I (isotropic
transmission). Namely, we may “absorb” Q into the channel
matrix by replacing Hc in (3) with H¯c = HcQ
1/2 (and with
abuse of notation, we omit the bar). Similarly, we may set
SNR = 1. Hence, we may rewrite (3) as
C = log det
(
INr×Nr +HcH
H
c
)
= log det
(
INt×Nt +H
H
c Hc
)
. (4)
We define the set
H(C;Nt) =
{
Hc : log det
(
INt×Nt +H
H
c Hc
)
= C
}
(5)
of all channel matrices Hc with Nt transmit antennas and an
arbitrary number of receive antennas, having the same WI
mutual information C.
The corresponding compound channel model is defined by
(1) with the channel matrix Hc arbitrarily chosen from the
set H(C;Nt). The matrix Hc that was chosen by nature is
revealed to the receiver, but not to the transmitter. Clearly, the
capacity of this compound channel is C, and is achieved with
an isotropic Gaussian input.
We note that the assumption that Nr is arbitrary (i.e., uni-
versality) comes at a price. Specifically, restricting the number
of receive antennas to a fixed number (more specifically to
a value Nr < Nt) may be leveraged to obtain improved
performance and bounds since this amounts to limiting the set
over which we take the worst-case channel. Nonetheless, as we
will see, integer forcing behaves well even in the considered
universal setting.
Employing the IF receiver allows approaching C for “most”
but not all matrices Hc ∈ H(C;Nt). We quantify the measure
of the set of bad channel matrices by considering outage
events, i.e., those events where integer forcing fails even
though the channel has sufficient mutual information. More
broadly, for a given coding scheme, denote the achievable
rate for a given channel matrix Hc as Rscheme(Hc). Then,
given a target rate R < C and a channel Hc ∈ H(C;Nt), the
scheme is in outage when Rscheme(Hc) < R. For the case of
integer forcing, the explicit expression for RIF(Hc) is recalled
in Section III-A.
Since applying a linear pre-processing matrix Pc results in
an effective channelHc ·Pc, it follows that the achievable rate
of a transmission scheme over this channel is Rscheme(Hc ·
Pc). When Pc is drawn at random, the latter rate is also
random. The worst-case (WC) scheme outage probability is
defined in turn as
PWCout,scheme (C,R) = sup
Hc∈H(C;Nt)
Pr (Rscheme(Hc ·Pc) < R) ,
(6)
where the probability is over the ensemble of linear pre-
processing matrices. The goal of this paper is to quantify the
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Fig. 1. Linear pre-processed-IF / Linear pre-processed IF-SIC scheme. Feedback in the receiver is active only when SIC is used.
tradeoff between the transmission rate R and the worst-case
outage probability of integer forcing PWCout,IF (C,R).
Remark 1. Assume that Hc is modeled as having a proba-
bility distribution over the compound class H(C;Nt). In such
a case, the outage probability is given by
EHc [Pr (Rscheme(Hc ·Pc) < R | Hc)] (7)
where the probability is with respect to Pc (given Hc) and the
expectation is with respect to the distribution over H(C;Nt).
Note that in (6), we take the supremum over the entire com-
pound class rather than averaging over a given distribution.
Since the average is always smaller than the supremum, it
follows that (6) universally upper bounds (7). That is, the
bound holds for any distribution over H(C;Nt).
Remark 2. Assume that Hc is modeled as having any
probability distribution (not restricted to the compound class
H(C;Nt)). In such a case, the outage probability can be
expressed as
E
[
EHc
[
Pr (Rscheme(Hc ·Pc) < R | Hc)
∣∣∣ C]] (8)
where again, the probability is with respect to Pc, the inner
expectation is with respect to the marginal distribution of Hc
given the WI-MI C, while the outer one is with respect to
C. Thus, in order to bound the scheme outage probability, it
suffices to know only the distribution of the WI-MI mutual
information C. Namely, from (6) we have that the outage
probability will be no greater than
E
[
PWCout,scheme (C,R)
]
(9)
where the expectation is over C.
III. INTEGER-FORCING BACKGROUND
A. Single-User Integer-Forcing Equalization
In [8], a receiver architecture scheme named “integer forc-
ing” was proposed which we briefly recall. For our purposes,
it will suffice to only state the achievable rates of IF and a
high-level operational description of its elements. The reader
is referred to [8] for the derivation, details and proofs, and
further to [9], [10] and references therein for implementation
considerations.
We follow the derivation of [8] and describe integer forcing
over the reals. Channel model (1) can be expressed via its
real-valued representation as[
Re(yc)
Im(yc)
]
︸ ︷︷ ︸
y
=
[
Re(Hc) −Im(Hc)
Im(Hc) Re(Hc)
]
︸ ︷︷ ︸
H
[
Re(xc)
Im(xc)
]
︸ ︷︷ ︸
x
+
[
Re(zc)
Im(zc)
]
︸ ︷︷ ︸
z
.
(10)
This real-valued representation is used in the sequel to derive
performance bounds for the complex channel Hc. Note that
the dimensions of H are 2Nr × 2Nt.
It is assumed that information bits are fed into 2Nt en-
coders, each of which uses the same linear code that is
designed for an AWGN channel.5 The latter produces 2Nt
channel inputs (for example, xm for the m’th antenna).
6 At
the receiver, a linear equalization matrix B ∈ R2Nt×2Nr
is applied. It is easiest to understand IF by first describing
its zero-forcing variant. In this case, B is designed so that
the resulting equivalent channel A = BH is such that
A ∈ Z2Nt×2Nt is a full-rank integer matrix. In a practical
5The effect of the chosen code on the overall performance of IF is discussed
in [4].
6For simplicity of notation the time index is suppressed as the block length
plays no role in our description. Of course, to approach capacity, one needs
to use a long block.
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implementation, it may be necessary for the matrix to be full-
rank over a finite field Zp (where p is prime) over which
the code is defined. Nonetheless, by taking p large enough, it
suffices for A to be invertible over the reals (see Lemma 2
in Appendix A of [11]; see also [10]). This ensures that the
output of the channel (without noise) after applying a modulo
operation is a valid codeword.
Each of the equalized streams is next passed to a standard
(up to the additional element of a modulo operation) AWGN
decoder which tries to decode a linear combination of code-
words, whose coefficients correspond to a row of A. Finally,
after the noise is removed, the original messages are recovered
by applying the inverse of A. Thus, for IF equalization to
be successful, decoding over all 2Nt subchannels should be
successful and the worst subchannel constitutes a bottleneck.
The operation of the receiver is depicted in Figure 1 (where at
this stage the linear pre-processing matrix can be considered
as the identity matrix, i.e., P = I).
When using minimum mean square error (MMSE) equal-
ization, rather than zero-forcing, the linear equalizer takes the
form
B = AHT
(
I+HHT
)−1
, (11)
and the input to the m’th decoder is
yeff,m = vm + zeff,m (12)
where
zeff,m = (b
T
mH− aTm)x+ bTmz. (13)
Here, aTm and b
T
m are the m’th row of A and B respectively.
We can define the effective SNR at the m’th subchannel as
SNReff(am) =
(
aTm(I+H
TH)−1am
)−1
, (14)
and the effective rate that can be achieved at the m’th
subchannel as
RIF(H; am) =
1
2
log (SNReff(am))
= −1
2
log
(
aTm(I+H
TH)−1am
)
. (15)
Note that the rate expression (15) is negative when
SNReff(am) < 1. Hence, the achievable rate should be
understood as the maximum between (15) and zero.
By Theorem 3 in [8], transmission with IF equalization can
achieve any rate satisfying R < RIF(H) where
RIF(H) = max
A∈Z2Nt×2Nt
detA6=0
min
m=1,...,2Nt
2Nt · RIF(H; am)
= max
A∈Z2Nt×2Nt
detA6=0
min
m=1,...,2Nt
2Nt
1
2
log (SNReff(am))
= max
A∈Z2Nt×2Nt
detA6=0
min
m=1,...,2Nt
Nt log
(
1
aTm(I+H
TH)−1am
)
= Nt log
 min
A∈Z2Nt×2Nt
detA6=0
max
m=1,...,2Nt
(
aTm(I+H
TH)−1am
)−1
= −Nt log
 min
A∈Z2Nt×2Nt
detA6=0
max
m=1,...,2Nt
(
aTm(I+H
TH)−1am
) .
(16)
The achievable rate of IF may also be described via the
successive minima of a lattice associated with the channel
matrix as we now recall. Any channel can be described via its
SVD
H = UΣVT . (17)
Using (17), the following decomposition is readily obtained
(I+HTH)−1 = VD−1VT , (18)
where D = I+ΣTΣ. It follows that (15) may be rewritten as
(Theorem 4 in [8])
RIF(H; am) = −1
2
log
(
‖D−1/2VTam‖2
)
, Rm,IF(D,V), (19)
where in the last equation the dependence on the choice of
A is left implicit. Let Λ be the lattice spanned by G =
D−1/2VT and recall the definition of successive minima.
Definition 1. Let Λ(G) be a lattice spanned by the full-rank
matrix G ∈ RK×K . For k = 1, ...,K , we define the k’th
successive minimum as
λk(G) , inf {r : dim (span (Λ(G) ∩ BK(r))) ≥ k} (20)
where BK(r) =
{
x ∈ RK : ‖x‖ ≤ r} is the closed ball of
radius r around 0. In words, the k-th successive minimum of
a lattice is the minimal radius of a ball centered around 0
that contains k linearly independent lattice points.
Thus, the maximal rate achievable with integer-forcing
equalization (16) may be written as
RIF(H) = RIF(D,V)
= −Nt log
(
λ22Nt(Λ)
)
= Nt log
(
1
λ22Nt(Λ)
)
. (21)
B. Integer-Forcing Equalization With Successive Interference
Cancellation
We also consider a version of IF equalization incorporating
successive interference cancellation. We will refer to it as IF-
SIC.7 We state only the achievable rates of IF-SIC and an
operational description of its elements. The reader is referred
to [12] for the derivation, details and proofs.
7We note that IF-SIC may in general allow using different rates per stream
as stated in Theorem 5 in [10]. We nevertheless assume throughout that all
streams are encoded via an identical linear code and hence have the same
rate.
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For a given choice of integer matrix A, let L be defined by
the following Cholesky decomposition
A
(
I+HTH
)−1
AT = AVD−1VTAT
= LLT . (22)
Denoting by ℓm,m the diagonal entries of L, IF-SIC can
achieve (see [12]) any rate satisfying R < RIF−SIC(H) where
RIF−SIC(H) = RIF−SIC(D,V)
= 2Nt · 1
2
max
A
min
m=1,...,2Nt
log
(
1
ℓ2m,m
)
, (23)
and the maximization is over all full-rank 2Nt × 2Nt integer
matrices.8
We describe the operation of the IF-SIC receiver, adopting
the nomenclature of [12]. We note that we describe the
MMSE-GDFE version of IF-SIC, as given in Appendix A of
[12], rather than its noise-prediction variant. First, calculate:
1) The optimal integer matrix A, i.e., the matrix maximiz-
ing (23).
2) The covariance matrix (22) of the effective noise (see
(14)) that arises when using the equalization matrix B
as given in (11).
3) The optimal SIC matrix S as:
S = diag(ℓ11, ..., ℓMM ) · L−1. (24)
4) The optimal combined linear front-end processing ma-
trix:
B˜ = SB
= SAHT
(
I+HHT
)−1
. (25)
The operation of the receiver is depicted in Figure 1 where
the feedback depicted in the receiver is now active, and where
now B is to be understood as B˜. Note that this change
of linear post-processing is essential to guarantee that the
resulting noise variance is minimized. The outputs of decoders
1, . . . ,m−1 are multiplied by Sm,1, . . . , Sm,m−1, respectively,
and are then subtracted from the input to decoder m, thereby
performing SIC.
C. Linear Pre-Processed Integer Forcing
1) Motivating example: Performance comparison of linear
MMSE and IF receivers: As a motivating example, following
Remark 1, we compare the performance of linear MMSE and
IF equalizers over a specific ensemble of channels defined over
H(C = 8, Nt = 2). Specifically, we consider a “normalized”
2 × 2 Rayleigh fading ensemble, where the capacity is fixed
to C = 8 bits. The ensemble is generated by drawing a
2× 2 channel matrix with i.i.d. circularly symmetric complex
Gaussian entries and then scaling the matrix (multiplying it by
a value that we find by numerical search) such that the mutual
information equals 8 bits.9
8We note that since we choose to work with equal-rate streams, the
constraints on the achievable rate tuples of IF with SIC, as stated in Theorem 2
of [12], play no role in the present work.
9Note that in this ensemble, the probability of channels corresponding to
Nr 6= 2 is zero.
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Fig. 2. Approximate probability density functions (based on Monte Carlo
simulation) of the rates achievable with the linear MMSE receivers over a
Rayleigh 2× 2 MIMO channel normalized to C = 8 bits.
Figure 2 depicts the probability density function of the rate
achieved for this ensemble when using linear MMSE and IF
receivers. Since linear MMSE equalization is a special case
of IF (setting A = I), as expected IF displays improved
performance.
The real strength of IF lies however in the behavior of
the “tail”. For conventional linear equalizers, bad channels
correspond to ill-conditioned matrices. An extreme case is the
following channel
Hc,WORST =
√
28 − 1
[
1 0
0 0
]
. (26)
In this case, the data stream sent from the second antenna is
completely lost when transmitted over the channel. Clearly, in
this example, no receiver (including maximum likelihood) will
be able to recover the lost data stream and thus the achievable
rate of both linear and IF equalization is also zero.
Consider now the channel Hc,WORST · Pc where Pc is a
unitary matrix. As the singular values remain unchanged, it
is clear that the channel remains ill-conditioned and hence
a linear receiver (not allowing for a modulo operation) will
still suffer from poor performance. On the other hand, the
IF receiver performs well even over ill-conditioned MIMO
channels, and in fact, the performance of the IF receiver for
the channel (26) is good for “most” pre-processing matrices
as illustrated next.
2) Linear pre-processing ensemble and resulting perfor-
mance: The transmission scheme we analyze consists of
applying a unitary pre-processing matrix at the transmitter and
IF equalization (either with or without SIC) at the receiver,
as depicted in Figure 1. Applying linear pre-processing may
be viewed as generating a “virtual” channel H˜c = HcPc
over which transmission takes place. We restrict ourselves
to unitary linear pre-processing matrices in order to keep the
transmission power unchanged.
Throughout this paper, we assume that the linear pre-
processing matrix Pc is drawn from what is referred to as the
5
“circular unitary ensemble” (CUE). The ensemble is defined
by the unique distribution on unitary matrices that is invariant
under left and right unitary transformations (Theorem 8.3 in
[13]). In other words, the ensemble amounts to inducing the
Haar measure on the unitary group of degree Nt.
10
Remark 3. While in general the transformation Pc implies
joint processing at the encoders, we note that in some natural
statistical scenarios, including that of an i.i.d. Rayleigh fading
environment, the random transformation is actually performed
by nature.11 In such settings, our analysis holds even when the
transmitters are distributed as in a multiple-access scenario.
Figure 3 compares the achievable rates of the linear MMSE
and IF receivers over the singular channel (26), when applying
random CUE pre-processing. As can be seen, the achievable
rate of IF is high for most pre-processing matrices, achieving
a large fraction of C with high probability.
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Fig. 3. Approximate probability density functions (based on Monte Carlo
simulation) of the rates achievable with the linear MMSE and IF receivers
over the channel (26), when applying a random linear pre-processing matrix
drawn from the CUE.
3) Properties of CUE pre-processing: The SVD of the
effective channel resulting from pre-processing is given by
HcPc = UcΣcV
H
c Pc. (27)
Since VHc Pc is equal in distribution to Pc, for the sake of
computing outage probabilities, we may simply assume that
VHc (and also Vc) is drawn from the CUE.
We note that the eigenvalue decomposition of the equivalent
real channel can be written as
(I+HTH)−1 = VD−1VT , (28)
where
V =
[
Re(Vc) −Im(Vc)
Im(Vc) Re(Vc)
]
. (29)
10An explanation on how to generate matrices belonging to the CUE can
be found in, e.g., [14].
11This follows since the left and right singular vector matrices of the an
i.i.d. Gaussian matrix Hc are equal to the eigenvector matrices of the Wishart
ensembles HcH
H
c and H
H
c Hc, respectively. The latter are known to be CUE
(Haar) distributed. See, e.g., Chapter 4.6 in [15].
and
D =
[
Dc 0
0 Dc
]
. (30)
Further, the rates of IF, with or without SIC, for such a channel
come in pairs.
Denoting the gap-to-capacity by ∆C, we may therefore
rewrite the worst-case IF outage probability as defined in (6)
as
PWCout,IF (C,C −∆C) = sup
D∈D(C;2Nt)
Pr (RIF(D,V) < C −∆C)
(31)
where we define D(C; 2Nt) as the set of all 2Nt × 2Nt
diagonal matrices D, with diagonal elements appearing in
pairs, such that det (D) = 2C .
Another property we use in the sequel is the following.
Denote by dc,i the diagonal entries of Dc. Then
2C = 2log det(INt×Nt+H
H
c Hc)
= det
(
VcDcV
H
c
)
=
Nt∏
i=1
dc,i. (32)
Denoting by di the diagonal entries of D, we similarly have
2C = 2
1
2
log det(INt×Nt+H
TH)
=
√
det (V ·D ·VT )
=
2Nt∏
i=1
√
di. (33)
From (30) we observe that since the singular values of the real
channel come in pairs, we have
2Nt∏
i=1
√
di =
Nt∏
i=1
dc,i = 2
C . (34)
We denote dmin = min
i
di and dmax = max
i
di.
The following lemma will prove useful in characterizing the
performance of CUE pre-processed IF. It relates the outage
probability of CUE pre-processed IF to that arising when the
pre-processing is performed using the circular real ensemble
(CRE).12
Lemma 1. Let O be a real 2Nt × 2Nt matrix drawn from
the CRE. Further, let a be a 2Nt× 1 vector of integers. When
applying a random complex linear pre-processing matrix Vc
that is drawn from the CUE (inducing a real-valued orthog-
onal pre-processing matrix V), we have that
∥∥D1/2Va∥∥ and∥∥D1/2Oa∥∥ are equal in distribution.
Proof. See Appendix A.
12The CRE is defined analogously to the CUE for the case of real orthonor-
mal matrices. That is, the ensemble is defined by the unique distribution
on orthonormal matrices that is invariant under left and right orthonormal
transformations.
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IV. BOUNDS ON THE OUTAGE PROBABILITY OF CUE
PRE-PROCESSED INTEGER-FORCING
A. Derivation of Upper Bounds
Define the dual lattice Λ∗ which is spanned by the matrix
(GT )−1 = D1/2VT . (35)
Recall that the rate of IF is given by (21). Now, the successive
minima of Λ and Λ∗ are related by (Theorem 2.4 in [16])
λ1(Λ
∗)2λ2Nt(Λ)
2 ≤ 2Nt + 3
4
γ¯22Nt , (36)
where γ¯2Nt is a “monotonized” Hermite’s constant as defined
next.13 Hermite’s constant is known only for dimensions
1 − 8 and 24. Since it has been never proved that γ2Nt is
monotonically increasing, we define
γ¯2Nt = max {γi : 1 ≤ i ≤ 2Nt} . (37)
The tightest known upper bound for Hermite’s constant, as
derived in [18], is
γ2Nt ≤
(
2
π
)
Γ (2 +Nt)
1/Nt . (38)
Since this is an increasing function of Nt, it follows that γ¯2Nt
is smaller than the r.h.s. of (38).14 Combining the latter with
the exact values of the Hermite constant for dimensions for
which it is known, we may lower bound the achievable rates
of IF via the dual lattice as follows
RIF(D,V) ≥ Nt log
(
λ21(Λ
∗)
α(Nt)
)
, (39)
where
α(Nt) =

2Nt+3
4 γ
2
2Nt
, Nt = 2, 3, 4, 12
2Nt+3
4
(
2
piΓ (2 +Nt)
1/Nt
)2
, otherwise
.
(40)
Hence,
Pr (RIF(D,V) < C −∆C)
≤ Pr
(
Nt log
(
λ21(Λ
∗)
α(Nt)
)
< C −∆C
)
= Pr
(
λ21(Λ
∗) < 2
C−∆C
Nt α(Nt)
)
. (41)
The next lemma provides an upper bound on the outage
probability as a function of the gap-to-capacity ∆C, the
capacity C, and dmin (as well as the number of transmit
antennas). Denote
A(β, d; 2Nt) ,
{
a ∈ Z2Nt : 0 < ‖a‖ <
√
β
d
}
. (42)
13In [17], Theorem 2.1, another bound for the relation between the
successive minima of Λ and Λ∗ is given. This bound is tighter for very large
dimensions (it increases with n2, whereas (36) increases with n3). However,
(36) has better constants and the cross between these expressions occurs only
at n = 254.
14In the sequel we use the known values of Hermite’s constant when
possible, i.e. for Nt = 2, 3, 4. For other dimensions, we use this bound.
Lemma 2. For any complex Gaussian MIMO channel with
Nt transmit antennas and with white-input mutual information
C, i.e., D ∈ D(C; 2Nt), and for Vc drawn from the CUE
(inducing a real-valued orthogonal pre-processing matrix V),
the outage probability of integer forcing is upper bounded by
Pr (RIF(D,V) < C −∆C)
≤
∑
a∈A(β,dmin;2Nt)
2Nt
(
2
C−∆C
Nt α(Nt)
)Nt−1/2
‖a‖2Nt−12C 2√
dmin
, (43)
where
β = 2
C−∆C
Nt α(Nt). (44)
Remark 4. The summation in (43) may be greater than 1
for certain values of C and ∆C. Obviously, one may take
the minimum between this lemma and 1 when bounding the
outage probability.
Proof. For a given β > 0, let us upper bound the probability
Pr
(
λ21(Λ
∗) < β
)
or equivalently Pr
(
λ1(Λ
∗) <
√
β
)
. Noting
that the event
{
λ1(Λ
∗) <
√
β
}
is equivalent to the event⋃
a∈Z2Nt\{0}
{
||D1/2Va|| <
√
β
}
(45)
and applying the union bound gives
Pr
(
λ1(Λ
∗) <
√
β
)
≤
∑
a∈Z2Nt\{0}
Pr
(
‖D1/2Va‖ <
√
β
)
=
∑
a∈A(β,dmin;2Nt)
Pr
(
‖D1/2VTa‖ <
√
β
)
,
(46)
where the equality in (46) follows since whenever
‖a‖ · √dmin ≥
√
β, we have that Pr
(‖D1/2Va‖ < √β) = 0.
Let S denote the unit sphere of dimension 2Nt, i.e.,
S = {(x1, x2, · · · , x2Nt) : x21 + x22 + · · ·+ x22Nt = 1} .
(47)
By Lemma 1
Pr
(
‖D1/2Va‖ <
√
β
)
= Pr
(
‖D1/2Oa‖ <
√
β
)
. (48)
Let o‖a‖ ∼ Unif(S · ‖a‖), and note that Oa is equal in
distribution to o‖a‖. It follows that
Pr
(
‖D1/2Va‖ <
√
β
)
= Pr
(
‖D1/2o‖a‖‖ <
√
β
)
. (49)
Now the probability appearing on the r.h.s. of (49) has
a simple geometric interpretation. Define an ellipsoid with
axes xi =
√
di · ‖a‖ and denote its surface area by
L(x1, x2, ..., x2Nt). Then, the r.h.s. of (49) is the ratio of the
part of the surface area of an ellipsoid that lies inside a sphere
of radius
√
β (denoted by CAPell(x1, x2, ..., x2Nt)) and the
total surface area of the ellipsoid. This is illustrated in Figure 4
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Fig. 4. Illustration of the geometric objects appearing in (50).
for the case of two real dimensions. We may rewrite (49) as
Pr
(
‖D1/2o‖a‖‖ <
√
β
)
=
|D1/2S · ‖a‖ ∩ √βS|∣∣D1/2‖a‖S∣∣
=
CAPell(x1, x2, ..., x2Nt)
L(x1, x2, ..., x2Nt)
. (50)
Neither the numerator nor the denominator of (50) has a
closed-form expression. In order to upper bound this ratio, we
upper bound the numerator CAPell(x1, x2, ..., x2Nt) and lower
bound the denominator (the surface area of the ellipsoid).
Using inequality (4.3) in [19] (see also inequality (57) and
historical account in [20]), we have
L(x1, ..., x2Nt) > Vol(B2Nt(1))‖a‖2Nt
2Nt∏
i=1
√
di
2Nt∑
i=1
1
‖a‖√di
≥ Vol(B2Nt(1))‖a‖2Nt−12C
2√
dmin
, L(x1, x2, ..., x2Nt), (51)
where B2Nt(1) is a unit ball of dimension 2Nt, and
Vol(B2Nt(1)) =
πNt
Γ(1 +Nt)
(52)
is its volume.
As an upper bound for the numerator, we take the entire
surface area of a sphere of radius
√
β, which is given by
A2Nt(
√
β) = 2Nt
πNt
Γ(1 +Nt)
√
β
2Nt−1
. (53)
We thus have
CAPell(x1, x2, ..., x2Nt) ≤ A2Nt(
√
β)
, CAPell(
√
β). (54)
We may therefore bound (50) by
Pr
(
‖D1/2o‖a‖‖ <
√
β
)
≤ CAPell(
√
β)
L(x1, x2, ..., x2Nt)
. (55)
Substituting (51), (54) into (55) yields∑
a∈A(β,dmin;2Nt)
Pr
(
‖D1/2o‖a‖‖ <
√
β
)
≤
∑
a∈A(β,dmin;2Nt)
2Nt
piNt
Γ(1+Nt)
√
β
2Nt−1
piNt
Γ(1+Nt)
‖a‖2Nt−12C 2√
dmin
=
∑
a∈A(β,dmin;2Nt)
2Nt
√
β
2Nt−1
‖a‖2Nt−12C 2√
dmin
. (56)
Substituting β = 2
C−∆C
Nt α(Nt), we finally arrive at
Pr (RIF(D,V) < C −∆C)
≤
∑
a∈A(β,dmin;2Nt)
Pr
(
‖D1/2o‖a‖‖ <
√
β
)
≤
∑
a∈A(β,dmin;2Nt)
2Nt
(
2
C−∆C
Nt α(Nt)
)Nt−1/2
‖a‖2Nt−12C 2√
dmin
. (57)
The bound of Lemma 2 is depicted in Figure 5. Rather than
plotting the outage probability, its complement is depicted, i.e.,
we plot the cumulative distribution function of the event that
the rate is achieved by IF. For given C and ∆C, Lemma 2 was
numerically calculated over a grid of singular values. For each
such vector of singular values, summation was performed over
all a ∈ A(β, dmin; 2Nt). The worst-case outage probability
over all vectors of singular values from the grid is presented.
In addition, empirical (Monte Carlo) results are also plotted.
For each vector of singular values, a large number of random
unitary matrices was drawn and the outage probability was
calculated. The integer matrix was derived using the LLL
algorithm.15 The worst case outage probability over all tested
(i.e., those belonging to the grid) singular values is presented.
As a further reference, the figure also depicts the universal
guaranteed gap-to-capacity derived in [4], which for the case
of Nt = 2 amounts to ∆C = 15.24 bits [4].
16
While Lemma 2 provides an explicit bound on the outage
probability, in order to calculate it, one needs to go over all
diagonal matrices in D(C; 2Nt) and for each diagonal matrix,
sum over all the relevant integer vectors in A(β, dmin; 2Nt).
Hence, the bound can be evaluated only for moderate values
of capacity and for a small number of transmit antennas.
The following theorem provides (a looser) simple closed-form
bound. Furthermore, this bound does not depend on capacity
but rather only on the number of transmit antennas and the
gap-to-capacity.
Theorem 1. For any complex Gaussian MIMO channel with
Nt transmit antennas and with WI mutual information C, and
for Vc drawn from the CUE (inducing a real-valued linear
pre-processing matrix V), the outage probability of integer
forcing is upper bounded by
PWCout,IF (C,∆C) ≤ c(Nt)2−∆C , (58)
15Advanced techniques are known (see, e.g., [21] and [22]) that can be
used to further improve the empirical results.
16This upper bound on the gap-to-capacity is guaranteed for a different
coding scheme than that considered in this paper, where space-time pre-
processing is employed. Nevertheless, it serves as a useful benchmark.
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Fig. 5. Comparison of (worst-case) empirical results, Lemma 2 and Theorem 1
for two transmit antennas and for various values of WI mutual information.
where
c(Nt) =
(
2Nt +
(
1 +
√
2Nt
)2Nt)
Ntα(Nt)
Nt
πNt
Γ(Nt + 1)
(59)
and
α(Nt) =
2Nt + 3
4
(
2
π
Γ (2 +Nt)
1/Nt
)2
. (60)
Thus, c(Nt) is a constant that depends only on Nt.
Proof. See Appendix B.
This bound is also depicted in Figure 5 for the case of
two transmit antennas. For other values of Nt, the bound is
depicted in Figure 6 (solid lines).17 Recall again that, for Nt =
2, 3, 4, we use the actual values of γ4 =
√
2, γ6 =
(
64
3
)1/6
and γ8 = 2, rather than the bound of [18]. We note that when
the number of transmit antennas increases, the gap between
the theorem and the empirical results grows mainly due to the
penalty incurred in (36) from using the dual lattice.
B. Improved Upper Bounds
A close inspection of Theorem 1 reveals that there are two
main sources for looseness in the bound that may be further
tightened:
• Union bound - While there is an inherent loss in the
union bound, some terms in the summation (46) may be
completely dropped. See Corollary 1 below.
• Dual lattice - Bounding via the dual lattice induces a loss
reflected in (36). This may be circumvented for the case
of two transmit antennas, as accomplished (along with
other improvements) in Theorem 2 below.
We first tighten the union bound. As expressed in (45), the
event where the first of the successive minima is smaller than√
β is equivalent to going over all integer vectors and checking
17A slightly tightened version of Theorem 1, as described in Remark 6 in
Appendix B, is used to generate Figures 5 and 6.
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transmit antennas. The dashed lines correspond to the improvement provided
by Corollary 2.
whether any of them meet the norm condition. However, going
over all integer vectors is superfluous. In case that an integer
vector b ∈ A(β, dmin; 2Nt) is an integer multiple of another
integer vector a ∈ A(β, dmin; 2Nt), there is no need to count
both of them. Rather, it suffices to include in the union bound
only the event corresponding to a.
It follows that one may replace the set A(β, dmin; 2Nt)
appearing in the summation in (2) by a smaller set
B(β, dmin; 2Nt) where
B(β, d; 2Nt) ,{
a ∈ Z2Nt : 0 < ‖a‖ <
√
β
d
and ∄0 < c < 1 s.t. ca ∈ Z2Nt
}
(61)
as described by the next corollary.
Corollary 1. For any complex Gaussian MIMO channel with
Nt transmit antennas and for Vc drawn from the CUE
(inducing a real-valued linear pre-processing matrix V), the
outage probability of integer forcing is upper bounded by
Pr (RIF(D,V) < C −∆C)
≤
∑
a∈B(β,dmin;2Nt)
2Nt
(
2
C−∆C
Nt α(Nt)
)Nt−1/2
‖a‖2Nt−12C 2√
dmin
. (62)
where β = 2
C−∆C
Nt α(Nt).
A simpler restriction of the set A(β, d; 2Nt), short of
reducing it to B(β, d; 2Nt), is obtained by noting that D and
V are the real representations of complex matrices. Using the
notations of (10), the integer vector a may be viewed as the
real representation of the complex vector ac. Thus,
‖D1/2c Vcac‖ = ‖D1/2Va‖. (63)
As multiplication of ac by {−1, j,−j} does not change the
value of ‖D1/2c Vcac‖ (and equivalently, it does not change
the value of ‖D1/2Va‖), it suffices to include only one of
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Fig. 7. Outage bounds for channels with Nt = 2 transmit antennas and with
WI mutual information C = 14 bits.
these members of A(β, d; 2Nt) in the summation. Hence, a
simple multiplicative improvement may be obtained.
Corollary 2. For any complex Gaussian MIMO channel with
Nt transmit antennas and for Vc drawn from the CUE
(inducing a real-valued linear pre-processing matrix V), the
outage probability of integer forcing is upper bounded by
Pr (RIF(D,V) < C −∆C)
≤ 1
4
∑
a∈A(β,dmin;2Nt)
2Ntβ
Nt−1/2
‖a‖2Nt−12C 2√
dmin
, (64)
where β = 2
C−∆C
Nt α(Nt).
While the improvement of Corollary 1 depends on β (and
hence also on C), we may tighten Theorem 1 by invoking
Corollary 2 as shown by the dashed lines in Figure 6. For
a given value of C, we may combine the two corollaries.
Figure 7 shows the different bounds on the outage probability
for the case of a MIMO channel with two antennas and with
C = 14, where both corollaries are utilized for tightening
Lemma 2.
As mentioned above, there is an additional significant loss
due to using the dual lattice for deriving both Lemma 2
and Theorem 1. For the case of Nt = 2, this loss may be
circumvented by analyzing the performance of IF-SIC. When
using IF-SIC, (6) can be rewritten as
PWCout,IF−SIC (C,C −∆C)
= sup
D∈D(C;2Nt)
Pr (RIF−SIC(D,V) < C −∆C) . (65)
The next lemma provides a bound on the outage probability
of IF-SIC.
Lemma 3. For any complex Gaussian MIMO channel with
Nt transmit antennas and with white-input mutual information
C > 1, i.e., D ∈ D(C; 2Nt), and for Vc drawn from the
CUE (inducing a real-valued linear pre-processing matrix
V), the outage probability of integer forcing with successive
interference cancellation is upper bounded by
Pr (RIF−SIC(D,V) < C −∆C)
≤
∑
a∈A(β,1/dmax;2Nt)
2π22−3/4(C+∆C)
π2 ‖a‖
3
2C
√
dmax
, (66)
where A(β, 1/dmax; 2Nt) is defined in (42), β = 2
−1/2(C+∆C)
and for all ∆C > 1.
Proof. See Appendix C.
Remark 5. Lemma 3 can be further tightened using
Corollary 1, i.e., by replacing A(β, 1/dmax; 2Nt) with
B(β, 1/dmax; 2Nt).
In a similar manner to the derivation of Theorem 1 using
Lemma 2, for IF-SIC, Lemma 3 leads to the following
theorem.
Theorem 2. For any complex Gaussian MIMO channel with
Nt transmit antennas and with white-input mutual information
C > 1, i.e., D ∈ D(C; 2Nt), and for Vc drawn from the
CUE (inducing a real-valued linear pre-processing matrix
V), the outage probability of integer forcing with successive
interference cancellation is upper bounded by
PWCout,IF−SIC (C,∆C) ≤ 85π22−∆C , (67)
for all ∆C > 1.
Proof. See Appendix C.
Figure 7 depicts the improved bounds of Lemma 3 (in-
corporating the improvements provided by Corollary 1 and
Corollary 2) and Theorem 2 for a system employing IF-SIC
with Nt = 2.
18
C. Lower Bound via Maximum-Likelihood Decoding
Beyond the upper bounds on performance derived thus far, it
is natural to compare the worst-case performance attained by
an IF receiver with that of an optimal maximum likelihood
(ML) decoder for the same randomly linear pre-processed
scheme but where each stream is coded using an independent
Gaussian codebooks. This provides a lower bound on the
worst-case outage probability of IF.
Consider a specific Nr ×Nt matrix Hc and let HS denote
the submatrix of HcPc formed by taking the columns with
indices in S ⊆ {1, 2, ..., Nt}. For a joint ML decoder,
the following is the maximal rate achievable [8] over the
considered MIMO multiple-access channel:
RJOINT = min
S⊆{1,2,...,Nt}
Nt
|S| log det
(
INr +HSH
H
S
)
. (68)
Note that since HS depends on the random linear pre-
processing matrixPc, RJOINT is a random variable. The lower
bound is therefore obtained by taking the infimum of (68) over
all Hc in H(C;Nt).
18A slightly tightened version of Theorem 2, as described in Remark 7 in
Appendix C, is used to generate Figure 7.
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Fig. 8. Worst-case performance comparison between IF-SIC and joint ML
decoding, for the case of Nt = 2 transmit antennas.
Figure 8 provides a comparison between the worst-case
empirical performance of IF-SIC and the (worst-case) em-
pirical performance of the corresponding scheme with ML
decoding, for the case of Nt = 2 and an arbitrary number of
receive antennas. In both cases, CUE pre-processing is applied.
Thus, performance depends only on the singular values of
the channel and hence the outage probability curves are the
supremum of the outage probability over a grid of (two)
singular values.
As can be seen, the gap between IF and ML is quite small.
This suggests that most of the loss with respect to the WI
mutual information is due to the separate encoding of the data
streams (i.e., MIMO MAC) rather than the suboptimailty of
the IF receiver.
V. APPLICATION : UNIVERSAL GAP-TO-CAPACITY FOR
MULTI-USER CLOSED-LOOP MULTICAST USING P-IF
Closed-loop MIMO multicast is a scenario where a trans-
mitter equipped with Nt transmit antennas wishes to send the
same message to K users, where user i is equipped with Ni
antennas.
Even though channel state information is available at both
transmission ends, designing practical capacity-approaching
schemes for closed-loop MIMO multicast with K ≥ 3 users
is challenging as detailed in [23]. The outage bound derived
above suggests that pre-processed IF may be an attractive
practical closed-loop MIMO multicast scheme, allowing to
obtain a small gap-to-capacity with space-only pre-processing.
Namely, we use the probabilistic method to establish the
existence of a pre-processing matrix guaranteeing a desired
gap-to-capacity.
We denote by Hc,i the Ni×Nt channel matrix correspond-
ing to the ith user and by H = {Hc,i}Ki=1 the set of channels.
The received signal at user i is
yc,i = Hc,ixc + zc,i. (69)
We assume that channel state information (CSI) is available
at both transmission ends.
The multicast capacity is defined as the capacity of the
compound channel (69). It is attained by a Gaussian input
vector, where the mutual information is maximized over all
covariance matrices Qc satisfying Tr(Qc) ≤ Nt:
C(H) = max
Qc:Tr(Qc)≤Nt
min
Hc∈H
log det(INr×Nr +HcQcH
H
c ). (70)
We assume without loss of generality that the input covariance
matrix is the identity matrix. We may do so since the covari-
ance shaping matrix Q
1/2
c may be absorbed into the channel
by defining the effective channel Hˆc,i = Hc,iQ
1/2
c . Thus,
C(H) = min
i
log det(INr×Nr + Hˆc,iHˆ
H
c,i)
= min
i
log det(INt×Nt + Hˆ
H
c,iHˆc,i). (71)
In other words, after finding the optimal covariance matrix
Qc, when it comes to the transmission scheme, it suffices to
consider WI transmission over the effective channels Hˆc,i.
With a slight abuse of notation, we use Hc,i to denote the
effective channel, i.e., we drop the hat. We note that for each
user i, there exists an αi ≥ 1 such that
Hc,i = αiH˘c,i. (72)
where ︸︸
H = {H˘}Ki=1 ∈ H(C(H);Nt), (73)
i.e., {H˘}Ki=1 is contained in the (continuum) set of channels,
having the same capacity C(H). Further, αi can be interpreted
as excess SNR that user i enjoys, beyond the minimum it
needs in the multicast setting. Since the achievable rate of IF is
monotonically increasing in SNR, it follows that the achievable
rates over the set of channels H can only be higher than over︸︸
H, which we next lower bound.
Let us consider applying the random CUE pre-processed IF
scheme to the compound channel set
︸︸
H.19 Define Ai(R) as
the event where the pre-processing matrix Pc is such that IF
achieves a desired target R for user i
Ai(R) = {Pc : RIF(Hc,i ·Pc) ≥ R} . (74)
We are interested in the probability of achieving the target rate
for all users, i.e., Pr (∩Ai(R)). Note that
Pr (∩Ai(R)) = 1− Pr
(
∩Ai(R)
)
= 1− Pr
(
∪Ai(R)
)
.
(75)
Applying the union bound, we get
Pr
(
∪Ai(R)
)
≤
∑
Pr
(
Ai(R)
)
(76)
and hence
Pr (∩Ai(R)) ≥ 1−
∑
Pr
(
Ai(R)
)
. (77)
Define ︸ ︸
Ai(R) =
{
Pc : RIF(H˘c,i ·Pc) ≥ R
}
. (78)
19We assume IF-SIC is used for Nt = 2 since it provides improved bounds.
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Fig. 9. Guaranteed achievable rates (using upper bound on outage probability
stated in Corollary 1 of Lemma 3) with pre-processed IF for closed-loop
MIMO multicast transmission with two transmit antennas and with 2,3,4 users.
Since Pr
(︸ ︸
Ai(R)
)
is the probability of achieving the target
rate, whereas PWCout,IF bounds the probability of the comple-
ment event, we have
Pr (Ai(R)) ≥ Pr
(︸ ︸
Ai(R)
)
≥ 1− PWCout,IF (C(H), C −R) ,
(79)
or equivalently,
Pr
(
Ai(R)
)
= 1− Pr (Ai(R)) ≤ PWCout,IF (C(H), C −R) .
(80)
It follows that,
Pr (∩Ai(R)) ≥ 1−KPWCout,IF (C(H), C −R) . (81)
This provides a means to obtain a guaranteed achievable
transmission rate RWC−CL(H) for closed-loop linear pre-
processed IF. Namely, RWC−CL(H) is the maximum rate for
which
PWCout,IF (C(H), C −R) ≤
1
K
. (82)
Substituting (82) in (81) we get that for anyR < RWC−CL(H)
Pr (∩Ai(R)) > 1−K · 1
K
= 0. (83)
Thus, there must exist a linear pre-processing matrix Pc for
which a target rate R < RWC−CL(H) is achievable (via P-IF
transmission) for the compound channel (69).
Figure 9 depicts the corresponding upper bounds on the gap-
to-capacity for MIMO multicast with two transmit antennas,
K = 2, 3, 4 users, and where C(H) = 14 bits. For calculating
the upper bound on the guaranteed gap-to-capacity, we use the
tightest bound on the outage probability we have developed
for Nt = 2 which is Corollary 1 of Lemma 3. We observe
that
• For 2 users, a rate of 10.76 bits is guaranteed (gap of
3.24 bits to capacity).
• For 3 users, a rate of 10.2 bits is guaranteed (gap of 3.8
bits to capacity).
• For 4 users, a rate of 9.615 bits is guaranteed (gap of
4.385 to capacity).
VI. CONCLUSION
We obtained explicit universal bounds for the outage proba-
bility of a transmission scheme employing random unitary pre-
processing at the transmitter side and integer-forcing equal-
ization at the receiver side. These bounds provide meaningful
performance guarantees for transmission over MIMO channels
that depend only on the channel’s mutual information and
number of transmit antennas. Nonetheless, simulations suggest
that there is still a considerable gap between the obtained
bounds and the true (worst-case) outage probability of the
examined scheme, calling for further work.
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APPENDIX A
PROOF OF LEMMA 1
We start by expressing
∥∥D1/2Va∥∥ equivalently in complex
notation. We note that a (which is a vector of 2Nt real
integers) can be viewed as the real representation of a complex
vector ac such that
a =
[
Re(ac)
Im(ac)
]
. (84)
Obviously, ‖a‖ = ‖ac‖.
With this notation, and since D and V are the real rep-
resentation of the complex matrices Dc and Vc, it follows
that ∥∥∥D1/2Va∥∥∥ = ∥∥∥D1/2c Vcac∥∥∥ . (85)
Now since Vc is drawn from the CUE, the
distribution of
∥∥∥D1/2c Vcac∥∥∥ is equal to that of∥∥∥D1/2c Vc [1 0 ... 0]T ‖ac‖∥∥∥. Note also that∥∥∥D1/2c Vc [1 0 ... 0]T ‖ac‖∥∥∥ =∥∥∥D1/2c Vc [1 0 ... 0]T∥∥∥ ‖a‖ =∥∥∥D1/2c vc,1∥∥∥ ‖a‖. (86)
where vc,1 is the first column of Vc.
As described in [24], vc,1 is uniformly distributed over the
surface of the complex unit sphere. Such a vector can be gener-
ated by taking a vector with zero-mean i.i.d. complex Gaussian
components and scaling it by its norm. The components of
such a vector can be expressed as
vc,1 =
Gc,i√∑Nt
i=1 |Gc,i|2
, (87)
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where Gc,i are zero-mean i.i.d. complex circularly symmetric
Gaussian random variables.
Similarly, a vector taken from a CRE matrix is uniformly
distributed over the surface of the real unit sphere and it
can be generated by taking a vector with zero-mean i.i.d.
real Gaussian components and scaling it by its norm. The
components of such a vector can be expressed as
or,1 =
Gr,i√∑Nt
i=1G
2
r,i
, (88)
where Gr,i are zero-mean i.i.d. real Gaussian random vari-
ables.
We may rewrite (86) over the reals as∥∥∥∥D1/2 [Re(vc,1)Im(vc,1)
]∥∥∥∥ ‖a‖. (89)
Now, since the real and imaginary part of the complex Gaus-
sian components are i.i.d. real Gaussian random variables, it
follows that the resulting 2Nt × 1 vector
o =
[
Re(vc,1)
Im(vc,1)
]
(90)
is of the form of (88). Hence, it is uniformly distributed over
the surface of the (2Nt-dimensional) real unit sphere and thus
it can be interpreted as the first vector from a real matrix O
drawn from CRE ensemble. Therefore∥∥∥D1/2o∥∥∥ ‖a‖ (91)
which equals (86) has the same distribution as∥∥∥D1/2Oa∥∥∥ . (92)
It follows that
∥∥D1/2Va∥∥ and ∥∥D1/2Oa∥∥ have the same
distribution.
APPENDIX B
PROOF OF THEOREM 1
From Lemma 2, we have
Pr(RIF (D,V) < C −∆C)
≤
∑
a∈A(β,dmin;2Nt)
2Nt
(
2
C−∆C
Nt α(Nt)
)Nt−1/2
‖a‖2Nt−12C 2√
dmin
, (93)
where A(β, dmin; 2Nt) and β are defined in (42) and (44).
Reverting back to (56) and noting that
A(β, dmin; 2Nt) ⊆
{
a ∈ Z2Nt : ‖a‖ ≤
⌊√
β
dmin
⌋
+ 1
}
,
this summation can be written as∑
a∈A(β,dmin;2Nt)
2Nt
√
β
2Nt−1
‖a‖2Nt−12C 2√
dmin
≤
⌊√
β
dmin
⌋∑
k=0
∑
k<‖a‖≤k+1
2Nt
√
β
2Nt−1
k2Nt−12C 2√
dmin
. (94)
Denoting η = η(Nt, β, dmin, C) =
2Nt
√
β2Nt−1
2C 2√
dmin
, we apply
Lemma 1 in [25] (a bound for the number of integer vectors
contained in a ball of a given radius). Using this bound while
noting that when ‖a‖ = 1 there are exactly 2Nt integer
vectors, the right hand side of (94) may be further bounded
as
≤ ηVol(B2Nt(1))×
2Nt +
⌊√
β
dmin
⌋∑
k=1
(
k + 1 +
√
2Nt
2
)2Nt − (max(k − √2Nt2 , 0))2Nt
k2Nt−1

 ,
(95)
where we note that (95) trivially holds when
⌊√
β
dmin
⌋
= 0
since A(β, dmin; 2Nt) is the empty set in this case. Henceforth
we assume that
⌊√
β
dmin
⌋
≥ 1. Further, the right hand side of
(95) can be rewritten as
ηVol(B2Nt(1))
2Nt︸︷︷︸
I
+
⌊√
2Nt
2
⌋
∑
k=1
(
k + 1 +
√
2Nt
2
)2Nt
k2Nt−1︸ ︷︷ ︸
II
+
⌊√
β
dmin
⌋∑
k=
⌊√
2Nt
2
⌋
+1
[(
k + 1 +
√
2Nt
2
)2Nt − (k − √2Nt2 )2Nt]
k2Nt−1
︸ ︷︷ ︸
III

.
(96)
We search for c1 and c2 (independent of k) such that(
k + 1 +
√
2Nt
2
)2Nt
≤ c1k2Nt−1 (97)
for 1 ≤ k ≤
⌊√
2Nt
2
⌋
, and[(
k + 1 +
√
2Nt
2
)2Nt
−
(
k −
√
2Nt
2
)2Nt]
≤ c2k2Nt−1
(98)
for k ≥ 1, since it will then follow that
II + III ≤
⌊√
β
dmin
⌋∑
k=1
max(c1, c2) (99)
We note that since (again assuming
⌊√
β
dmin
⌋
≥ 1)
2Nt ≤
⌊√
β
dmin
⌋∑
k=1
2Nt, (100)
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it will thus further follow that
I + II + III ≤
⌊√
β
dmin
⌋∑
k=1
[2Nt +max(c1, c2)]
=
⌊√
β
dmin
⌋
[2Nt +max(c1, c2)] . (101)
To establish (97) and (98), we first show that we may take
c1 =
(
1 +
√
2Nt
)2Nt
. (102)
In other words, we need to establish that(
k + 1 +
√
2Nt
2
)2Nt
k2Nt−1
≤
(
1 +
√
2Nt
)2Nt
(103)
holds for 1 ≤ k ≤
⌊√
2Nt
2
⌋
. Since k ≥ 1, we have(
k + 1 +
√
2Nt
2
)2Nt
k2Nt−1
≤
(
k + 1+
√
2Nt
2
)2Nt
. (104)
Now, for k ≤
√
2Nt
2 , we have(
k + 1 +
√
2Nt
2
)2Nt
≤
(
1 +
√
2Nt
)2Nt
. (105)
Hence, (97) indeed holds with c1 =
(
1 +
√
2Nt
)2Nt
.
Next, we show that we may take
c2 =
[(
2 +
√
2Nt
2
)2Nt
−
(
1−
√
2Nt
2
)2Nt]
. (106)
Thus, we need to show that for k ≥ 1, the following holds
1
k2Nt−1
[(
k + 1 +
√
2Nt
2
)2Nt
−
(
k −
√
2Nt
2
)2Nt]
≤
[(
2 +
√
2Nt
2
)2Nt
−
(
1−
√
2Nt
2
)2Nt]
. (107)
Using the binomial expansion
1
k2Nt−1
[(
k + 1 +
√
2Nt
2
)2Nt
−
(
k −
√
2Nt
2
)2Nt]
=
2Nt∑
i=0
(
2Nt − i
i
)
k1−i
[(
1 +
√
2Nt
2
)i
−
(
−
√
2Nt
2
)i]
=
2Nt∑
i=1
(
2Nt − i
i
)
k1−i
[(
1 +
√
2Nt
2
)i
−
(
−
√
2Nt
2
)i]
(108)
≤
2Nt∑
i=1
(
2Nt − i
i
)[(
1 +
√
2Nt
2
)i
−
(
−
√
2Nt
2
)i]
(109)
=
[(
2 +
√
2Nt
2
)2Nt
−
(
1−
√
2Nt
2
)2Nt]
, (110)
where (109) follows since each of the summands in (108) is
monotonically decreasing in k (when k ≥ 1 and i ≥ 1). Thus,
(98) indeed holds when taking c2 as defined in (106). Hence,
we have established our choices for c1 and c2.
Now, since for Nt ≥ 2 we have
c2 =
[(
2 +
√
2Nt
2
)2Nt
−
(
1−
√
2Nt
2
)2Nt]
≤
(
2 +
√
2Nt
2
)2Nt
≤
(
1 +
√
2Nt
)2Nt
= c1. (111)
Recalling (101), it follows that
I + II + III ≤
⌊√
β
dmin
⌋(
2Nt +
(
1 +
√
2Nt
)2Nt)
.
(112)
Applying (112) to (96), we get
∑
a∈A(β,dmin;2Nt)
2Nt
√
β
2Nt−1
‖a‖2Nt−12C 2√
dmin
≤
⌊√
β
dmin
⌋
ηVol(B2Nt(1)) ·
(
2Nt +
(
1 +
√
2Nt
)2Nt)
=
⌊√
β
dmin
⌋
2
(
2Nt +
(
1 +
√
2Nt
)2Nt)
Nt
√
β
2Nt−1
2C 2√
dmin
Vol(B2Nt(1))
≤
2
(
2Nt +
(
1 +
√
2Nt
)2Nt)
Nt
√
β
2Nt−1
2C 2√
dmin
√
β
dmin
Vol(B2Nt(1))
=
(
2Nt +
(
1 +
√
2Nt
)2Nt)
Ntβ
Nt
2C
Vol(B2Nt (1)). (113)
Further, setting β = 2
C−∆C
Nt α(Nt), we have
Pr (RIF (D,V) < C −∆C)
≤
(
2Nt +
(
1 +
√
2Nt
)2Nt)
Nt
(
2
C−∆C
Nt α(Nt)
)Nt
2C
Vol(B2Nt (1))
=
(
2Nt +
(
1 +
√
2Nt
)2Nt)
Nt2
C−∆Cα(Nt)
Nt
2C
Vol(B2Nt(1))
=
(
2Nt +
(
1 +
√
2Nt
)2Nt)
Ntα(Nt)
Nt pi
Nt
Γ(Nt + 1)
2−∆C .
(114)
Hence,
Pr (RIF (D,V) < C −∆C) ≤ c(Nt)2−∆C (115)
where
c(Nt) =
(
2Nt +
(
1 +
√
2Nt
)2Nt)
Ntα(Nt)
Nt
πNt
Γ(Nt + 1)
(116)
is a constant that depends only on Nt. We note that (116) does
not depend on D and hence it holds also for the supremum
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over D ∈ D(C; 2Nt). Recalling (31), we have
PWCout,IF (C,∆C) = sup
D∈D(C;2Nt)
Pr (RIF(D,V) < C −∆C)
≤ c(Nt)2−∆C (117)
which concludes the proof.
Remark 6. It can be shown that the term I (i.e., the term
2Nt) in (96) can be dropped from c(Nt) and further that the
choice c1 =
(
2 +
√
2Nt
2
)2Nt
also satisfies (97). Combining
these two observations, (116) can be further tightened to
c(Nt) =
(
2 +
√
2Nt
2
)2Nt
Ntα(Nt)
Nt
πNt
Γ(Nt + 1)
. (118)
Figures 5 and 6 use this tighter bound.
APPENDIX C
TIGHTER BOUNDS FOR Nr × 2 CHANNELS: PROOF OF
LEMMA 3 AND THEOREM 2
We consider the performance of an IF-SIC receiver over
Nr × 2 channels. Thus, we now have 2Nt = 4.
As mentioned in Section III-C, when using complex linear
pre-processing matrices, the rates of both IF and IF-SIC come
in pairs. Denote
R1,IF(D,V) = R1,IF(D,V) = R2,IF(D,V) (119)
and
R2,IF(D,V) = R3,IF(D,V) = R4,IF(D,V). (120)
where Rm,IF(D,V) is the rate of the mth equation (corre-
sponding to the mth row of A) as defined in (19), where we
implicitly assume thatA is the optimal matrix for IF. Similarly,
denote
R1,IF−SIC(D,V) = R1,IF−SIC(D,V) = R2,IF−SIC(D,V)
(121)
and
R2,IF−SIC(D,V) = R3,IF−SIC(D,V) = R4,IF−SIC(D,V).
(122)
We note that the (optimal) integer matrix A used for IF in
(119)-(120) is in general different than the (optimal) matrix A
used for IF-SIC in (121)-(122). Nonetheless, when applying
IF-SIC, one decodes first the equation with the highest SNR.
Since for this equation SIC has no effect it follows that the
first row of A is the same in both cases and hence
R1,IF−SIC(D,V) = R1,IF(D,V). (123)
From Section III.A in [12], we have
4∑
i=1
Ri,IF−SIC(D,V) = C − log | det(A)|. (124)
Furthermore, by Theorem 3 in [12], the optimal integer matrix
A for IF-SIC is unimodular (i.e., has determinant 1 or -1).
Hence,
4∑
i=1
Ri,IF−SIC(D,V) = C. (125)
Since we use IF-SIC with equal rate per stream, we have the
following
RIF−SIC(D,V) = 4min(R1,IF−SIC(D,V), R2,IF−SIC(D,V)).
(126)
Substituting (123) into (125), we have
R2,IF−SIC(D,V) =
C
2
−R1,IF(D,V). (127)
Now, from Theorem 3 in [11] (with equivalent four real
dimensions), we have
2(R1,IF(D,V) +R2,IF(D,V)) ≥ C − 4
R1,IF(D,V) +R2,IF(D,V) ≥ C − 4
2
. (128)
Since R1,IF(D,V) ≥ R2,IF(D,V), it follows that
R1,IF(D,V) ≥ C − 4
4
. (129)
We conclude that
RIF−SIC(D,V) = 4min
(
R1,IF−SIC(D,V), R2,IF−SIC(D,V)
)
= 4min
(
R1,IF(D,V),
C
2
−R1,IF(D,V)
)
≥ 4min
(
C − 4
4
,
C
2
−R1,IF(D,V)
)
= min
(
C − 1, 2C − 4R1,IF(D,V)) .
(130)
Henceforth, we analyze the outage probability for C > 1
and target rates that are no greater than C − 1, so that the
inequality 2C − 4R1,IF(D,V) < C − 1 is satisfied. Thus, we
consider gap-to-capacity values such that ∆C > 1. Our goal
is to bound
Pr (RIF−SIC(D,V) < C −∆C)
= Pr
(
2C − 41
2
log
(
1
λ21(Λ)
)
< C −∆C
)
= Pr
(
−2 log
(
1
λ21(Λ)
)
< −(C +∆C)
)
= Pr
(
λ21(Λ) < 2
−1/2(C+∆C)
)
. (131)
We are now ready to prove Lemma 3 and Theorem 2. Let
β = 2
−1/2(C+∆C). We wish to bound (131), or equivalently
Pr
(
λ21(Λ) < β
)
= Pr
(
λ1(Λ) <
√
β
)
. (132)
for a given matrix D. Note that the event λ1(Λ) <
√
β is
equivalent to the event⋃
a∈Z4\{0}
||D−1/2VTa|| <
√
β. (133)
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Applying the union bound yields
Pr
(
λ1(Λ) <
√
β
)
≤
∑
a∈Z4\{0}
Pr
(
||D−1/2VTa|| <
√
β
)
.
(134)
Note that if
||a||√
dmax
>
√
β, we have
Pr
(
||D−1/2VTa|| <
√
β
)
= 0. (135)
Therefore, using the notation of (42), the set of relevant vectors
a is
A(β, 1/dmax; 4) =
{
a ∈ Z4 : 0 < ||a|| <
√
βdmax
}
. (136)
It follows from (134) and (135) that
Pr
(
λ1(Λ) <
√
β
)
≤
∑
a∈A(β,1/dmax;4)
Pr
(
‖D−1/2VTa‖ <
√
β
)
. (137)
We now apply a similar derivation to that of Section IV.
Applying Lemma 1, we have
Pr
(
‖D−1/2VTa‖ <
√
β
)
= Pr
(
‖D−1/2OTa‖ <
√
β
)
.
(138)
where O is drawn from the CRE. Hence, we can apply the
same geometric interpretation as in Section IV and interpret
Pr
(‖D−1/2OTa‖ < √β) as the ratio of the surface area of
the four-dimensional ellipsoid inside a ball with radius
√
β and
the surface area of this ellipsoid. The axes of this ellipsoid are
defined as
xi =
‖a‖√
di
. (139)
For the case of four real dimensions, (50) can be written as∑
a∈A(β,1/dmax;4)
Pr
(
‖D−1/2o‖a‖ <
√
β
)
=
∑
a∈A(β,1/dmax;2Nt)
CAPell
L(x1, x2, x3, x4)
(140)
where
CAPell < A4(
√
β) = 4
π2
2
√
β
3
, CAPell, (141)
and
L(x1, x2, x3, x4) >
π2
2
‖a‖4∏4
i=1
√
di
(
2
√
dmin
‖a‖ +
2
√
dmax
‖a‖
)
≥ π2 ‖a‖
3
2C
(√
dmax
)
, L(x1, x2, x3, x4).
(142)
Substituting (141) and (142) in (140), we obtain∑
a∈A(β,1/dmax;4)
CAPell
L(x1, x2, x3, x4)
<
∑
a∈A(β,1/dmax;4)
CAPell
L(x1, x2, x3, x4)
=
∑
a∈A(β,1/dmax;4)
2π2
√
β
3
π2 ‖a‖
3
2C
(√
dmax
) . (143)
Recalling that β = 2−1/2(C+∆C), we get that for ∆C < 1
Pr (RIF−SIC(D,V) < C −∆C)
≤
∑
a∈A(β,1/dmax;4)
2π22
−3/4(C+∆C)
π2 ‖a‖
3
2C
(√
dmax
) , (144)
which proves Lemma 3.
To establish Theorem 2, we follow the footsteps of the proof
of Theorem 1 (noting that now 2Nt = 4) to obtain∑
a∈A(β,1/dmax;4)
Pr
(
‖D−1/2o‖a‖ <
√
β
)
≤
∑
a∈A(β,1/dmax;4)
2π2
√
β
3
π2 ‖a‖
3
2C
√
dmax
=
∑
a∈A(β,1/dmax;4)
2
√
β
3
2C
‖a‖3√dmax
=
2
√
β
3
2C√
dmax
⌊√βdmax⌋∑
k=0
∑
k<‖a‖≤k+1
1
k3
≤ 2
√
β
3
2C√
dmax
2Nt + ⌊
√
βdmax⌋∑
k=1
(k + 2)
4 − (k − 1)4
k3

≤ 2
√
β
3
2C√
dmax
4 + ⌊
√
βdmax⌋∑
k=1
81k3
k3

=
⌊√βdmax⌋∑
k=1
√
β
3
2Cπ285√
dmax
≤
√
β
3
2Cπ285
√
βdmax√
dmax
≤ β22Cπ285. (145)
As (145) does not depend on D, it follows that the bound
holds also for the supremum over D ∈ D(C; 4). Now since
β = 2−1/2(C+∆C), we get
PWCout,IF−SIC (C,∆C) ≤ 85 · π2 · 2C2−C−∆C
= 85 · π2 · 2−∆C . (146)
Remark 7. Similar to Remark 6 in Appendix B, (146) can be
further tightened to
PWCout,IF−SIC (C,∆C) ≤ 81 · π2 · 2−∆C . (147)
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