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DINI AND SCHAUDER ESTIMATES FOR NONLOCAL FULLY NONLINEAR
PARABOLIC EQUATIONS WITH DRIFTS
HONGJIE DONG, TIANLING JIN, AND HONG ZHANG
Abstract. We obtain Dini and Schauder type estimates for concave fully nonlinear nonlocal
parabolic equations of order σ ∈ (0, 2) with rough and non-symmetric kernels, and drift terms.
We also study such linear equations with only measurable coefficients in the time variable, and
obtain Dini type estimates in the spacial variable. This is a continuation of the work [10, 11] by
the first and last authors.
1. Introduction and main result
The paper is a continuation of the work [10, 11] by the first and last authors, where they
obtained Schauder type estimates for concave fully nonlinear nonlocal parabolic equations and
Dini type estimates for concave fully nonlinear nonlocal elliptic equations. Here, we consider
concave fully nonlinear nonlocal parabolic equations with Dini continuous coefficients, drifts and
nonhomogeneous terms, and establish a Cσ estimate under these assumptions.
The study of second-order equations with Dini continuous coefficients and data can date back
to at least 1970s, when Burch [2] first considered divergence type linear elliptic equations with
Dini continuous coefficients and data, and estimated the modulus of continuity of the derivatives
of solutions. Later work for second-order linear or concave fully nonlinear elliptic and parabolic
equations with Dini data includes, for example, Sperner [32], Lieberman [22], Safonov [29], Kovats
[19], Bao [1], Duzaar-Gastel [12], Wang [33], Maz’ya-McOwen [24], Li [21], and many others.
The regularity theory for nonlocal elliptic and parabolic equations has been developed exten-
sively in recent years. For example, Cα estimates, C1,α estimates, Evans-Krylov type theorem,
and Schauder estimates were established in the past decade. See, for instance, [4, 5, 8, 9, 16, 6,
26, 7, 14, 15, 31, 27, 13], and the references therein. In particular, Mou [27] investigated a class of
concave fully nonlinear nonlocal elliptic equations with smooth symmetric kernels, and obtained
the Cσ estimate under a slightly stronger assumption than the usual Dini continuity on the co-
efficients and data. The author implemented a recursive Evans-Krylov theorem, which was first
studied by Jin and Xiong [15], as well as a perturbation type argument. By using a novel pertur-
bation type argument, the first and last authors proved the Cσ estimate for concave fully nonlinear
elliptic equations in [11], which relaxed the regularity assumption to simply Dini continuity and
also removed the symmetry and smoothness assumptions on the kernels.
In this paper, we extend the results in [11] from elliptic equations to parabolic equations with
drifts, that is, we study fully nonlinear nonlocal parabolic equations in the form
∂tu = inf
β∈A
(
Lβu+ bβDu+ fβ
)
, (1.1)
where A is an index set and for each β ∈ A,
Lβu =
∫
Rd
δu(t, x, y)Kβ(t, x, y) dy,
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δu(t, x, y) =

u(t, x+ y)− u(t, x) for σ ∈ (0, 1);
u(t, x+ y)− u(t, x)− y ·Du(t, x)χB1 for σ = 1;
u(t, x+ y)− u(t, x)− y ·Du(t, x) for σ ∈ (1, 2),
and
Kβ(t, x, y) = aβ(t, x, y)|y|
−d−σ.
This type of nonlocal operators was first investigated by Komatsu [18], Mikulevicˇius and Praga-
rauskas [25, 26], and later by Dong and Kim [8, 9], and Schwab and Silvestre [30], etc.
We assume that
(2− σ)λ ≤ aβ(·, ·, ·) ≤ (2− σ)Λ ∀ β ∈ A
for some ellipticity constants 0 < λ ≤ Λ, and is merely measurable with respect to the y variable.
When σ = 1, we additionally assume that∫
Sr
yKβ(t, x, y) dsy = 0, (1.2)
for any r > 0, where Sr is the sphere of radius r centered at the origin.
We also assume that bβ ≡ 0 when σ < 1 and bβ = b(t, x) is independent of β when σ = 1.
We say that a function f is Dini continuous if its modulus of continuity ωf is a Dini function,
i.e., ∫ 1
0
ωf (r)/r dr <∞.
We need the Dini continuity assumptions on the coefficients of (1.1):
supβ∈A
∫
B2r\Br
∣∣aβ(t, x, y)− aβ(t′, x′, y)∣∣ dy ≤ Λrdωa(max{|x− x′|, |t− t′|1/σ}) ∀ r > 0,
supβ∈A ‖fβ‖L∞(Q1) <∞, supβ∈A |fβ(t, x) − fβ(t
′, x′)| ≤ ωf (max{|x− x
′|, |t− t′|1/σ}),
supβ∈A ‖bβ‖L∞(Q1) ≤ N0, supβ∈A |bβ(t, x) − bβ(t
′, x′)| ≤ ωb(max{|x− x
′|, |t− t′|1/σ}),
where N0 > 0, and ωa, ωb, ωf are all Dini functions.
(1.3)
In Theorem 1.1 below, ωu denotes the modulus of continuity of u in (−1, 0)× R
d, that is.
|u(t, x)− u(t′, x′)| ≤ ωu(max{|x− x
′|, |t− t′|1/σ}) for all (t, x), (t, x′) ∈ (−1, 0)× Rd.
We also use the notation C1,σ
+
(Q1) to denote C
1,σ+ε
t,x (Q1) for some arbitrarily small ε > 0. This
condition is only needed for Lβu to be well defined, and may be replaced by other weaker conditions.
Theorem 1.1. Let σ ∈ (0, 2), 0 < λ ≤ Λ < ∞, and A be an index set. Assume for each
β ∈ A, Kβ satisfies (1.2) when σ = 1, and the Dini continuity assumption (1.3) holds for all
(t, x), (t′, x′) ∈ Q1. Suppose u ∈ C
1,σ+(Q1) is a solution of (1.1) in Q1 and is Dini continuous in
(−1, 0)× Rd. Then we have that ∂tu is uniform continuous and the a priori estimate:
‖∂tu‖L∞(Q1/2) + [u]
x
σ;Q1/2
≤ C
∞∑
j=0
(
2−jσωu(2
j) + ωu(2
−j) + ωf (2
−j)
)
, (1.4)
where C > 0 is a constant depending only on d, σ, λ, Λ, N0, ωb, and ωa. Moreover, when σ 6= 1,
we have
sup
(t0,x0)∈Q1/2
[u]xσ;Qr(t0,x0) → 0 as r → 0
with a decay rate depending only on d, σ, λ, Λ, ωa, ωf , ωu, N0, and ωb. When σ = 1, Du is
uniformly continuous in Q1/2 with a modulus of continuity controlled by the quantities before.
This theorem improves Theorem 1.1 in [11] in the following two ways. First, the equation (1.1)
is parabolic and has drift terms. Second, the right-hand side of the estimate (1.4) depends only
on the semi-norms of u and f , in particular, not on supβ∈A ‖fβ‖L∞(Q1).
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Remark 1.2. When σ ∈ (1, 2) in Theorem 1.1, by interpolation inequalities we have that
[Du]tσ−1
σ ;Q1/2
≤ C(‖∂tu‖L∞(Q1/2) + [u]
x
σ;Q1/2
) ≤ C
∞∑
j=0
(
2−jσωu(2
j) + ωu(2
−j) + ωf (2
−j)
)
.
The same proof of Theorem 1.1 can be used to prove Schauder estimates for concave fully
nonlinear nonlocal parabolic equations with drifts. To this end, we need the Ho¨lder continuity
assumptions on the coefficients of (1.1):
supβ∈A
∫
B2r\Br
∣∣aβ(t, x, y)− aβ(t′, x′, y)∣∣ dy ≤ Λrdmax{|x− x′|γ , |t− t′|γ/σ} ∀ r > 0,
supβ∈A ‖fβ‖L∞(Q1) <∞, supβ∈A |fβ(t, x) − fβ(t
′, x′)| ≤ Cf max{|x− x
′|γ , |t− t′|γ/σ},
supβ∈A ‖bβ‖L∞(Q1) ≤ N0, supβ∈A |bβ(t, x)− bβ(t
′, x′)| ≤ Cbmax{|x− x
′|γ , |t− t′|γ/σ},
where N0, Cf , Cb > 0, and γ ∈ (0, 1).
(1.5)
Recall that we assume that bβ ≡ 0 when σ < 1, and bβ = b(t, x) is independent of β when σ = 1.
Theorem 1.3. Let σ ∈ (0, 2), 0 < λ ≤ Λ <∞, and A be an index set. There exists αˆ depending
only on d, λ,Λ and σ (uniform as σ → 2−) such that the following holds. Let γ ∈ (0, αˆ) such that
σ + γ < 2 is not an integer. Assume for each β ∈ A, Kβ satisfies (1.2) when σ = 1, and the
Ho¨lder continuity assumptions (1.5) hold for all (t, x), (t′, x′) ∈ Q1. Suppose u ∈ C
1+γ/σ,σ+γ(Q1)∩
Cγ/σ,γ((−1, 0)× Rd) is a solution of (1.1) in Q1, then we have the a priori estimate:
[u]1+γ/σ,σ+γ;Q1/2 ≤ C‖u‖γ/σ,γ;(−1,0)×Rd + CCf , (1.6)
where C > 0 is a constant depending only on d, σ, γ, λ, Λ, N0, and Cb.
The essential new part of Theorem 1.3 is for the case σ = 1. For σ < 1, Theorem 1.3 is just
Theorem 1.1 in [10]. Even though the Ho¨lder continuity assumption appeared slightly differently,
the proof in [10] can be carried out with minimum modifications. For σ > 1, the drift is a lower-
order perturbation and the conclusion can be proved without assuming σ+γ < 2 by using Theorem
1.1 in [10] and interpolation inequalities.
In the case of the linear equation:
∂tu = Lu+ bDu+ f, (1.7)
the estimate (1.6) holds for all γ ∈ (0, σ). Again, we assume that b ≡ 0 when σ < 1.
Theorem 1.4. Let σ ∈ (0, 2), 0 < λ ≤ Λ < ∞, γ ∈ (0, σ) such that σ + γ is not an integer.
Assume K satisfies (1.2) when σ = 1, and the Ho¨lder continuity assumptions (1.5) hold for all
(t, x), (t′, x′) ∈ Q1. Suppose u ∈ C
1+γ/σ,σ+γ(Q1) ∩ C
γ/σ,γ((−1, 0) × Rd) is a solution of (1.7) in
Q1, then we have the a priori estimate:
[u]1+γ/σ,σ+γ;Q1/2 ≤ C‖u‖γ/σ,γ;(−1,0)×Rd) + CCf , (1.8)
where C > 0 is a constant depending only on d, σ, γ, λ, Λ, N0, and Cb.
It is natural to assume that γ < σ in Theorem 1.4, since (1.5) will imply that f is independent
of t if 0 < σ < γ. In many applications, a will be independent of t as well under the assumptions
of (1.5) and σ < γ. Then, we can always differentiate the equation (1.7) in t, and to obtain
higher-order regularity in t by applying the result of Theorem 1.4 above.
We are also interested in the linear equation (1.7) when K, b, and f are Dini continuous in x
but only measurable in the time variable t, that is, they satisfy:
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
∫
B2r\Br
∣∣a(t, x, y)− a(t, x′, y)∣∣ dy ≤ Λrdωa(|x− x′|) ∀ r > 0,
‖f‖L∞(Q1) <∞, |f(t, x)− f(t, x
′)| ≤ ωf (|x− x
′|),
‖b‖L∞(Q1) ≤ N0, |b(t, x)− b(t, x
′)| ≤ ωb(|x− x
′|),
where N0 > 0, and ωa, ωb, ωf are all Dini functions.
(1.9)
In Theorem 1.5 below, ωu denotes the modulus of continuity of u in x uniform for all t, that is,
|u(t, x)− u(t, x′)| ≤ ωu(|x− x
′|), ∀ (t, x), (t, x′) ∈ (−1, 0)× Rd.
Theorem 1.5. Let σ ∈ (0, 2), 0 < λ ≤ Λ < ∞. Assume that K satisfies (1.2) when σ = 1, and
the Dini continuity assumption (1.9) holds for all (t, x), (t, x′) ∈ Q1. Suppose u ∈ C
1,σ+(Q1) is a
solution of (1.7) in Q1 and is Dini continuous in x in (−1, 0) × R
d. Then we have the a priori
estimate: for σ ∈ (0, 2),
‖∂tu‖L∞(Q1/2) + [u]
x
σ;Q1/2
≤ C
∞∑
j=0
(
2−jσωu(2
j) + ωu(2
−j) + ωf (2
−j)
)
, (1.10)
where C > 0 is a constant depending only on d, σ, λ, Λ, N0, ωb, and ωa. Moreover, when σ 6= 1,
we have
sup
(t0,x0)∈Q1/2
[u]xσ;Qr(t0,x0) → 0 as r → 0
with a decay rate depending only on d, σ, λ, Λ, ωa, ωf , ωu, N0, and ωb. When σ = 1, Du is
uniformly continuous in x in Q1/2 with a modulus of continuity controlled by the quantities before.
Also, ∂tu is uniformly continuous in x in Q1/2 with a modulus of continuity controlled by d, σ, λ,
Λ, ωa, ωf , ωu, N0, ωb, and ‖u‖L∞.
If K, b, and f in (1.7) are Ho¨lder continuous in x locally but only measurable in the time
variable t, that is, they satisfy:
∫
B2r\Br
∣∣a(t, x, y)− a(t, x′, y)∣∣ dy ≤ Λrd|x− x′|γ ∀ r > 0,
‖f‖L∞(Q1) <∞, |f(t, x)− f(t, x
′)| ≤ Cf |x− x
′|γ ,
‖b‖L∞(Q1) ≤ N0, |b(t, x)− b(t, x
′)| ≤ Cb|x− x
′|γ ,
where N0, Ca, Cb > 0, and γ ∈ (0, 1),
(1.11)
then we have
Theorem 1.6. Let σ ∈ (0, 2), 0 < λ ≤ Λ < ∞, γ ∈ (0, 1) such that σ + γ is not an integer.
Assume K satisfies (1.2) when σ = 1, and the Ho¨lder continuity assumptions (1.11) hold for all
(t, x), (t, x′) ∈ Q1. Suppose u ∈ C
1,σ+γ(Q1) ∩ C
γ
x ((−1, 0)× R
d) is a solution of (1.7) in Q1, then
we have the a priori estimate:
[∂tu]
x
γ;Q1/2
+ [u]xσ+γ,;Q1/2 ≤ C‖u‖
x
γ;(−1,0)×Rd) + CCf , (1.12)
where C > 0 is a constant depending only on d, σ, γ, λ, Λ, N0, and Cb.
Note that here we assume γ ∈ (0, 1) for all σ ∈ (0, 2), since all the estimates only involve x.
This theorem improves Theorem 1.1 in [14] which does not include drifts and requires the Ho¨lder
continuity of a and f in the time variable t as well. In the second-order case, similar results were
obtained long time ago by Knerr [17] and Lieberman [23].
A few remarks are in order.
Remark 1.7. It is evident that all Theorems 1.1, 1.3, 1.4, 1.5, and 1.6 hold for corresponding
elliptic equations as well.
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Remark 1.8. Our proof does not tell whether the a priori estimates in Theorem 1.1 and Theorem
1.5 can be made uniformly bounded as σ → 2−, even if we replace Λ by (2−σ)Λ in both (1.5) and
(1.9).
The ideas of our proofs are in the spirit of Campanato’s approach first developed in [3], which
have been used in [11] for nonlocal fully nonlinear elliptic equations. Similar idea was also used in
the literature to derive Cordes-Nirenberg type estimates, see e.g., [28]. Here, we adapt the methods
in [11] from elliptic settings to parabolic settings, with extra efforts to deal with the drift term
especially when σ = 1 and some simplification of the proofs.
The key idea is that instead of estimating Cσ semi-norm of the solution, we construct and bound
certain semi-norms of the solution, see Lemma 2.1. When σ < 1, we define such semi-norm as a
series of lower-order Ho¨lder semi-norms of u. In order for the nonlocal operator to be well defined,
the solution needs to be smoother than Cσ. This motivates us to divide the integral domain into
annuli, and use a lower-order semi-norm to estimate the integral in each annulus. The proof of
the case when σ ≥ 1 is more involved mainly due to the fact that the series of lower-order Ho¨lder
semi-norms of the solution itself is no longer sufficient to estimate the Cσ norm. Therefore, we
need to subtract a polynomial from the solution in the construction of the semi-norm. In some
sense, the polynomial should be chosen to minimize the series. It turns out that when σ ≥ 1, we
can make use of the first-order Taylor’s expansion of the mollification of the solution.
The organization of this paper is as follows. In the next section, we introduce some notations
and preliminary results that are necessary in the proof of our main theorems. In Section 3, we
show the Dini estimates for nonlocal nonlinear parabolic equations in Theorem 1.1. In Section 4,
we are going to prove the Schauder estimates for equations with a drift in Theorems 1.3 and 1.4.
The last section is devoted to linear parabolic equations with measurable coefficients in the time
variable t, where Theorems 1.5 and 1.6 are proved.
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2. preliminary
We will use the following notation:
• For r > 0, Qr(t0, x0) = (t0 − r
σ , t0]×Br(x0) and Q̂r(t0, x0) = (t0 − r
σ, t0 + r
σ)×Br(x0),
where Br(x0) ⊂ R
d is the ball of radius r centered at x0. We write Qr = Qr(0, 0) for
brevity;
• Pt (or Px) is the set of first-order polynomial in t (or x), respectively;
• P1 is the set of first-order polynomial in both t and x.
• P˜ is the set of functions in the form a(t)+ b ·x, where b is a constant and a is a measurable
function.
• For α, β > 0,
[u]α,β;Qr(t0,x0) = [u]Cα,βt,x (Qr(t0,x0))
.
[u]xβ;Qr(t0,x0) = sup
t∈(t0−rσ,t0)
[u(t, ·)]Cβ(Br(x0)).
[u]tα;Qr(t0,x0) = sup
x∈Br(x0)
[u(·, x)]Cα((t0−rσ,t0)).
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If β (or α) is an integer, the above semi-norms mean the Lipschitz norm of D|β|−1 (or
∂
|α|−1
t ). If there is no subscript about the region where the norm is taken, then it means
the whole domain where the function is defined (e.g., Rd or (−t0, 0]×R
d for some t0 > 0).
• We say u ∈ C1,σ
+
(Q1) if u ∈ C
1,σ+ε(Q1) for some small ε > 0.
• We will also use the following Lipschitz-Zygmund semi-norms. Let Ω ⊂ Rd be a domain,
r > 0, and Q = (t0 − r, t0]× Ω. For α, β ∈ (0, 2), we denote
[u]x
Λβ(Q) = sup
t∈(t0−rσ,t0]
[u(t, ·)]Λβ(Ω) = sup
t∈(t0−rσ,t0]
sup
x1,x2,x3∈Ω
x1 6=x3, x1+x3=2x2
|u(t, x1) + u(t, x3)− 2u(t, x2)|
|x1 − x2|α
,
[u]t
Λα(Q) = sup
x∈Ω
[u(·, x)]Λα((t0−rσ,t0)) = sup
x∈Ω
sup
t1,t2,t3∈(t0−r
σ,t0]
t1 6=t3, t1+t3=2t2
|u(t1, x) + u(t3, x)− 2u(t2, x)|
|t1 − t2|α
,
[u]Λα,β(Q) = sup
(t1,x1),(t2,x2),(t3,x3)∈Q
(t1,x1) 6=(t3,x3), (t1,x1)+(t3,x3)=2(t2,x2)
|u(t1, x1) + u(t3, x3)− 2u(t2, x2)|
|t1 − t2|α + |x1 − x2|β
.
We will frequently use the following identities:
2j(u(t, x+ 2−jl)− u(t, x))− (u(t, x+ l)− u(t, x))
=
j∑
k=1
2k−1(2u(t, x+ 2−kl)− u(t, x+ 2−k+1l)− u(t, x)) (2.1)
and
2j(u(t− 2−j , x)− u(t, x))− (u(t− 1, x)− u(t, x))
=
j∑
k=1
2k−1(2u(t− 2−k, x)− u(t− 2−k+1, x)− u(t, x)), (2.2)
which hold for any unit vector l ∈ Rd and j ∈ N.
Lemma 2.1. Let α ∈ (0, σ) be a constant. Let Q be a convex cylinder such that Q1/2 ⊂ Q ⊂ Q1.
(i) When σ ∈ (0, 1), we have
[u]xσ;Q + ‖∂tu‖L∞(Q)
≤ C
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Q
inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(t0,x0) + C‖u‖L∞(Q21/σ ), (2.3)
where C is a constant depending only on d, σ, and α. Moreover, the modulus of continuity of ∂tu
is bounded by the tail of the summation on the right-hand side of (2.3).
(ii) When σ ∈ (1, 2), we have
[u]xσ;Q + ‖∂tu‖L∞(Q) + [Du]
t
σ−1
σ ;Q
≤ C
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Q
inf
p∈P1
[u− p]α/σ,α;Q
2−k
(t0,x0) + C‖u‖L∞(Q2), (2.4)
where C is a constant depending on d, α, and σ. The modulus of continuity of ∂tu is bounded by
the tail of the summation above.
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(iii) When σ = 1, we have
‖Du‖L∞(Q) + ‖∂tu‖L∞(Q) ≤ C
∞∑
k=0
2k(1−α) sup
(t0,x0)∈Q
inf
p∈P1
[u− p]α,α;Q
2−k
(t0,x0)
+ C sup
(t,x),(t′,x′)∈Q2
max{|t−t′|,|x−x′|}=1
|u(t, x)− u(t′, x′)|, (2.5)
where C is a constant depending on d, α, and σ. The modulus of continuity of ∂tu and Du are
bounded by the tail of the summation above.
Proof. We first prove the estimate of ∂tu for σ ∈ (0, 2) by showing that
‖∂tu‖L∞(Q) ≤ C
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Q
inf
p∈Pt
[u− p]tα/σ;Q
2−k
(t0,x0)
+ 2 sup
(t0,x0)∈Q
|u(t0 − 1, x0)− u(t0, x0)|. (2.6)
Indeed, from (2.2),
2j|u(t− 2−j , x)− u(t, x)|
≤ |u(t− 1, x)− u(t, x)|+
∞∑
k=1
2k−1|2u(t− 2−k, x)− u(t− 2−k+1, x)− u(t, x)|
≤ |u(t− 1, x)− u(t, x)|+ C
∞∑
k=1
2k(1−α/σ)[u]t
Λα/σ(Q
2−k
∗ (t,x)), (2.7)
where C only depends on σ and k∗ = [k−1σ ], i.e., the largest integer which is smaller than (k−1)/σ.
The right-hand side of the above inequality is less than
|u(t− 1, x)− u(t, x)|+ C
∞∑
k=1
2(k
∗σ+σ)(1−α/σ)[u]t
Λα/σ(Q
2−k
∗ (t,x))
≤ |u(t− 1, x)− u(t, x)|+ C
∞∑
k=1
2k
∗(σ−α) inf
p∈Pt
[u− p]t
Λα/σ(Q
2−k
∗ (t,x)).
By using the definition of k∗, it is easy to see the second term on the right-hand side of the above
inequality is bounded by
C
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Q
inf
p∈Pt
[u− p]tα/σ;Q
2−k
(t0,x0)
.
Therefore, by sending j → ∞ in (2.7), we prove that ‖∂tu‖L∞(Q) is bounded by the right-hand
side of (2.6). Since
inf
p∈Pt
[u− p]tα/σ;Q
2−k
(t0,x0)
≤ inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(t0,x0),
inf
p∈Pt
[u− p]tα/σ;Q
2−k
(t0,x0)
≤ inf
p∈P1
[u− p]α/σ,α;Q
2−k
(t0,x0),
the right-hand side of (2.6) is bounded by that of (2.3), (2.4), and (2.5). We obtain the bound of
‖∂tu‖L∞(Q).
Next, we bound the modulus of continuity of ∂tu in Q. Assume that
|t− t′|+ |x− x′|σ ∈ [2−(i+1), 2−i) for some i ≥ 1.
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From (2.2), for any j ≥ i+ 1,
2j(u(t− 2−j, x) − u(t, x))− 2i(u(t− 2−i, x) − u(t, x))
=
j∑
k=i+1
2k−1(2u(t− 2−k, x) − u(t− 2−k+1, x)− u(t, x)),
and the same identity holds with (t′, x′) in place of (t, x). Then we have
|∂tu(t, x)− ∂tu(t
′, x′)|
= lim
j→∞
|2j(u(t− 2−j , x)− u(t, x))− 2j(u(t′ − 2−j , x′)− u(t′, x′))|
≤ |2i(u(t− 2−i, x)− u(t, x))− 2i(u(t′ − 2−i, x′)− u(t′, x′))|
+ C
∞∑
k=i+1
sup
(t0,x0)∈Q
2k(1−α/σ)[u]t
Λα/σ(Q
2−k
∗ (t0,x0))
,
where k∗ is defined above. By the triangle inequality, the first term on the right-hand side is
bounded by
2i|u(t− 2−i, x) + u(t′, x′)− 2u(t¯, x¯)|+ 2i|u(t′ − 2−i, x′)− 2u(t¯, x¯) + u(t, x)|,
where t¯ = (t+ t′ − 2−i)/2 and x¯ = (x+ x′)/2. This is further bounded by
2i(1−α/σ) sup
(t0,x0)∈Q
[u]Λα/σ,α(Q
2−i
∗ (t0,x0)),
where i∗ = [ i−1σ ]. Therefore,
|∂tu(t, x)− ∂tu(t
′, x′)|
≤ C
∞∑
k=i
sup
(t0,x0)∈Q
2k(1−α/σ)[u]Λα/σ,α(Q
2−i
∗ (t0,x0))
≤ C
∞∑
k=i
sup
(t0,x0)∈Q
2k(1−α/σ) inf
p∈P1
[u− p]α/σ,α;Q
2−i
∗ (t0,x0),
which, from the definition of i∗, converges to 0 as i→∞.
In the rest of the proof, we consider the three cases separately.
Case 1. σ ∈ (0, 1). The estimates of [u]xσ are the same as [11, Lemma 2.1] and we only provide
a sketch here. Let (t, x), (t, x′) ∈ Q be two different points. Suppose that h := |x − x′| ∈ (0, 1).
Since
h−σ|u(t, x′)− u(t, x)| ≤ sup
x∈Q
hα−σ[u(t, ·)]α;Bh(x),
by taking the supremum with respect to t, x, and x′ for h < 1 on both sides, we get
[u]xσ;Q ≤ sup
(t0,x0)∈Q
sup
0<h<1
hα−σ[u]xα;Qh(t0,x0)
≤ C
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Q
[u]xα;Q
2−k
(t0,x0)
Notice that
[u]xα;Q
2−k
(t0,x0)
= inf
p∈Pt
[u− p]xα;Q
2−k
(t0,x0)
≤ inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(t0,x0).
The proof of Case 1 is completed.
Case 2. σ ∈ (1, 2). Similar to the previous case, we only provide the sketch of the proof following
that of [11, Lemma 2.1]. Let ℓ ∈ Rd be a unit vector and ε ∈ (0, 1/16) be a small constant to be
specified later. For any two distinct points (t, x), (t, x′) ∈ Q such that h = |x − x′| < 1/2, there
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exist x¯, x¯′ ∈ Q such that |x − x¯| < εh, x¯ + εhl ∈ Q, and |x′ − x¯′| < εh, x¯′ + εhl ∈ Q. By the
triangle inequality,
h1−σ|Dℓu(t, x)−Dℓu(t, x
′)| ≤ I1 + I2 + I3, (2.8)
where
I1 := h
1−σ|Dℓu(t, x)− (εh)
−1(u(t, x¯+ εhℓ)− u(t, x¯))|,
I2 := h
1−σ|Dℓu(t, x
′)− (εh)−1(u(t, x¯′ + εhℓ)− u(t, x¯′))|,
I3 := h
1−σ(εh)−1|(u(t, x¯+ εhℓ)− u(t, x¯))− (u(t, x¯′ + εhℓ)− u(t, x¯′))|.
By the mean value theorem,
I1 + I2 ≤ 2
σεσ−1[u]xσ;Q. (2.9)
Now we choose and fix an ε sufficiently small depending only on σ such that 2σεσ−1 ≤ 1/2. Using
the triangle inequality, we have
I3 ≤ Ch
−σ
(
|u(t, x¯+ εhℓ) + u(t, x¯′)− 2u(t, x˜)|
+ |u(t, x¯′ + εhℓ) + u(t, x¯)− 2u(t, x˜)|
)
,
where x˜ = (x¯+ εhℓ+ x¯′)/2. Thus,
I3 ≤ Ch
α−σ[u(t, ·)]x
Λα(Qh(t,x˜))
. (2.10)
Combining (2.8), (2.9), and (2.10), we get
[u]xσ;Q ≤ C
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Q
inf
p∈Px
[u− p]xα;Q
2−k
(t0,x0)
.
Because
inf
p∈Px
[u− p]xα;Q
2−k
(t0,x0)
≤ inf
p∈P1
[u− p]α/σ,α;Q
2−k
(t0,x0),
we bound [u]xσ;Q by the right-hand side of (2.4).
It follows from [20, Section 3.3] that [Du]tσ−1
σ ;Q
is bounded by ‖∂tu‖L∞(Q) + [u]
x
σ;Q. Therefore,
(2.4) is proved.
Case 3. σ = 1. We give the estimate of ‖Du‖L∞. It follows from (2.1) that
2j
∣∣u(t, x+ 2−jℓ)− u(t, x)∣∣
≤ |u(t, x+ ℓ)− u(t, x)|+
j∑
k=1
2k(1−α)[u(t, ·)]x
Λα(B
2−k
(x+2−kℓ)).
Taking j →∞, we obtain that
‖Du‖L∞ ≤ C
∞∑
k=1
2k(1−α) sup
(t0,x0)∈Q
inf
p∈Px
[u− p]xα;Q
2−k
(t0,x0)
+ sup
(t,x),(t,x′)∈Q2
|x−x′|=1
|u(t, x)− u(t, x′)|.
The estimate of the continuity of Du is the same as ∂tu, and thus omitted. 
Let η be a smooth nonnegative function in R with unit integral and vanishing outside (0, 1).
For R > 0 and σ ∈ (0, 1), we define the mollification of u with respect to t as
u(R)(t, x) =
∫
R
u(t−Rσs, x)η(s) ds.
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For the case σ ∈ [1, 2), we define u(R) differently by mollifying the x variable as well. Let ζ ∈
C∞0 (B1) be a radial nonnegative function with unit integral. For R > 0, we define
u(R)(t, x) =
∫
Rd+1
u(t−Rσs, x−Ry)η(s)ζ(y) dy ds.
The following lemma is for the case σ ∈ (0, 1).
Lemma 2.2. Let σ ∈ (0, 1), α ∈ (0, σ), and R > 0 be constants. Let p0 = p0(t) be the first-order
Taylor expansion of u(R) at the origin in t and u˜ = u− p0. Then for any integer j ≥ 0, we have
[u˜]α/σ,α;(−Rσ ,0)×B
2jR
≤ C inf
p∈Pt
[u− p]α/σ,α;(−Rσ,0)×B
2jR
, (2.11)
where C is a constant only depending on d and α.
Proof. It is easily seen that u˜ is invariant up to a constant if we replace u by u− p for any p ∈ Pt.
Thus to prove the lemma, we only need to bound the left-hand side of (2.11) by
C[u]α/σ,α;(−Rσ,0)×B2jR .
Since u˜ = u− p(t), it suffices to observe that
[p]tα/σ;(−Rσ ,0) = R
σ−α|∂tu
(R)(0, 0)| ≤ C[u]tα/σ;QR .
The lemma is proved. 
The following lemma is useful in dealing with the case σ ∈ (1, 2).
Lemma 2.3. Let α ∈ (0, 1) and σ ∈ (1, 2) be constant. Then for any u ∈ C1 and any cylinder Q,
we have
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Q
[u− p0]
x
α;Q
2−k
(t0,x0)
≤ C
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Q
inf
p∈Px
[u− p]xα;Q
2−k
(t0,x0)
, (2.12)
where p0 is the first-order Taylor’s expansion of u in the x variable at (t0, x0), and C > 0 is a
constant depending only on d, α, and σ.
Proof. Denote
bk := 2
k(σ−α) sup
(t0,x0)∈Q
inf
p∈Px
[u− p]xα;Q
2−k
(t0,x0)
.
Then for any (t0, x0) ∈ Q and each k = 0, 1, . . ., there exists pk ∈ Px such that
[u− pk]
x
α;Q
2−k
(t0,x0)
≤ 2bk2
−k(σ−α).
By the triangle inequality, for k ≥ 1 we have
[pk−1 − pk]
x
α;Q
2−k
(t0,x0)
≤ 2bk2
−k(σ−α) + 2bk−12
−(k−1)(σ−α). (2.13)
It is easily seen that
[pk−1 − pk]
x
α;Q
2−k
(t0,x0)
= |∇pk−1 −∇pk|2
−(k−1)(1−α),
which together with (2.13) implies that
|∇pk−1 −∇pk| ≤ C2
−k(σ−1)(bk−1 + bk). (2.14)
Since
∑
k bk <∞, from (2.14) we see that {∇pk} is a Cauchy sequence in R
d. Let q = q(t0, x0) ∈ R
d
be the limit, which clearly satisfies for each k ≥ 0,
|q −∇pk| ≤ C
∞∑
j=k
2−j(σ−1)bj .
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By the triangle inequality, we get
[u− q · x]xα;Q
2−k
(t0,x0)
≤ [u− pk]
x
α;Q
2−k
(t0,x0)
+ [pk − q · x]
x
α;Q
2−k
(t0,x0)
≤ C2−k(1−α)
∞∑
j=k
2−j(σ−1)bj ≤ C2
−k(σ−α), (2.15)
which implies that
‖u(t0, ·)− u(t0, x0)− q · (x − x0)‖L∞(B2−k (x0)) ≤ C2
−k
∞∑
j=k
2−j(σ−1)bj ≤ C2
−kσ,
and thus q = ∇u(t0, x0). It then follows from (2.15) that
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Q
[u− p0]
x
α;Q
2−k
(t0,x0)
≤ C
∞∑
k=0
2k(σ−1)
∞∑
j=k
2−j(σ−1)bj
= C
∞∑
j=0
2−j(σ−1)bj
j∑
k=0
2k(σ−1) ≤ C
∞∑
j=0
bj .
This completes the proof of (2.12). 
The last lemma in this section is for the case when σ ∈ [1, 2).
Lemma 2.4. Let α ∈ (0, 1), σ ∈ [1, 2), and R > 0 be constants. Let p0 = p0(t, x) be the first-order
Taylor’s expansion of u(R) at the origin and u˜ = u− p0. Then for any integer j ≥ 0, we have
sup
(t,x),(t′,x′)∈(−Rσ ,0)×B2jR
(t,x) 6=(t′,x′), 0≤|x−x′|<2R
|u˜(t, x) − u˜(t′, x′)|
|x− x′|α + |t− t′|α/σ
≤ C inf
p∈P1
[u− p]α/σ,α;(−Rσ ,0)×B2jR , (2.16)
where C > 0 is a constant depending only on d, α, and σ.
Proof. It is easily seen that u˜ is invariant up to a constant if we replace u by u− p for any p ∈ P1.
Thus to show (2.16), we only bound the left-hand side of (2.16) by
C[u]α/σ,α;(−Rσ,0)×B2jR .
Since u˜ = u − p0, it suffices to observe that for any two distinct (t, x), (t
′, x′) ∈ (−Rσ, 0) × B2jR
such that 0 ≤ |x− x′| < 2R,
|p0(t, x)− p0(t
′, x′)|
≤ |x− x′||Du(R)(0, 0)|+ |t− t′||∂tu
(R)(0, 0)|
≤ C|x− x′|Rα−1[u]xα;QR + C|t− t
′|Rσ(α/σ−1)[u]tα/σ;QR
≤ C
(
|x− x′|α + |t− t′|α/σ
)
[u]α/σ,α;QR .
The lemma is proved. 
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3. Dini estimates for nonlocal nonlinear parabolic equations
The following proposition is a further refinement of [10, Corollary 4.6].
Proposition 3.1. Let σ ∈ (0, 2) and 0 < λ ≤ Λ. Assume that for any β ∈ A,Kβ only depends
on y. There is a constant αˆ depending on d, σ, λ, and Λ (uniformly as σ → 2−) so that the
following holds. Let α ∈ (0, αˆ) such that σ + α is not an integer. Suppose u ∈ C1+α/σ,σ+α(Q1) ∩
Cα/σ,α((−1, 0)× Rd) is a solution of
∂tu = inf
β∈A
(Lβu+ fβ) in Q1.
Then,
[u]1+α/σ,α+σ;Q1/2 ≤ C
∞∑
j=1
2−jσMj + C sup
β
[fβ]α/σ,α;Q1 ,
where
Mj = sup
(t,x),(t′ ,x′)∈(−1,0)×B
2j
,
(t,x)6=(t′ ,x′), 0≤|x−x′|<2
|u(t, x)− u(t′, x′)|
|x− x′|α + |t− t′|α/σ
,
and C > 0 depends only on d, λ,Λ, α and σ, and is uniformly bounded as σ → 2−.
Proof. This follows from the proof of [10, Corollary 4.6] by observing that in the estimate of
[hβ ]α/σ,α;Q1 , the term [u]α/σ,α;(−1,0)×B2j can be replaced by Mj . Moreover, by replacing u by
u− u(0, 0), we see that
‖u‖α/σ,α;(−1,0)×B2 ≤ C[u]α/σ,α;(−1,0)×B2 .
The lemma is proved. 
In the rest of this section, we consider three cases separately.
3.1. The case σ ∈ (0, 1).
Proposition 3.2. Suppose that (1.1) is satisfied in Q21/σ . Then under the conditions of Theorem
1.1, we have
[u]xσ;Q1/2 + ‖∂tu‖L∞;Q1/2 ≤ C‖u‖α/σ,α + C
∞∑
k=1
ωf (2
−k), (3.1)
where C > 0 is a constant depending only on d, λ, Λ, ωa, and σ.
Proof. For k ∈ N, let v be the solution of{
∂tv = infβ∈A(Lβ(0, 0)v + fβ(0, 0)− ∂tp0) in Q2−k ,
v = u− p0(t) in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
,
where Lβ(0, 0) is the operator with kernel Kβ(0, 0, y), and p0(t) is the Taylor’s expansion of u
(2−k)
in t at the origin. Then by Proposition 3.1 with scaling, we have
[v]1+α/σ,α+σ;Q
2−k−1
≤ C
∞∑
j=1
2(k−j)σMj + C2
kσ[v]α/σ,α;Q
2−k
, (3.2)
where α ∈ (0, αˆ) satisfying σ + α < 1,
Mj = sup
(t,x),(t′,x′)∈(−2−kσ,0)×B
2j−k
,
(t,x) 6=(t′,x′), 0≤|x−x′|<2−k+1
|u˜(t, x)− u˜(t′, x′)|
|x− x′|α + |t− t′|α/σ
,
and u˜ = u− p0.
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Let k0 ≥ 1 be an integer to be specified and p1 = p1(t) be the Taylor’s expansion of v in t at
the origin. By the mean value formula,
‖v − p1‖L∞(Q2−k−k0 ) ≤ 2
−(k+k0)(σ+α)[v]1+α/σ,σ+α;Q
2−k−k0
,
and the interpolation inequality
[v − p1]α/σ,α;Q
2−k−k0
≤ C
(
2(k+k0)α‖v − p1‖L∞(Q2−k−k0 ) + 2
−(k+k0)σ[v − p1]1+α/σ,α+σ;Q
2−k−k0
)
,
we obtain
[v − p1]α/σ,α;Q
2−k−k0
≤ C2−(k+k0)σ[v]1+α/σ,α+σ;Q
2−k−k0
.
From Lemma 2.2, we have
Mj ≤ C inf
p∈Pt
[u− p]α/σ,α;(−2−kσ,0)×B
2j−k
≤ C[u]α/σ,α;(−2−kσ,0)×Rd . (3.3)
These and (3.2) give
[v − p1]α/σ,α;Q
2−k−k0
≤ C2−(k+k0)σ
k∑
j=1
2(k−j)σMj
+ C2−(k+k0)σ[u]α/σ,α;(−2−kσ,0)×Rd + C2
−k0σ[v]α/σ,α;Q
2−k
≤ C2−(k+k0)σ
k∑
j=1
2(k−j)σMj + C2
−(k+k0)σ[u]α/σ,α + C2
−k0σ[v]α/σ,α;Q
2−k
. (3.4)
Next, w := u− p0 − v satisfies
wt −M
+w ≤ Ck in Q2−k ,
wt −M
−w ≥ −Ck in Q2−k ,
w = 0 in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
,
(3.5)
where M+ and M− are the Pucci extremal operators (see, e.g., [10]), and
Ck = sup
β∈A
‖fβ − fβ(0, 0) + (Lβ − Lβ(0, 0))u‖L∞(Q2−k ).
It is easily seen that
Ck ≤ ωf (2
−k) + Cωa(2
−k)
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(σ−α)[u]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
.
Then by the Ho¨lder estimate [10, Lemma 2.5], we have
[w]α/σ,α;Q
2−k
≤ C2−k(σ−α)Ck ≤ C2
−k(σ−α)
·
[
ωf (2
−k) + ωa(2
−k)
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(σ−α)[u]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)]
(3.6)
for some α > 0. This α can be the same as the one in (3.2) since α is always small. By the triangle
inequality and Lemma 2.2 with j = 0
[v]α/σ,α;Q
2−k
≤ [w]α/σ,α;Q
2−k
+ [u− p0]α/σ,α;Q
2−k
≤ [w]α/σ,α;Q
2−k
+ C inf
p∈Pt
[u− p]α/σ,α;Q
2−k
. (3.7)
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Combining (3.4), (3.6), (3.3), and (3.7) yields
2(k+k0)(σ−α)[u− p0 − p1]α/σ,α;Q
2−k−k0
= 2(k+k0)(σ−α)[w + v − p1]α/σ,α;Q
2−k−k0
≤ C2−(k+k0)α
k∑
j=1
2(k−j)σ inf
p∈Pt
[u− p]α/σ,α;(−2−kσ,0)×B
2j−k
+ C2−(k+k0)α[u]α/σ,α + C2
−k0α+k(σ−α) inf
p∈Pt
[u − p]α/σ,α;Q
2−k
+ C2k0(σ−α)ωf (2
−k)
+ C2k0(σ−α)ωa(2
−k)
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(σ−α)[u]xα;Q2−j(t0 ,x0)
+ ‖u‖L∞
)
. (3.8)
Let ℓ0 ≥ 1 be an integer such that
1
2σ
+
∞∑
l=ℓ0+1
1
2lσ
≤ 1.
Denote Qℓ0 = Q1/2 and for l = ℓ0 + 1, ℓ0 + 2, . . ., we denote
Ql := (−
1
2σ
−
l∑
j=ℓ0+1
1
2jσ
, 0]×
{
x : |x| <
1
2
+
l∑
j=ℓ0+1
1
2j
}
.
The choice of ℓ0 will ensure that Q
l ⊂ Q1 for all l ≥ ℓ0, and the definition of Q
l will ensure that
for l ≥ ℓ0, k ≥ l + 1, there holds
Ql +Q2−k(t0, x0) ⊂ Q
l+1 for all (t0, x0) ∈ Q
l.
By translation of the coordinates, from (3.8) we have for any l ≥ ℓ0 and k ≥ l + 1,
2(k+k0)(σ−α) sup
(t0,x0)∈Ql
[u− p0 − p1]α/σ,α;Q
2−k−k0
(t0,x0)
≤ C2−(k+k0)α sup
(t0,x0)∈Ql
k∑
j=0
2(k−j)σ inf
p∈Pt
[u− p]α/σ,α;(t0−2−kσ,t0)×B2j−k (x0) + C2
−(k+k0)α[u]α/σ,α
+ C2k0(σ−α)
[
ωf (2
−k) + ωa(2
−k)
·
(
sup
(t0,x0)∈Ql+1
∞∑
j=0
2j(σ−α) inf
p∈Pt
[u− p]α/σ,α;Q
2−j
(t0,x0) + ‖u‖L∞
)]
. (3.9)
Then we take the sum (3.9) in k = l + 1, l+ 2, . . . to obtain
∞∑
k=l+1
2(k+k0)(σ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q
2−k−k0
(t0,x0)
≤ C
∞∑
k=l+1
2−(k+k0)α sup
(t0,x0)∈Ql
k∑
j=0
2(k−j)σ inf
p∈Pt
[u− p]α/σ,α;(t0−2−kσ,t0)×B2j−k (x0)
+ C2−(l+k0)α[u]α/σ,α + C2
k0(σ−α)
∞∑
k=l+1
ωf (2
−k)
+ C2k0(σ−α) ·
∞∑
k=l+1
ωa(2
−k)
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈Pt
[u− p]α/σ,α;Q
2−j
(t0,x0) + ‖u‖L∞
)
.
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By switching the order of summations and then replacing k by k+j, the first term on the right-hand
side is bounded by
C2−k0α
∞∑
j=0
2−jσ
∞∑
k=j
2k(σ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;(t0−2−kσ ,t0)×B2j−k (x0)
≤ C2−k0α
∞∑
j=0
2−jα
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;(t0−2−kσ ,t0)×B2−k (x0)
≤ C2−k0α
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(t0,x0).
With the above inequality, we have
∞∑
k=l+1
2(k+k0)(σ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q
2−k−k0
(t0,x0)
≤ C2−k0α
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q2−j (t0,x0)
+ C2−(l+k0)α[u]α/σ,α + C2
k0(σ−α)
∞∑
k=l+1
ωf (2
−k)
+ C2k0(σ−α)
∞∑
k=l+1
ωa(2
−k) ·
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈Pt
[u− p]α/σ,α;Q
2−j
(t0,x0) + ‖u‖L∞
)
.
The bound above together with the obvious inequality
l+k0∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q2−j (t0,x0) ≤ C2
(l+k0)(σ−α)[u]α/σ,α,
implies that
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q2−j (t0,x0)
≤ C2−k0α
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈Pt
[u− p]α/σ,α;Q2−j (t0,x0)
+ C2(l+k0)(σ−α)[u]α/σ,α + C2
k0(σ−α)
∞∑
k=l
ωf (2
−k)
+ C2k0(σ−α)
∞∑
k=l
ωa(2
−k) ·
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈Pt
[u− p]α/σ,α;Q2−j (t0,x0) + ‖u‖L∞
)
.
By first choosing k0 sufficiently large, and then ℓ0 sufficiently large (recalling l ≥ ℓ0), we get
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(t0,x0)
≤
1
4
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(t0,x0) + C2
(l+k0)(σ−α)‖u‖α/σ,α + C
∞∑
k=1
ωf (2
−k).
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Multiplying both sides by 4−l, taking the sum in l, we have
4−l
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(t0,x0) ≤ C‖u‖α/σ,α + C
∞∑
k=1
ωf (2
−k). (3.10)
This, together with Lemma 2.1 (i) and the fact that Qℓ0 = Q1/2, gives (3.1) and the continuity of
∂tu. 
3.2. The case when σ ∈ (1, 2).
Proposition 3.3. Suppose that (1.1) is satisfied in Q2. Then under the conditions of Theorem
1.1, we have for σ ∈ (1, 2)
[u]xσ;Q1/2 + [Du]
t
σ−1
σ ;Q1/2
+ ‖∂tu‖L∞(Q1/2) ≤ C‖u‖α/σ,α + C
∞∑
k=1
ωf(2
−k), (3.11)
where C > 0 is a constant depending only on d, λ, Λ, ωa, ωb, N0, and σ.
Proof. For k ∈ N, let vM be the solution of{
∂tvM = infβ∈A
(
Lβ(0, 0)vM + fβ(0, 0) + bβ(0, 0)Du(0, 0)− ∂tp0
)
in Q2−k
vM = gM in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
,
where M ≥ 2‖u− p0‖L∞(Q2−k ) is a constant to be specified later,
gM = max(min(u− p0,M),−M),
and p0 = p0(t, x) is the first-order Taylor’s expansion of u
(2−k) at the origin. By Proposition 3.1,
we have
[vM ]1+α/σ,α+σ;Q
2−k−1
≤ C
∞∑
j=1
2(k−j)σMj + C2
kσ[vM ]α/σ,α;Q
2−k
,
where α ∈ (0,min{αˆ, (σ − 1)/2, 2− σ}) and
Mj = sup
(t,x),(t′,x′)∈(−2−kσ ,0)×B
2j−k
(t,x) 6=(t′,x′), 0≤|x−x′|<2−k+1
|u(t, x)− p0(t, x)− u(t
′, x′) + p0(t
′, x′)|
|t− t′|α/σ + |x− x′|α
.
From Lemma 2.4 with σ ∈ (1, 2), it follows
Mj ≤ C inf
p∈P1
[u − p]α/σ,α;(−2−kσ,0)×B
2j−k
. (3.12)
In particular, for j > k, we have
Mj ≤ C[u]α/σ,α;(−2−kσ,0)×Rd ,
and thus,
[vM ]1+α/σ,α+σ;Q
2−k−1
≤ C
∞∑
j=1
2(k−j)σMj + C2
kσ[vM ]α/σ,α;Q
2−k
≤ C
k∑
j=1
2(k−j)σMj + C[u]α/σ,α;(−2−kσ,0)×Rd + C2
kσ[vM ]α/σ,α;Q
2−k
. (3.13)
From (3.13), and the mean value formula (recalling α < 2− σ),
‖vM − p1‖L∞(Q2−k−k0 ) ≤ C2
−(k+k0)(σ+α)
k∑
j=1
2(k−j)σMj
+ C2−(k+k0)(σ+α)[u]α/σ,α;(−2−kσ,0)×Rd + C2
−kα−k0(σ+α)[vM ]α/σ,α;Q
2−k
,
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where p1 is the first-order Taylor’s expansion of vM at the origin. The above inequality, (3.13),
and the interpolation inequality imply
[vM − p1]α/σ,α;Q
2−k−k0
≤ C2−(k+k0)σ
k∑
j=1
2(k−j)σMj
+ C2−(k+k0)σ[u]α/σ,α;(−2−kσ,0)×Rd + C2
−k0σ[vM ]α/σ,α;Q
2−k
. (3.14)
Next wM := gM − vM satisfies
∂twM ≤M
+wM + hM + Ck in Q2−k
∂twM ≥M
−wM + hˆM − Ck in Q2−k
wM = 0 in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
,
where
hM :=M
+
(
u− p0 − gM
)
, hˆM :=M
−
(
u− p0 − gM
)
.
Here
Ck = sup
β∈A
∥∥fβ − fβ(0, 0) + bβDu− bβ(0, 0)Du(0, 0) + (Lβ − Lβ(0, 0))u∥∥L∞(Q2−k ).
It follows easily that
Ck ≤ ωf (2
−k) + ωb(2
−k)‖Du‖L∞(Q2−k ) + sup
β
‖bβ‖L∞2
−kα[Du]α/σ,α;Q
2−k
+ Cωa(2
−k)
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(σ−α)[u − pt0,x0 ]
x
α;Q2−j (t0,x0)
+ ‖Du‖L∞(Q2−k ) + ‖u‖L∞
)
,
where pt0,x0 = pt0,x0(x) is the first-order Taylor’s expansion of u with respect to x at (t0, x0). From
Lemma 2.3, we obtain
Ck ≤ ωf (2
−k) + ωb(2
−k)‖Du‖L∞(Q2−k ) + sup
β
‖bβ‖L∞2
−kα[Du]α/σ,α;Q
2−k
+ Cωa(2
−k)
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Q2−k
inf
p∈Px
[u− p]xα;Q2−j (t0,x0)
+ ‖Du‖L∞(Q2−k ) + ‖u‖L∞
)
.
By the dominated convergence theorem, it is easy to see that
‖hM‖L∞(Q2−k ), ‖hˆM‖L∞(Q2−k ) → 0 as M →∞.
Thus similar to (3.6), choosing M sufficiently large so that
‖hM‖L∞(Q2−k ), ‖hˆM‖L∞(Q2−k ) ≤ Ck/2,
we have
[wM ]α/σ,α;Q
2−k
≤ C2−k(σ−α)
(
ωf (2
−k) +
(
ωb(2
−k) + ωa(2
−k)
)
‖Du‖L∞(Q2−k ) + 2
−kα[Du]α/σ,α;Q
2−k
+ ωa(2
−k)
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Q2−k
inf
p∈Px
[u− p]xα;Q2−j (t0,x0)
+ ‖u‖L∞
))
. (3.15)
Clearly,
inf
p∈Px
[u− p]xα;Q
2−j
(t0,x0)
≤ inf
p∈P1
[u− p]α/σ,α;Q2−j (t0,x0). (3.16)
From the triangle inequality and Lemma 2.4 with j = 0,
[vM ]α/σ,α;Q
2−k
≤ [wM ]α/σ,α;Q
2−k
+ [u− p0]α/σ,α;Q
2−k
≤ [wM ]α/σ,α;Q
2−k
+ C inf
p∈P1
[u− p]α/σ,α;Q
2−k
.
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We define for all l = 1, 2, · · · , that Ql = Q1−2−l . Combining (3.14), (3.15) with (3.16), and (3.12),
similar to (3.9), we get that for all l ≥ 1 and k ≥ l + 1,
2(k+k0)(σ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α/σ,α;Q
2−(k0+k)
(t0,x0)
≤ C2−(k+k0)α sup
(t0,x0)∈Ql
k∑
j=0
2(k−j)σ inf
p∈P1
[u− p]α/σ,α;(t0−2−kσ,t0)×B2j−k(x0)
+ C2−(k+k0)α[u]α/σ,α + C2
−kα+k0(σ−α)[Du]α/σ,α;Ql+1
+ C2k0(σ−α)
[
ωf (2
−k) +
(
ωb(2
−k) + ωa(2
−k)
)
‖Du‖L∞(Ql+1)
+ ωa(2
−k)
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]α/σ,α;Q2−j (t0,x0) + ‖u‖L∞
)]
. (3.17)
Summing the above inequality in k = l + 1, l+ 2, . . . as before, we obtain
∞∑
k=l+1
2(k+k0)(σ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α/σ,α;Q
2−k−k0
(t0,x0)
≤ C2−k0α
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]α/σ,α;Q2−j (t0,x0)
+ C2−(k0+l)α[u]α/σ,α + C2
k0(σ−α)
∞∑
k=l+1
2−kα[Du]α/σ,α;Ql+1
+ C2k0(σ−α)
∞∑
k=l+1
(
ωf(2
−k) +
(
ωb(2
−k) + ωa(2
−k)
)
‖Du‖L∞(Ql+1)
)
+ C2k0(σ−α)
∞∑
k=l+1
ωa(2
−k)
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
, (3.18)
and
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α/σ,α;Q2−j (t0,x0)
≤ C2(k0+l)(σ−α)[u]α/σ,α + C2
−k0α
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]α/σ,α;Q2−j (t0,x0)
+ C2k0(σ−α)−lα[Du]α/σ,α;Ql+1
+ C2k0(σ−α)
∞∑
k=l+1
(
ωf(2
−k) +
(
ωb(2
−k) + ωa(2
−k)
)
‖Du‖L∞(Ql+1)
)
+ C2k0(σ−α)
∞∑
k=l+1
ωa(2
−k)
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
.
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By choosing k0 and l sufficiently large, and using (2.4) and interpolation inequalities (recalling
that α < (σ − 1)/2), we obtain
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α/σ,α;Q2−j (t0,x0)
≤
1
4
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u − p]α/σ,α;Q2−j (t0,x0) + C2
(k0+l)(σ−α)‖u‖α/σ,α + C
∞∑
k=1
ωf (2
−k).
Therefore,
1
4l
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α/σ,α;Q
2−j
(t0,x0) ≤ C‖u‖α/σ,α + C
∞∑
k=1
ωf (2
−k), (3.19)
which together with Lemma 2.1 (ii) gives (3.11) and the continuity of ∂tu. 
3.3. The case when σ = 1.
Proposition 3.4. Suppose that (1.1) is satisfied in Q2. Then under the conditions of Theorem
1.1,
‖Du‖L∞(Q1/2) + ‖∂tu‖L∞(Q1/2) ≤ C‖u‖α,α + C
∞∑
k=1
ωf (2
−k), (3.20)
where C > 0 is a constant depending only on d, λ, Λ, N0, ωa, and ωb.
Proof. Set b0 = b(0, 0) and we define
uˆ(t, x) = u(t, x− b0t), fˆβ(t, x) = fβ(t, x− b0t), and bˆ(t, x) = b(t, x− b0t).
It is easy to see that in Qδ for some δ > 0,
∂tuˆ(t, x) = ∂tu(t, x− b0t)− b0∇u(t, x− b0t),
and for (t, x) ∈ Q2−k ,
|fˆβ(t, x) − fˆβ(0, 0)| ≤ ωf ((1 +N0)2
−k),
|bˆ− b0| ≤ ωb((1 +N0)2
−k).
It follows immediately that
uˆt = inf
β
(Lˆβ uˆ+ fˆβ + (bˆ− b0)∇uˆ), (3.21)
where Lˆ is the operator with kernel a(t, x− b0t, y)|y|
−d−σ. Furthermore,
‖Du‖L∞ + ‖∂tu‖L∞ ≤ (1 +N0)
(
‖Duˆ‖L∞ + ‖∂tuˆ‖L∞
)
.
Therefore, it is sufficient to bound uˆ. In the rest of the proof, we estimate the solution to (3.21)
and abuse the notation to use u instead of uˆ for simplicity. By scaling, translation and covering
arguments, we also assume u satisfies the equation in Q2.
The proof is similar to the case σ ∈ (1, 2) and we indeed proceed as in the previous case. Take
p0 to be the first-order Taylor’s expansion of u
(2−k) at the origin. We also assume that the solution
v to the following equation{
∂tv = infβ∈A(Lβ(0, 0)v + fβ(0, 0)− ∂tp0) in Q2−k
v = u− p0 in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} × B2−k
)
,
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exists without carrying out another approximation argument. By Proposition 3.1 and Lemma 2.4
with σ = 1,
[v]1+α,1+α;Q
2−k−1
≤ C
∞∑
j=1
2k−jMj + C2
k[v]α,α;Q
2−k
≤ C
∞∑
j=1
2k−j inf
p∈P1
[u− p]α,α;(−2−k,0)×B
2j−k
+ C2k[v]α,α;Q
2−k
≤ C
k∑
j=1
2k−j inf
p∈P1
[u− p]α,α;(−2−k,0)×B
2j−k
+ C[u]α,α + C2
k[v]α,α;Q
2−k
. (3.22)
From (3.22) and the interpolation inequality, we obtain
[v − p1]α,α;Q
2−k−k0
≤ C2−(k+k0)
k∑
j=1
2k−j inf
p∈P1
[u− p]α,α;(−2−k,0)×B
2j−k
+ C2−k0 [v]α,α;Q
2−k
+ C2−(k+k0)[u]α,α, (3.23)
where p1 is the first-order Taylor’s expansion of v at the origin. Next w := u − p0 − v satisfies
(3.5), where by the cancellation property,
Ck ≤ωf((1 +N0)2
−k) + ωb((1 +N0)2
−k)‖Du‖L∞(Q2−k ) + Cωa((1 +N0)2
−k)
·
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(1−α) inf
p∈Px
[u− p]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
.
Clearly, for any r ≥ 0,
ω•((1 +N0)r) ≤ (2 +N0)ω•(r).
Therefore, similar to (3.6), we have
[w]α,α;Q
2−k
≤ C2−k(1−α)
(
ωf (2
−k) + ωb(2
−k)‖Du‖L∞(Q2−k )
+ ωa(2
−k)
( ∞∑
j=0
2j(1−α) sup
(t0,x0)∈Q2−k
inf
p∈Px
[u− p]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
. (3.24)
From (2.16) and the triangle inequality,
[v]α,α;Q
2−k
≤ [w]α,α;Q
2−k
+ [u− p0]α,α;Q
2−k
≤ [w]α,α;Q
2−k
+ C inf
p∈P1
[u− p]α,α;Q
2−k
.
For all l = 1, 2, · · · , we define Ql = Q1−2−l . Similar to (3.9), by combining (3.23) and (3.24),
shifting the coordinates, and using the above inequality, we obtain for all l ≥ 1 and k ≥ l + 1,
2(k+k0)(1−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u − p]α,α;Q
2−k−k0 (t0,x0)
≤ C2−(k+k0)α sup
(t0,x0)∈Ql
k∑
j=0
2k−j inf
p∈P1
[u− p]α,α;(t0−2−k,t0)×B2j−k (x0)
+ C2k0(1−α)
[
ωf(2
−k) + ωb(2
−k)‖Du‖L∞(Ql+1)
+ ωa(2
−k)
( ∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈Px
[u− p]xα,Q2−j (t0,x0)
+ ‖u‖L∞
)]
+ C2−(k+k0)α[u]α,α,
(3.25)
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which by summing in k = l + 1, l+ 2, . . ., implies that
∞∑
k=l+1
2(k+k0)(1−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α,α;Q
2−k−k0
(t0,x0)
≤ C2−k0α
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]α,α;Q2−j (t0,x0)
+ C2−(k0+l)α[u]α,α + C2
k0(1−α)
∞∑
k=l+1
ωf (2
−k)
+ C2k0(1−α)
∞∑
k=l+1
[
ωb(2
−k)‖Du‖L∞(Ql+1) + ωa(2
−k)
·
( ∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈Px
[u− p]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)]
,
where for the first term on the right-hand side, we replaced j by k − j, switched the order of the
summation, and bounded it by
∞∑
k=0
2−(k+k0)α
k∑
j=0
2j sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]α,α;Q2−j (t0,x0)
= 2−k0α
∞∑
j=0
2j sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]α,α;Q2−j (t0,x0)
∞∑
k=j
2−kα
≤ C2−k0α
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]α,α;Q2−j (t0,x0).
Therefore,
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α,α;Q2−j (t0,x0)
≤ C2−k0α
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]α,α;Q2−j (t0,x0)
+ C2(l+k0)(1−α)[u]α,α + C2
k0(1−α)
∞∑
k=l+1
ωf (2
−k)
+ C2k0(1−α)
∞∑
k=l+1
ωb(2
−k)‖Du‖L∞(Ql+1) + C2
k0(1−α)
∞∑
k=l+1
ωa(2
−k)
·
( ∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]α,α;Q2−j (t0,x0) + ‖u‖L∞
)
.
(3.26)
Then we choose k0 and l sufficiently large, and apply Lemma 2.1 (iii) to obtain
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α,α;Q2−j (t0,x0)
≤
1
4
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P1
[u− p]α,α;Q
2−j
(t0,x0) + C2
(l+k0)(1−α)‖u‖α/σ,α + C
∞∑
k=1
ωf (2
−k),
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and thus,
1
4l
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α,α;Q2−j (t0,x0) ≤ C‖u‖α/σ,α + C
∞∑
k=1
ωf(2
−k), (3.27)
from which (3.20) follows. The proposition is proved. 
3.4. Proof of Theorem 1.1. We use the localization argument to prove Theorem 1.1.
Proof of Theorem 1.1. Without loss of generality, we assume the equation holds in Q3. We divide
the proof into three steps.
Step 1. For k = 1, 2, . . ., denote Qk := Q1−2−k . Let ηk ∈ C
∞
0 (Q̂
k+3) be a sequence of nonnega-
tive smooth cutoff functions satisfying ηk ≡ 1 in Q
k+2, |ηk| ≤ 1 in Q
k+3, ‖∂jtD
iηk‖L∞ ≤ C2
k(i+j)
for each i, j ≥ 0. Set vk := uηk ∈ C
1,σ+ and notice that in Qk+1,
∂tvk = ηk∂tu+ ∂tηku = inf
β∈A
(ηkLβu+ ηkbβDu+ ηkfβ + ∂tηku)
= inf
β∈A
(Lβvk + bβDvk − bβuDηk + hkβ + ηkfβ + ∂tηku),
where
hkβ = ηkLβu− Lβvk =
∫
Rd
ξk(t, x, y)aβ(t, x, y)
|y|d+σ
dy,
and
ξk(t, x, y) = u(t, x+ y)(ηk(t, x+ y)− ηk(t, x))− y ·Dηk(t, x)u(t, x)(χσ=1χB1 + χσ>1)
= u(t, x+ y)(ηk(t, x+ y)− ηk(t, x)) since Dηk ≡ 0 in Q
k+1.
We will apply Proposition 3.3 to the equation of vk in Q
k+1 and obtain corresponding estimates
for vk in Q
k.
Obviously, in Qk+1 we have ηkfβ ≡ fβ , bβuDηk ≡ 0, and ∂tηku ≡ 0. Thus, we only need to
estimate the modulus of continuity of hkβ in Q
k+1.
Step 2. For (t, x) ∈ Qk+1 and |y| ≤ 2−k−3, we have
ξk(t, x, y) = 0.
Also,
|ξk(t, x, y)| = |u(t, x+ y)(ηk(t, x+ y)− ηk(t, x))|
≤
{
2ωu(|y|) + 2|u(t, x)| when |y| ≥ 1,
C2k|u(t, x+ y)||y| when 2−k−3 < |y| < 1.
For (t, x), (t′, x′) ∈ Qk+1, by the triangle inequality,
|hkβ(t, x) − hkβ(t
′, x′)|
≤
∫
Rd
|(ξk(t, x, y)− ξk(t
′, x′, y))aβ(t, x, y)|
|y|d+σ
+
|ξk(t
′, x′, y)(aβ(t, x, y)− aβ(t
′, x′, y))|
|y|d+σ
dy := I + II. (3.28)
By the estimates of |ξk(t, x, y)| above, we have
II ≤ C
(
2k(σ+1)‖u‖L∞(Q2) +
∞∑
j=0
2−jσωu(2
j)
)
ωa(max{|x− x
′|, |t− t′|1/σ}), (3.29)
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where C depends on d, σ, and Λ. For I, by the fundamental theorem of calculus,
ξk(t, x, y)− ξk(t
′, x′, y) = y ·
∫ 1
0
(
u(t, x+ y)Dηk(t, x+ sy)− u(t
′, x′ + y)Dηk(t
′, x′ + sy)
)
ds.
When 2−k−3 ≤ |y| < 2, similar to the estimate of ξk(t, x, y), it follows that
|ξk(t, x, y)− ξk(t
′, x′, y)| ≤ C|y|
(
2kωu(max{|x− x
′|, |t− t′|1/σ})
+ 22k‖u‖L∞(Q3)(|x− x
′|+ |t− t′|)
)
. (3.30)
When |y| ≥ 2, we have
|ξk(t, x, y)− ξk(t
′, x′, y)| = |u(t, x+ y)− u(t′, x′ + y)| ≤ ωu(max{|x− x
′|, |t− t′|1/σ}),
which implies
I ≤ C2k(σ+1)ωu(max{|x− x
′|, |t− t′|1/σ}) + 2k(σ+2)‖u‖L∞(Q3)(|x− x
′|+ |t− t′|)
)
.
Therefore,
|hkβ(t, x)− hkβ(t
′, x′)| ≤ ωh(max{|x− x
′|, |t− t′|1/σ}),
where
ωh(r) := C
(
2k(σ+1)‖u‖L∞(Q3) +
∞∑
j=0
2−jσωu(2
j)
)
ωa(r)
+ C2k(σ+1)ωu(r) + C2
k(σ+2)‖u‖L∞(Q3)(r + r
σ) (3.31)
is a Dini function.
Step 3. In this last step, we only present the detailed proof for σ ∈ (1, 2). We omit the details
for the proof of the case σ ∈ (0, 1], since it is almost the same as and actually even simpler than
the case σ ∈ (1, 2). We apply Proposition 3.3, together with a scaling and covering argument, to
vk to obtain
‖∂tvk‖L∞(Qk) + [vk]
x
σ;Qk + [Dvk]
t
σ−1
σ ;Q
k
≤ C2kσ‖vk‖L∞ + C2
k(σ−α)[vk]α/σ,α + C
∞∑
j=1
(
ωh(2
−j) + ωf (2
−j)
)
≤ C2k(σ+2)‖u‖L∞(Q3) + C02
k(σ−α)[u]α/σ,α;Qk+3 + C
∞∑
j=0
2−jσωu(2
j)
+ C
∞∑
j=0
(
2k(σ+1)ωu(2
−j) + ωf (2
−j)
)
,
where C and C0 depend on d, λ, Λ, σ, N0, ωb, and ωa, but independent of k. Since ηk ≡ 1 in Q
k,
it follows that
‖∂tu‖L∞(Qk) + [u]
x
σ;Qk + [Du]
t
σ−1
σ ;Q
k
≤ C2k(σ+2)‖u‖L∞(Q3) + C02
k(σ−α)[u]α/σ,α;Qk+3 + C
∞∑
j=0
2−jσωu(2
j)
+ C
∞∑
j=0
(
2k(σ+1)ωu(2
−j) + ωf (2
−j)
)
. (3.32)
By the interpolation inequality, for any ε ∈ (0, 1),
[u]α/σ,α;Qk+3 ≤ ε(‖∂tu‖L∞(Qk+3) + [u]
x
σ;Qk+3) + Cε
− ασ−α ‖u‖L∞(Q3). (3.33)
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Recall that α ≤ σ−12 and thus,
α
σ − α
≤
σ − 1
σ + 1
< 1/2.
Combining (3.32) and (3.33) with ε = C−10 2
−3k−16, we obtain
‖∂tu‖L∞(Qk) + [u]
x
σ;Qk + [Du]
t
σ−1
σ ;Q
k
≤ 2−16([u]xσ;Qk+3 + ‖∂tu‖L∞(Qk+3) + [Du]
t
σ−1
σ ;Q
k+3)
+ C24k‖u‖L∞(Q3) + C
∞∑
j=0
2−jσωu(2
j) + C
∞∑
j=0
(
2k(σ+1)ωu(2
−j) + ωf (2
−j)
)
.
Then we multiply 2−5k to both sides of the above inequality and get
2−5k(‖∂tu‖L∞(Qk) + [u]
x
σ;Qk + [Du]
t
σ−1
σ ;Q
k)
≤ 2−5(k+3)−1(‖∂tu‖L∞(Qk+3) + [u]
x
σ;Qk+3 + [Du]
t
σ−1
σ ;Q
k+3)
+ C2−k‖u‖L∞(Q3) + C2
−2k
∞∑
j=0
(
2−jσωu(2
j) + ωu(2
−j) + ωf(2
−j)
)
.
We sum up the both sides of the above inequality and obtain
∞∑
k=1
2−5k(‖∂tu‖L∞(Qk) + [u]
x
σ;Qk + [Du]
t
σ−1
σ ;Q
k)
≤
1
2
∞∑
k=4
2−5k(‖∂tu‖L∞(Qk) + [u]
x
σ;Qk + [Du]
t
σ−1
σ ;Q
k)
+ C‖u‖L∞(Q3) + C
∞∑
j=0
(
2−jσωu(2
j) + ωu(2
−j) + ωf (2
−j)
)
,
which further implies that
∞∑
k=1
2−5k(‖∂tu‖L∞(Qk) + [u]
x
σ;Qk + [Du]
t
σ−1
σ ;Q
k)
≤ C‖u‖L∞(Q3) + C
∞∑
j=0
(
2−jσωu(2
j) + ωu(2
−j) + ωf (2
−j)
)
,
where C depends on d, λ, Λ, σ, ωb, N0, and ωa. By applying this estimate to u−u(0, 0), we obtain
‖∂tu‖L∞(Q4) + [u]
x
σ;Q4 + [Du]
t
σ−1
σ ;Q
4 ≤ C
∞∑
j=0
(
2−jσωu(2
j) + ωu(2
−j) + ωf(2
−j)
)
. (3.34)
This proves (1.4).
Finally, since ‖v1‖α/σ,α is bounded by the right-hand side of (3.34), from (3.19), we see that
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[v1 − p]α/σ,α;Q
2−j
(t0,x0) ≤ C
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for some large l. This and (3.18) with u replaced by v1 and fβ replaced by h1β + η1fβ + ∂tη1u−
bβuDη1 give
∞∑
j=k1+1
2(j+k0)(σ−α) sup
(t0,x0)∈Qk1
inf
p∈P1
[v1 − p]α/σ,α;Q
2−j−k0
(t0,x0)
≤ C2−k0α + C2k0(σ−α)
∞∑
j=k1
(
ωf (2
−j) + ωa(2
−j) + ωu(2
−j) + ωb(2
−j) + 2−jα
)
.
Here we also used (3.31) with k = 1. Therefore, for any small ε > 0, we can find k0 sufficiently
large then k1 sufficiently large, depending only on C, σ, N0, α, ωf , ωa, ωf , ωb, and ωu, such that
∞∑
j=k1+1
2(j+k0)(σ−α) sup
(t0,x0)∈Qk1
inf
p∈P1
[v1 − p]α/σ,α;Q
2−j−k0
(t0,x0) < ε,
which, together with the fact that v1 = u in Q1/2 and the proof of Lemma 2.1 (ii), indicates that
sup
(t0,x0)∈Q1/2
(
[u]xσ;Qr(t0,x0) + [Du]
t
σ−1
σ ;Qr(t0,x0)
)
→ 0 as r → 0
with a decay rate depending only on d, λ, N0, Λ, ωa, ωf , ωb, ωu, and σ. Hence, the proof of the
case when σ ∈ (1, 2) is completed. 
4. Schauder estimates for equations with drifts
In this section, we are going to prove Theorems 1.3 and 1.4. Here, the main difference from the
theorems in [10] is that our equation may have a drift, especially for σ = 1.
We first prove a weaker version of Theorem 1.3.
Proposition 4.1. Suppose that (1.1) is satisfied in Q2. Then under the conditions of Theorem 1.3,
for any γ ∈ (0,min{αˆ, 2−σ}) with αˆ being the one in Proposition 3.1, and any α ∈ (γ,min{αˆ, 2−
σ}), we have
[u]1+γ/σ,σ+γ;Q1/2 ≤ C(‖u‖α/σ,α + Cf ),
where C > 0 is a constant depending only on d, γ, α, σ, λ, Λ, N0, and Cb.
Proof. The proof is very similar to that of Propositions 3.2, 3.3, and 3.4. We fix an α ∈ (γ, αˆ).
Case 1: σ ∈ (0, 1). We start from (3.9). Let Ql and ℓ0 be as in the proof of Proposition 3.2.
Multiplying 2(k+k0)γ to both sides of (3.9) and making use of the Ho¨lder continuity of a and f , we
have for all l ≥ ℓ0 and k ≥ l + 1,
2(k+k0)(σ+γ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q
2−k−k0
(t0,x0)
≤ C2(k+k0)(γ−α) sup
(t0,x0)∈Ql
k∑
j=0
2(k−j)σ inf
p∈Pt
[u− p]α/σ,α;(t0−2−kσ,t0)×B2j−k (x0)
+ C2(k+k0)(γ−α)[u]α/σ,α + C2
k0(σ+γ−α)
[
Cf+
sup
(t0,x0)∈Ql+1
∞∑
j=0
2j(σ−α) inf
p∈Pt
[u− p]α/σ,α;Q
2−j
(t0,x0) + ‖u‖L∞
]
.
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Taking the supremum in k ≥ ℓ0 + 1 and using the fact that γ < α, we have
sup
k≥ℓ0+k0+1
2k(σ+γ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(t0,x0)
≤ C2k0(γ−α) sup
k≥0
2k(σ+γ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(x0)
+ C2(ℓ0+k0+1)(γ−α)[u]α/σ,α + C2
k0(σ+γ−α)
[
Cf+
sup
(t0,x0)∈Ql+1
∞∑
j=0
2j(σ−α) inf
p∈Pt
[u− p]α/σ,α;Q2−j (t0,x0) + ‖u‖L∞
]
.
By taking k0 large, l = ℓ0, using (3.10), and noticing that
sup
0≤k≤ℓ0+k0
2k(σ+γ−α) sup
(t0,x0)∈Ql
inf
p∈Pt
[u− p]α/σ,α;Q
2−k(t0 ,x0)
≤ C2(ℓ0+k0)(σ+γ−α)[u]α/σ,α,
we have
sup
k≥0
2k(σ+γ−α) sup
(t0,x0)∈Q1/2
inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(t0,x0) ≤ C
[
Cf + ‖u‖α/σ,α
]
.
Since
[u]1+γ/σ,σ+γ;Q1/2 ≤ C sup
k≥0
2k(σ+γ−α) sup
(t0,x0)∈Q1/2
inf
p∈Pt
[u− p]α/σ,α;Q
2−k
(t0,x0) + C[u]α/σ,α,
we obtain
[u]1+γ/σ,σ+γ;Q1/2 ≤ C(‖u‖α/σ,α + Cf ).
Case 2: σ ∈ (1, 2). We start from (3.17). Let Ql be as in the proof of Proposition 3.3.
Multiplying 2(k+k0)γ to both sides of (3.17) and making use of the Ho¨lder continuity of a, b, and
f , we have for all l ≥ 1 and k ≥ l+ 1,
2(k+k0)(σ+γ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α/σ,α;Q
2−k−k0
(t0,x0)
≤ C2(k+k0)(γ−α) sup
(t0,x0)∈Ql
k∑
j=0
2(k−j)σ inf
p∈P1
[u− p]α/σ,α;(t0−2−kσ,t0)×B2j−k (x0)
+ C2(k+k0)(γ−α)[u]α/σ,α + C2
(k+k0)(γ−α)+k0σ[Du]α/σ,α;Ql+1 + C2
k0(σ+γ−α)
[
Cf+
‖Du‖L∞(Ql+1) + sup
(t0,x0)∈Ql+1
∞∑
j=0
2j(σ−α) inf
p∈P1
[u− p]α/σ,α;Q2−j (t0,x0) + ‖u‖L∞
]
.
Note that this αˆ can be chosen very small, at least strictly smaller than σ−1. Taking the supremum
in k ≥ 2 and using the fact that γ < α, we have
sup
k≥k0+2
2k(σ+γ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α/σ,α;Q
2−k
(t0,x0)
≤ C2k0(γ−α) sup
k≥0
2k(σ+γ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α/σ,α;Q
2−k
(x0)
+ C2(k0+2)(γ−α)[u]α/σ,α + C2
(2+k0)(γ−α)+k0σ[Du]α/σ,α;Ql+1 + C2
k0(σ+γ−α)
[
Cf+
‖Du‖L∞(Ql+1) + sup
(t0,x0)∈Ql+1
∞∑
j=0
2j(σ−α) inf
p∈P1
[u− p]α/σ,α;Q
2−j
(t0,x0) + ‖u‖L∞
]
.
By taking k0 large, l = 1, using (3.19) and (2.4), and noticing that
sup
0≤k≤1+k0
2k(σ+γ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α/σ,α;Q
2−k(t0,x0)
≤ C2(1+k0)(σ+γ−α)[u]α/σ,α,
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we have
sup
k≥0
2k(σ+γ−α) sup
(t0,x0)∈Q1/2
inf
p∈P1
[u− p]α/σ,α;Q
2−k
(t0,x0) ≤ C
[
Cf + ‖u‖α/σ,α
]
.
Since
[u]1+γ/σ,σ+γ;Q1/2 ≤ C sup
k≥0
2k(σ+γ−α) sup
(t0,x0)∈Q1/2
inf
p∈P1
[u− p]α/σ,α;Q
2−k
(t0,x0) + C[u]α/σ,α,
we obtain
[u]1+γ/σ,σ+γ;Q1/2 ≤ C(‖u‖α/σ,α + Cf ).
Case 3: σ = 1. We start from (3.25). Multiplying 2(k+k0)γ to both sides of (3.25) and making
use of the Ho¨lder continuity of a, b, f , we have for all l ≥ 1 and k ≥ l+ 1,
2(k+k0)(1+γ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α,α;Q
2−k−k0 (t0,x0)
≤ C2(k+k0)(γ−α) sup
(t0,x0)∈Ql
k∑
j=0
2k−j inf
p∈P1
[u− p]α,α;(t0−2−k,t0)×B2j−k (x0)
+ C2k0(1+γ−α)
[
Cf + ‖Du‖L∞(Ql+1)
+
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈Px
[u− p]xα,Q2−j (t0,x0)
+ ‖u‖L∞
]
+ C2(k+k0)(γ−α)[u]α,α.
Taking the supremum in k ≥ 2 and using the fact that γ < α, we have
sup
k≥k0+2
2k(1+γ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α,α;Q
2−k(t0,x0)
≤ C2(k0−1)(γ−α) sup
k≥0
2k(1+γ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α,α;Q
2−k(t0 ,x0)
+ C2k0(1+γ−α)
[
Cf + ‖Du‖L∞(Ql+1)
+
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈Px
[u− p]xα,Q2−j (t0,x0)
+ ‖u‖L∞
]
+ C2k0(γ−α)[u]α,α.
By taking k0 large, l = 1, using (3.27), and noticing that
sup
0≤k≤k0+1
2k(1+γ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α,α;Q
2−k(t0,x0)
≤ C2k0(1+γ−α)[u]α,α,
we have
sup
k≥0
2k(1+γ−α) sup
(t0,x0)∈Ql
inf
p∈P1
[u− p]α,α;Q
2−k(t0,x0)
≤ C
[
Cf + ‖u‖α,α
]
.
Since
[Du]γ,γ;Q1/2 + [∂tu]γ,γ;Q1/2 ≤ C sup
k≥0
2k(1+γ−α) sup
(t0,x0)∈Q1/2
inf
p∈P1
[u− p]α,α;Q
2−k(t0,x0)
+ C[u]α,α,
we obtain
[Du]γ,γ;Q1/2 + [∂tu]γ,γ;Q1/2 ≤ C
[
Cf + ‖u‖α,α
]
.
The proposition is proved. 
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Proof of Theorem 1.3. The proof is the same as that of Theorem 1.1 using localizations. We sketch
the proof here. We use the same notation as in the proof of Theorem 1.1. Without loss of generality,
we assume the equation (1.1) holds in Q3.
Let ηk ∈ C
∞
0 (Q̂
k+3) be a sequence of nonnegative smooth cutoff functions satisfying η ≡ 1 in
Qk+2, |η| ≤ 1 in Qk+3, ‖∂jtD
iηk‖L∞ ≤ C2
k(i+j) for each i, j ≥ 0. Set vk := uηk ∈ C
1+γ/σ,σ+γ and
notice that in Q1,
∂tvk = inf
β∈A
(Lβvk + bβDvk − bβuDηk + hkβ + ηkfβ + ∂tηku),
where
hkβ(t, x) =
∫
Rd
ξk(t, x, y)aβ(t, x, y)
|y|d+1
dy,
and
ξk(t, x, y) := u(t, x+ y)(ηk(t, x + y)− ηk(t, x)) − u(t, x)y ·Dηk(t, x)(χσ=1χB1 + χσ>1)
= u(t, x+ y)(ηk(t, x+ y)− ηk(t, x)) since Dηk ≡ 0 in Q
k+1.
We will apply Proposition 4.1 to the equation of vk in Q
k+1 and obtain corresponding estimates
for vk in Q
k.
Obviously, in Qk+1 we have ηkfβ ≡ fβ, buDηk ≡ 0, and ∂tηku ≡ 0. Thus, we only need to
estimate the modulus of continuity of hkβ in Q
k+1. Since
ξk(t, x, y) := u(t, x+ y)(ηk(t, x+ y)− ηk(t, x)),
which is the same as in the Theorem 1.1, we also have (3.31) here. Therefore,
[hkβ ]γ/σ,γ;Qk+1
≤ C
(
2k(σ+1)k‖u‖L∞(Q3) +
∞∑
j=0
2−jσωu(2
j)
)
+ C2k(σ+1)[u]γ/σ,γ + C2
k(σ+2)‖u‖L∞(Q3).
The rest is almost the same as (actually much simpler than) the proof of Theorem 1.1, by using
Proposition 4.1 (recalling γ < α), and we omit the details. 
In the following, we prove Theorem 1.4 using Theorem 1.3 and difference quotients.
Proof of Theorem 1.4. We only provide the proof for σ + γ > 2. We know from Theorem 1.3 that
there exists γ0 such that σ + γ0 < 2 is not an integer, and the theorem holds for 0 < γ ≤ γ0. In
the below we will prove the theorem for all γ ∈ (γ0, σ) using difference quotients.
We suppose the equation (1.7) holds in Q4. We will consider the difference quotients in x first.
For h ∈ (0, 1/4), e ∈ Sd−1, let
uh(t, x) =
u(t, x+ he)− u(t, x)
hγ−γ0
, fh(t, x) =
f(t, x+ he)− f(t, x)
hγ−γ0
,
and
ah(t, x, y) =
a(t, x+ he, y)− a(t, x, y)
hγ−γ0
, bh(t, x) =
b(t, x+ he)− b(t, x)
hγ−γ0
.
Then uh satisfies
∂tu
h(t, x) = Lhu
h + b(t, x+ he)Duh + fh + bhDu+ g in Q1,
where
Lhu =
∫
Rd
δu(t, x, y)a(t, x+ he, y)
|y|d+σ
dy, g =
∫
Rd
δu(t, x, y)ah(t, x, y)
|y|d+σ
dy.
Applying the result for γ = γ0 gives
[uh]1+γ0/σ,σ+γ0;Q3/4 ≤ C‖u
h‖γ0/σ,γ0 + C[f
h + bhDu+ g]γ0/σ,γ0;Q1 .
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It follows from direct calculations that
[g]γ0/σ,γ0;Q1 ≤ C[u]1+γ0/σ,σ+γ0;Q5/4 + C‖u‖γ0/σ,γ0 .
Applying C1+γ0/σ,σ+γ0 estimate as mentioned at the beginning of this proof, we have that
[g]γ0/σ,γ0;Q1 ≤ C‖u‖γ0/σ,γ0 + C[f ]γ0/σ,γ0;Q2 .
Similarly, we have
[bhDu]γ0/σ,γ0;Q1 ≤ C‖Du‖γ0/σ,γ0;Q1 ≤ C‖u‖γ0/σ,γ0 + C[f ]γ0/σ,γ0;Q2 .
Therefore,
[uh]1+γ0/σ,σ+γ0;Q3/4 ≤ C‖u‖γ/σ,γ + C[f ]γ/σ,γ;Q2.
Note that we assumed that σ + γ > 2 and thus, σ > 1. Also 1 < σ + γ0 < 2. Then we have
[(Du)h]xσ+γ0−1;Q3/4 ≤ C‖u‖γ/σ,γ + C[f ]γ/σ,γ;Q2 ,
that is
|Du(t, x+ 2he)− 2Du(t, x+ he) +Du(t, x)|
hσ+γ−1
≤ C‖u‖γ/σ,γ + C[f ]γ/σ,γ;Q2
for all (t, x) ∈ Q1/2 and h ≤ 1/20. Making use of (2.1) and sending j →∞ there, we have
|Du(t, x+ he)−Du(t, x)− hD2u(t, x) · e| ≤ Chσ+γ−1
∞∑
k=1
2−k(σ+γ−2)(‖u‖γ/σ,γ + [f ]γ/σ,γ;Q2)
≤ C(‖u‖γ/σ,γ + [f ]γ/σ,γ;Q2)h
σ+γ−1,
from which we have
[u]xσ+γ;Q1/2 ≤ C‖u‖γ/σ,γ + C[f ]γ/σ,γ;Q2. (4.1)
Similarly, we can use the difference quotients in t. For s ∈ (0, 1/10), let
us(t, x) =
u(t, x)− u(t− s, x)
s
γ−γ0
σ
. (4.2)
By similar arguments, we have
[us]t1+γ0/σ;Q1/2 ≤ C‖u‖γ/σ,γ + C[f ]γ/σ,γ;Q2,
that is
[(ut)
s]tγ0/σ;Q1/2 ≤ C‖u‖γ/σ,γ + C[f ]γ/σ,γ;Q2.
The same arguments in the above (noticing σ > γ) will lead to
[u]t1+γ/σ;Q1/2 ≤ C‖u‖γ/σ,γ + C[f ]γ/σ,γ;Q2.
This estimate, together with (4.1), implies
[u]1+γ/σ,σ+γ;Q1/2 ≤ C‖u‖γ/σ,γ + C[f ]γ/σ,γ;Q2.
We remark that actually the proof of the other situation σ + γ ∈ (0, 1) ∪ (1, 2) is exactly the
same as above. 
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5. Linear parabolic equations with measurable coefficient in t
In this section, we consider the linear equation (1.7), where K, b, and f are Dini continuous in
x but only measurable in the time variable t. We first need a proposition for the case that K does
not depend on x, and b ≡ 0.
Proposition 5.1. Let σ ∈ (0, 2) and 0 < λ ≤ Λ. Assume that K does not depend on x, and b ≡ 0.
Let α ∈ (0, 1) such that σ + α is not an integer. Suppose u ∈ Cσ+αx (Q1) ∩ C
α/σ,α((−2σ, 0)× Rd)
is a solution of (1.7) in Q1. Then,
[u]xα+σ;Q1/2 ≤ C
∞∑
j=1
2−jσMj + C[f ]
x
α;Q1 ,
where
Mj = sup
(t,x),(t,x′)∈(−1,0)×B
2j
,
0<|x−x′|<2
|u(t, x)− u(t, x′)|
|x− x′|α
and C > 0 is a constant depending only on d, σ, λ, Λ, and N0, and is uniformly bounded as
σ → 2−.
Proof. We only prove the case that σ + α > 2 as before. Let η be a cut-off function such that
η ∈ C∞c (Q̂3/4) and η ≡ 1 in Q1/2. Let w(t, x) = u(t, x) − u(t, 0), f˜(t, x) = f(t, x) − f(t, 0) and
v = ηw. Then v satisfies
vt = Lv + h+ ηtw + ηf˜ − ηg(t) in (−2
σ, 0)× Rd,
where
h = ηLw − L(ηw)
=
∫
R
(
(η(t, x)− η(t, x + y))w(t, x + y) + yTDη(t, x)w(t, x)
)
K(t, y) dy
and
g(t) = (Lu)(t, 0).
By Theorem 4 in [26], we have
‖v‖xσ+α ≤ C‖h+ ηtw + ηf˜ − ηg(t)‖
x
α.
From (3.18) in [11] and (3.23) in [11], we have
‖h‖xα ≤ C(‖w‖
x
α;(−1,0)×Rd + [∇w]
x
α;Q15/16
)
≤ C(‖u‖xα;(−1,0)×Rd + [∇u]
x
α;Q15/16
).
It is clear that
‖ηg(t)‖xα ≤ C(‖D
2u‖L∞(Q7/8) + ‖Du‖L∞(Q7/8) + ‖u‖L∞((−1,0)×Rd)),
‖ηf˜‖xα ≤ C[f ]
x
α,Q3/4
.
Therefore, we have
[u]xσ+α;Q1/2 ≤ C(‖D
2u‖L∞(Q7/8) + ‖Du‖L∞(Q7/8) + [∇u]
x
α;Q15/16
+ ‖u‖xα;(−1,0)×Rd + [f ]
x
α;Q3/4
).
The same interpolation arguments of the proof of Theorem 1.1 in [10] lead to
[u]xσ+α;Q1/2 ≤ C(‖u‖
x
α;(−1,0)×Rd + [f ]
x
α;Q3/4
).
Then as in the proof of Proposition 3.1 (see also [10, Corollary 4.6]), applying this estimate to the
equation of v˜ := η˜(u(t, x) − u(t, 0)), where η˜ ∈ C∞0 (Q̂15/16) satisfying η˜ = 1 in Q3/4, we have the
desired estimates for [u]xα+σ;Q1/2 . 
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Proposition 5.2. Suppose that (1.7) is satisfied in Q2. Then under the conditions of Theorem
1.5, we have
[u]xσ;Q1/2 ≤ C‖u‖
x
α + C
∞∑
k=1
ωf(2
−k), (5.1)
where C > 0 is a constant depending only on d, λ, Λ, ωa, ωb, N0 and σ.
Proof. We will consider three cases separately.
Case 1: σ ∈ (0, 1).
For k ∈ N, let v be the solution of{
∂tv = L(t, 0)v + f(t, 0) for x ∈ B2−k , and almost every t ∈ (−2
−σk, 0]
v = u in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
.
(5.2)
We sketch the proof of the existence of such v as follows. Let Kε(t, 0, y) and f ε(t, 0) be the
mollifications of K(t, 0, y) and f(t, 0) in t. Then there exists vε satisfing{
∂tv
ε = Lε(t, 0)vε + f ε(t, 0) in Q2−k ,
vε = u in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
.
(5.3)
Since this equation is uniformly elliptic, we have the global uniform Ho¨lder estimate of vε which is
independent of ε. Thus, there exists a subsequence converging locally uniformly to a global Ho¨lder
continuous function v. On the other hand, by Proposition 5.1, we can reselect a subsequence such
that for almost every time, they converge to v locally uniformly in Cσ+αx (B2−k). Since we have
from (5.3) that for all t ∈ (−2−kσ, 0],{
vε(t, x) = u(−2−kσ, x) +
∫ t
−2−kσ L
ε(τ, 0)vε(τ, x) dτ +
∫ t
−2−kσ f
ε(τ, 0) dτ in Q2−k ,
vε = u in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
,
we can send ε→ 0, using dominated convergence theorem, to obtain{
v(t, x) = u(−2−kσ, x) +
∫ t
−2−kσ
L(τ, 0)v(τ, x) dτ +
∫ t
−2−kσ
f(τ, 0) dτ in Q2−k ,
v = u in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
.
This proves (5.2). Moreover, we have from the estimates of vε in Proposition 5.1 by sending ε→ 0,
that
[v]xα+σ;Q
2−k−1
≤ C
∞∑
j=1
2(k−j)σMj + C2
kσ[v]xα;Q
2−k
, (5.4)
where α ∈ (0, 1) satisfying σ + α < 1 and
Mj = sup
(t,x),(t,x′)∈(−2−kσ,0)×B
2j−k
,
0<|x−x′|<2−k+1
|u(t, x)− u(t, x′)|
|x− x′|α
.
Let k0 ≥ 1 be an integer to be specified. From (5.4), we have
[v]xα;Q
2−k−k0
≤ C2−(k+k0)σ
k∑
j=1
2(k−j)σMj + C2
−(k+k0)σ[u]xα + C2
−k0σ[v]xα;Q
2−k
. (5.5)
Let w := u− v which satisfies{
∂tw = L(t, 0)w + Ck in Q2−k ,
w = 0 in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
,
where
Ck(t, x) = f(t, x)− f(t, 0) + (L(t, x)− L(t, 0))u.
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It is easily seen that
‖Ck‖L∞(Q2−k ) ≤ ωf (2
−k) + Cωa(2
−k)
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(σ−α)[u]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
.
Then by the Ho¨lder estimate [10, Lemma 2.5], we have
[w]α/σ,α;Q
2−k
≤ C2−k(σ−α)Ck
≤ C2−k(σ−α)
[
ωf (2
−k) + ωa(2
−k)
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(σ−α)[u]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)]
. (5.6)
Combining (5.5) and (5.6) yields
2(k+k0)(σ−α)[u]xα;Q
2−k−k0
≤ C2−(k+k0)α
k∑
j=1
2(k−j)σ [u]xα;(−2−kσ,0)×B
2j−k
+ C2−(k+k0)α[u]xα + C2
−k0α+k(σ−α)[u]xα;(−2−kσ ,0)×B
2−k
+ C2k0(σ−α)ωf(2
−k)
+ C2k0(σ−α)ωa(2
−k)
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(σ−α)[u]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
. (5.7)
Let Ql, l = ℓ0, ℓ0+1, · · · be those in the proof of Proposition 3.2. By translation of the coordinates,
from (5.7) we have for l ≥ ℓ0, k ≥ l + 1,
2(k+k0)(σ−α) sup
(t0,x0)∈Ql
[u]xα;Q
2−k−k0
(t0,x0)
≤ C2−(k+k0)α sup
(t0,x0)∈Ql
k∑
j=0
2(k−j)σ[u]xα;(t0−2−kσ ,t0)×B2j−k (x0)
+ C2−(k+k0)α[u]xα
+ C2k0(σ−α)
[
ωf (2
−k) + ωa(2
−k) ·
(
sup
(t0,x0)∈Ql+1
∞∑
j=0
2j(σ−α)[u]xα;Q
2−j
(t0,x0)
+ ‖u‖L∞
)]
. (5.8)
Then we take the sum (5.8) in k = l + 1, l+ 2, . . . to obtain
∞∑
k=l+1
2(k+k0)(σ−α) sup
(t0,x0)∈Ql
[u]xα;Q
2−k−k0
(t0,x0)
≤ C
∞∑
k=l+1
2−(k+k0)α sup
(t0,x0)∈Ql
k∑
j=0
2(k−j)σ [u]xα;(t0−2−kσ,t0)×B2j−k (x0)
+ C2−(l+k0)α[u]xα
+ C2k0(σ−α)
∞∑
k=l+1
ωf (2
−k) + C2k0(σ−α)
·
∞∑
k=l+1
ωa(2
−k)
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
[u]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
.
As before, by switching the order of summations and then replacing k by k + j, the first term on
the right-hand side is bounded by
C2−k0α
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Ql
[u]xα;Q
2−k
(t0,x0)
.
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With the above inequality, we have
∞∑
k=l+1
2(k+k0)(σ−α) sup
(t0,x0)∈Ql
[u]xα;Q
2−k−k0
(t0,x0)
≤ C2−k0α
∞∑
k=0
2k(σ−α) sup
(t0,x0)∈Ql
[u]xα;Q
2−k
(t0,x0)
+ C2−(l+k0)α[u]xα + C2
k0(σ−α)
∞∑
k=l+1
ωf (2
−k) + C2k0(σ−α)
·
∞∑
k=l+1
ωa(2
−k)
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
[u]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
.
The bound above together with the obvious inequality
l+k0∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
[u]xα;Q2−j (t0,x0)
≤ C2(l+k0)(σ−α)[u]xα,
implies that
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
[u]xα;Q2−j (t0,x0)
≤ C2−k0α
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
[u]xα;Q2−j (t0,x0)
+ C2−(l+k0)α[u]xα + C2
(l+k0)(σ−α)[u]xα + C2
k0(σ−α)
∞∑
k=l+1
ωf (2
−k)
+ C2k0(σ−α)
∞∑
k=l+1
ωa(2
−k) ·
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
[u]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
.
By first choosing k0 sufficiently large and then ℓ0 sufficiently large (recalling l ≥ ℓ0), we get
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
[u]xα;Q2−j (t0,x0)
≤
1
4
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
[u]xα;Q2−j (t0,x0)
+ C2(l+k0)(σ−α)‖u‖xα + C
∞∑
k=1
ωf (2
−k).
This implies
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
[u]xα;Q2−j (t0,x0)
≤ C‖u‖xα + C
∞∑
k=1
ωf (2
−k),
which together with Lemma 2.1 (i) gives (5.1).
Case 2: σ ∈ (1, 2).
For k ∈ N, let vM be the solution of{
∂tvM = L(t, 0)vM + f(t, 0) + b(t, 0)Du(t, 0)− ∂tp0 in Q2−k
vM = gM in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
,
where M ≥ 2‖u− p0‖L∞(Q2−k ) is a constant to be specified later,
gM = max(min(u− p0,M),−M),
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and
p0 = p0(t, x) = u
(2−k)(t, 0) + x · (Du(2
−k))(0, 0),
and u(2
−k) is the mollification of u in the x-variable only:
u(R)(t, x) =
∫
Rd
u(t, x−Ry)ζ(y) dy
with ζ ∈ C∞0 (B1) being a radial nonnegative function with unit integral.
Note that [∂tp0]
x
α = 0. By Proposition 5.1, we have
[vM ]
x
α+σ;Q
2−k−1
≤ C
∞∑
j=1
2(k−j)σMj + C2
kσ[vM ]
x
α;Q
2−k
,
where α ∈ (0,min{2− σ, (σ − 1)/2}) and
Mj = sup
(t,x),(t,x′)∈(−2−kσ ,0)×B
2j−k
0<|x−x′|<2−k+1
|u(t, x)− p0(t, x)− u(t, x
′) + p0(t, x
′)|
|x− x′|α
.
From an estimate similar to Lemma 2.4 with σ ∈ (1, 2), it follows that for j > k, we have
Mj ≤ C[u]
x
α;(−2−kσ,0)×Rd ,
and thus,
[vM ]
x
α+σ;Q
2−k−1
≤ C
∞∑
j=1
2(k−j)σMj + C2
kσ [vM ]
x
α;Q
2−k
≤ C
k∑
j=1
2(k−j)σMj + C[u]
x
α;(−2−kσ,0)×Rd + C2
kσ[vM ]
x
α;Q
2−k
. (5.9)
From the equation of vM , we have for h, τ > 0 small, (t, x) ∈ Q2−k−1 and |e| = 1 that
vM (t, x+ he)− vM (t, x)
h
−
vM (t− τ, x+ he)− vM (t− τ, x)
h
=
1
h
∫ 0
−τ
[
(vM )s(t+ s, x+ he)− (vM )s(t+ s, x)
]
ds
=
1
h
∫ 0
−τ
∫
Rd
[
δvM (t+ s, x+ he, y)− δvM (t+ s, x, y)
]
K(t+ s, 0, y) dyds.
Using an argument similar to the proof of Lemma 2.1, and (5.9) we then have
[DvM ](α+σ−1)/σ,α+σ−1;Q
2−k−2
≤ C[vM ]
x
α+σ;Q
2−k−1
+ C
∞∑
j=1
2(k−j)σMj + C2
kσ[vM ]
x
α;Q
2−k
≤ C
k∑
j=1
2(k−j)σMj + C[u]
x
α;(−2−kσ,0)×Rd + C2
kσ[vM ]
x
α;Q
2−k
. (5.10)
Let
p1 = p1(t, x) = vM (t, 0) + x ·DvM (0, 0). (5.11)
The above inequality and (5.9) imply
[vM − p1]α/σ,α;Q
2−k−k0
≤ C2−(k+k0)σ
k∑
j=1
2(k−j)σMj
+ C2−(k+k0)σ[u]xα;(−2−kσ,0)×Rd + C2
−k0σ[vM ]
x
α;Q
2−k
. (5.12)
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Next wM := gM − vM , which equals to u− p0 − vM in Q2−k , satisfies{
∂twM = L(t, 0)wM + hM + Ck in Q2−k
wM = 0 in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
,
where
hM := L(t, 0)
(
u− p0 − gM
)
and
Ck = f − f(t, 0) + bDu− b(t, 0)Du(t, 0) + (L − L(t, 0))u.
It follows easily that
|Ck| ≤ ωf (2
−k) + ωb(2
−k)‖Du‖L∞(Q2−k ) + ‖b‖L∞2
−kα[Du]xα;Q
2−k
+ Cωa(2
−k) sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(σ−α) sup
t∈(t0−2−jσ ,t0)
[u(t, ·)− pt,x0 ]
x
α;B2−j (x0)
+ Cωa(2
−k)
(
‖Du‖L∞(Q2−k ) + ‖u‖L∞
)
,
where pt,x0 = pt,x0(x) is the first-order Taylor’s expansion of u with respect to x at (t, x0). From
Lemma 2.3, we obtain
|Ck| ≤ ωf (2
−k) + ωb(2
−k)‖Du‖L∞(Q2−k ) + ‖b‖L∞2
−kα[Du]xα;Q
2−k
+ Cωa(2
−k) sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(σ−α) sup
t∈(t0−2−jσ ,t0)
inf
p∈Px
[u(t, ·)− p]xα;B2−j (x0)
+ Cωa(2
−k)
(
‖Du‖L∞(Q2−k ) + ‖u‖L∞
)
.
By the dominated convergence theorem, it is easy to see that
‖hM‖L∞(Q2−k ) → 0 as M →∞.
Thus, similar to (3.6), choosing M sufficiently large so that
‖hM‖L∞(Q2−k ) ≤ Ck/2,
we have
[wM ]α/σ,α;Q
2−k
≤ C2−k(σ−α)
(
ωf(2
−k) +
(
ωb(2
−k) + ωa(2
−k)
)
‖Du‖L∞(Q2−k ) + 2
−kα[Du]xα;Q
2−k
+ ωa(2
−k)
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(σ−α) sup
t∈(t0−2−jσ ,t0)
inf
p∈Px
[u(t, ·)− p]xα;B2−j (x0)
+ ‖u‖L∞
))
. (5.13)
Clearly,
sup
t∈(t0−2−jσ ,t0)
inf
p∈Px
[u(t, ·)− p]xα;B2−j (x0)
≤ inf
p∈P˜
[u− p]xα;Q2−j (t0,x0)
. (5.14)
By Lemma 2.4 (more precisely, its proof)
Mj ≤ C inf
p∈P˜
[u− p]xα;Q
2j−k
. (5.15)
From the triangle inequality and Lemma 2.4 with j = 0,
[vM ]
x
α;Q
2−k
≤ [wM ]
x
α;Q
2−k
+ [u− p0]
x
α;Q
2−k
≤ [wM ]
x
α;Q
2−k
+ C inf
p∈P˜
[u− p]xα;Q
2−k
.
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For l = 1, 2, · · · , let Ql = Q1−2−l . Combining (5.12), (5.13), and (5.15), similar to (5.8), we then
get
2(k+k0)(σ−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q
2−(k0+k)
(t0,x0)
≤ 2(k+k0)(σ−α) sup
(t0,x0)∈Ql
[u− p0 − p1]α/σ,α;Q
2−(k0+k)
(t0,x0)
≤ C2−(k+k0)α sup
(t0,x0)∈Ql
k∑
j=1
2(k−j)σ inf
p∈P˜
[u− p]xα;Q
2j−k(t0,x0)
+ C2−(k+k0)α[u]xα + sup
(t0,x0)∈Ql
2−kα+k0(σ−α)[Du]xα;Q
2−k
(t0,x0)
+ C2k0(σ−α)
[
ωf (2
−k) +
(
ωb(2
−k) + ωa(2
−k)
)
‖Du‖L∞(Ql+1)
+ ωa(2
−k)
( ∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u − p]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)]
.
Summing the above inequality in k = l + 1, l+ 2, . . . as before, we obtain
∞∑
k=l+1
2(k+k0)(σ−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q
2−(k0+k)
(t0,x0)
≤ C2−k0α
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα;Q2−j (t0,x0)
+ C2−(k0+l)α[u]xα + C2
k0(σ−α)
∞∑
k=l+1
2−kα sup
(t0,x0)∈Ql
[Du]xα;Q
2−k
(t0,x0)
+ C2k0(σ−α)
[ ∞∑
k=l+1
(
ωf (2
−k) +
(
ωb(2
−k) + ωa(2
−k)
)
‖Du‖L∞(Ql+1)
)
+
∞∑
k=l+1
ωa(2
−k)
(
‖u‖L∞ +
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα;Q2−j (t0,x0)
)]
, (5.16)
and
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q2−j (t0,x0)
≤ C2−k0α
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα;Q2−j (t0,x0)
+ C2k0(σ−α)‖u‖L∞ + C2
(l+k0)(σ−α)[u]xα + C2
k0(σ−α)−lα[Du]xα;Ql+1
+ C2k0(σ−α)
∞∑
k=l+1
(
ωf (2
−k) + (ωb(2
−k) + ωa(2
−k))‖Du‖L∞(Ql+1)
)
+ C2k0(σ−α)
∞∑
k=l+1
ωa(2
−k)
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα;Q2−j (t0,x0)
.
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By choosing k0 and l sufficiently large, and using (2.4) and interpolation inequalities (recalling
that α < (σ − 1)/2), we obtain
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q2−j (t0,x0)
≤
1
4
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα;Q2−j (t0,x0)
+ C2(k0+l)(σ−α)‖u‖xα + C
∞∑
k=1
ωf(2
−k).
Therefore,
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q
2−j
(t0,x0) ≤ C‖u‖
x
α + C
∞∑
k=1
ωf (2
−k), (5.17)
which together with Lemma 2.1 (ii) (actually the proof of it) gives (5.1).
Case 3: σ = 1.
Set B0(t) =
∫ 0
t b(s, 0)ds and we define
uˆ(t, x) = u(t, x+B0(t)), fˆβ(t, x) = fβ(t, x+B0(t)), and bˆ(t, x) = b(t, x+B0(t)).
It is easy to see that in Qδ for some δ > 0,
∂tuˆ(t, x) = (∂tu)(t, x+B0(t))− b(t, 0)∇u(t, x+B0(t))
= Lˆβuˆ+ fˆβ + (bˆ − b(t, 0))∇uˆ, (5.18)
where Lˆ is the operator with kernel a(t, x+B0(t), y)|y|
−d−σ. For (t, x) ∈ Q2−k ,
|fˆβ(t, x) − fˆβ(t, 0)| ≤ ωf (2
−k),
|bˆ− b(t, 0)| ≤ ωb((1 +N0)2
−k).
Furthermore,
‖Du‖L∞ + ‖∂tu‖L∞ ≤ (1 +N0)
(
‖Duˆ‖L∞ + ‖∂tuˆ‖L∞
)
.
Therefore, it is sufficient to bound uˆ. In the rest of the proof, we estimate the solution to (5.18)
and abuse the notation to use u instead of uˆ for simplicity. By scaling, translation and covering
arguments, we also assume u satisfies the equation in Q2.
The proof is similar to the case σ ∈ (1, 2) and we indeed proceed as in the previous case. Let
p0 and u
(2−k) be as in Case 2. We also assume that the solution v to the following equation{
∂tv = Lˆ(t, 0)v + fˆ(t, 0)− ∂tp0 in Q2−k
v = u− p0 in
(
(−2−kσ, 0)×Bc2−k
)
∪
(
{t = −2−kσ} ×B2−k
)
,
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exists without carrying out another approximation argument. By Proposition 5.1 with σ = 1 and
Lemma 2.4 in [11],
[v]x1+α;Q
2−k−1
≤ C
∞∑
j=1
2k−jMj + C2
k[v]α,α;Q
2−k
≤ C
∞∑
j=1
2k−j sup
t∈(−2−kσ,0)
inf
p∈Px
[u(t, ·)− p]xα;B
2j−k
+ C2k[v]xα;Q
2−k
≤ C
k∑
j=1
2k−j sup
t∈(−2−kσ,0)
inf
p∈Px
[u(t, ·)− p]xα;B
2j−k
+ C[u]xα + C2
k[v]xα;Q
2−k
. (5.19)
From (5.19) and using the equation, we obtain
[v − p1]α/σ,α;Q
2−k−k0
≤ C2−(k+k0)
k∑
j=1
2k−j inf
p∈P˜
[u− p]xα;Q
2j−k
+ C2−k0 [v]xα;Q
2−k
+ C2−(k+k0)[u]xα, (5.20)
where p1 is defined as in (5.11). Next w := u− p0 − v satisfies{
∂tw = Lˆ(t, 0)w + Ck in Q2−k
w = 0 in
(
(−2−k, 0)×Bc2−k
)
∪
(
{t = −2−k} ×B2−k
)
,
where by the cancellation property,
Ck = fˆ − fˆ(t, 0) + (bˆ − b(t, 0))∇u+ (Lˆ− Lˆ(t, 0))u,
so that
|Ck| ≤ωf (2
−k) + ωb((1 +N0)2
−k)‖Du‖L∞(Q2−k ) + Cωa((1 +N0)2
−k)
·
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(1−α) sup
t∈(t0−2−jσ ,t0)
inf
p∈Px
[u(t, ·)− p]xα;B2−j (x0)
+ ‖u‖L∞
)
.
Clearly, for any r ≥ 0,
ω•((1 +N0)r) ≤ (2 +N0)ω•(r).
Therefore, similar to (5.13), we have
[w]α,α;Q
2−k
≤ C2−k(1−α)
(
ωf (2
−k) + ωb(2
−k)‖Du‖L∞(Q2−k )
+ ωa(2
−k)
(
sup
(t0,x0)∈Q2−k
∞∑
j=0
2j(1−α) sup
t∈(t0−2−jσ ,t0)
inf
p∈Px
[u(t, ·)− p]xα;B2−j (x0)
+ ‖u‖L∞
)
. (5.21)
From the proof of (2.16) and the triangle inequality,
[v]xα;Q
2−k
≤ [w]xα;Q
2−k
+ [u− p0]
x
α;Q
2−k
≤ [w]α;Q
2−k
+ C inf
p∈P˜
[u− p]xα;Q
2−k
.
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For l = 1, 2, · · · , let Ql = Q1−2−l . Similar to (5.8), by combining (5.20) and (5.21), shifting the
coordinates, and using the above inequality, we obtain for l ≥ 1 and k ≥ l + 1,
2(k+k0)(1−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q
2−k−k0 (t0 ,x0)
≤ C2−(k+k0)α
k∑
j=0
2k−j sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]xα;Q
2j−k
(t0,x0)
+ C2k0(1−α)
[
ωf(2
−k) + ωb(2
−k)‖Du‖L∞(Ql+1)
+ ωa(2
−k)
( ∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα,Q2−j (t0,x0)
+ ‖u‖L∞
)]
+ C2−(k+k0)α[u]xα,
(5.22)
which by summing in k = l + 1, l+ 2, . . ., implies that
∞∑
k=l+1
2(k+k0)(1−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q
2−k−k0
(t0,x0)
≤ C2−k0α
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα;Q
2−j
(t0,x0)
+ C2−(k0+l)α[u]xα + C2
k0(1−α)
∞∑
k=l+1
ωf (2
−k)
+ C2k0(1−α)
∞∑
k=l+1
[
ωb(2
−k)‖Du‖L∞(Ql+1) + ωa(2
−k)
·
( ∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)]
,
where for the first term on the right-hand side of (5.22), we replaced j by k − j and switched the
order of the summation as before. Therefore,
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q2−j (t0,x0)
≤ C2−k0α
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα;Q
2−j
(t0,x0)
+ C2(l+k0)(1−α)[u]xα + C2
k0(1−α)
∞∑
k=l+1
ωf (2
−k)
+ C2k0(1−α)
∞∑
k=l+1
ωb(2
−k)‖Du‖L∞(Ql+1) + C2
k0(1−α)
∞∑
k=l+1
ωa(2
−k)
·
( ∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα;Q2−j (t0,x0)
+ ‖u‖L∞
)
.
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Then we choose k0 and then l sufficiently large, and apply Lemma 2.1 (iii) (actually the proof it)
to get
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q
2−j
(t0,x0)
≤
1
4
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql+1
inf
p∈P˜
[u− p]xα;Q2−j (t0,x0)
+ C2(k0+l)(1−α)‖u‖xα + C
∞∑
k=1
ωf (2
−k).
This implies
∞∑
j=0
2j(1−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q2−j (t0,x0) ≤ C‖u‖
x
α + C
∞∑
k=1
ωf (2
−k),
from which (5.1) follows. 
Proof of Theorem 1.5. As before, Theorem 1.5 follows from Proposition 5.2 using the argument
of freezing the coefficients. We only present the detailed proof of Theorem 1.5 for σ ∈ (1, 2). We
omit the proof of the case σ ∈ (0, 1] since it is almost the same and actually is simpler.
Indeed, the proof here for σ ∈ (1, 2) is almost identical to that of Theorem 1.1, so we just sketch
it.
Without loss of generality, we assume the equation holds in Q3.
Step 1. For k = 1, 2, . . ., denote Qk := Q1−2−k . Let ηk ∈ C
∞
0 (Q̂
k+3) be a sequence of nonneg-
ative smooth cutoff functions satisfying η ≡ 1 in Qk+2, |η| ≤ 1 in Qk+3, ‖∂jtD
iηk‖L∞ ≤ C2
k(i+j)
for each i, j ≥ 0. Set vk := uηk ∈ C
1,σ+ and notice that in Qk+1,
∂tvk = ηk∂tu+ ∂tηku = ηkLu+ ηkbDu+ ηkf + ∂tηku
= Lvk + bDvk − buDηk + hk + ηkf + ∂tηku,
where
hk = ηkLu− Lvk =
∫
Rd
ξk(t, x, y)a(t, x, y)
|y|d+σ
dy,
and
ξk(t, x, y) = u(t, x+ y)(ηk(t, x+ y)− ηk(t, x)) − y ·Dηk(t, x)u(t, x)
= u(t, x+ y)(ηk(t, x+ y)− ηk(t, x)) since Dηk ≡ 0 in Q
k+1.
We will apply Proposition 5.2 to the equation of vk in Q
k+1 and obtain corresponding estimates
for vk in Q
k.
As before, we have ηkf ≡ f, ∂tηku ≡ 0, and buDηk ≡ 0 in Q
k+1. Thus, we only need to estimate
the moduli of continuity of hk in Q
k+1 with respect to x. The same proof of (3.31) shows that
ωh(r) := C
(
2σk‖u‖L∞(Q3) +
∞∑
j=0
2−jσωu(2
j)
)
ωa(r) + C2
kσωu(r) + C2
k(σ+1)‖u‖L∞(Q3)r. (5.23)
As in the proof of Theorem 1.1, by making use of Proposition 5.2 to vk and interpolation
inequalities, an iteration procedure will lead to
[u]xσ;Q4 ≤ C‖u‖L∞(Q3) + C
∞∑
j=0
(
2−jσωu(2
j) + ωu(2
−j) + ωf (2
−j)
)
. (5.24)
Applying this to the equation of u(t, x)− u(t, 0) gives to (1.10).
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Finally, since ‖v1‖
x
α is bounded by the right-hand side of (5.24), from (5.17), we see that
∞∑
j=0
2j(σ−α) sup
(t0,x0)∈Ql
inf
p∈P˜
[u− p]α/σ,α;Q2−j (t0,x0) ≤ C
for some large l.
This and (5.16) with u replaced by v1 and f replaced by h1 + η1f + ∂tη1u− buDη1 give
∞∑
j=k1+1
2(j+k0)(σ−α) sup
(t0,x0)∈Qk1
inf
p∈P˜
[v1 − p]α/σ,α;Q
2−j−k0
(t0,x0)
≤ C2−k0α + C2k0(σ−α)
∞∑
j=k1
(
ωf (2
−j) + ωa(2
−j) + ωu(2
−j) + ωb(2
−j) + 2−jα
)
.
Here we also used (5.23) with k = 1. Therefore, for any small ε > 0, we can find k0 sufficiently
large then k1 sufficiently large, depending only on C, σ, N0, α, ωa, ωf , ωb, and ωu, such that
∞∑
j=k1+1
2(j+k0)(σ−α) sup
(t0,x0)∈Qk1
inf
p∈P˜
[v1 − p]α/σ,α;Q
2−j−k0
(t0,x0) < ε.
This, together with the fact that v1 = u in Q1/2 and the proof of Lemma 2.1 (ii), indicates that
sup
(t0,x0)∈Q1/2
[u]xσ;Qr(t0,x0) → 0 as r → 0
with a decay rate depending only on d, λ, N0, Λ, ωa, ωf , ωb, ωu, and σ. Also, by evaluating
the equation (1.7) on both sides and making use of (5.14), [11, Lemma 2.2], and the dominated
convergence theorem, we have that ∂tu is uniformly continuous in x in Q1/2 with a modulus of
continuity controlled by d, σ, λ, Λ, ωa, ωf , ωu, N0, ωb, and ‖u‖L∞.
Hence, the proof of the case when σ ∈ (1, 2) is completed. 
Proof of Theorem 1.6. Given the proofs of Theorems 1.3 and 1.4, Theorem 1.6 can be similarly
proved (actually simpler), and we omit the details. 
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