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Diagrams 
A generalization of Engeler's (1971) procedure for determining the meaning 
of a flow chart program is presented. The new method permits a much wider 
variety of flow diagrams to be analyzed irectly (without preliminary reduction 
to "normal form"). For the labelling of the diagrams, an abstract formulation 
in terms of ordered semigroups i used. As a result, the scope of the method 
is not restricted to programs in the ordinary sense; this is illustrated by an 
application to the analysis of state diagrams for finite automata. 
Engeler (1971) defines a program to be in normal form if its flow diagram 
has the form of a tree in which some of the leaves may be folded back to 
earlier nodes of the branch on which they sit, as in Fig. 1. The reduction 
FIc. 1. Illustration of Engeler's normal form. 
of a program to this normal form clarifies the loop structure of the program 
and facilitates the (explicit) determination of the function computed by it. 
The  purpose of the following notes is to provide a construction which 
generalizes this idea in two respects: 
(1) The  formulation is more abstract, and its field of application is 
not l imited to programs in the ordinary sense. For  example, it applies 
directly to state diagrams for finite automata. This  example is significant, 
since it turns out that the basic operations on regular sets (more precisely, 
the abstract version of them) can usefully be applied to the analysis of 
programs. 
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(2) The method of analysis applies directly to a much wider class of 
flow diagrams than the folded trees--namely, the class of unique-entry graphs 
(see below). This class includes most diagrams which occur in practice; 
thus the need for a preliminary reduction of the given flow diagram does 
not normally arise. 
The work reported here is also related to that of Elgot (1970:1, 2). Our 
approach is, in a sense, intermediate between those of Engeler and of Elgot, 
for Elgot seeks to analyze flow charts of arbitrary geometric form. Apart 
from the restriction to unique-entry diagrams, the main respect in which 
the present method differs from that of Elgot lies in the use of ordered 
semigroups (rather than categories) to unify the material. This enables a 
particularly simple and elementary treatment to be given. 
By a graph we shall always understand a finite directed graph having a 
distinguished initial point (vertex). A graph in which there is exactly one 
arc from the initial point to each noninitial point (and no arcs other than 
these) is called an elementary graph. The elementary graph having n arcs 
(and therefore n + 1 points) is denoted by E~. The case n := 0 is permitted; 
E 0 is the trivial graph. 
DEFINITION [. Let G be a graph with initial vertex %.  Let H be a 
subgraph of G, and let v be a vertex of H. Then v is called an entry point 
of H (with respect o G) iff there is a path from v 0 to v which does not contain 
any point of H other than v. 
DEFINITION 2. G is a unique-entry graph iff 
(i) every point of G can be reached from the initial point of G and 
(ii) every cycle in G has exactly one entry point. 
Remark (presupposed in the proof of Theorem 2). I f  every cycle in G 
has exactly one entry point, then every strongly connected component of G 
has exactly one entry point. 
Theorem 1 (to follow) provides an alternative characterization of unique- 
entry graphs. 
DEFINITION 3. The path graph of a graph G is the subgraph P of G 
such that 
(i) the vertex set of P is the same as that of G and 
(ii) an arc I of G is in P iff I lies on at least one (proper, i.e., cycle-free) 
path which starts at the initial vertex of G. 
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THEOREM 1. G is a unique-entry graph iff the path graph of G is connected 
and acyclic. 
Pro@ Let G be a graph with initial vertex %. Suppose first that there 
is a cycle vll 1 "" %l,~v (v t ,..., % vertices; l1 .... , l~ arcs) in G having two 
distinct entry points v~ and v~ (i > j). Then there is a (proper) path P1 
from v 0 to vi,  which does not contain any point of C (other than vi) , and 
a similar path P~ from % to vj.  Within C, we have proper paths Q1 from vl 
to v~ and Q~ from vj to vi. P1Q1 and P2Q~ are proper paths which start at % ; 
hence, both are contained in the path graph of G. Thus, the path graph 
contains the cycle Q1Q~- By contraposition, we have that, if the path graph 
of G is acyclic, then G satisfies clause (ii) of Definition 2. 
Conversely, suppose that G satisfies clause (ii) of Definition 2. Let 
C = vll 1 .'. v~l~v be a cycle in G with entry point v~. Thus, every path 
from % to a vertex in C must include v~. Let l be the arc defined by 
-1, if i>1 .  
Then 1 does not belong to the path graph of G, for it follows from what 
has just been said that any path starting at v 0 and including l would have 
to include a complete cycle vil ~ "" lvi. Thus, the path graph does not 
include C. Since C was arbitrary, the path graph does not contain any cycle. 
Finally, it is clear that clause (i) of Definition 2 is satisfied iff the path 
graph of G is connected. 
DEFINITION 4. Let E be a collection of elementary graphs. By the closure 
of E, CI(E), is meant he smallest class C such that 
(1) E2C.  
(2a) If  G ff C, then each graph H formed by identifying two or more 
points of outdegree zero in G with each other is in C (H is said to be formed 
from G by junction). 
(2b) If  Go, G1 ~ C, then each graph H formed by identifying a point 
of outdegree zero in G o with the initial point of G 1 and taking the initial 
point of Go as the initial point of H is in C (G O and G 1 yield H by composition). 
(2c) I f  G ~ C and the initial point p of G has indegree zero, then 
each graph H formed by identifying a point of outdegree zero in G with p 
is in C (G yields H by iteration). 
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TttEOREM 2. Let E = (G~)i~I be a family of elementary graphs, and let 
H be a nontrivial graph. Suppose that ni is the number of arcs of G~ (i c I). 
Then H ~ CI(E) iff 
(i) H is a unique-entry graph and, 
(ii) for each vertex v of H, outdegree (v) a (0} u {n i I i ~ I}. 
Proof outline. One direction of the implication is straightforward: Each 
element of E satisfies (i) and (ii) trivially, and the two properties are preserved 
under junction, composition, and iteration. For the converse, suppose that 
H is nonelementary, satisfies conditions (i) and (ii), and has initial vertex p. 
Then H may be "reduced" as follows: If  H contains avertex v of outdegree 0 
and indegree />2, then v is "split," which produces a graph G such that 
H is obtainable from G by junction. I f  indegree (p) /> 1, then G may be 
defined so that H is the iteration of G. If  neither of these conditions is 
satisfied, then we argue that H can be expressed as the composition of 
two of its subgraphs, each satisfying conditions (i) and (ii). For this, we 
must specify a suitable cutpoint of H: I f  H contains a vertex q of outdegree 
n ) 1, such that all n immediate successors of q have outdegree zero, then 
q is such a cut point. I f  H contains no such vertex q, then H must have 
cycles, and in this case we choose as cut point the entry point of any strong 
component of H as maximal distance (with respect to the condensation of H) 
from p. 
It is easily seen that these reductions lead, in a finite number of steps, 
to elementary graphs in E. Thus, H ~ CI(E). 
The application of unique-entry graphs to flow diagrams and automata 
proceeds via suitable labellings of the arcs of the graphs. In each case, the 
labels are drawn from an algebra which we call a "domain". 
DEFINITION 5. Suppose that D is a (partially) ordered semigroup with 
ordering ~ and unit e. Let the semigroup roduct and its extension to 
subsets of D be represented by concatenation. For any Z C D, let the least 
upper bound (lub) (if it exists) of Z in D be denoted by V Z. Then D is 
said to be a domain provided conditions (D1)-(D3) are satisfied: 
(D1) Every finite subset of D has a lub. 
(D2) (Distributivity). Suppose that V X and 
X, Y C D. Then V XY exists, and 
V Y exist, where 
VxY=VxVY. 
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(D3) For any x ~ D, the set {e, x, xx,...} has a lub, which we denote 
byx*. 
DEFINITION 6. Let D be a domain. A diagram over D is a pair consisting 
of a graph G together with a mapping from the arc set of G into D. 
It is evident hat the definitions and theorems given previously for graphs 
can, by the addition of clauses to handle labels, all be extended to diagrams; 
we shall henceforth assume this extension to have been made. 
For any finite path ~r through a diagram H over D, let 7? be the element 
of D determined by ~r (i.e., the product of the labels occurring along % 
or e, if cr is the null path). Define the (partial) function IH, mapping the 
vertex set of H into D, by 
IH(V) -~ V {~ I ~r is a path from the initial point of H to v}. 
1 H will be called the interpretation function for H. 
THEOREM 3. The interpretation function for any diagram is total. 
Proof. We show by induction that, if E is a class of elementary diagrams 
over a domain D, then, for every H e CI(E), I H is total. The result then 
follows by Theorem 2 (transposed to diagrams). 
The totality of the interpretation function for any elementary diagram 
is immediate. It remains to show that this property is preserved under 
the operations described in Definition 4(2): 
(2a) (Junction). Suppose that diagram H results from diagram G by 
identifying the points Pl .... , Pn (of outdegree zero) in G, yielding the point q 
in H, and that Ic, is total. Then, for any point x in H, 
in(x ) = I~(pi), if x = q (1) 
lie(x), if x v~ q. 
Thus, IL, is total. 
(2b) (Composition). Suppose that H results from Go, G 1 by identifying 
the point p (of outdegree zero) of G o with the initial point of G 1 . Then 
tI 0(x), 
IH(X) = tlGo(P) IGl(x), 
if x i s inG o andxv~p (2) 
if x is in G. 
Thus, the totality of/Go and I a ensures that of I H . 
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(2c) (Iteration). Suppose that H results from identifying the point p 
(of outdegree zero) of G with the initial point (of indegree zero) of G. Then 
Ild~) = Idp)*  I~(x), (3) 
so that In is total if Ia is. 
The verification of Eqs. (1)-(3) is entirely straightforward. Note that the 
full distributivity (D2) is needed for (2) and (3). 
EXAMPLE 1: STATE DIAGRAMS. Let Z = {a 1 .... , an} , n ~> 1, be an 
alphabet, and let D be the domain of regular sets over 27 (ordered by 
inclusion). Let E~ be the elementary graph with n arcs, and let E z be the 
(elementary) diagram over D which results from labelling the arcs of E~ 
with (distinct) elements of Z. Consider the class of state diagrams for 
deterministic finite-state acceptors over Z', having the form of unique-entry 
graphs and admitting "dead" states. If we ignore the specification of final 
states, it follows from Theorem 2 that this class is identical with CI({Ez} ). 
The analysis represented by the proof of Theorem 3 leads to a very simple 
method of determining the regular set represented by a state diagram. 
This may be illustrated by means of an example (Fig. 2). The square 
FIG. 2. A state diagram, 
indicates that C is a final state. It is easily seen that the graph has unique 
entries. For clarity of exposition itwill be redrawn as in Fig. 3. The framework 
of this new version of the diagram is provided by the path graph (Defini- 
tion 3); the arrows with names of nodes (which must be entry points) standing 
at their heads indicate the arcs that must be added to the path graph to 
recover the original graph. It is clear that, in building up a unique-entry 
graph by means of iteration and composition (and junction), iterations 
associated with (entry) points furthest from the initial point (with respect 
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v 1 (00 v 110) ~'(01v111 viO 
(00 v 110) ~ 
FIe. 3. Explicit version of Fig. 2. 
to the path graph) must be performed first, and that one works back toward 
the initial point. Reading the diagram in the same order, we can attach to 
each entry point an expression which describes the loop(s) entered at that 
point. The entry point furthest from the initial point in Fig. 3 is B; it should 
be clear how the corresponding expression has been formed. It is just as 
easy to write down the expression for A, except hat we must remember 
to insert the expression for B, already obtained, at the appropriate place. 
Finally, we read off the path from the initial to the final point--of course 
inserting the expressions for the ,entry points at the right places: 
[Ov 1(oo v 11o)* (Ol v 111 v lO)]* l(OO v 11o)* 1. 
Let us say that Fig. 3 provides the explicit version of the diagram of 
Fig. 2. The ease with which regular expressions can be read off from explicit 
diagrams may be explained by the fact that the various stages in the decom- 
position of such a diagram (into elementary diagrams) may be considered 
to be subdiagrams of the original diagram. 
EXAMPLE 2: FLOWCHART PROGRAMS. Here we start with the class 
E = {E0, El,  E2} of elementary graphs and the domain Rel of binary 
relations on some set S of "states" (the ordering and semigroup operation 
on Rel are as usual). Let F be the set of all diagrams which can be obtained 
by labelling the sole arc of E 1 with a function in Rel (i.e., a function on S), 
and let T be the set of diagrams which can be obtained by labelling the 
arcs of E~ with functions in Rel which are complementary estrictions of 
the identity--that is, with functions f and g such that f and g have disjoint 
domains and 
f L2 g = Ids,  (4) 
where Ids is the identity on S. We then choose as elementary diagrams 
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suitable elements of F and T to represent the primitive functions and tests 
of the programming system under consideration. (Tests have here been 
represented by means of a well-known device, usually attributed to Karp 
(1959)). Many variations on this scheme are possible. For example, we 
may admit partial functions into F and, correspondingly, weaken requirement 
(4) to 
fugC_Ids. 
Define a (flow chart)program to be a diagram built up (by means of junction, 
composition, and iteration) from a basis of the type just described. It is 
easily seen that, if f and g are two partial functions in Rel with disjoint 
domains, then f*g is also a partial flmction (cf., Elgot, 1970:1). By using 
this fact, a straightforward inductive argument shows that, for any program P, 
(i) i fp is a point of outdegree zero in P, l~(p) is a partial function and, 
(ii) if p and q are distinct points of outdegree zero in P, then Ie(p) 
and Ie(q) have disjoint domains. 
The "(partial) function computed by a program," given a particular point 
of outdegree zero as the "exit," can thus be defined without recourse to 
execution sequences. Moreover, an explicit expression for this function 
can be obtained exactly as in Example 1. 
It may be worth remarking that the simplicity of the preceding theory 
depends essentially on the assumption of complete distributivity (D2). 
There is at least one important version of flowdiagram theory in which 
this presupposition is lacking--namely, that of Scott (1971). In this version, 
one chooses as domain the set of continuous functions on a suitable complete 
lattice. One half of the distributivity, 
V Y, 
will still hold, but in general the other half, 
(V X)y= VXy, 
will not (for this to be obtained, the functions would have to be required 
to be, not merely continuous, but additive). Under these circumstances, 
the definition of the interpretation function in terms of the set of paths 
through a diagram is not satisfactory. An inductive procedure (as in the 
proof of Theorem 3) is more appropriate but is open to the objection that 
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differing constructions of a diagram D may yield differing interpretation 
functions for D- -a  difficulty which may be overcome by requiring that the 
"scope" of loops in diagrams be indicated explicitly. It is intended to 
develop these points in a separate paper. 
The question arises, whether a convenient algorithm can be provided for 
reducing arbitrary diagrams to unique-entry form. In fact, such an algorithm 
can easily be devised, but we shall not go into the details. [The reduction 
in question belongs to a type which includes many normal-form reductions 
of interest to the theory of computation (of., Wand, 1972).] Evidently, an 
algorithm of this kind (combined with the methods described above) would 
provide the means for "interpreting" diagrams which are not in unique-entry 
form. For this purpose, however, a direct method, based on Elgot (1970), 
would probably be more convenient. Elgot's "anti-tupling" can be regarded 
as a device for separating out the multiple entries to a graph: A graph having 
n entry points (initial vertices) is replaced by n graphs, each having a single 
entry. The unique-entry diagrams, as we have seen, have the property 
that no manipulation of this kind--no restructuring of diagrams--is needed 
in constructing their interpretation. It would seem that the class of unique- 
entry diagrams is the largest class of diagrams of which this is true. 1 
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