The general uncertainty relation for real time functions in communication theory is derived. The product of pulse duration and spectral width referred to the positive frequency spectrum only, is not less than i. 1802..., as compared with 2 in the Heisenberg and Gabor cases. This minimum is reached with a pulse whose time and spectral functions are numerically evaluated.
INTRODUCTION
It has often been pointed out that Heisenberg's uncertainty relation has an important analogue in communication theory. Here the complementary quantities are the duration of a pulse and the width of its spectrum. Both are defined with the aid of the variances of the squares of the absolute values of the time and spectral functions, respectively, and these functions are connected by a Fourier transform just as are the corresponding ones in quantum theory.
If, as has been done in many texts, the mathematics used in quantum theory are transferred unchanged to the problem in communication theory, discrepancies arise between theory and practice for the following reasons: In the calculation of the spectral width, the variance is referred to the centroid of the square of the spectral function, and the whole spectrum, extending from --~ to +oo, is taken into account. In communication theory one has to deal only with real time functions. So the spectrum for negative frequencies is uniquely determined by that for positive frequencies and has the same absolute value. Thus the centroid is always zero. But obviously it suffices and, moreover, corresponds better to measuring practice, to use only positive frequencies in the definition of the spectral width. This has been realized by several authors, e.g., Gabor, 1946 , Kay and Silverman, 1957 , and Rothe, 1962 . Gabor was the first one to find, on this basis, a way to obtain reasonable results for pulses modulated on a carrier. His theory, however, necessitates the introduction of complex time functions, which is again unsatisfactory. Using the real time function and positive frequencies, Kay and Silverman, 1957 , obtained an inequality, from which Gabor's results also follow. Unexpected difficulties arise when an attempt is made to find the greatest lower bound of the product of pulse and spectral widths from the inequality. Examples show that pulses exist with a product less than that which corresponds to the greatest lower bound in Heisenberg's and Gabor's theory. Since by definition the product cannot be negative, it is clear that a greatest lower bound exists. It remains an open question, however, whether it is zero or greater than zero, or whether it is a minimum, and if so, which function gives the minimum. Of course, as stated by Kay and Silverman, a greatest lower bound of value zero would go against one's physical intuition. Indeed, it would mean the nonexistence of an uncertainty relation in communication theory.
We shall show in the following sections that the open questions can be answered completely in a different way, based on the principles of the calculus of variations and the theory of differential equations. Because of the situation outlined above, the existence questions had to be dealt with somewhat more extensively than is usually necessary with technical problems. In the technical field, the existence of a solution is often warranted for physical reasons, but here we would have to rely on physical intuition only.
In the following sections it is shown that a positive minimum of the pulse duration-bandwidth product exists, its value is calculated, and the corresponding time and spectral functions are determined. They are no Gaussian curves.
DEFINITIONS AND THE UNCERTAINTY RELATION FOR ODD PULSES
Let the relation between a time function f(t) and its spectrum F(~o) be given by the Fourier pair f(¢) = F(~) e~ d~, --o9 (1)
Parseval's formula then takes the form
In the following let f(t) be real. Then (t-i) ~=72=-g _ l may be expressed in terms of F(oJ),
The second moment of IF(w)] 2 referred to an arbitrary % is given by
(0~ -~°)= = E--o
Introducing the pulse widths At and Aw, respectively, by
the result obtained by Kay and Silverman, 1957 , may be written
As discussed by the authors, for co 0 ~-05 the equality sign does not hold. For odd pulses F(0) = 0, and for ~0 = 05 (7) gives
The lower bound 2 can be approached as closely as desired by the function
C and a being real constants. Thus (8) is the uncertainty relation for odd pulses.
As has already been stated by Kay and Silverman, no greatest lower bound can be derived from (7) for more general pulses. In the following, we shall first obtain a greatest lower bound for even pulses and then combine the results for even and odd pulses to find the general uncertainty relation.
A N~w APPROACH

Formulation of the Problem
We shall seek the minimum of the product (t --0 2 (~o --oo0)s = min.
With the definitions (5), (6), and (4) this becomes 
The new centroid o51 is then
The variance of Ig(tx)] 2 is k 2 times that of If(t)] 2, the variance of I G(cOl)l 2 is 1/k 2 times that of IF(w)[ 2, and the product of the variances remains unchanged. So for every F(co) with o5 > 0 there exists a G(co) with the same product of the variances and a centroid at a point o51 , whose position can be chosen at will. Thus when solving (9) with a fixed % instead of o3, the solution F automatically has the property that ~o 0 is the centroid of IF [2.
First we shall consider even and odd time functions f(t) only. Then F(~o) is real or purely imaginary. As only IF [2 and IF' I z appear in (9), there is no longer a difference between the two cases and we may assume F to be real. The general case will be treated in the last section.
The functionF(o~) will be assumed to be of class C e, i.e., to have continuous second derivatives in the interval (0, oe) and to vanish for co ~ oo in such a manner that the three integrals in (9) exist.
The Differential Equation
For any function F(w) not identically zero the three integrals in (9) are positive and so is the value of P [F] . Therefore, instead of P [F] , its logarithm may be minimized, the logarithm being a monotonically increasing function of positive arguments. Then (9) becomes
Although neither (9) nor (11) is a variational problem in the proper sense, we can proceed according to the principles used in the calculus of variations: Assuming that a solution F0(o)) of the problem exists (it should be kept in mind that the results of the following considerations in this chapter do not automatically ensure the validity of this assumption; therefore it is of greatest importance to prove this point subsequently in Section 4), we form the function
depending linearly on the parameter E. Here ~(w) is an arbitrary function of class C 2 with the boundary values 7(0) = 0 and 7/(o0) = 0, and behaves for w --~ oo in such a way that again the integrals in (11) exist, when formed with (12). If (12) is inserted in (11) instead ofF, the derivative with respect to E must vanish for e = 0. This leads to
0 0
Partial integration gives
As P [F] does not change, if F is multiplied by a constant, we may assume
0 Furthermore, we introduce abbreviations for the other two integrals not containing ~/,
0 For convenience, we choose C 1 > 0, Cz > 0 also. With (14), (15), (16), and (17) we obtain from (13) the differential equation
in the usual manner.
Boundary Conditions
The solutions of the differential equation (18) must be valid for 0 ~ oJ ~< oo. At the lower boundary nothing is known at this stage about Fo(0 ) and Fo'(0 ). At the upper boundary ~ --+ oo we can make use of the asymptotic expansion of the solutions of (18), which can be found by the usual method,
v=0 where
b 0 is an arbitrary constant, and the following b v may be obtained by recursion.
In (19) and (20) the upper and lower signs belong together. Because of (15), it follows from (19) that Fo(oO ) ~ 0 and also that F0'(oo ) = 0.
Further Necessary Conditions
Multiplication of (18) by Fo(cO ) and integration over positive w yields
The first term may be integrated by parts,
From the boundary condition Fo(oO ) = 0 it follows that the first term on the right side of (22) vanishes at the upper boundary and with (15), (16), and (17) we obtain from (21)
as a necessary condition. A further necessary condition can be derived in a similar way. Multiplication of (18) by Fo'(eo ) and integration over positive co gives
Here all terms can be integrated by parts,
Because of (10) the integral is zero and we have
c~ If Fo(0 ) were zero, then according to (24) F0'(0 ) would also be zero, and from (18) it would follow by continued differentiation that all derivatives of F0, and thus F 0 itself, would be zero. These findings, of course, are in agreement with (8), since the greatest lower bound cannot be reached. So a minimum and a corresponding function F do not exist. Thus only the solution with F0(0 ) ~ 0 remains. (23) and (24) (18) gives Fo(CO ) --2 C1~ (o~ 2 --2co0~o ) Fo(oJ ) = 0.
O902
As discussed in Section 3.1, o~ 0 can be chosen at will, so we take oJ 0 = 1 and obtain
From (25) The differential equation (26) has a solution fulfilling the boundary conditions Fo'(0) = 0, Fo(oo ) = 0 only if 2C12 = [(At • Aco) 2 is an eigenvalue )t of the boundary value problem
It can be shown that this problem has a countably infinite number of positive eigenvalues (see the Appendix). Thus, if a solution of the minimum problem exists, the least positive eigenvalue A o of (27) yields the smallest product,
The eigenfunction F o belonging to A o represents the spectrum of the pulse by which the minimum product is reached. F o decreases monotonically from a finite value for m =-0 and approaches the m axis asymptotically for m -~ oo (Appendix). It should be mentioned that by a suitable transformation (27) can be transformed into a standard form of Weber's equation. Thus F0(m ) is a parabolic cylinder function. However, it was not found useful to go back to this theory here.
THE EXISTENCE OF A SOLUTION OF THE PROBLEM
Now the possibility is given to evaluate immediately the eigenfunctions and eigenvalues of (27). But we would not be sure that the results obtained are the solution of our problem, for the assumption is still unproved that the minimum problem (9) actually has a solution. This is not obvious from physical reasons (compare the discussion by Kay and Silverman, 1957) . If a minimizing function should not exist, we could have found subordinate solutions. Then it should be possible to give examples having a smaller product, i.e., our calculations above would be rather useless. In addition to the necessary existence proof we have to show further, that the solution of the eigenvalue problem, which is uniquely determined by (27) and (15) with the Euler differential equation
and the boundary conditions (33).
Having solved the variational problem, the parameter/,' must be determined so that the additional condition is met.
If the minimum problem (9) has a solution, it must coincide with one of the solutions of (34), viz., with that for a certain v, and thus also for a certain/d. According to the remarks made in Section 3.1, it must be contained among those solutions for which the centroid of F 2 is too • Introducing
to o and setting results because of (41) and A~ @ 0 follows. On these premises the variational problem (40) possesses a solution, Kamke, 1939 and 1961 , and the value of the minimum is the least positive eigenvalue A0(/~ ) of (41). Its existence is proved in the Appendix for a neighborhood of tz = A0, which is sufficient for our purposes. The function yielding the minimum in (40) 
The proof given by Kamke and Collatz, 1939 , originally intended only for finite boundary values, may be applied verbally. It is based on the "alternative," i.e., the theorem that the inhomogeneous boundary value problem is always solvable if the corresponding homogeneous boundary problem has no solution except the trivial one. The validity of the proof commonly given for the alternative, Bieberbach, 1956 , is likewise restricted to finite boundary values, but can easily be extended to the present case if use is made of the asymptotic expansion for y (of (18), (19), (20) with suitably changed parameters).
We shall now derive a further relation between u 1 and v 1 . We multiply the differential equation (41) 
t/ 0
Addition of (46) and (47) 
gl + A0Vl ~ A0,
ul --3A% + h : 0.
Here h is an arbitrary positive eigenvalue, A o is the least positive eigenvalue of (50), and the equality sign in (51) applies only for the eigenfunction Y0 belonging to A 0 . If now in (51) the equality sign is taken, and (52) is written for Ao, two linear equations are obtained for ul and v 1 , whose solution is ~o 1 (53) ul =T' vl =~.
Thus these values of u 1 and v 1 are assumed for the eigenfunction Y0 belonging to the smallest positive eigenvalue A o of (50). Y0 makes (40) with A = A 0 a minimum and the value of the minimum likewise is A 0 . The centroid of y02isx=l. Now the missing demonstration of the validity of (29), (30), and (16) can be given at once: If in (41), (42)/~ = h is set from the start, (27) results; the steps (45)- (47) give (29), the calculation following (47) leads to (52). (51) may be arrived at as above or, with the equality sign, by multiplication of the differential equation by y, subsequent integration from 0 to ~, and consideration of the boundary values. With (51) and (52) one obtains (53) again and with regard to (28) this is identical with (16) and (30).
We now transfer the results to the function Fo(w), which corresponds to Y0. Because of (31), (32) 
independent of % and thus independent of v. So F 0 also solves the minimum problem (9) and (56) gives the least possible product of the variances. The results can be illustrated by making u and v coordinates of a rectangular coordinate system (Fig. 1) . If % is given, a point u, v(0,0) in the first quadrant of the u--v plane is obtained for every admissible function F. Since v depends only on 0,0, points belonging to the same function F, but to different values of 0,0, lie on a parallel to the v axis. The lowest of these points is obtained if 0,0 is the centroid off 2. If the equality sign is taken in (55), a set of straight lines is obtained with the parameter 0,0. In Fig. 1 OJO
In Fig. 1 it is also drawn for % =-1. The point of intersection, A, halves that part of the first straight line that is bounded by the axes. d is the only point on this line that belongs to an admissible function. It is obvious that A represents the solution of the problem u ~ min, v = const, since all points to the left of A on the line v = const passing through A lie in the "forbidden" area. The points below A on the parallel to the v axis through X also lie in the "forbidden" area. This shows that for the function F corresponding to A, % is the centroid of F 2. All points of intersection lie on the hyperbola u • v = A0/4 , which is the envelope of the set of limiting straight lines of (55).
NUMERICAL EVALUATION
After the existence of a function F 0 giving a minimum product Pmin has been established, a calculation of F 0 can now easily be carried out on a computer. The differential equation (27) Fig. 2a and Table 1 gives more accurate values. It should be noted that F is normalized to F(0) ~ 1, not to ~o F2 do~ = 1. If the latter normalization is desired, the values in Table 1 and Fig. 2a should be multiplied by [,~oF2doj]-l-~ (1) and Table 2 gives some more accurate values. 6. THE GENERAL UNCERTAINTY RELATION So far we have considered only even and odd time functions and found that for even functions a minimum m of the product of the variances is reached, whereas for odd functions there exists only a greatest lower bound l, which is higher than the minimum for the even functions, l > m. It still remains to prove that also in the general case the product of the variances cannot be less than the minimum m. For this purpose we write f(t) in a well-known manner as the sum of its even and odd parts,
is obtained. The eigenfunction F is shown in
With (3) we have --oa --oo --co and the spectra of g and u become and respectively. Thus
(58) For 0 < x < 2 the sign of y" equals that of --y and y(x) is concave toward the x axis. For x > 2 y" has the same sign as y and y is convex toward the x axis. In connection with the asymptotic behaviour of the solutions of (A.1) (cf. (18), (19), (20)) it follows from these remarks that the solutions behave as sketched in Fig. 4 : If A increases from zero, y is at first positive for all x > 0 and tends to infinity for x ---oo; then a value A = A 0 , the least positive eigenvalue, is reached, for whichy 0 , the eigenfunction belonging to it, approaches the x axis asymptotically. Y0 is likewise positive for all x > 0 and decreases monotonically. If A further increases, a zero ofy appears in the region x > 2 and y --+ --c~ for x ~ oo. This zero shifts to smaller values of x into the region 0 < x < 2. Then a value A = A 1 , the second eigenvalue, is reached, and Yl, the corresponding eigenfunction, approaches the x axis from below. Thus Yl has one zero for x > 0 in the region 0 < x < 2. If A further increases, a second zero appears for x > 2, y --+ + oo for x -+ 0% the zero shifts into the region 0 < x < 2, and so forth. So there exists a countable sequence of eigenvalues A0, A1 ,..-, and the corresponding eigenfunctions y, possess exactly v zeros in the interval 0<x<2.
The case A < 0 can be discussed in the same way but need not be considered here. It may be mentioned, however, that every A < 0 is an eigenvalue, which shows that results obtained for a finite interval 0 ~ x ~ a cannot be transferred blindly to an infinite interval, for under the boundary for this purpose. Here only the least eigenvalue is of interest. If ~ = Ao, then for A = )~o both differential equations are identical. So Ao is an eigenvalue of (A.2) with t* = A. If t* assumes values different from Ao, then the eigenvalue of (A.2) just found varies continuously with it. It may be designated by Ao(/z). Ao(/Z) thus exists in a neighbourhood of/z = Ao. It remains to be shown that Ao(t~) is the least eigenvalue of (A.2). This may be done in the following way: If A increases from zero, it is seen that for A </z, y" < z" everywhere, so that z(x) is everywhere "above" y(x). Thus for/z ~ Ao an eigenvalue of (A.2) less than Ao cannot exist. It follows that Ao(t*) is the least eigenvalue of (A.2) and A0(/z) > Ao for/z > Ao-For A > t* we have y" > z", z(x) remains below y, and ),o(/Z) < Ao for A0 >/~.
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