We report the results of Monte Carlo simulations on several spin glass models at low temperatures. By using the parallel tempering (Exchange Monte Carlo) technique we are able to equilibrate down to low temperatures, for moderate sizes, and hence the data should not be affected by critical fluctuations. Our results for short range models are consistent with a picture proposed earlier that there are large scale excitations which cost only a finite energy in the thermodynamic limit, and these excitations have a surface whose fractal dimension is less than the space dimension. For the infinite range Viana-Bray model, our results obtained for a similar number of spins are consistent with standard replica symmetry breaking.
I. INTRODUCTION
There has recently been a renewed interest in the nature of the spin glass phase. Two principal theories have been investigated: the "droplet model" proposed by Fisher and Huse 1 , (see also Refs. 2, 3) , and the replica symmetry breaking (RSB) picture of Parisi [4] [5] [6] . These scenarios and some others have also been considered by Newman and Stein
7 . An important difference between these models concerns the number of large-scale, low energy excitations. RSB theory follows the exact solution of the infinite range Sherrington-Kirkpatrick (SK) model in predicting that there are excitations which involve turning over a finite fraction of the spins and which cost only a finite amount of energy in the thermodynamic limit. In addition, the surface of these large, finite energy excitations is expected 8 to be space filling which means that the fractal dimension of their surface, d s , is equal to the space dimension, d. The droplet theory argues that the lowest energy excitation involving a given spin and which has linear spatial extent L typically costs an energy L θ , where θ is a (positive) exponent. Hence, in the thermodynamic limit, excitations which flip a finite fraction of the spins cost an infinite amount of energy. The droplet theory also predicts that d s < d.
Recently, Krzakala and Martin 9 (KM), and two of us 10 (PY), have argued that a straightforward interpretation of their numerical results at zero temperature is intermediate between the droplet and RSB pictures in that there appear to be large scale excitations whose energy does not increase with size, but these have a surface with d s < d. This interpretation of the results of KM and PY has, however, been recently challenged (though in opposite senses) by Marinari and Parisi 11 and by Middleton 12 . There has also been recent debate [13] [14] [15] [16] as to whether the ±J model has similar behavior to that of a model with a continuous distribution. In the scenario of KM and PY it is necessary to introduce two exponents which describe the growth of the energy of an excitation of scale L: (i) θ (> 0) such that L θ is the typical change in energy when the boundary conditions are changed, for example from periodic to anti-periodic, and (ii) θ ′ , which characterizes the energy of clusters excited within the system for a fixed set of boundary conditions. In this paper we test whether the picture proposed by KM and PY is compatible with finite temperature Monte Carlo simulations. Several previous Monte Carlo simulations [17] [18] [19] 8 have found evidence for finite energy large scale excitations by looking at the order parameter function P (q). In the thermodynamic limit this has delta functions at (plus or minus) the Edwards-Anderson order parameter, q EA , corresponding to ordering within a single valley, and, according to RSB theory, a tail with a finite weight extending down to q = 0. In the droplet theory, P (q) is trivial, i.e. has only delta functions at ±q EA , though in a finite system there is a weight at the origin which vanishes with increasing L like 1 L −θ . These earlier Monte Carlo studies have found that the weight of P (q) at the origin is independent of the systems size for temperatures down to T ≃ 0.7 T c in three dimensions 18 and T ≃ 0.6 T c in four dimensions 19 . However, these studies have been criticized 20, 21 as being too close to the critical point, so that the results are affected by critical fluctuations and very much larger sizes would be needed at these temperatures to see the asymptotic behavior of the low-temperature spin-glass state 22 . Refs. 20,21 also argue, however, that clear evidence for droplet theory behavior could be seen even for quite small sizes at very low temperatures.
In this paper we check this prediction by performing Monte Carlo simulations in the low temperature region, though with an admittedly modest range of sizes, using the "parallel tempering" Monte Carlo method 23, 24 , also known as Exchange Monte Carlo. One difficulty with this approach is to ensure equilibration since the technique proposed earlier by one of us and Bhatt 25 for conventional Monte Carlo does not work for parallel tempering. Here we use an alternative method, valid for the important case of a Gaussian distribution (which we use here), and which is closely related to the approach of Ref. 26 for the SK model.
Both in three and four dimensions, we find a tail in P (q) which is independent of size (up to the sizes studied), for temperatures down to T ≃ 0.2 T c in 3D
and T ≃ 0.1 T c in 4D, in contrast to the prediction of Refs. 20,21. We also find that data for the "link overlap", defined below, fits well a description with d s < d, though the extrapolation to the thermodynamic limit is quite large here. Thus our results are completely consistent with the earlier proposal of KM and PY.
We consider the short-range Ising spin glass in three and four dimensions, and, in addition, the Viana-Bray 27 model. The latter is infinite range but with a finite average coordination number z, and is expected to show RSB behavior. All these models have a finite transition temperature. In the 3D case, the exponent θ obtained from the magnitude of the change of the ground state energy when the boundary conditions are changed from periodic to anti-periodic is 28 about 0.2, whereas in 4D it is much larger 29 , about 0.7. The Hamiltonian is given by
where, for the short range case, the sites i lie on a simple cubic lattice in dimension d = 3 or 4 with
, and the J ij are nearest-neighbor interactions chosen according to a Gaussian distribution with zero mean and standard deviation unity. Periodic boundary conditions are applied. For the Viana-Bray model each spin is connected with z = 6 other spins on average chosen randomly (but with the constraint that the total number of bonds is exactly 3N ). We allowed the local coordination to fluctuate which is different from the more familiar Viana-Bray model in which each site has exactly the same coordination number, but we expect the properties of the two models to be very similar. The width of the Gaussian distribution is again unity, and the range of sizes is N ≤ 700. Our attention will focus primarily on two quantities: the spin overlap, q, defined by
where "(1)" and "(2)" refer to two copies (replicas) of the system with identical bonds, and the link overlap, q l , defined by
In the last equation, N b is the number of bonds (N z/2 for the models considered here, where z is the coordination number), and the sum is over all pairs of spins i and j which are connected by bonds. The advantage of calculating q l as well as q is that if two spin configurations differ by flipping a large cluster then q differs from unity by an amount proportional to the volume of the cluster while q l differs from unity by an amount proportional to the surface of the cluster.
II. EQUILIBRATION
Simulations of spin glasses at low temperatures are now possible, at least for modest sizes, using the parallel tempering Monte Carlo method 23, 24 . In this technique, one simulates several identical replicas of the system at different temperatures, and, in addition to the usual local moves, one performs global moves in which the temperatures of two replicas (with adjacent temperatures) are exchanged. It turns out to be straightforward to design an algorithm which satisfies the detailed balance condition, and it will also have a good acceptance ratio if the temperatures are fairly close together. In this way, the temperature of a given replica wanders up and down in a random manner, and each time the temperature goes low the system is likely to end up in a different valley of the energy landscape. Thus different valleys are sampled in much less time than it would take for the system to fluctuate between valleys if the temperature stayed fixed.
We choose a set of temperatures T i , i = 1, 2, · · · , N T , in order that the acceptance ratio for the global moves is satisfactory, typically greater than about 0.3. Since, at each temperature, we need two copies of the system to calculate q and q l as shown in Eqs. (2) and (3), we actually run 2 sets of N T replicas and perform the global moves independently in each of these two sets.
To believe results of simulations carried out at low temperatures it is essential to have a sound criterion for equilibration. The technique pioneered by Ref. 25 does not work with parallel tempering Monte Carlo because the temperature does not stay constant. However, another method can be used for a Gaussian distribution of exchange interactions, which is a common and convenient choice. It depends on an identity first noted a long time ago by Bray and Moore 30 for the SK model. Here we give the corresponding result for the short range case. We start with the expression for the average energy per site,
where · · · T denotes the Monte Carlo average for a given set of bonds, and [· · ·] av denotes an average over the (Gaussian) bonds J ij . One can perform an integration by parts over the J ij to relate U to the average link overlap defined in Eq. (3), i.e.
where the brackets · · · indicate both a Monte Carlo average and and an average over disorder, J 2 is the variance of the interactions (set equal to unity in this paper), the sum is over sites i and j connected by bonds (each pair counted once), and the factor of z/2 arises because there are z/2 times as many bonds as sites. A very similar approach has been used to test equilibration of the parallel tempering method for the SK model 26 , except that in that case the square of the spin glass order parameter appears rather than q l .
We start the simulation by randomly choosing the spins in the 2N T replicas to be uncorrelated with each other. This means that the two sides of Eq. (5) should approach the equilibrium value from opposite directions for the following reason. The data for q l will be too small if the system is not equilibrated because the random start means that the spins are initially further away from each other in configuration space than they will be in equilibrium, whereas initially the energy will not be as negative as in equilibrium so the right hand side of Eq. (5) will initially be too high. Hence we expect that if the two sides of Eq. (5) agree then the system is in equilibrium.
For illustration purposes we show in Fig. 1 how this works for three-dimensions with L = 8 and T = 0.5 (to be compared with 31 T c ≃ 0.95). The data for q l increases as the length of the simulation increases while that determined from the energy decreases (by a lesser amount). Once the two agree they do not appear to change at longer times, indicating that they have reached equilibrium, as expected. Furthermore, the data for different moments of the spin overlap q as well as the link overlap q l appear to saturate when q l has equilibrated so it does not appear that there are longer relaxation times for q than for q l . We also checked that the whole distribution P (q) does not change with time once the two estimates for q l agree. By presenting results for an intermediate temperature, rather than the lowest temperature, in Fig. 1 , we show that the results do not change for times longer than that needed for q l and 1 − 2T |U |/z to agree. The length of the simulation was chosen so that, at lowest temperature, the data for q l and 1 − 2T |U |/z just converged .
III. RESULTS

A. Three Dimensions
In Table I , we show N samp , the number of samples, N sweep , the total number of sweeps performed by each set of spins (replicas), and N T , the number of temperature values, used in the 3D simulations. For each size, the largest temperature is 2.0 and the lowest temperature is 0.1. However, for L = 8, the data for the two lowest temperatures, T = 0.10 and 0.15, are not fully equilibrated so data at these temperatures has been ignored and the lowest temperature used in the analysis is 0.20. This is to be compared with 31 T c ≈ 0.95. The set of temperatures is determined by requiring that the acceptance ratio for global moves is satisfactory for the largest size, L = 8, and for simplicity the same temperatures are also used for the smaller sizes. For L = 3, 4, 5, and 6, the accep- 5). The two sets of data approach each other from opposite directions and then do not appear to change at larger number of sweeps, indicating that they have equilibrated. We also show data for higher moments of q and q l . They appear to be independent of the number of sweeps once the q l data has equilibrated. The data for the different moments has been shifted upwards by the following amounts for better viewing: q 2 by 0. tance ratio for global moves is greater than about 0.6 in average and is always greater than 0.3 for each pair of temperatures. For L = 8 the average acceptance ratio is 0.41, and the lowest value is 0.12.
In Table II we compare the average total energy E = N U at T = 0.20 with the average ground state energy obtained by finding the ground state of each sample with a hybrid genetic algorithm, as discussed elsewhere 32 . The two energies are very close together, indicating that at this temperature our data are unlikely to be affected by the critical point.
Figs. 2 and 3 show (symmetrized) data for P (q) at temperatures 0.20 and 0.50. There is clearly a peak for large q and a tail down to q = 0. At both temperatures one sees that the tail in the distribution is essentially independent of size. A more precise determination of the size dependence of P (0) is shown in Fig. 4 where, to
Data for the overlap distribution P (q) in 3D at T = 0.20. Note that the vertical scale is logarithmic to better make visible both the peak at large q and the tail down to q = 0. In this and other similar figures in the paper, we only display some of the data points as symbols, for clarity, but the lines connect all the data points. This accounts for the curvature in some of the lines in between neighboring symbols. In this paper all distributions are normalized so that the area shown under the curve is unity. Fig. 2 Average energy E at T = 0.2 and average ground state energy E0 , for several sizes in three dimensions. N0 is the number of samples used to compute the average E0 using a hybrid genetic algorithm.
FIG. 3. Same as for
improve statistics, we average over the (discrete) q-values with |q| < q • , with q • = 0.20. If general, we expect that
′ , where we allow θ ′ to be different from θ, the latter being obtained from boundary condition changes. In the droplet picture 1 θ ′ = θ. The dashed line in Fig. 4 has slope −0.20 corresponding to the estimated value 28 of −θ, so in the droplet picture the data is expected to follow a track parallel to this line. The actual size dependence is clearly much weaker than this, and consistent with a constant P (0), which implies that the energy to create a large excitation does not increase with size, and therefore θ ′ ≃ 0. More precisely, a two-parameter fit of the data in −15 respectively. Hence, just considering statistical errors for the sizes studied, the data is compatible with θ ′ = 0 and not with θ ′ = 0.20. Refs. 20,21 studied P (0) by the Migdal-Kadanoff approximation, which is known to yield the droplet picture asymptotically. They find that, although the behavior of P (0) at higher temperatures is masked by critical point effects, data at low temperatures, such as those considered here, should show the droplet behavior. That we find quite different results indicates that the MigdalKadanoff approximation is not applicable to such small sizes. However, our data still do not rule out the possibility that the droplet theory, or some other theory, might be correct at larger sizes.
FIG. 4.
Log-log plot of P (0), the spin overlap at q = 0, against L in 3D. The data is independent of size within the error bars. The dashed line has slope −0.20, which is the estimated value of −θ. Asymptotically, the data should be parallel to this line according to the droplet theory.
In Fig. 5 we show the data for P (0) versus T . We see an approximately linear decrease of the data as T → 0. Note though, that there is some non-linearities as shown in the figure's inset. Fig. 6 shows the distribution of the link overlap q l at T = 0.20. We see that there is a large peak at q l close to unity (with structure coming from the allowed discrete values of q l ) and a much weaker peak (note the logarithmic vertical scale) for smaller q l which grows slowly with increasing L and moves to larger values of q l . We will refer to this feature again below when we discuss the Viana-Bray model.
The variance of P (q l ) is shown in Fig. 8 for several low temperatures. The data is consistent with a power law decrease to zero, i.e.
where the power µ l seems to vary somewhat with T . This variation is probably due to corrections to scaling coming from the shift with T of the complicated peak structure at large q seen in Fig. 6 . The asymptotic value of µ l is related to the exponents θ ′ and d s that have been mentioned earlier 33 . To see this, 
An extrapolation of our results for µ l to T = 0 gives 0.76 ± 0.03. Assuming θ ′ = 0 this implies
which is consistent with the T = 0 result of PY, namely
We have also looked at more general fits of the form
to see to what extent the data can rule out a non-zero value of a. This is of interest because a non-zero value for a is required by standard replica symmetry breaking theory. We carried out fits of the form
in which a is fixed, and ln b and c are the fit parameters. The χ 2 of the fit is then determined as a function of a and the results are shown in Fig. 9 . One sees that the minimum of χ 2 is for a = 0 and the range of a in which χ 2 has increased by less than unity relative to the a = 0 value is a < 5.3 × 10 −4 for T = 0.50 and a < 1.3 × 10 −3 for T = 0.34. The width of the distribution of q l is √ a which has values 0.023 and 0.036 respectively. Thus while, our data cannot rule out a non-zero value for the width of the distribution of q l in the thermodynamic limit, it does suggest that this value, if non-zero, must be very small. We note, however, that a rather small value of a is not unreasonable in RSB. For example, if P (q l ) consists of two delta functions at a distance of 0.1, whose weights are 0.1 and 0.9 respectively, then the value of a is 0.0009.
B. Four Dimensions
In four dimensions we present results down to a temperature of 0.20, compared with 34 T c ≈ 1.80. Parameters of the simulations are shown in Table III . For each size, the largest temperature is 2.80 and the lowest is 0.20. The acceptance ratio for global moves is always greater than about 0.5 for L = 3, about 0.2 for L = 4 and about 0.3 for L = 5. In Table IV we compare the average energy at T = 0.2 with the average ground state energy obtained with the hybrid genetic algorithm of Ref. 32 . As in 3D, the data indicate that the system is very close to the ground state. Average energy E at T = 0.2 and average ground state energy E0 , for several sizes in four dimensions. N0 is the number of samples used to compute the average E0 using a hybrid genetic algorithm. Figs. 10 and 11 show data for P (q) for temperatures 0.20 and 0.46. As in three-dimensions, the tail in the distribution is essentially independent of size. We display the full P (q), rather than just the symmetric part as in 3D, in order to show that it has a symmetric form as expected (a symmetric form was also obtained in 3D).
FIG. 12.
Log-log plot of P (0) against L in 4D averaged over the range |q| < 0.20. The data is independent of size within the error bars. The dashed line has slope −0.70, which is the estimated value of −θ. Asymptotically, the data should be parallel to this line according to the droplet theory.
The size dependence of P (0), averaged over the range |q| < q • with q • = 0.2 is shown in Fig. 12 . The dashed line has slope −0.70 corresponding to the estimated value of −θ. In the droplet picture, the behavior should follow this form asymptotically. Clearly it does not for this small range of sizes. More precisely, performing a similar analysis as in 3D we find θ ′ = 0.10 ± 0.12, 0.08 ± 0.09 and 0.17 ± 0.06 for T = 0.20, 0.32 and 0.46 respectively. For the same temperatures, the goodness-of-fit parameter is 0.67, 0.65 and 0.014, assuming θ ′ = 0, which is acceptable, while assuming θ ′ = 0.70 the goodness-of-fit parameters are tiny: 2.1 × 10 −10 , 2.1 × 10 −12 and 4.2 × 10 −18 . As in 3D we find different results from what is predicted by Refs. 20,21 at such low temperatures on the basis of the the Migdal-Kadanoff approximation. However, our data can not rule out the possibility that some other behavior may occur at larger sizes.
Note also, that our data for P (0) decreases approximately linearly with temperature as T → 0, as shown in Figure 13 .
Figs. 14 and 15 show the distribution of the link overlap q l at temperatures 0.20 and 0.46. As in 3D we see complicated structure at large q l and a subsidiary peak at smaller q l which grows with increasing L. The variance of q l is shown in Fig. 16 at several low temperatures. The data is consistent with the power law decrease to zero shown in Eq. (6) . The range of sizes is so small, and the values of µ l also so small, that we are not able to rule out a non-zero value for L → ∞ in 4D. However, the data is consistent with the asymptotic value being zero.
An extrapolation of our effective values of µ l to T = 0 gives 0.35 ± 0.06, which, assuming θ ′ = 0, gives
This is just consistent with the T = 0 results of PY who find d − d s = 0.21 ± 0.01. However, the quoted error bars are from statistical errors only, so the difference may be partly due to systematic effects coming from the small range of sizes studied.
C. Viana-Bray Model
For the Viana-Bray model, T c is given by the solution of
where z (= 6 here) is the coordination number. The solution is T c = 1.8075 · · ·, which is roughly twice the transition temperature of the 3D short range model considered here, which has the same coordination number. Parameters of the simulations are shown in Table V . In each case, the largest temperature is 2.6 and the lowest temperature is 0.1. For N = 700 the data is not equilibrated for temperatures lower than 0.34, and is almost equilibrated at T = 0.34. Except for N = 700 the acceptance ratio for global moves is always greater than about 0.3. For N = 700 the acceptance ratio is greater than 0.3 for most temperatures but there is one "bottleneck" where the acceptance ratio went down to 0.08. Fig. 17 we show that P (q) has a weight at q = 0 which appears to be independent of the system size, as expected.
First of all, in
A plot of P (q l ) is shown in Figs. 18 and 19 for T = 0.34 and 0.70. Note that the data for N = 700, T = 0.34 show a dip around q ≃ 0.5, due to imperfect equilibration of the Monte Carlo runs for some samples (this explains also the fluctuations of the data for P (q) in Fig. 17) . As in the 3D and 4D data discussed above we see a 2-peak structure develop as the size increases. This is also clearly visible in the earlier work of Ciria et al. 35 in 4D. For the Viana-Bray model, the position of the smaller peak shifts neither with L or T whereas for the 3D data, see Fig. 6 , it clearly shifts to larger values of q l with increasing size. In 4D, see Figs. 14 and 15, the range of sizes is sufficiently small that it is difficult to tell whether there is a shift in the position of the peak or not, but if it is present, it appears to be a smaller effect than in 3D. It would be helpful to understand the physics behind the two peak structure. For the hierarchical lattice used in the Migdal-Kadanoff approximation, Bokil et al. 21 have given an explanation, but it is not clear to us how this goes over to the models discussed here. A plot of Var(q l ) against N is shown in Fig. 20 for different temperatures. In contrast to the data for 3D shown in Fig. 8 , (which is for a similar number of spins) the data is clearly tending to a constant at large N . This is confirmed by the χ 2 analysis of the fits corresponding to Eq. (10) shown in Fig. 21 . Clearly the asymptotic value of a is large and finite. Compare this figure with Fig. 9 , which shows the corresponding results in 3D, and where a = 0 gives the best fit.
We conclude this section by pointing out the sizes studied (which covers a similar range to that in 3D and 4D) are sufficient to determine the correct asymptotic behavior for the Viana-Bray model. 
IV. CONCLUSIONS
To conclude, Monte Carlo simulations at low (but finite) temperatures agree with earlier T = 0 studies of KM and PY that there appear to be large-scale low energy excitations which cost a finite energy, and whose surface has fractal dimension less than d. However, since the sizes that we study are quite small, there could be a crossover at larger sizes to different behavior, such as the droplet theory (with θ ′ = θ (> 0)) or an RSB picture (where θ ′ = 0, d − d s = 0). We note, however, that our results for short range models are quite different from those of the mean-field like Viana-Bray model for samples with a similar number of spins, and, furthermore, our results for the Viana-Bray model do predict the correct asymptotic behavior for that model.
