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Le béluga du Saint-Laurent est une espèce menacée au Canada et protégée par la 
Loi sur les espèces en péril du Canada. La détermination des fonctions biologiques de ses 
habitats essentiels est nécessaire afin d’assurer le rétablissement de la population. 
Parcs Canada a entamé en 2009 un suivi des proies du béluga dans deux de ses aires 
de fréquentation intensive situées dans le Parc marin du Saguenay–Saint-Laurent : 
l’embouchure de la rivière Saguenay et la baie Sainte-Marguerite. L’étude de l’abondance 
et de la distribution des proies est réalisée par sondage hydroacoustique le long de transects 
à l’aide d’un échosondeur multifréquences. Un protocole d’observations systématiques du 
béluga est mené simultanément aux sondages hydroacoustiques à partir de sites terrestres. 
Le premier objectif de cette étude est de développer la méthodologie concernant le 
traitement, la classification et la cartographie des données hydroacoustiques 
échantillonnées. L’objectif principal consiste à déterminer si l’abondance et la distribution 
des proies pélagiques ont une influence sur l’utilisation de ces deux habitats par le béluga. 
La cartographie de la biomasse relative de poissons a été réalisée pour la couche de 
surface, la couche en profondeur et pour l’ensemble de la colonne d’eau par krigeage 
ordinaire pour les deux habitats pour les 29 transects. À la baie Sainte-Marguerite, le 
nombre de bélugas observés augmente avec la biomasse relative des proies en surface et en 
profondeur. À l’embouchure de la rivière Saguenay, les résultats n’ont pas été concluants. 
Les résultats suggèrent que l’alimentation pourrait être l’une des fonctions biologiques de la 
baie Sainte-Marguerite. 
 
Mots-clés : Béluga du Saint-Laurent, données hydroacoustiques, modélisation de 






The St. Lawrence beluga is a threatened species in Canada and protected by the 
Species at Risk Act in Canada. Determining the biological functions of its critical habitat is 
needed to ensure the recovery of the population.  
Parks Canada began in 2009 a monitoring of beluga preys in two of its areas of 
intensive use located in the Saguenay–St. Lawrence Marine Park: the Saguenay River 
mouth and the Sainte-Marguerite bay. The study of the abundance and distribution of prey 
is achieved by hydroacoustic survey along transects using a multifrequency echo sounder. 
A systematic observation protocol of the beluga is conducted simultaneously with 
hydroacoustic surveys from land-based stations.  
The first objective of this study is to develop the methodology for the processing, 
classification and mapping of these hydroacoustic data. The main objective is to determine 
whether the abundance and distribution of pelagic prey influence the use of these two 
habitats by beluga.  
The mapping of the fish relative biomass was conducted for the surface layer, the 
depth layer and the entire water column by ordinary kriging for the two habitats for the 29 
transects. At Sainte-Marguerite bay, the number of whales observed increases with fish 
relative biomass in the surface and deep layers. At the Saguenay River mouth, the results 
are not conclusive. The results suggest that feeding may be one of the biological functions 
of the Sainte-Marguerite bay. 
 
Key words : St. Lawrence beluga whales, hydroacoustic data, cetecean-habitat modeling, 
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Introduction 
Depuis l’été 2009, Parcs Canada effectue un suivi des proies pélagiques et de la 
faune marine en surface à l’intérieur des limites du Parc marin du Saguenay–Saint-Laurent 
(PMSSL). Ce projet porte sur l’étude de l’influence de la variabilité des proies pélagiques 
sur le maintien de la biodiversité de la faune marine dans le parc marin. La distribution et 
l’abondance de nourriture sont les principaux facteurs qui attirent et retiennent les 
mammifères marins dans le secteur. L’un des objectifs de ce projet est de mieux 
comprendre les conditions écologiques recherchées par les espèces en péril qui fréquentent 
régulièrement le territoire du parc marin, soit le béluga, le rorqual bleu et le rorqual 
commun, dans l’optique de contribuer à l’identification de leurs habitats essentiels et des 
fonctions écologiques de ceux-ci. Pour atteindre cet objectif, il est nécessaire d’acquérir des 
informations sur les conditions biologiques et physico-chimiques dans les aires d'utilisation 
intensive du béluga et de ces grands rorquals. En 2009 et en 2010,  les secteurs étudiés ont 
été ceux dont les connaissances a priori indiquent qu’ils ont une importance biologique 
significative pour ces espèces en péril puisqu’ils sont fortement utilisés. Ces secteurs sont 
l’embouchure de la rivière Saguenay et la baie Sainte-Marguerite pour le béluga et la tête 
du chenal Laurentien pour les grands rorquals. De plus, des activités anthropiques, telles les 
excursions aux baleines, la navigation commerciale et de plaisance et le kayak sont 
pratiquées dans ces secteurs, ce qui génère une forte pression sur ces écosystèmes. Jumelée 
à l’importance écologique de ces écosystèmes pour les mammifères marins, cette pression 
anthropique entraîne des enjeux de conservation majeurs pour les gestionnaires du PMSSL. 
Le présent projet de maîtrise s’inscrit dans ce grand projet piloté par Parcs Canada 
au  Parc marin du Saguenay–Saint-Laurent. Il porte essentiellement sur le premier volet du 
projet, soit sur la contribution à la caractérisation des habitats essentiels du béluga par la 
définition de leurs fonctions biologiques. Plus particulièrement, il vise l’étude de 
l’abondance et de la distribution des proies pélagiques à l’embouchure de la rivière 
Saguenay et à la baie Sainte-Marguerite en fonction de l’utilisation de ces secteurs par le 
béluga. 
  
Chapitre 1. Problématique 
1.1. État des connaissances sur le béluga du Saint-Laurent 
Le béluga du Saint-Laurent (Delphinapterus leucas) est une espèce menacée au 
Canada (COSEPAC 2004). De plus, l’espèce est inscrite sur la liste des espèces en péril et 
protégée par la Loi sur les espèces en péril du Canada (MPO 2011). Cette loi exige qu’un 
programme de rétablissement soit élaboré et que l’habitat essentiel soit désigné selon les 
meilleures informations disponibles. Un habitat essentiel est défini par cette loi comme 
étant l’habitat nécessaire à la survie ou au rétablissement d’une espèce sauvage inscrite. Il 
peut s’agir d’une aire d’alimentation, de croissance ou de reproduction connue. Le nouveau 
Programme de rétablissement du béluga du Saint-Laurent désigne les habitats essentiels de 
l’espèce selon les meilleures connaissances disponibles (MPO 2011). Puisque les 
connaissances sur les habitats utilisés par le béluga ont été acquises en période estivale, ce 
ne sont pas tous les habitats susceptibles d’être essentiels qui ont été identifiés.  Il demeure 
également le besoin de connaître les fonctions biologiques de ces habitats et leur 
importance relative (Mosnier et al. 2010; MPO 2011). Comme le béluga est une espèce 
résidante, l’ensemble de ses fonctions biologiques sont comblées dans la région, 
contrairement à la grande majorité des autres espèces de mammifères marins qui 
fréquentent la région dans le but premier de s’alimenter durant la période estivale. La 
connaissance des fonctions biologiques permettrait notamment de déterminer et de justifier 
des mesures de conservation spécifiques pour les différents habitats essentiels et d’assurer 
leur maintien, ce qui est nécessaire pour le rétablissement de la population de béluga du 
Saint-Laurent.  
L’aire de répartition estivale du béluga s’étend, selon Michaud (1993), en amont, de 
la Batture-aux-Loups-Marins, située au sud de l’Île-aux-Coudres et en aval, jusqu’à la 
rivière Portneuf sur la rive Nord du Saint-Laurent et jusqu’aux Îles du Bic sur la rive Sud. 
Dans la rivière Saguenay, son aire de répartition s’étend de l’embouchure jusqu’à Saint-
Fulgence (Michaud 1993). La population de béluga du Saint-Laurent est recensée depuis 
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1973 (Kingsley 1998).  La population serait relativement stable depuis 1988 (Gosselin et al. 
2001; Michaud et Béland 2001; Gosselin et al. 2007). Gosselin et al. (2007) estiment la 
population de béluga dans l’estuaire du Saint-Laurent à environ 1 100 individus.  La chasse 
a été la principale cause du déclin de la population qui fut estimée à environ 7 800 
individus en 1866 (Hammill et al. 2007). La population de béluga du Saint-Laurent est 
protégée contre la chasse depuis 1979, résultat de deux règlements successifs relevant de la 
Loi sur les pêches, soit le Règlement sur la protection du béluga (1979) et le Règlement sur 
les mammifères marins (1993) (COSEPAC 2004). Plusieurs hypothèses sont avancées pour 
expliquer l’absence de rétablissement de la population : les concentrations élevées de 
contaminants persistants chez les bélugas et dans leur environnement, la compétition pour 
les proies avec les pêches commerciales ou d’autres espèces,  la perte ou la dégradation de 
l’habitat, le trafic maritime et le bruit qu’il occasionne ou des mortalités périodiques 
causées par des épizooties (Hammill et al. 2007; MPO 2010; MPO 2011). De plus, 
plusieurs de ces causes possibles peuvent agir en synergie (Martineau 2007). 
Le régime alimentaire du béluga du Saint-Laurent consiste en différentes espèces de 
poissons catadromes, de poissons anadromes et d’invertébrés, incluant des espèces 
pélagiques et benthiques (Vladykov 1946). Leur alimentation, très diversifiée, inclurait 
environ 50 espèces de proies, dont les principales seraient le capelan, le hareng, l’éperlan, 
le lançon, le calmar, la morue, le poulamon et les polychètes (Vladykov 1946). Par contre, 
ces données datent des années 1930 et sur les 165 bélugas échantillonnés, 145 l’ont été sur 
les bancs de la rivière Manicouagan, un endroit qui n’est plus fréquenté par le béluga du 
Saint-Laurent depuis les années 1960 (Pippard 1985). Il n’existe pas de donnée récente sur 
le régime alimentaire du béluga du Saint-Laurent (MPO 2010). Les bélugas sont toutefois 
reconnus comme étant opportuniste dans leur alimentation et leur diète varierait de façon 
spatiale et temporelle selon la disponibilité des proies (Vladykov 1946; Sergeant 1973; 
Mosnier et al. 2010). L’intensité de leur alimentation serait toutefois à son maximum au 
printemps (MPO 2010). Des données sur l’alimentation du béluga en captivité ont montré 
qu’il avait besoin de consommer quotidiennement entre 1,2 %, pour les adultes et 4,5 % 
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pour les juvéniles, de leur masse corporelle (Kastelein et al. 1994). Un béluga adulte peut 
peser environ 1 900 kg et mesurer entre 2,6 et 4,5 m (Vladykov 1944). 
Plusieurs études ont contribué à l’identification des aires fortement utilisées par le 
béluga du Saint-Laurent (Pippard et Malcom 1978; Pippard 1985; Michaud et al. 1990; 
Michaud 1993; Lemieux-Lefebvre 2009). Par contre, les fonctions biologiques de ces sites 
n’ont pas été clairement identifiées.  
1.2. Aires d’études 
Parmi les aires de fréquentation intensive identifiées et les habitats désignés comme 
étant essentiels, l’embouchure de la rivière Saguenay et la baie Sainte-Marguerite sont 
parmi ceux qui reviennent les plus souvent dans les différentes études sur la distribution du 
béluga du Saint-Laurent. Ces deux habitats essentiels du béluga sont localisés dans les 
limites du Parc marin du Saguenay–Saint-Laurent (carte 1), plus spécifiquement dans le 
fjord de la rivière Saguenay. Ils constituent les aires d’études de ce mémoire. 
S’étendant sur plus de 100 km, le fjord de la rivière Saguenay est considéré 
exceptionnel par l’immensité de son bassin versant et ses débits d’eau douce (Roberge 
1996). Un fjord est défini comme étant un milieu estuarien constitué d’une masse d’eau 
salée sur laquelle coule une rivière d’eau douce, on y trouve alors deux écosystèmes 
superposés. Le fjord de la rivière Saguenay est formé de trois bassins partiellement isolés 
par des seuils (Drainville 1968). L’embouchure de la rivière Saguenay fait parti du bassin 
inférieur tel que défini par Drainville (1968), alors que la baie Sainte-Marguerite fait parti 
du bassin intermédiaire (figure 1). Le troisième bassin, le bassin supérieur, commence en 




Carte 1. Limites du Parc marin du Saguenay–Saint-Laurent et localisation des aires d'études. 
 
Figure 1. Coupe longitudinale du fjord de la rivière Saguenay (adapté de Dionne (2001) et Drainville (1968)). 
1.2.1. Embouchure de la rivière Saguenay 
L’embouchure est délimitée en aval par un seuil de 20 m de profondeur. Dans le 
reste de la zone, les profondeurs atteignent plus de 160 m. Le fond de la rive Ouest de 
l’embouchure est formé de gravier et de roches en place, tandis que sur la rive Est il est 
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formé de gravier sableux, de vase très sableuse, de sable et de vase graveleuse (Loring et 
Nota (1973) dans Dionne (2001)). Les eaux de l’embouchure sont renouvelées 
quotidiennement lors du flot de marées par les eaux de la couche intermédiaire froide de 
l’estuaire (Siebert et al. 1979; Cloutier 2009). Cet apport en eau froide et salée est bien 
oxygéné et riche en éléments nutritifs. La nappe superficielle, d’eau douce et plus chaude, 
est d’une épaisseur variant de 10 à 20 m (Dionne 2001). Le débit à l’embouchure est 
d’environ 2 100 m3s-1 (Fortin et Pelletier (1995) dans Dionne (2001)). 
Les espèces de poissons présentes à l’embouchure sont aussi bien marines que 
dulcicoles. Ces dernières représenteraient 16 %, les espèces anadromes ou catadromes 22 % 
et les espèces marines 62 % (Drainville 1970). Des concentrations de capelan juvénile sont 
régulièrement observées à l’embouchure (Bailey et al. 1977; Ménard 1998). Le benthos est 
dominé par quatre groupes taxonomiques, les amphipodes (27 %), les polychètes (22 %), 
les gastéropodes (11 %) et les bivalves (10 %) (Mousseau et Armellin (1995); Bossé et al. 
(1996) dans Dionne (2001)). 
  
Carte 2. (a) Aire d’étude dans l’embouchure de la rivière Saguenay et (b) distribution des observations de 
béluga (modifié de Turgeon (2008)). 
L’embouchure de la rivière Saguenay est fréquentée par des troupeaux d’adultes et 




1993) et ce quotidiennement durant l’été et de façon moins intensive à l’automne et au 
printemps (Pippard et Malcom 1978; Laurin 1982). Laurin (1982) et Pippard (1985) ont 
identifié ce secteur comme étant un site d’alimentation important pour le béluga. De plus, 
Laurin (1982) a identifié la présence de bancs de  jeunes capelans (1-2 ans) à l’aide 
d’images sonar et de pêches simultanément à des observations de bélugas en alimentation 
dans le secteur. L’embouchure est évidemment utilisée par les bélugas désirant entrer ou 
sortir de la rivière Saguenay, ce qui en fait un habitat également utilisé comme zone de 
transit. Ce secteur est régulièrement fréquenté par d’autres espèces de mammifères marins, 
tels le petit rorqual (Balaenoptera acutorostrata), le phoque commun (Phoca vitulina), le 
phoque gris (Halichoerus grypus) et plus rarement par le rorqual commun (Balaenoptera 
physalus) et le rorqual à bosse (Megaptera novaeangliae).  
L’embouchure de la rivière Saguenay est la zone où le trafic maritime est le plus 
intense dans le PMSSL (Chion et al. 2009). La présence de la plus grosse flotte de bateaux 
d’excursion de la région à Tadoussac, de la traverse entre Baie-Sainte-Catherine et 
Tadoussac et des nombreux plaisanciers causent la majeure partie du trafic maritime de la 
région. Les bateaux d’excursion et les plaisanciers sont les types d’embarcations qui sont en 
grande partie responsables des cooccurrences avec les bélugas dans ce secteur (Turgeon et 
al. 2008). 
1.2.2. Baie Sainte-Marguerite 
La baie Sainte-Marguerite est située à environ 25 km en amont de l’embouchure de 
la rivière Saguenay. La rivière Sainte-Marguerite est l’affluent de la rivière Saguenay ayant 
le plus fort débit (Dionne 2001). Cet endroit possède les conditions recherchées par le 
béluga, comme des fonds de dépôts meubles, des températures plus élevées, des eaux 
saumâtres, de faibles profondeurs (Pippard 1985). En comparaison à l’embouchure, la baie 
Sainte-Marguerite n’est pas autant soumise à l’influence des marées et l’ensemble de ses 




Mousseau et Dodson (1996) ont récolté 14 espèces de poissons, dont 7 espèces 
fourragères, dans la baie Sainte-Marguerite. Par contre, certaines de ces espèces ont été 
échantillonnées dans des endroits non visités par le béluga, à savoir le fond de la baie, près 
de l’embouchure de la rivière Sainte-Marguerite (carte 3). Les espèces échantillonnées dans 
les secteurs fréquentés par le béluga sont : le hareng de l’Atlantique (Clupea harengus), 
l’omble de fontaine (Salvelinus fontinalis), l’éperlan arc-en-ciel (Osmerus mordax), le 
capelan (Mallotus villosus), l’anguille d’Amérique (Anguilla rostrata), le chaboisseau 
bronzé (Myoxocephalus geneus), la morue franche (Gadus mordhua), la plie rouge 
(Pseudopleuronectes americanus) et le tricorne arctique (Gymnocanthus tricuspis) 
(Lemieux 1996; Mousseau et Dodson 1996). Le lançon (Ammodytes sp.) fréquente 
également la région (Dutill et al. 2009). L’étude de Mousseau et Dodson (1996) a permis 
d’identifier quatre espèces ichtyoplanctoniques. Parmi ces espèces, le capelan était l’espèce 
la plus abondante. Le benthos est dominé par quatre espèces : les polychètes Hediste 
diversicolor et Marenzelleria viridis et les bivalves Mya arenaria et Macoma balthica 
(Lemieux 1996). La densité moyenne d’organismes benthiques serait de 914,2 individus 
par m
2
 (Lemieux 1996). Toutefois, ces données ont été échantillonnées dans la zone 
intertidale, endroit qui n’est pas ou peu utilisé par le béluga. 
  





C’est aux mois de juillet et août que la baie Sainte-Marguerite est la plus utilisée par 
le béluga (Michaud 1992; Chadenet 1997; Busque 2006; Lavoie et Fortier 2008). Selon 
Chadenet (1997), les bélugas sont présents dans ce secteur pour un peu plus de la moitié 
des journées pendant l’été et ils y demeurent parfois pour de longue durée, ce qui est une 
caractéristique spécifique à cet habitat (Michaud 1992; Michaud 1993). La baie est 
fréquentée par tous les types de troupeaux, soit les troupeaux d’adultes et de jeunes, les 
troupeaux d’adultes et les troupeaux mixtes (Michaud 1993). Une particularité dans 
l’utilisation de ce site est que 86 % des troupeaux observés sont composés d’adultes 
accompagnés de leurs jeunes (Busque 2006), notamment par des troupeaux de femelles 
accompagnées de leurs jeunes (Pippard et Malcom 1978; Pippard 1985). Les raisons de 
l’utilisation de ce site par le béluga demeurent inconnues, mais pourraient inclure la mise 
bas, le soin des jeunes, l’alimentation et les activités sociales (Pippard et Malcom 1978; 
Laurin 1982; Michaud 1992). 
La baie Sainte-Marguerite est une zone où le trafic maritime est beaucoup moins 
intense qu’à l’embouchure de la rivière Saguenay (Chion et al. 2009). Les bateaux 
d’excursion fréquentent beaucoup moins ce secteur (Chion et al. 2009). Toutefois, les 
bélugas y sont régulièrement en contact avec les humains (Michaud 1992). Les plaisanciers 
et les kayaks sont les types d’embarcations qui causent le plus de cooccurrences avec les 
bélugas dans ce secteur (Turgeon 2009). 
1.3. Modélisation de l’utilisation de l’habitat 
La modélisation de l’utilisation de l’habitat par les mammifères marins est un 
domaine d’application encore récent (Redfern et al. 2006). Cette méthode représente un 
outil puissant pour la prédiction de la distribution des mammifères marins et dans la 
compréhension des processus écologiques déterminant leurs distributions (Redfern et al. 
2006). Leur domaine d’application est très large, allant de modèles généraux plus 
descriptifs aux modèles plus spécifiques permettant de tester des hypothèses. Le choix du 
niveau de détail dépend de l’objectif, de la disponibilité et de la résolution des données et 
de l’état des connaissances a priori (Redfern et al. 2006) (figure 2). Les variables 
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explicatives régulièrement utilisées sont des données topographiques (e.g. profondeur, 
pente), océanographiques (e.g. courant, marée), physico-chimiques (e.g. température, 
salinité, chlorophylle a), géologiques (e.g. type de fond) et biologiques (e.g. données sur les 
proies). Il est plus difficile pour certaines variables d’obtenir des données, en raison des 
coûts d’acquisition ou du manque d’expertise. Certaines variables peuvent alors être 
utilisées comme proxy. Par exemple les données sur les proies étant plus difficiles à 
acquérir, des variables océanographiques pourraient alors servir de proxy (Redfern et al. 
2006).  
 
Figure 2. Continuum des connaissances écologiques vs niveau de détail du modèle (traduit de (Redfern et al. 
2006)). 
Redfern et al. (2006) ont fait la synthèse du processus de modélisation de 
l’utilisation de l’habitat par les mammifères marins, de la collecte de données aux méthodes 
d’analyses. Plusieurs études ont utilisé la modélisation de l’utilisation de l’habitat dans 
l’étude des mammifères marins et de leurs relations avec des variables environnementales 
(références dans Redfern et al. (2006)). Certaines utilisent les proies comme une des 
variables explicatives (Friedlaender et al. 2006; Hazen et al. 2009). Les études de Torres et 
al. (2008) et Wirsing et al. (2007) se sont intéressées à l’impact de l’utilisation de données 
sur les proies sur le pouvoir explicatifs et prédictifs des modèles. Goetz et al. (2007) ont 
réalisé un exemple de modélisation de l’utilisation de l’habitat par le béluga dans le Cook 
Inlet, Alaska.  
Dans l’aire d’étude, les travaux de Michaud et al. (1990) et Michaud (1993) 
constituent des exemples d’ouvrages de modélisation de l’utilisation de l’habitat par le 
béluga du Saint-Laurent. Ils visaient principalement à déterminer les aires de fréquentation 
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intensive de l’espèce et les analyses étaient majoritairement descriptives et semi-
quantitatives, donc plus vers la gauche de la figure 2.  L’étude de Conversano (en cours), 
qui vise à expliquer l’utilisation de l’embouchure par le béluga et son comportement en 
fonction des agrégations tidales des poissons de fourrage et des processus 
hydrodynamiques, est un exemple de modélisation de l’utilisation de l’habitat qui est basé 
davantage sur des connaissances a priori. La présente étude est l’une des premières portant 
sur la modélisation de l’utilisation de l’habitat du béluga du Saint-Laurent visant à tester 
des hypothèses et à comparer deux sites d’études. 
  
Chapitre 2. Objectifs 
Comme le suivi des proies pélagiques par hydroacoustique dans le PMSSL est à son 
commencement et que cette étude est la première à utiliser ces données, le développement 
de la méthodologie concernant le traitement, la classification des échos, la cartographie et 
l’analyse des données hydroacoustiques constitue un objectif important, bien 
qu’intermédiaire à l’objectif principal de ce mémoire. Il est primordiale pour cette étude et 
pour la suite du projet du suivi des proies dans le PMSSL d’avoir un protocole précis afin 
d’encadrer la manipulation de ces données. Les données hydroacoustiques sont un type de 
données qui requièrent beaucoup de manipulation avant de pouvoir débuter les analyses. 
L’établissement d’un protocole définissant les différentes opérations de traitement et les 
différents paramètres à utiliser est donc essentiel afin de pouvoir éventuellement comparer 
l’ensemble des données qui sera récolté au cours des prochaines années. Un gabarit au 
format Echoview (logiciel utilisé pour la manipulation des données hydroacoustiques) afin 
de faciliter le traitement et la classification des données est un résultat de l’objectif 
secondaire de ce mémoire. Afin de bien cartographier ces données, une partie importante de 
ce mémoire sera consacrée à déterminer la meilleure façon d’interpoler ces données. 
Différentes méthodes géostatistiques, soit le krigeage ordinaire, le krigeage universel et le 
krigeage avec dérive externe ainsi que différentes transformations de données, seront 
testées. La cartographie des données sur les proies est également l’un des résultats de cet 
objectif secondaire. 
L’objectif principal consiste toutefois à déterminer si l’abondance et la distribution 
des proies ont une influence sur l’utilisation de ces deux aires de fréquentation intensive du 
béluga du Saint-Laurent, soit l’embouchure de la rivière Saguenay et la baie Sainte-
Marguerite. Une série d’autres variables explicatives seront ajoutées aux modèles 
d’utilisation de l’habitat par le béluga, à savoir la pente, la profondeur, la phase de marée, le 
marnage et la phase lunaire. Ainsi, il sera possible de contribuer à identifier et à comparer 
les fonctions biologiques, principalement concernant l’alimentation, de ces deux habitats.  
  
Chapitre 3. Méthodologie et données 
Afin de répondre à l’objectif principal, des données sur les proies du béluga et sur la 
distribution du béluga sont nécessaires. Les prochaines sections serviront à détailler ces 
données et à exposer la méthodologie développée et employée. Les données utilisées dans 
ce mémoire proviennent des saisons d’échantillonnages 2009 et 2010 et ont été récoltées 
par l’équipe de terrain de Parcs Canada au PMSSL.  
3.1. Données hydroacoustiques 
L’hydroacoustique est une méthode non-invasive très efficace pour l’acquisition de 
données sur la distribution et l’abondance de la biomasse (i.e. zooplancton et necton) dans 
la colonne d’eau (MacLennan et Simmonds 2005). Contrairement à la pêche, qui serait une 
méthode alternative pour l’acquisition de données sur les proies, l’hydroacoustique permet 
de couvrir un large territoire, de mesurer la distribution vertical, la structure d’agrégation 
des bancs, d’obtenir une grande quantité de données et d’échantillonner de façon continue 
plutôt que ponctuelle. Le principe de l’hydroacoustique dans le domaine de l’halieutique est 
décrit globalement dans les paragraphes suivants (Diner et Marchand 1995; MacLennan et 
Simmonds 2005; Parker-Stetter et al. 2009). 
Une impulsion électrique est émise par l’émetteur dans une gamme de fréquences 
variant normalement entre 18 à 300 kHz. Cette énergie électrique est transformée par le 
transducteur en énergie sonore. Ce son se propage dans l’eau (le medium) où sa célérité est 
fonction de la salinité, de la température de l’eau ainsi que de la pression (profondeur). 
Lorsqu’il rencontre une cible (e.g. poisson, zooplancton, fond marin, bulle d’air), une partie 
de l’énergie est retournée vers le transducteur. L’intensité de l’énergie retournée est 
fonction de la nature de la cible et de la fréquence utilisée. Ainsi, l’utilisation de plusieurs 
fréquences permet notamment de distinguer différentes natures de cibles, à savoir 
différentes espèces de poissons (e.g. avec ou sans vessie natatoire) ou encore de séparer le 
poisson du zooplancton. En connaissant le temps écoulé entre l’émission et la réception, 
l’intensité du signal réfléchi selon la fréquence, sa direction et la position géographique du 
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système acoustique, on obtient plusieurs informations sur la cible, à savoir sa position 
géographique (X, Y et Z), sa taille et sa nature. Comme l’acquisition de données se fait 
principalement de façon continue le long de transects, le résultat (l’échogramme) est un 
profil bathymétrique géoréférencé par fréquence contenant l’ensemble des échos de la 
colonne d’eau, à l’exception des premiers mètres en surface et de la zone près du fond qui 
sont caractérisés par de l’interférence (figure 3). 
 
Figure 3. Exemple d'échogramme à 120 kHz en valeur    (dB re 1 m
-1
). L’échelle de couleur de bleu à rouge 
représente l’intensité des échos de faible (-80 dB) à élevée (-30 dB). 
Comme une présentation de l’ensemble des concepts et des termes utilisés en 
hydroacoustique dépasse le cadre de ce mémoire, le lecteur non familier avec la théorie est 
invité à consulter Fisheries Acoustics: Theory and Practice (MacLennan et Simmonds 
2005). 
3.1.1. Équipement et calibration 
Le système hydroacoustique utilisé pour le suivi des proies pélagiques dans le 
PMSSL est un échosondeur scientifique Simrad EK60. Le système est équipé de trois 
transducteurs, soit un par fréquences (38, 120 et 200 kHz) permettant l’acquisition 
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simultanée de données sur ces trois fréquences (figure 5). Le tableau 1 résume les 
caractéristiques du système hydroacoustique utilisé et les résultats de la calibration de 2009 
et 2010. Cet équipement est installé sur le bateau de Parcs Canada, l’Alliance (36 pi  de 
longueur), sur lequel un appendice a été installé pour déployer les instruments à une 
profondeur de 1 m sur le côté du bateau (figure 4). 
 
Tableau 1. Spécification des transducteurs et résultats de la calibration (2009/2010) selon la fréquence. 
Spécification des transducteurs 38 kHz 120 kHz 200 kHz 







Profondeur du transducteur (m) 1 1 1 
Puissance d’émission (W) 2000 500 300 
Durée de l’impulsion (ms) 1,024 1,024 1,024 







Vitesse du son (m s
-1
) 1451 1451 1451 
Longueur d’onde (m) 0,038184 0,012091 0,007255 
Two-way beam angle (dB) -20,60 -21,00 -20,70 







3 dB beamwidth alongship (°) 6,94 6,45 6,63 
3 dB beamwidth athwartship (°) 6,93 6,52 6,48 
Angle sensitivity alongship (°) 0,05 0,00 -0,11 





Figure 4. L'Alliance (Parcs Canada). Cercle rouge : localisation du 
système hydroacoustique. 
 
Figure 5. Échosondeur scientifique 
Simrad EK-60 (38, 120 et 200 kHz). 
La calibration de l’équipement acoustique a été effectuée selon une méthodologie 
standard en hydroacoustique, soit par la mesure de l’écho d’une cible dont les propriétés 
acoustiques sont connues (Foote et al. 1987; MacLennan et Simmonds 2005). La cible 
utilisée est une bille de Tungstène Carbide de 38,1 mm de diamètre. Le matériel et la taille 
de cette cible sont adéquats pour la calibration des trois fréquences de l’échosondeur (Foote 
1982; Foote et MacLennan 1984; MacLennan et Dunn 1984; MacLennan et Simmonds 
2005). La calibration a été effectuée au début des saisons 2009 et 2010. Les résultats de la 
calibration de 2009 et 2010 sont présentés à l’annexe I. 
À bord du bateau, le logiciel Simrad ER60 version 2.1.2 est utilisé pour le 
visionnement et pour l’enregistrement des données (sauvegardées en format .raw). Le post-
traitement des données hydroacoustiques est effectué à l’aide du logiciel Echoview version 
4.90 (Myriax Software).    
3.1.2. Échantillonnage 
Les sondages acoustiques sont réalisés de jour, alors que les proies pélagiques sont 
en banc ou en agrégation et que les prédateurs sont visibles en surface. Normalement, 
chaque site est échantillonné une fois par semaine et ce à une heure et à une phase de marée 
non prédéterminée. À une occasion, en 2010, l’embouchure a été échantillonnée deux fois 
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dans la même journée et ce à deux points de marée opposés. Les tableaux 2 et 3 résument 
respectivement l’effort d’échantillonnage de 2009 et de 2010 pour les deux sites. La figure 
6  illustre l’échantillonnage selon le cycle de marée à l’embouchure de la rivière Saguenay. 
La figure 7 illustre la même chose pour la baie Sainte-Marguerite. 
Tableau 2. Effort d’échantillonnage 2009 pour les deux sites (la raison de l’identification de certains transects 
par un * est détaillée à la section 4.3.1.1.). 
Site Date (jj/mm/aaaa) Heure début Heure fin 
Embouchure* 04/08/2009 9h28 10h44 
Baie Sainte-Marguerite 05/08/2009 12h43 13h14 
Embouchure* 12/08/2009 13h24 15h00 
Embouchure* 18/08/2009 10h01 11h29 
Baie Sainte-Marguerite* 18/08/2009 14h46 15h09 
Embouchure 02/09/2009 9h20 11h18 
Baie Sainte-Marguerite* 02/09/2009 12h20 12h46 
Embouchure* 15/09/2009 9h22 11h16 
Baie Sainte-Marguerite* 15/09/2009 12h04 12h33 
Baie Sainte-Marguerite 23/09/2009 10h15 10h54 
Embouchure 23/09/2009 12h32 14h06 
Baie Sainte-Marguerite 05/10/2009 12h04 12h21 
 
La taille de l’échantillon de 2009 est de six pour les deux sites et la période 
d’échantillonnage s’étend du 4 août au 5 octobre. La taille de l’échantillon de 2010 est de 
six pour la baie Sainte-Marguerite et de 11 pour l’embouchure. La période 
d’échantillonnage de 2010 s’étend du 22 juin au 6 octobre. La figure 6 et la figure 7 
illustrent respectivement une couverture non uniforme des phases du cycle de marée à 
l’embouchure et à la baie Sainte-Marguerite. À l’embouchure, la marée basse et le début de 
la marée montante sont surreprésentées. Alors qu’à la baie Sainte-Marguerite, on retrouve 















Figure 6. Couverture du cycle de marée par l’échantillonnage 2009 et 2010 à l’embouchure de la rivière 
Saguenay. 
 




Tableau 3. Effort d’échantillonnage 2010 pour les deux sites (la raison de l’identification de certains transects 
par un * est détaillée à la section 4.3.1.1.). 
Site Date (jj/mm/aaaa) Heure début Heure fin 
Embouchure* 22/06/2010 9h28 10h44 
Embouchure* 22/06/2010 14h10 15h20 
Embouchure* 29/06/2010 9h17 10h26 
Baie Sainte-Marguerite 29/06/2010 11h27 11h49 
Baie Sainte-Marguerite 08/07/2010 10h52 11h15 
Baie Sainte-Marguerite* 15/07/2010 10h34 11h02 
Embouchure 15/07/2010 14h39 16h00 
Embouchure 28/07/2010 10h02 11h15 
Baie Sainte-Marguerite 04/08/2010 10h32 
2 
11h00 
Embouchure 17/08/2010 12h03 13h14 
Embouchure* 25/08/2010 10h59 12h05 
Baie Sainte-Marguerite* 01/09/2010 12h55 13h23 
Embouchure 14/09/2009 14h00 15h13 
Embouchure* 23/09/2010 9h00 10h29 
 Embouchure* 04/10/2010 13h08 14h17 
 Embouchure* 05/10/2010 13h06 14h17 
 Baie Sainte-Marguerite 06/10/2010 10h44 11h08 
  
Pour effectuer le sondage, le bateau suit des transects prédéterminés dans les deux 
aires d’études à une vitesse d’environ 6 nœuds. La durée du transect est d’environ 90 
minutes à l’embouchure et 30 minutes à la baie Sainte-Marguerite. La configuration des 
transects est adaptée à la forme et à la bathymétrie de l’habitat. Elle suit les 
recommandations faites par les auteurs œuvrant dans le dénombrement de mammifères 
marins (Thomas et al. 2007) et dans le domaine de l’hydroacoustique (MacLennan et 
Simmonds 2005; Parker-Stetter et al. 2009). À l’embouchure de la rivière Saguenay, la 
configuration du transect retenu a la forme d’une croix (carte 4a) et elle a pour principal 
objectif de bien couvrir la variation de la bathymétrie. À la baie Sainte-Marguerite, le 
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transect a une configuration plus classique en sondage hydroacoustique, soit en zig-zag 
(carte 4b). Dans les deux cas, l’échantillonnage couvre l’aire de distribution spatiale connue 
du béluga dans ces secteurs. 
  
Carte 4. Transects réalisés à l’embouchure de la rivière Saguenay (a) et à la baie Sainte-Marguerite (b). 
Normalement, lors de chaque sondage acoustique, un profil CTD est réalisé à 
l’embouchure et trois à la baie Sainte-Marguerite, à trois endroits différents. D’une journée 
d’échantillonnage à l’autre, les profils sont réalisés toujours aux mêmes positions 
géographiques. En 2009, un problème a occasionné la perte de la majorité des profils. 
L’appareil utilisé est un SBE 19plus (Sea-Bird Electronics). Un profil CTD permet de 
mesurer en continu de façon verticale la conductivité (qui permet de calculer la salinité), la 
température de l’eau ainsi que la pression (profondeur) à laquelle se trouve l’instrument. 
Les fichiers brutes ont ensuite été ouverts dans le logiciel SEATERM (Sea-Bird 
Electronics) et exportés en fichiers ASCII, avec les variables profondeur, salinité et 
température. Ces fichiers seront utilisés pour définir la résolution de l’échointégration 
(section 3.1.5.). 
À l’été 2010, un filet à plancton à maillage fin (333 μm) de 1 m de diamètre a été 




Sainte-Marguerite. Cette étape a été réalisée pour déterminer la nature des cibles causant 
des échos récurant à cette profondeur dans les données de 2009. 
3.1.3. Nature et unités des données utilisées 
Seuls les échogrammes aux fréquences de 38 et 120 kHz ont été utilisés dans cette 
étude. Les données récoltées à une fréquence de 200 kHz n’ont pas été utilisées pour deux 
raisons : 1) Pour quelques sondages à la baie Sainte-Marguerite, la fréquence 200 kHz a été 
éteinte puisqu’on soupçonnait que celle-ci pouvait modifier le comportement des bélugas. 
Les données à cette fréquence ne sont donc pas disponibles pour l’ensemble des sondages 
hydroacoustiques. 2) L’apport de cette fréquence dans cette étude a été jugé comme étant 
mineur par rapport à l’utilisation conjointe des deux autres (section 3.1.4.5.). La fréquence 
200 kHz sera toutefois utilisée dans d’autres études, notamment dans l’optique d’une 
classification plus fine des échos des différentes espèces de zooplancton ou de poisson. 
Une fois les données brutes (.raw) importées dans Echoview, seuls les 
échogrammes en valeurs    (Volume backscattering) ont été utilisés. La valeur de    est 
l’intensité de la réflexion acoustique par unité de volume ou encore la sommation des 
rétrodiffusions de l’ensemble des cibles dans un volume échantillonné mis à l’échelle de 1 
m
3 
(dB re 1 m
-1
).    est donc une mesure de la densité relative d’organismes et la mesure 
primaire pour les estimations de densité et d’abondance de poisson (Parker-Stetter et al. 
2009). Cette valeur est exprimée en décibel (dB) ou encore sous une échelle non 




 et noté    (équation 1). 
 (1) 
     
 
  
     et 
                
 
3.1.4. Traitement des données 
Le traitement des données hydroacoustiques a été réalisé en suivant des procédures 
standards dans le domaine tel que décrites dans MacLennan et Simmonds (2005) et dans 
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Parker-Stetter et al. (2009). Voici les différentes étapes réalisées afin de préparer les 
données hydroacoustiques pour  les analyses ultérieures.  
3.1.4.1. Délimitation du fond 
Une des limitations de l’hydroacoustique par échosondeur est son incapacité à bien 
distinguer les échos du fond marin des échos de cibles biologiques à proximité (Ona et 
Mitson 1996). À l’ouverture des échogrammes dans Echoview, une ligne représentant le 
fond marin existe déjà. Cette ligne a été générée par un algorithme de détection du fond. 
Afin d’exclure tout écho causé par le fond, il est suggéré d’exclure une zone de 0,2 à 1 m 
d’épaisseur (MacLennan et Simmonds 2005). Une zone d’exclusion de 0,5 m a été 
appliquée. Par la suite, des retouches manuelles ont été apportées afin exclure des échos 
non biologiques causés par le fond, particulièrement dans les zones abruptes. 
3.1.4.2. Ajout d’une ligne d’exclusion de la surface 
En surface, dans la zone proche du transducteur, des interférences limitent les 
mesures acoustiques. Ces mesures doivent donc se faire au-delà d’une certaine distance, 
appelée distance de Fresnel (   ). Cette zone d’exclusion est appelée champ proche. Pour 
être sécuritaire dans le champ lointain (i.e. dépassé la distance de Fresnel), McLennan et 
Simmonds (2005) proposent de doubler la distance de Fresnel pour définir la zone 
d’exclusion en surface. La distance du champ proche a été calculée ainsi : 
(2)     
   
 
   
où   est le rayon de la surface active du transducteur en mètre et λ est la longueur 
d’onde en mètre. Comme   est fonction de la fréquence : 
(3)   
 
 
   
où   est la célérité en m s-1 et   la fréquence en Hz 
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La distance du champ proche a été calculée pour les trois fréquences utilisées et 
multipliée par deux afin de suivre les recommandations de McLennan et Simmonds (2005) 
(tableau 4). 
Tableau 4. Résultat du calcul du champ proche. 
Fréquence (kHz) Rnf (m) 2Rnf (m) Distance d’exclusion appliquée  (m) 
38 2,65 5,30 5,00 
120 0,84 1,68 5,00 
 
La distance d’exclusion appliquée est la même pour les deux fréquences puisque les 
échogrammes à 38 et 120 kHz doivent avoir la même dimension pour l’étape de 
classification (section 3.1.4.5.). 
3.1.4.3. Retrait des mauvaises données 
En plus des données en surface et près du fond qui sont à exclure (sections 3.1.4.1. 
et 3.1.4.2.), une série de types d’échos indésirables sont à exclure. Ces échos sont 
principalement causés par 1) des phénomènes océanographiques, tels des fronts, des bulles 
d’airs et des zones de clapotis, 2) les sillages de bateau et 3) les zones mortes, i.e. les zones 
à l’extérieur du lobe de détection, qui sont plus importantes plus le fond est accidenté. 
L’ensemble de ces échos doit donc être isolé par un examen visuel et manuel des 
échogrammes afin d’être exclu des données. Comme des échos désirables peuvent se 
retrouver à l’intérieur de ces zones d’exclusion, la biomasse est automatiquement sous-
évaluée. Les règles de décision pour l’exclusion de certains échos sont les mêmes pour 
l’ensemble des échogrammes. 
3.1.4.4. Retrait du bruit ambiant 
Le bruit ambiant est défini comme étant le bruit mesuré par l’échosondeur avec 
l’émetteur fermé et le récepteur ouvert, soit en mode dit passif (De Robertis et 
Higginbottom 2007). Les principales sources de bruit sont le bateau utilisé pour le sondage 
24 
 
acoustique, les autres bateaux dans le secteur, les mammifères marins, la pluie, les vagues, 
le vent et l’interférence électrique causée par l’échosondeur (MacLennan et Simmonds 
2005). Comme des mesures acoustiques passives en continue ne sont pas disponibles afin 
d’estimer le bruit ambiant, une méthode alternative a été utilisée afin de l’exclure. La 
méthodologie utilisée est celle proposée par De Robertis et Higginbottom (2007). Cette 
méthode a l’avantage d’estimer le bruit ambiant de façon répétée sur de courtes périodes de 
temps, ce qui est pertinent considérant que le bruit ambiant est appelé à changer dans le 
temps et dans l’espace. L’hypothèse de base de cette méthode est qu’une portion du signal 
acoustique échantillonné est dominée par le bruit ambiant, avec une contribution 
négligeable de l’écho du signal transmis (De Robertis et Higginbottom 2007). L’énergie 
reçue par le transducteur étant composée de l’écho des cibles (le signal) dans la colonne 
d’eau et par le bruit ambiant, l’intensité du signal doit être plus forte que le niveau de bruit 
ambiant pour être détectée et interprétée comme étant un écho valable. Ce concept est 
représenté par le ratio entre le signal et le bruit (SNR pour Signal-to-Noise Ratio). Le SNR 
a été mesuré en suivant la méthodologie proposée par De Robertis et Higginbottom (2007). 
Le SNR obtenu est d’une valeur légèrement supérieure à 10 dB. Cette dernière valeur est 
d’ailleurs celle proposée par MacLennan et Simmonds (2005) comme règle générale 
acceptable. Une valeur de 10 dB, soit un facteur de 10, a été utilisée pour soustraire le bruit. 
L’application de cette méthodologie est facilitée par le gabarit en format Echoview 
accompagnant l’article de De Robertis et Higginbottom (2007). À noter qu’une évaluation 
du niveau de bruit fut réalisée au début du projet (juillet 2009) afin de déterminer une 
vitesse d’échantillonnage optimale, qui fut établit à 6 nœuds pour l’Alliance, permettant de 
réduire le bruit occasionné par le bateau tout en maximisant le ratio couverture 
spatiale/effort. 
3.1.4.5. Séparation du zooplancton et du poisson 
Comme l’intensité de la réflexion acoustique d’une cible est notamment fonction de 
la fréquence, l’utilisation de données simultanées sur plusieurs fréquences permet la 
classification d’espèces (Korneliussen et Ona 2003; MacLennan et Simmonds 2005). Par 
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exemple, les espèces de poissons dotées d’une vessie natatoire ont sensiblement la même 
valeur de réflexion acoustique (  ) aux fréquences de 38 kHz et 120 kHz (Korneliussen et 
Ona 2003). Alors que pour certaines espèces de zooplancton, leurs    augmentent avec la 
fréquence. Par exemple, Madureira et al. (1993) ont démontré que le    du krill antarctique 
(Euphausia superba) est de 2 à 16 dB plus élevé à 120 kHz qu’à 38 kHz. En identifiant une 
différence significative dans la valeur    120 -   38 kHz, il est notamment possible de 
séparer les échos de krill et de poisson (figure 8) (Madureira et al. 1993; Kang et al. 2002). 
Cette méthode de rapport de fréquences a été validée avec succès en comparant ces 
résultats à ceux obtenus par l’identification manuelle réalisée par des experts (Watkins et 
Brierley 2002). Cette méthode a notamment été utilisée dans plusieurs études sur 
l’estimation et la distribution de biomasse de krill (Hewitt et al. 2004; Jarvis et al. 2010) et 
sur la classification de différentes espèces de poissons (Gauthier et Horne 2004; Logerwell 
et Wilson 2004; Anderson et al. 2007; De Robertis et al. 2010). 
Pour la présente étude, l’intérêt de classifier les échos repose sur la nécessité d’avoir 
seulement les proies du béluga dans les données. Une classification simple en deux classes, 
zooplancton et poisson, en utilisant les fréquences de 38 et 120 kHz a donc été jugée 
suffisante pour cette étude. Bien que très peu de zooplancton soit susceptible de se 
retrouver dans les deux secteurs à l’étude, la classification est jugée pertinente dans ce 
travail étant donné l’objectif secondaire de cette étude, soit l’élaboration de la 
méthodologie de traitement de ces données. Cette classification sera essentielle dans le 
traitement des données hydroacoustiques échantillonnées dans l’estuaire (zone faisant 
également partie du projet de suivi des proies du PMSSL) puisque le zooplancton y est 




Figure 8. Exemple de valeurs d’échos sur une même échelle de couleur de krill et de poisson à 38 et 120 kHz. 
L’échelle de couleur de bleu à rouge représente l’intensité des échos de faible (-80 dB) à élevée (-30 dB). 
Réalisé à partir des données d’un transect effectué dans l’Estuaire du Saint-Laurent. 
Afin de déterminer les valeurs de seuil comparable aux 2 et 16 dB de l’étude de 
Madureira et al. (1993), une inspection des valeurs    120 -   38 kHz a été réalisée dans 
les endroits où la nature exacte des cibles ne fait aucun doute (figure 9). Une première 
inspection visuelle des valeurs a permis d’établir qu’un seuil entre 4 et 10 dB serait 
adéquat. Les travaux de McQuinn et al. (en cours) ont permis de trouver qu’un    120 - 
  38 kHz de 5 dB est raisonnable pour séparer le krill (> 5 – 22 dB) du poisson avec vessie 
natatoire (< 5 dB) (McQuinn (2010), communication personnelle). Le seuil utilisé pour 
classifier le poisson dans cette étude a donc été fixé à < 5 dB (comme dans l’étude de 
Logerwell et Wilson (2004)), bien qu’il soit 3 dB plus haut que la limite inférieure 
déterminée pour le krill par Madureira et al. (1993). Cependant, la plupart du temps le krill 
est bien au-dessus de 5 dB et le poisson est bien en dessous de 4 dB (figure 9).  Les 
opérations de rapport de fréquences ont été effectuées sur les échogrammes 
rééchantillonnés à une résolution plus grossière, soit 5 pings en horizontal et 4 m sur la 
vertical, avec les valeurs    moyennes en dB (ou MVBS : mean volume-backscattering 
strength,voir équation 4). 
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Tout comme pour le retrait du bruit ambiant, un gabarit en format Echoview est 
disponible afin d’aider la classification des échos. Le résultat est donc un nouvel 
échogramme avec les échos de zooplancton et un pour les échos de poisson en valeurs   . 
Ces nouveaux échogrammes ne sont donc plus associés à une fréquence en particulier et 
sont composés des valeurs d’échos à 120 kHz. 
 
Figure 9. Histogramme de densité des valeurs    120 -   38 kHz pour les échos de krill (blanc) et de poisson 
(gris) où la nature des échos ne fait aucun doute. La ligne pointillée représente le seuil choisi (5 dB). Réalisé à 
partir de valeurs    moyennes (MVBS) (cellules de 2 x 20 m) d’un transect effectués dans l’Estuaire. 
3.1.4.6. Détermination du seuil d’échointégration 
Comme l’utilisation de ces données ne vise pas une espèce ou un groupe d’espèces 
de poissons en particulier, le seuil d’échointégration, c’est-à-dire la valeur    à partir de 
laquelle les valeurs d’échos ne doivent plus être considérées, a été fixé à -80 dB, tel que 
recommandé par Parker-Stetter et al. (2009). Les valeurs d’échos inférieures à cette valeur 




L’échointégration est une technique fortement utilisée pour estimer l’abondance et 
la distribution d’espèces de poissons pélagiques, semi-pélagiques et de zooplanctons 
(MacLennan et Simmonds 2005). Son principe, tel qu’employé dans cette étude, consiste à 
calculer la moyenne des intensités de réflexion acoustique supérieures au seuil 
d’échointégration (section 3.1.4.6.) par cellule (équation 4).  
(4)      
          
 
 
       
  
où      = La moyenne des intensités de réflexion acoustique supérieure au                                                                                               
seuil d’échointégration sur une échelle linéaire (m2/m3) pour un 
ensemble   de réflexion dans une cellule 
   =  Ensemble de réflexion acoustique   dans une cellule 
     =  Valeur linéaire de    pour un échantillon   
    =  égale à 0 si   est exclu de l’analyse (section 3.1.4.1., 3.1.4.2. et 
 3.1.4.3.) et à 1 autrement 
    =  égale à 0 si   est inférieur au seuil d’échointégration (section 
 3.1.4.6.) et à 1 autrement 
La valeur      pourrait ensuite être ramenée à une échelle en dB (équation 1). 
Cette variable sera maintenant référée comme étant la densité relative des proies. Comme 
les valeurs      sont très faibles, elles ont été multipliées par la constante 109, comme 
dans l’étude de Simard et al. (1993). 
Le choix de la taille des cellules d’intégration est libre à l’utilisateur et elle est 
définie par une grille. Horizontalement, la taille de la cellule est définie par le temps ou par 
la distance le long du transect. Verticalement, la taille de la cellule est définie par la 
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profondeur. Par exemple, une valeur de densité pourrait être calculée à tous les 100 m sur le 
plan horizontal et à tous les 30 m sur le plan vertical. 
Pour définir la taille horizontale de la cellule, les objectifs de l’échantillonnage et 
les analyses futures doivent être considérés (Parker-Stetter et al. 2009). Comme l’objectif 
est de cartographier la distribution et l’abondance des proies, la taille horizontale des 
cellules doit être suffisamment petite afin de capturer la structure spatiale des données 
(Parker-Stetter et al. 2009). Rivoirard et al. (2000) recommandent que la taille horizontale 
des cellules soit inférieure à la moitié de la portée du semi-variogramme si des méthodes 
géostatistiques seront utilisées avec les données (section 3.1.6.). Cette recommandation a 
été testée avec un transect effectué à la baie Sainte-Marguerite et un à l’embouchure choisi 
aléatoirement parmi l’ensemble des données afin de déterminer une taille d’échointégration 
maximum pour les deux sites. Pour ce faire, l’échointégration des échogrammes nettoyés en 
valeur      à 120 kHz a été fait pour l’ensemble de la colonne d’eau et à un intervalle de 
10 m sur le plan horizontal. Pour ces deux jeux de données, un semi-variogramme 
empirique a été réalisé dans le progiciel R (R Development Core Team 2009) à l’aide de la 
librairie gstat (Pebesma 2004) (section 3.1.6.3.). Ensuite, un modèle théorique sphérique y 
a été ajusté tel que décrit à la section 3.1.6.3.. Finalement, la portée a pu être déterminée 
(figure 10).  
Les portées calculées à l’aide des variogrammes théoriques présentés à la figure 10 
sont respectivement de 230 m et 1000 m pour la baie Sainte-Marguerite et pour 
l’embouchure. La taille horizontale des cellules d’échointégration doit donc être inférieure 
à environ 115 m pour la baie Sainte-Marguerite et à 500 m pour l’embouchure. Ces 
distances représentent les distances à lesquelles les données ne sont plus spatialement 
autocorrélées. Comme la capacité de calcul n’est pas un obstacle et que la structure spatiale 
a plus de chance d’être captée avec une échointégration à haute résolution, une résolution 
horizontale de 30 m a été arbitrairement choisie et ce pour les deux sites. 
Une façon de définir la taille verticale des cellules est de se baser sur des strates 
biologiquement significatives au niveau des préférences des espèces et/ou sur des strates 
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définies par des processus environnementaux et océanographiques (Parker-Stetter et al. 
2009). Afin de définir les strates ou la taille verticale des cellules, les profils CTD réalisés à 
l’été 2009 ont été utilisés. 
  
Figure 10. Semi-variogrammes expérimentaux et théoriques pour l’embouchure de la rivière Saguenay et la 
baie Sainte-Marguerite. 
La figure 11 illustre une différence entre les eaux de surface et les eaux plus 
profondes pour la température et la salinité. Ces deux strates distinctives représentent bien 
la stratification connue de la colonne d’eau dans ces régions et constituent deux habitats 
distincts pour les différentes espèces. En surface, l’eau plus douce et chaude provient du 
bassin versant de la rivière Saguenay et du Lac Saint-Jean et de la rivière Sainte-
Marguerite. En profondeur, les eaux saumâtres et plus froides proviennent de la couche 
intermédiaire de l’estuaire du Saint-Laurent. L’échointégration a donc été réalisée en deux 
strates. À l’embouchure, la strate de surface a été définie à une épaisseur de 20 m et celle 
représentant les eaux profondes va de 20 m jusqu’au fond. Alors qu’à la baie Sainte-
Marguerite, la strate de surface est d’une épaisseur d’environ 10 m. La strate représentant 
les eaux profondes s’étend de 10 m jusqu’au fond. La coupure se fait donc 






Figure 11. Profils CTD réalisés à l'embouchure de la rivière Saguenay et à la baie Sainte-Marguerite. Cercles 
noirs : Température (°C). Cercles gris : Salinité (ppt). 
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L’échointégration a donc été réalisée à des intervalles de 30 m sur le plan horizontal 
et en deux strates sur le plan vertical. De plus, l’échointégration a été effectuée pour 
l’ensemble de la colonne d’eau, également à des intervalles de 30 m sur le plan horizontal. 
Seulement les échogrammes représentant le poisson seront utilisés pour l’échointégration 
(section 3.1.4.5.). Pour chaque transect, trois fichiers de sortie d’échointégration des 
données ont donc été produits. Les fichiers de sortie de l’échointégration contiennent les 
coordonnées en latitude et en longitude (WGS) du centre des cellules, de même que la 
valeur de     . Une fonction R a été créée pour automatiser la conversion des 
coordonnées géographiques en degré longitude/latitude vers un système de coordonnées 
projetées en mètres (NAD83 UTM zone 19) et pour convertir les fichiers de sorties (.csv) 
en .shp (format shapefile de ArcGIS (ESRI)). 
3.1.6. Méthodes géostatistiques et cartographie des proies 
Afin de répondre à l’objectif principal de ce mémoire, une cartographie de 
l’abondance et de la répartition des proies dans les deux habitats du béluga étudiés est 
nécessaire. À ce stade de la recherche et en conséquence de la stratégie d’échantillonnage, 
les données ne sont disponibles que pour chaque unité d’échointégration (30 m) le long des 
transects (section 3.1.5.). L’intérêt d’utiliser les méthodes géostatistiques repose donc sur le 
besoin d’interpoler ces données afin d’obtenir une cartographie continue de la répartition 
des proies tout en tenant compte de la structure spatiale des données. Pour répondre à 
l’objectif secondaire, différentes méthodes de krigeage et de transformations de données 
seront testées et discutées afin de déterminer la méthode la plus performante pour interpoler 
et cartographier ces données. Bien qu’une revue des concepts généraux soit présentée dans 
les prochaines sections, le lecteur non familier avec la théorie de la géostatistique et du 
krigeage est référé à Matheron (1970), Cressie (1993), Baillargeon (2005) et Fortin et Dale 
(2005). L’ensemble des opérations géostatistiques a été réalisé dans le progiciel R (R 
Development Core Team 2009) à l’aide de la librairie gstat (Pebesma 2004), qui est la 
librairie la plus complète en géostatistique dans R (Bivand et al. 2008). 
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Les méthodes géostatistiques sont appropriées pour l’interpolation de données 
hydroacoustiques (ICES 1991; Petitgas 1993; MacLennan et Simmonds 2005). La méthode 
d’observation en hydroacoustique (i.e. l’échointégration) produit des échantillons fortement 
corrélés, mais cette corrélation est le fruit d’une corrélation spatiale du phénomène (i.e. 
répartition et agrégation des poissons) et non uniquement le résultat de la méthode utilisée. 
Les méthodes géostatistiques sont les seules méthodes d’interpolation à tenir compte de la 
structure de la dépendance spatiale des données. C’est pourquoi aucune autre méthode 
d’interpolation (e.g. pondération par l’inverse de la distance (IDW) ou les splines) ne sera 
utilisée dans cette étude. De plus, les méthodes géostatistiques permettent de mesurer la 
précision de l’interpolation par l’estimation de la variance. Plusieurs études utilisant des 
données hydroacoustiques ont utilisé des méthodes géostatistiques pour cartographier et 
estimer la biomasse de leur aire d’étude (Maravelias et al. 1996; Simard et Lavoie 1999; 
Rivoirard et al. 2000; Romaine et al. 2002; Mello et Rose 2003; Simard et al. 2003; Roa-
Ureta et Niklitschek 2007; Georgakarakos et Kitsiou 2008).  
3.1.6.1. Théorie des variables généralisées et du krigeage 
Les méthodes géostatistiques ont été développées pour les données spatialement 
dépendantes. Ces méthodes ont été développées par Matheron (Matheron 1962; Matheron 
1963a; Matheron 1963b; Matheron 1965; Matheron 1970), basé sur les travaux de Krige 
(1951), d’où le nom krigeage, qui est la famille d’interpolation la plus employée parmi les 
méthodes géostatistiques. Les méthodes géostatistiques sont basées sur la théorie des 
variables régionalisées. Une variable régionalisée est une mesure localisée dans l’espace et 
elle est notée             , où          est un point de l’espace géographique  . La 
valeur d’un point   , notée      , est appelée valeur régionalisée et elle est normalement 
connue que pour une partie des points   d’un espace  , soit pour les sites d’observations, 
noté       à       (Baillargeon 2005). Les valeurs régionalisées sont donc inconnues pour 
certains points    de l’espace  . L’intérêt d’utiliser l’interpolation par krigeage est de 
prédire la valeur en   . Cette valeur sera notée      , par une combinaison linéaire des 
données disponibles. À noter que le krigeage est une méthode d’interpolation dite exacte, 
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i.e. que pour une valeur régionalisée mesurée      , sa valeur prédite       sera exactement 
la même si celle-ci se retrouve exactement au même endroit. Les valeurs prédites par le 
krigeage selon la théorie des variables généralisées peuvent être conceptualisées de la façon 
suivante: 
(5)               
 
   ,                           
où        = Valeur régionalisée à prédire 
   =  Ensemble de points utilisés 
    =  Poids attribué à chaque point    afin d’obtenir une valeur prédite 
 non biaisée et pour minimiser la variance du modèle. Il est basé sur 
 la localisation et la structure de la dépendance spatiale. 
      =   Valeur d’un point    
L’ensemble de points   varie selon que l’interpolation soit effectuée de façon locale 
ou globale. De façon locale, un sous-ensemble de points de l’espace   sera sélectionné 
selon un voisinage spécifié. Ce dernier est déterminé selon un nombre de points fixes (e.g. 
les 15 points avec valeur     ) les plus proches du point à prédire (  ) ou selon un rayon de 
recherche (e.g. l’ensemble des points avec valeur     ) à une distance inférieure à 500 m du 
point à prédire (  )). Idéalement, les points avec valeur     ) ne doivent pas tous provenir 
du même côté du point à prédire (  ) (Rivoirard et al. 2000).  La présence d’anisotropie, 
soit une variation dans la direction et dans l’intensité de l’autocorrélation spatiale du 
phénomène, influence la sélection de l’ensemble de points. En présence d’anisotropie, la 
recherche de point se fait à l’intérieur d’une ellipse orientée selon l’angle de l’anisotropie 
autour de   , alors qu’en situation d’isotropie, la recherche s’effectue à l’intérieur d’un 
cercle centré sur   . Avec la façon globale, l’ensemble des points avec valeur     ) sont 
utilisés et non seulement ceux dans une fenêtre de voisinage pour la façon locale. Par 
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contre, ils ne doivent pas être trop nombreux, quelques centaines au plus (Rivoirard et al. 
2000).  
Le modèle de base du krigeage est le suivant (Cressie 1993; Baillargeon 2005; 
Fortin et Dale 2005): 
(6) 
                                       
ou 
                                                 
 
 où              = Fonction de la structure déterministe. Définie par le type de krigeage 
(section 3.1.6.2.). 
     =  Structure aléatoire avec dépendance spatiale et variation à différentes 
échelles (     et     ) et erreur de mesure et structure aléatoire 
indépendante spatialement (    ). Ce paramètre est estimé par le 
semi-variogramme (section 3.1.6.3.). 
Pour procéder à l’interpolation par krigeage, il importe de déterminer un type de 
krigeage adéquat (section 3.1.6.2.) et d’effectuer l’analyse variographique des données 
(section 3.1.6.3.). 
3.1.6.2. Méthodes de krigeage et transformation des données 
Il existe plusieurs méthodes de krigeage dont l’utilisation diffère selon que 
l’hypothèse de la stationnarité soit respectée, que l’espérance soit connue ou encore par 
l’utilisation de variables auxiliaires généralisées. Trois méthodes de krigeage ont été testées 
pour interpoler les données hydroacoustiques de cette étude, à savoir le krigeage ordinaire 
(OK) (section 3.1.6.2.1.), le krigeage universel (UK) (section 3.1.6.2.2.) et le krigeage avec 
dérive externe (KDE) (section 3.1.6.2.3.).  
Puisque le krigeage a tendance à fournir de meilleures prédictions sous la normalité 
(Cressie 1993), la normalité des données a été vérifiée à l’aide du test de Shapiro-Wilk, de 
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diagrammes quantile-quantile (normal Q-Q plot) et d’histogrammes des valeurs à interpoler 
(          (voir deux exemples à la figure 12). Comme les données hydroacoustiques 
de densité de poissons (MVBS) sont souvent caractérisées par de nombreuses faibles 
valeurs et par très peu de fortes valeurs (Rivoirard et al. 2000), donc par une distribution 
asymétrique à gauche, une transformation logarithmique pourrait être appropriée, tel que 
suggéré par Box et Cox (1964). Quatre types de transformation ont été testés, à savoir 
aucune transformation (section 3.1.6.2.4.), transformation logarithmique (section 
3.1.6.2.5.), l’utilisation de l’estimateur robuste de Cressie (section 3.1.6.2.6.) et le retrait 





Figure 12. Exemples d’histogrammes des valeurs MVBS *109 pour a) un transect de l’embouchure, b) le 
même transect avec une transformation logarithmique +1. 
La figure 13 illustre la procédure géostatistique utilisée afin de déterminer la 
meilleure façon (i.e. la combinaison type de krigeage et transformation de données) 





Figure 13. Procédure géostatistique utilisée dans cette étude. 
 
3.1.6.2.1. Krigeage ordinaire (OK) 
Le krigeage ordinaire est la méthode la plus commune de krigeage. La différence 
entre ce type de krigeage et le krigeage simple est que la moyenne n’est pas connue, donc 
que la stationnarité postulée est faible. Alors, selon l’équation 6,   est une quasi-constante 
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inconnue et      est une fonction aléatoire stationnaire intrinsèque d’espérance nulle et de 
structure de dépendance connue (Baillargeon 2005). L’application de ce type de krigeage 
est la plus simple, elle ne requiert qu’une analyse variographique (section 3.1.6.3.). 
3.1.6.2.2. Krigeage universel (UK) 
Le krigeage universel consiste à enlever la tendance spatiale des données       et à 
faire le krigeage sur les valeurs résiduelles (Matheron 1969; Fortin et Dale 2005). Selon 
l’équation 6,   est une combinaison linéaire en fonction de la position géographique de  . Il 
est noté         
 
   . Les fonctions       sont, par exemple, une tendance linéaire, 
quadratique ou autre, entre les valeurs       et les coordonnées    et   . Pour appliquer ce 
type de krigeage, il faut donc, en plus de l’analyse variographique, établir une fonction 
entre les coordonnées géographiques et les valeurs mesurées. Pour ce faire, les graphiques 
et l’analyse des relations entre les valeurs       et les coordonnées    et    (séparées, 
combinées et transformées) ont été réalisés. 
3.1.6.2.3. Krigeage avec dérive externe (KDE) 
Ce type de krigeage est similaire au krigeage universel à la différence est que la 
tendance est cette fois définie par des variables auxiliaires et non plus par les coordonnées 
spatiales (Hengl et al. 2003). Cet aspect est similaire au cokrigeage, qui lui aussi utilise des 
variables auxiliaires. L’utilisation de variables auxiliaires est avantageuse lorsqu’elles sont 
plus faciles à obtenir que la variable régionalisée. L’utilisation de ce type de krigeage 
améliore la précision des valeurs estimées       si les corrélations entre la variable 
régionalisée et la ou les variable(s) auxiliaire(s) sont supérieures à 0,4 (Asli et Marcotte 
1995). Si les variables auxiliaires sont mesurées aux mêmes sites    que la variable 
régionalisée et que les variables auxiliaires sont également mesurées à tous les points à 
estimer   , le krigeage avec dérive externe est plus approprié que le cokrigeage (Hengl et 
al. 2003). Les variables auxiliaires utilisées dans cette étude sont la profondeur (m) et la 
pente (°) et leurs utilisations ont été testées séparément et conjointement.  Ces variables ont 
été obtenues à partir d’un modèle numérique de terrain à une résolution de 100 m construit 
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à partir des données d’élévation des cartes nautiques du Service hydrographique du Canada 
(SHC). Ces variables sont connues pour tous les points    et   , c’est pourquoi le KDE a été 
préféré au cokrigeage. De plus, cette technique requiert un seul semi-variogramme 
comparativement à un pour chaque variable auxiliaire pour le cokrigeage.  
3.1.6.2.4. Sans transformation des données 
Afin de comparer différentes méthodes de krigeage et différentes transformations de 
données, il est approprié de tester les différentes méthodes de krigeage en utilisant les 
données brutes (i.e. sans transformation). Cette option est évidemment la plus simple et si 
les résultats obtenus avec les données brutes sont meilleurs ou comparables aux autres 
méthodes de transformation, cette option devrait être retenue. 
3.1.6.2.5. Transformation logarithmique 
Le krigeage avec transformation logarithmique des données est également appelé 
krigeage lognormal (Matheron 1962). Pour ce faire une transformation logarithmique des 
données est appliquée : 
(7)                                                 
L’ajout de la constante 1 a pour objectif d’empêcher les valeurs négatives. 
Cependant, pour ramener les valeurs prédites sur l’échelle originale des données, il ne suffit 
pas de faire une simple transformation inverse, mais d’utiliser un facteur pour corriger le 
biais de la prédiction. Cressie (1993) propose le suivant : 
(8)          
        
  
     
 
                       
 
où        = Valeur prédite après transformation inverse 
       =  Valeur prédite sur l’échelle normale 
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      = Variance de cette valeur prédite sur l’échelle normale 
Cependant, celle-ci n’est pas recommandée par certains auteurs (Roth 1998), 
notamment en raison que la transformation inverse des données prédites n’est pas simple à 
effectuer. À noter qu’une soustraction d’une constante 1 a été effectuée en conséquence de 
son ajout à l’équation 7.  
3.1.6.2.6. Utilisation de l’estimateur robuste de Cressie 
Afin de diminuer l’impact des valeurs extrêmes, Cressie (1993) propose d’utiliser 
un estimateur robuste pour la réalisation du semi-variogramme expérimental au lieu de la 
moyenne par classe de distance. 
(9)         
 
  
              
   
     
          
      
  
                 
L’utilisation de la médiane aurait pu être une alternative à cette méthode de 
transformation puisqu’elle est moins sensible aux valeurs extrêmes que la moyenne. 
Cependant, son utilisation n’est pas implémentée dans la fonction R utilisée pour les 
analyses variographiques. 
3.1.6.2.7. Retrait des valeurs extrêmes 
Afin de diminuer ou même d’annuler l’impact des valeurs extrêmes lors de 
l’analyse variographique (section 3.1.6.3.), les valeurs extrêmes ont été retirées. Ces valeurs 
ont simplement été définies comme étant le 5% des valeurs les plus fortes. Le retrait de ces 
valeurs concerne seulement l’étape de l’analyse variographique et la construction du 
modèle théorique. L’ensemble des données a été utilisé lors du krigeage. 
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3.1.6.3. Analyse variographique 
Le semi-variogramme est l’outil servant à mesurer la corrélation spatiale en 
illustrant comment les données sont corrélées par rapport à la distance qui les sépare et, en 
cas d’anisotropie, de la direction. La fonction du semi-variogramme est la suivante : 
 
(10)       
 
     
                
 
 
   
  
où    et      =  Une paire de points dans un intervalle de distance    
      =  Nombre de paires de points localisées dans un intervalle de distance 
   
La première étape dans l’analyse variographique consiste à réaliser le semi-
variogramme expérimental (figure 14a). Il est conseillé de calculer le semi-variogramme 
expérimental pour des distances inférieures à la moitié de la distance maximale entre deux 
points (Rivoirard et al. 2000). Dans la présente étude, les semi-variogrammes ont donc été 
calculés pour des distances inférieures à 750 m pour la baie Sainte-Marguerite et 1000 m 
pour l’embouchure, ce qui est inférieur à la moitié de la distance maximale entre deux 
points échantillonnés. Les valeurs illustrées dans le semi-variogramme expérimental sont 
les moyennes des semi-variances ou l’estimateur de Cressie (section 3.1.6.2.6.) pour un 
intervalle de distance  .  Si le semi-variogramme expérimental varie selon la direction, 
donc en présence d’anisotropie, la direction présentant la plus petite variation de la variance 
et/ou la plus facile à ajuster à un modèle théorique doit être favorisée. Pour ce faire, des 
semi-variogrammes expérimentaux directionnels ont été réalisés à des angles de 0°, 22,5°, 
45°, 77,5°, 90°, 112,5°,135°, 157,5° et 180°, où 0° correspond au Nord et 90° à l’Est, afin 
de détecter l’anisotropie (figure 15).  L’étape suivante consiste à ajuster un modèle 
théorique au semi-variogramme expérimental, soit le semi-variogramme théorique (figure 
14b). Trois paramètres doivent être estimés afin de pouvoir ajuster le modèle théorique : 
42 
 
l’effet de pépite, le seuil et la portée. L’effet de pépite, qui est l’ordonné à l’origine, 
représente la variabilité à de très courtes distances. Cette variabilité peut être causée par des 
effets aléatoires locaux ou par des erreurs de mesure. Le seuil est la semi-variance 
maximale atteinte par le jeu de données. Ce seuil est atteint à une distance appelée portée, 
soit la distance jusqu’à laquelle la variable est spatialement autocorrélée (Fortin et Dale 
2005). Il est possible que le seuil ne soit pas observable dans le semi-variogramme 
expérimental. C’est le cas lorsque l’aire d’étude est plus petite que la structure spatiale du 
phénomène étudié (Fortin et Dale 2005). 
 
Figure 14. a) Semi-variogramme expérimental. b) Semi-variogramme théorique. 
Ces paramètres et le modèle théorique conséquent sont régulièrement estimés et 
ajustés à l’œil, bien qu’il soit possible de rendre le processus plus objectif en utilisant le 
critère de minimisation des moindres carrés (Rivoirard et al. 2000) ou encore en pondérant 
ce critère, par exemple en accordant un poids plus important aux courtes distances 
(Goovaerts 1997). Parmi les modèles théoriques les plus fréquemment utilisés on retrouve 
les modèles sphérique, exponentielle, linéaire, linéaire avec pallier, gaussien et pépitique 
(Baillargeon 2005; Fortin et Dale 2005). Dans cette étude, les semi-variogrammes 
théoriques ont dans un premier temps été ajustés manuellement afin de définir le type de 
modèle théorique (e.g. sphérique) et de faire une première estimation des différents 




Figure 15. Semi-variogrammes expérimentaux directionnels à des angles de 0°, 22,5°, 45°, 77,5°, 90°, 
112,5°,135°, 157,5° et 180°. À noter que les semi-variogrammes expérimentaux sont équivalent pour les 
angles de 0° et 180°. 
Dans un deuxième temps, le modèle théorique a été ajusté de façon automatique 
avec comme critère la minimisation des moindres carrés afin de déterminer l’effet de 
pépite, le seuil et la portée. De plus, ce critère a été pondéré en accordant un poids plus 
important à la minimisation des moindres carrés à de courtes distances, selon l’équation 
suivante (Bivand et al. 2008) : 
(11)                 
 
 
   
  
où      =  poids, calculé par l’équation     
 , où    est le nombre de pairs 
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3.1.6.4. Détermination de la résolution de la grille d’interpolation 
Comme l’objectif de la cartographie des proies est de modéliser l’utilisation de 
l’habitat par le béluga, la cartographie doit être à une résolution assez fine pour illustrer la 
variation spatiale du phénomène, mais pas plus fine que la précision des données sur le 
béluga. C’est-à-dire qu’il doit être possible d’avoir une observation de béluga dans chacune 
des cellules de la grille selon la méthode d’observation utilisée (section 3.2.1.). Des grilles 
régulières de 50, 100, 200, 300 et 400 m ont été réalisées pour l’embouchure de la rivière 
Saguenay selon l’étendue maximale des données d’observation à partir de sites terrestres 
(section 3.2.1.) et des positions GPS des transects réalisés pour les sondages 
hydroacoustiques. L’exercice n’a pas été réalisé pour la baie Sainte-Marguerite puisque le 
choix de la résolution risque d’y être moins restrictif et une même résolution pour les deux 
sites est souhaitable pour la suite des analyses. Ensuite, par une simple superposition de 
couches entre les grilles et les données d’observations, il est possible de visualiser si une 
résolution est trop fine ou non. La figure 16 illustre que pour les grilles à des résolutions 
sous 300 m, il est impossible d’obtenir des observations dans chacune des cellules sur 
l’ensemble de l’aire d’étude, notamment plus l’on s’éloigne du point d’observation. De 
plus, on peut voir qu’il n’y a pas de différence majeure entre celle à 300 m et celle à 400 m. 
Les valeurs de densité de proies pourraient donc être prédites par l’interpolation sur une 
grille à une résolution de 300 m pour les deux aires d’études. Par contre, une cartographie 
de l’abondance des proies à une telle résolution est très grossière et ne permettra pas de 
bien visualiser leur distribution, notamment pour la baie Sainte-Marguerite. Il a donc été 
choisi que la résolution de la cartographie des proies aura une résolution de 100 m et cette 
cartographie sera transformée à une résolution de 300 m pour les analyses d’utilisation de 
l’habitat. Les positions géographiques du centre des cellules de ces grilles ont été exportées 
dans le système de coordonnées projetées NAD83 UTM zone 19 en format ASCII pour 
effectuer l’interpolation dans R. Une grille différente a été construite pour chacun des 
transects selon leur configuration spatiale exacte. La position des cellules ne diffère pas 







Figure 16. Choix de la résolution de la grille d'échointégration. 
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3.1.6.5. Application du krigeage et évaluation des différentes méthodes 
Avant de procéder au krigeage de l’ensemble des fichiers d’échointégration (3 
fichiers par transect (N = 29), section 3.1.5.), la combinaison du type de krigeage et la 
méthode de transformation de données la plus performante pour ces données doit être 
déterminée (figure 13). Ensuite, l’étape du krigeage pourra être réalisée sur l’ensemble des 
fichiers d’échointégration avec la méthode sélectionnée.  
Afin de déterminer quelle combinaison type de krigeage et méthode de 
transformation de données est la plus performante, cinq transects réalisés à l’embouchure et 
cinq transects réalisés à la baie Sainte-Marguerite ont été sélectionnés aléatoirement. 
Ensuite, l’analyse variographique et l’interpolation par l’ensemble des combinaisons de 
méthodes de krigeage et de transformation de données ont été effectuées pour les données 
d’échointégration sur l’ensemble de la colonne d’eau. 
Il n’existe pas de méthode directe pour comparer les différentes techniques de 
krigeage et leur performance. Une méthode utilisée par plusieurs auteurs est de procéder 
par validation croisée et de calculer différentes statistiques sur la précision des estimations 
(Simard et al. 1993; Pardo-Iguzquiza 1998; Baillargeon et al. 2004; Hernandez-Stefanoni et 
Ponce-Hernandez 2006; Buttafuoco et al. 2007). Cette méthode repose sur le fait que le 
krigeage soit une méthode dite exacte, i.e. que pour une valeur régionalisée mesurée      , 
sa valeur prédite       sera exactement la même si celle-ci se retrouvent exactement au 
même endroit. La validation croisée consiste à réaliser le krigeage pour chaque point avec 
valeur régionalisée mesurée      , sans utiliser cette dernière dans le calcul. Ensuite, la 
précision de l’estimation est vérifiée en calculant la résiduelle, soit l’écart entre la valeur 
prédite et la valeur mesurée : 
(12)                  
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Les statistiques suivantes seront calculées afin de vérifier la précision des 
estimations : l’erreur moyenne (ME) et l’erreur quadratique moyenne (MSPE).  
(13)    
 
 
              
 
   
   
(14)      
 
 
       
 
   
        
   
La meilleure méthode de krigeage, en assumant que les semi-variogrammes 
théoriques ajustés aux semi-variogrammes sont tous bons, est celle avec l’erreur moyenne 
la plus près de zéro et la plus petite valeur d’erreur quadratique moyenne. Les corrélations 
entre les valeurs observées et prédites, et entre les valeurs prédites et les résiduelles ont été 
évaluées sur les graphiques des corrélations et par l’analyse des coefficients de corrélation. 
Ces valeurs doivent être respectivement le plus près de 1 et 0 pour avoir la meilleure 
estimation. De plus les différences entre le minimum et le maximum observés et le 
minimum et maximum prédits ont été compilés. Il serait intéressant que la méthode de 
krigeage retenue puisse bien prédire les valeurs maximales, i.e. les fortes concentrations de 
proies.  
Plusieurs auteurs critiquent toutefois l’utilisation de telles statistiques et de la 
validation croisée pour la sélection de méthode de krigeage, bien qu’aucune alternative ne 
soit réellement proposée (Cressie 1993; Goovaerts 1997; Baillargeon 2005). 
Une fois la méthode de krigeage optimale et le type de transformation de données 
adéquat déterminés, l’interpolation de l’ensemble des transects sur une grille régulière de 
100 m de résolution a été effectuée pour les fichiers de densité de proies en surface, en 
profondeur et dans l’ensemble de la colonne d’eau dans le progiciel R (R Development 
Core Team 2009) à l’aide de la librairie gstat (Pebesma 2004). Ces cartes de densité 
relative des proies sont exprimées en        . Ces valeurs ont ensuite été converties en 
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). Le NASC est une unité fortement 
utilisée en hydroacoustique (aussi appelé   ). Si les valeurs   ,    et MVBS sont des 
mesures de densité relative, une fois transformées en NASC, ces valeurs deviennent plutôt 
une biomasse relative. 
(15)                        
où MVBS = Les valeurs ont été divisées par la constante 10
-9  
(section 3.1.5.)  
   =  La moyenne de la profondeur  de la cellule d’échointégration 
Le changement d’unité et le transfert des cartes vers le format raster de ArcGIS 9.2 
a été automatisé par des fonctions créées dans le progiciel R (R Development Core Team 
2009). 
3.2. Données d’observation du béluga 
Deux jeux de données spatio-temporelles sont disponibles afin d’aider à caractériser 
l’utilisation de l’habitat par le béluga. Le premier, récolté à partir de points fixes terrestres, 
permet une vue globale des aires d’études par un dénombrement systématique. Le second 
est récolté de façon continue à partir du bateau effectuant le sondage acoustique, donc en 
suivant les lignes de transect préalablement définies. 
3.2.1. Données d’observation à partir de sites terrestres 
Le premier jeu de données d’observation de béluga est le résultat d’un suivi effectué 
à partir de sites terrestres depuis 2003. Depuis la saison 2009, la collecte de données a lieu 
simultanément aux sondages hydroacoustiques. Pour l’embouchure de la rivière Saguenay, 
l’observateur est localisé à un point fixe sur le belvédère du Centre d’interprétation et 
d’observation de Pointe-Noire (Parcs Canada) (48°07’ N, 69°43’ O) (carte 5a). Pour la baie 
Sainte-Marguerite, les observations sont effectuées à partir d’un point fixe situé sur le 
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belvédère d’observation (48°14’57,41’’ N, 69°57’46,76’’ O) accessible par un sentier 
débutant au Centre d’interprétation du Parc national du Saguenay (SÉPAQ) (carte 5b). Ces 
sites ont l’avantage d’offrir des vues en plongée des deux aires d’études.  
Les observations sont réalisées avec des jumelles télémétriques, munie d’une 
échelle graduée à la verticale et d’une boussole intégrée. Ce type d’appareil est 
régulièrement utilisé pour mesurer des distances dans le but de déterminer la distribution 
spatiale et les cycles de plongées des mammifères marins (Lerczak et Hobbs 1998). Les 
données sont récoltées à des intervalles de dix ou de cinq minutes selon l’absence ou la 
présence de béluga. Pour chaque pas de temps, appelé bloc d’observations instantanées 
(BOI), peut correspondre plusieurs observations, si plusieurs objets se trouvent dans l’aire 
d’étude. Pour chaque observation, plusieurs variables sont enregistrées, soit la date, l’heure, 
la visibilité, la hauteur des vagues, la phase de la marée et la présence ou l’absence de 
béluga dans l’aire d’étude. Pour les observations où des bélugas, une embarcation ou 
d’autres mammifères marins sont observés, d’autres variables sont enregistrées et ce 
indépendamment du type d’objet observé, soit le réticule du télémètre de la jumelle et 
l’azimut. En deçà du réticule 0 du télémètre, les distances (correspondant à moins de 400 
m) sont estimées par l’observateur. Une fois les jumelles calibrées pour chaque observateur, 
les réticules sont convertis en distance entre l’objet et le point d’observation.  Finalement, 
dépendamment du type d’objet observé, d’autres variables sont notées. Pour le béluga, le 
nombre d’individus du troupeau, sa composition, sa direction, sa cohésion, son dynamisme 
et l’activité effectuée sont enregistrés. Pour les bateaux et les autres espèces de mammifères 
marins, seules les variables nombre, type et activité sont notées. Le programme 
d’acquisition et de cartographie de ces données est détaillé dans le protocole d’observation 
réalisé par Cloutier (2004) et l’ensemble des variables enregistrées sont listées en annexe II. 
Plusieurs études ont été menées avec ces données. Busques (2006) et Conversano 
(2008) ont caractérisé l’utilisation des deux habitats par le béluga pour différentes années. 
Turgeon et al. (2008) et Turgeon (2009) ont réalisés les premières études spatio-temporelles 





Carte 5. Aperçu des données d’observations terrestres réalisées à l’embouchure (a) et à la baie Sainte-
Marguerite (b). Cercles blancs correspond aux observations de bélugas, cercles noirs correspond aux 
observations de bateaux. 
Ces données ont été cartographiées dans ArcGIS 9.2 (ESRI) et incorporées dans une 
base de données géographiques. Seulement les données récoltées pendant les sondages 
hydroacoustiques ont été conservées. 
3.2.2. Données d’observation à partir du bateau 
L’autre jeu de données d’observation utilisé est constitué d’observations effectuées 
à partir du bateau pendant les sondages hydroacoustiques. Un observateur posté sur le pont 
supérieur prend en note de façon continue les positions de tous les bélugas, oiseaux, autres 
mammifères marins et bateaux rencontrés dans un rayon de 1 km autour du bateau en 
évitant les doubles comptes. La position de l’objet observé est obtenue en estimant la 
distance entre l’objet et le bateau et l’angle par rapport au cap du bateau (noté en heure, de 
1 à 12, 12 étant le cap du bateau). Le cap du bateau est obtenu par un lien temporel entre 
l’heure à laquelle une observation est effectuée et le fichier de position GPS. De plus, 
l’observateur note l’heure, l’espèce, le nombre d’individus, l’activité et la direction. 
Finalement, pour chaque observation, l’observateur note les conditions météorologiques, à 




également chargé de noter lorsque le bateau traverse un front, un seuil, un sillage ou une 
zone de clapotis. Cette dernière information est très utile dans le traitement des données 
hydroacoustiques (section 3.1.4.3.). Voir l’annexe III pour le détail des variables 
enregistrées.   
3.2.3. Utilisation des données d’observations 
Ces deux jeux de données offrent différents avantages et inconvénients. Les 
données récoltées à partir du bateau ont la particularité d’éviter les doubles comptes. De 
plus, si l’observation de béluga est réalisée près du bateau, le lien spatio-temporel entre 
cette observation et les données hydroacoustiques est assuré. Par contre, la première 
observation d’un objet ne reflète pas nécessairement bien son utilisation de l’espace. Par 
exemple, si un béluga est observé pour la première fois en déplacement dans un secteur de 
l’aire d’étude et que par la suite il est demeuré pendant plusieurs minutes dans un même 
endroit, cette dernière information n’est pas enregistrée. De plus, les doubles comptes ne 
sont pas inévitables et reposent en partie sur l’expérience de l’observateur. Pour ce qui est 
des données échantillonnées à partir de sites terrestre, leur avantage principal est d’offrir 
une meilleure représentation de l’utilisation de l’espace par le béluga. Comme un même 
troupeau de béluga peut être observé sur plusieurs BOI consécutif, l’information sur la 
résidence du troupeau dans un même endroit est enregistrée. Ce type d’information est très 
pertinent dans le cadre de cette étude. De plus, ces données ont une meilleure précision 
spatiale que les données acquises à bord du bateau.  
Les deux jeux de données seront utilisés pour la construction des grilles d’analyse 
(section 3.3.). Celui réalisé à partir de sites terrestres sera utilisé comme source de données 
sur le béluga, alors que le jeu de données réalisé à partir du bateau sera utilisé uniquement 
afin de valider lorsqu’aucun béluga n’a été observé lors d’un transect. 
3.3. Construction de la grille d’analyse spatiale 
Afin de réaliser les analyses qui permettront de répondre à l’objectif principal de ce 
travail, il est essentiel de consolider l’ensemble des données sur une même grille d’analyse 
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spatiale pour chacun des habitats. Les grilles utilisées pour la cartographie des proies 
servent de base à la structure et à l’organisation de l’ensemble des variables pour les 
analyses. Rappelons que ces grilles sont d’une résolution spatiale de 300 m. Les cellules de 
300 m X 300 m sont les unités d’analyse.  
Chaque cellule se voit attribuer les variables explicatives suivantes : 
 Variables identiques pour l’ensemble des cellules et différentes pour 
chaque sondage hydroacoustique : 
 Nombre de BOI (Nb_BOI): représente l’effort (temps) 
d’échantillonnage pour un sondage hydroacoustique (source : base de 
données d’observations à partir des sites terrestres). 
 Année (year) : Année des sondages hydroacoustiques, soit 2009 ou 
2010. 
 Jour de l’année (day_of_year) : Nombre de jours depuis le 1er 
janvier de l’année. 
 Heure (time): Heure médiane du sondage hydroacoustique. 
 Marée (Tide_basse_heure) : Nombre d’heures depuis la dernière 
marée basse.                     
(source : http://tbone.biol.sc.edu/tide/sites_othernorth.html).      
 Marnage (Marnage_m) : Marnage en mètres de la marée en cours 
(source : http://tbone.biol.sc.edu/tide/sites_othernorth.html). 
 Lune (Moon_new_jour) : Nombre de jours depuis la dernière 
nouvelle lune .                      





 Variables différentes pour l’ensemble des cellules mais identiques pour 
chaque sondage hydroacoustique : 
 Profondeur (Depth) : Profondeur en mètres. Obtenue à partir d’un 
modèle numérique de terrain construit à la même résolution que les 
cellules (source : cartes marines du Service hydrographique du 
Canada (SHC)). 
 Pente (Slope) : Pente en degrés. Également obtenue à partir d’un 
modèle numérique de terrain construit à la même résolution que les 
cellules (source : cartes marines du Service hydrographique du 
Canada (SHC)). 
 Variables différentes pour l’ensemble des cellules et pour chaque 
sondage hydroacoustique : 
 Biomasse relative des proies (NASC_s, NASC_p et 
NASC_wc) : une variable par couche (couche de surface, couche 
profonde et ensemble de la colonne d’eau) et exprimée en NASC, 
pour un total de 3 variables par cellule. 
 Pour chaque sondage hydroacoustique, chaque cellule se voit attribuer la variable  
réponse suivante : 
 Variables différentes pour l’ensemble des cellules et pour chaque 
sondage hydroacoustique : 
 Nombre de bélugas observés par cellule par transect 
(Nb_total_dl) : Nombre d’individus total observé au cours d’un 
sondage hydroacoustique (source : base de données d’observations à 
partir des sites terrestres). Fonction du nombre de bélugas présents et 
de la résidence de ceux-ci à l’intérieur d’une même cellule. 
54 
 
3.4. Modèles de régression 
La régression est l’une des techniques les plus utilisées pour modéliser la relation 
entre la distribution des mammifères marins et les variables caractérisant l’habitat (Redfern 
et al. 2006). La régression linéaire simple et les modèles linéaires généralisés (GLM) 
présument que les relations entre la variable réponse et les variables explicatives sont 
paramétriques, ce qui peut être inapproprié pour les relations mammifères marins – habitat 
(Redfern et al. 2006). C’est pourquoi les modèles additifs généralisés (GAM) sont 
régulièrement utilisés dans les études de modélisation de l’utilisation de l’habitat par les 
mammifères marins (Forney 2000; Ferguson et al. 2006; Friedlaender et al. 2006; Redfern 
et al. 2006; Torres et al. 2008; Hazen et al. 2009). Les GAM sont, contrairement au GLM, 
capables d’ajuster des fonctions non-paramétriques de lissage (       (Hastie et Tibshirani 
1990). Ils peuvent être représentés selon l’équation suivante : 
(16)                
 
   
  
où      = La fonction de lien reliant la moyenne de la variable à expliquer 
selon un ensemble de variables explicatives (             )) à une 
variable explicative additive (          ). (Hastie et Tibshirani 1990; 
Ferguson et al. 2006) 
Les avantages des GAM par rapport à d’autres méthodes sont qu’ils permettent 
d’utiliser une variable réponse de type binaire (e.g. présence / absence), discrète (e.g. 
nombre d’observations) ou continu (e.g. densité) (Redfern et al. 2006). De plus, ils 
permettent d’estimer l’influence d’une seule variable explicative, en contrôlant l’effet des 
autres variables explicatives, sur la variable réponse. Ils sont aussi très flexibles pour 
ajuster une fonction non-linéaire. Par contre, un inconvénient de cette grande flexibilité est 
que ces fonctions peuvent être parfois difficiles à interpréter au niveau écologique (Redfern 
et al. 2006). De plus, les GAM sont conçues pour bien modéliser les relations continues, 
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contrairement aux techniques comme les arbres de classification et de régression qui 
reposent sur un partitionnement des données basé sur des décisions binaires (Olivier et 
Whotherspoon 2005; Ferguson et al. 2006). Finalement, un autre avantage des GAM, bien 
que non d’intérêt dans la présente étude, est qu’ils peuvent servir à la prédiction spatiale en 
fonction des variables environnementales contrairement à des méthodes basées uniquement 
sur la localisation (Lehmann et al. 2003; Ferguson et al. 2006). 
Dans cette étude, les GAM sont utilisés via la librairie mgcv (Wood 2006; Wood 
2008) du progiciel R (R Development Core Team 2009) afin de modéliser l’utilisation de 
l’habitat par le béluga selon l’abondance des proies et les autres variables explicatives. Le 
principal intérêt d’inclure d’autres variables explicatives est de contrôler l’effet de celles-ci 
sur la variable réponse afin de mesurer l’impact unique des données sur les proies. Pour 
modéliser l’influence des autres variables explicatives utilisées dans cette étude, un jeu de 
données beaucoup plus exhaustif serait disponible. De plus, une étude en cours vise en 
partie à répondre à cette question pour le secteur de l’embouchure (Conversano, en cours). 
Comme toute analyse de régression, la première étape réalisée a été l’exploration 
des données. La méthodologie employée pour l’exploration des données suit celle suggérée 
dans Zuur et al. (2009). Trois aspects des données ont été explorés : 
1. Les valeurs extrêmes dans la variable réponse et dans les variables explicatives 
(section 4.3.1.1.) 
2. La colinéarité entre les variables explicatives (section 4.3.1.2.) 
3. Relations entre la variable réponse et les variables explicatives (section 4.3.1.3.) 
Les GAM ont été réalisés avec la variable réponse nombre de bélugas observés par 
cellule par transect (Nb_total_dl) en utilisant un modèle de la famille Poisson et une 
fonction de lien log. La famille Poisson est utile pour les données de type dénombrement 
(données discrète) et elle est adaptée pour les données caractérisées par plusieurs zéros dans 
la variable réponse (Wood 2001; Wood 2006; Zuur et al. 2009). Afin de normaliser les 
données d’observations, i.e. la variable réponse Nb_total_dl, un offset avec la variable 
Nb_BOI (i.e. l’effort d’échantillonnage) a été appliqué dans le modèle (Zuur et al. 2009). 
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Ce qui revient au même que de diviser la variable réponse Nb_total_dl par Nb_BOI, mais 
permet d’utiliser la famille Poisson, qui ne peut avoir que des valeurs discrètes comme 
variable réponse. 
Le processus de sélection de variables a été réalisé selon la méthodologie proposée 
par Wood (2001) et Wood et Augustin (2002). Premièrement, un modèle global a été 
ajusté, i.e. avec l’ensemble des variables explicatives retenues pour les analyses. Ensuite le 
paramètre d’adoucissement UBRE (Un-Biased Risk Estimator), qui agit comme la mesure 
AIC (Akaike information criterion), a été minimisé en retirant une variable à la fois. Une 
variable peut être retirée du modèle global si : 
1) Le nombre de degrés de liberté estimé est proche de sa limite inférieure (i.e. 1) 
2) L’intervalle de confiance inclut toujours zéro  
3) La mesure UBRE diminue si la variable est retirée 
Ce processus a été répété de façon itérative jusqu’à ce qui soit impossible de retirer 
une variable pour les GAM des deux sites. 
Une autre technique de sélection de variables, comparable à la sélection inverse pas-
à-pas classique en régression multiple, a également été testée. L’application de cette 
technique a été effectuée en suivant les recommandations de Wood (2001) et de Guisan et 
al. (2002). 
1) Un modèle global et raisonnable a été ajusté 
2) La variable non significative au seuil α=0,05 avec la p-value la plus élevée a été 
retirée et le modèle a été réajusté 
3) L’étape 2 est répétée jusqu’à ce que les variables restantes soient significatives 
4) Les valeurs d’AIC ont été vérifiées à chaque réajustement de modèle  
Afin d’optimiser la sélection du modèle optimal avec ce processus de sélection 
inverse pas-à-pas, le paramètre d’adoucissement maximum de vraisemblance (maximum 
likelihood) a été choisi (Wood 2001). 
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Finalement, l’analyse des résidus a été effectuée, tel que décrite dans Wood (2006) 
afin de déterminer si le modèle résultant du processus de sélection de variable peut être 
accepté ou non. 
Les graphiques résultant de la fonction gam de la librairie mgcv (Wood 2006; Wood 
2008) donnent une représentation visuelle de la relation de la variable réponse avec 
chacune des variables explicatives. La forme, la significativité et la proportion de la 
déviance expliquée de chaque relation permet de décrire et d’émettre des hypothèses sur 
comment les variables explicatives influencent la variable réponse, soit le nombre de 
bélugas observés. 
Le calcul de la proportion de déviance expliquée pour un modèle est effectué par 
rapport à la déviance du modèle nul. Afin de déterminer la contribution à la déviance 
expliquée du modèle par chacune des variables du GAM, les déviances de l’ensemble des 
GAM réduits d’une variable explicative ont été soustraites à la déviance du GAM contenant 
l’ensemble des variables retenues. Cette différence de déviance a été divisée par la déviance 
totale du modèle nul. Les GAM réduits ont été ajustés avec les mêmes paramètres 
d’adoucissement que le GAM contenant l’ensemble des variables retenues afin de ne pas 
être affecté par la colinéarité entre les variables explicatives.   
  
Chapitre 4. Résultats 
Les deux premières sections des résultats concernent l’objectif secondaire de ce 
mémoire. La première porte sur le développement de la méthodologie concernant le 
traitement des données hydroacoustiques. La deuxième concerne la cartographie des proies 
et la détermination de la méthode optimale pour l’interpolation de ces données. Finalement, 
la dernière section porte sur les analyses de régression et d’utilisation de l’habitat, l’objectif 
principal de ce mémoire. 
4.1. Traitement et classification des données hydroacoustiques 
La méthodologie développée pour le traitement et la classification des données 
hydroacoustiques a été présentée dans la section 3.1.4. bien qu’il s’agisse d’un résultat 
important de ce mémoire. Les différentes étapes de traitement et de classification ont été 
décrites dans cette section. Un gabarit en format Echoview a été créé afin de faciliter et de 
rendre plus rapide le traitement et la classification des données qui seront récoltées dans les 
années futures. Une capture d’écran commentée de ce gabarit est présentée en annexe IV. 
Les résultats de ce gabarit sont deux échogrammes, un représentant les échos de poissons et 
un du zooplancton, en valeur   . La classe poisson contient également des échos qui 
pourraient provenir des concentrations de copépodes identifiées par le trait de filet réalisé 
en surface (7-10 m) à la baie Sainte-Marguerite, soit à la profondeur de la thermohalocline. 
Ces échos n’ont pu être classifiés dans une classe distincte avec les fréquences utilisées. 
Toutefois, ils sont susceptibles d’être également causés par des poissons s’alimentant de ces 
mêmes copépodes. Laurin (1982) a identifié une couche d’écho à une profondeur de 9-18 
m, sous la thermohalocline, qu’il a associée à de jeunes capelans. 
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4.2. Géostatistique et cartographie des données sur les proies 
4.2.1. Détermination de la méthode de krigeage optimale 
Le tableau 5 liste les combinaisons méthode de krigeage – transformation de 
données testées dans cette étude ainsi que les abréviations utilisées dans les figures 
présentant les résultats. 
Tableau 5. Liste les combinaisons méthode de krigeage – transformation de données. 
Méthode de krigeage Transformation de données Abréviations 
Krigeage ordinaire (ok) Sans transformation (all) all_ok 
Krigeage ordinaire (ok) Transformation logarithmique (log) log_ok 
Krigeage ordinaire (ok) Utilisation de l’estimateur robuste (cressie) cressie_ok 
Krigeage ordinaire (ok) Retrait des valeurs extrêmes (wo) wo_ok 
Krigeage avec dérive externe (kde) Sans transformation (all) all_kde 
Krigeage avec dérive externe (kde) Transformation logarithmique (log) log_kde 
Krigeage avec dérive externe (kde) Utilisation de l’estimateur robuste (cressie) cressie_kde 
Krigeage avec dérive externe (kde) Retrait des valeurs extrêmes (wo) wo_kde 
Krigeage universel (uk) Sans transformation (all) all_uk 
Krigeage universel (uk) Transformation logarithmique (log) log_uk 
Krigeage universel (uk) Utilisation de l’estimateur robuste (cressie) cressie_uk 
Krigeage universel (uk) Retrait des valeurs extrêmes (wo) wo_uk 
 
Les résultats de la validation croisée effectuée sur les dix transects sélectionnés 
aléatoirement sont présentés au tableau 6. Les résultats sont les moyennes des dix valeurs 
pour chaque combinaison pour chacune des statistiques. Ces résultats ont été transformés 





Tableau 6. Résultats de la validation croisée pour les différentes combinaisons méthode de krigeage – 



























cressie_uk 5 8 1 8 2 2 26 
all_uk 6 4 6 4 3 5 28 
cressie_kde 8 9 2 9 1 1 30 
all_ok 2 2 5 5 11 6 31 
cressie_ok 3 10 4 7 5 3 32 
all_kde 4 7 7 6 7 4 35 
wo_ok 1 1 11 3 12 10 38 
wo_kde 7 6 12 1 6 7 39 
wo_uk 9 3 10 2 10 9 43 
log_ok 10 5 3 10 9 8 45 
log_kde 12 12 9 11 4 12 60 
log_uk 11 11 8 12 8 11 61 
 
Les résultats présentés au tableau 6 sont triés par la somme des rangs. Les 
statistiques compilées pour chaque combinaison sont ordonnées de gauche à droite par 
ordre d’importance. C’est-à-dire que plus d’importance est accordée à l’erreur moyenne 
(ME) et à l’erreur quadratique moyenne (MSPE) qu’à la différence dans la prédiction du 
minimum et du maximum dans l’évaluation des résultats. Parmi les combinaisons testées, 
celles avec l’utilisation de l’estimateur robuste de Cressie et l’ensemble des données non  
transformées sont les mieux classées. À l’inverse, celles avec transformation logarithmique 
et le retrait des valeurs extrêmes sont les moins biens classées. Cette façon semi-
quantitative d’ordonnancement ne permet pas d’identifier parfaitement la meilleure 
combinaison puisque que la différence entre deux rangs ne reflète pas la véritable 
différence de valeur entre deux combinaisons pour une statistique. Elle donne toutefois un 
bon aperçu des résultats. 
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Les figures suivantes présentent les mêmes résultats, mais les valeurs moyennes des 
différentes statistiques ont été normalisées de 0 à 1 (où 1 est le meilleur pour chaque 
statistique). La figure 17 illustre bien la mauvaise performance de l’utilisation de la 
transformation logarithmique au niveau de l’erreur moyenne et de l’erreur quadratique 
moyenne. Les autres combinaisons semblent similaires étant donné les grands écarts avec 
les résultats de la transformation logarithmique.  
 
Figure 17. Comparaison des différentes combinaisons méthode de krigeage – transformation de données pour 
l’erreur moyenne (ME) et l’erreur quadratique moyenne (MSPE).  
Pour les corrélations entre les valeurs observées et les valeurs prédites (figure 18), 
l’utilisation de l’estimateur robuste de Cressie produit les meilleurs résultats, suivis de 
l’utilisation de l’ensemble des données. Pour ce qui est des corrélations entre les valeurs 
prédites et les résiduelles (figure 18), le retrait des valeurs extrêmes produit les meilleurs 





Figure 18. Comparaison des différentes combinaisons méthode de krigeage – transformation de données pour 
les corrélations entre les valeurs observées et les valeurs prédites et entre les valeurs prédites et les résiduelles. 
Finalement, pour la justesse dans les prédictions des minimums et maximums 
(figure 19), l’utilisation de l’estimateur robuste de Cressie et l’utilisation de l’ensemble des 
données produisent les meilleurs résultats.  
 
Figure 19. Comparaison des différentes combinaisons méthode de krigeage – transformation de données pour 
les différences entre les minimums et maximums observés et prédits. 
63 
 
La figure 20 illustre ces mêmes résultats normalisés de 0 à 1, mais sans les 
combinaisons avec la transformation logarithmique, soit celles présentant les moins bonnes 
performances. On peut voir que les combinaisons avec krigeage ordinaire performent 
beaucoup mieux au niveau de l’erreur moyenne et de l’erreur quadratique moyenne. 
L’utilisation de l’estimateur robuste de Cressie produit de meilleurs résultats au niveau de 
la prédiction des minimums et des maximums et de la corrélation entre les valeurs 
observées et prédites. Le retrait des valeurs extrêmes produit les meilleurs résultats au 
niveau de la corrélation entre les valeurs prédites et les résiduelles. 
 
Figure 20. Comparaison des différentes combinaisons méthode de krigeage – transformation de données. 
Lignes rouges : Krigeage ordinaire (OK), lignes noires : Krigeage avec dérive externe (KDE), lignes vertes : 
Krigeage universel (UK). 
Sur la figure 20, la combinaison optimale pour l’interpolation de ces données est 
celle dont le polygone (i.e. l’hexagone) a la plus grande superficie. De plus, une meilleure 
performance au niveau des statistiques jugées plus importantes est préférable. Selon ces 
critères, c’est le krigeage ordinaire sans transformation de données qui est la combinaison 
optimale pour l’interpolation de ces données. De plus, sa simplicité d’application rend sa 
sélection plus facile. 
64 
 
La figure 21 illustre encore les mêmes résultats, mais permet cette fois de comparer 
la performance des combinaisons méthode de krigeage – transformation de données pour 
les deux secteurs. De façon générale, on peut conclure que : 1) Les erreurs moyennes sont 
en moyenne plus basses à l’embouchure de la rivière Saguenay qu’à la baie Sainte-
Marguerite. La situation est l’inverse pour l’erreur quadratique moyenne; 2) Les 
corrélations entre les valeurs prédites et les valeurs observées et celles entre les valeurs 
prédites et les résiduelles sont meilleures pour les données de la baie Sainte-Marguerite; 3) 
Les valeurs minimums sont plus justement prédites pour les données de l’embouchure, 
alors que les maximums le sont pour les données de la baie Sainte-Marguerite.  
À partir des résultats présentés à la figure 21, il est impossible de conclure qu’une 
combinaison de méthode de krigeage – transformation de données est optimale pour un 
secteur et qu’une autre combinaison l’est pour l’autre secteur. Par contre, on peut conclure 
que les interpolations réalisées pour les données de la baie Sainte-Marguerite sont plus 
justes que celles effectuées avec les données de l’embouchure. Finalement, le krigeage 


























Figure 21. Comparaison des différentes combinaisons méthode de krigeage – transformation de données pour 
les transects de l’embouchure de la rivière Saguenay (a, c et e) et pour  la baie Sainte-Marguerite (b, d et f). 
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4.2.2. Cartographie des proies 
Pour l’ensemble des données, un total de 87 cartes de biomasse relative (NASC) de 
poisson ont été créées, soit 51 pour l’embouchure de la rivière Saguenay et 36 pour la baie 
Sainte-Marguerite ou encore 29 pour la couche de surface, 29 pour la couche profonde et 
29 pour l’ensemble de la colonne d’eau. L’ensemble des cartes n’est pas présenté ici, mais 
un exemple de trois cartes (surface, profondeur et colonne d’eau) pour chacun des sites est 









Figure 22. Exemples des cartes de biomasse relative (NASC) pour le secteur de l’embouchure (a,c et e) et 








Figure 22 (suite). Exemples des cartes de biomasse relative (NASC) pour le secteur de l’embouchure (a,c et e) 
et pour le secteur de la baie Sainte-Marguerite (b,d et f) pour la couche de surface, la couche profonde et pour 
l’ensemble de la colonne d’eau. Les échelles de couleurs utilisées sur ces cartes sont linéaires et les couleurs 
ne peuvent être comparées d’une carte à l’autre, mais les valeurs le peuvent. 
4.3. Modélisation de l’utilisation de l’habitat 
La première partie de cette section des résultats concerne l’exploration des données 
et la deuxième les analyses de régression pour les deux habitats. 
4.3.1. Exploration des données 
Le tableau 7 récapitule les variables utilisées dans ces analyses d’utilisation de 
l’habitat, en présente une brève description et le type de variable. Les noms qui y figurent 








Tableau 7. Liste des variables utilisées dans cette section ainsi que leurs abréviations et le type de variable. 
Nom  Description Type 
Nb_total_dl Nombre de bélugas observés par cellule par transect Variable réponse discrète 
Nb_BOI Nombre de BOI, i.e. l’effort d’échantillonnage Variable discrète 
dl_BOI 
Nombre de bélugas observés par cellule normalisé par l’effort 
d’échantillonnage (Nb_total_dl / Nb_BOI). 
Variable réponse continue 
NASC_s Biomasse relative (NASC) dans la couche de surface Variable explicative continue 
NASC_p Biomasse relative (NASC) dans la couche profonde Variable explicative continue 
Depth Profondeur de la cellule (m) Variable explicative continue 
Slope Pente de la cellule (°) Variable explicative continue 
Tide_basse_heure Nombre d’heures depuis la dernière marée basse à Tadoussac Variable explicative continue 
Moon_new_jour Nombre de jours depuis la dernière nouvelle lune Variable explicative continue 
Marnage_m 
 
Marnage de la marée en cours (m) Variable explicative continue 
4.3.1.1. Valeurs extrêmes 
Les figures 23 et 24 illustrent respectivement la distribution des valeurs pour la 
variable réponse et les variables explicatives groupées par transect pour les données de la 
baie Sainte-Marguerite et pour l’embouchure. Ce type de graphique permet de détecter la 
présence de valeurs extrêmes et de visualiser la variabilité entre les transects. Ainsi, les 
variables explicatives NASC_s et NASC_p semblent contenir des valeurs extrêmes et une 
transformation logarithmique sera envisagée dans la suite des analyses de régression. De 
plus, la variable réponse dl_BOI semble contenir des valeurs extrêmes. Un examen plus fin 
des distributions permet de constater que c’est plutôt une forte surreprésentation des valeurs 
zéro (i.e. aucun béluga observé dans une cellule lors d’un transect). Pour les données de la 
baie Sainte-Marguerite, c’est 86% des observations (186/217 observations (cellules) 
réparties sur 12 transects) qui ont une valeur de zéro comme variable réponse et 93% 
(1275/1372 observations (cellules) réparties sur 17 transects) pour les données de 
l’embouchure. Une surreprésentation des zéros peut causer un biais dans les paramètres 
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estimés et dans les erreurs standardisées (Zuur et al. 2009). Pour la suite des analyses, seuls 
les transects avec au minimum une observation de béluga seront conservés et cela pour 
deux raisons : 1) Pour diminuer le nombre de zéros; 2) Comme l’objectif de l’analyse est de 
modéliser l’utilisation de l’habitat par le béluga en fonction de l’abondance de ses proies, 
les zéros causés par l’échantillonnage en l’absence de béluga dans l’ensemble de l’aire 
d’étude sont inutiles. Ces zéros indiquent qu’aucun béluga ne fréquentait le secteur à ce 
moment, alors que l’information désirée concerne plutôt la relation entre l’utilisation de 
l’habitat lorsqu’un ou des bélugas fréquentent le secteur et l’abondance et la distribution 
des proies. Ainsi, le nombre de transects utilisé à la baie Sainte-Marguerite passe de 12 à 5 
et la proportion de zéro est maintenant 55/86 (64%). Pour les données de l’embouchure, le 
nombre de transects utilisé passe de 17 à 11 et la proportion de zéro est maintenant 799/896 
(89%). Les transects conservés sont identifiés par un * au tableau 2 et au tableau 3. 
 
 
Figure 23. Graphique de points pour les données de la baie Sainte-Marguerite. Chaque panneau représente 
une variable. L’axe x représente les valeurs d’une variable et l’axe y les observations groupées par transect. 








Figure 23 (suite). Graphique de points pour les données de la baie Sainte-Marguerite. Chaque panneau 
représente une variable. L’axe x représente les valeurs d’une variable et l’axe y les observations groupées par 





Figure 23 (suite). Graphique de points pour les données de la baie Sainte-Marguerite. Chaque panneau 





Figure 24. Graphique de points pour les données de l’embouchure. Chaque panneau représente une variable. 








Figure 24 (suite). Graphique de points pour les données de l’embouchure. Chaque panneau représente une 







Figure 24 (suite). Graphique de points pour les données de l’embouchure. Chaque panneau représente une 
variable. L’axe x représente les valeurs d’une variable et l’axe y les observations groupées par transect. 
4.3.1.2. Colinéarité entre les variables explicatives 
Les figures 25 et 26 illustrent plusieurs aspects de ces données. La partie supérieure 
droite donne les coefficients de corrélation entre les différentes variables explicatives. La 
taille des caractères est proportionnelle à la valeur du coefficient. Les coefficients de 
corrélation ont une valeur maximale de 0,4 pour les données de la baie Sainte-Marguerite et 
de l’embouchure, donc des corrélations très faibles entre les variables explicatives. La 
diagonale illustre les histogrammes pour chacune des variables explicatives. Finalement la 
partie inférieure illustre la relation entre les variables par une courbe adoucie (LOESS 
smoother). À noter que les variables sur les proies (NASC_s et NASC_p) ont été log-
transformées. Le tableau 8 et le tableau 9 listent les facteurs d’inflation de la variance (VIF) 
pour les différentes variables explicatives pour les deux secteurs. Les valeurs sont toutes 





Figure 25. Colinéarité et corrélations entre les variables explicatives dans les données de la baie Sainte-
Marguerite. Voir ci-dessus pour les explications sur cette figure. 
 
Tableau 8. Facteur d'inflation de la variance (VIF) des variables explicatives dans les données de la baie 
Sainte-Marguerite. 
Variables explicatives VIF 
NASC_s (log) 1,71 









Figure 26. Colinéarité et corrélations entre les variables explicatives dans les données de l’embouchure. Voir 
ci-dessus pour les explications sur cette figure. 
 
Tableau 9. Facteur d'inflation de la variance (VIF) des variables explicatives dans les données de 
l’embouchure. 
Variables explicatives VIF 
NASC_s (log) 1,08 








4.3.1.3. Relations entre la variable réponse et les variables explicatives 
Les figures 27 et 28 illustrent respectivement les relations entre la variable réponse 
et les variables explicatives pour la baie Sainte-Marguerite et pour l’embouchure. Deux 
principales conclusions peuvent être tirées de ces figures : 1) Les modèles de régression 
utilisés devront de bien gérer la surreprésentation des zéros, 2) Des modèles non-linéaires 
semblent adéquats pour modéliser ces relations. 
 
Figure 27. Premier examen des relations entre la variable réponse et les variables explicatives pour les 
données de la baie Sainte-Marguerite. 
 
Figure 28. Premier examen des relations entre la variable réponse et les variables explicatives pour les 
données de l’embouchure. 
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4.3.2. Modèle additif généralisé (GAM) 
Les GAM obtenus pour la baie Sainte-Marguerite et pour l’embouchure sont 
significatifs au seuil α = 0,05 (tableau 10). La déviance expliquée par le GAM de la baie 
Sainte-Marguerite (93,9%) est supérieure à celle expliquée par le modèle de l’embouchure 
(58,6%). Dans le même sens, le coefficient de corrélation ajusté est largement supérieur 
pour le GAM de la baie Sainte-Marguerite (0,93) contre seulement 0,18 pour 
l’embouchure. L’analyse des valeurs résiduelles (voir figures en annexe V) permet 
d’accepter le GAM de la baie Sainte-Marguerite malgré la présence d’un léger patron 
occasionné par la surreprésentation des zéros. Pour le GAM de l’embouchure, les patrons 
beaucoup plus marqués et l’écart plus grand à la normalité des résidus sont principalement 
occasionnés par une surreprésentation encore plus forte des zéros. 
Les résultats obtenus par les deux processus de sélection de variables proposés sont 
identiques au niveau des variables sélectionnées et très similaires au niveau de la 
significativité,  du coefficient de corrélation et du pourcentage de déviance expliquée pour 
les deux sites. Les résultats présentés sont ceux obtenus par la première méthode proposée. 
 
Tableau 10. Résultats des modèles additifs généralisés, incluant la significativité, le coefficient de corrélation 
et le pourcentage de déviance expliquée pour les deux sites. 
Site Pr (>ǀzǀ) R2 ajusté Déviance expliquée (%) 
Baie Sainte-Marguerite <2e-16 0,93 93,9 
Embouchure <2e-16 0,18 58,6 
 
Le processus de sélection de variables a permis d’éliminer certaines variables non 
significatives et avec une contribution marginale au pouvoir explicatif des modèles. Le 
tableau 11 présente les variables retenues. Pour l’embouchure, toutes les variables incluses 
dans le modèle global ont été retenues alors que les variables marnage et nombre de jours 
depuis la dernière nouvelle lune n’ont pas été retenues dans le modèle final pour celui de la 
baie Sainte-Marguerite. L’ensemble des variables retenues sont significatives au seuil 




Tableau 11. Degrés de liberté, contribution à la déviance expliquée et significativité des variables explicatives 
retenues pour les modèles additifs généralisés des deux sites. 
Variables 




χ2  p-value 
Baie Sainte-Marguerite     
NASC_s 9,000 8,8 84,15 2,14e-14 
NASC_p 9,000 15,2 229,31 <2e-16 
Depth 9,000 2,3 62,50 4,41e-10 
Slope 4,163 1,9 35,01 1,58e-6 
Tide_basse_heure 3,000 7,4 64,94 5,16e-14 
Embouchure     
NASC_s 8,367 4,9 131,87 <2e-16 
NASC_p 7,401 1,8 35,39 2,71e-5 
Depth 8,887 3,5 66,67 6,71e-11 
Slope 7,593 3,1 64,41 1,02e-10 
Tide_basse_heure 4,691 19,1 27,16 5,00e-5 
Marnage_m 2,349 0,3 26,96 2,59e-6 
Moon_new_jour 2,355 0,4 27,08 2,54e-6 
 
Pour le GAM de la baie Sainte-Marguerite, les variables sur les proies (NASC_s et 
NASC_p) contribuent à 24% de la déviance expliquée (tableau 11). Le nombre de bélugas 
observés par BOI augmente avec l’abondance de poisson en surface et également, jusqu’à 
l’atteinte d’un plateau, avec l’abondance de proies en profondeur (figure 29). L’abondance 
de proies en profondeur est la variable qui contribue le plus à l’explication de la déviance, 
soit 15,2%. La relation est semblable avec la profondeur, le nombre de bélugas observés 
atteint un plateau vers 80 m. La profondeur et la pente contribuent respectivement à 2,3% et 
1,9% à la déviance expliquée. Le nombre de bélugas observés par BOI est maximal à 4 h et 







Figure 29. Modèle additif généralisé de la variable dl_BOI en relation avec les différentes variables 
explicatives pour la baie Sainte-Marguerite. L’ombrage gris correspond à un intervalle de confiance de 95%, 
les lignes le long de l’axe des x représentent les valeurs des données. 
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Pour le GAM de l’embouchure, les variables sur les proies (NASC_s et NASC_p) 
contribuent à moins de 7% de la déviance expliquée (tableau 11). Le nombre de bélugas 
observés par BOI fluctue avec l’abondance de poisson en surface et en profondeur (figure 
30). Ce nombre est relativement stable avec la profondeur et diminue considérablement 
avec les profondeurs inférieures à 30 m. Le nombre de bélugas observés par BOI diminue 
également considérablement à des pentes supérieures à 6º. La profondeur et la pente 
contribuent respectivement à 3,5% et 3,1% à la déviance expliquée. Ces deux variables 
explicatives sont celles dont la colinéarité est la plus forte, leur pouvoir explicatif combiné 
de la déviance est possiblement beaucoup plus élevé. La marée est la variable qui contribue 
le plus à l’explication de la déviance avec 19,1%. Le nombre de bélugas observé par BOI 
diminue jusqu’à la 4ième heure après la marée basse avant de remonter jusqu’à 7 h après la 
marée basse. Le marnage et le nombre de jours depuis la dernière nouvelle lune, bien que 
significatives, contribuent à mois de 1% à l’explication de la déviance. 
 
  
Figure 30. Modèle additif généralisé de la variable dl_BOI en relation avec les différentes variables 
explicatives pour l’embouchure. L’ombrage gris correspond à un intervalle de confiance de 95%, les lignes le 








Figure 30 (suite). Modèle additif généralisé de la variable dl_BOI en relation avec les différentes variables 
explicatives pour l’embouchure. L’ombrage gris correspond à un intervalle de confiance de 95%, les lignes le 
long de l’axe des x représentent les valeurs des données. 
  
Chapitre 5. Discussion 
5.1. Interpolation des données 
L’utilisation de la méthodologie proposée à la figure 13 a permis de déterminer que 
le krigeage ordinaire sans transformation de données est la combinaison optimale pour 
l’interpolation de ces données. Les résultats de la validation croisée présentés au chapitre 
précédent ont permis d’apprécier la performance des différentes transformations de données 
et des différents types de krigeage. 
5.1.1. Méthode de transformation de données 
La transformation logarithmique a produit les moins bons résultats. Pourtant, les 
distributions des valeurs de MVBS sont près d’être lognormal. Une transformation 
logarithmique semblait tout indiquée pour avoir des distributions normales ou près de la 
normalité et ainsi une meilleure performance dans la prédiction par krigeage (Cressie 
1993). Les mauvais résultats obtenus par cette méthode s’expliquent par la transformation 
inverse des données, soit par l’équation 8, qui ramène les prédictions sous l’échelle 
normale. Roth (1998) conseille d’utiliser cette méthode avec prudence pour la prédiction 
spatiale. Il soutient que l’absence de biais dans la prédiction provient d’une surestimation 
de la majorité des valeurs faibles, compensée par une sous-estimation des quelques valeurs 
fortes. Donc les estimations locales avec les données log-transformées peuvent dévier 
considérablement des valeurs observées, d’où les mauvais résultats obtenus par validation 
croisée. Kishné (2002) a démontré qu’avec des données caractérisées par une distribution 
fortement asymétrique à gauche, que l’utilisation des données log-transformées était 
efficace dans la prédiction des valeurs faibles et moyennes, mais moins efficace que des 
données sous l’échelle normale pour la prédiction des valeurs fortes. Une telle observation 
n’a toutefois pas été réalisée dans la présente étude. 
Le retrait systématique de 5% des valeurs fortes pour l’analyse variographique est la 
deuxième méthode la moins performante (tableau 6). Les mauvais résultats au niveau de la 
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prédiction des minimums et des maximums, de même qu’au niveau des corrélations entre 
les valeurs prédites et observées étaient envisageables, puisque les données les plus fortes 
étaient systématiquement retirées de l’analyse variographique, mais pas de la validation 
croisée. Cependant, cette méthode de transformation de données, combinée au krigeage 
ordinaire produit les meilleurs résultats au niveau de l’erreur moyenne et de l’erreur 
quadratique moyenne. Le nombre de données retirées (i.e. systématiquement 5%) a été 
choisi afin de rendre le processus facilement automatisable. Certains jeux de données 
n’étaient possiblement pas caractérisé par 5% de valeurs extrêmes alors que d’autres 
l’étaient peut-être par plus de 5%. Un retrait plus minutieux des valeurs extrêmes aurait 
possiblement produit de meilleurs résultats et aurait fait de cette méthode une méthode plus 
adéquate pour l’interpolation de ces données. 
L’utilisation de l’estimateur robuste de Cressie a très bien performé pour les 
différentes statistiques considérées. Cependant, il n’a pas fonctionné mieux que la moyenne 
des semi-variances. L’utilisation de la médiane aurait possiblement bien fonctionnée 
également, étant moins sensible aux valeurs extrêmes, tout comme l’estimateur robuste de 
Cressie, que la moyenne. 
5.1.2. Type de krigeage 
La performance des différentes combinaisons méthode de krigeage – transformation 
de données est beaucoup plus sensible à la méthode de transformation de données qu’à la 
méthode de krigeage, i.e. que pour une méthode de transformation, les différentes 
statistiques pour les trois types de krigeage sont très similaires (figure 17 à figure 19). Asli 
et Marcotte (1995) ont démontré que l’utilisation de variables auxiliaires n’est avantageuse 
que si les corrélations entre la variable régionalisée et les variables auxiliaires (coordonnées 
X, Y pour le krigeage universel et pente et profondeur pour le krigeage avec dérive externe) 
sont supérieures à 0,4. Or, dans cette étude, les corrélations sont très faibles entre la 
variable régionalisée et les variables auxiliaires. La figure 31 illustre la distribution des 
coefficients de corrélation pour les différentes relations utilisées entre la variable 
régionalisée (MVBS et pour la transformation logarithmique log1p(MVBS)) et les 
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variables auxiliaires (pente, profondeur, coordonnées X et Y) pour les dix transects utilisés 
dans la méthodologie géostatistique. Aucun transect n’avait un coefficient de corrélation 
supérieur à 0,4 pour les données sous l’échelle normale avec les différentes variables 
auxiliaires. Seulement 3 transects avaient un coefficient de corrélation supérieur à 0,4 pour 
les données log-transformées avec les coordonnées X et Y et seulement 2 transects pour les 
données log-transformées avec la pente et la profondeur. À noter que dans ces cas, les 
coefficients étaient légèrement supérieurs à 0,4. Différentes transformations (e.g. racine 
carré, exponentielle) ont été testées sur les variables auxiliaires. Les coefficients de 
corrélation n’ont toutefois pas été améliorés. 
 
Figure 31. Distribution des coefficients de corrélation pour les dix transects utilisés dans la méthodologie 
géostatistique pour les différentes relations entre la variable régionalisée (MVBS et log1p(MVBS)) et les 
variables auxiliaires (Pente, profondeur, coordonnées X et Y). La ligne rouge représente le seuil minimum de 
corrélation (0,4) pour que l’utilisation des variables auxiliaires soit avantageuse. 
5.1.3. Différences entre les deux sites 
Les résultats ont illustré que l’interpolation était de façon générale plus juste à la 
baie Sainte-Marguerite qu’à l’embouchure de la rivière Saguenay. Ceci peut s’expliquer par 
les deux façons suivantes. Premièrement, l’embouchure est un milieu beaucoup plus 
dynamique au niveau des courants et de la marée que la baie Sainte-Marguerite. Ce qui 
entraîne une plus grande mobilité des proies. Cette plus grande mobilité rend l’analyse 
variographique plus compliquée et l’interpolation moins précise. De plus, la configuration 
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du transect fait en sorte que l’échantillonnage est répété à trois reprises au centre de 
l’embouchure, ce qui cause des points d’échantillonnages près dans l’espace et relativement 
loin dans le temps. Étant donné la mobilité de la ressource étudiée, qui est encore plus 
importante à l’embouchure, ceci peut résulter en de grandes semi-variances pour de courtes 
distances et compliquer davantage l’analyse variographique. Une nouvelle configuration du 
transect pourrait améliorer la précision des interpolations à l’embouchure de la rivière 
Saguenay. 
5.2. Modélisation de l’utilisation de l’habitat 
Les résultats des GAM obtenus pour les deux sites sont très différents et ce sur 
plusieurs aspects. Le GAM obtenu pour les données de la baie Sainte-Marguerite a un 
pourcentage de la déviance expliquée et un coefficient de corrélation très élevés, donc un 
pouvoir explicatif de l’utilisation de l’habitat par le béluga très intéressant avec les 
variables explicatives retenues, i.e. les variables sur les proies, la profondeur, la pente et la 
marée. Cependant, étant donné la grande flexibilité des GAM, la possibilité de 
surapprentissage (overfitting) des données peut résulter en une mauvaise interprétation des 
relations avec les différentes variables explicatives, surtout avec un échantillon 
relativement faible (Forney 2000). Toutefois, l’analyse des valeurs résiduelles donne 
confiance en son interprétation. Pour ce qui est du GAM obtenu pour les données de 
l’embouchure, bien que le modèle soit significatif, le faible coefficient de corrélation ajusté 
et l’analyse des valeurs résiduelles limitent grandement les interprétations que l’on peut en 
tirer.  
Comme la modélisation de l’utilisation de l’embouchure par le béluga n’est pas 
concluante et que les relations avec les variables sur les proies sont très faibles, les 
fonctions écologiques de cet habitat ne seront pas discutées. Cependant, le cas de 
l’embouchure sera discuté dans la section 5.2.2.. 
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5.2.1. Fonctions écologiques de la baie Sainte-Marguerite 
La présence, la résidence et l’agrégation des prédateurs sont souvent définis par une 
relation non-linéaire augmentant avec la densité de proies (Holling 1965). On retrouve ce 
genre de relation dans la figure 29, soit une augmentation du nombre de bélugas observés 
avec une augmentation de la biomasse relative (NASC) en surface et en profondeur, pour 
un pourcentage cumulé de déviance expliquée de 24% (tableau 11). Le nombre de bélugas 
observés se stabilise passé un certain seuil.  Piatt et Methven (1992) et Friedlaender et al. 
(2006) ont déterminé des seuils, i.e. des limites inférieures de densité de proies, sous 
lesquelles l’alimentation par les grands rorquals était non rentable et leur agrégation faible 
ou inexistante. Ces seuils sont définis selon l’espèce et la stratégie d’alimentation et de 
capture des proies (Brodie et al. 1978). Le cas du béluga est différent. Comparativement 
aux grands rorquals, les bélugas n’ont pas besoin d’une grande densité de proies pour 
s’alimenter. Ils sont reconnus comme étant opportunistes, pouvant consommer une 
cinquantaine d’espèces de proies (Vladykov 1946) et peuvent chasser des proies 
individuelles. De plus, toujours comparativement aux grands rorquals qui fréquentent le 
parc marin en période estivale principalement, les bélugas, qui sont des résidants 
permanents de l’estuaire du Saint-Laurent, ne s’alimentent pas de façon aussi intensive 
durant la période estivale et ont à effectuer d’autres activités vitales (reproduction, soins des 
jeunes,…). Dans ce sens, la cooccurrence bélugas-proies ne signifie pas automatiquement 
un comportement d’alimentation. De plus, le seuil détecté à la figure 29 dans la relation 
avec la biomasse relative de proies en profondeur ne doit pas être interprété comme un seuil 
de proies nécessaire, au niveau du rendement énergétique, pour l’alimentation du béluga. 
Toutefois, les résultats obtenus suggèrent que l’alimentation de proies pélagiques, 
principalement en profondeur, pourrait être l’une des fonctions écologiques de la baie 
Sainte-Marguerite.  
Malgré la relation trouvée entre la présence de bélugas et la présence des proies 
dans la baie Sainte-Marguerite, la méthodologie employée dans cette étude ne peut 
permettre de conclure que le béluga s’alimente à la baie Sainte-Marguerite. L’observation 
du comportement en surface tel que fait par les observateurs terrestres à ce site ne permet 
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pas toujours de bien définir l’activité exacte du béluga et ceci est particulièrement vrai pour 
ce qui est de l’activité d’alimentation. C’est pourquoi le comportement noté par les 
observateurs lors des observations des bélugas n’a pas été retenu comme variable dans les 
analyses. Des cas d’observations sans équivoques d’un comportement d’alimentation ont 
été effectués dans le secteur de la baie Sainte-Marguerite, comme le cas d’une observation 
d’un béluga avec un poisson dans la bouche (Busque 2006), mais ces cas sont plutôt rares. 
L’analyse de profils de plongée de béluga dans cet habitat serait une bonne façon de valider 
l’alimentation comme étant l’une des fonctions de la baie Sainte-Marguerite (Martin et al. 
1998). 
Les prochains paragraphes portent sur les proies potentielles du béluga à la baie 
Sainte-Marguerite. Les proies pélagiques sont distribuées dans l’ensemble de la colonne 
d’eau (figure 32). Dans l’ensemble des transects, la densité relative des proies est la plus 
forte dans la couche 5 – 15 m. Les résultats du seul trait de filet réalisé à l’été 2010 à une 
profondeur de 7 – 10 m n’ont pas été analysés en laboratoire, mais les échantillons récoltés 
étaient essentiellement composés de copépodes. Toutefois les échos laissent croire que des 
poissons se retrouvaient également dans cette couche, possiblement en train de s’alimenter 
de ces copépodes. Ces poissons, possiblement de jeunes capelans (Laurin 1982), auraient 
pu éviter le filet. Pour certains transects, les poissons se concentrent à certaines 
profondeurs : entre  25 m et 40 m pour le transect BSM20090818 et entre 40 m et 70 m 
pour le transect BSM20100901 (figure 32). Pour les autres transects, la densité relative de 
poisson, moyennée sur l’ensemble du transect, est relativement stable avec la profondeur. 
Toutefois, de fortes densités locales, peuvent ne pas être détectées par l’analyse présentée à 
la figure 32. La densité de poissons varie beaucoup d’un transect à l’autre et spatialement à 
l’intérieur d’un même transect. Pour certains transects, aucun banc de poisson n’a été 
détecté et à l’occasion, des bélugas ont été observés en surface, ce qui appuie l’hypothèse 




Figure 32. Échointégration des valeurs    des échogrammes représentant le poisson selon la profondeur pour 
l’ensemble du transect. La ligne noire représente la moyenne et la ligne grise représente la valeur maximale 
par intervalle vertical de 2 m. 
La figure 33 contient des exemples d’écho de poissons tirés des échogrammes 
brutes à 120 kHz en valeurs    retenus dans l’analyse à la baie Sainte-Marguerite. Plusieurs 
autres transects sont disponibles pour l’analyse de la distribution des poissons selon la 
profondeur, mais ils n’ont pas été retenus dans l’analyse d’utilisation de l’habitat, en raison 
de l’absence de béluga. Dans le cas des transects en présence de béluga, des bancs de 
poissons relativement petits et denses se retrouvent à des profondeurs allant de 10 m à 50 m  
(figure 33a et figure 33b). Des poissons individuels, à des valeurs d’écho variées, selon 
l’espèce et/ou la taille, se retrouvent également à des profondeurs variées, principalement à 
plus de 40 m (figure 33a et figure 33b). Des bancs de poissons plus grands et moins denses 






Figure 33. Exemples d’échos de poissons tirés des échogrammes brutes à 120 kHz en valeurs    (dB re 1 m
-1
) 
retenus dans l’analyse à la baie Sainte-Marguerite. L’échelle de couleur de bleu à rouge représente l’intensité 






Le traitement et la classification apportés aux données hydroacoustiques dans cette 
étude ne permettent pas d’identifier les espèces de poissons pélagiques présentes. Les 
espèces présentes dans ces données font probablement partie de la liste énumérée à la 
section 1.2.2., mais nos données ne nous permettent pas de confirmer cette hypothèse. Des 
analyses en cours, par une classification plus fine des échos par rapport de fréquences, 
montre que le lançon (Ammodytes sp.), espèce sans vessie natatoire, est assez abondant lors 
de certains transects (figure 33c) et pourrait donc être une proie non négligeable du béluga 
dans ce secteur (Annexe VI). Il est par contre absent lors de certains transects. 
L’absence de données sur les proies benthiques, résultat de la méthode 
d’échantillonnage, ne doit pas nous empêcher de tirer des conclusions sur la possible 
fonction d’alimentation de cet habitat. Pour la baie Sainte-Marguerite, des données d’une 
autre étude récente nous indique que la densité d’organismes est assez faible, allant de 0 à 
0,45 g/L (carte 6) (Ménard et al. (2009)). Cependant, la taille de l’échantillon prise dans 
l’étude de Ménard et al. (2009) n’est que de 4 et tout l’échantillonnage a été effectué le 
même jour (19 juin 2006). Bien que réalisé à des profondeurs différentes, les échantillons 
ne couvrent pas l’ensemble de l’aire utilisée par le béluga, mais ils se retrouvent tout de 
même dans la zone la plus fréquentée par les bélugas. Les organismes échantillonnés 
étaient principalement des vers marins du genre Nereis, des crustacés de la famille des 
Gammaridae et des mollusques (Buccinum undatum et Macoma balthica). Les données 
disponibles indiquent que si une fonction d’alimentation est réelle pour le béluga dans cet 
habitat, les espèces pélagiques constituent les proies principales. Toutefois, il est possible 
que la densité d’organismes benthiques varie au cours de l’année, ce qui pourrait nuancer la 
dernière hypothèse. L’étude de Lemieux (1996) ne peut être utilisée pour conclure une 
fonction d’alimentation du béluga dans le benthos étant donné la localisation des stations 
d’échantillonnages. Par contre, il est possible que le béluga s’alimente dans le substrat 
benthique puisque le lançon s’y enfouit. Le lançon s’enfouit dans les sédiments notamment 
pour fuir les prédateurs et selon la lumière (Girsa et Danilov 1976). Le rorqual à bosse 
s’alimente à l’occasion de lançons enfouits dans le fond marin en le brossant pour faire fuir 




Carte 6. Composition du substrat (n = 24 échantillons, graphique circulaire (%)) et densité des organismes 
benthiques (n = 4 échantillons) (tiré de Ménard et al. (2009)). 
Les observations de bélugas réalisées lors des sondages hydroacoustiques variaient 
de 1 à 12 individus par troupeau (  =3,4 ± 2,2). 64% des observations étaient des troupeaux 
composés d’adultes et de jeunes et 36% étaient composés seulement d’adultes. Parmi les 
observations, 51% ont été notées en alimentation (43% pour les troupeaux d’adultes 
accompagnés de jeunes et 66% pour les troupeaux d’adultes). Les données sur la 
composition des troupeaux observés ne permettent pas de conclure qu’une possible activité 
d’alimentation varierait selon le type de troupeau. Toutefois, la forte présence de troupeaux 
accompagnés par des juvéniles et des veaux comparativement à d’autres secteurs de l’aire 
de répartition et les résultats sur les proies présentés dans cette étude supportent l’hypothèse 
suggérée par Ménard et al. (2009), i.e. que l’enseignement aux jeunes à chasser dans un 
milieu calme et sur un fond sableux et en pente explique en partie la fidélité des bélugas à 
cet habitat. 
Le fait que les bélugas se rendant à la baie Sainte-Marguerite parcourent plusieurs 
kilomètres et qu’ils y demeurent parfois pour de longues durées pourraient être des 
arguments appuyant la fonction d’alimentation de cet habitat. Toutefois, il est reconnu que 
le béluga parcourt parfois de grandes distances, beaucoup plus grandes que celles 
parcourues pour se rendre à la baie Sainte-Marguerite, pour atteindre des secteurs sans 
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nourriture (Martin et al. 1998). De plus, il est évident, par les observations du 
comportement de surface du béluga à la baie Sainte-Marguerite, que les activités de 
socialisation et le repos sont des fonctions biologiques importantes de cet habitat. La 
présente étude, en s’appuyant sur des données sur la distribution et l’abondance des proies, 
illustre que l’alimentation pourrait être une des fonctions essentielles de cet habitat. 
5.2.2. L’embouchure de la rivière Saguenay 
Les résultats obtenus par le GAM fait sur les données de l’embouchure (tableau 10, 
tableau 11 et figure 30) illustrent bien la puissance des modèles additifs généralisés à 
détecter des relations significatives entre une variable réponse et des variables explicatives. 
Les résultats sont tous significatifs, mais l’analyse des résidus ne permet pas une 
interprétation des résultats avec confiance. De plus, le modèle est peu explicatif (R
2
 ajusté 
= 0,18). Toutefois, comme l’erreur du modèle est non normale (Annexe V), la proportion 
de déviance expliquée est plus appropriée pour juger le modèle. Cette proportion s’élève 
tout de même à 58,6%, mais seulement 6,8% de la déviance est expliquée par les variables 
sur les proies pélagiques.  
Une conclusion qui pourrait être intéressante à tirer de ce GAM est le fort 
pourcentage (19,1%) de la déviance expliquée par la marée. Plusieurs hypothèses 
concernant la fréquentation de l’embouchure par le béluga sont en liens avec les phases de 
marée. Le béluga pourrait utiliser les courants de marée étant donné leur impact sur 
l’agrégation et la direction du déplacement des proies ou pour faciliter l’entrée et la sortie 
de la rivière Saguenay (Laurin 1982; Chadenet 1997). Comme le déplacement et 
l’agrégation des bancs de petits poissons, principalement du capelan et possiblement du 
lançon, sont susceptibles d’être fortement influencés par la marée et les courants à 
l’embouchure, la forte relation détectée entre la présence de béluga et la marée pourrait être 
associée à un comportement d’alimentation. Cependant, la méthodologie employée n’a pas 




Une première limite importante pour la modélisation de l’utilisation de l’habitat par 
le béluga dans cette étude est la taille de l’échantillon (11 transects pour l’embouchure et 5 
pour la baie Sainte-Marguerite). Comme certaines variables sont fixes pour l’ensemble des 
cellules pour un même transect (e.g. la phase de la marée) la variabilité engendrée par ces 
variables est faible et son pouvoir explicatif limité. 
Une autre limite est la résolution spatio-temporelle de l’étude. La limite au niveau 
de la résolution temporelle vient du fait que l’on considère un sondage acoustique comme 
étant un « snapshot » de la distribution et de l’abondance des poissons pour la durée de 
l’échantillonnage. En quelque sorte, les proies sont considérées comme étant non mobiles. 
Au niveau spatial, la résolution de 300 m, qui implique une densité uniforme à l’intérieur 
d’une cellule, cause possiblement la perte de fortes densités locales (i.e. petits bancs de 
poissons et poissons individuels) qui sont d’intérêt pour le béluga. Toutefois, la résolution 
de 300 m diminue l’impact de la mobilité de la ressource puisqu’elle peut se déplacer et 
rester dans la cellule. Le 300 m de résolution spatiale vient également du fait de la précision 
des observations de bélugas tel qu’expliqué dans la section 3.1.6.4.. Une meilleure 
précision spatiale des données d’observation du béluga permettrait des l’analyses à une 
résolution spatiale plus fine et diminuerait l’incertitude par rapport à la cooccurrence 
proies-béluga et l’activité d’alimentation. Par contre, une résolution de 300 m limite 
l’impact de la position du béluga en surface et l’emplacement de sa plongée. Les positions 
en surface et en profondeur ont plus de chance de se retrouver dans une même cellule plus 
les cellules sont d’une grande dimension. 
Finalement, en considérant l’ensemble des observations de bélugas, le grand 
nombre de bélugas observés en déplacement à l’embouchure pour entrer ou sortir de la 
rivière Saguenay empêche peut-être la détection d’une relation prédateurs-proies. Isoler les 
individus qui ne sont pas en déplacement serait une solution, mais celle-ci ne peut être 
appliquée au jeu de données puisqu’aucun identifiant unique n’est associé à un individu. 
Cette limite ne concerne pas les données de la baie Sainte-Marguerite. 
  
Chapitre 6.  Travaux futurs et recommandations 
À la suite de la réalisation de ce travail, plusieurs recommandations pour la suite de 
l’analyse de ces données et pour la continuité du projet de suivi des proies dans le PMSSL 
peuvent être formulées. 
Premièrement, il serait pertinent de continuer l’échantillonnage hydroacoustique 
dans ces deux secteurs afin d’augmenter la taille de l’échantillon. Le faible nombre de 
transects réalisés en présence de béluga limite les conclusions de cette étude. Une 
augmentation du nombre de transects, tout en améliorant la couverture du cycle de marée et 
la couverture de la saison permettrait une analyse plus complète. De plus, il serait 
intéressant d’ajouter d’autres zones d’utilisation intensive telle qu’identifiées par Michaud 
(1993) et Lemieux-Lefebvre (2009) et d’y appliquer la méthodologie proposée dans la 
présente étude. Il serait également intéressant de garder la fréquence 200 kHz ouverte le 
plus souvent possible à la baie Sainte-Marguerite afin de permettre la classification des 
échos de poissons afin d’identifier plus précisément les proies potentielles du béluga. 
Deuxièmement, les données sur les proies utilisées dans cette étude et celles 
récoltées dans les prochaines années devraient également être utilisées dans une étude où 
elles seraient les variables réponses. Ainsi, il serait possible de comprendre la dynamique 
des proies dans ces deux secteurs selon les différentes variables environnementales spatio-
temporelles et de la mettre en lien avec l’ensemble du système océanographique de 
l’estuaire du Saint-Laurent. Ce qui pourrait s’avérer utile pour d’autres études sur 
l’utilisation de ces deux secteurs par d’autres espèces de prédateurs. Ces résultats sur la 
dynamique des proies selon les variables environnementales pourraient être utilisés comme 
proxy pour l’analyse de l’ensemble de la base de données d’observation du béluga à partir 
des sites terrestre (1998 à 2011). D’autres analyses pourraient être réalisées avec ces 
données sur les proies : la mesure de la taille des bancs de poisson, le nombre de bancs, 
leurs distributions verticales, … Les connaissances sur la répartition, l’abondance, la 
biologie et la qualité des proies du béluga ont été identifiées comme étant un besoin en
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 recherche pour permettre de parfaitement mettre en œuvre le programme de rétablissement 
du béluga (MPO 2011). 
Troisièmement, suite aux analyses géostatistiques, une reconfiguration du transect à 
l’embouchure pour l’échantillonnage acoustique doit être envisagée. La configuration 
actuelle du transect fait en sorte que l’échantillonnage est répété à trois reprises au centre de 
l’embouchure (carte 4a), ce qui cause des points d’échantillonnages près dans l’espace et 
relativement loin dans le temps (section 5.1.3.). Étant donné la mobilité de la ressource 
étudiée, ceci peut résulter en de grandes semi-variances pour de courtes distances et 
compliquer l’analyse semi-variographique. La présente recommandation propose deux 
nouveaux transects en lignes parallèles à réaliser en alternance. Ainsi, aucun endroit ne sera 
échantillonné plus d’une fois et l’interpolation et la cartographie seront facilitées. 
  
Carte 7. Configurations des nouveaux transects proposés. 
Finalement, une cartographie en trois dimensions à plus haute résolution de 
l’abondance et de la distribution des bancs poissons, pour les transects de l’embouchure 
caractérisés par la présence de grand rorqual, notamment le rorqual à bosse et le rorqual 
commun, pourrait être réalisée. Cette cartographie des bancs de poissons jumelée à une 
estimation exacte (et non plus relative) de la biomasse permettrait de comprendre ce qui 
attire ces grands rorquals dans un secteur peu fréquenté par ces animaux et d’améliorer nos 




exemple, le transect du 4 août 2010 à l’embouchure est caractérisé par la plus grosse 
agrégation de poissons parmi l’ensemble des transects effectués et ce transect est également 
le seul où des rorquals à bosse ont été observés. Une analyse plus fine de cet événement 




Cette étude a bien répondu aux objectifs fixés. Les réalisations majeures de cet 
ouvrage peuvent être distinguées en quatre points : 1) la méthodologie de traitement et de 
classification des données hydroacoustiques récoltées dans le PMSSL; 2) la méthodologie 
géostatistique pour la cartographie; 3) la cartographie de la biomasse relative des proies du 
béluga pour les deux sites d’études; 4) les résultats des analyses d’utilisation de l’habitat 
par le béluga pour les deux sites. 
La méthodologie de traitement et de classification des données hydroacoustiques 
développée dans le cadre de ce mémoire est déjà appliquée à d’autres données du projet de 
suivi des proies au parc marin. L’utilisation du gabarit en format Echoview développé dans 
le cadre du présent mémoire simplifie l’analyse de nouvelles données et rend le processus 
de traitement et de classification beaucoup plus rapide et efficace. 
La méthodologie développée pour déterminer la façon optimale d’interpoler et 
cartographier ces données hydroacoustiques ainsi que l’ensemble des fonctions R créées 
pour l’automatisation de plusieurs étapes a permis de trouver rapidement la méthode 
optimale pour l’interpolation en utilisant un grand jeu de données. Elle sera également 
utilisée pour les prochains travaux visant la cartographie des données sur les proies 
pélagiques dans le parc marin. Cette méthodologie et les diverses fonctions R pourraient 
également être appliquées à d’autres types de données.  
La réalisation d’une cartographie aussi exhaustive de la distribution et de 
l’abondance des proies pélagiques du béluga à la baie Sainte-Marguerite et à l’embouchure 
de la rivière Saguenay est une première. Elle a été utilisée uniquement comme variable 
explicative dans la présente étude. Une analyse spatio-temporelle de ces cartes ne faisait 
pas partie des objectifs du mémoire. 
La modélisation de l’utilisation de l’embouchure par le béluga en fonction de la 
distribution et de l’abondance de ces proies pélagiques a donné des résultats non 
concluants. Par contre, la relation significative entre la présence du béluga et la phase de la 
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marée pourrait soutenir certaines hypothèses formulées auparavant reliées à leur 
fréquentation du secteur. Pour ce qui est de la baie Sainte-Marguerite, les résultats ont 
montré une hausse du nombre de bélugas observés en fonction de l’augmentation de la 
biomasse relative des proies. Toutefois, la méthodologie employée ne permet pas 
d’affirmer que l’alimentation est une fonction écologique importante de la baie Sainte-
Marguerite, mais les résultats suggèrent qu’elle est l’une des fonctions de cet habitat. Le 
lançon pourrait être une proie de cet habitat.  
La désignation des fonctions écologiques des différents habitats fortement utilisés 
par le béluga du Saint-Laurent est essentielle pour l’établissement de mesures de 
conservations spécifiques à ces habitats et appliquées selon les fonctions de ceux-ci. Une 
approche par habitat et non pour l’ensemble de l’aire de distribution doit être favorisée dans 
l’étude de l’utilisation de l’habitat par le béluga. Le rétablissement de la population de 
béluga du Saint-Laurent passe par une meilleure compréhension de l’utilisation de l’habitat 
et une amélioration des connaissances sur ces proies. En ce sens, la présente étude amène 
plusieurs nouveaux résultats et la méthodologie développée permettra d’améliorer notre 
compréhension de l’utilisation de l’habitat par le béluga en ajoutant davantage de données 
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Annexe I. Paramètres utilisés et résultats de la calibration. Les résultats finaux 
utilisés sont ceux des 3 colonnes de droite avec la bille à 6 m, encadrés en gras. 
Fréquence (kHz) 38 38 120 200 
Date 2008-06-09 2008-06-09 2008-06-08 2008-06-08 
Heure (HAE) 12h00 17h30 18h00 18h00 
Distance de la bille (m) 4 6 6 6 
Vitesse du son (m/s) 1450 1450 1450 1450 
Coef. d'absorption (α) (dB/m) 0.076 0.076 0.244 0.368 
Emission     
Puissance d'émission (W) 2000 2000 500 300 
Durée d'émission (τ) (μs) 1024 1024 1024 1024 
Détection des cibles uniques     
Max gain comp (dB) 6 6 6 6 
Seuil TS (dB) -50 -50 -50 -50 
Deviation  de phase (dB) 8 8 8 8 
TS bille TC de 38.1 mm (dB) -42.1 -42.1 -39.8 -39.5 
Résultats calculés      
Gain (dB) 25.17 25.30 26.13 25.57 
Two-way beam angle (dB)* -20.62 -20.60 -21.00 -20.70 
Athwart. beam angle (deg.) 7.02 6.93° 6.52° 6.48° 
Athwart. offset angle (deg.) 0.05 0.04° -0.03° -0.09° 
Alongship beam angle (deg.) 7.16 6.94° 6.45° 6.63° 
Alongship offset angle (deg.) -0.02 0.05° 0.00° -0.11° 
Sa correction (dB) -0.56 -0.58 -0.29 -0.25 
Erreur estimée     
RMS beam (dB) 0.32 0.20 0.24 0.26 
RMS polynomial (dB) 0.28 0.15 0.20 0.26 
Nombre de points 366 397 354 314 
 
                              
       
    
 , où    et    sont les angles d’ouverture 






Annexe II. Variables enregistrées lors de l’observation à partir des sites terrestres 
 
 





l N° d'observation #obs - Numéro de prise de donnée 
N° du B.O.I. #BOI - 
Numéro du bloc d’observation 
instantanée 
Date Date - Date de l’échantillonnage (aaaammjj)  










Visibilité Vis 0 - 8 Selon la correspondance au télémètre 
   nu Non uniforme 
Hauteur des vagues  Vag 1 Miroir 
   2 Rides < 15 cm 
   3 15 à 30 cm 
   4 30 à 60 cm 
   5 > 60 cm 
Marée  M h Marée haute 
   b Marée basse 
    m Marée montante 







Présence Prés o Présence de béluga dans l’aire d’étude 
   n Absence de béluga dans l’aire d’étude 
Position Tél 0 - 8 Correspondance au télémètre 
  Azi 0° - 359° Azimut lu sur la boussole 
Composition du groupe Total - Nombre total de bélugas dans le groupe  
     (estimé si trop grand nombre) 
  Adult - Nombre d'adultes 
  Juvén - Nombre de juvéniles 
  Veau - Nombre de veaux 
  Inc - Nombre de bélugas d’âge inconnu 
Comportement Act 0 Surplace 
    1 En déplacement 
    2 En alimentation 
    3 Autre comportement 
    4 Jeu ou socialisation 
    5 Comportement indéterminé 
Orientation Orient 0 Surplace 
    amsa Vers l'amont du Saguenay 
    avsa Vers l'aval du Saguenay 
    amfl Vers l'amont du Fleuve Saint-Laurent 
    avfl Vers l'aval du Fleuve Saint-Laurent 
    vib 
Vers l'intérieur de la baie Sainte-
Catherine 
    veb 
Vers l'extérieur de la baie Sainte-
Catherine 
    aa Alternance dans les directions  
Cohésion Cohé 0 Nulle (plus d’une longueur de corps) 





    2 Modérée (moins d'une longueur de corps)  
    3 











  Dyn 0 Nul 
    1 Faible 
    2 Modéré 
    3 Fort 
Qualité de l'évaluation Éval 0 Évaluation incomplète 
   1 Difficile 
   2 Moyenne 
   3 Bonne 
Commentaires Comm - Particularité, blessure, comportement 








Nombre Nb - Nombre de bateaux d'un même type 
Type Type p Petit (moins de 10 mètres) 
    m Moyen (entre 10 et 40 mètres) 
    g Grand (plus que 40 mètres) 
    pl Plaisancier 
    v Voilier (moteur éteint) 
    ca Cargo 
    cr Croisière 
    ks Kayak solo 
    kt Kayak tandem 
    mm Motomarine 
    hy Hydravion 
    au Autre embarcation motorisée 
    an Autre embarcation non motorisée 
Activité Act 0 Immobile 
   1 Déplacement 
   2 Observation de béluga 
   3 Observation de petit rorqual 
   4 Observation de rorqual commun 
   5 Observation d’autres cétacés 
   6 Attente au quai 
Position Tél 0 - 8 Correspondance au télémètre 
  Azi 0° - 359° Azimut lu sur la boussole 
Commentaires Comm - Nom d'un bateau de recherche ou du 










 Nombre Nb - Nombre d'individus d'une espèce de  





Espèce Sp ba Petit rorqual 
    bp Rorqual commun 














    pp Marsouin commun 
    mn Baleine à bosse 
    au Autre espèce (spécifier dans les  
    commetaires) 
Activité Act d En déplacement  
   a En alimentation 
Position Tél 0 - 8 Correspondance au télémètre 
  Azi 0° - 359° Azimut lu sur la boussole 
Commentaires Comm - Particularité, blessure, comportement 



















Annexe III. Variables enregistrées lors de l’observation à partir du bateau 
réalisant l’échosondage 
 
 Variables Codes Définitions 
Général 
Transect #obs - Numéro de prise de donnée 
Date Date - Date de l’échantillonnage (aaaammjj)  










Visibilité Vis 1 < 500m  
   2 500 à 2000 m 
  3 2000 à 5000m 
  4 > 5000 m 
Hauteur des vagues  Vag 1 Miroir 
   2 Rides < 15 cm 
   3 15 à 30 cm 
   4 30 à 60 cm 
   5 > 60 cm 
Soleil/nuage/pluie s/nu/pl nu Nuageux 
   s Ensoleillé 
    pl Pluie 
 Front/Sillage/Clapotis fr/sill/cl fr Front 
  bc Barre de courant 
  calm Zone très calme 
  clap Clapotis 









Espèces Sp - 
Code de l’espèce (Oiseaux et 
mammifères marins) 
 Nombre Nb - Nombre d’individu 
Position Dist 0 - 2000 Distance de l'observation 
  H 1-12 Direction de l'observation  
Comportement Act vide Rien de particulier 
    a En alimentation 
    r Repos 
    d Déplacement 
    p Plongée 
  ev envolée 
  b Saut hors de l’eau 
  q Lève la queue 
  s Surplace 
  v Vol 
    vc Vocalise 
Direction Dir am, av,rn,rs Amont, avale, rive nord, rive sud 
Commentaires Comm - Particularité, blessure, comportement 
Bateaux 
Type type - Code du type de bateau 






0 - 2000 
 
Distance de l'observation  
 
  H 1-12 Direction de l'observation en heure  









Annexe V. Analyses des résiduelles pour les GAM 















Annexe VI. Classification d’un banc de poissons à la baie Sainte-Marguerite 
 
38 kHz 
NASC = 91,05 
 
120 kHz 
NASC = 126,14 
 
200 kHz 





Échogrammes à 38, 120 et 200 kHz d’un banc de poissons. L’échelle de couleur est la même. La valeur 
NASC est pour le polygone dessiner autour du banc. 
Comme le lançon est une espèce sans vessie natatoire, les valeurs Sv sont 
susceptibles d’être stable aux fréquences 38 et 120 kHz et d’être largement supérieur sur la 
fréquence 200 kHz (Korneliussen et Ona 2002). Un polygone a été dessiné autour d’un des 
bancs où les échos sont susceptibles d’être ceux de lançons. L’échointégration  des valeurs 
MVBS a été réalisée dans des cellules de 20 m sur l’horizontale et 2 m sur la verticale. La 
figure suivante illustre bien qu’il s’agit d’écho de poissons sans vessie natatoire et comme 
le lançon est la seule espèce de poisson de ce type à fréquenter le secteur, il est possible 
d’affirmer qu’il s’agit bien de lançon. 
      
       








En comparaison, le même exercice a été réalisé avec des données d’un banc de 
capelan échantillonnées à l’embouchure (figure suivante). Le capelan possède une vessie 
natatoire et les poissons de ce type ont une valeur Sv qui décroit très légèrement avec 
l’augmentation des fréquences de 38 à 200 kHz (Korneliussen et Ona 2002).  
 
 
 
 
 
 
