Of the over 450 exoplanets known to date, more than 420 of them have been discovered using radial velocity studies, a method that tells nothing about the inclination of the planet's orbit. Because it is more likely that the companion is a planetary-mass object in a moderate-to high-inclination orbit than a low-mass stellar object in a nearly face-on orbit, the secondary bodies are presumed to be planets. Interferometric observations allow us to inspect the angular diameter † The observations described here were completed while with the Center for High Angular Resolution Astronomy, Georgia State University, P.O. Box 3969, Atlanta, GA 30302-3969.
Introduction
Radial velocity observations of exoplanet systems alone are insufficient to distinguish between intermediate-to high-inclination planetary systems and low-inclination binary star systems. Stepinski & Black (2001) estimated probability densities of orbital periods and eccentricities for two samples: exoplanet candidates and spectroscopic binary star systems with solar-type primary stars. They found the distributions of the two populations were statistically indistinguishable in the context of orbital elements.
In an earlier study, Imbert & Prévot (1998) modeled nine exoplanet systems as binary star systems to test if the radial velocity observations could be reproduced by low-mass stellar companions. Although the probability of binary star systems appearing as planetary systems was low -0.01 to 4% -the model results described the observations satisfactorily and showed it is possible for a binary star system to mimic an exoplanet system.
While it is unlikely that there are unseen stellar companions with very low inclinations masquerading as exoplanets, the only way to exclude the possibility of a low-inclination star observationally is to study the system at angular scales comparable to the calculated starplanet separation. These separations are on the order of 0.5 to 5.0 milliarcseconds, and the only relevant technique applicable is interferometry, which we present here for 20 exoplanet host stars.
The probability of a system's inclination being in the range i to i + ∆i is proportional to the ratio of the surface element of a hemisphere defined by that range and integrated over the azimuth angle (Φ) to the surface area of the entire hemisphere. The area element for a given range of i is: dA = di × sini dΦ,
and the probability of a system having a specific range of i is: 
Therefore the probability of an orbit with an inclination below 45
• is ∼30% while the probability of the orbit having an inclination higher than 45
• is ∼70%. The inclinations necessary for the companion to be stellar in nature are very low, on the order of less than one degree. This means the probability of any given system being a binary star is correspondingly low (∼ 10 −4 %) and it would take much larger sample size than is available to have a good chance of finding a stellar companion masquerading as a planet. When taken as a whole, the chances of finding a stellar companion in this sample are only on the order of 10 −5 .
We are not trying to prove that the apparent companion for any given system is a lowmass star instead of a planet, but instead are using our observations to rule out certain types of stellar companions for each star observed. Radial velocity studies alone cannot perform this task, and interferometry is well suited to further our knowledge of exoplanet host stars. When we are able to be more confident that they are indeed planetary systems and not face-on binary stars, we further characterize the host stars themselves as well as contribute to the statistics that tell us what percentage of stars host planets versus how many have stellar companions.
An important criteria for the detection or non-detection of otherwise unseen secondary stars is the magnitude difference between the known primary and the putative secondary stars. Simulations using a program written by Theo ten Brummelaar that realistically models instrumental and atmospheric noises, as well as observations of pairs of known brightness contrasts, indicate that the Array is sensitive to a magnitude difference in the K-band (∆K) of 3.0. Therefore, if a second star is present and is not more than ∼3.0 magnitudes fainter than the host star, the effects of the second star will be seen in the interferometric data. It should be noted that a limiting magnitude difference in the K-band (∆K) of 3.0 is a lower limit, as the true ∆K also depends on the absolute brightness of the two stars and could be slightly higher for some systems.
This technique of using interferometric observations to eliminate the possibility of certain types of secondary stars was employed to examine the exoplanet host star 51 Peg (HD 217014) by Boden et al. (1998) , whose analysis of Palomar Testbed Interferometer data supported a single-star model for that star. They fit single-star and binary-star models to the data and found that any possible unseen stellar companion would have to have a K magnitude fainter than 7.30 and a mass of less than 0.22M ⊙ .
Here we describe our interferometric observations, our method for choosing calibrator stars, and define the role interferometric resolution plays in Section 2. In Section 3, we discuss how the angular diameter fit residuals to calibrated visibilities can help us eliminate certain types of secondary stars, and Section 4 explores the implications of the observations. This paper is follow-on work to an earlier study (Baines et al. 2008b ).
Interferometric Observations
All observations were obtained using the CHARA Array, a six-element optical/infrared interferometric array located on Mount Wilson, California (ten Brummelaar et al. 2005) . We used the pupil-plane "CHARA Classic" beam combiner in the K ′ -band (2.133 µm center with a 0.349 µm width) while visible wavelengths (470-800 nm) were used for tracking and tip/tilt corrections. The observing procedure and data reduction process employed here are described in McAlister et al. (2005) . The observable quantity from an interferometer is the fringe contrast or "visibility" of the observed target, and each dataset consists of approximately 200 scans across the fringe.
Our target list was selected from the complete exoplanet list by using declination limits and magnitude constraints: north of -10
• declination, brighter than V = +10 in order for the tip/tilt system to lock onto the star, and brighter than K = +6.5 for reliable fringe detection with a sufficiently high signal-to-noise ratio. We obtained data on the 20 exoplanet host stars between October 2005 and September 2008. The observations were taken using mostly the longest baseline available on the CHARA Array (331 m), though 156-m and 249-m baselines were also used.
Reliable calibrators stars are critical in interferometric observations, acting as the standard against which the science target is measured, and the ideal calibrator is a single, spherical, non-variable star. Our observing pattern was calibrator-target-calibrator so that every target was bracketed by calibrator observations made as close in time as possible; therefore "5 bracketed observations" denotes 5 target and 6 calibrator data sets. The target-calibrator (T-C) distances ranged from 1 to 9
• and 13 calibrators were within 4
• of their target stars. This allowed us to observe the stars as close together in time as possible, usually on the order of 3 to 5 minutes between the two, therefore reducing the effects of changing seeing conditions as much as possible. Table 1 lists the exoplanet host stars observed, their calibrators, the dates of the observations, the baseline used, the number of observations obtained, and the T-C distance.
In order to check for excess emission that could indicate a low-mass stellar companion or circumstellar disk, we fitted spectral energy distributions (SEDs) based on published UBV RIJHK photometric values for each calibrator star. Limb-darkened diameters were calculated using Kurucz model atmospheres 1 based on effective temperature and gravity values obtained from the literature. The models were then fit to observed photometric values also from the literature after converting magnitudes to fluxes using Colina et al. (1996) for UBV RI values and Cohen et al. (2003) for JHK values.
Many of the calibrator stars chosen here had been used as comparison or calibrator stars in other studies, or speckle studies did not find companions (see Table 2 ). For those calibrator stars that had not been previously observed, their SED fits showed no excess flux that could indicate a stellar companion that would then contaminate our interferometric observations. Our ability to detect stellar companions depends on two main factors. The first is the precision of our visibility measurements. The higher the precision, the higher our sensitivity to finding a secondary companion. The second factor is whether the measured angular diameters or potential primary-secondary separation would be resolved in our data. The resolution of an interferometer depends on the wavelength used and the distance between the telescopes, otherwise known as the baseline. A star is considered unresolved if its visibility is ∼ =1 and is completely resolved when its visibilities drop to zero. Different sized stars will be resolved at different baselines (see Figure 1 ).
Another effect to account for is bandwidth smearing, which occurs when the physical width of the filter's bandpass affects the measurements as the resolution varies across the band. Bandwidth smearing is only significant when a star's angular diameter exceeds the coherent field of view of the interferometer, which is calculated to be
where θ min = λ 0 /B and B is the baseline, λ 0 is the central wavelength of the filter, and ∆λ is the width of the filter (Tango & Davis 2002) . Because our coherent FOV is larger than the measured angular diameters in all cases, we do not need to correct for this effect when measuring our primary exoplanet host stars. On the other hand, when we determine the visibilities for binary systems that have calculated separations larger than the FOV, we need to account for bandwidth smearing by using a modified version of the visibility equation for binary stars.
Characterizing Angular Diameter Fit Residuals to Calibrated Visibilities
To determine stellar angular diameters, measured visibilities (V ) are fit to a model of a uniformly-illuminated disk (UD). Single-star diameter fits to V were based upon the UD approximation given by V = [2J 1 (x)]/x, where J 1 is the first-order Bessel function and x = πBθ UD λ −1 , where B is the projected baseline at the star's position, θ UD is the apparent UD angular diameter of the star, and λ is the effective wavelength of the observation (Shao & Colavita 1992) . A more realistic model of a star's disk involves limbdarkening (LD), and the relationship incorporating the linear limb darkening coefficient µ λ (Hanbury-Brown et al. 1974 ) is: Table 4 . Figure 2 shows the LD diameter fit for HD 164922 as this star's diameter is presented for the first time here. Similar plots for the remaining stars can be found in the references listed in Table 4 .
The systematics in the residuals of the angular diameter fit to measured visibilities can help us eliminate certain types of potential secondary stars. The smaller the residuals, the lower the chance of an unseen stellar companion. For each exoplanet host star observed, a variety of secondary stars were considered: G5 V, K0 V, K5 V, M0 V, and M5 V. The magnitude difference (∆M K , listed as ∆K in the tables) and angular separation (α) of a face-on orbit between the host star and companion were calculated for each possible pairing:
where M h,s are the absolute magnitudes of the host star and potential secondary, respectively, m h is the apparent magnitude of the host star, and
where π is the host star's parallax in milliarcseconds (mas). An estimate of the angular separation α in mas was calculated from Kepler's Third Law:
where M h,s are the masses in M ⊙ of the exoplanet's host star and potential secondary star, respectively, and P is the companion's orbital period in years.
The angular diameter (θ) for each possible secondary star was estimated using the calibration of radius as a function of spectral type from Cox (2000) and the parallax of the host star. The masses and radii in Cox are based on values derived from Habets & Heintze (1981) , who observed binary stars in order to create empirical relationships between various stellar parameters as a function of luminosity class. Tables 4 and 5 present the results of these calculations.
The resulting values for θ, ∆K, and α were then used to determine the visibility curve for a single star with the host star's measured angular diameter as well as for a binary system with the parameters listed above. The equation used to calculate the visibility curve for a binary system when observed using a narrow bandpass is
where V 1,2 are the visibilities for the primary and secondary star, respectively, β = 100
where ∆m is the magnitude difference between the two stars, and φ is the difference of the position angles between the binary and baseline (Hanbury-Brown et al. 1970 ). Because the observations described here were taken using a filter with a bandpass of ∼ 16%, the equation needs to be modified to include the effects of wide bandwidth and bandwidth smearing (North et al. 2007 ):
where ψ = 2πBλ −1 α cos φ and
To explore the effects of the projected position angle of a binary star vector separation, we calculated the residuals using position angles of 0 • , 30
• , and 60
• (see Table 6 ).
To estimate the detection sensitivity, the largest difference between the visibility curves for a single star and for a binary system with the parameters listed in Table 5 was calculated. This quantity, ∆V max , then represented the maximum deviation of the binary visibility curve from the single-star curve. Figure 3 shows an example of this.
Due to uncertainties in such input parameters as the host star's mass, parallax, and the planet's orbital period used in Equations 3 and 4, we did not believe a 1σ threshold would be a reliable diagnostic. Therefore, in order to rule out putative stellar companions, we selected a lower limit of 2σ res , where σ res is the standard deviation of the residuals to the diameter fit; i.e., if ∆V max ≥ 2σ res for a given secondary component, that particular spectral type can be eliminated as a possible stellar companion. If ∆V max < 2σ res , the effects of the companion would not be clearly seen in the visibility curve, and that spectral type cannot be ruled out. For each exoplanet host star, Table 6 lists the observed σ res and the predicted ∆V max for each secondary type considered.
Results and Discussion
Though the errors for the individual calibrated visibilities listed in Table 3 are on the order of 2-20%, the errors for the angular diameter fits to these visibilities are on the order of 1-6% for most stars. This is because the calibrated visibility errors are overestimated. This can be best illustrated by performing the diameter fit to the data. For each θ LD fit, the errors were derived via the reduced χ 2 minimization method (Wall & Jenkins 2003; Press et al. 1992) : the diameter fit with the lowest χ 2 was found and the corresponding diameter was the final θ LD for the star. The errors were calculated by finding the diameter at χ 2 + 1 on either side of the minimum χ 2 and determining the difference between the χ 2 diameter and χ 2 + 1 diameter. In calculating the diameter errors in Table 4 , we adjusted the estimated visibility errors to force the reduced χ 2 to unity because when this is omitted, the reduced χ 2 is well under 1.0, indicating we are overestimating the errors in our calibrated visibilities.
In addition to measuring the angular diameters of these stars interferometrically, we also estimated their diameters using two methods to check for discrepancies. We performed SED fits using the method described in Section 2 as well as using the relationship described in Kervella et al. (2004) between the (V − K) color and log θ LD . Table 8 lists the results of these calculations and Figure 4 plots θ SED and θ (V −K) versus θ measured . For stars larger than ∼0.7 mas, the errors in the estimated diameters are larger than those for the measured diameters.
In order to characterize the scatter in the diameters of the entire sample, the standard deviation σ of the quantity |θ LD −θ SED | was determined to be 8%, which indicates a fairly good correspondence between the estimated and measured diameters. For comparison purposes, the standard deviation of |θ (V −K) − θ SED | was 12%. Four of the 20 stars in the sample have measured diameters that are not within 1-sigma of the diameters estimated using either SED fits or (V − K) color. Three of the four (HD 145675, HD 154345, and HD 185269) are among the smallest stars measured and have some of the highest diameter errors in the sample, ranging from 6% to 11%.
The largest outlier is HD 217107, which we measured at 0.70±0.01 mas while the diameters from SED fits and (V − K) color were 0.52±0.02 mas and 0.54±0.02 mas, respectively. There are no signs of variability indicated in the literature for the star that would impact the diameters estimated using photometry. While the calibrator was small (0.31±0.01 mas), showed no signs of having a stellar companion using speckle or in the SED fit, and was used as a photometric comparison star for HD 217107 (Vogt et al. 2005) , it could be the cause of the discrepancy in the angular diameter estimates and interferometric measurements. Future observations of HD 217107 using the CHARA Array and different calibrators should help clarify the situation.
The star that showed the most potential for being a binary system instead of a planetary system was the newly-presented HD 164922. The visibility points show a slight sinusoidal pattern, though there are not enough observations to reliably fit the data to a binary star model. Future planned observations using the CHARA Array over a longer time should provide more details on the star.
No secondary spectral types could be eliminated from consideration for 7 exoplanet hosts, while all spectral types could be discounted for 7 host stars. The remaining 6 host stars had some but not all of the various secondary types ruled out. Because of the small sample size, we did not expect to find any stellar companions masquerading as planets, as the probability of a moderate-to high-inclination planet mimicking a face-on stellar companion is very low. Our contribution was eliminate the possibility of certain secondary spectral types for the host stars.
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2008 Sep 11 P P P P P P P P P P P P Fig. 1 .-The effect of various stellar angular diameters on the visibility curve. The smaller a star's angular diameter, the less change is seen in the visibility curve as a function of baseline. The upper and lower panels compare diameters derived using SED fits and (V − K) colors, respectively, versus diameters measured using the CHARA Array. Note the larger error bars associated with the SED and (V − K) diameters for stars larger than ∼0.7 mas.
