In this paper, we carry out an in-depth theoretical investigation for Bayesian inference for the Cox regression model (Cox, 1972 (Cox, , 1975 . Specifically, we establish establish necessary and sufficient conditions for posterior propriety of the regression coefficients, β, in Cox's partial likelihood, which can be obtained as the limiting marginal posterior distribution of β through the specification of a gamma process prior for the cumulative baseline hazard and a uniform improper prior for β (Kalbfleisch, 1978, Sinha, Ibrahim, and Chen, 2003) . We also examine necessary and sufficient conditions for posterior propriety of the regression coefficients, β using full likelihood Bayesian approaches in which a gamma process prior is specified for the cumulative baseline hazard. We examine characterizations of posterior propriety under completely observed data settings as well as for missing covariates. Latent variables are introduced to facilitate a straightforward Gibbs sampling scheme in the Bayesian computation. A real dataset is presented to illustrate the proposed methodology.
Introduction
The study of specific conditions for propriety of the posterior distribution is a very important practical problem for the Cox model, since it is well known that certain data configurations and/or sample sizes lead to nonidentifiable models. Thus, it becomes critical in such situations to develop a theory that characterizes necessary and sufficient conditions for propriety of the posterior distribution of the Cox regression model under different settings. In this paper, we study this problem by considering two different but related approaches for obtaining the posterior distribution of β in the Cox model. The first approach is based on starting out with the Cox's partial likelihood itself and treating it as a likelihood, specifying an improper prior for β, then examining necessary and sufficient conditions for propriety of the resulting posterior. Such a formulation of a posterior for the Cox model has been motivated and discussed by many including Carlin et al. (1993) , Gustafson (1997) , Volinsky et al. (1997) , Sargent (1998) , and Sinha, Ibrahim, and Chen (2003) . Moreover, Cox's partial likelihood has been shown to have a Bayesian justification by Kalbfleisch (1978) and Sinha, Ibrahim, and Chen (2003) , in which it is the limiting marginal posterior distribution based on a gamma process prior for the cumulative baseline hazard. The second approach we consider is based on a full likelihood approach rather than the partial likelihood, in which the baseline hazard is not eliminated from the likelihood at the likelihood stage and an authentic likelihood is used in the derivation of the posterior distribution of β, in which and a gamma process prior is specified for the cumulative baseline hazard. The two approaches are related but different, and result in different conditions for posterior propriety as well as their computational implementation.
One of the most practical applications and driving motivations of our proposed methodology is in missing data settings, where models can easily be nonidentifiable and posterior propriety becomes a very important practical issue. Missing covariate data in the Cox model is a fundamentally important practical problem in biomedical research. In the presence of missing covariates, we only consider a full likelihood approach since a joint probability distribution must be specified for the failure time variable and the missing covariates, and hence a partial likelihood approach in this context is not as desirable. In the presence of missing covariates, we are led to very different theoretical characterizations for posterior propriety and more challenging computational implementation.
There has been some semiparametric Bayesian work done in the missing data context for the Cox model and cure rate models, including Chen, Ibrahim, and Lipsitz (2002) , also discussed in the book by Ibrahim, Chen, and Sinha (2001) . Previous frequentist work along those lines includes methods developed by Schluchter and Jackson (1989) and Ibrahim (1996a, 1996b) for ignorably missing categorical covariates in fully parametric proportional hazards models. When the data are missing at random (MAR) and the pattern of missing data is monotone, estimating equations such as those proposed by Zhou and Pepe (1995) and Reilly and Pepe (1995) are useful. Although these estimating equation approaches may be used when missing covariates are categorical or continuous, they are restrictive because missing data often does not occur in a monotone fashion. Lin and Ying (1993) proposed approximate partial likelihood estimates that can accommodate any pattern of missing data but require the data to be MCAR. Paik (1997) proposes a multiple imputation method when only one covariate is missing, and Paik and Tsai (1997) propose an imputation method that can be used when data are MAR. Lipsitz and Ibrahim (1998) develop a Monte Carlo method for MAR categorical covariates in Cox's partial likelihood. Lawless, Kalbfleisch, and Wild (1999) examine missing covariate data in parametric regression models when missingness depends on a stratification variable that is always observed. Herring and Ibrahim (2001) develop a likelihood-based methodology for MAR covariates based on partial likelihood using an EM-type algorithm. However, as noted earlier, there has been virtually no literature on Bayesian (or frequentist) methods for theoretically characterizing posterior propriety (or existence of the MPLE) for the Cox model in the no missing data data setting or in the missing covariate data setting.
For a clear focus and ease of exposition, we only focus on the Bayesian paradigm in this paper rather than tackle both the frequentist and Bayesian paradigms simultaneously. In a certain sense, it suffices to only focus on the Bayesian paradigm for the Cox model since the partial likelihood does indeed have a Bayesian justification as noted earlier. Moreover, Bayesian methods of inference often lead to easier computational procedures than frequentist methods especially in missing data problems. Also, prior information from expert opinion or historical data can be more easily and naturally incorporated within the Bayesian paradigm, as discussed in Ibrahim and Chen (2000) . We examine Bayesian methods of estimation when there is no missing data as well as when there are MAR covariates for Cox's partial likelihood. Specifically, (a) we establish necessary and sufficient conditions for posterior propriety of regression coefficients, β, based on partial likelihood with no missing data as well as the full likelihood with MAR covariate data using a gamma process prior on the baseline cumulative hazard; and (b) develop a novel Bayesian computational scheme through the introduction of several latent variables for sampling from the posterior distribution of β in the presence of missing covariates.
The methodology proposed here is quite new and will shed light on the characterizations of posterior propriety for the Cox model with complete data as well as with missing covariate data. In (b), we devise a novel latent variable approach in which after the introduction of three latent variables, the resulting joint likelihood can be written as a product of independent observations so that the Gibbs sampling algorithm can be efficiently and easily implemented. The latent variable method for sampling from the posterior is quite new and useful in Bayesian inference for Cox's regression model with a gamma process on the cumulative baseline hazard function. In addition to this, we note that none of the literature cited above has examined theoretical necessary and sufficient conditions for the posterior propriety based on the partial likelihood for no missing data situation or the full likelihood with the gamma process prior and MAR covariates.
The significance of this work has several aspects: first, the proposed methodology will allow the data analyst to determine, for a given dataset, whether the posterior distribution is proper or not before carrying out the analysis. Such a methodology is critical since it is not always clear from the computer output in an analysis whether the posterior is proper or not. The methodology we propose here answers such questions with certainty given the dataset so that the analyst knows for sure whether the posterior is proper or not before an analysis is conducted. These necessary and sufficient conditions are straightforward to implement by the data analyst and these conditions will also be useful for determining suitable starting values for Gibbs samplers when fitting these models. Thus, the practical consequences of the proposed methodology is that we provide valuable tools for checking existence of propriety of the posterior as well as inferential and computational tools for Bayesian inference for the Cox model with MAR covariates. Such tools are critical in missing data problems and can easily be implemented in standard software packages.
We also note that the theory developed in Chen, Ibrahim, and Shao (2004) cannot be applied here, since (i) they fundamentally need to assume throughout that the likelihood function can be written as a product of independent observations, which is not the case for partial likelihood, and (ii) there are no unknown nuisance parameters in the response model, only the parameters of interest, β. On the other hand, in the Cox model, we must deal with the baseline hazard (or cumulative hazard) as a nuisance parameter in the response model, which is not of primary inferential interest. In addition, we consider Bayesian approaches in this paper since Bayesian methods offer some advantages over maximum likelihood (ML) type methods. Specifically, (i) partial likelihood has a Bayesian justification, as shown in Kalbfleisch (1978) and Sinha, Ibrahim, and Chen (2003) and (ii) Bayesian methods of inference often lead to easier computational procedures than ML-type methods, especially when some of the missing covariates are continuous; (iii) prior information from expert opinion or historical data can be more easily and naturally incorporated within the Bayesian paradigm, as discussed in Ibrahim and Chen (2000) .
The rest of this article is organized as follows. In Section 2, we consider Bayesian inference with partial likelihood and full likelihood through a gamma process prior for the cumulative baseline hazard with complete data and present theory in the presence of ties. Theoretical results for Bayesian inference with MAR covariates are given in Section 3. In Section 4, we develop a novel computational algorithm via latent variables to sample from the posterior distribution. Section 5 presents a melanoma dataset to illustrate the proposed methodology.
Bayesian Inference With No Missing Data
Let y i denote the minimum of the censoring time C i and the survival time T i , and let x i = (x i1 , . . . , x ip ) be the p × 1 vector of covariates associated with y i for the i th subject. Denote by β = (β 1 , . . . , β p ) the p × 1 vector of regression coefficients. Also, δ i = 1{T i = y i } is the indicator for death for i = 1, 2, . . . , n, where n is the total number of observations and R(t) = {i : y i ≥ t} is the set of subjects at risk at time t. Then, the partial likelihood of Cox (1975) is given by
where D obs = {(y i , δ i , x i ) : i = 1, 2, . . . , n} is the observed univariate right censored data. As usual, we assume throughout that x i does not include an intercept, since the intercept is not estimable in the Cox partial likelihood, and that given x i , T i and C i are independent.
Carrying out Bayesian inference for the Cox model is not an easy task since the baseline hazard function is typically left completely unspecified, and thus some type of nonparametric prior process is required for inference. In this section, we discuss how to characterize the conditions for propriety of the posterior distribution of β for the Cox model with an improper uniform prior on β, namely, π(β) ∝ 1 in the no missing data situation.
We first establish a useful result, which is formally stated in the following lemma.
Lemma 2.1 Let X * be an n * × p matrix (p < n * ). Also let R n * denote the n * -dimensional Euclidean space. If there is no positive vector v = (v 1 , v 2 , . . . , v n * ) ∈ R n * (denoted by v > 0, i.e., v i > 0 for i = 1, 2, . . . , n * ) such that
then there exists a non-zero vector b ∈ R p such that
where x * i is the i th row of X * .
Then V is a convex cone in R p (see Theorem 2.6 in Rockafellar (1970) ). Since (2.2) does not hold, by Corollary 11.7.3 of Rockafellar (1970) , there exists some non-zero vector b such that
In particular, (2.3) holds.
We consider two approaches for carrying out Bayesian inference for β when there are no missing covariates. The first approach is to treat the partial likelihood L p (β|D obs ) in (2.1) as the "likelihood function" and take π(β) ∝ 1. In this development, the "posterior" distribution for β is given by
Treating (2.1) as the "likelihood function" has been considered by several authors in various contexts including Raftery et al. (1995) , Volinksy et al. (1997), and Sargent (1998) . We refer the reader to Ibrahim, Chen, and Sinha (2001, Chapter 4) for more details. The next theorem characterizes the necessary and sufficient conditions for propriety of the posterior distribution of β based on the partial likelihood.
Theorem 2.1 Define X * to be
The posterior distribution π(β|D obs ) in (2.4) is proper, i.e.,
if and only if the following conditions are satisfied:
(C1) X * is of full rank; and (C2) There exists a positive vector v, i.e., each component of v is positive, such that
Proof. For notational simplicity, we assume that y 1 , y 2 , . . . , y d are the failure times. Let
where
, and F (u) = exp(− exp(−u)).
Sufficiency:
Let 1{A} denote the indicator function so that 1{A} = 1 if A is true and 0 otherwise. Observe that
Also let X * * denote the submatrix of X * in (2.5) with rows corresponding to δ i = 1 and j ∈ R i for i = 1, 2, . . . , d. By the Fubini theorem, we get
. Following Chen and Shao (2001) , under condition (C2) we obtain
where K > 0 is a constant independent of u. Note that
Thus, we obtain
Necessity: If X * is not of full rank, then X * * is not of full rank as well. In this case, it is easy to see from (2.7) that the posterior distribution of β is not proper. Now assume that (C2) is not satisfied. Since (C2) does not hold, by Lemma 2.1, there exists a non-zero vector
Without loss of generality, assume that b 1 = 0. Taking the transformation,
Letting η > 0, we get
Remark 2.1: In X * defined by (2.5), the rows corresponding to δ i = 0 or x j = x i can be excluded. Thus, the effective numbers of rows in X * can be reduced substantially.
Remark 2.2: When conditions (C1) and (C2) are satisfied for a subset of the data, the posterior is still proper. To see this, we assume that the subset consists of the first n * observations. Then we have
The propriety of the posterior can obtain by simply applying Theorem 2.1 to the above upper bound. These subset conditions are only sufficient but not necessary. However, this result is particularly useful for a large dataset, for which checking conditions (C1) and (C2) may not be computationally feasible.
Our second approach is to carry out Bayesian inference using the full likelihood function
In this case, Kalbfleisch (1978) and Sinha, Ibrahim, and Chen (2003) show that the partial likelihood in (2.1) can be obtained as a limiting case of the marginal posterior of β with continuous time survival data under a gamma process prior for the cumulative baseline hazard function using the likelihood in (2.8). The gamma process is defined as follows. Let G(a, b) denote the gamma distribution with shape parameter a > 0 and scale parameter b > 0. Let ψ(t), t ≥ 0, be an increasing left continuous function such that ψ(0) = 0, and let Z(t), t ≥ 0, be a stochastic process with the properties: (i) Z(0) = 0; (ii) Z(t) has independent increments in disjoint intervals; and (iii) for t > s,
. Then the process {Z(t) : t ≥ 0} is called a gamma process and is denoted by Z(t) ∼ GP(ψ(t), c 0 ), where ψ(t) is the mean of Z(t) and c 0 is a precision or confidence parameter about the prior mean ψ(t).
Now assume the baseline cumulative hazard function H 0 (y) ∼ GP(H * , c 0 ), where H * (y) is a known increasing differentiable function and c 0 > 0. We further assume that the observed failure times are all distinct and write y 1 < y 2 < · · · < y n . Assuming that the parameters of the distributions for the C i 's and (β, H 0 ) are distinct and independent a priori, then following Sinha, Ibrahim, and Chen (2003) , the marginal posterior distribution of β using π(β) ∝ 1 is given by
9) where h * (y) = dH * (y) dy and A i = j∈R(y i ) exp(x j β). Under some regularity conditions, Sinha, Ibrahim, and Chen (2003) show that
where K(c 0 ) > 0 is a function of c 0 and independent of β, and L p (β|D) is the partial likelihood (2.1).
Next we introduce two useful results.
Lemma 2.2 For c > 0, δ = 0 or 1 and 0 < x < 1, we have
where K c is a finite positive constant depending only on c.
Proof. The left hand side of the inequality is obvious because − log(1 − x) ≥ x. To prove the right hand side, consider the following two cases:
and hence exp(c log(
This proves (2.11)
12)
, and the expectation of h i is taken with respect to the gamma distribution G(ch 0i , c 0 ).
Proof.
Observe that
Thus, (2.12) directly follows from (2.13) and (2.14).
Write
which is the unnormalized posterior density of β. Using Lemma 2.2, we have the inequalities: 16) where K c 0 > 0 is a constant, and
We are led to the following theorem.
Theorem 2.2 The posterior distribution π(β|D obs ) in (2.9) is proper, i.e.,
where π * (β|D obs ) is defined in (2.15), if and only if (C1 * ): G * is of full rank, and (C2 * ): there exists a positive vector v such that (G * ) v = 0.
Proof. Let R i = R(y i ) − {i} and F (u) = exp(− exp(−u)). Observing that for δ = 0 or 1 and
By Lemma 2.3, (2.16), and (2.17), we obtain 
Thus, using (2.21) for sufficiency and (2.22) for necessity, the rest of the proof directly follows from the proof of Theorem 2.1, and thus the details are omitted for brevity.
Remark 2.3:
It is easy to show that if conditions (C1) and (C2) in Theorem 2.1 hold, then conditions (C1 * ) and (C2 * ) in Theorem 2.2 are automatically satisfied. Thus, the necessary and sufficient conditions for propriety of the posterior distribution for β with an improper uniform prior based on the full likelihood function are weaker than those for propriety of the posterior distribution for β based on the partial likelihood. Thus a gamma process prior on the cumulative baseline hazard function, being inherently proper, brings additional information into the model resulting in weaker conditions.
When ties are present, as discussed in Klein and Moeschberger (1997, Chapter 8) , the partial likelihood may be defined as
= the number of deaths at y i , and D i is the set of all individuals who die at time y i . Note that the partial likelihood given by (2.23) is the likelihood of Breslow (1974) , and the Breslow likelihood is the default choice in SAS to handle ties in the failure times.
Since L pt can be rewritten as
Theorem 2.1 can be easily extended to the cases when ties are present. However, in the presence of missing covariates, there is no literature available defining the full likelihood with a gamma process prior on the baseline cumulative hazard. To circumvent the ties issue, we define
(2.24)
We call D obs ( ) the untied data of D obs . Since y * i = y i when δ i = 0, the values of the censoring times remain unchanged. Also, it is easy to see that lim →0 D obs ( ) = D obs . In (2.24) we choose the i such that (a) i > 0, (b) the y * i 's associated with δ i = 1 are all distinct, and (c) the y * i 's associated with δ i = 1 are distinct from the y * i 's associated with δ i = 0. In this fashion, all failure times are distinct and the failure times are different from the censoring times in the untied data D obs ( ).
Let y * (1) < y * (2) < · · · < y * (n * ( )) , where n * ( ) ≤ n, denotes the distinct ordered failure or censoring times in D obs ( ). Therefore, if
Note that if y * (j−1) < y * (j) are two failure times which correspond to two tied failure times y i j = y i j−1 in the original data D obs , then h 0j → 0 and R(y * (j−1) ) = R(y i j−1 ) as i j → 0 and
) exp(x l β) and let E GP denote expectation with respect to the gamma process prior. Let Y = (Y 1 , Y 2 , . . . , Y n ) and y * = (y * 1 , y * 2 , . . . , y * n ) denote the random failure times and the observed times, respectively. Then, we have
where X = (x i , i = 1, 2, . . . , n) and K C is the part adhering to the distributions of the censoring times C i 's, and
As we assume that the parameters of the distributions for the C i 's and (β, H 0 ) are distinct and independent a priori, inference about the parameters of the distributions for the C i 's does not affect inference about β. Thus, ignoring K C , the likelihood function based on the data D obs ( ) is given by
Note that when
where D(y (j) ) = {l : y l = y (j) , δ l = 1} (i.e., the failure set at y (j) , y (1) < y (2) < · · · < y (n * ) ) are the n * distinct failure and censoring times in D obs , and A j = l∈R(y (j) ) exp(x l β). We call L t (β|D obs ) the full likelihood when ties are present. Similar to Sinha, Ibrahim, and Chen (2003) , we can show that lim
where K(c 0 ) > 0 is a constant and L pt (β|D obs ) is given by (2.23), which is the partial likelihood when ties are present. Using (2.25), the two inequalities for L t (β|D obs ( )) analogous to (2.16) and (2.17) are given by 27) where K c 0 ( ) > 0 is a constant, and
(2.28) From the proof of Lemma 2.2, we can see that lim →0 K c 0 ( ) = K c 0 > 0. Thus, by taking → 0, (2.27) and (2.28) reduce to
and
Assuming π(β) ∝ 1, we have π t (β|D obs ) ∝ L t (β|D obs ). Using (2.29) and (2.30), Theorem 2.2 can be easily extended to the case where ties are present.
Posterior Inference in the Presence of Missing Covariates
In the presence of missing covariates, we use the full likelihood based on the gamma process prior for the cumulative baseline hazard. We further assume that the distribution of the censoring time C i does not depend on the missing covariates and the missingness is MAR. To unify the notation, we assume that ties may be present and y 1 ≤ y 2 ≤ · · · ≤ y n . We write x i = (x i,mis , x i,obs ) , D obs = (y i , δ i , x i,obs , i = 1, 2, . . . , n), and D = (y i , δ i , x i,obs , x i,mis , i = 1, 2, . . . , n). Then the full likelihood function given in (2.26) can be rewritten as
where A i = l∈R(y i ) exp(x i β). Note that in (3.1), when y i = y i+1 , then A i = A i+1 , which leads to log c 0 +A i+1 c 0 +A i = 0. Let f (x i |α) denote the joint distribution for x i . Also let π(β, α) = π(β)π(α) denote a joint prior distribution for (β, α). Then the joint posterior distribution for (β, α) based on the observed data is given by
where x mis = (x i,mis , i = 1, 2, . . . , n) . Let
f (x i,mis , x i,obs |α)dx mis π(α).
Then, the joint posterior distribution π(β, α|D obs ) in (3.2) is proper if the following conditions are satisfied: (C1 * * ) π * (α|D obs )dα < ∞; (C2 * * ) G * * is of full rank; and (C3 * * ) there exists a positive vector v such that G * * v = 0. (ii) If the x ij 's are unbounded, the joint posterior distribution π(β, α|D obs ) in (3.2) is proper if condition (C1 * * ) in (i) and conditions (C1 * ) and (C2 * ) stated in Theorem 2.2 are satisfied for the completely observed cases.
Proof. Rewrite (3.1) as
where h 0i = H * (y i ) − H * (y i−1 ) for i = 1, 2, . . . , n and H * (y 0 ) = 0. By (2.29), we have
is an increasing function in x i β for δ i = 1 and a decreasing function in
, where r il = 0 if x il is missing and r il = 1 if x il is observed. Then we have
Under conditions (C1 * * ), (C2 * * ), and (C3 * * ), the rest of the proof for (i) directly follows from (3.7) and the proof of Theorem 2.2. Observing that
, where r i = 1 if x i is completely observed, r i = 0 if at least one component of x i is missing, and
, the proof for (ii) is straightforward.
Remark 3.1: If each missing component of x i is discrete and bounded, then (C2 * * ) and (C3 * * ) are also necessary.
Remark 3.2: Chen and Ibrahim (2001) provide a comprehensive set of guidelines for specifying the joint distribution of the covariate vector x i through a series of one dimensional conditional distributions. We can show that condition (C1 * * ) holds for various covariate distributions considered in Chen and Ibrahim (2001) .
Remark 3.2:
The main intuition behind Theorem 3.1 is that when the posterior is proper under conditions (C2 * * ) and (C3 * * ), for the most extreme possible values of the missing covariates, the posterior is also proper for any intermediate values of the missing covariates and averaging over the missing values will not affect the propriety of the posterior. In Theorem 3.1, the elements of the matrix G * * corresponding to missing covariates are "filled-in" by either 
Posterior Computation
In the presence of missing covariates, from (3.4), it does not appear possible to to carry out the posterior computation analytically. Even with modern sampling based-techniques such as Markov chain Monte Carlo (MCMC) sampling, the implementation of MCMC sampling can be still quite challenging. To overcome such difficulties, we propose a novel posterior sampling algorithm to sample from π(β, α|D obs ) in (3.2) by introducing three sets of latent variables. Towards this goal, observe that
Let w = (w 1 , w 2 , . . . , w n ) , t = (t 1 , t 2 , . . . , t n ) , and h = (h 1 , h 2 , . . . , h n ) be three sets of latent variables. Assume that the joint distribution of (β, α, x mis , w, t, h) is given by π(β, α, x mis , w, t, h|D obs )
Let k denote the dimension of all of the missing covariates. By (4.1) and (4.2), it is easy to show that 4) which is (3.2). In other words, π(β, α|D obs ) is the marginal distribution of π(β, α, x mis , w, t, h|D obs ).
Using π(β, α, x mis , w, t, h|D obs ), an efficient Gibbs sampling algorithm can be developed. Specifically, we sample from the following conditional distributions in turn: (i) π(β|x mis , w, t, h, D obs ), (ii) π(α|x mis , D obs ), (iii) π(x mis |β, α, w, t, h, D obs ), (iv) π(w|β, x mis , D obs ), (v) π(t|β, x mis , w, D obs ), and (vi) π(h|β, x mis , D obs ).
For (i), we have
It can be shown that π(β|α, x mis , w, t, h, D obs ) is log-concave in β as long as π(β) is logconcave, which is particularly true when an improper uniform prior, i.e., π(β) ∝ 1, is used. Hence we can sample β via the adaptive rejection algorithm of Gilks and Wild (1992) 
f (x i,mis , x i,obs |α) π(α). For various covariate distributions specified through a series of one dimensional conditional distributions, sampling α is straightforward. For (iii), given β, α, w, t, h, and D obs , the x i,mis 's are conditionally independent, and the conditional distribution for the i th missing covariate is given by
This conditional independence of the missing covariates is a very attractive property which is totally facilitated by the introduction of the latent variables, and thus makes sampling x mis easy and convenient. Without the latent variables, conditional independence is not obtained and the full conditional distribution of x mis is quite unwieldy and computationally challenging.
For (iv), we use the modified collapsed Gibbs technique of Liu (1994) as discussed in Chen, Shao, and Ibrahim (2000) . Specifically, we sample w after integrating out t. It turns out that given β, x mis , and D obs , the w i 's are independent and the cumulative distribution function (CDF) for w i is given by
where 0 < w < 1. Thus, the inverse CDF method can be directly applied for sampling w i . For (v) and (vi), the t i and h i are conditionally independent. Given t i given (β, w, x mis , D obs ) follows an exponential distribution with mean (1
Therefore, sampling t and h is straightforward.
Remark 4.1: Note that if we take π(β) ∝ 1 and there are no missing covariates, then R +n π(β, t|w = 0, h = 0, D obs )dt = π(β|D obs ), where π(β|D obs ) is given by (2.4). Thus, the above proposed Gibbs sampling algorithm can be easily modified for sampling β while treating (2.1) as the "likelihood function".
Melanoma Data
We present this example to illustrate how to check the conditions discussed in Sections 2 and 3 and to demonstrate the proposed methodology for analyzing real data from a cancer clinical trial. We consider data from a phase III melanoma clinical trial conducted by the Eastern Cooperative Oncology Group (ECOG). The results from this study have been published by Kirkwood et al. (2000) . This study was a clinical trial involving two treatment arms: high dose interferon (IFN) or observation. The results of this study suggested that IFN has a significant impact on disease free and overall survival, which led to FDA approval of this regimen as a standard adjuvant therapy for high risk melanoma patients. Here, disease free survival is defined as the time from randomization until progression of tumor or death, whichever comes first. The dataset used in this example had n = 427 patients. In this example, we consider three prognostic factors: x 1 = treatment (2 levels: observation, interferon, coded as 0 and 1), x 2 = type of primary (2 levels: nodular, other, coded as 1 and 0), and x 3 = Clark level (2 levels: Reticular dermis (IV), other, coded as 1 and 0). For these three prognostic factors, x 2 and x 3 had missing information and x 1 was completely observed for all cases. In this dataset, there is a total fraction of 16.55% missing covariate information on these two covariates. The outcome variable (y i in years) was time to relapse, which is continuous and subject to right censoring, and δ i denotes the censoring indicator which equals 1 if the i th subject relapsed, and 0 otherwise. The median follow up time is 1.64 years.
We use the proposed methods to estimate the regression coefficients assuming the missing covariates are MAR. We consider a Cox regression model for [y i | x i , β, h 0 ] allowing for right censoring, and thus
where x i = (x i1 , x i2 , x i3 ) is a 3 × 1 vector of covariates, i = 1, 2, . . . , n, β = (β 1 , β 2 , β 3 ) is the vector of the corresponding regression coefficients, h 0 (y i ) and H 0 (y i ) denote the baseline hazard function and the cumulative hazard function, respectively. Since only (x 2 , x 3 ) have missing values, we model the covariate distribution as f (
, α 2 ), for i = 1, 2, . . . , n. Since x i1 is always observed, it does not need to be modeled, and thus we condition on it throughout. We then use logistic regression models for x i2 and x i3 given by
where α 3 = (α 30 , α 31 , α 32 ) , and
where α 2 = (α 20 , α 21 ) . We take π(β, α) ∝ 1 and independently, we take a gamma process prior for H 0 (y i ) with H * (y i ) = y i , which is the cumulative hazard function corresponding to a standard exponential distribution.
To illustrate how to apply the Theorems presented in Sections 2 and 3, we consider a subset of the melanoma data, which is given in Table 1 . Since all covariates are observed in this subset, using (2.5) after excluding the rows corresponding to δ i = 0 or x j = x i , we obtain
k j for j = 6, 8, and k j > 0 for j = 8, 9, then v j > 0 for all j. Also, |X * X * | = 260 > 0. Thus, conditions (C1) and (C2) given in Theorem 2.1 are met for this subset.
As discussed in Remark 2.2, when the conditions (C1) and (C2) are satisfied for a subset of the data, these two conditions hold for the entire dataset. Also, as discussed in Remark 2.3, the conditions (C1 * ) and (C2 * ) in Theorem 2.2 automatically hold when conditions (C1) and (C2) are met.
Since the posterior distributions π(β|D obs ) and π(β, α|D obs ) given in (2.4) and (3.2), respectively, (using improper uniform priors for all parameters) are proper for this dataset, we can compute various estimates of β and α 2 and α 2 . The Gibbs sampler was used to sample from the posterior distribution and 50,000 Gibbs samples after a burn-in of 1,000 iterations were used to obtain all posterior estimates. We note that the computational algorithm developed in Section 4 performs well, and the autocorrelations for all model parameters disappear at lag 5, and the Gibbs sampler converges much earlier than 1,000 iterations. The resulting posterior estimates are shown in Tables 2 and 3 . In both tables, posterior means, posterior standard deviations, and 95% highest posterior density (HPD) intervals are reported, where the HPD intervals were computed using the method of Chen and Shao (1999) .
From Table 2 , we can see that in the complete case (CC) analysis, the posterior estimates based the gamma process prior are closer to those based on the partial likelihood when c 0 becomes smaller, as expected. This result empirically confirms the findings of Sinha, Ibrahim, and Chen (2003) as stated in (2.10). From Table 3 , we notice that the posterior estimates of α are quite robust with respect to the choice of c 0 . However, we also see some differences between the estimates in Table 2 and Table 3 . In the complete case analysis, the 95% HPD interval for β 1 does include 0 in the the CC analysis but is below 0 when all cases are included, which indicates that the regression coefficient for treatment is not significant at the 0.05 level in the CC analysis, and that interferon treatment (IFN) may have a strong effect (i.e., more beneficial) compared to observation (OBS) with respect to time to relapse in the analysis incorporating all of the cases. Thus, we see the importance of incorporating all of the cases into the analysis.
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