Introduction 23
Soil properties exhibit three dimensional spatial variability (i.e. heterogeneity). In geotechnical 24
engineering, a site investigation may be carried out, and the data collected and processed in a 25 statistical way to characterise the variability [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . The outcomes of the statistical treatment, e.g. the 26 mean property value, the standard deviation or coefficient of variation, and the spatial correlation 27 distance, may be used as input to a geotechnical model capable of dealing with the spatial variation 28 (e.g. a random field simulation). However, when it comes to making use of the field data, there arises 29 the question: How can we make best use of the available data? The idea is to use the data more 30 effectively, so that it is worth the effort or cost spent in carrying out the investigation, as well as the 31 additional effort in post-processing the data. The aim of this paper is to contribute towards answering 32 this question. 33
For example, cone penetration tests (CPTs) are often carried out in geotechnical field investigations, in 34
order to obtain data used in implementing the design of a structure. The amount of data from CPT 35 measurements is often larger than from conventional laboratory tests. This is useful, as a large 36 database is needed to accurately estimate the spatial correlation structure of a soil property. For 37 example, Fenton [3] used a database of CPT profiles from Oslo to estimate the correlation statistics in 38 the vertical direction, and Jaksa et al.
[5] used a database from Adelaide to estimate the correlation 39 distances in both the vertical and horizontal directions. 40
In geotechnical engineering, a substantial amount of numerical work has been done using idealised 2D 41 simulations based on collected in-situ data (e.g. [4] ), although a 3D simulation would be preferable 42 due to site data generally being collected from a 3D space. However, there are relatively few studies 43 simulating the effect of 3D heterogeneity due to the high computational requirements. Examples 44 include the effect of heterogeneity on shallow foundation settlement [11] [12] [13] The above investigations all used random fields to represent the soil spatial variability and the finite 47 element method to analyse geotechnical performance within a Monte Carlo framework, a form of 48 analysis sometimes referred to as the random finite element method (RFEM) [28] . However, they did 49 not make use of the spatial distribution of related measurement data to constrain the random fields. In 50 other words, for those applications that are based on real field data, many realisations not complying 51 with the field data at the measurement locations will be included in the simulation, which, in turn, will 52 result in an exaggerated range of responses in the analysis of geotechnical performance. 53
Studies on conditional simulations are available in geostatistics in the field of reservoir engineering 54 [29] . However, there are not many studies dealing with soil spatial variability in geotechnical 55 engineering that utilise conditional simulation (some 2D exceptions include, e.g., [6, [30] [31] [32] ). This is 56 partly due to the smaller amount of data generally available in geotechnical engineering, and partly 57 due to there often not being a computer program specially implemented for those situations where 58 there are sufficient data (e.g. CPT, vane shear test (VST)), especially in 3D. However, unconditional 59 random fields can easily be conditioned to the known measurements by Kriging [29, 33] . Hence, 60
following the previous 2D work of Van 
den Eijnden and Hicks [31] and Lloret-Cabot et al. [30], this 61
paper seeks to implement and apply conditional simulation in three dimensional space, in order to 62 reduce uncertainty in the field where CPT measurements are carried out. 63
Usually, site investigation plans are designed to follow some regular pattern. For example, a 64 systematic grid of sample locations is generally used, due to its simplicity to implement [5] . Moreover, 65 although there are various sampling plans in terms of layouts, it is found that systematically ordered 66 spatial samples are superior in terms of the quality of estimates at unsampled locations [34] . Therefore, 67 this paper will be devoted to implementing a 3D Kriging algorithm for sampling schemes following a 68 regular grid. This will then be combined with an existing 3D random field generator to implement a 69 conditional simulator. However, extension to irregular sampling patterns is straightforward based on 70 the presented framework. 71
The implemented approach has been applied to two idealised slope stability examples. The first 72 demonstrates how the approach may be used to identify the best locations to conduct borehole testing, 73 and thereby allow an increased confidence in a project's success or failure to be obtained. While it is 74 very important to pay sufficient attention to the required intensity of a site investigation (i.e. the 75 optimal number of boreholes) with respect to the site-specific spatial variability, as highlighted by 76 Jaksa et al. [12] , the first example starts by focusing on the optimum locations for carrying out site 77 investigations for a given number of boreholes, before moving on to consider the intensity of testing. 78
The second example compares different candidate slope designs, in order to choose the best (most 79 cost-effective) design satisfying the reliability requirements. 80
For simplicity, this paper focuses on applications involving only a single soil layer (i.e. a single layer 81 characterised by a statistically homogeneous undrained shear strength), although the extension to 82 multiple soil layers is straightforward. Moreover, the effect of random variation in the boundary 83 locations between different soil layers can also be easily incorporated by conditioning to known 84 boundary locations (e.g. corresponding to where the CPTs have been carried out). 85 
Theory and Implementation
2 ). The best linear unbiased estimation (i.e. Ẑ ) of the soil property at some
x is given by
in which N denotes the total number of observations and i λ denotes the unknown weighting factor 136 associated with observation point i x , which needs to be determined.
137
The weights in equation (3), for the estimation at any location 0 x , can be found by minimising the 
in which µ is the Lagrangian parameter. For a mean following some trend, the modification to 
interest. 162
In geotechnical engineering, a sampling strategy following some pattern is generally adopted [1] . For 163 example, CPT sampling is often planned in the form of a regular grid on the ground surface [5] . It is 164 therefore desirable to implement the above Kriging algorithm in the context of some sampling design 165 with a regular pattern. While it is straightforward to implement in 2D, it is less so when implemented 166 in 3D. The most fundamental part is how the left-hand-side matrix of equation (6) 
Computational efficiency 170
There are two aspects involved in the computational efficiency of the above Kriging implementation. 171
One is the total number of equations, which depends on the total number of data points (N = k×m×n, 172 where k and m are the number of CPT rows in the x and y directions respectively, and n is the number 173 of data points for each CPT profile, see Figure 1 ) contributing to the left-hand-side matrix; the other is 174 the number of points in the field (n f = n x ×n y ×n z , where n x , n y and n z are the number of points in the 175 three Cartesian directions) that need to be Kriged (i.e. how many times the algorithm will need to be 176 repeated, except for inverting the left-hand-side matrix). The higher the required field resolution (n f ) 177 and the greater the total number of known data points (N), the longer the Kriging will take. In the case 178 of the CPT arrangement in Fig. 1 , the size of matrix lhs γ (see equation (5) Krige a field of size n f , conditional to N measurement points, the total time may be approximated by 183 be estimated are used to construct the left-hand-side (LHS) matrix. However, using this strategy, for 214 each point (or each subset of points) to be estimated, the left-hand-side matrix is different and will 215 need to be inverted accordingly, so this could increase the computational time if there are a large 216 number of points or cells to be estimated. Therefore, a choice has to be made, to make sure that the 217 time saved by inverting a smaller matrix, instead of a bigger one, outweighs the time consumed by 218 inverting the left-hand-side matrices for all the (subgroups of) cells to be estimated for the case in 219 which a neighbourhood is used. And, of course, there is a trade-off between the estimation accuracy 220 and time saved when such a neighbourhood approach is used. The accuracy will increase as more 221 available data are used to do the Kriging estimation, and so the neighbourhood size depends on the 222 required accuracy and the scales of fluctuation. 223
Due to the relatively fast inversion of the LHS matrix in the current investigation (the maximum size 224 investigated is N = 500), all CPT profiles have been used for the Kriging in the examples in Section 4. 225 However, one neighbourhood strategy was investigated by using the 4 nearest CPT profiles, and the 226 following uncertainty reduction ratio (a 3D extension to the 1D definition in [31]) has been used to 227 assess the approximation error: 228 ( )
The approximation error may be evaluated by 230
where u n and u a are the uncertainty reduction ratios when using a neighbourhood and when all CPT 232 profiles have been used, respectively. 233
One of the sampling strategies from Example 1 (Section 4, Fig. 9(b) ) was used to evaluate the 234 approximation error and the results are listed in Table 1 . It can be seen that using a neighbourhood of 235 the 4 nearest CPT profiles has been sufficient in this case. 236
Validation 237
The conditional simulation of a 5 m high (z), 5 m wide (x) and 25 m long (y) clay block, characterised 238 by a spatially varying undrained shear strength, is presented in this section to demonstrate the 239 procedure and the validity of the implementation described in Sections 2.1-2.3 (and the Appendix). 240
The idea is to show how the measured values are honoured, and to check whether or not the statistical 241
properties (e.g. covariance) of the random fields are maintained after conditioning. In order to validate the consistency of the conditioning, the following estimator of the correlation 261 structure along the vertical or horizontal directions of the random field is used to back-figure the 262 covariance structure: 263
where j = 0, 1, …, n-1, n is the number of data points in the vertical or horizontal direction, j τ is the onto the larger non-cubic finite elements is given in Hicks and Spencer [19] . 301
Note that field test (e.g. CPT) data are not directly used in the following examples. That is, the direct 302 measurements from geotechnical tests are typically not directly applicable in a design. Instead, a 303 transformation model is needed to relate the test measurement (e.g. tip resistance from a CPT test) to 304 an appropriate design property (e.g. the undrained shear strength) [49] . The uncertainty involved in the 305 transformation model is not considered in this paper. 306
Example 1 307
The first example considers a proposed 45˚, 5 m high, 50 m long slope, that is to be cut from a 308 proposed slope, where is the best location to site the CPTs such that the designed slope will have the 313 smallest uncertainty in the realised factor of safety F? Hence, this example first investigates the 314 influence of the CPT locations on the standard deviation of the realised factor of safety, followed by 315 the influence of CPT intensity. 316 Figure 5 shows a cross-section through the slope, and 10 possible positions to locate the CPTs (i = 0, 317 1, …, 9). Note that the CPTs are taken to be equally spaced (i.e. at 10 m centres) in the third 318 dimension, and that the first and fifth CPTs are located at 5 m and 45 m along the slope axis (see 319 Figure 9 (a)). Furthermore, the CPTs are carried out before the slope is excavated, in a block of soil of 320 dimensions 10×50×5 m as indicated in the figure. 321
Both conditional and unconditional RFEM simulations were carried out, using 500 realisations per 322 simulation, to investigate how the structure response (in this case, the realised factor of safety) 323 changes as the conditioning location changes. Figure 6(a) shows that the uncertainty in the realised 324 factor of safety reduces after conditioning, i.e. after making use of the available CPT information 325 about the soil variability, as indicated by the narrower distribution of realised factor of safety for the 326 conditional simulation. In this figure, the reduction in uncertainty is due to CPT data being taken from 327 location i = 5. 328 zones where the shear strength is, at most, only weakly correlated to values at the left-hand boundary 338 (due to θ h being only 6 m in this case). It is interesting to note that, although there is not much 339 information included in the slope stability calculation when i = 9, i.e. for the CPTs at the slope toe, the 340 reduction in uncertainty is still noticeable, due to the CPTs being located in the zone where slope 341 failure is likely to initiate. This observation highlights that the location of additional information may 342 matter more than how much additional information there is (e.g. contrast the large difference in the 343 amount of directly utilised data between CPT locations i = 0 and i = 9). 
358
Note that the same reference 3D random field is used to represent the 'real' field situation in 359 conditioning the random fields in each RFEM analysis. The 3D random fields are conditioned before 360 being mapped onto the finite element mesh, so that they are consistent with sampling the ground 361 before the slope is cut. Hence, for i = 6, 7, 8 and 9, although the CPT measurements are directly used 362 for fewer cells in the FE mesh, they nevertheless have an impact on all cell values via the lateral 363 spatial correlation of soil properties in the original ground profile. 364
If a second row of CPT tests (at position j) is to be performed in a second phase of the site 365 investigation (e.g. as illustrated in Figure 9 (b)), the above procedure can be repeated by changing j in 366 the range 0-9 to locate the best positions for the new CPTs, assuming that the position of the first set 367 of CPT profiles has been set to i = 5. This is shown in Figure 10 for the case of 6 ξ = . Figure 10 and 12 is that the optimal sampling distance is around θ h /2 for the problem investigated, based on the 386 assumed correlation function. 387
Example 2 388
In the second example, a soil deposit characterised by spatially varying undrained shear strength is to 389 and, for each simulation, 500 realisations were analysed. Note that, as in the previous example, one 402 reference random field is generated first and assumed to represent the real field situation. The 403 conditional random fields used in the RFEM analyses are therefore based on CPT measurements taken 404 from this 'real' field. 405
The stability of the slopes was calculated by the strength reduction method by applying gravitational 406 loading. The probability density functions of the realised factor of safety are shown in Figure 14 for 407 the three slopes, for both conditional and unconditional simulations. The deterministic factors of safety unconditional simulation is used, there is a significant chance that the 2:1 slope will fail (the 410 probability of failure is the area under the pdf for the realised factor of safety smaller than 1.0). 411 Unsurprisingly, the gentlest (i.e. 1:2) slope has the lowest probability of failure. However, once again, 412 conditional simulations significantly reduce the uncertainty in the structural response, as clearly 413 demonstrated by the narrower probability distributions. In particular, the reliability of the steepest 414 slope increases from 77% to 99% when the CPT measurements are taken into account. 415
The results show that, if unconditional simulations are used, the 1:1 and 1:2 slopes satisfy a target 416 reliability level of 95%, whereas the 2:1 slope does not. However, when the additional information 417 from the CPT profiles is used, all three cases meet the target reliability. This means that the 418 embankment may be designed to a slope angle of 2:1 if the CPT measurements are used in the 419 simulation, which is, if possible, a more logical thing to do. This has implications for the soil volume 420 to be excavated and thereby cost, although the cost can be site and situation dependent (e.g. on 421
whether there are nearby structures). A best design is a design that meets the requirements set by 422 standards, while, at the same time, minimising the cost. In this case, the steepest slope is likely to be 423 the most cost-effective design. 424
Conclusions

425
An approach for conditioning 3D random fields based on CPT measurements has been implemented 426 and validated, and then applied to two numerical examples to illustrate its potential use for 427 geotechnical site exploration and cost-effective design. It has been shown that conditional simulations 428 based on CPT data are able to increase the confidence in a design's success or failure. Indeed, the 429 reliability from a conditional simulation can be thought of as a conditional reliability (or conditional 430 probability of failure not occurring), i.e. based on a 'posterior' distribution of the structure 431 performance after taking account of the spatial distribution of all the measured CPT data points. In 432 contrast, the unconditional simulation based on random field theory only results in a 'prior' 433 distribution of the structure response. This was clearly demonstrated by the updating of the probability 434 density distributions in the two numerical examples. Although Bayesian updating is not used in this 435 paper, the effect is similar. 436
If further CPT measurements are required, the approach can be repeated for updating the response 437 probability density function. In this way, the confidence in the probability of failure or survival will be 438 further increased. In fact, in many cases a multi-stage site investigation may be carried out, with the 439 results of the initial analysis guiding further field tests. As demonstrated in the first example, if a 440 second stage of site exploration were to be conducted, it is possible to find out the optimum location 441 for the additional testing. This highlights the method's potential use in directing site exploration 442 programmes and thereby improving the efficient use of field measurements. For the first example 443 considered in this paper, an optimal sampling distance of half the horizontal scale of fluctuation was 444
identified when an exponential correlation function is used. For the second example, the conditional 445 simulation led to a more cost-effective design. 446 there are k rows in the x direction and, within each row, m CPT profiles in the y direction (Figure 1) . 558
Assuming that there are n data points for each CPT profile, the global numbering scheme for all the 559 CPT data points is shown in Figure A .1 for the case of k = 2. 560
Following the basic equation (6), of size N + 1 = k×m×n + 1, the left-hand-side matrix is formulated 561 as 562 form of a covariance function (equation (2)) between data points t and the point at which the value is 577 to be estimated (Figure A.1) . 578
The unknown weight vector is 579
in which q λ is the weight subvector for CPT q ,
581
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