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ABSTRACT OF DISSERTATION
DEVELOPMENT OF UNIVERSAL SOLVER FOR HIGH ENTHALPY FLOWS
THROUGH ABLATIVE MATERIALS
Atmospheric entry occurs at very high speeds which produces high temperature
around the vehicle. Entry vehicles are thus equipped with Thermal Protection Sys-
tems which are usually made of ablative materials. This dissertation presents a new
solver that models the atmospheric entry environment and the thermal protection
systems. In this approach, both the external flow and the porous heat shield are
solved using the same computational domain. The new solver uses the Volume Av-
eraged Navier-Stokes Equations adapted for hypersonic non-equilibrium flow, and is
thus valid for both domains. The code is verified using analytical problems, set of
benchmarks and also a code-to-code comparison is carried out. A validation study
is conducted by modelling a hypersonic arc jet facility test case including ablation
modelling. Finally, a high temperature flow tube experiment case is modelled for
validation purposes and to study the ablation chemistry model.
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Chapter 1 Introduction
The interest in space exploration is growing, whether it is through government agen-
cies such as NASA and ESA or private enterprise, such as Blue Origin and Ari-
aneGroup. For planetary exploration, atmospheric entry remains one of the most
challenging tasks to complete. During entry, the vehicles enter the atmosphere at
hypersonic speeds, reaching up to 12 km/s [3, 12]. At this phase, a strong bow shock
is formed in front of the vehicle, and a significant amount of the kinetic energy of
the free stream is transferred to thermal energy. Even though most of this energy is
advected away, a non-negligible fraction of the energy is transferred to the vehicle.
Thus, atmospheric entry vehicles must be equipped with Thermal Protection Systems
(TPS).
There are many classification of TPS, but in general, they can be divided in two
types; reusable TPS and ablative TPS. Reusable TPS are mostly used in low heat
flux environments. The Space Shuttle Orbiter can be given as an example for where
reusable TPS are employed. The materials used for this kind of TPS are usually made
up of ceramic composites or silica fiber blankets. This class of material is not expected
to lose mass significantly. However, ablative TPS are mostly used for high enthalpy
entries such as inter-planetary missions due to their abilities to overcome higher heat
fluxes. Almost all of the planetary probes designed by NASA used ablative TPS
materials, as detailed in Refs. [13, 14, 15]. This type of TPS loses mass as they
absorb heat, therefore reducing the amount of energy transferred to thermal energy.
Figure 1.1 shows a picture of a heat shield from a NASA mission, the Mars Science
Laboratory (MSL), a spacecraft that carried the Curiosity rover through the Martian
atmosphere [1]. These systems are usually made of ablative materials which are
formed of highly porous carbon fiber material impregnated with a resin.
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Figure 1.1: Mars Science Laboratory Heat Shield, Image from Ref. [1]
Ablative TPS can also be further classified into two sub-categories: charring ablators
and surface ablators (or non-charring) [16, 17, 18]. Charring ablative materials are
used in nozzle walls and atmospheric entry vehicle bodies. Non-charring ablative
materials are in general used at wing tips, flaps and nose cones. Phenolic impregnated
carbon ablator (PICA) is one example for charring ablative materials, and Carbon
Matrix Composite (CMC) is one example for non-charring ablative materials [19, 20].
The characteristics (type, size, thickness, type, etc.) of the TPS are determined by
several parameters such as the heat flux and the overall heat load. Thus, accurate
prediction of the heat flux and entry conditions are very important for the success
of the mission. Since the safety of the crew and the mission must be preserved,
engineers are typically conservative and use large safety factors for determining the
thickness of the TPS. These high safety factors are a result of the stochastic nature
of the atmospheric entry conditions, but are also due to uncertainties associated with
models used in the TPS sizing process. These can be, but not limited to, uncertainties
in determination of the vehicle trajectory dispersions, uncertainties in ground-to-flight
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traceability, and uncertainties in thermal response modeling. This results in oversized
and overweight vehicles with less payload availability. Although it is challenging to
reduce these uncertainties, improvements in the models can be made.
1.1 Hypersonic and High Temperature Effects
In most cases, similarity parameters such as Mach, Reynolds, and Knudsen numbers
can be enough to characterize a flow regimes [3]. For example, the Mach and the
Reynolds numbers can be used to characterize compressible transonic flow conditions.
However, at hypersonic regimes, oblique shock angles are almost independent to the
Mach number and the Reynolds number becomes less useful to investigate hypersonic
boundary layers. Generally, hypersonic is defined as a flow regime that exceeds a
Mach number of 5. It can also be defined as a regime where some specific physical
flow events become more significant [2]. These include high enthalpy flow, thick shock
layer, viscous interaction, and rarefied region.
Figure 1.2: Temperature velocity graph across the shock wave, at altitude 52 km,
Image from Ref. [2] with permission
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Figure 1.3: Level of mode range of air at pressure 1 atm, Image from Ref. [3] with
permission
Figure 1.2 presents the temperature with respect to velocity across the shock line at
an altitude of 52 km. The left curve shows the relation using a calorically perfect non-
reacting gas with the ratio of specific heats γ = 1.4. At high velocity, the temperature
become extreme and non-physical. At such extreme temperature, flow dissociation
and ionization take place by means of chemical reactions. Hence, the flow consists
of mono-atomic, diatomic particles as well as ions and electrons. At this phase,
calorically perfect approximation is no longer valid. More specifically, vibrational
energy of the flow molecules becomes excited. Hence, the specific heats cp and cv
become functions of temperature. As a result, the specific heat ratio, γ = cp/cv also
becomes a function of temperature. Moreover, as the gas temperature is increased
further, chemical reactions take place which lead to an equilibrium chemically reaction
gas where cp and cv are functions of both temperature and pressure. The right curve
of Fig. 1.2 presents the relation using an equilibrium chemically reacting gas which is
greatly different than the relation using a calorically perfect non-reacting gas with the
ratio of specific heats γ = 1.4. Additionally, at high altitudes, characteristic times
of energy exchange are of comparable order with the characteristic time travelled
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by the gas. This resuts in the translational, rotational, vibrational, and electron
temperatures not being necessarily the same. Under these conditions, thermochemical
non-equilibrium modelling is required.
Figure 1.3 shows the the behaviour of non-equilibrium flow of a diatomic gas consisting
of only oxygen (O2) and nitrogen (N2). It can be observed that the vibrational energy
of the molecules becomes significant around a temperature of 800 K. It changes the
specific heats, thermal conductivity, viscosuty, diffusion coefficients of each species,
etc. The dissociation of O2 begins when the temperature reached approximately 2000
K. Next, at the 4000 K, most of the oxygen is in the form of atomic oxygen. Interest-
ingly, N2 begins to dissociate at 4000 K, with complete dissociation around 9000 K.
Both oxygen and nitrogen ionization occurs at 9000 K and above this temperature,
the gas becomes partially ionized with a mexture of N, N+, O, O+ and free electrons
e−. Additionally, some amounts of NO is formed between 4000 and 6000 K which
lead NO ionize to form NO+ and free electrons e−. These are small concentrations
compared to the overall chemical composition of the gas. However, ultimately this
alter the gas composition and can cause problems such as communication blocks or
tracking loss during the entry due to the electron number density [2, 3]. Hence, the
high temperature effects needs to be taken into account to analyse the re-entry flow
field.
The schematic of flow around hypersonic flying body is shown in Fig.1.4. After the
shock, the gas particles enter the post-shock layer, the relaxation zone, where the
flow is both in thermal and chemical non-equilibrium. Then, the flow eventually
reaches the boundary layer edge where the velocity gradient and viscous effects be-
come important. The boundary layer aspect is different than subsonic or supersonic
cases since it is chemically reacting. This chemically reacting flow interacts with the
surface, which leads to increase gas-surface interaction phenomena such as ablation.
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Figure 1.4: Flow around hypersonic flying body, sketch taken from Ref. [4]
1.2 Gas-Surface Interaction Phenomena
During atmospheric entry, the convective and radiative heating rates are sufficient
enough to degrade the TPS through multiple processes such as gasification charring
materials, solid mechanical removal (spallation) or swelling due to in-depth thermal
stress. For instance, the resin binder, (such as the phenolic in PICA) decomposes
at high temperatures resulting in the conversion of solid mass to gas. This process
is referred as pyrolysis. As the pyrolysis gases are released, they pass through the
porous medium and are discharged into the boundary layer, impacting the surface
thermochemistry. Once the resin inside of the material is consumed, i.e. the pyrolysis
process is complete, a carbonized material is left behind. This material is referred to
as ’char’. As the pyrolysis and boundary layer gases mix near the surface, solid-gas
chemical reactions occur leading to the material weakening and ablating away. Hence,
char can recess further due to a combination of oxidation and nitridation, spallation
and even sublimation if sufficiently high temperatures are experienced. Figure 1.5
shows the various states of the material during ablation of PICA, visualized using
Scanning Electron Microscope (SEM)[5]. The four different layers can be observed.
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This process is illustrated in Fig. 1.6 using the energy balance. It can be seen that the
net heat load is the balance of convective heating due to the gas particle collisions,
the gas interactions with the surface, and the radiative heating due to the excited
particles in the flow field.
Figure 1.5: Micrographs of Phenolic Impregnated Carbon Ablator (PICA) with Scan-
ning Electron Microscope (SEM)[5]
During the ablation process, complex physical and chemical interactions with the
environmental gases take place. Therefore the state of the surface as well as the
surface properties need to be knows. For instance, the surface catalycity is important
to consider since the heat flux can be higher in the case of high surface catalycity
compared to non-catalytic surface. The effects of the surface catalycity on heat flux
prediction can be found in Refs. [21, 22, 7]. In order to understand the state of
the surface, high fidelity tools are required. With such tools, gas/surface interaction
(GSI) and TPS performance can be predicted more accurately [23, 24].
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Figure 1.6: Energy balance of ablative TPS material including char and virgin ma-
terial sketches, modified from Ref. [6]
1.3 Literature Review
1.3.1 Experimental Studies
Experimental studies have been carried out in two areas; flight and ground testing.
Flight tests are rare but they provide unique opportunities to test all aspects of the
re-entry physics. Flight data are obtained either from real missions like Apollo or
dedicated flight tests. However, the costs for successful data collection with flight
tests are high. The space flights started in 1960s [25, 26, 27]. In these flights, the
collected data was used to test and improve the thermal protective systems. For
instance, the command module of Apollo was protected by phenolic epoxy novolac
which is a low density charring ablator. Four unmanned spacecrafts (AS-201, AS-202,
AS-501, AS-502) were used to test the Apollo TPS [28]. The entry trajectory for AS-
201 mission was chosen to provide the highest heating rates. The mission successfully
provided the highest ablator surface temperatures and surface recession rates. The
report indicates that the TPS performed well and it is qualified for high heating
rate entries from the Earth’s orbit. AS-202 was the second flight test. Similarly, in
this flight test the entry trajectory designed to give the maximum total heat load
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that could be achieved from the Earth’s orbit. These two missions provided valuable
data for predicting the TPS performance at lunar return velocities. Further, AS-501
mission was successfully completed by demonstrating the most severe combinations
of heating rates and heat load that could be obtained from lunar return velocities.
Mission AS-502 provided further test of the TPS at lunar return velocities. Moreover,
FIRE-II which was a sub-scale model of the Apollo capsule was used to test the
spacecraft’s hypersonic flight characteristics and performance of thermal protection
system [29]. In those flight tests, it was found that the ablative heat shield was
heavily charred and surface temperature was exceeding 3000 K. Based on the ground
test data, the measured surface recession was less than it had been expected. Hence,
the unmanned flight tests provided data of Apollo TPS and they were used in order
to better understand and interpret ground testing and analytical models. After these
missions, many other experimental vehicles were used in order to gather more data
[12] [30] [31].
Atmospheric entry flight experiments were less frequent after the 70s, upto 90s. The
beginning of the 90s gave a new start for atmospheric entry studies. Japan space
program (JAXA) tested an atmospheric entry vehicle in order to measure the tem-
perature and catalytic properties [32]. Atmospheric Re-entry Demonstrator (ARD)
was designed to test/qualify new technologies and flight control capabilities for at-
mospheric re-entry and landing [33]. Recently, Europe launched and successfully re-
entered the Intermediate eXperimental Vehicle in order to measure the atmospheric
entry conditions, focusing on the catalytic properties [34].
However, high cost of flight tests pushes researches to an alternative way to duplicate
and simulate the atmospheric entry environment: ground testing facilities. Ground
testing is carried out at high enthalpy, hypersonic facilities that can replicate some of
the atmospheric entry conditions. Reproducing complete and sustanied atmospheric
entry flight conditions at ground facilities is very difficult. Thus, many methodologies
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have been developed in order to simplify the conditions and collect data. Local Heat
Transfer Simulation (LHTS) is one example of these simplifications [35, 36]. LHTS
dictates that a boundary layer is similar for both flight and ground tests as long as the
total enthalpy, total pressure, and velocity gradient are the same. This assumption
is conservative but allows to measure specific parameters of interest [37]. Although
the uncertainties, difficulties and high expenses are the main drawbacks of ground
testing facilities, they are used as alternative sources for investigation of atmospheric
entry. Inductively Coupled Plasma (ICP) and arc jets are the primary ground testing
facilities to study phenomenon such as ablation, oxidation, and catalysis.
Figure 1.7: Ablation experiment under high enthlapy flow [4]
Figure 1.8: Catalysis measurement under high enthlapy flow [7]
Figures 1.7-1.8 present two different ground testing at ICP facility for ablation and
catalysis measurements, respectively. Even though they focus on a specific interest
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point of measurement and provide valuable information, they are using very strong
assumptions and need to be assisted with improved methodologies [4] [7]. More
examples of similar ground test investigations can be found in Chazot et al. [38]. The
methodologies used to interpret ground tests are constantly being developed so that
the data can be better interpreted and extrapolated to flight.
1.3.2 Numerical Studies
The high cost of flight experiments and the numerous assumptions associated with
ground testing pushes researchers for better models such that it can decrease the cost,
understand the physics behind the atmospheric entry environment and interpret the
data better. Numerical models were first proposed for predicting atmospheric entry
environment and assist both flight and ground test data processing in 1960s. NASA
published a series of work focusing on analyses and computational procedures for
predicting the transient in-depth response of charring ablation materials [39]. Bartlett
et al. [40] developed and presented models which solved mass and heat transfer in the
reactant boundary layer by neglecting presence of pyrolysis gases. Efforts have been
given to increase the fidelity of the former models which were not always suitable when
applied to light ablative materials. For instance, in Kendall’s work [39], the ablation or
coking phenomena are usually neglected in the volume and it is considered as surface
phenomena. However, this is a strong assumption for materials which are highly
porous since it can result in an underestimation of the material recession rate. In the
recent literature [41], it can be seen that development of new constitutive models for
low density ablative materials have been proposed. Physical phenomenon that were
neglected previously such as accounting for thermal non-equilibrium between the solid
and fluid phase [42], complex decomposition mechanism [43], and radiation of fibers
in the porous medium [44] was included. In the development phase of new models,
Lachaud et al. [45] also provided finite rate chemistry model which is a coherent
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model based on the reduction of a large combustion database.
The development of ablative material response solvers also requires deep understand-
ing of the ablative materials and properties such as permeability, conductivity, poros-
ity, and turtuosity [8] [46]. Figure 1.9 represents the progression of the decomposition
of two different materials by using Porous Materials Analysis (PUMA) tool [47]. This
study indicates how to compute effective material properties and perform material
response simulations on digitized micro-structures of porous media. In addition, dur-
ing the atmospheric entry, the flow and material is in strong relation and both needs
to be solved. Currently, the state-of-the-art approach for solving this conjugated
problem is through a loosely-coupled method, as presented by Chen et al. [48]. The
method has the advantage of being able to develop and verify the computational fluid
dynamics and the material response solvers independently. However, the exchange
of information at the interface is increasingly tedious considering the constant ad-
vances in the fidelity of the physical models [49]. For instance, the species diffusion
and the mass transfer on a porous surface require exchanging both species mass and
its gradient. Moreover, mesh alignments and movements requires extra care, which
is computational demanding and not trivial to implement. Over the last decades,
efforts were made to develop these computational solvers using different approaches.
In general, these approaches can be roughly classified into four categories.
Uncoupled approach
In this approach, first the flow field is solved by using full Navier-Stokes equations [50].
Next, the surface balance equation is solved to account for mass, heat exchange and
blowing at the surface of the materials by using the information obtained from fluid
solver. Hence, the surface is treated separately by using a dedicated boundary con-
dition for computing the surface ablation. It also includes very simplified techniques
to account for oxidation, nitridation, and sublimation of ablative materials. This
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Figure 1.9: Progression of the decomposition of the two materials with PUMA (Cour-
tesy of NASA [8])
approach is widely applied in the literature and satisfactory results are obtained.
However, the approach cannot provide the dynamic interactions between the fluid,
the surface geometry, and roughness instantaneously. For instance, Dec et al. [51]
employed the uncouple approach to solve ablative thermal response problems. The
tool uses spatially varying boundary conditions. Spatially varying heating bound-
ary conditions from a CFD solution is mapped to the solid mesh. It is stated that
some fidelity is already lost when mapping from a fine CFD grid to a coarse grid in
the thermal domain. Thus, it requires a tedious grid mapping between two solvers
domain. Moreover, the heat flux highly depends on the surface roughness and the ge-
ometry. Thus, the shape change is not considered which impacts the surface heating
rate [52, 53, 54].
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Weakly coupled approach
In this approach, two distinct solvers which are designed to compute the flow field
and solid phase are coupled such that the exchange of the boundary information is
performed only at dedicated time steps. These two solvers march in time differently
and have different time scales. The methodology to treat the flow and solid separately
is based on mass and energy balance at the interface is used widely. One of the first
attempts to couple the full Navier-Stokes equations with material response solver
for carbonaceous materials is done by Conti et al. [55]. Conti et al. computed the
surface temperature and the heat shield ablative rate using the results of an energy
balance at the solid-gas interface, including the transient effects of in-depth heat
conduction. Additionally, the diffusion of ablation products is computed with a two-
species, lumped-parameter model. The recession of the surface and shape change are
computed dynamically. A similar iterative method for the prediction of the ablation
of hypersonic vehicles is implemented by Kuntz et al. [56]. In their work, the gas
products of an equilibrium chemistry ablation model are allowed to enter and react
with the high temperature gas flow field. Surface recession is modelled along the entry
trajectory, which requires re-adaptive of both the fluid and thermal numerical meshes
to the receding surface. Keenan et al.[57] used the approach by including the effect
of chemical non-equilibrium at the surface for non-charring materials. Several other
authors [58, 43] applied the same loosely coupled approach based on mass and energy
balance at the interface and enhanced it. However, in this approach, assumptions
such as 1-D description inside the material, steady state flow field, interactions only
at the surface, chemical equilibrium close to the surface and non-receding materials
are usually applied. Apart from the assumptions, it is important when the information
between fluid and solid interface is exchanged. For instance, any change in surface
temperature should be exchanged precisely at the same time steps, otherwise the
mass blowing rate is affected significantly.
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Strongly coupled approach
In order to better capture the interactions between both phases, strongly coupling
approach is adapted for solving two domains at the same time steps. Additional
surface balance treatment is needed to exchange mass and energy between two phases.
Nompelis and Candler [59] presented a parallel solver for performing full-trajectory
simulations of hypersonic ablating bodies and re-entry vehicles. Their solver fully
couples computational fluid dynamic simulation of the flow field, including ablation
products and shape changes resultant of and the solid response solver. However, grid
motion are simply neglected in the fluid solution since the recession process is assumed
to be very low. In Martin’s [60] strongly coupled work, the porous domain is solved by
using only Darcys law instead of for the full momentum equation. Lachaud et al. [61]
derived and proposed a macroscopic model based on volume averaging methodology
for oxidation of FiberForm. Additionally, Lachaud et al. used a porous-medium
formulation to model mass transport in the preform. However, the method is only
solving single mass conversation equation. Bianco and D’ambrosio [62] introduced a
strongly coupled solver capable of simulating the behaviour of an ablative charring
material. The computational grid moves to simulate the recession of the material and
represents the shape change in a time accurate manner. In their work, it is required
to implement the surface boundary condition and apply the hypothesis of thermal
equilibrium between the solid and the gas phases in the ablator. Additionally, the
ablation process is treated as separate surface condition by neglecting any chemical
flux entering the surface. However, the mass transport and the species diffusion on a
permeable, porous surface need exchanging all the fluxes.
Unified approach
Lastly, unified approach is introduced to solve both fluid phase and solid seamlessly.
There is no need to partition each region. In this approach, the drawback with the
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complicated interface exchange would be naturally resolved with the use of a global set
of equations. Unified approach treats the material and flow domain at the same time
scale and both domains are solved with the same solver. Hence, the requirement for
surface balance equation and additional boundary condition is avoided. A continuum
approach is adapted to go from a plain fluid region with a recessing porous medium.
In this case, the porosity or solid density of the ablative material is treated as a
variable of the computation to account for ablation through source terms.
The unified approach is almost never used and only a recent study is found [63, 64].
Hence, present thesis focuses on a unified approach to capture accurately the gas/solid
interactions and study the volume ablation phenomena.
1.4 Thesis Objective
The objective of the present research is to introduce and develop a computational
simulation code capable of modeling the interaction between flow and the ablative
materials with a single set of equations. Volume Averaged Navier-Stokes (VANS)
equations are derived and used as governing equations for both domains. The two
domains have different transport and thermochemical properties such as porosity,
permeability, thermal conductivity and density. The unified solver aims of computing
the heat transfer, velocity distributions, pressure, and pyrolysis gas density inside a
porous material. Such unified solver does not need the mesh movement as opposed
to traditional material response solvers. First, the code is verified using available
analytical cases, such as heat conduction, viscous boundary layer development, and
shock capturing. Then, the solver further verified using code-to-code comparisons.
Further, a flow tube experiments is used to evaluate the models of the unified solver.
Finally, a hypersonic arc jet experiment is modelled.
The dissertation is divided into 7 Chapters. Chapter 1, the introduction includes the
literature review, the background information and the motivation for conducting this
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research. Chapter 2 presents the numerical (KATS) framework, the governing equa-
tions of hypersonic multi-species fluid dynamics solver and the boundary conditions.
Capability assessment and validation study of the Fluid Dynamics solver is presented
in Chapter 3. The chapter covers the full scale simulation of the test section of the
NASA Langley Hypersonic Material Environment Testing System (HYMETS) arc jet
flow facility. Chapter 4 presents the derivation of the Volume Averaged Navier-Stokes
Equations and the governing equations behind the universal solver. Chapter 5 intro-
duces the verification efforts of the unified solver, including test cases, comparisons
with analytical solutions and code-to-code assessment. Validation studies by using a
hypersonic arc jet test case are presented in Chapter 6. Moreover a flow tube test
case is modeled for validation purposes. Chapter 7 states the concluding remarks, the
original contributions and future work of the present study. This work also has been
presented in a journal, several conferences, and workshop proceedings [65, 24, 66, 67].
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Chapter 2 Computational Framework and Governing
Equations for Fluid Dynamics
The work presented here uses the Kentucky Aerothermodynamics and Thermal-
response System, KATS, as the computational framework. KATS uses a finite volume
approach [68, 50] to solve the governing equations in conservative form
∂Q
∂t
+∇ · (F− Fd) = S. (2.1)
∂
∂t
∫
V
QdV +
∫
V
∇ (F− Fd) dV =
∫
V
SdV. (2.2)
In these equations Q and S are the vector of conservative variables and source terms,
respectively. F is the convective flux term and Fd is the diffusive flux. Equation 2.1
can be integrated over a control volume which yields Eq. 2.2. Applying the divergent
theorem to the 2.2 results in
∂
∂t
∫
V
QdV +
∫
A
(F− Fd) · ndA =
∫
V
SdV. (2.3)
The integral can be removed if the control volume is assumed to be sufficiently small,
hence 2.3 can be represented as
∂
∂t
(QV ) +
∑
Faces
(F− Fd) · nA = SV. (2.4)
Equation 2.4 can be rearranged to simplify further to
∂
∂t
(QV ) = −
∑
Faces
(F− Fd) · nA+ SV. (2.5)
The right hand side is grouped under RHS term, thus giving
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RHS = −
∑
Faces
(F− Fd) · nA+ SV. (2.6)
This equation aims at solving for the primitive variables,P, which is introduced by
using the chain rule
V
∂Q
∂P
∂P
∂t
= RHS. (2.7)
Equation 2.7 is discretized by applying implicit Euler methodology to cast the system
of equations. Further details about temporal and spatial derivatives can be found in
[68, 50]. When solving for a pure fluid flow, the vectors used in Eq. 2.7 are
Q =

ρ1
...
ρns
ρ u
ρ v
ρw
E
Eve

, P =

p1
...
pns
u
v
w
Ttr
Tve

, S =

ω1
...
ωns
0
0
0
0
ω̇v

(2.8)
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F =

ρ1u ρ1v ρ1w
... ... ...
ρnsu ρnsv ρnsw
ρu2 + p ρvu ρwu
ρuv ρv2 + p ρwv
ρuw ρvw ρw2 + p
(E + p)u (E + p) v (E + p)w
Eveu Evev Evew

, (2.9)
F d =

−Jx,1 −Jy,1 −Jz,1
... ... ...
−Jx,ns −Jy,ns −Jz,ns
τxx τyx τzx
τxy τyy τzy
τxz τyz τzz
τu− (qtr + qve)−
∑ns
i=1(Jihi)
−qve −
∑ns
i=1(Jieve,i)

. (2.10)
In these, ρi describes the density of each species where ns is the number of species in
the mixture. Similarly, pi is the partial pressures of species while p is the total pressure
of the mixture. The bulk velocity components are u, v, w. For equilibrium flows
KATS-FD uses a single temperature to describe the flow in the energy equation. For
non-equilibrium problems, Park’s two temperature model[69] is used. In this model,
the translational and rotational energy modes are described by one temperature Ttr,
while the vibrational and electronic energy modes are described by Tve. Hence, E
and Eve describe the total energy and vibrational-electron-electronic energy per unit
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volume, respectively. The species mass production rates introduced by chemical
reactions are presented as ω̇ns and ω̇v is the vibrational energy transfer rate between
two different energy modes. The flux matrices Eq.2.9 and Eq.2.10 includes τij as
each component of viscous tensor τ , Ji,s includes the diffusion flux of species s in i-th
direction. The directional heat fluxes are described as qtr,i and qve,i. The total energy
of a molecule is presented as e. KATS-FD is developed to model the multi-species
flow environment where each species of the gas mixture can be treated as a thermally
perfect gas and follow the perfect gas law.
ps =

ρsRsTtr for molecules and atoms,
ρeReTve for electrons.
(2.11)
The pressure of electrons is characterized by Tve as it is presented n Eq. 2.11. The
specific gas constant is given by
Rs =
Ru
Ms
(2.12)
where Ru is the universal gas constant and Ms is the molar mass of species. Dalton’s
law is applied for partial pressures such that
p =
ns∑
s
ps (2.13)
The total density of a gas mixture can be calculates in similar way
ρ =
ns∑
s
ρs (2.14)
As it is detailed in Ref. [70], the total energy per unit volume, E, and the total
enthalpy per unit volume, H, are respectively given by
E =
ns∑
s
ρses +
1
2
ρ(u2 + v2 + w2), (2.15)
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and
H = E + p (2.16)
The total energy is given as the summation of each species energy. In this work,
Park’s two temperature model is used. According Park’s model, the energy of each
species gas can take the form of four different modes: translational energy, rotational
energy, vibrational energy, and electronic energy [3]. Furthermore, one temperature
Ttr describes the distribution of heavy particle translational and rotational energies
and a second temperature Tve describes the distribution of vibrational, electric and
electron translational energies. It should be also noted that vibrational and electronic
translational energies are inconsistent with a single temperature description, hence
Park’s two temperature model allows a computationally more tractable formulation
of thermal non-equilibrium flows. The total internal energy of a molecule can be
presented as the summation of all energy modes including energy of formation which
can be denoted as hos. Hence, it is presented as
es = et,s + er,s + ev,s + eel,s + h
o
s. (2.17)
The energy per unit mass of the species for translational and rotational energies can
be give by
et,s = Cvt,sTtr (2.18)
er,s = Cvr,sTtr (2.19)
The vibrational and electronic energy for molecules and atoms, and electron transla-
tional energy per unit mass are expressed as
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eve,s =

ev,s + eel,s for molecules and atoms,
Cvt,eTve for electrons.
(2.20)
The species vibrational energy per unit mass is given by
ev,s =

Ru
Ms
θv,s
exp(θv,s/Tv,e)−1 for molecules and atoms,
0 for electrons.
(2.21)
where θv,s is the species vibrational temperature. The electronic energy per unit mass
is stated as following;
eel,s =

Ru
Ms
∑∞
i=1 gi,sθel,sexp(−θel,i,s/Tv,e)∑∞
i=0 gi,sexp(−θel,i,s/Tv,e)
for molecules and atoms,
0 for electrons.
(2.22)
where θel,i,s and gi,s are the characteristic electronic temperature and the degeneracy
of the ith energy level, respectively. Thus, the total energy, es per unit mass for each
species is
es =

Cvtr,sTtr + eve,s + h
0
s for molecules and atoms,
eve,e for electrons.
(2.23)
and the enthalpy, hs, per unit mass for each species can be given is
hs =
ps
ρs
+ es. (2.24)
Therefore, the total energy is
E =
∑
s 6=e
ρsCvtr,sTtr + Eve +
∑
s 6=e
ρsh
0
s +
1
2
ρ(u2 + v2 + w2), (2.25)
where the total vibrational-electron-electronic energy is given by
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Eve =
∑
s
ρseve,s. (2.26)
It can be recalled that the translational and rotational degrees of freedom are fully
exited at very low temperatures, whereas vibrational and electronic degrees of freedom
are active at much higher temperatures. Hence, the specific heat can be clustered
according to Park’s two temperature model. With this in mind, the total specific
heat for a species is
Cv = Cvt,s + Cvr,s + Cvv,s + Cve,s, (2.27)
where the translational and rotational specific heats can be combined to give
Cvtr = Cvt,s + Cvr,s. (2.28)
Similarly, the vibrational and electronic specific heat can be combined to give vibrational-
electronic specific heat at constant volume
Cvve,s = Cvv,s + Cve,s. (2.29)
The individual components of specific heats can be computed as
Cvt,s =
3
2
Ru
Ms
, (2.30)
and
Cvr,s =

Ru
Ms
for molecules ,
0 for atoms and electrons.
(2.31)
The vibrational specific heat is expressed as
Cvv,s =

∂ev,s
∂Tve
for molecules ,
0 for atoms and electrons.
(2.32)
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where
∂ev,s
∂Tve
=
Ru
Ms
(θv,s/Tve)
2exp(θv,s/Tve)
[exp(θv,s/Tve)− 1]2
. (2.33)
The species electronic energy specific heat at constant volume is defined by
Cvel,s =

∂eel,s
∂Tve
for molecules ,
0 for atoms and electrons.
(2.34)
where
∂eel,s
∂Tve
=
Ru
Ms
(∑∞
i=1 gi,s(θel,i,s/Tve)
2exp(−θel,i,s/Tve)∑∞
i=0 gi,sexp(−θel,i,s/Tve)
− [
∑∞
i=1 gi,sθel,i,sexp(−θel,i,s/Tve)][
∑∞
i=0 gi,s(θel,i,s/Tve)
2exp(−θel,i,s/Tve)]
[
∑∞
i=0 gi,sexp(−θel,i,s/Tve)]2
)
(2.35)
Lastly, the translational specific heat for electrons can be expressed by
Cvt,e =
3
2
Ru
Me
. (2.36)
2.1 Transport Terms and Properties
Fick’s law is used to model the mass diffusion fluxes for each species and expressed
by
Is = −ρDs∇Ys, (2.37)
where the species diffusion coefficient is represented by Ds and Ys is the species mass
fraction. In the current version of the transport terms, a modified version of the mass
diffusion fluxes is used which dictated that the summation of mass diffusion fluxes is
zero [71].
Js 6=e = Is − Ys
s∑
r 6=e
Ir. (2.38)
Additionally, the electrons diffusive flux is modeled by assuming ambipolar diffusion
to ensure neutrality of the flowfield [72].
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Je = Me
s∑
s 6=e
JsGs
Ms
(2.39)
where Gs is the species charge. The viscous shear stresses can be expressed as
τij = µ
(
∂uj
∂xi
+
∂ui
∂xj
)
+ λ
∂uk
∂xk
δij (2.40)
where µ is the bulk viscosity and λ = −2/3µ. By using Fourier’s law, the heat fluxes
can be expressed as
qtr = −ktr∇Ttr (2.41)
and
qve = −kve∇Tve (2.42)
where ktr and kve are the mixture thermal conductivity for each energy modes. The
viscosity for reacting flow introduced by Blottner [73] is used to determine the species
viscosity and it is expressed by
µs = 0.1e
(AslnT+Bs)lnT+Cs (2.43)
and coefficients As, Bs, Cs can be found for each species. The species thermal con-
ductivity is computed by using Euken’s relations [74]
ktr,s =
5
2
µsCvt,s + µsCvr,s and kve,s = µsCvve,s. (2.44)
By using Wilke’s semi-empirical mixing rule [75], the mixture transport properties
viscosity and thermal conductivities can be calculated as
µ =
∑
s
Xsµs
φs
and k =
∑
s
Xsks
φs
, (2.45)
where Xs is the species molar fraction and φs is expressed by
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φs =
∑
r
Xr
[
1 +
√
µs
µr
(
Mr
Ms
)1/4]2[√
8
(
1 +
Ms
Mr
)]−1
. (2.46)
The mass diffusion coefficient for each species, Ds is calculated by a single binary
coefficient D. The parameter D is calculated by assuming a constant Lewis number,
Le,
D =
Lektr
ρCptr
, (2.47)
where Cptr is the mixture translational-rotational specific heat at constant pressure.
2.2 Source Terms and Chemical Model
The source term, S is given by
S =
{
ω̇1 . . . ω̇ns 0 0 0 0 ω̇v
}T
(2.48)
where ω̇i is the species mass production rates by chemical reactions and ω̇v is the
vibrational energy source term. KATS-FD uses a standard finite-rate chemistry model
for reacting air. The program can support numerous number of gas mixture such as
5- species air, 11-species air or 8-species Martian atmosphere. The chemical reactions
are modelled by
ns∑
i=1
ν ′Ai 

ns∑
i=1
ν ′′Ai (2.49)
where Ai represents the species in reaction r. The species on the left denotes the
consumption whereas on the right hand side the products are accumulated. The
stoichiometric coefficients for reactants and products are shown by ν ′, ν ′′, respectively.
The chemical production rate of species Ai is expressed as
ω̇ir =
(
ν ′′ir − ν ′ir
)[
103kfr
ns∏
j=1
(10−3
ρj
Mj
)ν
′
jr − 103kbr
ns∏
j=1
(10−3
ρj
Mj
)ν
′′
jr
]
(2.50)
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where kfr and kbr are the forward and backward reaction rate coefficients, respectively,
and j denotes the species reaction number. Hence, the total mass rate production of
species can be summarized as
ω̇i = Mi
∑
r
ω̇ir. (2.51)
The levels of the non-equilibrium in the flow is handled by the forward and backward
reaction rate coefficients. These coefficients are functions of the flow temperatures
and have a large impact on the chemical reaction mechanism. Parks two-temperature
model [69] is used in KATS-FD. The model dictates that the dissociation reactions
are activated by a combination of the translational-rotational temperature Ttr and the
vibrational-electron-electronic temperature Tve. Hence, the dissociation temperature
within Parks two-temperature model is expressed by
TP2 = T
af
tr T
bf
ve (2.52)
where coefficients af and bf varies between 0.3 and 0.7. The forward reaction rates
are calculated using Arrhenius curve fits on the activation temperature and detailed
in Refs. [50, 72]. For the reference of the reaction models and coefficients, Appendix
A.1 lists the basic species chemistry data, electronic energy modes, and Millikan and
White coefficients used in KATS-FD.
2.3 Relaxation Model
The vibrational energy source term is computed by the summation of each energy
exchange mechanisms. Hence, it can be expressed as
ω̇v = Sepg + Sc−v + St−v + Sh−e − Se−i, (2.53)
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where Sepg is the work done on electrons by the electric field caused by the electron
pressure gradient [76], Sc−v is the vibrational electron-electronic energy added or
removed, St−v is the translational-rotational and the vibrational-electron-electronic
energy transfer, Sh−e is the energy transfer between heavy particles and electrons and
the last term Se−i is the energy removed from free electrons during impact ionization
processes. A dissociation model which is given by
Sc−v =
∑
mol
ω̇s(D
′
s + eel,s) (2.54)
is used for vibrational energy that is added or removed by reactions. The dissociation
potential Ds is defined as
D′s = αDs (2.55)
where α = 0.3 [77]. KATS-FD uses the non-preferential model which assumes that
molecules are created or destroyed at the average value of the vibrational energy.
The energy exchange between the translational-rotational and vibrational-electronic
energy modes for molecules uses Landau-Teller [74] model, expressed by
St − v =
∑
s=mol
ρs
e∗vs − evs
τs
(2.56)
where the single vibrational relaxation time is defined as
τs = 〈τs〉+ τps. (2.57)
The molar averaged Landau-Teller relaxation time, 〈τs〉 is given by
〈τs〉 =
∑
rXr∑
rXr/τsr
(2.58)
where Xr is the molar mass fraction and τsr is the Landau- Teller inter-species re-
laxation time. A semi-empirical correlation introduced by Millikan and White [78] is
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used to obtain Landau- Teller inter-species relaxation time. The following correlation
is applicable in the range of 300 K upto 8000 K,
τsr =
p0
p
exp[Asr(T
−1/3 −Bsr)− 18.42] (2.59)
where p0 is 101325 Pa and the coefficients Asr and Bsr can be found by
Asr = 1.16x10
−3µ1/2sr θ
4−3
vs , (2.60)
Bsr = 0.015µ
1
sr/4. (2.61)
The reduced molecular weight of the species s and r is computed by
µsr =
MsMr
Ms +Mr
. (2.62)
Appendix A.1 also includes a chemistry data for θvs. For temperature above 8000 K, a
modification by adding an additional vibrational relaxation time is done as following
τps =
1
σscsNs
(2.63)
where the limiting cross section is σs = 10
−21(50, 000/T )2, Ns is the number density
of the species, and the average molecular velocity of the species s, expressed by
cs =
√
8RuT
πMs
. (2.64)
The energy exchange between heavy particles and electrons, Sh−e is defined by
Sh−2 = 3Ruρe(T − Tv)
√
8RuTv
πMe
∑
r 6=e
ρrNa
M2r
σer (2.65)
Collisions between electrons and neutrals are expressed by σer = 1x10
−19 m2 whereas
the collisions between electrons and ions is given by
σer =
8π
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( e2
kTe
)2
10−4ln
[
1 + 9/4π
(
kTe
e2
)
1
N∗e
]
(2.66)
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where N∗e is the max(1,Ne) and Ne = 10
−6Naρe/Me. In this work Te is assumed to
be equal Tve. The constants can be found in Appendix A.1 section. The average
molecular speed of the gas species denoted by ci and expressed as
ci =
√
8RuT
πMi
(2.67)
where the gas constant Ru = 8314.41 J/(kmol.K), T is the translational temperature
and Mi is the molar mass. The energy used to ionize a neutral atom is obtained with
Se−i term which accounts for the energy removed from free electrons during impact
ionization. For instance, the 11-species air model consists only two impact ionization
reactions including N and O atoms. Thus,
Se−i = MN+ω̇N+ ÎN +MO+ + ω̇O+ + ÎO (2.68)
where the molar masses are expressed by MN+ and MO+ , the mass production rate
for ionized species are denoted by ω̇N+ and ω̇O+ . The energy required to ionize the
species N and O are given by ÎN and ÎO. The associated values are presented in
Appendix A.2 section.
2.4 Boundary conditions
Systems of partial differential equations require variables along the boundaries of
the solution space. In KATS boundary conditions are set using ghost cells. KATS
aims to solve wide range of the flow regimes, thus both subsonic and supersonic flow
boundary conditions are discussed in the following sections. It shoud be noted that
subscript r denotes the ghost cell values, and l represents the real cell values.
2.4.1 Subsonic Boundary Conditions
In the case of subsonic flow condition, the primitive variables are modified using a
pressure-based approach. Moreover, one energy equation (thermal equilibrium state)
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is solved under this condition.
2.4.1.1 Inlet Boundary Condition
The direction of the velocity at the boundary can be specified. The velocity is ex-
trapolated, the total pressure and total temperature are also specified. Isentropic
relations are used to determine the static pressure and the static pressure.
pr = ptotal
(
1 +
γ − 1
2
M2l
) γ
γ−1 , (2.69)
and
Tr = Ttotal
( pr
ptotal
)
γ
γ−1 , (2.70)
2.4.1.2 Outlet Boundary Condition
Static pressure is specified at the boundary, whereas the velocities and tempera-
ture are directly extrapolated from the interior cell. The boundary is assumed to
be adiabatic and isentropic. The density is updated from the already extrapolated
temperature and the static pressure. The properties in the ghost cell are simply
extrapolated from its interior neighbour.
2.4.1.3 Symmetry Boundary Condition
In this type boundary conditions, it is assumed that there are no gradients at the
boundary. Hence, the primitive variables are assigned to enforce zero gradient. The
normal component of the velocity maintains
V · n = 0 (2.71)
and the velocity vector in the ghost cell in Cartesian coordinate is described by
Vr = Vl − 2(Vl · n)n. (2.72)
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Similarly, the rest independent variables are copied directly to the ghost cells by
dictating zero mass and energy fluxes.
2.4.1.4 Wall Boundary Condition
At a wall boundary, the mass flux is zero. In the case of no-slip and adiabatic
conditions, the following is satisfied;
pr = pl, (2.73)
Tr = Tl, (2.74)
Vr = −Vl. (2.75)
In the case of a fixed temperature wall, the wall temperature will read the right state
which is the ghost cell information
Tr = Tw. (2.76)
2.4.2 Supersonic Boundary Conditions
2.4.2.1 Inlet Boundary Condition
Pressure, density, and velocities are specified for the supersonic inflow boundary
condition. The velocity vector is applied to be normal to the boundary. The ghost
cells are defined as
Pr = P∞. (2.77)
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2.4.2.2 Outlet Boundary Condition
The interior neighbour is used to extrapolate the properties in the ghost cell, hence
the following is satisfied
Pr = Pl. (2.78)
2.4.2.3 Symmetry Boundary Condition
The normal component of the velocity satisfies
V · n = 0 (2.79)
and the velocity vector in the ghost cell is computed by
Vr = Vl − 2(Vl · n)n. (2.80)
Similar to subsonic case, the mass and energy fluxes are forced to be zero. Hence,
pr = pl, (2.81)
Ttr,r = Ttr,l, (2.82)
Tve,r = Tve,l. (2.83)
2.4.2.4 Wall Boundary Condition
In the case of no-slip velocity condition, the velocity is enforced to be zero at the
boundary. The rest of the variables satisfies the conditions stated in the symmetry
boundary conditions. Hence, the mass flux through the wall is zero.
pr = pl (2.84)
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Vr = −Vl (2.85)
Ttr,r = Ttr,l (2.86)
Tve,r = Tve,l (2.87)
KATS frame work supports other type of boundary conditions detailed in Ref.[50],
[79], [80].
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Chapter 3 Baseline study and validation using KATS-FD
In order to test the capability and validate the framework, KATS-FD [50, 68] is used
to perform a set of simulation to predict the NASA Langley Hypersonic Material
Environment Testing System (HYMETS) arc jet flow [65, 67]. HYMETS arc-jet
facility is an arc plasma generator which is configured with 400 kW segmented electric
arc heater [81, 82]. The simulations are carried out and compared to measured data
[9]. The provided test data includes flow visualization results that were obtained by
Planar Laser-Induced Fluorescence (PLIF). PLIF was primarily used to visualize the
flow, while the PLIF molecular tagging velocimetry (MTV) was used to measure the
axial velocity profile of the jet flow. Moreover, Doppler-shift based velocimetry was
used to gather the radial velocity profiles. Heat flux and pressure measurements were
also taken by flat faced SiC probe and Pitot probe. The probes, 25 mm diameter,
are injected to the flow by using a holder which makes the effective diameter 33.02
mm. The 47 mm long, 3.175 mm edge radius test specimen was located 50.8 mm
downstream of the nozzle exit as it is shown in Fig. 3.1a. The provided test data is
intended to emulate Earth’s atmosphere, using a chemical composition of 75% N2,
20% O2 and 5% Ar by volume. Figure 3.12, taken from Inman et al.[9], illustrates
the vacuum chamber before testing, the test specimen facing the plasma flow, and
the laser sheet for measuring the flow properties downstream of the nozzle.
Table 3.1 presents the testing conditions. The axial and radial velocity profiles at
various axial locations are shown in Fig. 3.2. The axial velocity profiles are shown
as averaged and single-measurement results. As detailed in Inman et al. [9], the
centers of the given points correspond to the measured mean velocities, and the
widths correspond to twice the associated uncertainty of the mean velocities.
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(a) Test chamber
(b) Test specimen
(c) Nozzle flow
Figure 3.1: Images of the HYMETS facility at NASA Langley Research Center (Image
from Inman et al. [9], with permission)
Table 3.1: Experimental conditions for provided test case (Earth’s atmosphere)
Enthalpy Mass Flow Rate Arc-Pressure Chamber Pressure
6.5 MJ/kg 403 slmp 109 kPa 0.228 kPa
3.1 Mesh description
3.1.1 Nozzle
The computational prediction of the HYMETS arc jet was first performed for the
Mach 5 nozzle test case, without the vacuum chamber (test-section). The compu-
tational domain flow field is axisymmetric. The nozzle geometrical constraint and
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(a) Axial velocity – averaged (b) Axial velocity – single-measurement
(c) Radial velocity
Figure 3.2: Velocity profiles measured in the HYMETS facility (Images from Inman
et al. [9], with permission)
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the computational domain are illustrated in Figs. 3.3 and Fig.3.4. The mesh consists
of 210 nodal points in the stream-wise direction and 64 in the radial direction.The
grid spacing near the wall is kept at 1 × 10−5 m. Similarly, in the next test cases,
a grid spacing of 1 × 10−5 m is also applied near the wall of the sample to resolve
the boundary layer and, therefore, the heat flux on the surface of the sample can be
accurately computed.
Figure 3.3: HYMETS Mach 5 nozzle dimensions
Figure 3.4: HYMETS Mach 5 nozzle computational domain
3.1.2 Nozzle connected to the vacuum chamber
For the second test case, the nozzle was connected to a vacuum chamber, where the
test-section is located. The domain is constructed according to the actual geometry,
which has the dimension of 0.6 m (diameter) by 0.9 m (length). The mesh used
for the computation is presented in Fig. 3.5. Although computationally expensive,
the entire chamber is modeled to observe and analyze the flow development at the
nozzle exit. Following that test, the chamber was shortened to focus more on the test
specimen.
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Figure 3.5: HYMETS Mach 5 nozzle flow discharged into vacuum chamber
3.1.3 Test specimen in the vacuum chamber
The following case includes the test specimen. Figure 3.6 shows the HYMETS Mach
5 nozzle attached to a vacuum chamber where a test specimen is located 50.8 mm
downstream of the nozzle. The domain is cut-off in the vertical direction in order
to decrease the computational time. The simulation focuses on the area around the
sample while the rest of the domain is treated as far field and has no effect on the
test specimen. A similar approach can also be seen in other studies [83, 84, 85].
Figure 3.6: Test specimen located 50.8 mm downstream of the nozzle
3.1.4 Shock alignment, mesh and boundary layer refinement
First, the preliminary results are obtained using an under-resolved (i.e. coarse) grid
configuration. Once a converged solution is achieved, a more refined mesh in the aft-
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shock region is generated by aligning the shock that forms in front of the sample. This
manual mesh alignment is repeated until the shock and grid are accurately aligned.
In addition, the mesh refinement study is carried out for each computational domains
to ensure that the solution is not dependent to the grid resolution.
3.2 Initial and boundary conditions
The nozzle inlet conditions are assigned based on the experimental data of the test
case, with primitive values obtained using an equilibrium solver for computing mix-
ture and species properties. The parameters used from the experiment are presented
in Table 3.1. The chemical composition of an Earth atmosphere is used, which con-
sists of a five species mixture, N2, O2, NO, N, and O. An inert species Ar, is also
added to the mixture. Mutation++[86] is used to calculate translational-rotational,
vibrational-electronic temperatures and partial densities of the species at equilibrium
based on the molar fractions of N2, O2, Ar, mixture enthalpy, 6.5 MJ/kg, and the
arc-pressure, 109 kPa. Once the mixture density is obtained, the inlet velocity is
determined from the mass flow rate. The resulting inlet conditions are presented in
Table 3.2.
Table 3.2: Inlet Conditions
T Tve u ρN2 ρO2
3832 K 3832 K 203.82 m/s 61.7 g/m3 4.84 g/m3
ρNO ρN ρO ρAr
4.50 g/m3 35.4×10−2 g/m3 12.20 g/m3 6.06 g/m3
The outlet conditions are set using the pressure of the vacuum chamber, pc = 228 Pa.
Finally, the simulation uses a cold wall assumption of Tw = 350 K and a non-catalytic,
no-slip wall boundary condition for all walls.
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3.3 Numerical results and comparisons
3.3.1 Nominal results
The experimental measurements were taken at different locations for the axial and
radial velocity profiles. The measurement window is represented in Fig. 3.7 and the
exact locations of each profile is listed in Table 3.3. The locations are measured
from the exit of the nozzle. First, a Mach 5 nozzle configuration is simulated in
order to asses the internal flow results. Figures 3.8 and 3.9 illustrate the nozzle flow
contour of pressure and Mach number, respectively. By design and according to
quasi-1D inviscid flow theory, the nozzle should generate a Mach 5 flow. The nozzle
simulation resulted in a Mach number of ≈ 4.9 which is in good agreement with these
specifications.
Figure 3.7: Graphical representation of the laser measurement sheet and profile lo-
cations
The computed species mass fractions along the nozzle centerline is shown in Fig. 3.10.
The N species profile is excluded from the plot since the concentration of N is very
low compared to the rest of the species. In arc jet nozzles, non-equilibrium processes
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Table 3.3: Laser measurement profile locations
Li L1 L2 L3 L4
LAxial 0.57 cm 1.97 cm 2.97 cm n/a
LRadial 1 cm 2 cm 3 cm 4 cm
Figure 3.8: Pressure contours of HYMETS Mach 5 nozzle
Figure 3.9: Mach contours of HYMETS Mach 5 nozzle
take place and species dissociate and recombine. The arc jet flow is vibrationally
excited and dissociated near the nozzle throat. The concentrations in Fig. 3.10 show
that the flow is vibrotionally frozen until the nozzle exit. Figure 3.11 illustrates the
nozzle flow discharged into the vacuum chamber (without a test sample placement)
at 0.228 kPa. It can be seen that the flow is under-expanded. The pressure set for
the vacuum chamber affects the expansion and its variation can increase or decrease
the angle.[83] The flow behavior is consistent with the nozzle flow studies available
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Figure 3.10: Species mass fractions along nozzle centerline
Figure 3.11: Simulation of the HYMETS nozzle and test chamber using KATS-FD
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(a) SiC probe as a test sample (Image from
Splinter et al. [82]
(b) Location and configuration of test sample
with holder
Figure 3.12: Geometry and location of the test sample used for the simulation of the
HYMETS facility
in the open literature [87, 83, 84].
Figure 3.13: Mach contours of the HYMETS nozzle and test-chamber, with specimen,
using KATS-FD
The SiC probe is represented in Fig. 3.12a and the placement of the probe is shown
in Fig. 3.12b. In high enthalpy arc jet testing, the flow directly hits the sample and a
bow shock is formed. Figures 3.13 and 3.14 illustrate the Mach and velocity contours
over the sample and where the shock forms. The surface of the test specimen is
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Figure 3.14: Velocity contours of the HYMETS nozzle and test-chamber, with spec-
imen, using KATS-FD
assumed to be cold (350 K) and non-catalytic. Inman et al. [9] – from which the
velocity measurements were taken – does not report the heat flux values. However,
Splinter et al. [82] presents the heat flux measurements obtained with different sets
of probes, under a wide range of conditions, one of which is similar to the values
used here (Earth atmosphere, 6.5 MJ, 400 slpm). This measured heat flux was
obtained with a Teflon R© Slug Calorimeter. Although the test conditions are not
identical to the ones used in Inman et al.[9], the Teflon R© Slug Calorimeter provides
an estimated non-catalytic cold-wall heat flux which can be compared with the KATS-
FD predictions. Moreover, the pressure reported in Inman et al. [9] appears to be an
order of magnitude lower than the estimated pressure from Splinter et al. [82]. For
that reason, and to be consistent in the data used, the pressure value from Splinter
et al. [82] is used.
Figures 3.15 and 3.16 represent the computed surface pressure and heat flux of the
corresponding test case with respect to the arc length. The stagnation pressure pre-
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Figure 3.15: Pressure along the surface of the test specimen inside the HYMETS
facility obtained using KATS-FD
diction shows that there is approximately 9% discrepancy from the measured data.
The error in the stagnation pressure measurement is typically very low [82]. The
error included in Fig. 3.16 is 2%, which is assumed to be in the range of pressure
transducers error margin. Stagnation heat flux prediction for 33.02 mm probe diam-
eter is less than 1% different from the measured value. Reference [82] also states that
the uncertainty on the heat flux in non-catalytic cold wall heat flux measurements
can be significant (over 10%). This uncertainty is included in the heat flux compar-
ison shown in Fig. 3.16. Although both the measured pressure anda heat flux are
obtained from different test campaigns where the test conditions are assumed to be
relatively similar to those of Inmann et al.[9], it can be observed that the calculated
results are in a good agreement with the experiments. Hence, the results indicate
that the simulations have a good agreement for heat flux and surface pressure. Axial
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Figure 3.16: Heat flux along the surface of the test specimen inside the HYMETS
facility obtained using KATS-FD
and radial velocity profiles are presented in Figs. 3.17-3.20. The experimental pro-
files are measured as presented in Fig. 3.7. The shaded area indicates the minimum
and maximum value of single shot images taken with PLIF [9]. The profiles and
the shaded area show that KATS results are matching the measured minimum axial
velocity profiles.
3.4 Nozzle wall boundary conditions and enthalpy variations
Modeling an arc jet environment is challenging, considering the uncertainty in en-
thalpy, wall boundary conditions, and non-uniform inlet boundary conditions. It is
therefore important to examine the respective effects of individual parameters. First,
the effect of the wall boundary condition is investigated by setting the nozzle wall
as adiabatic . The results are compared with the baseline profile (cold wall) and
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Figure 3.17: Comparison of the experimental velocity profiles and the numerical
results obtained using KATS-FD for the HYMETS facility, at location L1
Figure 3.18: Comparison of the experimental velocity profiles and the numerical
results obtained using KATS-FD for the HYMETS facility, at location L2
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Figure 3.19: Comparison of the experimental velocity profiles and the numerical
results obtained using KATS-FD for the HYMETS facility, at location L3
Figure 3.20: Comparison of the experimental radial velocity profiles and the numerical
results obtained using KATS-FD for the HYMETS facility
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presented in Fig.3.21, excluding the test sample holder. It is noted that, in reality,
the nozzle is water-cooled, which would justify using the cold-wall, fixed temperature
boundary condition as baseline.
Figure 3.21: Comparisons of axial velocity profile at different wall boundary condi-
tions, H = 6.5 MJ, L1=0.57 cm
The profiles show that the discrepancies occur near the jet boundary which indicates
the flow expansion is slightly affected. The change in velocity on the axis is less
than 1% which is not significant. Another consideration is the uncertainty in the
enthalpy value. An accurate estimate of the bulk enthalpy is important for both
ground testing and computational predictions. The uncertainty in the measured bulk
enthalpy can be up to 14% [82]. Brune et al. showed how the bulk enthalpy (average)
can be different from inferred enthalpy when estimating the plenum profiles of arc
jet. In their study, the centerline enthalpy is estimated to be 10.5 MJ/kg which is
60% higher than the given test enthalpy. It is therefore of interest to understand the
degree at which the axial velocity profile changes when varying the enthalpy. A new
set of simulations were conducted at 9 MJ where the initial conditions are calculated
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as T = Tve = 4443 K, ρN2 = 48.67 g/m
3, ρO2 = 1.52 g/m
3, ρNO = 3.11 g/m
3,
ρN = 17.38× 10−2 g/m3, ρO = 15.9 g/m3, ρAr = 4.78 g/m3 and the comparison with
the results of the previous section is shown in Fig. 3.22. As expected, in the high
enthalpy case, the magnitude of the velocity increases. However, the values of the
velocity near the sides of the jet remains unchanged. The velocity in the centerline
region gains 13% for a total increase of 40% (2.5 MJ). This increase shifts the axial
velocity profile to the right so that it matches the right limit single shot in Figs. 3.17-
3.19. However, an increase in the enthalpy does not appear to change the radial
velocity significantly as shown in Fig.3.23. Similarly, in order to quantify the effect
of enthalpy on the surface quantities, surface pressure and heat flux over the test
sample are calculated and compared to the baseline results in Figs.3.24-3.25. It is
observed that the surface pressure does not change significantly and the change is
calculated to be less then 3% at the stagnation point whereas the change of heat
flux is more significant. It is found that altering the enthalpy by 40% changes the
stagnation point heat flux by 25%. Thus, the uncertainty in the bulk enthalpy seems
to be a non-negligible consideration when performing numerical predictions especially
when comparing the centerline values. This can also indicate that quantities such as
centerline velocity and heat flux are more sensitive to the enthalpy.
As final remarks, the work presented here shows the ability to use KATS-FD as a
computational prediction tool by comparing results with a set of experiments con-
ducted at HYMETS facility at NASA Langley. The simulations show good agreement
with the measurements. The solutions showed that the axial and radial velocity pro-
files can be improved by adjusting the bulk enthalpy. Increasing the enthalpy by
40% results in an increase of centerline velocity by approximately 13%. It is there-
fore concluded that uncertainties associated with bulk enthalpy are a non-negligible
consideration when conducting simulations of arc jet flows, specifically concerning
centerline velocity. The computed stagnation heat flux is compared with Teflon R©
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Figure 3.22: Effect of enthalpy on axial velocity profiles
Figure 3.23: Effect of enthalpy on radial velocity profiles
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Figure 3.24: Effect of enthalpy on surface pressure
Figure 3.25: Effect of enthalpy on heat flux profiles
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Slug Calorimeter measurements whose testing conditions were assumed to be similar
to SiC testing conditions and the results showed that they are in good agreement with
the experiment. The surface pressure is also computed over the sample length and
the comparison showed good agreement with measurements. Computational tools
such as KATS-FD can therefore assist in ground testing by predicting unmeasured
parameters such as edge enthalpy, which is needed for surface recession investigations.
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Chapter 4 Volume Averaged Navier-Stokes Equation and
Governing Equations of KATS-US
4.1 Governing Equations
In order to develop an approach that solves both the free flow region and the porous
flow region at the same computational domain, a set of equations applicable to the
whole domain is required. To that end, the macroscopic conservation equations for
the multi-phase flow is derived by applying the Volume-Averaged-Method. In this
approach, the equations are integrated over a Representative Elementary Volume
(REV) whose size is assumed to be much larger than the size of pore. In order
to obtain appropriate averaged quantities, the characteristic length of the averaging
volume must satisfy
l << D << L, (4.1)
where l is the microscopic scale of the media, D is the characteristic length of the
averaging volume and L is the characteristic length of the entire system. This ensures
that the average quantities over the REV is insensitive to the scale of the averaging
region.
Figure 4.1: Flow through porous medium, σ − β phases
The derivation presented here follow Whitaker [88, 89]. The free flow phase is denoted
as β and the solid phase is called σ, as shown in Figure 4.1. The unit normal vector
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which is the vector directed from the solid to the fluid interface is denoted by n, the
velocity of the interface is shown by w and A is the interface boundary of two phases.
The two inter-facial areas are identical, Aβσ = Aσβ and unit normal vector for the
phases are correlated as nβσ = −nσβ since nβσ is pointing from β-phase toward the
σ-phase whereas nσβ is pointing the opposite direction. The averaging volume is
denoted by V , and volume occupied by fluid is represented by Vβ. The averaging
volume is composed of the summation of solid and flow volume.
V = Vβ + Vσ, (4.2)
Volume fractions can be calculated based on the each phase
φβ =
Vβ
V
, (4.3)
and
φσ = 1− φβ. (4.4)
The volume fraction of the fluid phase φβ, is also known as the porosity. Defining ψ
as some quantity associated with the fluid, the superficial average of the quantity ψ
〈ψβ〉 =
1
V
∫
Vβ
ψβdV. (4.5)
The superficial average of a quantity can be represented in the form of intrinsic
average by
〈ψβ〉β =
1
Vβ
∫
Vβ
ψβdV. (4.6)
As it is detailed in Ref. [88], the superficial average is not the preferred dependent
variable since it is not the accurate representation of the quantity, ψ. For instance,
if ψ was a constant given by ψo, the superficial average would not be equal to ψo.
Hence, the preferred dependent variable is the intrinsic average defined in Eq. 4.6.
The superficial and intrinsic quantities are related through
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〈ψγ〉 = φγ〈ψγ〉γ (4.7)
where γ=β or σ. The volume averaging method is employed over the equations that
drive the fluid flow at the pore scale to achieve the full set of Volume Averaged
Navier-Stokes (VANS) equations.
4.1.1 Volume averaged gas species mass conservation equation
The volume averaging method can be applied to the gas mass conservation equation
at the pore scale for macroscopic flows. The continuity equation is
∂ρβ
∂t
+∇ · (ρβuβ) = ω̇, (4.8)
where ρβ represents the flow density, ω̇ is the source term and uβ is the bulk flow ve-
locity. The flow velocity includes the hydrodynamic velocity u and diffusion velocity
V β is
uβ = u+ V β. (4.9)
The theorems and correlations stated in B.1 can be applied to Eq. 4.8 to obtain
∂〈ρβ〉
∂t
+∇ · 〈ρβuβ〉+
1
V
∫
Aβσ
ρβ(uβ −w) · nβσdA = 〈ω̇〉. (4.10)
The third term of left hand side can be included into right hand side as a part of the
source term.
Diffusive transport term can be introduced as J = ρβ(uβ − u) and inserted in
Eq. 4.11. The diffusion term is derived and detailed in B.1.1. The volume aver-
aged mass conservation equation can also be represented by intrinsic values using
previously stated correlation between superficial and intrinsic average to obtain
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∂(φβ〈ρβ〉β)
∂t
+∇ ·
(
φβ〈ρβ〉β〈uβ〉β
)
+∇ · 〈ρ̃βũ〉 = −∇ · 〈J 〉+ 〈ω̇〉. (4.11)
The deviation and closure terms are detailed in B.1. As a result, the volume averaged
mass conservation equation is expressed as
∂(φβ〈ρβ〉β)
∂t
+∇ ·
(
φβ〈ρβ〉β〈uβ〉β
)
= ∇ ·
((
Deff + Ddisp
))
∇〈ρβ〉β + 〈ω̇〉. (4.12)
The gas models that are used for gas species mass conservation equation are discussed
in Section 4.2.1.
4.1.2 Volume averaged solid mass conservation equation
The solid mass conservation equation is defined as
∂ρσ
∂t
= ω̇σ, (4.13)
where ρσ is solid density and ω̇σ represents the the source term for solid, the model
of which is presented in Section 4.2.2. Applying the volume averaging on Eq. 4.13
yields
∂(φσ〈ρσ〉σ)
∂t
= 〈ω̇σ〉. (4.14)
In the universal solver framework, the mesh movement is not necessary. Instead, the
material recession is derived from the solid density profile. Specifically, the location
where the solid density changes from a finite value to zero is the recession front. In
addition, the total solid density is used to interpolate the material properties in the
transition state, as discussed in Section 4.2.2.
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4.1.3 Gas momentum conservation equation
The momentum equation for compressible flow is expressed by
∂(ρβuβ)
∂t
+∇ · (ρβuβuβ) = −∇ · (pβ) +∇ · σβ + ρβg, (4.15)
where pβ is the pressure, g is the accelaration of the external body force, σβ is the
the constitutive relation for stress. Assuming the fluid is Newtonian, the stress tensor
is expressed by correlating the stresses and strain rates as
σβ = τ β + λ(∇ · uβ)I, (4.16)
where τ β = µ
(
∇uβ + (∇uβ)T
)
, I is unit tensor and λ = −2
3
µ for compressible flow
and λ = 0 if it is incompressible flow. Hence, considering compressible flow, Eq.4.16
can be expressed as
σβ = µ
(
∇uβ + (∇uβ)T
)
− 2
3
µ(∇ · uβ)I, (4.17)
where µ is the fluid dynamic viscosity and the superscript is the transpose operator.
Volume averaging procedure can be applied to Eq. 4.15 by following the theorem
stated in B.1. The averaged terms stated in B.1 is combined to obtain
∂(φβ〈ρβ〉β〈uβ〉β)
∂t
+∇ · (φβ〈ρβuβ〉β〈uβ〉β) = −φβ∇〈pβ〉β
+∇ ·
[
µ∇
(
φβ〈uβ〉β
)
+ µ∇
(
φβ〈uβ〉β
)T − 2
3
µ∇ · (φβ〈uβ〉)β
]
+
1
V
∫
Aβσ
(−I p̃β + µ∇ũβ) · nβσdA. (4.18)
The volume averaged version of the gravitational body force can be expressed by
〈ρβg〉 = φβρβgm but it is typically neglected. Equation 4.18 needs to be closed by
introducing governing differential equations for p̃β and ũβ. Whitekar [89] proposed
1
Vβ
∫
Aβσ
(−p̃β + µ∇ũβ) · nβσdA = −µK−1 · φβ〈uβ〉β, (4.19)
60
where K is the permeability tensor of the medium. The second term of the left
hand side can be simplified by following Refs. [63, 90, 91, 92] which assumes that
〈ρβuβ〉β〈uβ〉β ≡ 〈ρβ〉β〈uβ〉β〈uβ〉β. This is obtained by applying the correlation stated
in Eq. B.3 and assuming the dispersion effects to be negligible compared to drag
force if the Reynolds number is small in the pores [90]. Finally, the volume averaged
momentum equation for porous flow can be summarized as
∂(φβ〈ρβ〉β〈uβ〉β)
∂t
+∇·
(
φβ〈ρβ〉β〈uβ〉β〈uβ〉β
)
= −φβ∇〈pβ〉β+∇·〈σβ〉−µK−1 ·φ2β〈uβ〉β
(4.20)
where pβ is the pressure, σβ is the the constitutive relation for stress, µ is the fluid
dynamic viscosity.
4.1.3.1 Darcy Term
Pore Reynolds number can be related to the superficial velocity, defined as
Repore =
|〈uβ〉|d
ν
, (4.21)
where d is the pore size, ν is the kinematic viscosity and 〈uβ〉 is the superficial
velocity. In the case of Reynolds number is very small (Repore  1) the viscous forces
are dominant and the inertial forces can be negligible. Hence, Darcy’s law states that
∇〈pβ〉β = −µ/K · 〈uβ〉. (4.22)
For steady porous flow, the volume averaged superficial velocity is dependent on the
pressure gradient. This was expressed experimentally by Darcy[93]. Darcy’s law can
be retrieved, first, by assuming the flow is steady, incompressible which result in
dropping the transient and the inertial term from Eq.4.20. Moreover, since the flow
velocity is assumed to be very low the drag and viscous term are negligible. The
volume averaged of momentum equation thus becomes
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∇〈pβ〉β = −
µ
K
φβ〈uβ〉β. (4.23)
The volume averaged momentum equation (Eq.4.20) is expressed in an intrinsic av-
erage equation form. In Darcy’s law, the superficial velocity is used and Eq.4.23
becomes
∇〈pβ〉β = −
µ
K
〈uβ〉. (4.24)
In some cases, Darcy’s law is not accurate, especially if the dissipation of kinetic
energy by viscous shear is important. Hence, to account for the transition from low
velocities to comparably faster flow where inertial forces are significant, the Darcy’s
law is extended by including a non-linear term.
∇〈pβ〉β = −
µ
K
〈uβ〉 − ζ〈ρβ〉β|〈uβ〉|〈uβ〉. (4.25)
The last derived equation, Eq.4.25, is know as Forchheimer equation. The term ζ is
material parameter which is the inertial resistance or high-velocity flow coefficient,
or Forchheimer coefficient. If the porous material is a packed bed of spherical par-
ticles, ζ is defined as CE√
K
where CE =
1.75√
150φ5
. In the current study, the full set of
momentum equation is used, adjusted with the Forchheimer term. Hence, the full set
of mementum equation with Forchheimer term is
∂(φβ〈ρβ〉β〈uβ〉β)
∂t
+∇ ·
(
φβ〈ρβ〉β〈uβ〉β〈uβ〉β
)
= −φβ∇〈pβ〉β +∇ · 〈σβ〉
− (µK−1 + ζ〈ρβ〉β|〈uβ〉|)φ2β〈uβ〉β (4.26)
Additionally, KATS-US supports Klinkenbergh permeability model K = K0(1 + b/p)
[94, 46] for rarefied flows. The available permeability models are presented in Sec.
4.2.4.1.
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4.1.4 Volume averaged mixture energy conservation equation
The energy conservation equation for the gas phase is expressed by
∂Eβ
∂t
+∇ · [(Eβ + pβ)uβ] = ∇ · (kβ∇Tβ) +∇ · (Jhβ) +∇ · (σ · uβ), (4.27)
where
Eβ = ρβeβ +
1
2
ρβ|uβ|2, (4.28)
and
eβ = hβ − pβ/rhoβ. (4.29)
The volume averaging procedure is employed on each term as it was done in previous
equations and detailed in Section B.1.6, to give
∂〈E 〉
∂t
+∇ ·
(
φβ〈Fa〉β
)
= ∇ ·
(
Kmix,eff∇〈T̂ 〉
)
+∇ ·
(
φβ〈ρβ〉βDeff∇〈Y 〉β〈hβ〉β
)
+∇ ·
(
φβ〈σβ〉β〈uβ〉β
)
− φ2β
µ
K
〈uβ〉β
2
. (4.30)
where the terms from the left to right are respectively the energy content over time
for both the gas and solid, the advective heat, the mixture conduction, enthalpy
change due to species diffusion, the viscous stress work, and the work due to the mo-
mentum source. Thermal equilibrium between the gas phase and the solid phase
is assumed as T̂ = 〈Tβ〉β = 〈Tσ〉σ. The energy content for both gas and solid
phase is defined by 〈E 〉 = φβ〈Eβ〉β + φσ〈Eσ〉σ. The advective term is defined as
〈Fa〉 = 〈ρβ〉β〈uβ〉β
(
〈hβ〉β + 12〈|uβ|〉
β〈|uβ|〉β
)
. The viscous stress work is derived as
it is described in momentum equation and detailed in B.1. The effective thermal
conductivity for the mixture (Kmix,eff) is introduced in Sec. 4.2.4.
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4.2 Physical models
4.2.1 Gas Models
The gas models included in KATS-US are conventional, including ideal gas law for
species (Eq. 2.11), Dalton’s law for partial pressures (Eq. 2.13), and Wilke’s mixing
rule for transport properties (Eq. 2.45). Fick’s diffusion model (Eq. 2.37) is used as
the current species transport model and it defines the first term of the right hand
side of Eq. 4.12.
4.2.2 Solid Models
For material response problems, the transition between virgin and char material is
often modeled phenomenologically, with material properties interpolated between the
two states as a function of the extent of reaction. The same concept is applied to
KATS-US for the transition between the porous state and the plain flow state. For
instance, a plain flow field has the following properties: porosity = 1, solid densities
= 0, tortuosity = 1, and permeability  10−11m2 (typical order of magnitude for
fibrous carbon material).
The interpolation scheme is linear for all of these properties except for the perme-
ability, which uses an exponential interpolation. The interpolation is achieved using
the ”extent of reaction” defined by
β =
ρ− ρv
ρc − ρv
, (4.31)
where v and c indicates the virgin and char material density, respectively. Hence, the
extent of reaction relationship can be applied to the porosity to model the instanta-
neous values
φ = (1− β)φσ + βφβ. (4.32)
The permeability model is extended to an exponential model as
K = exp[(1− βn)lnKσ + βnlnKβ], (4.33)
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where n is the power coefficient. This interpolation method is using the extent of
reaction applied to the heat capacity, conductivity, enthalpy modelling [95], [96], [97],
[98], [99]. In addtion to the phenomenological model, an orthotropic model is also
supported for the material permeability and the thermal conductivity, as discussed
in Ref. [68].
4.2.3 Free Flow
The free flow is assigned to have high permeability (Kβ → ∞) and unity poros-
ity (φβ = 1). In such case, Darcy term in Eq. 4.20 becomes negligible. Similarly,
other parameters in mixture models such as diffusion coefficient, effective thermal
conductivity fall back to have free flow values.
4.2.4 Mixture Models
Mixture model for gas phase transport properties in porous media are necessary since
the effective properties depend on the micro-structure of the material. For instance,
the effective diffusion coefficient Deff in a fibrous material depends highly on the
fiber orientation, porosity, and the Knudsen number [100].
In the current work, a simplified model is adopted
Deff =
φ
η
D , (4.34)
where η is the tortuosity of the material. The diffusive flux in Eq. 4.20 can be treated
with respect to problem nature and in this work, it is treated as in Eq. 4.34 where
it shows the effective diffusivity depends on the void fraction and tortuosity. The
dispersion coefficient is neglected in Eq. 4.20 since it becomes important when the
pore size is very large [89]. Another transport property is the effective conductivity
presented in the mixture conduction term of Eq. 4.30.
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The effective thermal conductivity for the mixture (Kmix,eff) is geometry dependent
as well, and is discussed extensively in Chapter 3 of Kaviany[101]. In this work, two
simple models are implemented:
Parallel arrangement: Kmix,eff = φkβ + (1− φ)kσ, (4.35a)
Geometric mean: Kmix,eff = k
φ
βk
1−φ
σ , (4.35b)
where each k is an orthotropic tensor which has three mutually orthogonal principal
axes.
4.2.4.1 Porous flow models
As mentioned in Section 4.1.3, modeling porous flow uses different approaches. One of
the these approaches is to use Darcy’s law instead of the full momentum equation set,
thus is less computationally expensive. The other approach can be to apply the full
set of momentum equations presented in Eq.4.20 which has the following definition
as source term
− µ
K
φ2β〈uβ〉β − ζ〈ρβ〉βφ2β|〈uβ〉|〈uβ〉β (4.36)
The elements of the permeability tensor use the Klinkenberg model [94] expressed by
Panerai et al. [46]
K = K0
(
1 +
8c
dp
µ
p
√
π
2
p
ρ
)
φ
φref
(4.37)
where b is permeability slip parameter, c is the proportionality constant, dp is is the
mean pore diameter of the material, can be used.
4.2.5 Reaction model
KATS-US supports the pyrolysis reaction inherited from KATS-MR [102]. Although
KATS-US supports various reaction models, the Arrhenius form reaction rate is typ-
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ically used
kf = Ae
−Ea
RT (4.38)
where A is the frequency factor with the units of 1/s, Ea is the activation energy and
R is the specific gas constant and T>Treaction. The production/consumption rates of
species i, or the source terms in Eq. 4.12 and Eq. 4.14
ω̇i = νikf
Mi
Mref
ρref , (4.39)
where M is the molar weight of species i, νi is the stoichiometric coefficient of gas-solid
reaction, ref indicates the reference species.
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Chapter 5 Capability Assessment and Verification Study of
KATS-US
The unified approach is used to model a channel flow trough a porous domain. The
plain and porous domain have their own specific properties such as porosity, perme-
ability, and conductivity. A channel domain is created for flow to past through it with
subsonic speed conditions. The cylinder is assumed to be impermeable isothermal
wall to show the difference between permeable wall test cases.
Figure 5.1: Grid for flow through impermeable wall
Figure 5.1 shows the grid domain. The mesh includes 100 nodal points in radial
direction and 400 in axial direction. The mesh is clustered at the wall boundary
conditions. The red lines indicate the wall boundary condition. The front blue line
denotes the inflow boundary condition whereas the yellow line represents the outflow
boundary condition. The inflow conditions are U = 0.6 m/s, T∞ = Tw = 300 K. The
results are presented in Fig. 5.2. The circulation zone is captured at the wake region.
This occurs when an adverse pressure gradient is present and creates eddies behind the
cylinder. The same simulation was performed with cylinder, but permeable wall. The
mesh domain for channel flow with permeable cylinder wall is presented in Fig. 5.3.
The grid points at the boundary edges are kept the same as the impermeable wall
case. The material grid is also shown with the interface colored in brown. The circular
interface has 400 nodal points. Figure 5.4 represents plain and porous domain after
initialization. The porosity of the wall is φ = 0.7 and permeability is K = 10−4 m2.
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Figure 5.2: Flow through impermeable wall with KATS-US
Since, the channel flow velocity is very low the Forchheirmer term is not included in
the momentum conservation equation.
Figure 5.3: Grid for flow through permeable wall
Figure 5.4: Plain and material stated under same domain
The flow trough permeable wall is modelled and the results are presented in Fig.
5.5. The flow streamlines are passing through the porous domain. Material recession
is not considered in this simulation, with the flows being placed on how the flow
develops inside the channel and porous domain. The non-dimensional velocity profiles
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Figure 5.5: Flow through permeable wall with KATS-US
Figure 5.6: Non-dimension velocity profile comparisons at different vertical locations
at different locations for both permeable and impermeable wall case are plotted in
Fig. 5.6. It is observed that the non-dimensional velocity profiles are very similar for
permeable case at x = 0.5 and x = 0.6 whereas the impermeable case shows very
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district profiles for the same locations. The solver successfully managed to update
the plain/porous states and solve the governing equations.
5.1 Test Case: Flow Through Porous Medium
A laminar viscous channel flow through a porous medium is used to demonstrate the
intrinsic and superficial versions of the governing equations. The geometry for the
channel flow with porous plug problem is presented in Fig. 5.7.
Figure 5.7: Physical domain and geometry for the channel flow with porous plug
problem
Figure 5.8: Non-dimensional intrinsic velocity contour of the channel flow with porous
plug
The non-dimensional intrinsic and superficial velocity profiles are presented in Figs. 5.8-
5.9. It should be noted that there is no difference between intrinsic and superficial
average in the fluid since in that region the porosity is unity. However, the intrinsic
velocity is expected to rise up in solid region due the fact that porosity is changed.
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Figure 5.9: Non-dimensional superficial velocity contour of the channel flow with
porous plug
Figure 5.10: Non-dimensional velocity profiles at different locations, Da = 10−3
The velocity profiles at different horizontal locations are extracted and compared in
Fig. 5.10 and Fig. 5.11 for both intrinsic and superficial versions of the governing
equations, at Darcy 10−3. At the center of the channel, the velocity is expected to
drop as it is shown in the Fig. 5.10. The non-dimensional velocity decreases as it
gets closer to the channel wall, hence the change inside of the plug is expected to be
higher. The Darcy number is defined as Da= K/H whereH is the channel geometrical
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Figure 5.11: Non-dimensional velocity profiles at different locations, Da = 10−3
constraint parameter and K is the permeability. The results demonstrates the solver
capability where the governing equations are used in superficial version.
5.2 Test Case: Ablation of Porous Medium
A 0.2 m length porous test sample is placed at the end of a channel and kept at
room temperature 295 K. The material is created such that its porosity φ = 0.7 and
permeability K = 10−4 m2. The solid density of the virgin material has an arbitrary
value of 179 kg/m3 which the value of charred TACOT [103] material. The thermal
conductivity constant is chosen to be 64 W/mK. High temperature (1000K) Argon is
driven through the channel and heats the sample. For this test problem, the source
term for the solid density equation is simply the Arrhenius reaction rate. Hence, the
temperature is the main driven for the reaction and the rate of the change of the
solid density. The temperature profile along the centreline with respect to time is
presented in Figs. 5.12 - 5.13. The high temperature Argon gas heats up the porous
73
medium, which is initially kept at the room temperature, starting from material front.
In this case, an abrupt heat change is not observed throughout the solid medium.
The reaction temperature is set to be 400 K, hence the solid density is expected to
change in time. This is illustrated in Fig. 5.13. This simulation aims to demonstrate
the ablation module capability so that it can be extended to the next sections study.
Figure 5.12: Argon flow heating the porous sample and centerline temperature profiles
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Figure 5.13: Change of solid density with respect to time
5.3 Verification Case: Blasius Boundary Layer
This verification case aims to test the viscous term of governing equations. This
is achieved using Blasius boundary layer verification case. A uniform and station-
ary flow impinging tangentially on a vertical flat plate is considered. A schematic
diagram of the Blasius flow profile is presented in Fig. 5.14. All quantities are non-
dimensionalized with the free-stream velocity U∞ and the length δo =
√
νxo/U∞
where xo is the starting dimensional distance from the leading edge, the kinematic
viscosity is shown by ν. The non-dimensional parameter for the non-dimensional
velocity profile is calculated as η = y
√
U∞/νx. The stream function of basic flow
is ψ =
√
νxU∞f(η) where f(η) is the Blasius function and u/U∞ = df/dη = f
′
(η).
The flat plate and the mesh is presented in Fig. 5.15. The mesh consists of 600
nodal points in the longitudinal (radial) direction, 200 in the axial direction. The
grid spacing at the flat plate wall is 10−5 m. The free stream velocity is taken to
be U∞ = 100 m/s , T = 300 K which results in Mach of 0.29. The non-dimensional
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velocity profile comparisons with exact Blasius solution is presented in Fig. 5.16. The
comparison show a good agreement with Blasius exact solution where the maximum
error is calculated to be 0.45%.
Figure 5.14: Flat plate and boundary layer development(figure taken from[10], with
permission)
Figure 5.15: Flat plate location and computational domain
Another parameter that can be compared is the skin friction drag over the flat body.
The flow assumed to be laminar and the exact solution for laminar flow yields Cf =
0.664Re
−1/2
x . The definition of skin friction also is given as Cf = 0.5τw/ρu
2. The skin
friction comparison is presented in Fig. 5.17. The comparison showed good agreement
with exact solution where the error is computed 1.05%.
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Figure 5.16: Comparison of non-dimensional velocity profiles
Figure 5.17: Flow through permeable wall with KATS-US
5.4 Verification Case: Shock Tube
Sod’s shock tube can be used as an analytical solution to test the accuracy and
stability of the code. Table 5.1 represents the conditions for two different zones
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for the shock tube. Figure 5.18 is the representation of shock tube with two zone
initialization. The diaphragm is assumed to be located where the two zones are
separated. Once the diaphragm is broken, the pressure difference causes the flow
to accelerate and forms an expansion and shock waves. The computational domain
is presented in Fig. 5.19 where it consists of 500 nodal points in the longitudinal
(radial) direction, 60 in the axial direction. The pressure profiles of simulated shock
tube are presented in Fig. 5.20. The location of the shocks are calculated from where
a discontinuity occurs.
Table 5.1: Freestream conditions
Zone Pressure [Pa] Temperature [K] Velocity [m/s]
I 10000 384.39 0
II 100000 480.49 0
Figure 5.18: Shock tube with two zones initialization
These discontinuities can be handled by implementing and using total variation di-
minishing (TVD) schemes. These schemes are offered in order to obtain oscillation-
free solutions and have proved to be powerful in CFD calculations. One of the TVD
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Figure 5.19: Shock tube mesh configuration
Figure 5.20: Pressure profiles at different time inside shock tube
schemes used in this present work is well known Min-Mod limiter [104]. The min-mod
TVD schemes is expressed as
Ψ(r) =

min(r, 1), if r > 0
0, if r ≤ 0
 , (5.1)
where r can be calculated using
φe = φP +
1
2
Ψ(re)(φE − φP ),
φw = φW +
1
2
Ψ(rw)(φP − φW ),
79
re =
φP − φW
φE − φP
, rw =
φW − φWW
φP − φW
,
The above expression is an example of how to define the limiter function and imple-
ment it to a variable φ at cell P . The right cell centre is represented by E and the
left cell centre is W . The shock tube is simulated and the results show a successive
diminishing of the oscillations, shown in Fig. 5.21.
Figure 5.21: Pressure profiles at different time inside shock tube with applied TVD
schemes (MinMod)
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5.5 Verification case: Beavers & Joseph’s problem
For this test case, a laminar viscous channel flow over a porous medium is considered.
The Beavers-Joseph problem is a well-known experimental case for the interface study
between pure fluid and porous regions [105]. These regions are parallel to the flow
direction. In this experimental study a discontinuity of shear stress at the interface is
stated. The interface needs to have a stress jump condition to follow Beavers-Joseph
results. However, many numerical studies assumed to have continuity of the shear
stresses at the interface[106], [107]. Moreover, Martin et al. [49] demonstrates a
systematic and universal method of matching governing equations at interface that
can provide a rigorous approach for consistent result in the correct set of interface
conditions. The geometry and flow conditions are presented in Fig. 5.22. A uniform
flow profile is imposed at the inlet of the channel and a fully developed flow is reached
before hitting the porous domain. This problem is considered for Re=1, φ = 0.7 and
two different Darcy numbers, Da= 10−2 and Da= 10−3. Reynolds number can be
calculated according to Re =
ρfUH
µ
, where ρf is the fluid density, and U is the
fully developed average velocity in the fluid region. The Darcy number is defined as
Da= K/H where H is the channel geometrical constraint parameter and K is the
permeability.
Figure 5.22: Physical domain and geometry for the Beavers-Joseph flow problem
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Figure 5.23: Computational domain for the Beavers-Joseph flow problem
The computational grid illustrated in Fig. 5.23 consists of of 480 nodal points in
the longitudinal (radial) direction, and 120 nodal points in the axial direction. A
grid convergence study is carried out to ensure the grid independency. The grid is
clustered near wall and at the interface with a grid spacing of 10−4 m. The velocity
profile is extracted along the y direction and compared with results from Costa et
al. [106]
Figure 5.24: Fully developed velocity profiles for Beavers and Joseph flow problem,
Re = 1, φ = 0.7, Da = 10−2
The fully developed velocity profiles for both Darcy numbers are presented in Fig. 5.24
and Fig. 5.25. The results showed a good agreement with the results Costa et al. The
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Figure 5.25: Fully developed velocity profiles for Beavers and Joseph flow problem,
Re = 1, φ = 0.7, Da = 10−3
results presented in Fig. 5.24 shows a thicker boundary layer profile in the porous
region. Moreover, the velocity at the interface (y/H = 1) is not zero. The velocity
in the plain shows a parabolic profile as expected. Figure 5.25 shows a thinner
boundary layer in the porous domain and an interface velocity approaching zero. It
can be inferred that decrease in Darcy number would result in an interface velocity
of zero as it would be the case in solid wall. These conclusions were also reached in
Costa et al.[106] and Betchen et al.[107] studies.
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5.6 Verification Case: Porous plug problem
In order to verify the set of equations, a channel flow with a porous plug is used. In
this case, the flow is perpendicular to the flow-porous interface and a linear pressure
drop is expected through the porous plug. Similar to Beavers-Joseph flow problem,
two Darcy numbers are considered. The flow conditions are set to have Re=1 and
the porosity of the material is set to φ = 0.7.
Figure 5.26: Physical domain and geometry for the channel flow with porous plug
problem
Figure 5.27: Fully developed centerline velocity profile for channel flow through
porous plug, Re = 1, φ = 0.7, Da = 10−2
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Figure 5.28: linear pressure drop for channel flow through porous plug, Re = 1,
φ = 0.7, Da = 10−2
Similar to Beaver-Joseph problem set up, the flow is fully developed after 0.1H and
there is no necessity to impose a cyclic boundary condition. The mesh is refined to
10−4 m at the wall and at the interface, to improve the accuracy. The pressure drop
through the porous plug and centreline velocity profile is extracted over the channel.
The fully developed centreline velocity profiles are presented in Fig.5.27 and Fig.5.28.
As it can be seen, the agreement Costa et al. is reasonable and the overall error is
around 0.42%.
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Figure 5.29: Fully developed centerline velocity profile for channel flow through
porous plug, Re = 1, φ = 0.7, Da = 10−3
Figure 5.30: linear pressure drop for channel flow through porous plug, Re = 1,
φ = 0.7, Da = 10−3
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Chapter 6 Validation Study of KATS-US
Modelling ground testing facilities such as arc jets, plasma wind tunnels or flow tube
facility is necessary to better interpret the measured data they measure. Hence,
first, the simulations presented in this section are used to define the computational
domain for supersonic and hypersonic arc jet cases. Arc jet test samples can have
complex geometries (e.g. IsoQ), and it is important to accurately define both domains.
Example of input deck for the code is attached in the Appendix B.2.
Figure 6.1: Computational domain of HYMETS test specimen for subsonic flow case
Figure 6.1 shows the plain and solid domain of a test sample of HYMETS. The
domain is divided into there different regions, flow domain, porous domain and non-
porous domain. The wall boundary condition is assigned which separates the non-
porous and porous domain so non-porous domain represents a solid wall holder. For
this initial test, the geometry represents the actual test sample, but the material
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properties are fictitious. The porous domain is assigned to have porosity φ = 0.7
and permeability K = 10−3 m2. This value of permeability is chosen to test the code
under Darcy’s law validity. The computational mesh used to generate the results is
presented in Figs. 6.2-6.3. The grid is finer at the gas/solid interface to allow smooth
transition between the properties. The 3D computational domain is obtained by
rotating the geometry around z-axis for 2o. The mesh consists of 160 nodal points in
the longitudinal (radial) direction, 100 in the axial direction of flow region, 100 in the
axial direction of solid region. The mesh is clustered at the interface and the results
are ensured grid independent solution. A set of different free stream velocities are
specified, U = 6 m/s, U = 60 m/s whereas the temperature is kept as 300 K. The
main goal in these simulations is to progressively increase the velocity and examine
the flow at the gas/solid phase interface.
Figure 6.2: Front view of the computational domain
Figure 6.4 shows the velocity contours over and through the permeable test sample
for two different free stream conditions. It can be observed that velocity decrease
inside of the material but acceleration is also observed at the corner of the wall
boundary condition due to the favourable pressure gradient. Similar boundary layer
development is observed on top of the gas/solid phase interface.
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Figure 6.3: Rotated view of the computational domain
Non-dimensional velocity profiles are extracted at two different locations, x = 3 mm
and x = 10 mm. The results are presented in Figs. 6.5a-6.5b. The test condition with
higher free stream velocity results in higher flow velocity inside of the solid phase.
Moreover, the boundary layer is thicker at x = 10 mm since the velocity is higher. In
the next section, the equations will be tested for higher velocity ultimately reaching
arc jet flow velocities.
89
Figure 6.4: Comparison of velocity profiles for U∞ = 6 and U∞ = 60 m/s (isolines
indicates the velocity, units m/s)
6.1 Supersonic Flow Through Permeable Material
An arc jet test sample simulation is carried out under supersonic flow conditions. The
test sample is chosen to be the 25 mm diameter probe used at HYMETS [9, 65, 66,
108, 109]. Fig. 6.6a illustrates the computational domain used for the supersonic flow
modelling, with the specified boundary conditions. The mesh was tested to ensure
that the solution was grid independent. Moreover, shock alignment is also ensured.
The shock alignment line is illustrated in red in Fig. 6.6b. Similar to previous sections,
the 3D computational domain is obtained by rotating the geometry around z-axis for
2o. The mesh consists of 500 nodal points in the longitudinal (radial) direction, and
600 in the axial direction. At the interface of gas/solid phases, the grid is clustered so
that a smooth transition between two phases is maintained. It should be noted that
the grid before shock line can be kept with less cell numbers since nothing is expected
to take place. The same computational domain is used in ablative test cases where
the shock wave is expected to move forward or backward. Hence, the grid domain
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(a) x = 3 mm
(b) x = 10 mm
Figure 6.5: Non-dimensional velocity profile comparison at different axial locations
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before the shock line is kept bigger for ablative test cases to study the shock location
movement.
6.1.1 Supersonic flow case : Non-ablative material
First, the supersonic flow field is modelled without allowing the sample to recess. The
free-stream conditions are presented in Table 6.1. A single species N2 is used as the
gas and the material is assumed to be non-ablative, so no recession is allowed to take
place. The solid density of the material is taken as 179 kg/m3. The porous domain
has porosity φ = 0.87 and permeability K = 1× 10−4 m2.
Table 6.1: Freestream conditions
Gas Pressure [Pa] Temperature [K] Velocity [m/s] Mach
N2 101325 294 430 1.29
The results of supersonic flow conditions over the permeable arc jet test sample are
illustrated in Fig.6.7-6.10. The normal shock is captured and a pressure drop can
be observed through the porous sample. The flow velocity can reach up to 30 m/s
inside of the porous medium. This high velocity inside the material is due the high
permeability of the material, especially when compared to FiberForm R©. Stagnation
line values are also extracted to observe the velocity, temperature and pressure dis-
tribution throughout the material. The results are presented in Figs. 6.11a-6.11d.
The pressure profile shows a smooth decrease from plain side to solid side whereas
the axial velocity profile show a sudden decrease at material front. The shock can
be located at where there is a discontinuity in the flow field. This is measured as
20 mm from material front. It is observed that there is a fluctuation right at the
plain/solid interface in velocity and number density. This could be due to the fact
that the pressure gradient at the interface where there is a sudden drop.
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(a) Computational domain of permeable arc jet test
specimen
(b) Grid domain of permeable
arc jet test specimen and shock
alignment
Figure 6.6: Computational domain sketch and grid with shock alignment for super-
sonic flow case 93
Figure 6.7: Pressure contour of supersonic flow through non-ablative material
Figure 6.8: Velocity contour of supersonic flow through non-ablative material
6.1.2 Supersonic flow case : ablative material
For this case, an ablative material (i.e FiberForm R©) is considered, using the same
computational domain and geometry illustrated in Figs. 6.6a-.6.6b. The free-stream
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Figure 6.9: Mach contour of supersonic flow through non-ablative material
Figure 6.10: Temperature contour of supersonic flow through non-ablative material
conditions presented in Table 6.1 are also used. The FiberForm R© porosity is taken as
0.88, and solid density as 179 kg/m3. The Arrhenius reaction rate model introduced
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(a) pressure (b) axial velocity
(c) temperature (d) number of N2
Figure 6.11: Stagnation line profiles for pressure, axial velocity, temperature and
number of N2 densities for non-ablative case
in Sec. 4.2.5 is used to decompose the solid material. Constant rate parameters are
also chosen arbitrarily (A = 1−3 1/s, E-a = 500 J/mol) so that it does not consume
the material too fast, but it degrades enough to alter the original solid material shape.
The results of the recession study under supersonic flow conditions are presented in
Figs. 6.12-6.15. A dash line is inserted to locate the material front face so that the
surface degradation can be evaluated. It can be seen that the material is not only
loosing material at the front but also changing properties internally. The shock wave
is captured while the material properties are changing and the material becomes
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Figure 6.12: Pressure contour of supersonic flow through ablative material, t = 2.84
sec
Figure 6.13: Mach contour of supersonic flow through ablative material, t = 2.84 sec
more permeable. Stagnation line profiles are also presented in Figs. 6.16a- 6.16d.
The results are obtained for different times. The recession distance can be measured
97
Figure 6.14: Porosity contour of supersonic flow through ablative material, t = 2.84
sec
Figure 6.15: Solid density contour of supersonic flow through ablative material, t =
2.84 sec
by locating the first coordinate with solid density greater than zero. There is no
recession measured since the solid density is always greater than zero, however the
overall mass loss can be calculated by integrating the solid density over the domain,
and subtracting from the original value. Hence, the overall mass loss at 2.84 s is 0.089
g.
Having modelled single species with empirical ablation model, a multi-species oxida-
tion test case is conducted. A simple gas/solid reaction model consisting of a single
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(a) pressure (b) axial velocity
(c) temperature (d) number of N2
Figure 6.16: Stagnation line profiles for pressure, axial velocity, temperature and
number of N2 densities for ablative case, t = 2.84 sec
reaction is used to study the oxidation of carbon fibre material.
C(s) +
1
2
O2 → CO (6.1)
The above reaction uses the forward reaction rate of Eq. 4.38. It should be noted
that only O2 oxidation is considered where more oxidation reactions do occur, and
these are well explained in Ref.[60]. The species production/consumption rates which
are the source terms of volume averaged gas conservation equation stated in Eq. 4.12
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and solid conservation equation defined in Eq. 4.14 are determined by
ω̇i = νikf
Mi
Mref
ρref (6.2)
where νi is the stoichiometric coefficient, Mi is the molar weight of species i, and
the reference corresponds each species in Eq.6.1. The constants of reaction rate is
obtained from Weng et al. [110]. Although the oxidation model is physical, the flow
condition is fictitious and the reaction temperature is set as 350 K. The domain
is initialized with 95% O2 and 5% Ar. Initially, CO is assumed to be zero. The
consumption of O2 and C(s) will result in CO production and Ar is treated as non-
reactive gas.
Table 6.2 presents the free stream conditions for the oxidation modelling of supersonic
flow. The oxidation results are obtained at the physical time of 2.98 seconds. Porosity
and solid density change contours are presented in Figs. 6.17 - 6.18. Although the
simulation time is similar to the empirical ablation model presented in the previous
section, the recession is higher due to the fact that the activation energy and reaction
rate is larger.
Table 6.2: Freestream conditions for the oxidation test case at supersonic velocity
Gas Pressure [Pa] Temperature [K] Velocity [m/s] Mach
O2, Ar 101325 294 430 1.29
The solid density profile change with respect to time is presented in Fig. 6.19. The
plot also shows how much material has recessed. The recession is measured as 5.4
mm, which yields 0.989 g of material loss. The stagnation line profiles for pressure,
temperature, velocity and number of densities are presented in Figs. 6.20, 6.21, 6.22,
6.23. The recession is larger so that all the profile are expected to shift to the right
where the material zone is no longer behaves as solid but plain. Since the material is
recessing, the gas/solid interface will move accordingly. At the interface, a fluctuation
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Figure 6.17: Porosity change with oxidation model under supersonic flow condition,
t = 2.98 sec
Figure 6.18: Solid density change with oxidation model under supersonic flow condi-
tion, t = 2.98 sec
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Figure 6.19: Solid density profiles change with time
is observed. This could be a result of the new species generation which disturbs the
flow field.
Figure 6.20: Stagnation line pressure profile with oxidation model under supersonic
flow condition, t = 2.98 sec
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Figure 6.21: Stagnation line temperature profile with oxidation model under super-
sonic flow condition, t = 2.98 sec
Figure 6.22: Stagnation line axial velocity profile with oxidation model under super-
sonic flow condition, t = 2.98 sec
6.2 High Temperature Flow Tube Experiment
A series of high temperature flow tube experiment was performed to study gas/material
interaction in porous carbon samples [11]. The detailed information about the flow
tube set up, more experimental data and instrumentation can be found in Refs. [111]
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Figure 6.23: Stagnation line number densities and porosity profile with oxidation
model under supersonic flow condition, t = 2.98 sec
and [11]. One of the series is designed to study the oxidation performance of oxygen
and carbon dioxide [11]. The flow tube experimental set up and instrumentation
sketch is given in Fig. 6.24.
Figure 6.24: Schematic of the flow-tube experimental setup and instrumentation
(figure taken from Panerai et al. [11] with permission)
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FiberForm R© is the material tested, subjected to oxygen and carbon dioxide as oxidiz-
ing gases. The gas reacts with the material, and the latter becomes more permeable
over time. Thus, to keep a constant mass flow rate, the inlet pressure is controlled by
the mass flow valve shown in Fig. 6.24. Moreover, the pressure at the outlet is kept
constant during the measurements.
The goal of this study is to provide a validation study of KATS-US models. The fo-
cus is thus not only on the oxidation model, but on the overall framework. It should
be noted that gas phase reactions were not considered in this study, and only high
temperature oxygen is used. The pressure profiles and partial pressures are presented
in Fig. 6.25 and 6.26, respectively. The upstream pressure and the pressure difference
are used to specify the inlet and outlet boundary conditions for the simulations.
Figure 6.25: Pressures as a function of time for the oxidation of FiberForm by
O2(figure taken from Panerai et al. [11] with permission)
It is reported in Panerai et al. [11] that no O2 is observed downstream which means
that all of the oxygen is consumed by the material. The downstream gas is composed
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Figure 6.26: Partial pressures measurement by RGA (figure taken from Panerai et
al. [11] with permission)
of CO. However a few minutes before the end of the run, a slight amount of CO2
is observed. Since the amount of CO2 is small compared to CO, only the forward
reaction given by Eq. 6.3 is considered at this study.
C(s) +
1
2
O2 → CO (6.3)
The reaction rate (kf ) coefficients for the Eq. 6.3 are given as A = 70 s
−1 and
Ea/R = 5.0995× 103 K. The activation energy is obtained from Panerai et al. [112].
The frequency factor A is computed by trials and errors such that it matches the
experimental mass flow rate. The uncertainty of experimental mass flow rate is stated
as %7 [46]. The mass flow rate of the simulation is approximated to be 2.39x10−3
g/s which is 2% less than the measured value.
The species mole fractions are illustrated in Fig. 6.27. It can be observed that most
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Figure 6.27: Species mole fraction along the flow tube
Figure 6.28: Change of solid density in time
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of the oxygen is consumed at the front surface of plug. This is also observed in the
high temperature oxygen experiment [11]. The solid density change through time is
presented in Fig. 6.28 which demonstrates a surface recession and property change of
the material. The recession distance can be obtained from the solid density profile
by finding the location whose the density is greater than zero. The simulation is
conducted for 10 minutes. At the end of simulation, the recession is predicted as
12.26 mm, whereas the reported recession distance by Panerai et al. [11] is 12.90 mm.
Having considered the uncertainties come from experimental measurements such as
mass loss during sample extraction, it can be said that the recession prediction is
in a good agreement with the experimental measurement. Moreover, the mass loss
can be obtained by integrating a solid density profile presented in Fig. 6.28. Hence,
the total mass loss is computed as 0.946 g. Panerai et al. [11] reported the mass
loss as 1.041 g, and the measured carbon loss due to gas is 0.9 g. The discrepancy
between the actual mass loss and the total carbon loss is likely due to the extraction
of the sample from the tube, since the fibrous material is very brittle. Moreover,
it can become more brittle after undergoing oxidation. It is also possible that the
oxidation leads to mechanical removel (spallation) [113, 114, 115, 116]. Since there is
no oxygen downstream of the sample, the spalled carbon particles would have been
carried away with the flow without further oxidation, and would not be detected
by the Residual Gas Analyser (RGA). Hence, it can be stated that the numerical
prediction show a good agreement with the experimental measurements, especially
in carbon loss measurement.
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6.3 Hypersonic flow over ablative material
Finally, a hypersonic flow over FiberForm R© is modelled and compared to an exper-
iment. The FiberForm R© sample was tested at the NASA HYMETS arc jet facility.
The 25 mm diameter test sample shown in Fig. 3.12 is inserted in the arc jet flow.
The length of the test specimen is 25.4 mm and it is located 50.8 mm downstream
of the nozzle exit, as shown in Fig. 3.12b. HYMETS arc jet facility uses a two-color
single-point pyrometer to measure the surface temperature. In this test campaign, the
pyrometer measured the temperature near the stagnation point region. Figure 6.29
shows the region of focus of the pyrometer, a 1 cm diameter circle. The FiberForm R©
test sample subjected to arc jet flow and an x-ray image of the sample after testing
is shown in Fig. 6.30 and Fig. 6.31, respectively. Surface temperature and stagnation
point thermocouple measurements are also presented in Figs. 6.29 - 6.30. The testing
duration is 30 seconds. It is noted that the holder bend during the experiment and
caused the region of focus to move away from the stagnation point. This introduces
error in the temperature measurements. The test case and the flow conditions are
presented in Table 6.3. The case is denoted by Run 6 to indicate the experiment
number.
Figure 6.29: Region of focus of the pyrometer (Courtesy of NASA)
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(a) Test sample subjected to the arc jet flow (b) Temperature measurement recordings
Figure 6.30: FiberForm R© test sample subjected to the arc jet flow and instantaneous
temperature measurements (Courtesy of NASA)
Figure 6.31: X-ray image of the test sample after testing (Courtesy of NASA)
The procedure described in Sec. 6.1.1 is used to define the computational domain and
align the mesh for the hypersonic flow. The computational domain and the boundary
conditions are presented in Fig. 6.32a. The grid shown in Fig. 6.32 consists of 600
nodal points in radial direction and 640 in axial direction. The permeability has a
value of 10−9 m2 which is typical carbon fibrous materials [46]. Thermal conductiv-
110
Table 6.3: Test case and flow conditions
Case Gas Bulk Enthalpy Arc Current Mass Flow Rate Test Cabin Pressure
- - MJ/kg A slpm Pa
Run 6 Air 17.5 251 278 197
(a) Computational domain schematic (b) Mesh configuration and shock alignment
Figure 6.32: Hypersonic case (a) plain, and solid initialized domain, (b) computa-
tional grid
ity of the material was taken as 20 W/m.K [117]. The inlet boundary conditions
were obtained from the nozzle simulation study. Similar study were carried out in
Refs. [65, 67]. The velocity was obtained by using the mass flow rate and nozzle
geometry. Figure 6.31 shows the length of the sample after 30 seconds of testing
which indicates a 3.90 mm recession. The simulation is conducted for the first 10
seconds of the experiment. The reason is that the experiment reports an adequete
temperature readings until 12 seconds and after this time the measurements inlude
higher uncertainities. This can be observed from the thermocouple readings shown
in Fig. 6.30 where a sudden change is noted at 12 s. The reaction rate is chosen such
that it will give the same amount of recession for 30 seconds. The reaction temper-
ature is set to 2577 K. The solid density change contour is shown in Fig. 6.35a and
111
recession is measured from, Fig. 6.37a for a value of 1.23 mm. Interestingly enough,
we see some non homegenous recession along the surface of the material. This is
due to the fact that the temperature is not distributed uniformly. However, it can
be observed that the corner of the sample recesses faster that the front surface, as
expected. The total and partial pressure contour of O2 species and the Mach pro-
files are presented in Figs. 6.33a, 6.33b, 6.34b. The facility has a nominal Mach of
5 flow but the prediction shows it slightly lower, at Mach 4.97. The pressure prop-
agation into the permeable material can be observed in Figs. 6.33a, 6.33b, 6.36a.
The temperature contour and stagnation line temperature profile are also presented
in Fig. 6.34a, 6.37a. The solutions presented in Fig. 6.34a are obtained for physi-
cal time of 10.1 seconds. The surface temperature is predicted as 2807 K which is
higher than the measurements (2477 K). This over prediction can be due the fact
that the pyrometer is under predicting since the region of focus is moving during the
experiment or the reaction rate is not accurate. Moreover, re-radiation is not consid-
ered in the present study which would reduce the computed temperature. This 13%
discrepancy between experiment and simulations can be decreased by investigating
these uncertainties. The thermocouple is embedded at 5.35 mm and the measured
temperature is 1690 K at 10 seconds whereas the prediction gives 1826 K. The dif-
ference between thermocouple measurement and numerical prediction is lower than
the surface temperature comparisons. It is noted that the thermocouple measure-
ments indicates accurate readings until 12 seconds. After this point, the temperature
profile shows a sudden drop as shown in Fig. 6.30. This can be explained with the
fact that the thermocouple is either broken or melted during the experiment. Hence,
the experimental uncertainty can be higher than the reported. Another factors that
affect the numerical temperature measurement are the permeability, effective thermal
conductivity and solid density. KATS-US interpolate the permeability as a function
of extent of reaction using an exponential function defined in Eq. 4.33. Weng et al.
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(a) Total pressure contours (b) Partial density contours for O2 species
Figure 6.33: Total pressure and partial pressure contours of O2 species under hyper-
sonic flow case, t = 10 sec
[118] proposes a novel permeability model and extends it with power coefficients. The
permeability model reveals that the upstream pressure is changed significantly once
the material starts to decompose. It is thus important to have an appropriate per-
meability model in cases where the material decomposes. Similarly, an investigation
for effective thermal conductivity is needed to improve the current models.
The number density of CO is presented in Fig. 6.35b. The diffusion of produced
species can be observed in and out of the solid domain. Stagnation line number of
density profiles are shown in Fig. 6.37b where the accumulation of each species is
shown.
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(a) Temperature contours (b) Mach contours
Figure 6.34: Temperature and Mach contours of a FiberForm R© sample subjected to
a hypersonic flow, at t = 10 sec
(a) Solid density contours (b) Number of densities
Figure 6.35: Solid density change and number densities of a FiberForm R© sample
subjected to a hypersonic flow at t = 10 sec
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(a) Total pressure profile (b) Axial velocity profile
Figure 6.36: Stagnation line total pressure and axial velocity profile of a FiberForm R©
sample subjected to a hypersonic flow at t = 10 sec
(a) Temperature and solid density profile (b) Number density and porosity profile
Figure 6.37: Stagnation line total temperature, initial solid density profile, recessed
solid density profile and number densities of a FiberForm R© sample subjected hyper-
sonic flow at t = 10 sec
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6.4 Hypersonic flow over permeable and impermeable wall
The free stream flow conditions presented in Table 6.3 are used to model a flow
over both permeable and impermeable non-ablative material. The objective of this
section is to compare results between solid wall and porous wall. Moreover, two
different porous walls are simulated: one with a higher permeability of K = 1× 10−6
m2, the other at a lower value of K = 1 × 10−9 m2. The simulations for permeable
wall case are conducted for physical time of 1.31 sec whereas the impermeable wall
case is at steady state. The partial pressure contours are presented in Figs. 6.38-6.39.
The wall with lower permeability shows similar pressure results than the impermeable
wall. The flow penetrates deeper for higher permeability case which allows the high
temperature to diffuse inside of the sample. The temperature evaluation is presented
in Figs. 6.40-6.41 for three cases. Although, the effective conductivity is the same
for both permeable cases, it can be observed that the higher permeability case allows
the flow passage easier compared to the lower permeability case and this alter the
temperature profiles. The permeability and porous flow velocity play important role
in the temperature computation and this can be examined by recalling Eq. 4.30
closure term. Axial velocity contours are shown in Figs. 6.42-6.43. The boundary-
layer structure is not the same for two different porous case and this can be observed
at Fig. 6.43. This change can also alter the boundary-layer chemistry [119]. Similar
to the Beavers-Joseph analysis, a thinner boundary layer in the porous domain and
an interface velocity close to zero is observed at lower permeability case.
In order to determine the shock wave location and do quantitative comparisons,
Figs. 6.44-6.46 are presented. It is observed that the post shock is thinner for the
permeable wall cases. This is due to the fact that the flow is not stationary at
the stagnation point. It is possible to have a weaker shock with porous materials
since the flow diffuses into the solid and pressure drop takes place. Temperature
profiles along the axial directions are extracted at different locations and presented
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in Figs. 6.47-6.49. It is observed that the temperature is higher between the shock
edge and the material front when the material permeability is lower whereas it is
lower when the solid material is higher. Similarly, axial velocity profiles are extracted
along the radial directions to compare the boundary layers over the sample shoulder,
Fig. 6.50. The boundary layer is thicker for higher permeability case, as expected.
Lastly, axial velocity profiles along the axial direction are presented in Figs. 6.51-6.52.
It is observed that the flow is nearly stationary at the stagnation point for lower
permeability case whereas the velocity reaches up to 40 m/s in higher permeability.
Figure 6.38: Partial pressure contour of impermeable wall under hypersonic flow
conditions
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Figure 6.39: Partial pressure contours of permeable walls under hypersonic flow,
t = 1.31 sec, for a permeability of K = 1× 10−6 m2 (bottom), and K = 1× 10−9 m2
(top)
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Figure 6.40: Temperature contour of impermeable wall under hypersonic flow condi-
tions
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Figure 6.41: Temperature contours of permeable walls under hypersonic flow, t = 1.31
sec, for a permeability of K = 1× 10−6 m2 (bottom), and K = 1× 10−9 m2 (top)
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Figure 6.42: Axial velocity contour of impermeable wall under hypersonic flow con-
ditions
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Figure 6.43: Axial velocity contours of permeable walls under hypersonic flow, t =
1.31 sec, for a permeability of K = 1×10−6 m2 (bottom), and K = 1×10−9 m2 (top)
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Figure 6.44: Partial pressure contours of permeable wall for a permeability of K =
1× 10−9 m2 (top), and impermeable wall (bottom), t = 1.31 sec
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Figure 6.45: Temperature contours of permeable wall for a permeability of K =
1× 10−9 m2 (top), and impermeable wall (bottom), t = 1.31 sec
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Figure 6.46: Temperature iso-line map of permeable wall for a permeability of K =
1× 10−9 m2 (top), and impermeable wall (bottom), t = 1.31 sec
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Figure 6.47: Stagnation line temperature profile comparisons for a permeability of
K = 1× 10−9 m2, K = 1× 10−6 m2 and impermeable wall, t = 1.31 sec
Figure 6.48: y = 5 mm line temperature profile comparisons for a permeability of
K = 1× 10−9 m2, K = 1× 10−6 m2 and impermeable wall, t = 1.31 sec
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Figure 6.49: y = 12.5 mm line temperature profile comparisons for a permeability of
K = 1× 10−9 m2, K = 1× 10−6 m2 and impermeable wall, t = 1.31 sec
Figure 6.50: Velocity profiles comparisons along x = 3 mm and x = 10 mm for a
permeability of K = 1× 10−9 m2, K = 1× 10−6 m2 and impermeable wall, t = 1.31
sec
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Figure 6.51: Stagnation line axial velocity profile comparisons for a permeability of
K = 1× 10−9 m2, K = 1× 10−6 m2 and impermeable wall, t = 1.31 sec
Figure 6.52: y = 5 mm line axial velocity profile comparisons for a permeability of
K = 1× 10−9 m2, K = 1× 10−6 m2 and impermeable wall, t = 1.31 sec
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Chapter 7 Concluding Remarks, Contributions and Future
Work
7.1 Summary
Modeling the interaction between the flow field and the ablative materials is a chal-
lenging problem and this dissertation aims to provide a computational solver for
simulating the conjugated physics of these two phases. This work thus presents
the mathematical and numerical formulation used in the development of a universal
solver code, which is capable of solving a complex response of an ablative material
and flow field at the same time. The solver uses unified approach to solve both phases
seamlessly. It is based on the Volume Averaging Methodology applied over the macro-
scopic Navier-Stokes equations that leads to a single set of conservation equations.
The current state-of-the-art approaches for solving conjugated fluid-solid problem are
limiting the solution accuracy since the the exchange of information at the interface
is increasingly tedious. With such approach, the requirement for a surface balance
equation and an additional boundary condition at the flow-solid interface is avoided.
The conservation equations are adapted to the pre-existing modeling framework, Ken-
tucky Aerodynamic and Thermal-response System (KATS). The KATS framework
is proved and validated to be robust and capable to implement complex governing
equations separately. The Volume Averaged Navier-Stokes equations are extended to
solve multi-species flow field. This provides the flexibility to account for gas phase
reaction models as well as to implement thermal degradation gases. From the view
of the material domain, the porosity, the solid density, and the permeability of the
porous phase are treated as a variable of the computation to account for ablation
through source terms. The evolution of these variables is then used to determine the
position of the flow-solid interface.
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Available analytical cases, benchmark solutions and code-to-code comparisons demon-
strated the capability of the solver and the verification of the unified approach. The
unified approach is also employed to study volume ablation phenomena under high
velocity flow condition which is the typical targeted application in this study. This is
studied by simulating a supersonic flow case over an ablative material and by repli-
cating a hypersonic experiment conducted at HYMETS, a NASA Langley facility.
The shape change of the ablative test cases under supersonic and hypersonic flow
conditions demonstrated that the flow field is affected significantly. The location of
the shock, pressure distribution on the solid medium, Mach number variations in
the free stream are different compared to non-recessed cases. The conditions over
and inside the porous medium are thus affected by the altered flow field due to the
shape change effects and this ultimately alters the ablation. This clearly indicates
that current state-of-the-art approaches have drawbacks and unified approach allows
to predict the thermal response of an ablative material under entry conditions more
accurately.
The universal solver also showed that it is able to solve compressible flows with multi-
species, including very low Mach number flows. This capability is tested against
channel and pipe flows including the presence of ablating and non-ablating porous
medium. Novel permeability models are adapted in these cases to study effect of the
permeability on porous flow. The study revealed that permeability does alter the
pressure and flow field inside the decomposing medium which ultimately can affect
the ablation behaviour.
The use of unified solver in the simulation of flow tube and arc jet experiments
demonstrated its predictive capabilities well enough and addressed the needs for up-
dated finite-rate chemistry models so that the carbon fibers oxidation can be modeled
more accurately. Although, universal solver is used mainly to study oxidation of car-
bon preform, other gas/surface interactions phenomenon can be studied. Within
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the solver development, suggestions on improvement and implementation of physical
models are described in order to enhance its capability further and extend the range
of its application area.
7.2 Original contributions
1. Computational prediction of an arc jet test section : Although flight
experiments are preferred to study the physics behind the atmospheric entry
environment, they are costly and rare. As an alternative to flight experiments,
high enthalpy flow facilities are commonly used for simulating conditions expe-
rienced during planetary entries. However, these tests carry a high degree of
uncertainty and are not fully capable of replicating entry environments. Thus,
there is a need for high fidelity modelling tools which can be applied to ground
testing as well as flight conditions. The work presented here shows the abil-
ity to use KATS-FD as a computational prediction tool by comparing results
with a set of experiments conducted at HYMETS facility at NASA Langley.
The simulation parameters are compared to radial and axial velocity profiles.
Moreover, surface pressure and heat flux profiles are analysed and excellent
agreement is found with the experimental data. A parametric study is carried
out in order to better assess the effects of the initial and boundary conditions.
The outcomes of the study showed that the numerical tools can be used to
assist the ground testing facility and the methodology presented contributes to
the research community. This chapter also helps to provide further motivation
for the future work.
2. Volume averaging macroscopic Navier-Stokes equations : The macro-
scopic Navier-Stokes equations for the fluid flow is derived by applying Volume-
Averaged-Method over Representative Elementary Volume (REV). In this study,
all the derivations followed Whitaker [88, 89] steps to achieve the required set
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of equations. The detailed derivation is presented in this document such that it
provides the steps to achieve volume averaged Navier-Stokes equations (VANS).
The source terms of the derived equations are introduced. The permeability
models that is used in the closure terms are discussed for porous flow mod-
elling. Moreover, the momentum equation is adjusted with Forchheimer term
to account the transition from low velocities to comparably higher flow where
inertial forces become significant.
3. Modelling high velocity flow through porous media : The well known
Darcy’s law is the most widely used equation for describing the flow of a fluid
through a porous medium. The equation predicts a linear correlation between
the fluid velocity and the pressure gradient. It is also known that the validity
of the equation can be questionable when describing more complex flow situ-
ations such as atmospheric entry conditions where non-linear flow behaviour
occurs due to the high speed flow rates. In this work, Darcy’s law is extended
to account for inertial forces and the capability of the equation is tested under
supersonic flow conditions. The outcomes of the supersonic study justifies the
validity of the equations and demonstrates applicability for high velocity flow.
Moreover, ablation mechanism under high velocity is demonstrated which pro-
vides motivation to further examine how the high velocity and high temperature
flow behaves under complex ablation mechanism where the material shape is
changing with time. This work also shows the necessity for better chemical
models which would increase the accuracy of material response.
4. Modelling high temperature flow tube experiment focusing on O2 ox-
idation of carbon fibre material : In this section, the modeling approach
is used to provide comparative results of oxidation of carbon preform. This is
accomplished by modelling a set of flow tube experiments. The numerical pre-
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diction show a good agreement with the experimental measurements where the
validity of the O2 oxidation model can be extended for flow tube experiments.
This work is also important due to its ability to quantify CO production. The
study also provides the motivation to introduce new reaction models for surface
and volumetric ablation.
7.3 Future work
1. Radiation modelling with universal solver : The radiation from shock
wave during the re-entry mission can be significant part of the overall heat
transfer to the vehicle. It would be of great importance to extend the capability
of universal solver to account not only in shock layer fore-body radiative heating
but also predicting its contribution to after-body radiative heating which could
be as significant as convective heating. Furthermore, it is of interest to examine
ablation products contribution to overall radiative heating.
2. Finite rate oxidation modelling for carbon porous mediums with uni-
versal solver : Available finite-rate oxidation models for carbon surfaces under
re-entry flow conditions contain conservative assumptions and high uncertain-
ties. It is of interest to employ finite-rate oxidation models that are developed
based on molecular beam experiments.
3. Automatic mesh adaptation : Stationary mesh is adapted to universal
solver. Under recession, very complex geometries can be formed and in order to
increase the accuracy of the solution, mesh configuration needs to be its finest.
Second approach can be to extend the capability of the KATS framework to
allow moving mesh feature so that not only the number of cells can be decreased
but also the regions where the solution needs finer mesh resolution, particularly
the recession zones, can be solved effectively.
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4. Thermal non-equilibrium porous media modelling : In this work, solid
and flow are in thermal equilibrium. It is of interest to have thermal non-
equilibrium by including a separate energy equation that solves for the vibrational-
electron-electronic energy. Relaxation rates can be employed to model the en-
ergy transfer rate between the translational-rotational and vibrational-electronic
modes. Similarly, the chemical non-equilibrium can be considered through the
chemistry source terms.
5. Resin decomposition : Models to compute the thermal degradation and de-
composition of phenolic-based materials are still limited. It is of interest to
have a multi-dimensional pyrolysis gas transport model included in universal
solver that can simulate complex in-depth material response with high fidelity.
Including multiple solid species allows the code to trace the decomposition reac-
tions of the phenolic-based mediums. Moreover, most of the material response
models uses Arrhenius rate constants which are typically obtained from ther-
mal gravimetric analysis measurements at low in-depth heating rates. Thus, it
would be of great importance to use rate constants obtained from measurements
of higher heating rates.
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Chapter A
A.1 Chemistry Data
Basic chemistry data for gas species is tabulated in Table A.1. Considering the gas
flow field, the species could be treated as 5-species air, 6-species air. 11-species air or
13-species air for the nature of the problem. The molar mass of a species is denoted
by Ms, the energy of formation is represented by h
o
s, As, Bs and Cs are the constants
for Blottner viscosity model, Ds is the dissociation potential of a molecule and the
species characteristic vibrational temperature is show by θv,s. Moreover, the species
charge is represented by Gs and Îs is the ionization energy.
Table A.1: Species chemistry data
Species hos (J/kg) M
o
s (g/mol) As Bs Cs Ds (J/kg) θv,s(K)Gs Îs(J/kg)
Ar 0 39.948 2.68142E-2 3.177838E-1 -1.13155513E1 3.363E7 3395 0 0
N2 0 28 2.68142E-2 3.177838E-1 -1.13155513E1 3.363E7 3395 0 0
N 3.362161E7 14 1.15572E-2 6.031679E-1 -1.24327495E1 0 0 0 0
NO 2.996123E6 30 4.36378E-2 -3.355110E-2 -9.57674300E0 2.090E7 2817 0 0
O2 0 32 4.49290E-2 -8.261580E-2 -9.20194750E0 1.542E7 2239 0 0
O 1.543119E7 16 2.03144E-2 4.294404E-1 -1.16031403E1 0 0 0 0
N+2 5.425897E7 27.9994514 2.68142E-2 3.177838E-1 -1.13155513E1 3.003E7 3395 1 0
O+2 3.658450E7 31.9994514 4.49290E-2 -8.261580E-2 -9.20194750E0 2.009E7 2239 1 0
NO+ 3.283480E7 29.9994514 3.02014E-1 -3.5039791 -3.73551570E0 3.490E7 2817 1 0
O+ 9.770599E7 15.9994514 2.03144E-2 4.294404E-1 -1.16031403E1 0 0 1 2.69E7
e 0 0.0005486 0 0 -1.20000000E1 0 0 -1 0
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A.2 Energy exchange constants
Table A.2: Electronic-vibrational energy exchange constants
Constant Symbol Value Unit
Avogadro Constant Na 6.022045 x 10
23 mol−1
pi π 3.25269265359 -
Boltzmann constant k 1.380662 x 10−23 J/K
Charge of electron e 4.8032 x 10−10 coulomb
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Table A.3: Electronic energy modes data
species ithlevel θel,i,s(K) gi,s
Ar 0 0.000000000000000E+00 1
Ar 1 1.611135736988230E+05 9
Ar 2 1.625833076870950E+05 21
Ar 3 1.636126382960720E+05 7
Ar 4 1.642329518358000E+05 3
Ar 5 1.649426852542080E+05 5
Ar 6 1.653517702884570E+05 15
O 0 0.000000000000000E+00 5
O 1 2.277077570280000E+02 3
O 2 3.265688785704000E+02 1
O 3 2.283028632262240E+04 5
O 4 4.861993036434160E+04 1
O+ 0 0.000000000000000E+00 4
O+ 1 3.858334678336000E+04 10
O+ 2 5.822349152848000E+04 6
O2 0 0.000000000000000E+00 3
O2 1 1.139156019700800E+04 2
O2 2 1.898473947826400E+04 1
O2 3 4.755973576639200E+04 1
O2 4 4.991242097343200E+04 6
O2 5 5.092268575561600E+04 3
O2 6 7.189863255967200E+04 3
O+2 0 0.000000000000000E+00 4
O+2 1 4.735440815760000E+04 8
O+2 2 5.837398741440000E+04 4
O+2 3 5.841427312000000E+04 6
O+2 4 6.229896616000000E+04 4
O+2 5 6.733467936000000E+04 2
O+2 6 7.121937240000000E+04 4
O+2 7 7.654284064000000E+04 4
O+2 8 8.819691976000000E+04 4
O+2 9 8.891630736000000E+04 4
O+2 10 9.423977560000000E+04 8
O+2 11 9.495916320000000E+04 4
O+2 12 9.592026503360000E+04 2
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Table A.4: Electronic energy modes data
species ithlevel θel,i,s(K) gi,s
O+2 13 9.985099888000000E+04 2
O+2 14 1.035918144000000E+05 4
N 0 0.000000000000000E+00 4
N 1 2.766469645581980E+04 10
N 2 4.149309313560210E+04 6
N+ 0 0.000000000000000E+00 1
N+ 1 7.006835224000000E+01 3
N+ 2 1.881917961600000E+02 5
N+ 3 2.203656871824000E+04 5
N+ 4 4.703183475776000E+04 1
N+ 5 6.731252222192000E+04 5
N+ 6 1.327190797527310E+05 15
N2 0 0.000000000000000E+00 1
N2 1 7.223156514095200E+04 3
N2 2 8.577862640384000E+04 6
N2 3 8.605026716160000E+04 6
N2 4 9.535118627874400E+04 3
N2 5 9.805635702203200E+04 1
N2 6 9.968267656935200E+04 2
N2 7 1.048976467715200E+05 2
N2 8 1.116489555200000E+05 5
N2 9 1.225836470400000E+05 1
N2 10 1.248856873600000E+05 6
N2 11 1.282476158188320E+05 6
N2 12 1.338060936000000E+05 10
N2 13 1.404296391107200E+05 6
N2 14 1.504958859200000E+05 6
N+2 0 0.000000000000000E+00 2
N+2 1 1.318997164600000E+04 4
N+2 2 3.663323087728000E+04 2
N+2 3 3.668876760000000E+04 4
N+2 4 5.985304832000000E+04 8
N+2 5 6.618365920000000E+04 8
N+2 6 7.598991933064000E+04 4
N+2 7 7.625508560000000E+04 4
N+2 8 8.201018640000000E+04 4
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Table A.5: Electronic energy modes data
species ithlevel θel,i,s(K) gi,s
N+2 9 8.416834920000000E+04 4
N+2 10 8.632651200000000E+04 8
N+2 11 8.920406240000000E+04 8
N+2 12 9.208161280000000E+04 4
N+2 13 9.222549032000000E+04 4
N+2 14 9.293768404400000E+04 2
N+2 15 9.639793840000000E+04 2
N+2 16 1.035918144000000E+05 4
NO 0 0.000000000000000E+00 4
NO 1 5.467345760000000E+04 8
NO 2 6.317139627802400E+04 2
NO 3 6.599450342445600E+04 4
NO 4 6.906120960000000E+04 4
NO 5 7.049998480000000E+04 4
NO 6 7.491055017560000E+04 4
NO 7 7.628875293968000E+04 2
NO 8 8.676188537552000E+04 4
NO 9 8.714431182368000E+04 2
NO 10 8.886077063728000E+04 4
NO 11 8.981755614528000E+04 4
NO 12 8.988445919208000E+04 2
NO 13 9.042702132000000E+04 2
NO 14 9.064283760000000E+04 2
NO 15 9.111763341600000E+04 4
NO+ 0 0.000000000000000E+00 1
NO+ 1 7.508967768800000E+04 3
NO+ 2 8.525462447600000E+04 6
NO+ 3 8.903572570160000E+04 6
NO+ 4 9.746982592400000E+04 3
NO+ 5 1.000553049584000E+05 1
NO+ 6 1.028033655904000E+05 2
NO+ 7 1.057138639424800E+05 2
e 0 0.000000000000000E+00 1
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A.3 Millikan and White coefficients
Table B.6: Millikan and White Coefficients
Species-I Species-II Asr Bsr
N2 N2 221.53 0.029
N2 O2 228.76 0.0295
N2 N 180.88 0.0262
N2 O 72.4 0.015
N2 NO 225.3 0.0293
N2 N
+
2 221.53 0.029
N2 O
+
2 228.76 0.0295
N2 N
+ 180.88 0.0262
N2 O
+ 188.89 0.0268
N2 NO
+ 225.3 0.0293
N2 e 1.39 0.0023
O2 N2 131.32 0.0295
O2 O2 135.91 0.03
O2 N 72.4 0.015
O2 O 47.7 0.059
O2 NO 133.71 0.0298
O2 N
+
2 131.32 0.0295
O2 O
+
2 135.91 0.03
O2 N
+ 106.06 0.0265
O2 O
+ 110.97 0.0271
O2 NO
+ 133.71 0.0298
O2 e 0.8 0.0023
NO N2 49.5 0.042
NO O2 49.5 0.042
NO N 49.5 0.042
NO O 49.5 0.042
NO NO 49.5 0.042
NO N+2 175.67 0.0293
NO O+2 181.6 0.0298
NO N+ 142.62 0.0264
NO O+ 149.08 0.027
NO NO+ 178.76 0.0295
NO e 1.08 0.0023
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Table B.7: Millikan and White Coefficients
Species-I Species-II Asr Bsr
N+2 N
2 221.53 0.029
N+2 O
2 228.76 0.0295
N+2 N 180.88 0.0262
N+2 O 188.89 0.0268
N+2 NO 225.3 0.0293
N+2 N
+
2 221.53 0.029
N+2 O
+
2 228.75 0.0295
N+2 N
+ 180.88 0.0262
N+2 O
+ 188.88 0.0268
N+2 NO
+ 225.3 0.0293
N+2 e 1.39 0.0023
O+2 N
2 131.32 0.0295
O+2 O
2 135.91 0.03
O+2 N 106.06 0.0265
O+2 O 110.97 0.0271
O+2 NO 133.71 0.0298
O+2 N
+
2 131.32 0.0295
O+2 O
+
2 135.9 0.03
O+2 N
+ 106.05 0.0265
O+2 O
+ 110.97 0.0271
O+2 NO
+ 133.7 0.0298
O+2 e 0.8 0.0023
NO+ N2 175.67 0.0293
NO+ O2 181.61 0.0298
NO+ N 142.62 0.0264
NO+ O 149.09 0.027
NO+ NO 178.76 0.0295
NO+ N+2 175.67 0.0293
NO+ O+2 181.6 0.0298
NO+ N+ 142.62 0.0264
NO+ O+ 149.08 0.027
NO+ NO+ 178.76 0.0295
NO+ e 1.08 0.0023
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Chapter B
B.1 Averaging theorems
The following averaging theorems are needed for the averaging Navier-Stokes equa-
tions:
〈
∂ψβ
∂t
〉 =
∂〈ψβ〉
∂t
− 1
V
∫
Aβσ
(ψβw) · nβσdA, (B.1)
〈∇ ·ψβ〉 = ∇ · 〈ψβ〉+
1
V
∫
Aβσ
ψβ · nβσdA. (B.2)
The quantity of interest is decomposed as the sum of the mean and deviation part [120].
ψγ = 〈ψγ〉γ + ψ̃γ (B.3)
An important remark to recall is that the average of the averaged quantity is the
average of the quantity [88, 89];
〈〈ψ〉〉 = 〈ψ〉, (B.4)
and following Gray [120] to express the averaged of dispersion by
〈ψ̃〉 = 0. (B.5)
The following relations are derived based on the previous relations and explained in
details in Refs.[121, 120, 122].
1
V
∫
Aβσ
nβσdA = −∇φβ (B.6)
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B.1.1 Diffusive transport term
The diffusive term can be modeled based on the problem case. Following the avering
theorems, the volume averaged diffusive flux can be stated as,
〈J 〉 = −D∇ρβ (B.7)
Applying volume averaging method to the diffusive flux, it gives
∇ · 〈J 〉 = −∇ ·
[
D
(
∇〈ρβ〉+
1
V
∫
Aβσ
ρβnβσdA
)]
(B.8)
Recalling the relation between superficial and intrinsic variables and accounting for
deviation, the diffusion term ∇ · 〈J 〉 can form as,
−∇ ·
[
D
(
φβ∇〈ρβ〉β + 〈ρβ〉β∇φβ +
1
V
∫
Aβσ
〈ρβ〉βnβσdA+
1
V
∫
Aβσ
ρ̃βnβσdA
)]
(B.9)
The second and third term of the Eq. 4.10 will cancel each others out with respect
to correlation stated in Eq. B.6. Hence,
∇ · 〈J 〉 = −∇ ·
[
D
(
φβ∇〈ρβ〉β +
1
V
∫
Aβ
ρ̃βnβσdA
)]
(B.10)
The last term in Eq. B.10 is called the spatial deviation filter. The deviation terms
needs to be expressed such that the problem can be closed. Whitaker [89] proposed
a solution which relates the deviation to the intrinsic values. The proposed solution
is linearly proportional to the gradient of the intrinsic values. Hence,
ρ̃β = bβ · ∇〈ρβ〉β, (B.11)
where bβ is defined as closure variable in vector form. The diffusion and the deviation
terms can be expressed as,
∇ ·
(
〈ρ̃βũ〉+ 〈J 〉
)
= −∇ ·
((
Deff + Ddisp
))
∇〈ρβ〉β. (B.12)
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According to Whitekar [89] the dispersive diffusion coefficient can be neglected if the
pore size is bigger than a unity. Also in the study of carbon fiber ablation [63, 61] it
is stated that the dispersive effects are negligible due to the pore size. In this work,
the dispersive diffusion term will be neglected and the effective diffusive tensor will
be expressed by following Whitekar [89].
Deff = D
(
I +
1
Vβ
∫
Aβσ
nβσ · bβdA
)
. (B.13)
B.1.2 Momentum equation temporal term
Volume averaging theorems can be employed over each of momentum conservation
equation terms
〈∂(ρβuβ)
∂t
〉 = ∂(φβ〈ρβ〉
β〈uβ〉β)
∂t
− 1
V
∫
Aβσ
〈ρβuβ〉βw · nβσdA. (B.14)
B.1.3 Momentum equation convective term
〈∇·(ρβuβuβ)〉 = ∇·(φβ〈ρβuβ〉β〈uβ〉β)+∇·(〈(ρ̃βũβ)ũβ〉)+
1
V
∫
Aβσ
〈ρβuβ〉βuβ ·nβσdA.
(B.15)
B.1.4 Momentum equation pressure force term
− 〈∇pβ〉 = −φβ∇〈pβ〉β −
1
V
∫
Aβσ
p̃βnβσdA. (B.16)
B.1.5 Momentum equation viscous term
〈∇·σβ〉 = ∇·
[
µ∇
(
φβ〈uβ〉β
)
+µ∇
(
φβ〈uβ〉β
)T−2
3
µ∇·(φβ〈uβ〉)β
]
+
1
V
∫
Aβσ
µ∇ũβ·nβσdA.
(B.17)
B.1.6 Mixture Energy equation
Volume averaging can be applied to the temporal term of Eq.4.27 which yields
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〈∂Eβ
∂t
〉 = ∂〈Eβ〉
∂t
− 1
V
∫
Aβσ
Eβw · nβσdA (B.18)
where
〈Eβ〉 = 〈ρβ(hβ +
1
2
u2β)〉 − 〈p〉 (B.19)
Each term in Eq.B.19 can be volume averaged separately such as considering the
following expression,
〈ρβu2β〉 = 〈(〈ρβ〉β+ρ̃β)(〈uβ〉β+ũβ)(〈uβ〉β+ũβ)〉 = 〈(〈ρβ〉β+ρ̃β)(〈uβ〉β〈uβ〉β+2〈uβ〉βũβ+ũβũβ)〉
(B.20)
The average of deviated terms are assumed to be negligible. The Eq. B.20 can be
simplified and written in terms of intrinsic values as
〈ρβu2β〉 = φβ〈ρβ〉β〈uβ〉β〈uβ〉β. (B.21)
Similar procedure can be followed for the rest terms of temporal term,
∂〈Eβ〉
∂t
=
∂
(
φβ〈ρβ〉β(〈hβ〉β + 12〈uβ〉
β)
)
∂t
− 1
V
∫
Aβσ
〈Eβ〉βw·nβσdA−
1
V
∫
Aβσ
Ẽβw·nβσdA
(B.22)
In order to use single averaged temperature to describe heat transfer process between
two phases, the principle of local thermal equilibrium (LTE) is needed so under LTE
assumption, the following equality will be used for single average temperature
〈Tβ〉β = 〈Tσ〉σ. (B.23)
The spatial average temperature will be defined following Whitekar[89] by
〈T̂ 〉 = 1
V
∫
V
TdV = φβ〈Tβ〉β + φσ〈Tσ〉σ. (B.24)
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Under LTE assumption Eq.B.24 can be expressed by
T̂ = 〈Tβ〉β = 〈Tσ〉σ. (B.25)
The conduction term for β-phase can be expressed by following above procedure, so
〈∇· (kβ∇Tβ)〉 = ∇·
[
kβ
(
φβ∇〈Tβ〉β +
1
V
∫
Aβσ
T̃β ·nβσdA
)]
+
1
V
∫
Aβσ
(kβ∇Tβ) ·nβσdA
(B.26)
Energy convection term which is the second term of the left hand side of Eq.4.27
〈∇ ·
[
uβEβ + pβuβ
]
〉 = 〈∇ ·
[
ρβuβ
(
hβ +
1
2
|uβ|2
)]
〉. (B.27)
Proceeding with the following
〈∇·
[
ρβuβ
(
hβ+
1
2
|uβ|2
)]
〉 = ∇·
[
φβ〈ρβ〉β〈uβ〉β
(
〈hβ〉β+
1
2
|〈uβ〉|2
)]
+
1
V
∫
Aβσ
(Eβ+pβ)uβ·nβσdA
(B.28)
Since one temperature model will be developed, under the LTE assumption, the inter-
facial flux in both phases will be discarded. Following the above assumptions and
Whitekar[89], the conduction terms of both phases can be added such that
kσφσ∇〈Tσ〉σ +
1
V
∫
Aσβ
kσT̃σ · nσβdA+ kβφβ∇〈Tβ〉β +
1
V
∫
Aβσ
kβT̃β · nβσdA
= (kσφσ + kβφβ)∇〈T̂ 〉+
kσ
V
∫
Aσβ
T̃σ · nσβdA+
kβ
V
∫
Aβσ
T̃β · nβσdA. (B.29)
The effective conductivity tensor (Kmix,eff) will be introduced so that a cold form of
conductivity term can be obtained. Hence,
Kmix,eff·∇〈T̂ 〉 = (kσφσ+kβφβ)∇〈T̂ 〉+
kσ
V
∫
Aσβ
T̃σ ·nσβdA+
kβ
V
∫
Aβσ
T̃β ·nβσdA. (B.30)
The viscous stress terms can be attacked for volume averaging. Recall that
∇·〈(∇uβuβ)〉 = ∇(φβ〈∇uβ〉〈uβ〉β) = ∇(〈∇uβ〉〈uβ〉) = ∇·
(
〈∇·
(
〈uβ〉+ũβ
)
〉〈uβ〉
)
= ∇(φβ∇〈uβ〉β〈uβ〉β).
(B.31)
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Similarly,
〈∇ · (σuβ)〉 = ∇ · 〈σuβ〉+
1
V
∫
Aβσ
(σβuβ) · nβσdA. (B.32)
Hence,
〈∇ · (σuβ)〉 = ∇(φβ∇〈σβ〉β〈uβ〉β) +
1
V
∫
Aβσ
(σβuβ) · nβσdA, (B.33)
where
〈σβ〉β = µφβ
[
∇〈uβ〉β + (∇〈uβ〉β)T −
2
3
∇〈uβ〉β
]
(B.34)
Lastly the diffusion part can be averages as
〈∇ ·
∑
i
Jihi〉 = ∇ · 〈J h〉+
1
V
∫
Aβσ
(J h) · nβσdA, (B.35)
where
〈J h〉 = 〈ρβD∇Y h〉 (B.36)
or
〈J h〉 = φβ〈ρβ〉βD∇〈Y 〉β〈hβ〉β (B.37)
Now all the averaged terms for both phases can be merged together to end up with
one single energy equation using a single temperature model.
∂〈E 〉
∂t
+∇ ·
(
φβ〈Fa〉β
)
= ∇ ·
(
Kmix,eff∇〈T̂ 〉
)
+∇ ·
(
φβ〈ρβ〉βD∇〈Y 〉β〈hβ〉β
)
+∇ ·
(
φβ〈σ〉β〈uβ〉β
)
+
1
V
∫
Aβσ
Eβ
(
w − uβ
)
· nβσdA
+
1
V
∫
Aβσ
(
σβuβ + J h− puβ − Eσw
)
· nβσdA, (B.38)
where
〈E 〉 = φβ〈Eβ〉β + φσ〈Eσ〉σ (B.39)
〈Fa〉 = 〈ρβ〉β〈uβ〉β
(
〈hβ〉β +
1
2
〈|uβ|〉β〈|uβ|〉β
)
(B.40)
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The inter-facial terms need to be modeled such that the problem can be closed.
Energy balance between two phases can be applied so the fourth term of left hand
side of Eq.B.38 will balance the sixth and seventh term. Also, the surface integral of
diffusion can be closed as it was done for mass conservation equation and it can be
included in effective diffusion coefficient model. The balance will simplify the Eq.B.38
to
∂〈E 〉
∂t
+∇ ·
(
φβ〈Fa〉β
)
= ∇ ·
(
Kmix,eff∇〈T̂ 〉
)
+∇ ·
(
φβ〈ρβ〉βDeff∇〈Y 〉β〈hβ〉β
)
+∇ ·
(
φβ〈σβ〉β〈uβ〉β
)
+
1
V
∫
Aβσ
(
σβuβ
)
· nβσdA, (B.41)
The last closure term can be introduced by recalling the following correlation,
1
V
∫
Aβσ
σβnβσdA=̃− φβ
µ
K
〈uβ〉β. (B.42)
Hence
1
V
∫
Aβσ
σβuβnβσdA=̃− φ2β
µ
K
〈uβ〉β
2
. (B.43)
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B.2 Sample input file for KATS-US
reference {
Mach = 1.25;
}
time marching {
step size = 1e-4; or CFLmax = 10;
number of steps = 600000;
}
grid {
file = Grid/testSpecimenShockAligned.cgns;
transform (function = scale; anchor = [0, 0, 0]; factor = [1, 1, 1]; );
equations = heat conduction;
write output (
volume variables = [p, rho, T, V, mu, lambda, rhos, phi, K];
surface variables = [p, rho, T, V, mdot];
volume plot frequency = 500;
surface plot frequency = 10000;
restart frequency = 500;
);
heat conduction (
number of gas species = 1;
number of solid species = 1;
number of dimensions = 3;
number of energy equations = 1;
maximum iterations = 1000;
absolute tolerance = 1e-8;
models = [forchheimer];
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);
material = /home/../material.mat;
Domain Initialization for flow and material regions
IC1 (
T = 294;
ps = [101325.0];
rhos = [0];
V = [0, 0, 0];
); IC2 (
T = 294;
ps = [101325.0];
rhos = [200];
V = [0, 0, 0];
region = sphere;
center = [3.175, 9.325, 0];
radius = 3.175;
); IC3 (
T = 294;
ps = [101325.0];
rhos = [200];
V = [0, 0, 0];
corner1 = [0, -2, -2];
corner2 = [5, 9.325, 2];
); IC4 (
T = 294;
ps = [101325.0];
rhos = [200];
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V = [0, 0, 0];
corner1 = [3.175, 9.325, -2];
corner2 = [25, 12.5, 2];
);
BC3 (type = symmetry;);
BC1 (type = inlet;
V = [430, 0, 0];
T = 294;
);
BC2 (type = outlet;
);
BC4 (type = wall;);
}
Copyright c© Umran Duzel, 2020.
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• Düzel, Ü., Schroeder, O., Martin, A., ”Computational Prediction of NASA
Langley HYMETS Arc Jet Flow with KATS”, 2018 AIAA Aerospace Sciences
Meeting, AIAA SciTech Forum, AIAA 2018-1719.
170
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