The doubly labeled water method is a form of indirect calorimetry that has been developed only recently to the stage of application to human studies. The method measures integral CO, production for up to 3 wk from the difference in elimination rates of deuterium and 18O from labeled body water. Validations against near-continuous respiratory gas exchange have demonstrated that the method is accurate and has a precision of 2â€"8% depending on the isotope dose and the length of the elimination period. Although the method has been validated, there is still some debate on refinements of the kinetic model that may lead to improved accuracy and precision. Because the method only requires periodic sampling of body fluids, it is nonrestrictive and ideally suited to use in free-living subjects. Recent applications of the method have included obesity research, determination of energy requirements in both developing and developed countries and studies of human growth. J. Nutr. 118: 1278Nutr. 118: -1289Nutr. 118: , 1988.
Since the time of the early Greek philosophers, it has been recognized that food provides fuel for body heat production. In the absence of continued food intake, body energy stores can maintain life, but these stores will generally be depleted after 60 d. On the other hand, if the body is supplied with food in excess of energy needs, the excess will be stored as body fat, which leads ultimately to obesity and the associated increase in morbidity and mortality. Establishing energy require ments thus depends on defining the level of intake that will maintain body weight in the ideal range. It remains controversial, however, whether the human body can maintain ideal weight at a single level of intake or if efficiency can be altered so that ideal weight can be maintained over a range of intakes. The factor that has probably contributed the greatest uncertainty to the debate has been the absence of an accurate method for measuring energy expenditure in free-living humans.
The doubly labeled water method for measuring en ergy expenditure finally provides this missing measure. Development of this method can be traced to a study performed by Lifson et al. in the 1940s (1) . They ad ministered 18O-labeled water to animals and demon strated that the oxygen in expired CO2 was derived from body water. This is now known to result from the maintenance of isotopie equilibrium between the oxy gen atoms of body water and CO2. On the basis of this observation, Lifson, Gordon and McClintock (2) rea soned that total integrated CO2 production could be measured from the differential elimination of water labeled with both isotopie hydrogen and oxygen. After a loading dose of the doubly labeled water the labeled hydrogen would be eliminated as water, whereas the oxygen isotope would be eliminated as water and as CO2. Stated mathematically: rH2O = NAHand (I) rH2O + 2rCO2 = (2) where rH2O and rCO2 are the rates of water and CO2 fluxes, respectively, kH and k0 aie the elimination rates of the hydrogen and oxygen labels, respectively, and N is the body water pool. Substituting for rH2O in Equa tion 2 and solving for rCO2 yields the following: rC02 = |1/2)N|A0 -*â€ž].
Thus it is theoretically possible to measure CO2 pro duction by measuring the isotopie hydrogen and oxygen remaining in body water after administration of the doubly labeled water. The labeled water in essence serves as a recorder that monitors the fluxes of water and CO2 through the body. Between the initial and final sam ples, the animal can be set free to engage in normal activities. ' This work has been partially supported through NIH Grant Nos. DK30031 and DK26678. Cooper, 1983 (17) 'Compared with measured CO2 production (CO2) or measured energy intake plus change in body energy stores (I/B). 2Doubly labeled water results calculated by equation from Lifson |L) (18) or Nagy (N) (19) .
Although the exact relationship in Equation 3 was modified to account for isotopie fractionation, the gen eral validity of the theoretical relationship between the kinetics of the hydrogen and oxygen labeled water has been extensively validated in small animals ( Table 1) . These validations are quite convincing because they encompass numerous species and involve a number of investigators and laboratories. In general, the method is accurate to several percent. The coefficient of vari ation in the small animal studies has been 3-14%. The only notable failures have occurred in arthropods (16, 17) and this may be due to a deviation from singlecompartment kinetics (16) .
Although the method has been used in small animal studies for several decades, the potential for human use was not realized until 1982 (20) . The delay was due to the high cost of 18O-labeledwater. If the dose of H218O used in most small animal studies were to be scaled up for humans, the isotope cost alone would exceed $5000.00. Those isotope doses, however, were estab lished according to the analytical requirements of firstgeneration gas isotope ratio mass spectrometers or pro ton activation analysis and improvements in gas iso tope ratio mass spectrometry obviated the need for these high doses (21) .
Given the potential of the doubly labeled water method for measuring human energy expenditure, a number of investigators began to probe the assumptions that un derpin the method and to validate the method in hu mans. Because the basic theory had been extensively validated in animal models, these studies were under taken not so much to prove the validity of the method but to determine the optimal dose and metabolic period for human studies and to demonstrate that the reduc tion in dose did not alter the accuracy and precision of the method. Additional studies have been performed to refine the model in an effort to eliminate or identify potential artifacts when the method is applied under unusual conditions.
OPTIMAL DOSE AND METABOLIC PERIOD
The optimal dose and metabolic period for human studies were predicted from a mathematical model based on propagation of error analysis (22) . For that analysis, it was assumed that the error in the isotopie enrich ments was random and that any biological variation in the enrichments was small and covariant for the two isotopes (22, 23) . The optimal dose was predicted to be that which would give an initial enrichment of 600 times the random analytical error. Smaller doses would 'Assumes water is labeled to 100% atom percent excess and an alytical precisions of 1.7 x 10~5 atom percent (1.1 %) for 2H and 3.3 x 10-5 atom percent (0.16 %) for 1SO.
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Doses are sweithced lead to precisions that are worse than 5%, whereas larger doses would raise the isotope cost with minimal improvement in precision. The optimal period was pre dicted to be between 0.5 and 3 biological half-lives of deuterium oxide. Shorter periods yield imprecise re sults because the change in isotopie enrichment is small relative to the analytical error, whereas longer periods yield imprecise results because the enrichment of the final sample above predose isotopie abundance is small relative to the analytical error. Table 1 summarizes typical doses and periods for several textbook subjects.
As implied above, the stable isotopes of deuterium and 18O are naturally occurring isotopes. Unfortu nately, in reducing the isotope doses to economic lev els, the experimental isotopie enrichments above this natural abundance are not large, and variations in the natural abundance cannot be ignored. Fortunately, the natural variations arise largely as a result of isotopie fractionation during global transport of water, and the variations in deuterium and 18O tend to be covariant (24) . Theoretically, the error introduced in the doubly labeled water method can thus be minimized if the ratio of the final enrichments of deuterium and 18O is similar to the ratio of the anticipated natural changes in the isotopie abundances (23, 25) . This is because the natural changes in the two isotopie abundances intro duce similar errors into both A0 and AH so that the errors cancel when the difference between the two elimination rates is calculated. Larger errors may occur if the two isotopes are dosed at ratios outside of the above range (25) .
Our laboratory has tested the predictions of this error model and found it to be qualitatively correct. The model, however, underestimated the error for samples col lected more than 2 wk after the predose (isotopie base line) sample. Presumably this results from an under estimate of the effects of natural variations in the iso topie abundances. We have also demonstrated that the error introduced by fairly large changes in natural abun dance is less than 5% when the dose is optimized for the anticipated change (unpublished data), but may be as large as 10-30% when the changes are not propor tional as can happen when subjects are first given isotopically unusual fluids such as intravenous fluids (26) .
TESTING THE ASSUMPTIONS OF THE METHOD
The basic assumptions of the method have been ex tensively discussed by Lifson and McClintock (18) and Nagy (19) . In the application of the doubly labeled water method to humans, these assumptions have been reexamined by a number of investigators in an effort to improve the model and to help predict the magnitude of error that might arise under nonlaboratory condi tions. There are six basic assumptions. In general, the assumptions are those of single-compartment kinetics. Most tests have demonstrated that the assumptions are reasonable but not perfect because they involve some approximations.
Constant pool volume. The basic doubly labeled water model assumes that the volume of the water pool in which the labels are diluted is constant. Because eating and drinking behavior is episodic rather than constant, this assumption is seldom perfect. Furthermore, sub jects who are either growing or losing weight usually have systematic changes in the pool size during the metabolic period. Because the error associated with a change in the pool size is directly proportional to change in the pool size and because changes that occur within 1 d in the pool size typically represent only a small percentage of the pool size, this error is quantitatively insignificant (19) . Systematic changes due to growth or weight loss, however, can be larger and should be con sidered. For example, a growing premature infant might increase total body water by 20% in the period of 1 wk. Several models have been developed for these changes, assuming that the change is either linear or exponential with time (18, 19) . Perhaps the simplest model is the linear growth model in which it is necessary to use only the average of the initial and final pool sizes in the calculation of CO2 production. Unless the change in pool size is larger than 15%, less than a 1 or 2% error is predicted should the actual change in pool size be an exponential rather than a linear function of time (19) .
Constant water and CO2 flux. Because the model is based on steady-state kinetics, it is assumed that the fluxes of water and CO2 are constant. These fluxes, however, are not constant because water intake and physical activity are episodic. Despite this, the twopoint model, in which samples are collected at start and end of the metabolic period still yields an exact average of the flux over the metabolic period (18, 27) . In contrast, the multipoint regression models (28) that have also been employed in the calculation of the iso tope elimination rates do not yield exact average fluxes; but because day-to-day variations are generally small ( Fig. 1 and rÃ©f. 29), the difference is probably not quan titatively important for most human studies.
Isotopes label body water and CO2 only. This as sumption and its corollary "body water acts as a single compartment with respect to the labels" have been the most controversial assumptions. There are two issues involved in the controversies. The first is the question of whether or not the isotopes exchange with nonaqueous compartments and the second is whether or not the isotopie disappearance is consistent with a sin gle monoexponential model. Both of these issues im pinge on the appropriateness of the single-compart ment, steady-state model.
The question of exchange of isotopes between body water and body solids has been debated since labeled waters were first used to measure body water by isotope dilution. In most investigations of the use of isotopie hydrogen, the hydrogen dilution space has been ob- (37) .j served to be between 2 and 6% larger than the body water pool as determined by desiccation (30), although larger differences have been reported (31) . In studies in which doubly labeled water has been used, the hydro gen dilution has been found to be consistently larger than the oxygen dilution space (19) . This indicates the existence of a rapidly exchangeable pool of nonaqueous hydrogen, which is probably the pool of acidic hydrogen in protein (32) . The difference between the hydrogen and oxygen dilution spaces ( Â± so) has been reported to average 2.0 Â±1.1% in premature infants (29), 4 Â±4 in malnourished infants and children (33), 3.8 Â±1.6% in adolescents (34) and 3.3 Â±1.5 in adults (34) . These dif ferences are similar to those reported in other species, including 6.9 Â±2.6% (2) and 1.6% (19) in mice and 3.6% in lizards (19) . These observations are consistent with the hydrogen space being proportionally larger than the water space by about 4%. The oxygen space also appears to overestimate the water space (2, 19) , but the overestimate appears to be closer to 1% (2, 19, 35) .
Because the isotope spaces are larger than the water space, several investigators have modified the doubly labeled water model by using the dilution spaces rather than total body water for the calculation of the material flux (36, 37) . Our laboratory has used the average dif ference between these spaces in a manner similar to that proposed by Lifson and McClintock (18) . In this model (37) , the relationships between the isotope di lution spaces and total body water are assumed to be constant, i.e., hydrogen dilution space/1.04 = oxygen dilution space/1.01 = total body water.
Roberts, Coward and Lucas (36) have also used a model that considers the differences in the pool sizes of the two labels, but chose to use individually determined pool sizes rather than average pool sizes. With that model, pool sizes were defined as the isotope dilution spaces calculated from the zero time intercept of in dividual plots of isotopie enrichment versus time. Use of the individual values was suggested because random errors in the isotopie enrichments would tend to pro duce partially canceling errors in the dilution space and elimination rate so as to minimize the error in the calculated CO2 flux (28) . The central issue in the debate between proponents of use of a constant relationship between the deuterium and oxygen dilution spaces and proponents of use of individually determined dilution spaces is whether the range of observed values around the mean is due to random measurement error or if it is a real physiological variation. This is not an unim portant debate, because the doubly labeled water method measures CO2 production by difference between the deuterium and 18O elimination, and thus small differ ences in the dilution spaces are magnified 3-to 5-fold. In our laboratory, the measured ratio of the deuterium to 18O dilution space in adolescents and adults has av eraged 1.034 with a standard deviation of 0.016 (34) . Repeat measures in five of these individuals had the same average standard deviation, indicating that the variation was due to measurement error rather than a physiological phenomenon characteristic of the adult subject. Further indirect evidence is provided by an in crease in the coefficient of variation of the doubly la beled water method when we used individually deter mined dilution spaces (10-12%) compared with the above assumed fixed relationship (7%). In contrast, a recalculation of the validation data of Roberts et al. (29) with a fixed relationship between the dilution spaces increases the coefficient of variation from 5 to 9% in dicated that the interindividual variation in the relative isotopie dilution spaces are physiological. Thus there is evidence to support both sides of the issue. Should one choose to use individually determined dilution spaces in the flux calculation, it is important to mea sure the individual dilution spaces with a precision of greater than 1%. Lower precisions result in large errors in estimated CO2 production determination because the errors are multiplied by a factor of 3-6 when the difference between the two isotope fluxes is calculated.
Recently, Speakman (38) questioned the general use of separate dilution spaces. On purely theoretical grounds, Speakman argued that the influence of the difference in dilution spaces could be canceled by the irreversible losses of hydrogen level via nonaqueous routes. In other words, the slowing of the hydrogen label turnover in body water because of the expansion of the pool by rapid isotope exchange could be canceled by an increase in the efflux of the label due to nonexchangeable incorporation into body solids (i.e., de novo lipid synthesis) or excretion in the form of solids (i.e., weak acids). For the influences to cancel, however, the fractional differences between the dilution spaces would have to equal the fractional increase in loss of the hy drogen label via nonaqueous routes.
Although not an unreasonable theoretical argument, all evidence in humans indicates that nonaqueous ef flux from the rapidly exchangeable hydrogen pool is small and that the two-dilution-space model is pre ferred. Nonaqueous hydrogen label efflux in urine and feces in adults consuming a western diet is less than 0.03% of total aqueous hydrogen efflux (23) . Even with allowance for a potential 5-fold increase for a high fiber diet (39), this would not be a quantitatively significant loss. I estimated irreversible incorporation into body solids to be only 0.1% of aqueous turnover on the basis of the small amount of labeled hydrogen found in skin solids and fat in a man exposed to tritiated water for 8 mo (40) . Higher values of irreversible incorporation might be encountered in rapidly growing infants, but these are also surmised to be small as the two-dilution-space model has now been shown to be just as accurate in premature infants (29) and full-term, postsurgical in fants (41) as it is in adults (37, 42) .
The corollary to the above assumption that body water acts as a single compartment with respect to the two labels was questioned by Klein et al. (43) , who observed large deviations from a smooth exponential isotopie elimination in one subject. Because of this, they ques tioned the use of the two-point method for determining the elimination rate. We repeated their experiment and reported a smooth decay, with only a small diurnal variation that reflected day-night differences in water flux ( Fig. 1) (37) . Smooth decay curves have also been reported by Roberts et al. (29) , and we have recently demonstrated monoexponential decay for subjects fol lowed for as long as 6 wk after the loading dose (44) . Although these two studies did not involve analysis of within-day urine samples, they support the assumption of single-compartment kinetics by urine sampling to monitor the enrichment of total body water. Because the observation has not been reproduced, the variation reported in that single subject by Klein et al. (43) prob ably reflects analytical or sample handling error.
Since the report by Klein et al. (43) , some investi gators have begun to calculate the isotopie elimination rates from regression analysis by using isotopie enrich ments of multiple samples collected periodically throughout the metabolic period rather than from just the initial and final samples as has been the approach used in animal studies and by several groups doing hu man studies. In the initial validation reported by Cow ard and Prentice (28) use of the regression approach improved the results compared with those from the two-point approach, but it should be noted that the errors they observed in the CO2 flux calculated with the two-point approach were two to three times those reported by our group, indicating a possible problem with mass-spectrometric performance. Thus it is pos sible that the regression approach simply improved the results because of an averaging of random analytical error. With the benefit of hindsight, a more statistically acceptable comparison of the two methods should have included multiple analyses of the two samples used for the two-point calculation. More recently, the group from the Dunn Nutrition Unit has reported that in a further comparison of the two-point approach with their slopeintercept approach with multiple urine samples gave comparable results with a mean difference of 2% and a coefficient of variation of 7% (45) . It should be noted that one of the limitations of the doubly labeled water method is that the isotopie analyses are not routine and must be made with great care to avoid analytical errors. In a study by Stein et al. (46) , the authors did raise the issue of whether recent water intake might tem porarily alter the enrichment of plasma water samples and recommended that samples only be collected after a period of taking nothing orally. In light of this study, our laboratory calculated daily energy expenditure for the previously reported study (Fig. 1) (37) . Urine sam ples were collected at regular intervals from this subject during the day without any attempt to distance the collection from periods of fluid intake or mild exercise. Within the uncertainty of the analytical error of the isotopie analysis (22) , no deviations from measured daily CO2 production were noted (Table 3 ). There was a tend ency for greater variability for the period ending after the first daily treadmill exercise, but this was not ob served after the second exercise period. Thus the rig orous precautions for sampling recommended by Stein et al. (46) are probably not necessary when working with subjects under typical conditions of eating and exercise. The power of this comparison, however, is too low to prove equality between the various sampling intervals.
Enrichments of water and CO2 exiting the body are the same as body water. The implicit assumption is that the rate of tracer efflux exactly represents the rate of tracÃ©eefflux. Any isotope fractionation that de creases the relative enrichment of the tracer results in an underestimate of efflux, whereas a relative enrich ment above that in body water causes an overestimate of tracÃ©e efflux. Measured isotope fractionation factors for deuterium and 18Oindicate that breath water, nonsweat transcutaneous water vapor and CO2 are isotopically fractionated relative to body water, whereas other fluids are not (23, 47) . Because of the isotope fraction ation, the doubly labeled water model has been mod ified to correctly calculate the efflux of tracÃ©e from the tracer data. This modification has been detailed by Lifson and McClintock (18);however, it should be pointed out that the isotope fractionation values proposed by Lifson were determined for 25Â°C and thus are in error because body temperature is higher. More appropriate values have been published recently (23, 47) . It may be possible that these values will vary with ambient tem perature. Perhaps this would not be important for oxy gen fractionation in CO2 because the fractionation oc curs at the lung surface, but it may be a factor for water vapor if changes in the temperature of the nasal cavities occur. However, even a change of 5Â°C in the temper ature at the interface at which fractionation of water occurs would have less than a 1% effect on calculated CO2 production for typical adult subjects.
No CO2 or water enters the body via skin or lungs. Because the aim of the doubly labeled water method is to measure the subjects dietary water intake and CO2 production and not environmental water or CO2 ex change, these two sources of material flux can cause errors in the method. Although exchange with envi ronmental water and CO2 has been demonstrated (19, 39, 40) , the error is usually quantitatively unimportant for measuring CO2 production.
Pinson and Langham (40) demonstrated that atmos pheric water vapor is readily absorbed through the skin and the lungs. If the water vapor is unlabeled, then it will increase the water flux but not affect the calcu lation of CO2 production because the elimination rates of hydrogen and oxygen are affected equally.
Similarly, environmental CO2 is apparently absorbed through the lungs and/or the skin, and this does cause the doubly labeled water method to overestimate CO2 production (19) .This has presented a problem in studies of small burrowing mammals that live in enclosed, poorly ventilated spaces, but it is hard to picture human situations that would result in similar increased levels of environmental CO2. If all of the inspired CO2 in air (0.04%) mixes with the body pool of CO2, it will in crease the apparent CO2 production by about 1%. The error should increase proportionally with any increase in ambient CO2 concentration. Similarly, we can es timate the error from cigarette smoking. On the as sumption that the consumed portion of each cigarette contains 0.7 g of combustible material and that the smoker inhales two-thirds of the CO2 produced by the cigarette, smoking three packages per day would pro duce an error of about 1 mol of CO2 per day or 3-6% of true CO2 production. Thus, heavy smoking or un usual environments in which ambient CO2 levels ex ceed 0.2% are expected to result in overestimates of CO2 production.
CONVERSION OF CO2 PRODUCTION TO ENERGY EXPENDITURE
As indicated above, the doubly labeled water method measures CO2 production and thus is a form of indirect calorimetry. Heat production can be calculated by us ing standard indirect calorimetrie relationships. This, however, requires knowledge of the metabolic fuel be cause the heat released per liter of CO2 produced differs by 30% between carbohydrate and lipid. This infor mation could be obtained through continuous moni toring of respiratory gas exchange, but it would defeat the nonrestrictive character of the doubly labeled water method. Thus it is more convenient to estimate the metabolic fuel mix from dietary intake. Black, Prentice and Coward (48) have recently demonstrated that the respiratory quotient is quite similar to the food quo tient and that the former can therefore be predicted from the latter. The error in calculating energy ex penditure from the food quotient is less than 3% in most situations, although care must be taken to ac count accurately for alcohol intake. The authors (48) further pointed out that if energy intake differs from energy expenditure, then some adjustment should be made to the food quotient to correct for body fat uti lization or storage. This effect on calculated heat pro duction is not more than 5% unless the difference be tween intake and expenditure exceeds 20%.
IMPLICATIONS FOR THE DOUBLY LABELED WATER MODEL
The basic model first visualized by Lifson, Gordon and McClintock (2) and described by where the subscript G indicates water loss via isotopically fractionated routes, and /, is the deuterium frac tionation between water and water vapor, /2 is the 18O fractionation between water and water vapor and /3 is the 18Ofractionation between water and CO2.
The difference between the deuterium and 18Odi lution spaces indicates the need for a further change to the model in which the single body water pool size N is replaced with individual isotope dilution spaces D0 and DH.With this modification the equation describing The investigators at the Dunn (36) have taken a differ ent approach to the mathematical development of the model, but they included similar considerations about isotope fractionation and differences in dilution spaces. Although most investigators agree on these points, issues that are still being debated include which values to use for the isotope pool sizes and which value to use for the rate of fractionated water loss.
As discussed above, most investigators favor use of the two-pool model for the two isotopes; however, some favor an individualized approach and some a group ap proach. Among the latter, the average values are be lieved to differ by 2-4%, but a single value has yet to be agreed upon.
The question of the correction for isotopically frac tionated water loss has been debated for a long time. In the original work by Lifson (22) , fractionated water loss was assumed to equal the rate of insensible water loss, which was about 50%. Nagy (19) and Nagy and Costa (39) , however, demonstrated that this was an overestimate and elected not to include any fractionation correction. Recent studies have demonstrated that isotope fractionation does occur in vivo (23) , but the amount of water that is subject to isotopie fractionation is still under debate. Measured values of insensible water loss in two recent human studies designed to validate the doubly labeled water method indicate that the in sensible water loss is less than 50% of water efflux, specifically, 25% in one adult (43) and 16% in four pre mature infants (29) . Furthermore, recent evidence indi cates that not all insensible water loss is isotopically fractionated. Specifically, sweat has been shown to be fractionated (23) . Thus the Lifson estimate of 50% of water efflux is much too large for most human studies.
Our laboratory has taken the approach that a phys iologically reasonable estimate of fractionated water loss can be calculated from the isotopie data (37) . On the assumptions that expired air is saturated with water vapor at 37Â°Cand that expired air averages 3.5% CO2, we calculated breath water vapor loss from the uncorrected CO2 production rate (first right-hand term of Equation 5 ). Similarly, we can estimate transcutaneous water from body surface area, the average rate of nonsweat loss [0.18 g/(min-m2)] (49) and that clothing re duces that rate by 50% in covered areas. Taken to gether, these estimates can be mathematically ex pressed as follows: for infants.
The group at the Dunn Nutrition Unit has measured breath water loss and other routes of water vapor loss that are mostly transcutaneous water loss but many include losses through the sweat glands and have found that our estimated losses for breath are somewhat higher than measured losses and those for transcutaneous water losses are somewhat lower than measured. The sum of the estimates for two routes, however, is quite close to the measured value (unpublished observation). This ob servation is consistent with data in the literature that indicate that breath is not quite unsaturated at 37Â° (50) .
Because the sum of the two routes is close to the mea sured value, we have retained the estimates shown in Equations 6 and 7.
VALIDATIONS
We have now completed validations of the doubly labeled water method in 33 subjects (Table 4) . These validations were against respiratory gas exchange or dietary intake plus change in body energy stores as calculated from total body water and body weight. En ergy expenditure from doubly labeled water has been calculated in three ways. The first is the original Lifson equation (Equation 4 ) with the original, but now known to be incorrect, assumptions of rH2OG = 0.5rH2O and the fractionation factors for 25Â°C.The second is the Lifson equation with the average values of fractionated water loss of 25% for adults (43) and 16% for infants (29) and isotope fractionation factors for 37Â°C (37) . The third calculation includes the correction for dilution space based on a measure of the oxygen dilution space and on the assumption that the deuterium dilution space averages 1.03 times the oxygen dilution space, the es timates for fractionated water loss shown in equations 6 and 7 and the fractionation factors for 37Â°C (23) .
Of these three methods of calculation, the third is most accurate. Both the original Lifson equation (P < 0.01) and the modified Lifson equation (P < 0.01) are systematically in error. This indicates that the orig inal Lifson equation overestimated the isotope frac tionation correction but that this error was partially compensated for the use of the single-pool model. Thus it is important to incorporate both the more recent values for isotope fractionation and the two-pool cor rection.
Validations of the doubly labeled water method in humans and against respiratory gas exchange have now been reported by four laboratories (Table 5) . Two of these, our laboratory and that of Westerterp et al. (52) in The Netherlands have used the two-point method for determining the isotope elimination rates. The other two laboratories, Klein et al. (43) in Houston and Cow ard et al. (42) in Cambridge, have used the multipoint method after reporting imprecise values for the twopoint method.
The validations shown in Table 5 include a wide range of subjects and conditions. Subjects range from adults (37) to premature infants (29) and from healthy subjects eating oral diets (37) to clinical populations receiving total parenteral nutrition (51) . Some of the subjects were exercising at very high intensities with daily energy expenditures of over 35 MJ/d (52),whereas most others were sedentary or moderately active. Sub jects were in positive energy balance weight (51) or in negative energy balance and losing weight (20) . Throughout these validations, the method appears to be equally accurate.
APPLICATIONS
Having demonstrated the general validity of the dou bly labeled water method at economical isotope doses in humans (ca.$300.00), investigators have begun to apply the method to the study of human energy me tabolism. The ultimate range of applications of the method is hard to predict, but most uses to date have taken advantage of the ability of the method to accu rately measure energy expenditure in free-living sub jects. Previously available methods have either been too restrictive or too dependent on the subject's co operation and memory to provide definitive results in such studies. Obviously, most applications of the dou bly labeled water method are very recent and have only appeared in abstract form. Those results should be con sidered preliminary.
A number of investigators have applied the method to the study of obesity. These studies have generally been aimed at measuring the energy expenditure of obese individuals to determine if they are energy efficient, as AdultAdults, n = 4Adult, n = 1Adults, n = 5Exercising adults, n = 2Premature infants, n = 4Adults on TPN4 n = 5Adults, n = 9Postsurgical infants, n = 9Adults, n = 5Exercising adults, n = 8I/B2RGERGERGE3RGERGEI/BRGERGERGERGE-0.41.9-41.5-2.5-1.4Ã".Ã"1. 2Reference CO2 production from respiratory gas exchange. 3Reference CO2 production calculated from intake plus change in body energy stores. "Total parenteral nutrition.
some intake studies have suggested. Prentice et al. (55) measured total energy expenditure in obese and lean women and reported that the daily energy expenditure of obese women was nearly 30% higher than that of the lean women. Moreover, energy expenditure in these obese women was comparable to that of the lean women when normalized for body composition and size. They also collected energy intake data by self-reported diary. The obese women reported an intake nearly identical to that of the lean women, but the intakes of the obese women were not consistent with the higher expendi ture. Changes in body weight indicated that the low reported intakes were due to a combination of undereating and under-reporting. In a similar study in ado lescents, Bandini et al. (56) reported that obese adoles cents had greater daily energy expenditures than lean controls but that expenditures were similar when nor malized for body composition and size. Again, it was observed that self-reported intake underestimated ha bitual energy requirements by 10 and 30% in lean and obese subjects, respectively. In a third study, Schoeller et al. (57) reported that obese patients with Prader-Willi syndrome were not as energy efficient as previous di etary records have indicated, but that they expended less energy than obese controls. The difference was largely because of the very small fat-free masses ob served in the Prader-Willi subjects, but the Prader-Willi subjects also appeared to be less physically active. In the only prospective study to date, Roberts et al. (58) reported that infants of obese mothers who became overweight during the first year of life had a tendency to have lower daily expenditures than infants that did not become overweight. Two studies have been reported in which energy re quirements of hospitalized subjects were determined. Novick et al. (59) measured the energy expenditures of surgical patients and reported that energy expenditure increased by 18% after surgery and that this increase was not observed by spot measures of resting metabolic rate. Fjeld, Schoeller and Brown (60) determined the energy requirements for repletion of malnourished in fants and children. In this study, requirements per kil ogram of body weight were found to decrease during the course of recovery, but the decrease was directly related to the decrease in percent fat-free mass.
A novel application of the doubly labeled water method was reported by Lucas et al. (61) , who determined the metabolizable energy density of breast milk by mea suring the energy expenditure of the infant and adding in the energy deposited in body stores. They reported a density of about 60 kcal/g, but it is likely that they slightly overestimated the volume of breast milk and thus underestimated energy density because they did not compensate for environmental water influx (62) .
The majority of applications of the doubly labeled water method have been aimed at determining energy requirements of healthy individuals. Many of these studies have included populations where estimates of energy intake are low compared with the requirement estimated from physical activity. Singh et al. (63) mea sured the energy expenditure of Cambian women and found that it was about 10 MJ/d or nearly twice that estimated from dietary records. Stein et al. (64) studied Guatemalan women and found that daily energy ex penditure was about 8 Mf/D, but that this was in agree ment with previous estimates from dietary records.
For developed countries, Davies et al. (65) has re ported that the Dunn Nutrition Unit has begun to apply the method in studies to determine the energy costs of pregnancy and lactation. Butte, et al. (66) reported on measurements of the energy expenditures of breast-fed and formula-fed infants. Expenditures were not differ-ent between the groups, although the breast-fed group did expend a greater proportion of their energy in basal metabolism.
Two groups have applied the method in very active subjects. Westerterp et al. (67) , measured the energy expenditures of male cyclists during the Tour de France. Energy expenditure exceeded 35 MJ/d or five times basal metabolic rate for these athletes, who were probably working at their energetic ceiling. Haggarty and McGaw (68) reported that elite female endurance runners were expending almost 15 MJ/d or about 2.8 times their cal culated basal metabolic rate. They also reported that this weight-conscious group severely under-reported their dietary intake.
SUMMARY
The experience with the doubly labeled water method in humans has confirmed the numerous validations in small animals. The method is accurate and has a pre cision between 2 and 8%, depending on the loading dose, the length of the metabolic period and the number of samples. Thus there is little question about the va lidity of the method. At the same time, there is an absence of consensus in the literature regarding the model and correction factors to be used. Part of this reflects the nature of scientific evaluations as each point is addressed individually. On the basis of evidence to date, future use in humans should include correction for isotope fractionation with the fractionation factors derived at 37Â°. These corrections should be applied to only breath water vapor, transcutaneous water vapor loss and CO2. It is also becoming clear that the differ ence in the two isotope dilution spaces must be con sidered in the model.
Consensus has yet to reached on the manner for es timating the amount of water that is lost via routes subject to isotopie fractionation. There is also an ab sence of consensus on the manner in which to incor porate the correction for the difference in the two iso tope dilution spaces. Although the estimates used for both of these factors have been shown to lead to very accurate results in our laboratory, equally accurate re sults have been obtained at the Dunn Nutrition Unit with their approach. This probably reflects the obser vation that the mean dilution space and estimated in dividual correction for fractionated water loss used in our laboratory are in very close agreement with the mean of the individual measured dilution space and average fractionated water loss values used by the Dunn group.
The doubly labeled water method is noninvasive and nonrestrictive and is thus ideal for the measurement of total daily energy expenditure in free-living subjects. The number of applications has increased dramatically in the last two years and these studies are beginning to provide new answers to old questions about human energy metabolism. Many of these studies are still in progress and thus cannot be fully evaluated at this time. Many reports, however, have keyed on consistent dif ferences between measured energy expenditure and in take estimated by dietary record and thus raised con cern about the accuracy of dietary records in weightconscious individuals. Thus it may be shown that a number of the enigmatic differences between dietary intake and physical activity in humans are at least par tially due to under-reported intakes.
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