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In this thesis, two hierarchical learning representations are explored in computer vision
tasks. First, a novel graph theoretic method for statistical shape analysis, called Composi-
tional Hierarchy of Parts (CHOP), was proposed. The method utilises line-based features
as its building blocks for the representation of shapes. A deep, multi-layer vocabulary
is learned by recursively compressing this initial representation. The key contribution of
this work is to formulate layer-wise learning as a frequent sub-graph discovery problem,
solved using the Minimum Description Length (MDL) principle. The experiments show
that CHOP employs part shareability and data compression features, and yields state-of-
the-art shape retrieval performance on 3 benchmark datasets. In the second part of the
thesis, a hybrid generative-evaluative method was used to solve the dexterous grasping
problem. This approach combines a learned dexterous grasp generation model with two
novel evaluative models based on Convolutional Neural Networks (CNNs). The data-
efficient generative method learns from a human demonstrator. The evaluative models
are trained in simulation, using the grasps proposed by the generative approach and the
depth images of the objects from a single view. On a real grasp dataset of 49 scenes
with previously unseen objects, the proposed hybrid architecture outperforms the purely
generative method, with a grasp success rate of 77.7% to 57.1%. The thesis concludes by
comparing the two families of deep architectures, compositional hierarchies and DNNs,
providing insights on their strengths and weaknesses.
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CHAPTER 1
INTRODUCTION
Object recognition at the class level has been a fundamental problem in computer vision
for the past 50 years. The total number of object classes (i.e. human defined) has
been estimated to be around 30,000 [17]. Accounting for background clutter, occlusion,
illumination, camera viewpoint and scale variables, the number of images algorithms
have to deal with is almost infinite. One goal of computer vision has been to recognise
objects, in increasingly complex conditions, within an acceptable duration. This is a task
primates with complex visual systems are extremely good at. The biological visual systems
of humans and monkeys have evolved to deal with the seemingly infinite combinations
of object classes, poses, scales and illumination conditions in the order of miliseconds
[181, 50].
The object recognition problem, broadly, contains two sub-problems: object classifi-
cation and object detection. The classification of an object (or image) can be stated as
a question: “What types of objects are there in image X?”. Object class recognition is
about finding the type of an object (e.g. human), rather than recognising a specific in-
stance (person A). Approaching this problem requires dealing with inter-class differences
(e.g. cars having different colours and designs), varying object poses and scales, illumi-
nation conditions, clutter, etc. A brute-force solution may take all of these factors of
variation into account, e.g. by creating a template for every possible combination of vari-
ables. Such an approach makes the problem arguably intractable [219]. However, modern
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deep hierarchies have efficiently solved this problem using vast amounts of labeled data,
even surpassing human performance in some respects [79]. The ImageNet dataset [38] is
widely regarded as a benchmark for object recognition. The ImageNet Large Scale Visual
Recognition Challenges (ILSVRC 2010-2017) are based on training a 1000-class subset of
ImageNet, containing millions of training images, for the object recognition task.
The detection problem is based on the same set up, but it asks a follow-up question:
“Where are the objects in the image X?”. In addition to finding the object classes, the
locations of the discovered objects may also be of interest. The coordinates of an object’s
location, its parts (e.g. left/right arm, head of a person), the coordinates and size of
the enclosing bounding box, or segmentation of the pixels occupied by the object provide
information at different levels of granularity about the detected object. Pascal VOC
Challenges [48] have been extensively used in benchmarking object detection algorithms,
along with the ImageNet Dataset [38], and more recently, the Microsoft Co-Co Dataset
[130]. Additionally, this problem resonates with the research questions in the robotics
community. In order to manipulate or navigate around an object, a robot not only needs
to identify its class, but also has to detect its location, scale, and pose (orientation).
Methods that address these problems can be grouped according to three different ways.
First is the representational power, which relates to the capacity to model the variety of
objects and their parts that can be recognised. Second is the training methodology, which
can be unsupervised or supervised, or a combination of both. The inference mechanism
defined for recognition is the third property, and concerns devising a procedure that
uses the learned representations to determine the presence of an object in an image.
As illustrated in the next chapter, deep, hierarchical learning methods have emerged as
high-capacity learners that can perform unsupervised or supervised learning with efficient
inference mechanisms.
Two relevant learning frameworks are introduced in this thesis. The first one, a statisti-
cal shape analysis method given in Chapter 3, focuses on shape retrieval and classification
tasks, which are closely related to the object recognition problem. The shapes in question
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mostly consist of black-and-white images and have relatively little clutter. The second
method of interest, a generative-evaluative framework for dexterous grasping, explained
in Chapter 5, aims to solve the object detection and pose estimation tasks in order to
grasp objects. These two core parts are not directly connected to each other. While
they both use hierarchical architectures to model visual data, the underlying frameworks
differ in detail. The reader is advised to treat them as two distinct parts, though certain
similarities will be pointed out where necessary. The final goal of this thesis is to enable
the robot to grasp objects using a human-like hand, which typically requires the precise
localisation of the objects in a scene.
Section 1.1 is dedicated to the properties and advantages of deep and hierarchical
methods, which constitute the core algorithms presented in this thesis. A summary of the
contributions made in this thesis is given in Section 1.2. Finally, Section 1.3 contains the
thesis outline.
1.1 Motivation
This thesis introduces two deep and hierarchical feature learning approaches, used for
object recognition and detection tasks. There are two reasons why these methods were
favoured over hand-crafted features: inspiration from complex biological vision systems,
and the overwhelming empirical evidence highlighting the advantages of deep methods.
These reasons are explained below.
1.1.1 Biological Reasons
Early hierarchical models drew their inspiration from biological vision systems [63, 115,
174]. It is known that in the primate brain, object recognition happens in a pathway
spanning from the primary virtual cortex, V1, to the inferotemporal cortex, IT, [221]. The
last layer, IT, is where the visual data processing finishes and recognition is finalised [137,
221, 139]. Recognition involves multiple layers of signal processing [51] in mostly a feed-
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forward manner [160]. In this deep network of neurons, the lower layers are responsible for
the detection of simple features, such as line segments or colour [109], and more complex
cells operate on the outputs of these layers. Some core properties of the biological systems,
such as translation invariance [102, 137] in higher layers and sharing of parts [109], have
contributed ideas to deep architectures. These topics are further explored in Section 2.1.
1.1.2 Empirical Evidence
Hand-crafted features have proven to be very popular in recognition tasks. Various meth-
ods, such as: Scale-Invariant Feature Transform (SIFT) [138], Speeded Up Robust Fea-
tures (SURF) [10], Histogram of Gradients (HoG) [36], Shape Context (SC) [12], Local
Binary Patterns (LBP) [155], among others, were extensively used in classification of ob-
jects and shapes. These methods are based on representing a local patch or keypoint using
a descriptor, and using these descriptors as features in a discriminative task. Often, the
extracted features are used to train a classifier, such as a Support Vector Machine (SVM)
[34]. Feature-based methods, termed flat approaches, have proven to be insufficient in
modeling complex object classes. Hierarchical methods [63, 57, 103, 247, 245, 174, 2], on
the other hand, can easily represent the complex relationships between an object’s parts
and varying appearance features. The key advantage of hierarchical compositional meth-
ods is the ability to start with relatively simple features and learn statistical, multi-layer
and deformable part models. The complex features in these methods are richer than flat
approaches, since they may be deformed to represent the patterns and variations in the
data in ways feature-based methods can not. The reader is advised to refer to Section 2.4
for further discussion.
Most methods which currently perform well on object recognition and detection bench-
marks are variants of Deep Neural Networks (DNNs) [13]. The origins of these methods
can be traced to the Perceptron [180], and later Neocognitron [63], which was directly
influenced by biological vision systems. The Backpropagation algorithm [182] enabled
the efficient training of DNNs. However, the research on neural networks stagnated for
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more than 20 years due to the lack of hardware to train DNNs with high capacity. Since
Krizhevsky et al.’s breakthrough network AlexNet in 2012 [107], DNNs have become pop-
ular. They have also become deeper, from the 8-layer AlexNet [107] to the 152-layer
ResNet [79], which surpassed human performance in the ILSVRC-2015 challenge. DNNs
have convincingly outperformed other approaches on most vision challenges [13], adding
to the empirical evidence indicating the advantages of deep architectures. A more detailed
review of deep methods is given in Section 2.5.
1.2 Summary and Contributions
This thesis presents two deep architectures: a compositional shape hierarchy, and a neural
network. The first method is a statistical shape learning framework, used for shape re-
trieval and classification. The system is based on line-based features at its lowest level, and
learns a compact hierarchical vocabulary of object models and parts. The contributions
of our first work can be summarised in three points:
1. A novel graph-theoretic method, termed Compositional Hierarchy of Parts (CHOP),
is proposed to learn a compositional hierarchy for representing object shape and
parts. Unlike most compositional methods, CHOP provides a principled way to ap-
proach the statistical shape analysis problem. Tools based on graph theory, such as
subgraph isomorphism, graph compression and graph matching, are used to perform
learning and inference of shape models.
2. Two information-theoretic tools are employed during training in order to learn the
statistical relationships defining object parts and shape vocabularies. The first one
is Minimum Conditional Entropy Clustering (MCEC), which is used to analyse the
pairwise spatial relationships between two parts [124]. The second tool is the Min-
imum Description Length (MDL) principle, which selects a compact set of shapes
to construct the shape vocabulary.
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3. The proposed method is a hybrid generative-descriptive model for hierarchical shape
representation. The learned parts are generative, since part instances can be gen-
erated by sampling from a part’s parse tree. MDL-driven learning ensures that the
learned parts are descriptive of the shapes that are frequently encountered during
training.
The proposed approach was tested on shape retrieval and classification tasks using
2D shapes, yielding state-of-the-art results on tested benchmark datasets in 2014. Com-
pared with object recognition targeted by DNNs [107, 211, 79] trained on large-scale
image datasets [38], statistical shape learning remains relatively under-studied by deep
methods. In the tested benchmark datasets, given in Sections 3.4 and 3.5, the number of
training images is typically much smaller (20-1000) than ImageNet (>1M), presenting an
interesting challenge for data-efficient learning.
The second part of the thesis focuses on a robotic manipulation task: dexterous grasp-
ing of novel objects using a single-view of the object from a depth camera. The problem of
grasping is approached in a generative-evaluative framework. A number of plausible candi-
date grasps are sampled using a generative model. This generative model is trained using
an efficient method that learns from a handful of human-demonstrated grasps (and is not
a contribution of this thesis). These grasps are then ranked by two proposed evaluative
models, which are data-intensively trained deep networks. Designing a hybrid learning
architecture has two clear advantages. First, generative models select grasps using a good
prior, although the generated grasps are ranked by a likelihood function which does not
necessarily correlate with the grasp success. The evaluative model replaces these metrics
as a method for ranking promising grasps. Second, the evaluative model benefits from the
high quality grasps that a generative model brings. A generative model follows a pattern
when sampling grasps, as opposed to random generation. This leads to a structured grasp
configuration space that can be parameterised and learned by a deep network. This work
makes the following contributions:
1. This thesis presents the first dexterous grasping method which combines a learned
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generative model with a learned evaluative model for dexterous grasping of novel
objects.
2. A highly-realistic simulated data collection setup for performing grasps was devel-
oped, based on the MuJoCo physics simulator. A Kinect simulator [19] was modified
and tuned for the Carmine 1.09 depth sensor for obtaining simulated depth images.
3. A new dataset of 3D object models, consisting of 295 objects from 20 classes was
collected. All objects are graspable using a dexterous hand, and have realistic scales.
The object models are accompanied by their approximate convex decompositions,
calculated using the V-HACD algorithm [146].
4. Two millions grasps were performed in simulation, and each grasp was saved with
its corresponding simulated depth image, hand parameters, and results in the form
of grasp success and stability. The collected dataset can be used for predicting grasp
success probability, along with grasp stability (how the object moves and rotates in
the hand).
The code and the collected data will be released online under an open-source license.
1.3 Thesis Outline
This thesis consists of two core parts. The goal of the thesis is to introduce both methods,
and draw the connections between. Chapters 2 and 3 focus on hierarchical shape learning.
Next, Chapters 4 and 5 introduce the work on dexterous grasping of novel objects using
deep networks. Finally, 6 concludes the thesis by discussing the results and comparing
both problems and approaches.
In Chapter 2, a detailed literature review about representation learning for object
recognition and classification is given. The chapter starts with the biological arguments
for choosing hierarchical learning techniques over feature-based methods. Next, an evo-
lutionary history of the literature from feature-based methods to hybrid multi-layer tech-
7
niques, and finally, deep representations is given. The deep methods of interest in this
thesis, compositional hierarchies and deep networks, are reviewed in this chapter.
The proposed compositional framework, CHOP, is presented in Chapter 3. First, the
method is summarised by introducing the learning and inference mechanisms. Explana-
tion of the building blocks that constitute the CHOP framework follow this summary.
The experimental section includes the results of the method on the shape retrieval task in
6 benchmark datasets. Part sharing and sub-linear vocabulary growth features are illus-
trated via analysis by varying object sizes, classes and views. Further results are provided
in the shape classification task, showcasing the method’s ability to model invariances to
rotation, scale and background noise.
Next, we switch to the robotics domain. Chapter 4 contains an overview of the existing
work in grasping. The proposed architecture in the second part of the thesis contains a
deep network, and this chapter contains relevant research in the context of grasping.
The geometric methods, which dominated early grasping literature, are followed up with
more recent data-driven techniques which have shown great success in grasping. The
chapter concludes with the most relevant research to our work: the methods that use
deep networks for dexterous grasping.
A generative-evaluative approach for dexterous grasping of novel objects from a single-
view image is proposed in Chapter 5. The innovative aspect of this work comes from
combining a data-efficient generative model with a data-intensive evaluative model based
on a deep network. Next, the simulated data collection setup, which was used to collect
the data to train the deep network, is explained. This chapter also contains the experi-
mental analysis for simulation and the real world, which clearly shows that the proposed
architecture improves grasp success rate significantly.
Finally, the conclusion of the thesis is given in Chapter 6. This chapter contains a






RELATED WORK: 2D IMAGE
REPRESENTATIONS
This chapter gives an overview of existing approaches on object class recognition. Below,
a summary of the development of computer vision algorithms for 2D image understanding
is given, as well as successful examples through the years. First, we set out the motiva-
tion for hierarchical approaches and their biological origins in Section 2.1. Next, “flat”
methods which dominated early work on object recognition are introduced in Section 2.2.
Section 2.3 lists transitional algorithms that combine features into parts to represent ob-
jects. Section 2.4 is dedicated to compositional hierarchical systems. Finally, Section 2.5
contains deep neural networks.
2.1 Biological Motivation for Hierarchical Learning
The hierarchical multi-layer structure of modern computer vision techniques is supported
by research about biological vision systems. The ventral visual pathway is considered
to be responsible for object recognition [221], spanning an area from the primary virtual
cortex, V1, to the inferotemporal cortex, IT. IT is thought to be central for the recognition
task [137, 221, 139]. Some well-known and widely accepted elements of the primate vision
systems are given below:
• The vision processing pipeline spans 8-10 layers [51],
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• Information channels such as colour, shape, motion, texture, 3D information are
processed separately, though being highly inter-connected [109],
• Layers can exploit the shareability of elements, since they are built on top of each
other [109],
• Receptive field sizes and translation invariances increases towards higher layers [137,
102, 160].
• Object recognition is a predominantly feed-forward process, although feedback does
exist [160].
Considering the speed of recognition in the primate brain, these findings are not sur-
prising. The lower layers of the visual hierarchy consist of simple features such as colour,
line segments, texture and motion elements. Higher layers become more invariant to the
exact location of the stimuli [137, 102]. The learned representations yield a degree of
translation and rotational invariance even in the case of limited viewpoints encountered
during training [174]. The best scheme that explains such invariances is the MAX op-
eration performed in the “complex” cells (cells which operate on the output of sensory
neurons) [174]. The MAX operation takes the maximum of the signals in a receptive field,
effectively providing feature specificity and invariance to the signal’s exact location and
to background clutter.
The shareability of lower-layer features in the visual hierarchy is a key reason why
hierarchical methods are efficient learning representations. For example, T-junctions and
corners can be found in many distinct shapes, hence only one copy of each needs to be kept
in the vocabulary (per view). Higher layers get more specialised as the receptive fields get
bigger and shape complexity increases, resulting in a higher number of elements. Shareable
features help limit the otherwise combinatorial explosion of parts in the vocabulary. An
empirical analysis of the relationship between shareability, vocabulary size and run-time
performance is given in the next chapter.
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The elements listed above exist in most hierarchical learning methods, and their exam-
ples can be found in Sections 2.4 and 2.5. The next section is dedicated to the literature
on non-hierarchical methods, which were extensively used in object recognition.
2.2 Flat Approaches
Feature-based methods have led the way in object recognition/detection up until the last
decade [138, 229, 36]. In this section, we consider feature-based methods and their learned
counterparts, single layer networks [32], under the name of “flat approaches”. Such meth-
ods are based on designing or learning a set of features that together describe an object.
Because each feature focuses on a small part of the object, the high-level structural in-
formation is ignored, leading to a less powerful representation. Usually, learned/designed
methods are coupled with Support Vector Machines (SVM) [34] or other classifiers to
perform the recognition task. It should be noted that most of the methods in this sec-
tion can be classified as “unsupervised” techniques, where images’ category labels do not
contribute to the feature design/learning process.
Feature-based methods are not able to represent an object using a single feature
mask/filter. The appearance variability at the object level is prohibitive for an object-
level representation. On the other hand, hierarchical approaches can be designed to
model whole objects at their top layers, as explained in Section 2.4. They can recursively
compress the image data to obtain more compact representations. This allows them to
have abstract classes such as “car”, which can be decomposed into sub-structures such
as “door”, “tyre”, “trunk”, etc. These sub-structures can be further recursively decom-
posed, until the basic building blocks (e.g. “line segment”s) are obtained. Similarly, deep
learning methods in Section 2.5 are able to learn abstract features which cover a large
receptive field, possibly enclosing the whole object. The complexity of the representations
in both hierarchical compositional techniques and deep neural networks are higher than
feature-based methods, and results in better performances [13].
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The feature sets of the techniques in this section are often required to be over-complete,
as is in the case of Viola-Jones face detector [229] or Haar-like features [127]. Keypoint
detection methods such as SIFT [138] and Harris Corner Detector [77] represent objects
with a number of keypoints, and the keypoint positions and descriptors can be used
for matching objects. Feature learning approaches such as auto-encoders [167, 228] and
k-means [49] strive to learn features which collectively reconstruct the data, and the
performance increases as the learned dictionaries contain more redundancy [32]. It can
be inferred that as over-completeness and redundancy in a representation increases, the
performance rises as well.
Earlier work on object/shape recognition involved using either hand-crafted descrip-
tors [138, 10, 36] or learned features [32]. Hand-crafted features such as SIFT [138]
are based on detecting interest points in an image, and obtaining a local descriptor for
each point. The interest points (landmarks) in an image collectively represent an object,
and recognition is usually performed by matching the constellation of points in pairs of
compared images. For instance, SIFT keypoint detector is a scale and rotation invariant
technique to detect extremity points (blobs, corners, etc) in an image [138]. SIFT descrip-
tor is a 128-dimensional histogram which defines the area around the relevant keypoint,
and is used for matching keypoints. A query object and a sample object can be com-
pared by finding the best transformation to match the keypoint sets belonging to the two
objects, using a method such as [61]. SIFT, and its speeded-up version SURF [10], have
been extensively used in recognition and detection tasks until the last decade. However,
the deep learning methods explained in Section 2.5 have recently outperformed them in
nearly all object recognition/detection tasks [13].
A dictionary of features can be learned to represent an image or an object. A straight-
forward approach into feature learning is to specify a patch size and learn a set of features
of the set size to perform a task. For example, the k-means [49] algorithm can be used to
cluster (label) a number of patches randomly collected from the images in the training set.
This is analogous to creating a dictionary of visual words to explain the data. A variation
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of the dictionary approach is the work of van Gemert et al [223], where soft labels are
used to label visual features. An analysis of single-layer networks [32] by Coates et al.
shows that learning the features using k-means clustering is often as effective as single-
layer networks such as sparse auto-encoders (SAEs) [167], sparse Restricted Boltzmann
Machines (RBMs) [116] and Gaussian Mixture Models (GMMs) [172, 32].
Variations of Deep Neural Networks (DNNs) can be used for feature learning. In this
thesis, the review of the literature containing DNN-based recognition methods is divided
into two. The rest of this section focuses on DNN architectures specifically used for
learning patch-based image features. Class-level recognition approaches are explained in
Section 2.5.
Auto-encoders (AE) [167, 228] are neural networks that encode/decode the data to
learn the underlying structures. Typically, an auto-encoder framework consists of an
encoder network f and a decoder network g, and the network weights are learned by re-
constructing input x by going through the encode/decode operation g(f(x)). By using en-
coder/decoder networks of limited capacity and regularisation techniques, auto-encoders
can avoid over-fitting to specific examples in the training set. Sparse auto-encoder (SAE)
is an interesting variation of the AEs. Sparsity is a desired property which helps pre-
venting overfitting to the training set. The sparsity constraint can either be applied
by penalising the hidden unit biases (to reduce the number of active hidden nodes), or
directly penalising the activations in the output of the encoder network f(x) [14]. An-
other variation of AEs is the denoising auto-encoder (DAE), which aims to denoise an
artificially corrupted input rather than reconstructing it. SAE has to learn the identity
function within restricted framework, while DAE must capture the underlying input dis-
tribution and ignore the added noise. Both architectures have been useful in performing
recognition tasks, despite being unsupervised methods [14].
There are various other feature learning methods such as Principle Component Anal-
ysis (PCA) [159, 85], Restricted Boltzmann Machines (RBMs) [82], Deep Boltzmann
Machines [186], manifold learning algorithms (e.g. t-SNE [222]), and many more [14, 32].
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The methods explained in this section have paved the way to deeper methods which are
currently successful in computer vision benchmarks, as evidenced by the the top perform-
ers in [13]. The next section is dedicated to part-based methods, which form compositions
of learned/designed features, some of which are listed in this section. The deep learning
methods, extending the learning-based algorithms in this section, are given in Section 2.5.
2.3 Part-Based Methods
The methods in Section 2.2 fall short of modeling whole shapes or objects, because their
receptive fields are smaller than the objects, and the appearance variation at the object
level is prohibitive. This section focuses on methods combining these features in shallow
architectures, i.e. having 3 or fewer layers. Part-based methods use the structural infor-
mation in objects (spatial arrangement of features) to a limited extent. The papers listed
here can be considered to precede modern deep architectures.
Bag-of-Features (Bag-of-Visual-Words, BoF) is a methodology which originates from
a similar model used in text classification, the Bag-of-Words (BoW) model. In the Bag-
of-Words approach, a text document is interpreted using statistics such as the number of
occurrences of each word [5]. In other words, each document is considered as a bag of
words or phrases, regardless of their order. Bag-of-Features is a very similar technique
applied in image retrieval problems [30]. Each image is represented as a bag of features,
and the statistics of these features define the characteristics of the image.
The Bag-of-Features method ignores the spatial arrangements of the features in the
image, losing precious spatial information: People expect to see the nose under the eyes,
car tyres are below the car, etc. On the positive side, methods that ignore locations
of features are often scalable to big datasets and are faster to evaluate [30, 203, 37].
Dean et al. [37] developed a scalable object detection framework by replacing the dot
product operator in feature convolution with locally-sensitive hashing. The replacement
of convolution with hashing speeds up the feature extraction process by at least four
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orders of magnitude. The mean average precision of the method over the full dataset
is around 0.16 on 100.000 classes. Chum et al. [30] apply the BoF model to an image
retrieval problem over a large dataset consisting of more than 1M images. They refine the
results by assessing the top retrieved images based on the spatial distribution of features
on the query image and retrieved images. The spatial verification step improves the
performance of the algorithm substantially, adding further evidence to the importance of
learning spatial structures.
Other works that use the BoF technique include spatially-aware approaches, which
exploit complex visual words that represent the configurations of features. In [23], Bron-
stein and Bronstein augment the BoF model by taking the spatial relationships between
features into account. [23] is a two-level hierarchy, where the first level consists of simple
features, and the second level is comprised of common geometric expressions of these
features. In their later work [25], Bronstein et al. applied spatially-sensitive BoF to
the shape retrieval problem in a large-scale shape dataset consisting of articulated 3D
models. They argue that combining 3D features into complex geometric expressions im-
proves the performance of the retrieval algorithm. In the proposed method presented in
the next chapter, we made the same observation. In our case, allowing the algorithm to
build higher levels in the hierarchy, rather than limiting it to two levels, results in richer
representations and more complete object models.
Generalised Hough transform (GHT), proposed by Ballard in 1981 [9], is another
part-based recognition technique. It is a modification of the Hough Transform (HT) [86],
which was originally created to match simple shapes such as lines and circles. Ballard
enabled the use of Hough transform for arbitrarily defined shapes. Variations of GHT
have been used for object detection in the literature [118, 144, 156, 117]. Gall et al. [64]
introduced Hough forests (see also [214, 170]), which are random forests that perform
the generalised Hough transform efficently. In [64], as is the norm in Hough voting,
small shape patches (features) vote for a shape or object’s location. This star-shaped
model has a drawback: the method performs well in the case of solid objects, but fails
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on articulated/deformable objects. Guo et al. proposed a more robust voting scheme in
[72], where parts’ contibutions depend on their uniqueness and positional variance, but
neither technique is able to model articulations. The hierarchical methods presented in
the next section are well-suited to deal with such appearance variations, particularly by
the help of OR-nodes [57, 247].
Part-based methods can also incorporate supervised learning. Object categories can
be modeled by parts with deformable spatial configurations, and this idea has been used in
various papers [47, 54, 62, 191]. Felzenszwalb et al. [53] learned discriminative deformable
part models which outperformed the best results in 2006 PASCAL person detection chal-
lenge [36]. They trained latent SVM models where part positions with respect to the
bounding box are treated as latent variables, hence the learned category models are the
direct outcome of the discriminative training. Each coarse category filter, which spans
the entire bounding box of an object, is accompanied by 6 deformable parts (heuristically
selected). The part filters are based on Histogram of Gradients (HoG) features [36]. In an
alternative approach, Savalle et al. [188] replaced the HoG features with Convolutional
Neural Network (CNN) features, which are obtained from AlexNet [107]. Further works
on bridging the connection between Deformable Part Models (DPMs) and CNNs include
the paper by Girshick et al [66], where a procedure was devised to convert DPMs to
CNNs. More recently, Dai et al. [35] used ideas (e.g. deformable convolution and Region
of Interest pooling) from DPMs to improve the transformation modeling capabilities of
CNNs.
2.4 Compositional Hierarchies
In the previous section, part-based methods with no clear hierarchical structure were ex-
amined. Here, the aim is to cover hierarchical, part-based methods which model objects,
usually have 3 or more layers, and have complex part-to-part interactions (e.g. to model
articulations) [246]. A hierarchical structure leads to increased model complexity and in-
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variance properties, which are in line with the biological motivations set forth in Section
2.1. Part-based hierarchical architectures have been studied in object category repre-
sentation [41], object detection [245, 103], human body tracking [154], animal detection
[29] and face image reconstruction [236] problems. A review of hierarchical compositional
models was published in [246].
Hierarchical feature learning approaches present an alternative over the flat approaches
that often use hand-crafted/simple features. A hierarchical compositional learning method
can automatically learn structural features by combining basic building blocks [57], whereas
a flat method can only work with a single layer of features to perform recognition [43].
As put forth in Section 2.1, a recent analysis of the Primate Visual System by Kruger et
al. [109] showed that the brain processes signals obtained from the cells in the eyes in
a hierarchical manner, in the order of 8-10 levels. Each level in the hierarchy responds
to a different class of complexity of features, in receptive fields of growing sizes. Many
hierarchical vision algorithms have been developed that imitate this type of behaviour
[246]. In order to have a tractable framework, compositional hierarchies balance a trade-
off between the representation’s complexity and the memory footprint/run-time of the
algorithm, by optimising a cost function. In this aspect, they exhibit similarities with
deep-learning algorithms that aim to learn a model of the data based on a task-specific
criterion [14]. Similarly, the multi-level vocabulary learned in a hierarchical compositional
architecture can be designed to solve object categorisation [196], recognition [20] and de-
tection [52] problems, or be adaptively task-driven [4]. More generalised representations
focus on object reconstruction and parsing, which means they are constructed to be as
rich as necessary for their tasks, e.g. generating the data [103, 59].
While they do not fully exploit the hierarchical structure, 2-level learning models are
able to learn combinations of simple features as well. Yu et al. [238] presented a 2-level
sparse coding method that takes into account the spatial arrangement of low-level features.
Similarly, the work of Jamieson et al. [92] is a 2-level part hierarchy. The method has a
graph-based representation, in which nodes are the parts, and edges correspond to spatial
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relationships. Neither work has a trivial extension into a multi-layer hierarchy required to
learn complex object models. The amount of variability that can be encoded in a part in a
2-layer hierarchy is bound by the small receptive fields, hence the learned representations
have limited power.
Riesenhuber and Poggio proposed HMAX [174], a 5-layer hierarchical recognition
model designed to mimic the functionality of the pathway from V1 to the posterior infer-
otemporal (PIT) layer in the primate visual cortex. The original version did not incor-
porate any training, and the basic building blocks at the bottom layer are line segments.
Top-layer nodes of the hierarchy are view-specific, task dependent elements. HMAX can
recognise translation and scale-invariant features. Later, Serre et al. extended HMAX
[194] to include feature learning at the intermediate and top levels of the network. Fur-
ther extensions of HMAX include the work of Hu et al. [88], where sparsity in activations
was introduced, and binarised HMAX [240], which is significantly faster. It should be
noted that HMAX was created based on Fukushima’s Neocognitron [63], a multi-layer
recognition framework with increasing translation invariances towards upper layers.
Hierarchical compositional methods are able to learn compositions up to the ob-
ject/scene level. Yuille et al. [245] developed a method to learn deformable templates
of objects for efficient parsing. While this method learns the representation from im-
ages, interest points over the object’s boundaries are picked by hand, and provided as
ground truth to the algorithm. This methodology is not feasible for large datasets be-
cause marking such landmarks is time-consuming, and in most cases, prone to errors.
In [103], Kokkinos and Yuille presented a hierarchical object representation based on a
graph-based structure. Their method is able parse objects in cluttered scenes at multiple
scales, and only requires the bounding box of the objects in order to learn higher-level
representations. They have an efficient inference algorithm resulting from a tree-shaped
object representation.
Alternatively, a compositional architecture can be considered as a context-sensitive
grammar consisting of scenes, objects, parts and visual primitives. In the work of Zhu
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and Mumford [247], the rules of the grammar define the relationships between nodes and
their parents in a hierarchical structure. The grammar encodes an And-Or representation
where And-nodes model co-occurences, and Or-nodes encompass alternatives (choices).
For example, the deformations and articulations of object part can be represented with
an Or-node in the template definition. Based on the same idea, Si and Zhu [200] proposed
And-Or templates which are fully generative to the object pixels. Additionally, And-Or
templates have been successfully adapted to various tasks including car detection [234],
human activity prediction [166] and graph mining [242].
Fidler and Leonardis proposed a hierarchical compositional architecture, termed Learned
Hierarchy of Parts (LHOP) in [59, 57, 58]. LHOP is a multi-layer part learning method,
and is generative to the pixel level. The parts in LHOP encode a high degree of vari-
ability due to the recursive formulation of the layers. At the top-level of the vocabulary,
parts represent full object shapes. The proposed method in this thesis, CHOP, is based
on the key building blocks of LHOP. The key difference between the two algorithms is
the formulation of the learning problem in purely graph-theoretic terms in CHOP, which
results in a more refined and unified architecture. The number of levels is automatically
determined based on the complexity and resolution of the images in the training dataset
in CHOP, while LHOP uses a fixed number of layers.
The co-occurences of real-world objects in scenes give valuable contextual information
which may help object detection. Large-scale datasets such as Microsoft Co-Co [130]
and LSUN [237] have made it possible to train algorithms that learn the interactions of
objects. Sudderth et al. proposed a scene-level hierarchical parsing algorithm in [208].
In [208], Object-part relationships and object-object interactions are represented in a
single framework. Similarly, during the training of the hierarchical generative model of
Li et al. [125], they labeled and segmented each object, as well as annotating the whole
scene. In addition to object recognition, the hierarchical scene parsing methods can also
be used to perform high-level tasks such as scene annotation [205, 98]. While contextual
information can be valuable in solving ambiguities, most methods do not utilise object-
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to-object interactions to perform recognition [246].
It is possible to make a comparative review of different compositional hierarchies, such
as Hierarchical Shape Models [103], And-Or networks [247], HMAX [174], LHOP [58] or
CHOP [2]. However, such comparisons are bound to be qualitative. All aforementioned
frameworks share common elements, such as part shareability and fast inference. Hierar-
chical Shape Models [103] have the advantage of encoding feature scales at the part level,
coping with varying sub-part sizes. And-Or networks [247], LHOP [58] and CHOP [2]
explicitly group shape alternatives, increasing the power of the representations. The pro-
posed method in this thesis, CHOP, provides a graph-theoretic solution which is relatively
easy to implement. It can be argued that the main disadvantage of the compositional
hierarchies is that they do not share a common notation, terminology or formulation.
This creates a natural barrier in their development, as there is not a single framework
which provides the building blocks to implement a newly designed hierarchy. In contrast,
DNNs are almost exclusively built on shared principles and building blocks. It is possible
to implement novel or existing methods using common frameworks, such as TensorFlow,
Theano, Caffe, PyTorch or others.
As put forth in Section 2.1, there are biological justifications for the important de-
sign decisions taken in compositional hierarchies, such as line-based shape features [174],
part-shareability [109] and hierarchical processing [221]. Compositional hierarchies are
advantageous in that the resulting representations are intuitive and interpretable. This is
in sharp contrast with DNNs, where the models are inherently entangled because solvers
such as Stochastic Gradient Descent (SGD) or its derivatives operate in continuous fea-
ture spaces. Despite the efforts [239], modern Deep Neural Networks (DNNs) remain as
largely black-box methods: The learned features are not visualised or interpreted, but the
overall performance dictates the model selection and optimisation process. Attempts to
create a principled theory explaining why deep neural networks work so well are ongoing
[145, 233]. Despite these disadvantages, DNNs have become popular in the last decade,
since they achieved state-of-the-art results on almost all relevant visual challenges [13].
21
The next section contains an overview of deep neural networks which are currently
leading the field in most computer vision challenges.
2.5 Deep Neural Networks
Machine learning has transformed our lives in unprecedented ways. Systems’ capability to
learn, without being explicitly programmed, allowed scientists to create data-driven algo-
rithms which perform many everyday tasks. Many innovations in the last two decades, in-
cluding efficient web search, recommendation systems, autonomous cars, intelligent voice-
based personal assistants (e.g. Siri, Alexa) and machine translation, depend on machine
learning to accomplish complex tasks. Various fields of Artificial Intelligence (AI) have
seen improvements as well, including natural language processing [148, 114], computer
vision [107], speech generation [132], machine translation [235], and many more. Deep
neural networks are an integral part of machine learning, and they have been extensively
reviewed in recent years [190, 135, 73]. In the rest of this section, we summarise Deep
Neural Networks (DNNs).
With the increasing availability of GP-GPUs (General Purpose Graphics Processing
Unit), deep learning architectures have been applied successfully to many tasks in the
vision community [107, 31]. Neural networks with the back-propagation learning proce-
dure have been popular in the last decade [190]. In Section 2.2, we gave examples of flat
approaches which can be considered equivalent to a single layer of a multi-layer Convo-
lutional Neural Network (CNN). In order to cascade multiple layers, deep architectures
often make use of pooling operations to reduce the complexity of the data between layers
[65]. Lin et al. [129] replaced the linear pooling operation in convolutional neural networks
with non-linear micro-level neural networks. [129] achieved state-of-the-art performance
on CIFAR-10 and CIFAR-100 object classification datasets [106].
The learned features in DNNs can incorporate different channels of information either
separately [152, 46] or jointly [204]. In [119], each feature is restricted to a subset of
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available channels in RGB-D information, which yields features with better generalisation
ability. Gupta et al. [74] proposed a rich feature learning framework to learn features
from RGB-D images. The depth channel and RGB channels are processed separately in
order to learn meaningful features for each data type. The methods listed in this section
mostly consist of networks trained on RGB (colour) images, while additional papers on
RGB-D data are introduced in the second half of the thesis.
Deep Neural Networks (DNNs) are multi-layer networks which can be trained for a
specific task, defined by a loss function. Although their origins can be traced back to the
Perceptron by Rosenblatt [180] in 1958, an efficient way to train them was only discovered
in 70’s, and published in the 80’s. Backpropagation algorithm [182] made it possible to
define a loss function (e.g. based on the classification task) and tune the weights to
minimise the error back-propagated to each node in the network. LeNet by LeCun et
al. [115] is a 5-layer fully convolutional neural network trained with backpropagation
for handwritten character recognition task. LeNet (1989) is a tiny network compared
to today’s very deep architectures [210], but its importance comes from being the first
successfully trained CNN implementation. DNNs fell out of popularity during 90’s and
00’s due to a variety of reasons. Feasibility of DNNs were limited due to their high
computational needs, the gradient vanishing problem, and the fact that they required
large labeled datasets to combat overfitting, all of which were successfully addressed in
the last decade. The success of competing feature engineering approaches, coupled with
Support Vector Machines (SVM) [34], also contributed to this situation.
The recent insurgence of deep networks can be attributed to the breakthrough paper
of Alex Krizhevsky et al. in 2012 [107]. AlexNet [107] is a 8-layer Convolutional Neural
Network (CNN), consisting of 5 convolutional layers for feature extraction, and 3 fully-
connected layers for classification. It achieved a top-5 classification error of 15.3% in the
2012 ImageNet Large Scale Visual Recognition Challenge (ILSVRC-2012), 10.9 percentage
points better than the runner-up method (26.2%). AlexNet was trained on a 1.2M images
from 1000 classes, used Max Pooling at the end of the convolutional layers and employed
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Dropout [84, 207] to avoid over-fitting. AlexNet has since been surpassed in terms of
performance [13], but it marks the first time a neural network with millions of parameters
was successfully used in a large-scale recognition task.
R-CNN by Girshick et al. [65] showed that combining segmentation and CNNs can
achieve state-of-the-art performance in object detection, outperforming others by a wide
margin. In [65], candidate regions are extracted with selective segmentation. The bound-
ing box of each region is warped into the same size, and a CNN is used to obtain a
fixed-size feature vector for each window, which is given as input to a two-class SVM
(yes/no) for each object class. [65] reported an increase in the state-of-the-art of around
%30. Girshick later speeded-up R-CNN [67] by running the CNN only once per image
and sharing the features across different windows (regions), as well as replacing the SVM
classifiers with a neural network. An even faster version of R-CNN was developed by
Ren et al. in [171], focusing on simultaneous object boundary and class proposals. Mask
R-CNN [78], built on [171], predicts high-quality object segmentation masks in addition
to the bounding boxes.
Ultra-deep neural networks have recently been quite popular due to their superior
performance [210]. VGG-16 (16 layers) and VGG-19 (19 layers) networks obtained top
performances in the ILSVRC-2014 challenge [202]. A crucial difference between AlexNet
and VGG architectures is the use of smaller convolutional filters (3 × 3) throughout the
VGG networks. GoogLeNet (22 layers) won the ILSVRC-2014 competition, and its core
contribution was the use of the inception modules [211]. The inception modules combine
convolutional filters of multiple sizes (e.g. 1× 1, 3× 3, 5× 5) in a single layer, and let the
model pick which one to use. Since then, networks have gone even deeper, as evidenced
by Microsoft’s 152-layer ResNet (won ILSVRC-2015, surpassed human performance) [79],
and 1000-layer ResNet tested on the CIFAR-10 dataset [106]. As networks go deeper, they
become more difficult to train (the gradient degradation problem). ResNet addresses this
issue by adding identity connections between the layers, and learning residual mappings
in the convolutional layers, instead of fitting a desired mapping to all layers.
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In addition to going deeper in the recent years, different network architectures have
been proposed as well. Generative Adversarial Networks (GANs) consist of two neural
networks competing in a zero-sum game framework [69]. In this game, a generative model
G generates samples by mapping a set of latent variables to the image space to deceive
a discriminative network D. On the other side, the discriminative network D learns
to distinguish between the generated samples and the real data. The aim is to obtain
a generative model G which learns the true data distribution, and have D equal to 1
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everywhere. Chen et al. proposed InfoGAN [28], which extends GAN by semantically
grouping latent variables. The method learns to disentangle pose from lighting in 3D
rendered images, writing styles from digit shapes in the MNIST dataset [83], and digits
from background in the SVHN dataset [151].
CNNs have yielded good performances in various datasets and tasks, as shown ear-
lier. On the downside, their training involves the estimation of millions of parameters,
which requires very large datasets in return. A commonly-used solution to circumvent
the dataset requirements of CNNs is to pre-train the network on a related dataset (e.g.
ImageNet [38]), and perform fine-tuning by using the intended (usually smaller) dataset
on a specific task. For example, Oquab et al. [157] presented a method that enables ex-
isting learned neural networks to be used on new datasets by transferring the knowledge.
Based on the assumption that the source and target datasets have similar properties, they
transferred the layers from a CNN trained on ImageNet [38] to a CNN trained for the
Pascal VOC [48] dataset. Using pre-trained weights instead of random initialisation often
yields better performance, especially when the training data is scarce [198].
Another important drawback of CNNs is their black-box style processing, which has
been addressed by Zeiler and Fergus in [239] in the form of a visual analysis tool for
deep learning networks. Their work provides an insight into the hidden nature of deep
networks, by visualising the mid-level features and analysing the effect of varying different
parameters on the quality of the features. Their method outperformed AlexNet [107] as
a result of the improvements based on their analysis. Despite recent efforts to build a
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mathematical theory of convolutional neural networks [145, 233], their appeal comes from
their success in the vision tasks [13], not from our understanding of why they really work
so well. However, this is a question that is beyond the scope of this thesis.
In the next chapter, our proposed CHOP architecture is presented. The links between






In this chapter, a summary of our previous work [2, 158] on compositional shape hier-
archies is given. The proposed method, Compositional Hierarchy of Parts (CHOP), is
a system that learns a hierarchical set of 2D shape features from images. The data at
each layer of the hierarchy is represented using a set of graphs, where parts (frequently
occurring 2D shapes) are considered as common cliques in these graphs. The graphs con-
sist of a set of nodes and directed edges, where nodes correspond to shape instances, and
edges encode spatial relationships. Each training image has its own image graph, where
the information in the image is encoded in a 2-dimensional lattice. At the first level,
graph nodes represent feature responses, and the directed edges link neighbouring nodes
in receptive fields. In higher layers, the graph nodes, called part realisations, correspond
to instances of abstract structures in the real data. The image graphs are compressed
recursively across multiple layers by discovering frequent patterns in the data. In order
to remove redundancy at each layer, a max-pooling operation is performed.
The proposed method, CHOP, is a hybrid generative-descriptive model for 2D shape
representation learning. Unlike other hierarchical compositional methods [103, 247, 174,
58], CHOP measures the generative and descriptive properties of object parts in a prin-
cipled, graph theoretic approach. Each part in the vocabulary is a structured tree graph,
and and the instances of a part can be generated from the corresponding graph by sam-
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pling. Selecting parts for the next layer in the vocabulary is based on Occam’s Razor
principle [123], which favours the simplest models that explain the data. As a result, the
learned multi-layer vocabulary of shapes consists of elements which are most descriptive
(given the dataset). In the lower layers of the hierarchy, parts are often shared among
different objects and classes. As the learning progresses to higher layers, vocabulary parts
tend to get more specialised, allowing for fast indexing. The inference of the parts in the
vocabulary can be performed efficiently, exploiting the graph-based shape matching and
indexing features.
Compositional Hierarchy of Parts (CHOP), relies on the mechanisms proposed by
Learned Hierarchy of Parts (LHOP) by Fidler et al. [58]. Both are contour-based hierar-
chical shape learning methods. Pair-wise spatial part distributions, part compositionality
and shareability, unsupervised training and indexing-based inference can be considered as
the commonalities between the two frameworks. The learning of vocabulary layers is per-
formed in a feed-forward manner in both, although LHOP has a fine-tuning stage where
each part’s spatial statistics are updated in a top-down pass. LHOP relies on part fre-
quency and data coverage for part selection, whereas CHOP has an MDL-based approach
that aims to compress the data graphs. CHOP can be considered as a re-formulated
and updated version of LHOP which is based on graph theory and compression. This
re-formulation leads to a unified framework where learning and inference mechanisms can
be defined in terms of graph-theoretic algorithms.
The information flow of the proposed system is given in Figure 3.1. The first layer
l = 1 can be considered as a pre-processing step which extracts line-based features from
the dataset. Object colours and intensity values are filtered out from all images, leaving
behind the quantised edge structures which together constitute the shapes. In the learned
higher layers, random graphs represent parts (partial shapes), and parts’ instances in the
input dataset are referred to as part realisations. Layer-wise training starts by learning
the spatial statistical relationships between the parts, using a combination of Minimum


















Figure 3.1: The left side of the figure shows a hierarchical vocabulary of parts, while the
right side shows key components of learning. Left: Each layer of the vocabulary consists
of a number of parts which are compositions of the parts from the previous layer. Right:
Layer-wise learning starts by learning the pairwise spatial distributions among the parts.
A graph-based representation, termed image graph, is created for every shape. Finally,
the method selects a common set of frequent subgraphs as the parts which constitute the
next layer of the vocabulary.
This step involves estimating the probability distributions governing the relative spatial
positioning of two parts Pi and Pj, for all part pairs in the vocabulary. All possible reali-
sations of these parts throughout the dataset are considered. The distributions specifying
the relative positioning of parts, thus representing geometry, are encoded in the edge la-
bels in the graph structure. An higher layer’s parts are built by creating compositions
of the lower layer’s parts in the form of connected subgraphs. Each part composition is
evaluated by its ability to compress the dataset’s representation at the lower level, using
the Minimum-Description Length (MDL) principle [175]. We employ a greedy scheme
to select a compact set of parts for the higher layer, by iteratively selecting parts which
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minimise the conditional description length of the remaining dataset representation at
each step. The instances of the selected parts are discovered via subgraph isomorphism.
These steps are recursively applied until no more compositions can be learned.
3.1 Definitions
Below, the basic definitions of our framework is given. In the rest of this chapter, a
layer is considered as a set of parts or hidden nodes which are at the same level l of the
hierarchy, i.e. l = 3.
Definition. Vocabulary A hierarchical compositional shape vocabulary Ω = {Ωl}Ll=1
consists of multiple vocabulary layers Ωl, s.t. 0 < l < L. Figure 3.1 illustrates some of
the vocabulary layers learned by our system, along with key concepts of learning. Each
vocabulary layer Ωl = (P l,Ml) contains a set of parts P l and a set of modesMl. Where
possible, each level-specific part set P l is called a layer for brevity. A layer P l consists of
parts, hierarchical shape representations that are combinations/compositions of the parts
in the previous layer P l−1, with the exception of the first layer P1. P1 contains θ = 6
parts {P1i }θi=1, each of which corresponds to a different edge type, as explained in Section
3.3.1. The set of modes Ml includes information relevant to the relative positioning of
the parts, and will be explained later in the chapter.
Definition. Part A part P li in a layer P l = {P li}
Al
i=1 is an abstract entity that represents
a (possibly partial) shape of a specific complexity. The parts in the hierarchy are defined
as hierarchical tree structures that can be deformed in learned ways to account for the
variabilities in the data. The ith part in layer P l at the lth level is defined as P li = (Gli,Y li).
Gli = (V li , E li) is the graph description of the part P li , where V li is the set of nodes (parts)
from the previous layer, and E li is a set of directed edges encoding spatial relationships
between the nodes. In higher layers l > 1, the graph description Gli is a composition of
the nodes from the previous layer P l−1. At the first level l = 1, both node set V li = ∅ and
edge set E li = ∅ are empty, ∀i. As explained in the previous section, first layer parts are
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considered to be the leaf nodes at the bottom of the hierarchy, hence they do not contain
any graph descriptions. Y li ∈ Z+ is part label or identifier, which is explained in Section
3.3.5.
Definition. Part Realisation A part realisation is an instance of a part in the real
data. It represents a possibly deformed instance of a part in an image. Formally, a





j ). In this definition, Y
l
j is the index of the corresponding part P li = (Gli,Y li),
s.t. Y lj = i, ∃P li ∈ P l. Glj(n,m) is a subgraph in sn’s image graph at the previous level,
and is isomorphic to the corresponding part’s graph description Gli. Similarly with part
description, the part realisation graph Glj(n,m) = {V lj (n,m), Elj(n,m)} contains a set of
nodes V lj (n,m) and a set of directed edges E
l
j(n,m). As a result of the isomorphism,
Rlj(n,m) is an instantiation of the part P li in the image sn, at a specific location m. For
brevity, image index n and location m will omitted from the notation where possible, in
the rest of this document. We refer to the index of the image of a part realisation Rlj(n,m)
as nlj, and its position as m
l
j.
The first level part realisations in R1 = {R1j}
B1
j=1 have empty node and edge sets, with




corresponds to a feature response f in,m ∈ F̂ , where F̂ is the set of edge-like features at
the first level of the hierarchy. As a result, there is a one-to-one and onto correspondence
between Rl and F̂ . In other words, every feature response becomes a data point (part
realisation) at the first level. In the consecutive layers where l > 1, parts consist of
combinations of the parts in the previous layer.
The data obtained from the images, F̂ , is recursively compressed through a learned
vocabulary Ω. The part realisations at the lth level, Rl = {Rlj}
Bl
j=1, correspond to the
compressed version of the data F̂ using {Ωj}lj=1. Bl represents the number of realisations
at the lth level of the hierarchy.
Definition. Receptive Field A receptive field (RF lj) is a circular area around a part
realisation Rlj, which defines the connectivity between the centre node R
l
j and any other
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realisation in its neighbourhood Rlk, s.t. R
l
k ∈ ℵ(Rlj),∃j, k ∈ Z+, j 6= k. Simply put,
two nodes Rlj and R
l
k are connected if they are in the receptive field of each other. The
receptive field size is constant throughout the hierarchy and is defined by a radius rad for
every part in every layer. In higher layers, the part realisations’ positions are downsampled
while receptive field radius rad is kept fixed, hence the receptive fields cover a larger area
in the actual images. Downsampling increases the visual field and complexity of the parts
in the vocabulary.
Definition. Receptive Field Graph A receptive field graph (RGlj(n,m)) of a part
realisation Rlj(n,m) is the star-shaped graph which is inferred from the Receptive field
RF lj of a part realisation R
l
j(n,m). The peripheral nodes in RG
l
j(n,m) consist of all part
realisations in RF lj, except for R
l
j(n,m). Receptive field graphs do not contain any loops.
They only include directed edges between the centred node Rlj(n,m) and peripheral nodes,
and the edges originate from the centre.
In this document, a graph contains nodes (vertices) and directed edges. The nodes
can either be parts or their realisations in the images. The edges encode the spatial
(geometric) relationships between the nodes. In the case of part realisations, a directed









k ∈ ℵ(Rlj), j 6= k
∅, otherwise
, (3.1)
where ℵ(Rlj) is the neighbourhood function that specifies the part realisations that reside
in the receptive field RF lj of the part realisation R
l
j in an image sn, ∀Rlj, Rlk ∈ Rl, j 6= k.




k, as explained in Section
3.3.2. The edge eljk can be used to refer to the parameters of the estimated probability
distribution that the relative spatial positioning of Rlj and R
l
k is sampled from. Instead of
using the difference of their coordinates as the edge label φljk, the system learns patterns
of differences of coordinates among similar pairs, and discretises the edges by grouping
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similar cases. This information is used to obtain discrete labels for the edges, and the
labels are stored in φljk for every edge. The reader is advised to refer to Section 3.3.2 to
learn more about how these statistics are collected and used.
Definition. Image/Data Graph The data from each image sn is represented by the
corresponding Image Graph Gln across all layers of the hierarchy. The image graph of an
image sn is the union of all of the receptive field graphs in sn, where nodes are shared
among overlapping receptive fields. Formally, the image graph Gln of an image sn at the
lth level is defined as Gln =
⋃
j
RGlj(xm), ∃x n = x.
The image graph of image sn, Gln = (Vln,Eln), consists of a node list Vln and an edge
list Eln. Node set Vln includes all part realisations that belong to the image sn at the
lth level, s.t. Vln = {Rlj(xm)}, ∃jRlj(xm), x = n. The image graphs belonging to two
different images are disjoint, as each image has its own realisation set, and there are no
overlaps between them. The data graph at level l, Gl = {Gln}Ntrn=1, is the union of all
image graphs at level l (Ntr is the number of training images). Gl is the lattice or data
graph, which is the graph that encodes the data in all images at the level l. The method
compresses Gl recursively by finding frequent subgraphs in Gl, which constitute the parts
in the next layer P l+1. The details of the compression procedure can be found in Section
3.3.3.
3.2 Overview
Compositional Hierarchy of Parts (CHOP [2]) is an unsupervised learning framework for
2D object shape representations. The method is built on the principle recursive data
compression using structures of similar complexity. The first step is to build graph repre-
sentations of the input shapes, where the nodes correspond to line-based basic features,
and edges encode spatial relationships. A multi-layer vocabulary is learned by finding
sets of frequent subgraphs in the representations. Each layer is trained by compressing
the data coming from the previous layer. A layer is a level of the hierarchy containing
33
Figure 3.2: CHOP System architecture.
shape parts of similar complexity. The layers are built based on the Minimum Descrip-
tion Length (MDL) principle [175]: The parts which compress the data best are included
in a layer. In this section, the proposed architecture is briefly explained. The recursive
learning algorithm is summarised in Section 3.2.1, while the inference procedure for test
images is given in Section 3.2.2.
3.2.1 Vocabulary Learning
A vocabulary of shapes Ω = {Ωl : l = 1, 2, . . . , L}, or parts, is learned iteratively. Each
layer of the vocabulary Ωl consists of compositions of the parts from the previous layer,
P l−1, with the exception of Ω1. Figure 3.2 shows the system architecture. Learning starts
by using edge filters for extracting line-like features from the training images. Next, each
image is converted into an image graph, where the visual features constitute the nodes,
and the edges encode spatial relationships. Learning of the hierarchical shape vocabulary
is performed recursively by finding frequently occurring subgraphs in the image graphs
and compressing them using these subgraphs. Key steps of the learning algorithm are
outlined in Algorithm 1.
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Input : Training images Str.
Output: Hierarchical shape vocabulary Ω.
1 A set of suppressed features F̂ are extracted from training images Str (Section
3.3.1);
2 Parts P l, realisations Rl and data graph Gl, where l = 1, is constructed from F̂
(Section 3.1);
3 Edges of the image graphs Gl are discretised (Section 3.3.2), yielding modes Ml;
4 Construct the vocabulary layer Ωl from P l and Ml;
5 Candidate parts Gl are discovered by mining Gl (Section 3.3.3);
6 Part selection is performed to select the next level’s parts P l+1 from Gl, and their
realisations Rl+1 (Section 3.3.4);
7 Parts in P l+1 are grouped based on their appearance similarities (Section 3.3.5),
8 Positions of Rl+1 are downsampled by σ;
9 Max pooling is performed in Rl+1 (to reduce the number of part realisations);
10 Gl+1 is generated from P l+1 and Rl+1 (Section 12);
11 l := l + 1, go back to step 3.
Algorithm 1: Learning the hierarchical vocabulary.
The purpose of training is to learn a hierarchical shape vocabulary Ω = {f l : l =
1, 2, . . . , L}. The steps of the learning procedure are explained in the following sections.
The process continues until no new layers are discovered. In step 8, the positions of Rl+1
are downsampled (usually by σ = 2), which effectively increases the size of the receptive
field across higher layers. This allows us to learn more complex structures. Step 9 ensures
that the number of realisations are kept at a manageable level. Max pooling suppresses
overlapping responses among part realisations that have the same identifier, position and
image id. Once the mining process is complete, a multi-layer vocabulary is obtained as
Ω. Next section contains an overview of the test image inference procedure, which uses
the data structures explained previously.
3.2.2 Test Inference
Multi-layer inference in a test image follows the same principles and mechanisms as vo-
cabulary learning. The learned vocabulary parts are inferred in the test image’s graph
representation. The inference of vocabulary parts is a layer-by-layer process that makes
use of part indexing (parent-child relationships) in order to detect learned parts’ realisa-
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Figure 3.3: Inference in test images. The inference procedure runs in a very similar
manner to the training. When moving from one layer to another, modes Ml or parts P l
are obtained from the learned vocabulary Ω.
Input : Test image Ste.
Output: Set of realisations R = {Rl}Ll
1 A set of suppressed features F̂ te is extracted from ste,
2 The realisations Rl and image graph Gl, where l = 1, is constructed from F̂ te,
3 Edges of Gl are discretised using learned modes Ml,
4 Isomorphisms of P l+1 are searched in Gl, which results in Rl+1,
5 Positions of Rl+1 are downsampled by σ,
6 Max pooling is performed in Rl+1 (to reduce |Rl+1|),
7 Gl+1 is constructed from P l+1 and Rl+1,
8 l := l + 1, go back to step 3.
Algorithm 2: Inference in a test image.
tions in a sample image. It can be considered analogous to recursively compressing an
image using a hierarchical vocabulary of visual words. Figure 3.3 provides a description
of the recursive compression process. Given a test image ste and the learned vocabulary
Ω = {Ωl : l = 1, 2, . . . , L}, the high-level flow of inference is given in Algorithm 2.
The inference process starts with the same procedures as learning (Steps 1-3). In
step 3, the discretisation process uses the duplet distributions learned in Section 3.3.2.
This ensures that test images and training examples share the same connection types.
Realisations Rl+1 of next layer’s parts P l+1 are searched in test image graph Gl in step 4,
using subgraph isomorphism. Steps 5 and 6 are performed in order to increase the size
of the receptive field and reduce the number of realisations, respectively. The inference
procedure continues until no new parts can be found in the test image.
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3.3 Compositional Hierarchy of Parts (CHOP)
This section explains the algorithms underlying the proposed method, Compositional
Hierarchy of Parts (CHOP). Following the high-level introduction of the previous chapter,
the building blocks of the system are explained, starting with the extraction of line-like
edge features in Section 3.3.1. Next, the patterns of the spatial relationships between
the features in Section 3.3.2 are learned. The part discovery process which is at the core
of the method is given in Section 3.3.3, followed by the selection procedure in Section
3.3.4. Next, the part grouping process which groups similar parts together is explained
in Section 3.3.5. The section concludes with the reconstruction of the next level’s parts
and realisations in Section 3.3.6.
3.3.1 Feature Extraction
The method for learning hierarchical shape vocabularies starts by processing the training
images using pre-defined, polarised edge-detection filters in order to extract low-level
features. Each filter corresponds to a different edge direction. The filtering operation
allows us to decompose the shape into local edge segments which jointly represent the
input shape. Smooth lighting transitions and the colour of an object, while they may
provide relevant information, are ignored because they do not contribute to the edge
information.
Given a set of training images Str = {sn}Ntrn=1, a set of filtering operations f = {fi}θi=1
are performed on each image sn in order to extract its edge features. These features
constitute the first layer of the shape hierarchy. In this thesis, θ = 6 oriented polarised
filter pairs are used in order to detect edges in 6 different edge directions in an image,
as shown in Fig. 3.4. In the figure, the filters (top row) are paired with their inverted
versions (bottom row), and they are separated by 30 degrees to quantise the possible edge
directions into θ = 6 bins. The results of the convolution of each filter pair with the image
are superimposed onto the pair’s result image, thus creating 6 unique images in total. The
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advantage of pairing is that the detected edges are invariant to the secondary direction of
the edge, which is perpendicular to the main edge direction. In other words, the feature
activations are invariant to the actual intensity values on both sides of an edge. It is the
absolute value of the difference that matters.
Figure 3.4: The filter pairs used in feature extraction. Top row shows original filters, and
bottom row shows their inverted pairs. The filters are convolved with an image and the
output of paired filters are superposed to obtain 6 unique response images.
Formally, when a training image sn is processed with the filtering operations in f , a





is the set of filter responses in the ith edge direction in image sn. f
i
n,m is the response
in the ith edge direction in image sn and at pixel location m. The convolution operation
extracts responses from all locations in an image, with Mnr being the number of rows in
the training image sn, and Mnc specifying the number of columns. The set of initial filter








Figure 3.5: Gabor filters used for visualisation. Each filter pair in the filtering operations
f is illustrated with a visualisation filter in the same direction. The visualisation filters
are ordered to match the original feature extraction filters in Figure 3.4.
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Within a suppressed image feature set F̂n ⊂ Fn, the local peaks hinder weaker responses
in their local neighbourhood ℵ(m), defined by Euclidean distance in R2 (since images
are two dimensional). Additionally, F̂n only includes features where the feature response
is greater than a pre-defined threshold T , i.e. f in,m > T , ∃i,m. Thresholding ensures




F̂n, where F̂n ⊂ Fn, is obtained. higher layers are recursively learned based on
this processed information.
The shape vocabulary Ω is based on simple line segments in layer 1, and parts P l+1 at
level l + 1 are built based on the previous layer’s elements P l. Because of this recursive
formulation, the relative complexity of consecutive layers throughout the shape vocabulary
Ω remains constant.
In the rest of this document, for the visualisation of features, Gabor filters will be used.
This choice stems from the fact that the filtering operations f are designed to extract edges
of specific directions, and 2D Gabor filters can represent local edge segments. Figure 3.5
illustrates the 6 corresponding Gabor filters selected for visualisation.
3.3.2 Learning Pairwise Spatial Distributions of Parts
CHOP builds a hierarchical, contour-based shape vocabulary, where each layer of the
vocabulary depends on the previous layer. Vocabulary layers are learned by discovering
frequent subgraphs in the lattice Gl, which represents the data compressed with the
vocabulary layers {Ωi}li=1. The directed edges El which connect the part realisations in Gl
encode the spatial relationships between neighbouring realisations. While exact positions
may be useful in the reconstruction of an object, the patterns of relative positions are
of special interest here. The statistical information between two parts are learned by
clustering their instances’ (realisations) arrangements and encoding the information in Gl
in terms of edge labels.
The system aims to learn the underlying distribution that models the relative spatial
positioning of part P lj with respect to another part P li , for all possible part pairs ∀i, j. For
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example, let us consider P li as the centre or reference part, and P lj as the peripheral part.
P li is at the centre of the receptive field. The spatial relations between these two parts P li
and P lj are recorded by using a point set Xij which contains the relative positions of pairs
of corresponding samples collected from the dataset. The samples are drawn from the
pixel locations in a square that tightly contains the circular receptive field, which spans
the coordinates [−rad, rad] × [−rad, rad]. rad is the receptive field radius. Figure 3.6
shows the relationship between a receptive field and the collected samples Xij. There is















Figure 3.6: A point set Xij collects samples from all receptive fields in the data. The centre
part P li is placed at the centre of the receptive field. The set records where peripheral
nodes are located by recording each instantiation of P lj in the receptive field of P li in the
data. In the shown visualisation, darker shades of red means more samples are included
in the set. The grey areas are outside the receptive field. (Best viewed in colour)
Collecting the points in the set Xij requires a full pass over the training set. All recep-
tive fields over all training images contribute to the statistics collection process. Consider
two part realisations Rlx and R
l
y, which are instances of parts P li and P lj, respectively. If
Rly is in the receptive field of R
l
x, which requires them being in the same image graph and
in the vicinity of each other, they contribute to the set Xij. The relative position of Rly
with respect to Rlx is calculated as the difference of their positions m
′ = mly − mlx. m′
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takes values from {−rad, . . . , 0, . . . rad} × {−rad, . . . , 0, . . . rad}. m′ is added to the set
Xij. After all such pairs have been added to the set, the next step is to group/cluster the
collected samples, as given below. In the rest of this section, Xij will be referred to as X ,
in order not to overcrowd the notation.
1. As explained above, the relative spatial data obtained from the part pair P li and
P lj is aggregated into the set X = {xi|i = 1, . . . , n}, xi ∈ {−rad, . . . , 0, . . . rad} ×
{−rad, . . . , 0, . . . rad}. In order to analyse X , a straightforward approach would
be to use a clustering technique such as K-means [49], but that would necessitate
knowing the number of clusters k in advance. Since it is not possible to know k for
every set X in advance, Minimum Conditional Entropy Clustering (MCEC) [124] is
applied to find k automatically.
Formally, the clustering problem can be stated as follows: Given the dataset X =
{xi|i = 1, . . . , n} and an integer c0 > 1, the task is to map each element of X onto
a cluster label in a set C = {Ci|i = 1, . . . , c0}. Each data point represents the edge
(connection) between two part realisations Rlx and R
l
y, and is assigned a cluster id
Ci at the end of the clustering process. While clustering is a well-defined problem,
the key difficulty is finding the correct number of clusters.




p(Cj|x) log p(Cj|x)p(x)dx (3.2)
where C is the random variable of the edge type taking values in {Ci|i = 1, . . . , c0},
given the random variable x, which represents the input data points. The conditional
entropy H(C|x) is the uncertainty of a label C once the input x is known. In
order to perform clustering using MCEC, first, the data X = {xj|j = 1, . . . , n} is
clustered using K-means, to obtain an initial group label C0 = {cj|j = 1, . . . , n} for
every data point, where cj ∈ {Ci|i = 1, . . . , c0}, ∀j. c0 is the maximum number of
clusters, which is set heuristically to a high number (set to 10 in this thesis). MCEC
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iteratively merges clusters C = {Ci|i = 1, . . . , c0} by optimising H(C|x) and finds a
local solution. The algorithm avoids trivial solutions such as putting all data points
in a single cluster by using an initial partitioning and an iterative solver.
2. Once the clusters are discovered, a cluster label ci is obtained for every data point
xi. The final number of clusters c is equal to or smaller than c0. A 2D Gaussian is
fit to the samples of every cluster in the final cluster set Cfinal = {Ck|k = 1, . . . , c}.







ijk is the mean and Σ
l
ijk is the covariance matrix of the
samples in the cluster. These Gaussians are called the modes of the distribution that
represents the relative positioning of P lj with respect to P li . To find the edge label φlxy













µlijk) is the Mahalanobis distance between m
′ and µlijk, m
′ = mly−mlx is the relative











respectively. As a result, each sample is assigned to the closest cluster (according
to Mahalanobis distance) and the cluster label is encoded in the lattice Gl as the
relevant edge’s label.
Once the edge labels in the lattice Gl are set, the next step is to find frequent subgraphs
(parts) in Gl, which constitute the parts in the next layer. A detailed explanation of the
part discovery process is given in the next section.
3.3.3 Part Discovery
Given the sets of parts P l, part realisations Rl and image graphs Gl, higher layer parts
P l+1 and realisations Rl+1 can be discovered by frequent subgraph discovery. Parts and
their realisations are discovered recursively using layer-to-layer mappings Ψl,l+1, as defined
in Equation (3.3):
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Ψl,l+1 : (P l, Rl,Gl)→ (P l+1, Rl+1), ∀l = 1, 2, . . . , L− 1, (3.3)





i=1, P l+1 = {P l+1i }
Al+1
i=1 , R
l+1 = {Rl+1i }
Bl+1
i=1 and Gl is
the lattice (data graph). Al and Bl are the number of parts and realisations at level
l, respectively. The mapping procedure Ψl,l+1 essentially involves discovering frequently
occurring subgraphs in Gl, and compressing Gl using these subgraphs. In order to discover
the next layer parts P l+1, first, a set of candidate subgraphs Gl = {Glj}
N lS
j=1 which are
frequent in Gl are enumerated. Only star-shaped subgraphs are considered to ensure the
enumerated subgraphs fit in a circular receptive field (see Figure 3.7a-c for examples).
Second, a selection method is run to find the best set of subgraphs which compress the
lattice Gl. Third, a more compact set of parts are selected by a second procedure, as
explained in Section 3.3.4. Finally, the next level’s parts and realisations are constructed.
In the rest of this section, the details about the first two stages of Ψl,l+1 are given, namely,
subgraph enumeration and evaluation.
Enumeration of Next Layer Parts
In the graph enumeration step, candidate graphs Gl are generated from Gl. Connected
subgraphs are of interest, and there is a limit on the maximum number of nodes contained
in a subgraph (see experiments for details). A candidate subgraph of size n, Glj = {V lj, E lj},
consists of a node set Vj = {V lj1,V lj2, . . . ,V ljn} and an edge set E lj = {elj,1,2, elj,1,3, . . . , elj,1,n}.
V lj1 is the centre node. The rest of the nodes in Vj constitute the peripheral (secondary)
nodes. The edge list E lj only contains the edges originating from the centre node towards
the peripheral nodes. Two restrictions apply when generating the candidate subgraphs:
• Each candidate Glj ∈ Gl is required to include nodes V li and edges E li from only
one receptive field graph RGli, ∃i. This selective candidate generation procedure
enforces Glj to not extend across multiple receptive fields. In Figure 3.7, the top row
contains valid examples, while the middle row shows invalid cases where a subgraph
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(a) Gl1 (Valid) (b) Gl2 (Valid) (c) Gl3 (Valid)
(d) Gl4 (Invalid) (e) Gl5 (Invalid) (f) Gl6 (Invalid)
(g) Gl7 (Invalid) (h) Gl8 (Invalid) (i) Gl9 (Invalid)
Figure 3.7: Valid and invalid subgraphs. Each node and edge colour indicates a different
label. The circles show receptive fields of the nodes. Top row contains three valid, star-
shaped subgraphs, which do not contain any edges between peripheral nodes. Middle row
contains subgraphs where edges originate from multiple nodes, hence they are considered
invalid. In the bottom row, all subgraphs include identical edge-node pairs, making them
invalid examples. (best viewed in colour)
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contains edges from multiple receptive fields.
• A candidate subgraph Glj may not contain identical secondary node+edge pairs. All
secondary nodes either differ by their node labels, or the connecting edges’ labels.
Figure 3.7g-i illustrates invalid cases where a subgraph has node+edge repetitions.
Figure 3.7c, on the other hand, is a valid example where a candidate subgraph con-
tains duplicate peripheral nodes, but the corresponding edges have different labels.
As a result of this rule, each candidate Glj has a canonical order of node+edge pairs,
which simplifies the subgraph matching problem, as given later in this section.
A brute-force solution for subgraph enumeration would be to consider all possible
compositions of the parts in the previous layer P l. Let us specify |P l| = Al, and c0 as
the maximum number of edge types between two parts. It is possible to enumerate Al
subgraphs having a single node, possibly up to (Al)
2×c0 two-node subgraphs, (Al)3×(c0)2
three-node subgraphs and so on. This approach quickly becomes infeasible as the learning
is shifted to the higher layers in the hierarchy, where a layer can potentially contain tens
of thousands of parts. The computational complexity of the trivial solution prohibits
discovery of the new layers. While only the subgraphs that are actually encountered in
the data are enumerated, this assertion still holds true.
In this thesis, the alternative to the brute-force solution is SUBDUE [33], a frequent
subgraph discovery algorithm that enumerates and evaluates candidate subgraphs in Gl
using a restricted search space. This restriction ensures that total computation does not
exceed a user-defined threshold. The discovery algorithm is explained in Algorithm 3.
SUBDUE starts by putting single-node structures into the parentList (Step 2), and ex-
tends all parents by one edge/node pair into childList (Step 4). Each graph in childList
is evaluated using a Minimum Description Length criterion [175] (Step 5). The generated
subgraphs are stored in partList (Step 6). Then, childList is pruned using beam param-
eter (Step 7), and parentList is replaced with childList (Step 9). The algorithm repeats
until the size of the graphs in parentList reach maxSize, or parentList gets empty. The
top numBest graphs which have been enumerated are stored, and the algorithm con-
45
Input : Gl = (Vl,El): Object graph, beam, numBest, maxSize.
Output: Selected subgraphs Gl.
1 parentList := null; childList := null; partList := null; k = 0;
where childList,partList are priority queues ordered by MDL scores.
2 Initialise parentList with single node parts;
3 while (parentList is not empty) and (k < maxSize) do
4 Extend parts in parentList in all possible ways into childList;
5 Evaluate parts in childList using Equation (3.4);
6 Merge elements of childList and partList into partList;
7 Trim childList to beam top parts;
8 parentList := null;
9 Swap parentList and childList;
10 k++;
end
11 Trim partList to numBest top parts;
12 Gl := partList;
Algorithm 3: Enumerating of new compositions.
cludes. The complexity of the algorithm can be controlled by the beam and maxSize
parameters, both of which are given in the experimental section.
The generated subgraphs are collected in the candidate part list Gl = {Glj}
Âl
j=1, where
Âl is the number of enumerations. The candidate graphs Gl are matched to their instances
in the lattice Gl in the next step, using subgraph isomorphism (SI). This problem is solved
as follows.
Finding Part Realisations using Subgraph Isomorphism
The candidate part (graph) list Gl is obtained in the previous step. Given a candidate
graph Glj, SUBDUE searches for all matching subgraphs in the lattice Gl for the instances
of Glj. The results are collected in iso(Glj), the set of subgraphs in Gl that are isomorphic
to Glj. Finding the isomorphisms of a graph Glj in a larger graph Gl is known as the
Subgraph Isomorphism (SI) problem, which is known to be NP-complete. In order to
solve it, we use simple brute-force approach as explained by Ullmann in [220]. Matching
a candidate graph to the data is analogous to finding the instances of a query shape in
the corresponding images.
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The formulation of the SI problem requires a function match() that performs the
exact matching of two sub-graphs based on their edge and node labels. It returns true
if two input graphs are a perfect match (exact isomorphism), and false otherwise. Two
graphs are isomorphic if their node and edge labels match, as well as the topology of the
graphs. More formally, graph isomorphism is an edge-preserving vertex bijection (one-
to-one correspondence) which preserves equivalence classes of labels, i.e. vertices with
equivalent labels are mapped to vertices with equivalent labels and vice versa, while the
same holds true for edge labels [26]. Two vertices/nodes are considered to be equivalent if
their node labels (part indices) match. Two edges are equivalent if the edge labels match,
as well as the nodes on both sides of the edges. One may think that exact isomorphism
would make the shape matching process brittle, i.e. small shape differences would lead to
node/edge differences and break the matching procedure. Because of the learned spatial
statistics encoded in edges (Section 3.3.2) and part grouping (Section 3.3.5), it is possible
to learn hierarchical deformable models of parts which can represent many instances with
slight shape variations.
Given a pattern (candidate graph) Gli, the system first discovers all matching subgraphs
Gli = {Glij}
B̂li
j=1 in the lattice Gl, where ∀i,match(Gli, Glij) = true, and B̂li is the number
of matching subgraphs. Then, each subgraph Glij is replaced by a single realisation R
l+1
ij
in the higher layer in order to obtain Gl|Gli, the compressed version of Gl with Gli. For
each matching subgraph Glij = {V lij, Elij} in Gl, the nodes V lij and internal edges Elij are
deleted, and replaced with a single realisation in the higher layer Rl+1ij . Additionally,
the external edges that are connected to each one of the nodes in V lij are removed, and
re-attached to Rl+1ij . Using this procedure, all possible parts individually compress Gl,
and they are evaluated by the quality of the compression. Finally, a representative set of
parts that collectively compress and cover Gl are selected, the higher level’s realisations
Rl+1 are retrieved from their instances. The candidate parts are evaluated as follows.
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Evaluation of Compositions of Parts Using MDL
The Minimum Description Length principle [175] states that the best hypothesis/model
for a given set of data is the one which best compresses the data. It is a formalisation
of Occam’s Razor, which Ptolemy put as “We consider it a good principle to explain the
phenomena by the simplest hypothesis possible” [123] 1. The graph search tool used,
SUBDUE [33], applied this idea to graphs. SUBDUE evaluates subgraphs based on
their ability to compress the input graph Gl. This work follows the same method when
evaluating and ranking parts during learning. In SUBDUE, the label of a part P lj is
defined based on its compression value value(Glj,Gl) computed in Equation (3.4). The
parts are sorted according to their compression values in ascending order, and assigned





where value(Glj,Gl) is the compression value of the lattice Gl given a subgraph Glj.
Gl|Glj is the compressed version of the input graph Gl, given Glj. Description length DL(G)
of a graph G is calculated using the number of bits to represent the node labels, edge
labels and adjacency information of G [33].
The compositions of the parts in P l which best describe the training set are discovered,
using Equation (3.4). Each composition is evaluated based on how well it compresses the
input data Gl. The compression ratio is calculated by the reduction in the description
length DL(.) of input graph Gl after the compression. During the inference, we search
for a set of graphs Gl = {Glj}
Âl+1
j=1 which minimise the description length of Gl as
Gl = arg min
Glj
value(Glj,Gl). (3.5)
In order to limit our search space, the candidate subgraphs Glj are ranked by their
1While the principle is attributed to William of Ockham (circa 1287-1347), its origins are traceable
to Ptolemy (c. AD 90 - c. AD 168), and even Aristotle (BC 384 - 322). I think Ptolemy puts it best,
hence I chose to include a quote from him.
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compression scores in ascending order (lower is better), and select the top Âl+1 graphs.
Âl+1 is the number of generated subgraphs for the next layer (given in the experimental
section). Each is then assigned a label which is equal to its ranking index. The next
section describes the final part selection procedure, which is used to create a compact
vocabulary of parts.
3.3.4 Part Selection
The number of possible parts grows exponentially as the algorithm progresses through
higher layers. Three factors are responsible for this increase. First, each new part is a
composition of the parts from the previous layer, which introduces combinatorial growth.
Second, there can be a number of different edge types between pairs of nodes. Finally, a
relatively high (10) limit on the number of allowed sub-parts is set, which means duplets,
triplets and larger compositions of sub-parts can be candidate parts for the next layer.
The number of enumerated parts can easily surpass hundreds of thousands in the higher
layers, making learning infeasible.
In order to reduce the number of parts that represent a set of shapes, an MDL-based
selection mechanism is employed. The part selection procedure aims to select the minimal
set of parts that collectively compress the entire training set. It runs in a greedy fashion
to pick the next best part to compress the uncovered portion of the dataset, until the
whole data is covered to a high degree. This collective selection process runs over a pool
of parts Gl which individually compress the data well. Next, an MDL-based part selection
algorithm is executed over the set of generated parts Gl, as explained in Algorithm 4.
Support of a part, support(Gl+1j ), is the set of layer 1 realisations that contribute to
Glj’s instances. Similarly, support of a part realisation support(Rli) is the set of layer
1 realisations which activated Rli. In step 4, the current data graph G′ is pruned so
that the part realisations with covered supports are removed. This procedure iteratively
compresses Gl using the next best candidate. The realisations in Gl whose supports are
fully covered by the existing part set are deleted at every iteration.
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Input : Data graph Gl.
Output: Part list P l+1 for layer l + 1.
1 The current data graph G′ is initialised with the data graph Gl;
2 Among all generated subgraphs Gl, the one Glj with the best MDL score
value(Glj,G′) is added to the next layer’s part list P l+1 (Equation (3.4));
3 support(Glj) is regarded to be covered, and does not contribute to the MDL
calculations in the following steps.
4 G′ is pruned so that every realisation in Rl which has a fully covered support is
deleted;
5 2-5 is performed until all training data is covered.
Algorithm 4: Selecting parts.
At the end of the part selection process, the selected group of parts P l+1 and their
realisations Rl+1 constitute the next layer. A potential pitfall here is that P l+1 may
be sub-optimal according to the final task, due to the greedy selection algorithm. This
situation arises since CHOP is an entirely feed-forward architecture, and each layer can
only be constructed once the previous layer is finalised. The part selection criterion
(MDL) favours frequent parts that compress the data well, which may result in the loss
of infrequent, complex structures, and these structures may prove to be useful in higher
layers. To the best of our knowledge, such problems can only be solved by adding a
feedback loop to the vocabulary building process to optimise the hierarchical vocabulary
jointly. The design of such a system is beyond the scope of the thesis.
Before the algorithm proceeds with learning of the next layer, a part grouping oper-
ation is performed. The reason for this operation is that similar looking parts (possibly
with slight variations) are included in P l+1 with different labels. This results in an over-
fitting of parts to the training set, and many structures that are activated by few instances
in higher layers. In return, the generalisation ability of the learned vocabulary is reduced.
This issue is remedied by grouping parts based on appearance similarity and assigning
labels to each cluster, thus marking them as “variations of the same shape”. This process
is entirely unsupervised, and is explained in Section 3.3.5.
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3.3.5 Grouping Parts into OR Nodes
After the set of parts for the next layer P l+1 and their realisations Rl+1 are obtained, the
next step is to perform a part grouping operation that uses unsupervised agglomerative
clustering of parts based on their appearance features. Part grouping is necessary because
the part representations are not canonical, i.e. the same shape can be decomposed into
multiple parse trees (each part has a parse tree). Figure 3.8 illustrates a simple case where
two third-level parts (X and Y ), while having different parse trees, represent the exact
same structure. By comparing their appearance in the image space (shown at layer 1),
it is possible to group X and Y together, so that they have the same label. The part
grouping process can be explained as follows:
Figure 3.8: X and Y are two layer-3 parts which have the same appearance, but different
parse trees. This case shows that part representations are not canonical, and there are
multiple ways to describe the same shape. Part grouping groups X and Y together, and
makes them alternatives for one another.
1. For each part P l+1j in P l+1, a part projection image(P l+1j ) is created by imagining
a projection of P l+1j in terms of layer 1 nodes. This works by projecting the part
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back to the image plane by its mean spatial parameters. The resulting image is a
mean shape for the part.
2. A shape descriptor is obtained from each image(P l+1j ).The Shape Context (SC)
[12] is used in this thesis. The SC descriptor, as shown in Figure 3.9, is a circular
histogram of uniformly sampled points on the shape. The origin of the histogram
is placed at the centre of gravity of the shape. The shape descriptor (on the right)
is obtained by counting the number of points in each bin and concatenating the
results.
Figure 3.9: The histogram for shape context descriptor. The input part’s projection is on
the left. The points are uniformly sampled along the contour, and the SC histogram is
placed at the mean of the sampled points (middle). The 8× 5 shape descriptor is on the
right.
3. The parts are grouped using agglomerative clustering based on their shape descrip-
tors, using Euclidean distance.




k ) fall into the same cluster,
they are assigned the same label Y l+1cl , with cl being the cluster id. In other words,
Y l+1j = Y l+1k = Y
l+1
cl .
The part grouping procedure ensures that variations of the same shape are assigned
identical labels. The aim of including OR nodes is to combat over-fitting to small shape
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variations in the data. This operation effectively groups parts which are similar in ap-
pearance features, regardless of their hierarchical decomposition. The number of final
OR node groups θl depends on the level l, and is given in the experimental section. The
cluster labels are encoded in the part labels Y l+1i for every part P l+1i = (Gl+1i ,Y l+1i ).
The next level’s vocabulary and realisations are built as follows.
3.3.6 Construction of the Next Layer and Its Realisations
After the set of frequent subgraphs and their part indices are obtained for the (l + 1)th
layer, first, a set of parts P l+1 = {P l+1i }
Al+1
i=1 are constructed, where P l+1i = (Gl+1i ,Y l+1i ) is
the ith part of (l+1)th layer. The label Y l+1i is the cluster label coming from the OR node
grouping in Section 3.3.5. P l+1 is the set of compositions of the parts from the previous
layer P l.
For each subgraph Glij in iso(P l+1i ), a new realisation is placed in higher level’s real-
isation set R̂l+1 = {Rl+1ij }, s.t. Rl+1ij = (Glij, Y l+1i ), where Y l+1i = i is the relevant part’s
identifier. While not listed in this notation, each realisation Rl+1ij is associated with an
image nl+1ij and an image position m
l+1
ij . The image identifier of the new realisation n
l+1
ij
is the same as any node in its graph description Glij (since all nodes come from the same
image). The position of the new realisation ml+1ij is the centre of gravity (mean position)
of all of the nodes in its graph description Glij. In order to remove the redundancy in R̂
l+1,
the resolution of image positions ml+1ij is reduced, and max pooling is performed among
each OR node group’s realisations. During this operation, each realisation has the same
value (activation), hence the max pooling operation randomly selects one realisation to
keep among overlapping samples . The result is a new set of realisations Rl+1 ⊆ R̂l+1.
The next two sections contain information about the experiments from both of our
papers [2, 158], as well as the training parameters used to train the methods.
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3.4 Experiments
This section gives an experimental analysis of CHOP on six benchmark datasets. The
tested hypothesis is that hierarchical, deep architectures will improve upon the perfor-
mance of current methods in shape retrieval and classification tasks. In the shape retrieval
task, CHOP was compared with the state-of-the-art algorithms on 3 datasets. Section 3.5
gives an experimental overview of the shape classification task, where CHOP is evaluated
on 5 benchmark datasets. We performed multiple trials of experiments where possible,
aggregating their results by calculating and listing their means and standard deviations.
The reported results are not tested for statistical significance.
The proposed method was tested on the Washington Image [126], MPEG-7 Core Ex-
periment CE-Shape 1 [113], ETHZ Shape Classes [56], 40-sample articulated tools Tools-
40 [75], 35-sample multi-class Tools-35 [24], and Mythological Creatures [24] datasets.
The experimental setup used θ = 6 filter pairs, and set the downsampling ratio σ to
0.5. The number of maximum modes in pair-wise learning is set to c0 = 10. The radius
rad of receptive fields was set to 7. The part discovery process used beam = 100 and
maxSize = 10 parameters. No OR-node grouping was used in the experiments reported
in this section, except for Section 3.4.4. The Matlab version of CHOP can be accessed
here.
3.4.1 Analysis of Generative and Descriptive Elements
This section analyses different aspects of the learned vocabularies, by looking at the
number of classes, camera viewpoints, objects, size of the vocabulary, MDL values and
test inference times. The relationship between the vocabulary size, growth rate and
added models/classes are examined to understand the part shareability behaviour of the
proposed method. The inference time of CHOP is calculated by averaging the running
times of the inference algorithm which is employed on test images. Below are explained
the different experiments conducted for shape retrieval on the benchmark datasets.
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(a) (b) (c)
Figure 3.10: Analyses with different number of classes. (Best viewed in colour)
Effect of Varying Number of Classes In this set of experiments, 30 classes from
MPEG-7 Core Experiment CE Shape 1 dataset [113] were used. 5 shapes from each class
to were used train the shape hierarchy.
The shareability of the parts in the vocabulary is directly connected with the growth
rate of the vocabulary with respect to the number of classes. Figure 3.10.a illustrates that
the number of parts in the vocabulary grows sub-linearly, as the number of classes increase.
CHOP has higher part-shareability in lower layers, due to the smaller receptive fields in
image space. The test image inference time, as shown in Figure 3.10.c, also increases in
proportion to the vocabulary size. This effect is observed because the inference of a list
of parts is a linear process, i.e. every part’s subgraph needs to be matched with the data.
The average time of full inference on a test image is between 0.5 and 3 seconds, and is
dependent on the number of classes. The average MDL values of top parts (usually 10)
is another analysed aspect, as seen in Figure 3.10.b. The MDL values improve at 3-4
classes, and then tend to increase towards more complex datasets (lower is better). The
inter-class shape differences effectively limit the part shareability between classes.
In Figures 3.10, 3.11 and 3.12, CHOP is compared with estimated linear growth base-
lines. The linear baseline plot in each figure is calculated by obtaining the 1-unit data
point on the left-most side of a plot experimentally, and linearly scaling (multiplying) it
to up to 30 units.
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(a) (b) (c)
Figure 3.11: Analyses with different number of objects. (Best viewed in colour)
3.4.2 Analyses with Different Number of Objects
The effect of increasing the number of objects from the same class on the vocabulary is
examined in this section. Up to 30 objects from the “Apple Logos” class in ETHZ Shape
Classes dataset [56] were used to train CHOP. In Figure 3.11.a, it can be noted that
vocabulary size has a sub-linear growth, and the vocabulary exhibits more shareability
than in multi-class training (compared to Figure 3.10.a). Figure 3.11.b shows a gradual
increase in MDL values as expected, because the variability among the shapes increase.
The part shareability among the samples of the same class are better than samples from
different classes.
3.4.3 Analyses with Different Number of Views
The experiments in this section examine the case where multiple views of the same object
are used for learning. The system was trained on different views of a textured mug from
Washington Image dataset [126]. The roughly symmetrical shape of a mug, except for its
textures and the handle, allows for fairly high shareability of the parts in the vocabulary,
as evidenced by Figure 3.12.a and 3.12.c. One thing to note is that due to its symmetrical
properties, the parts representing a mug’s body may be ranked higher than distinctive
parts such as the mug handle. This is due to a mug handle having varying appearances
from different viewpoints, with each view being infrequent by itself. This may be seen
as a drawback for MDL-based training, and this aspect is addressed in the conclusion
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(a) (b) (c)
Figure 3.12: Analyses with different number of views. (Best viewed in colour)
chapter.
3.4.4 OR Node Grouping Analysis
The shape retrieval and classification experiments in the rest of this chapter are obtained
using an earlier version of CHOP which does not contain the OR node grouping procedure
presented in Section 3.3.5. The idea of grouping parts based on their appearance sim-
ilarities has been explored in the Learned Hierarchy of Parts (LHOP) architecture [58].
In order to understand the effect of OR-node based grouping in CHOP, a synthetic 3D
object dataset consisting of 20 classes, containing 20 objects each, was prepared for shape
classification. 15 objects from each class were used for training, while 5 objects from
each class were allocated for testing. The training dataset consists of 20000 images. Each
test image was classified to 1 of 20 classes, using the class of the top level node inferred
using CHOP. Using part grouping improves the performance from 24.9% to 29.5% on a
top-1 classification task, and from 60.7% to 72.1% on a top-5 classification task. The im-
provement resulting from part grouping can be attributed to the observation that a more
compact and smaller vocabulary is learned, increasing the generalisation performance of
the algorithm.
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3.4.5 Shape Retrieval Experiments
Similarly with [168, 199, 201], the shape descriptors consist of the eigenvalues of the
adjacency matrices that belong to the image graphs of shapes. The edge weights elab ∈ Elj




j), which is a copy of the image graph Glj =





a is connected to R
l
b, ∀Rla, Rlb ∈ Vlj
0, otherwise
, (3.6)
where πk is the cluster index of the edge, coming from the solution of Equation (3.2).
Second, the weighted adjacency matrix of W lj is computed, and its eigenvalues are used
as shape descriptors for every image. The difference between two shapes is defined as
the Euclidean distance between their shape descriptors, and use this method for shape
retrieval.
The proposed shape retrieval method was compared with the state-of-the-art shape
retrieval algorithms using inner-distance (ID) measures as shape descriptors which are
robust to articulation [75]. All methods were tested on the Tools-40 dataset [75], which
contains silhouettes of 8 different objects having 5 different articulations, thus consisting
of 40 images. The task on which all algorithms run is to retrieve closest 1-4 articulations
of a query object among the remaining 39 images. Table 3.1 contains a summary of the
top 1,2,3, and 4 retrieval results. CHOP outperforms SC+DP [75] and MDS+SC+DP
methods [75] in all retrieval experiments. IDSC+DP [75], which combines texture infor-
mation with a shape descriptor, has a better Top 1 retrieval performance, while CHOP
performs better than IDSC+DP in Top 4 retrieval results. This observation is related
to texture of an object having further discriminative information about a shape. The
downside is that texture information may dominate shape information, and can lead-to
overfitting, as evidenced by IDSC+DP’s Top 4 retrieval results in Table 3.1.
In a different set of experiments, the shape retrieval performances of CHOP and two
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Algorithms Top 1 Top 2 Top 3 Top 4
SC+DP [75] 20/40 10/40 11/40 5/40
MDS+SC+DP [75] 36/40 26/40 17/40 15/40
IDSC+DP [75] 40/40 34/40 35/40 27/40
CHOP 37/40 35/40 35/40 29/40
Table 3.1: Comparison of shape retrieval performances (%) on Tools-40 dataset.
other shape retrieval methods in [150] were compared in Mythological Creatures (3 classes,
15 shapes) and Tools-35 (4 classes, 35 shapes) datasets. The Mythological Creatures
dataset consists of 3 classes (Human, Horse, Centaur) and includes 5 articulations of a
shape in each class. Human and Centaur classes share the higher part of the body, while
Centaur and Horse share the lower part. The Tools-35 dataset consists of 4 classes of ob-
jects, namely, 15 pliers, 10 scissors, 5 knives and 5 pincers. Similarly with Mythological
Creatures, Tools-35 includes a different articulation for each object in a class. Follow-
ing the suggestion of [150], a so-called Bullseye test was performed to compare CHOP,
Contour-ID [150] and Contour-HF [150]. In the Bullseye test, each query image is used to
retrieve the 5 most similar candidates from the rest of the objects, and the performance is
calculated as the ratio of correct hits among all retrieved objects, across all query images.
Table 3.2 shows that CHOP performs better than Contour-ID and Contour-HF [150],
which use contour-based shape descriptors and are invariant to local articulations and
deformations of a shape.
Datasets Contour-ID [150] Contour-HF [150] CHOP
Tools-35 84.57 84.57 87.86
Myth 77.33 90.67 93.33
Table 3.2: Comparison of shape retrieval performances (%) on Myth and Tools-35.
3.5 Additional Experiments and Analysis
This section summarises the shape classification experiments in [158]. First, the invariance
and robustness properties of the shape vocabularies learned by the proposed method on
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a classification task are examined. The used dataset contains added noise and geometric
transformations for this experiment. Second, shape representations are learned using
CHOP for shape classification on two benchmark datasets. The proposed methods in
[158] have two key features added to the CHOP codebase. 1 First, a loss function was
implemented in the inference procedure in order to perform shape classification. Second,
four distance functions were computed to embed object parts in shape subspaces having
different invariance features. The details of these changes are outside the scope of this
thesis. The reader is advised to refer to the paper [158] for a full discussion.
3.5.1 Robustness and Invariance Analysis on Artificial Datasets
The suggested approach is analysed and compared to the state-of-the-art on three artificial
benchmark datasets. In these datasets, shapes consist of single and/or multiple compo-
nents, with added noise and geometric transformations to make them more challenging
[112]. The size of images in each of them is 28× 28. The three datasets are:
• Convex Shapes (CS) [112] dataset contains 8000 training and 50000 test images,
belonging to two classes (convex, non-convex). The task defined is a binary classi-
fication of the shape regions into convex or non-convex classes.
• MNIST-Rotation (M-R) [112] dataset consists of 12000 training and 50000 test
images of hand-written digits, belonging to 10 classes (0-9). It is an enriched version
of MNIST [83, 185], where digit samples are rotated uniformly between 0 and 2π
radians and added to the set.
• MNIST-RBI (M-RBI) [112] is, similarly with M-R, a modified version of MNIST.
Each image contains a rotated version of an MNIST digit on a background which is
randomly sampled from a grayscale image.
1These two extra features were implemented by Dr. Mete Ozay. The author of this thesis designed and
implemented the core CHOP algorithm and assisted with the experiments in the corresponding paper.
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Algorithm CS M-R M-RBI
DBN-3 [112] 81.37 87.70 71.49
DAE2 [27] 81.56 88.06 55.08
CAE2 [27] 80.70 86.38 51.75
mDAE2 [27] 81.90 89.64 53.88
CHOP 84.15 90.16 77.15
Table 3.3: Classification performance of the algorithms on the benchmark shape datasets.
The proposed algorithm is compared with three-layer deep belief networks (DBN-
3), denoising (DAE-2), contractive (CAE-2) and marginalised denoising auto-encoders
(mDAE-2) with two layers.
Table 3.3 illustrates that the proposed method, CHOP, outperforms the state-of-the-
art methods in 2015. CHOP performs significantly better in classifying the noisy, cor-
rupted images in the M-RBI dataset. This is due the employed graph compression
algorithms removing infrequent, spurious patterns from background images. The MDL
criterion, coupled with the limited resources enforced by setting a maximum number of
parts in every layer, helps reduce the noise in the data representation. While the margin
is small, CHOP outperforms the other methods in CS and M-R datasets as well. In this
set of experiments, the intention is to create a scale, rotation and translation invariant
representation, details of which will not be included here, and can be accessed in [158].
3.5.2 Comparison with State-of-the-art Shape Classification Meth-
ods Employed on Shape Manifolds
S-kFP [93] S-kFPG [94] MKL [93] SM [93] CHOP
57.75 ± 2.0 60.37 ± 1.6 60.84 ± 2.0 63.98 ± 1.6 66.17 ± 2.3
Table 3.4: Classification performance of the algorithms on the Butterfly Dataset.
This section contains a comparison of the performance of CHOP and state-of-the-art
classification methods using shape manifolds by performing shape classification on the
Butterfly Dataset [230]. This dataset consists of 823 images and 10 classes. 40 shapes
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CSS [209] IDSC [131] CSSP [6]
69.7 73.6 78.4
NN-SVM [7] Lim [128] CHOP
84.30 ± 1.0 80.4 85.9 ± 2.4
Table 3.5: Classification performance of algorithms on the Animals Dataset.
from each class were randomly picked for training the method, and rest of the dataset for
testing, following the procedure introduced in [93]. This test was repeated 10 times, and
created the mean/variance of the classification results in Table 3.4.
When dealing with real-world datasets which may contain object articulations and
non-rigid body transformations, the amount of variability in geometric patterns across
viewpoints, classes and objects increases. Algorithms should model this variability to be
able to represent the data. As a result, the methods which employ shape spaces with
more diverse geometric properties were observed to outperform others in these datasets.
Of the algorithms presented in Table 3.4, S-kFP and MKL use full Procrustes distance
on Kendall’s shape space [93]. Table 3.4 shows that CHOP’s shape representation is able
to deal with the variability in Butterfly dataset well, as it outperforms the other methods.
3.5.3 Comparison with State-of-the-art Shape Descriptors and
Vocabularies
The final experiments compare the algorithms on the shape classification task on the
Animals Dataset [6], which contains 20 classes and 2000 images. Compared to MPEG-7
[113], this dataset contains significantly more variation. The shapes contain articulations
and non-rigid body transformations, as well as considerable within-class variation among
the objects of a class [7]. 50 shapes per class were randomly picked, and the rest of the
images were used for testing, as advised by [7]. The procedure was repeated 10 times,
and the results can be found in Table 3.5.
Table 3.5 shows that CHOP outperforms the state-of-the-art algorithms. One impor-
tant aspect is that our method’s performance was measured over 10 trials, unlike 100 trials
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reported for NN-SVM [7]. The lower variance of NN-SVM can be partly attributed to







Grasping ability is essential for humans in that it enables us to interact with the objects
around, including drinking, cooking, throwing, holding and pulling actions, as well as
many others. For robotics research, grasping has been a challenging problem and widely
studied since the beginning of the field. An important aspect of grasping is generalisation:
How can a robot grasp new, unseen objects which did not contribute to the training/design
of a system? A second question, which is also relevant to this thesis, is how can a system
generalise over new object poses? Below, an overview of the grasping methods in the
literature is given, while attempting to find answers for both questions.
The method presented in this chapter attempts to solve the problem of dexterous
grasping of previously unseen objects using a single-pose depth camera. In this context,
”previously unseen” objects refer to object instances that the system was not trained
with, although the system may have seen similar objects before. Only non-deformable
household objects which are graspable using a single human hand are considered for
the experiments. The tested objects contain plastic, wood, metal and porcelain parts,
and some have textures. The objects are placed in the environment in arbitrary poses,
and viewed from a single, arbitrary camera viewpoint. The proposed approach combines a
grasp generation method with an evaluative learner, both of which fall under the umbrella
of learning methodologies in Section 4.3.
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4.1 Overview
We consider the existing literature on grasping under two broad categories: Geometrically-
driven grasping, and learning-based approaches. Geometrically-driven methods analyse
the object shape and propose grasps based on the end-effector kinematics (hand or grip-
per) [16, 232, 177]. The shape analysis can be done by matching of a known object model
to the scene, or simply by interpreting a depth/colour image. Learning-based methods
come in a variety of different forms. Human supervision can be used to predict grasp con-
figurations [80, 119, 206]. It is also possible to learn an end-to-end grasp policy, as shown
by Levine et al. [122, 121] and Bousmalis et al. [21]. The path followed in this thesis is
learning to predict the success probabilities of grasps on unknown objects. A Convolu-
tional Neural Network was used for grasp success prediction, evaluating the grasps from
the generative model of Kopicki et al [105]. In the rest of this chapter, a review of the
grasping literature is given to place the work in the right context.
4.2 Geometric Methods
Analytic, model-based methods use the laws of physics, mechanics and geometry to design
grasping algorithms [16, 136, 163, 149, 134]. The physical elements of grasping can be
incorporated in a system in the form of grasp metrics, such as force closure [15, 134] or
caging [177]. In most cases, due to the complexity of the physical interactions between the
objects, scene and the end-effector, these methods make restrictive assumptions. Data-
driven approaches overcome these limitations by relying less on our understanding about
the physical forces, and designing high-capacity learning models which learn the physical
properties indirectly from the data.
Bicchi and Kumar reviewed analytic approaches in [16] and identified a lack of methods
that can deal with positional errors. The visual perception of the object pose and shape
is prone to errors due to the noise in the data acquisition process. Nguyen [153] explored
independent contact regions (ICRs) [164, 183] for modeling force-closure grasps which
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are robust to the variance in the finger locations. Alternatively, caging can be used for
performing grasps which are robust to the positional errors [177]. Rodriguez et al. [177]
introduced the concept of pregrasping cages, caging configurations from which the object
can be grasped by maintaining the enclosure property, regardless of the exact finger
positions. They showed that while it is guaranteed to keep the object trapped during
grasping using two-finger grippers, the same does not hold true for more than two fingers.
Seo et al. [193] used caging to produce immobilising pinch grasps using a gripper. In the
case of dexterous hands having more than 2 fingers, it is difficult to rely on caging for
grasp planning.
The algorithms presented in this section utilise prior knowledge about the objects in
question, including mass, shape, friction coefficients, mass distribution and elasticity. In
addition to these, the full kinematics and dynamics of the robot, along with the character-
istics of all interacting objects in the scene (e.g. a table) are known. With the knowledge
of the physical properties of all entities in a scene, it is possible to compute the contact
forces on the finger links during a grasp. Grasp quality metrics can be defined based on
this collected information [55, 176, 197]. ε-metric [55] is widely-used for measuring the
quality of a force-closure grasp by the size of the sphere fully contained in the grasp wrench
space [42]. Weisz and Allen [232] used the ε-metric to find stable grasps under object pose
uncertainty. [232] relies on GraspIt! [149] for generating plausible force-closure grasps. A
common criticism of force-closure grasps and the ε-metric is that they are do not correlate
with the actual success or stability of a grasp [8], resulting in fragile grasps [42]. Despite
the efforts, grasp quality metrics have proven to be insufficient in predicting actual grasp
success [11, 100, 68].
Even though analytic methods have been successfully applied in multi-finger grasp
generation [22, 70, 76, 179, 187], there are problems with this approach. The precise
geometric and physical properties of the objects are not always available to the robot
in the real world. The surface friction coefficients, mass distribution, weight and centre
of mass of an object are among the parameters which may not be known in advance
67
with high accuracy. Estimating them is a challenge: Zhang and Trinkle [241] used a
particle filter to track and estimate some of the physical properties of an object, while it
is being pushed by the robot. The mass [243, 195] or surface friction coefficients [178] can
be estimated by interacting with the object and observing its motion. Similar methods
operate under restrictions, as some rely on a simulation environment [177, 179] or only
consider 2D objects [193, 241]. The estimation of the objects’ parameters is prone to
errors, limiting the application of analytic methods in uncontrolled environments. The
errors introduced at the estimation stage can be enough to cause promising grasps to fail,
as explained below.
In the case of grasping previously unknown objects, analytic methods rely on the es-
timation of the object shape using a variety of means. Dune et al. [45] approximated the
object shape with a quadric, whose minor axis guided the wrist pose. In [45], the centre
of mass of an object is approximately the approach target, and the shape of the object
drives the hand pre-shape. Similarly, Lippiello et al. [133] used a quadric approximation
of the object shape as the initialisation, and employed an interleaved grasp configuration
and object shape optimisation algorithm to refine the grasps. It is possible to reconstruct
the missing parts of an object model based on the shape symmetry assumption [18, 147],
or a 3D Convolutional Neural Network [224]. The errors in the shape completion pro-
cess, along with further errors in the estimation of parameters such as friction, mass or
mass distribution, are enough to render seemingly good grasps unstable [243, 8]. Another
downside of analytic methods is that they make assumptions to make the calculations
tractable, such as hard contacts with fixed contact surfaces [16] and static friction param-
eters [197]. Due to the lack of robustness and low performances, researchers have recently
moved away from analytic approaches towards learning-based methods, which have fewer
restrictions.
When using grippers as end-effectors, the problem of finding a successful grasp con-
figuration often reduces to searching geometric structures that fit the gripper’s aperture
[165, 218, 101, 173, 104, 215]. As opposed to the complexity of dexterous hands which
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can have three or more fingers, grippers offer an intuitive search space: graspable object
parts can be associated with parallel lines, cylindrical structures, handles, etc. Apart from
the obvious choice of point clouds [96], 2D intensity images [165] or 3D depth data [101]
can be used to detect graspable object sections. While using pre-determined features for
grasping is feasible for grippers, it does not scale to grasping with dexterous hands. The
complexity of the contacts between an object and a human hand is considerably higher
than the case of a gripper (e.g. thumb and index finger). As explained in the next section,
learning-based methods have performed significantly better in dexterous grasping.
4.3 Data-Driven Methods
Analytic methods have been successfully applied in grasping problems [22, 70, 76], but
they have limited capabilities in dealing with many real-world scenarios, due to the inac-
curacies in the sensory data and kinematic models. This lead to a range of techniques that
operate under more relaxed assumptions. In this section, a summary of the previous work
on learning-based grasping approaches is given. Grasp planning can be divided in 2 main
sub-problems, both of which can be solved separately: grasp generation and grasp evalu-
ation. Section 4.3.1 focuses on the methods which process visual information and learn a
mapping between the data and candidate grasps. In Section 4.3.2, we list the techniques
for learning to evaluate and rank the generated grasps, based on the predicted success.
Finally, this section concludes with the most relevant related work to the proposed work,
grasping methods based on Deep Neural Networks (DNNs), in Section 4.3.3.
4.3.1 Generating Grasps from Sensory Data
In the case of grasping an unknown object, the object shape data can be obtained using a
colour or depth camera. A mapping between the perceived data and the grasp configura-
tions can be learned. Hand-crafted features such as SIFT [189, 60], shape primitives [162]
or object sub-parts [108, 39] can be used to represent an object’s shape. The complexity
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of the grasp configuration space depends on the end-effector. In the case of a gripper, only
a wrist pose needs to be specified [80], possibly along with the arm joint positions [189].
When performing dexterous grasping with multi-fingered hands, finger joint positions be-
come part of the configuration space as well [3, 189, 105]. There are many papers which
learn grasps from the demonstration by a human supervisor [81, 105, 87]. Other works
create an offline dictionary of grasps associated with the object features [40]. Given the
recent success of feature learning methods, they can replace the hand-crafted features, as
in the case of deep learning for grasping [169, 111].
The Generative Model (GM) presented in Section 5.2 is based on the work of Kopicki
et al. [105]. The method learns from 10 grasps demonstrated by a human operator,
and is able to generate new grasps for previously unseen object-pose pairs. It associates a
likelihood with every candidate, which can be used for ranking them and picking the most
likely grasp. This ranking has been outperformed by the proposed Generative-Evaluative
Model Architecture (GEA) in Section 5.1.
4.3.2 Learning to Evaluate Grasps
Learning-based methods have been applied in the task of predicting whether a grasp is
going to succeed or fail. Generative models can sample thousands of grasps efficiently in
the matter of seconds [105]. In a real-world setting, the robot needs to pick the grasp
which is estimated to be most successful, among the generated options. This task can be
approached in a computationally inexpensive manner, by generating a synthetic dataset
[142], accompanied by analytic quality metrics computed for each grasp. The collected
data can be used to train a learner to predict the likelihood of the candidate grasps in
a test case, based on the grasp quality metrics. Mahler et al. [142, 141, 143] created
the Dex-Net dataset and used it to train a Grasp-Quality Convolutional Neural Network
(GQ-CNN) for parallel-jaw grasping. Analytic metrics are advantegous in the sense that
expensive real-robot grasping experiments do not have to be performed in order to collect
labeled data. On the other hand, as explained in Section 4.2, these metrics [176] are not
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good indicators of actual grasp success. Furthermore, scaling from grippers to dexterous
hands remains using analytic methods remains an open problem, limiting the application
of analytic metrics for complex end-effectors having more than 2 fingers.
A straightforward solution for the grasp evaluation problem is to learn from experi-
ence. Candidate grasps can be obtained using a generative model, and each grasp can be
performed in the real settings [122, 121, 161, 1, 169, 89] or in simulation [95, 91, 21, 97].
Hyttinen et al. [89] learned grasp stability from tactile information, using 192 labeled
grasps. The number of grasps collected increased over time: Wang et al. [231] used the
885-image Cornell Grasp Detection Dataset [1] to train a Convolutional Neural Network
(CNN). Pinto and Gupta [161] trained a CNN to predict grasp locations using 50,000 data
points. Levine et al. [122] developed a method that successfully learned an end-to-end
grasping policy, given uncalibrated coloured images of a robotic arm and objects. They
collected 800,000 grasps using 14 identical robots over the course of two months. They
also demonstrated the transfer of this knowledge to a similar task in [121], using a sec-
ond grasp dataset containing over 900,000 grasps, collected using 8 robots of a different
model. Similar collective robot learning setups have been explored before [90, 99, 110].
Large-scale data collection setups equipped with robotic arms are rare, simply due to the
prohibitive costs of creating such an environment. In addition to this, carrying out the
experiments is a time-consuming process, and needs a certain level of supervision. For
dexterous grasping, such a setup may be infeasible, due to the fragile structure of some
dexterous robot hands (e.g. DLR-II) and the constant need of supervision. For compari-
son, the data-efficient Generative Model (GM) presented in the next chapter uses only 10
human-demonstrated grasps for training.
The need to collect a high number of grasps stems from the fact that modern machine
learning techniques, such as Deep Neural Networks (DNNs), require thousands of samples
in order to avoid over-fitting. Recent works have thus replaced parallel robot setups with
a simulated environment [71, 95, 91, 21, 192, 184, 216]. With the advancements in physics
simulators, it has been possible to re-create robot setups in simulation with high realism
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and collect the training data in a low-cost manner. Millions of grasps on randomised
scenes can be executed on the cloud in a very short time, and can be labeled based on their
observed success or failure. Physics simulators such as MuJoCo have been able to simulate
the physical interactions and contact forces accurately [217]. The real challenge lies in
the differences between simulated visual data (colour/depth images) and the data coming
from the real robot sensors. Building on the work of Levine et al. [122, 121] for gripper-
based grasping using real robots, Bousmalis et al. [21] used simulation to collect additional
training data for the architecture of [122]. The discrepancies between the raw RGB images
and rendered simulation images were addressed as a domain-adaptation problem, solved
with a DNN. Depth images, on the other hand, can hide the challenging appearance
features of real objects (textures, lighting, reflections), and are easier to simulate [19].
Gualtieri et al. [71] and Viereck et al. [227] have performed knowledge transfer from
simulated depth images to real robot experiments. Similarly, the data collection setup
proposed in this thesis uses the Kinect Simulator [19] to produce realistic depth images of
objects. The training grasps are performed in an experimental setup based on the MuJoCo
physics simulator [217], and the trained model is tested in a real robot environment.
4.3.3 Using Deep Learning for Dexterous Grasping
The applications of Deep Neural Networks (DNNs) in grasping can be classified under
three branches: First, a DNN can be used to predict the success probability of a grasp
using a gripper configuration [120, 71, 161, 122, 121, 141, 95, 192]. Such methods are not
directly comparable with the proposed work in this thesis, since grasping using a gripper
is a significantly different problem than one using a dexterous hand. The DLR-II hand
used in the experiments in this thesis, seen in Figure 5.1, contains 20 Degrees of Freedom
(DoF), vs. a typical gripper with a DoF of 2-4. Second, there have been attempts to
generate a grasping configuration given an image as an input [169, 111, 226]. Third,
DNNs have been used in dexterous grasping [140, 225, 244, 97, 226]. In this section,
applications of deep learning in dexterous grasping are of special interest. The reader can
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refer to Section 2.5 for a detailed overview of DNNs and their applications in computer
vision tasks.
Methods using DNNs for Multi-fingered grasping [140, 225, 244, 97, 226] are deemed to
be closer to the proposed work in this thesis. All of the cited methods utilise a simulated
environment in order to collect the training data. DNNs can be used for training an
evaluative model which predicts the probability of success or stability for any given grasp
configuration and visual data pair. Kappler et al. [97] trained a CNN to predict the grasp
success probability, using the ε-metric [55] and a novel physics-based metric. The method
requires full points clouds of objects, and the hand pre-shape does not adapt to the specific
object or pose during grasping. Varley et al. [225] used a deep network to detect fingertip
and palm locations of stable grasps, from single-view RGBD images. Zhou and Hauser
[244] designed a network to learn successful grasps for a three-fingered under-actuated
hand. Unlike [97], both [225] and [244] are able to modify the hand pre-shape and adapt
to a new object’s shape and pose. In [226], Veres et al. trained combined generative-
discriminative network architecture based on autoencoders to generate grasp locations.
Lu et al. [140] proposed a multi-finger grasp planning architecture based on a DNN. [140]
does not require an external planner, and initial configurations of grasp parameters are
optimised using Gradient Descent in a restricted search space, maximising the probability
of success. The authors also released a realistically simulated multi-finger grasp dataset.
Grasping using a partial view of the object is a significantly more difficult problem
than grasping using complete object models. The work of Kopicki et al. [105], on which
the method presented in this thesis builds, has considerably higher performance when
dealing with complete point clouds of objects. Similarly with our approach, the paper of
Varley et al. [225] solves the problem of finger placement on incomplete, partial object
data for stable grasps. The proposed evaluative CNN predicts a grasp success probability
for an input grasp, along with the partial object view. In another method which is close
to ours in spirit, Song et al. [206] devised a probabilistic model for discovering grasp
contact points, supervised by a human teacher. Among the papers which are considered
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to be most related, only two have presented results in real robot experiments [225] and
[140]. Varley et al. [225] have achieved 75% grasp success on 8 test objects, while Lu
et al. [140] reported 84% performance on 5 test objects. In comparison, the proposed
methodology has produced comparable results (77.7%) on 40 previously unseen objects.
The presented method in this part of the thesis consists of two building blocks: A
generative model which creates the candidate grasps, and an evaluative model which
ranks the generated configurations. The generative model, based on [105], has a clear
advantage over the analytic methods used for grasp generation in the literature: It works
with partial shape data from a single view, compared to the full 3D model requirements
of the analytic methods. Our method is based on local contact surfaces and discards the
global shape information, making it easier to match to new objects and improving the
generalisation ability. Once a high number of grasps are generated, they are provided as
input to the evaluative model. The evaluative model consists of a novel CNN architecture,
which is trained based on simulated data. The top grasp, based on the ranking proposed
by the evaluative model, is performed. A comparison with the original ranking calculated
by the generative model is given in the experimental section. The method is tested both
in simulation and on the real robot. The results, explained in Section 5.6, clearly show
that the network is able to transfer the grasp success prediction ability from simulation
to the real robot. To our knowledge, this is the first technique which attempts to combine
a learned generative architecture with a learned evaluative model in dexterous grasping
from a single view.
In the next chapter, a summary of the proposed Generative-Evaluative Model archi-
tecture is given, along with the experimental results in simulation and real world. The




DEXTEROUS GRASPING OF NOVEL OBJECTS
FROM A SINGLE VIEW WITH A
GENERATIVE-EVALUATIVE LEARNER
Grasping novel objects using given a single-view image of the scene using a dexterous hand
is a challenging task. The complexity of the problem arises from multiple sources. First, a
dexterous hand, such as the human hand, has an inherently complicated structure which
makes it difficult to plan grasps in a precise manner. Grasping is not a fully pre-planned
action. It is rather a adaptive process which relies on the tactile feedback coming from
the hand. If the object is heavy, a firmer grip is required. If it’s slippery, higher-friction
areas are sought. Second, there are many hidden constraints. A mug full of liquid should
be handled differently than an empty one, since a full mug has more constraints during
the handling. Digging deeper, even a mug full of hot water can be grasped differently
than one with cold one, since the consequences of spilling water onto a finger are different
for these cases. Third, the object shape is only partially known, and the rest of the object
shape has to be predicted. Humans are pretty good at predicting the hidden parts of
objects due to years of training. In order to get closer to human performance, robots
need to deal with dexterous hands, different object characteristics and partial views. The
solution presented in this chapter plans a full grasp trajectory for an object given a partial
view.
The proposed grasping system consists of two distinct units: a learned generative
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Figure 5.1: The Boris robot platform on which the methods were tested.
module which creates plausible candidate grasps, and a learned evaluative module which
ranks the candidate grasps based on their predicted success. The generative module is
based on the work of Kopicki et al. [105]. It learns from a number of demonstrated
real grasps, and the model is able to generalise over unseen objects. A single-view depth
image of an object is provided as input to the system, resulting in a number of plausible
candidate grasps. These grasps are then performed in a realistic simulation environment,
and grasp success, as well as grasp stability parameters are recorded. Using the grasp
success data, an evaluative Convolutional Neural Network (CNN) is trained. Once the
trained system encounters a new object, first, a number of candidate grasps are generated.
Then, the CNN is used to predict the success probability of all generated grasps, and the
grasps are ranked based on their predicted success. If the test is run in simulation, the
top-ranked grasp in which the dexterous hand does not collide with the simulated table is
performed. In the real-world tests, the grasps which are not kinematically feasible due to
the robot configuration are removed, in addition to those colliding with the table. Figure
5.1 shows the Boris robot platform where the grasps were executed.
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This chapter is organised as follows. First, the proposed hybrid generative-evaluative
learning architecture is explained in Section 5.1. In Section 5.2, the current state-of-the-
art in grasp generation for dexterous grasping of novel objects using a single-view depth
camera is presented. The proposed method in this chapter builds on this work. Next, in
Section 5.3, a detailed overview of the proposed generative-evaluative learning architecture
is given. This architecture combines a learning system with low data constraints with a
deep network, which typically needs more data. We used a simulation environment to
create the data to train the neural network in a very short time. Section 5.4 is about the
features and limitations of this simulation environment. Section 5.5 is dedicated to the
analysis of both methods on simulated data. The real-world experiments and analysis
can be found in Section 5.6. Finally, the chapter concludes with a discussion presented
in Section 5.7.
5.1 Hybrid Generative-Evaluative Model Architec-
ture
The approach in learning dexterous grasping of novel objects consists of two modules.
The first component is the generative module h = g(Ii), which creates a number of grasp
configurations h = {hi}Hi=0. The input for the generative module is a depth image from
a single view. h contains H candidate grasps in the frame of reference of the camera
used to acquire Ii. Each candidate grasp configuration hi contains a series of waypoints,
with each waypoint representing the hand configuration at some point along the grasp
approach trajectory.
The second module is a evaluative model f(I ′i, hi), which takes the colourised image
I ′i and a candidate grasp hi, and outputs the predicted grasp success probability of the
grasp hi. The single-channel image Ii is converted into a three channel image I
′
i with the
addition of mean curvature and gaussian curvature channels to the depth image.
The proposed hybrid generative-evaluative architecture is given in Figure 5.2. The
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Learned Generative Model Learned Evaluative Model
1 2 3
Scene Depth Image Execution of Top Grasp
2 31
Grasps ranked by generative 
model likelihood
Grasps ranked by predicted 
success probability
Figure 5.2: The proposed hybrid generative-evaluative learning architecture. First, a
depth image of the scene is acquired (top left). The generative model, trained by a human
demonstrator, generates candidate grasps and ranks them based on their model likelihood
(bottom left). The candidate grasps are re-ranked by the evaluative model, trained using
simulated data (bottom right). The top grasp which is kinematically feasible is executed
by the robot (top right).
Generative Model is based on the Learning from Demonstration (LfD) principle [105].
The Evaluative Model consists of a deep network and requires more training data. A
realistic simulation environment was created to obtain the data to train the evaluative
network. The scene in Figure 5.2 is a typical test case of the algorithm, using the trained
models. The core contribution of the paper is to combine two learned models to generate
plausible grasps and rank them based on the predicted success. Next, the Generative
Model is given.
5.2 Grasp Generation Model Learning and Transfer
The Generative Model (GM) architecture, which creates the candidate grasps, is explained
here. While the author of this thesis did not contribute to the work in this section, it is
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included to preserve the self-sufficiency of the manuscript. This section builds on the grasp
generation model of Kopicki et al. [105], who performed learning of generative models for
dexterous grasps from a human demonstrator. [105] is an extremely data-efficient learning
method which can generalise over unseen objects from a few training grasps. Learning is
achieved in 3 stages: learning the model, transferring the model onto new objects, and
grasp generation. Below, the method is explained step by step.
5.2.1 Model Learning
The model learning stage is the step where learning from demonstration occurs. During
the demonstration by a human operator, three different types of information is collected:
First, the object model is acquired. Next, a contact model for each finger link is learned,
using the contacts between the object model and the hand links. Finally, a hand config-
uration model is obtained. The object model is discarded after training.
Object model
First, a depth camera acquires the point cloud of the scene from a single view. The
(partial) point cloud of the object is augmented with the estimated principal curvatures
and the normal vector of the local surface at that point. For example, the jth point in
the cloud is represented by a triple xj = (pj, qj, rj), where pj is a position in R3, qj is
the surface normal in SO(3), and rj = (rj,1, rj,2) ∈ R2 are the principal curvatures. The





where the bandwidth is σ = (σp, σq, σr), and KO is the number of points in the object’s
point cloud. All weights wj = 1/KO are identical. K is given below in a product of experts
formulation (a product of distributions):
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Figure 5.3: The training grasps used for training the generative model. The object models
are shown in black, the final pose of the hand is in yellow, and the partial point clouds in
each contact model are shown in different colours.
K(x|µ, σ) = N3(p|µp, σp)Θ(q|µq, σq)N2(r|µr, σr) (5.2)
where µ is the kernel’s mean, σ is the bandwidth, Nn is an n-variate isotropic Gaussian
kernel, and Θ represents a pair of antipodal von Mises-Fisher distributions.
Contact models
During the demonstration of a grasp, the final hand pose, along with the object’s model, is
recorded. From this data, all finger links L and the corresponding partial object features,
which are in the vicinity of each link, are found. For each link Li in the hand, a new
contact model Mi is learned. The object features which are closer to the link Li than








where KMi is the number of object features in the vicinity of Li, Z is a normalisation
constant, wij is a weight that exponentially decreases as the distance between the closest




exp(−λ||pj − aij||2) if ||pj − aij|| < δi
0 otherwise,
(5.4)
As it can be seen from the definition above, the contact models depend on local surface
features, not the entire object. These local features can be detected on new objects’
point clouds, which means that the learned contact models are transferrable between the
objects. In this thesis, principal curvatures r are used for defining surfaces; however,
other surface descriptors can be used instead of the principal curvatures method. The
contact models are, in essence, agnostic to the choice of the surface descriptors. The
quality of the descriptors affects the quality of the contact models, since the descriptor
is used for matching the local surfaces encountered during training to the tested model.
Next, we explain how the kinematic constraints of the robotic hand model contribute to
the learning process.
5.2.2 Hand Configuration Model
During the demonstration of a grasp, the configurations of the hand hc ∈ RD is saved at
a number of points along the trajectory, where D is the number of Degrees of Freedom
(DoF) in the hand. The collected information includes the position of the hand, as well





where w(hc(γ)) = exp(−α‖hc(γ)−hgc‖2), γ is an interpolation parameter between the
start (htc) and the end (h
g
c) points of a trajectory. w(hc(γ)) is controlled via Eq. 5.6 below,
and the β parameter allows hand configuration extrapolation.
hc(γ) = (1− γ)hgc + γhtc (5.6)
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5.2.3 Transferring Grasps
The learned contact models can be transferred to a new object onew. First, a single-view
depth image of the object onew is acquired, and converted to an augmented point cloud
with the added features, as explained earlier. The resulting object features are recast as
a density Onew, using Eq. 5.1. A learned contact model Mi can be transferred onto the
new object onew by convolving Mi with Onew. The convolution operation is approximated
with a Monte-Carlo procedure, and the outcome is a kernel density model of the pose s of
the finger link Li for the object onew. As a result of the Monte-Carlo procedure, sampled
poses for the link Li are obtained. The j
th sample is represented with ŝij = (p̂ij, q̂ij).
Each sample ŝij is assigned a weight wij, which is equal to it likelihood.




wijN3(p|p̂ij, σp)Θ(q|q̂ij, σq) (5.7)
where
∑
j wij = 1. A different query density for every contact model and object pair
is built. Next, we explain how the hand configuration model and query densities together
generate the grasps.
5.2.4 Grasp Generation
In this section, the grasp generation process is explained. The three given elements are:
a query density k, a sample sk ∼ Qk, and a hand configuration model sample hc ∼ C.
Coupled with the kinematics of the hand, these samples represent a full grasp h = (hw, hc),
where hw is the wrist pose, and hc is the hand joint configuration. The sampled grasp h
is then optimised using a hill-climbing procedure:








where kfori is the forward kinematic function of the hand. The hill-climbing procedure
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optimises the grasp to maximise the likelihood. This likelihood can be considered as an
analytic method for measuring grasp quality, and is later shown to be inferior to a learning
based method for measuring grasp success.
During the grasp generation and optimisation, non-promising grasps with low like-
lihood are periodically pruned. The pruning step can be run for multiple times as the
optimisation progresses (2 times in the implementation used in this thesis), which allows
the algorithm to finish in a reasonable amount of time without compromising the quality
of the grasps. Typically, a different generative model is learned for each training grasp
and view pair, and all models can be used to generate grasps when a new point cloud is
given. The generative model ranks the candidate grasps coming from all models based
on their likelihood, which is calculated using the product of experts methodology. The
idea that this ranking may be sub-optimal in picking the best possible grasp inspired the
evaluative work in this chapter. The proposed generative-evaluative architecture predicts
a grasp success for each grasp, and in turn, uses it to re-rank the grasps. The original
ranking presented in this section serves as the baseline method in the experiments.
5.2.5 Training Grasps for This Study
In the experiments presented in this thesis, the Generative Model (GM) was trained
with ten example grasps, as shown in Figure 5.3. For each grasp, seven views of the
considered object were acquired, and a different model was trained for each grasp-view
pair. As a result, the algorithm learned 70 models for generating grasps, coming from 7
views per each of the 10 grasps. GM acts as an ensemble of these models. Compared
to [105], the Generative Model used in this thesis contains two improvements. First, for
each view, a pre-processing step filter out the points on the object’s surface model whose
surface normals differ from the surface normal of the finger link by more than +/- 90
degrees. Second, a two-stage candidate grasp selection scheme was implemented. Among
the grasps considered by GM, half were selected globally from the top (most likely) grasps,
regardless of the type. The other half were forced to spread evenly among all 10 grasp
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types, ensuring that all grasp types are available for the training of the evaluative models,
explained in the next section.
5.3 Evaluative Model Architectures
In this section, two different evaluative model architectures are explained. The grasp
generator model, given in the previous section, requires very little training data. It can
generate 1000 candidate grasps, ranked according to their estimated likelihoods, within
20 seconds on a 2x Intel Xeon E5-2650 v2 Eight Core 2.6GHz. The generative model does
not estimate a probability of success for the generated grasps. An evaluative model, which
is a Deep Neural Network (DNN), is used specifically for this purpose. DNNs have shown
good performances in learning to evaluate grasps using grippers [122, 120] and dexterous
hands [224, 140].
The generative method ignores the global information about the object, such as the
overall shape and the object class, to a large extent. It takes the robot hand model and
the local object shape features into account. Moreover, it only has access to the partial
object shape, due to the noise in the image acquisition process and self-occlusions. The
success of an executed grasp, however, depends on other factors such as the full object
shape, mass, mass distribution, surface friction and deformability, among others. An
evaluative network indirectly learns the effect of these parameters on the grasp outcome.
The data provided to the evaluative network is collected from randomly generated scenes,
therefore each scene has a different random combination of the parameters. The primary
purpose of the network is to learn robust grasps across different conditions, and this is a
complex task. The first challenge is that the kinematic model of the hand is unknown to
the evaluative network. It only has access to the parameters that configure the hand: the
wrist and joint positions. Second, the system is weakly supervised with the grasp result
(success or failure), and no further labels are provided.
Both proposed evaluative models have similar characteristics. The evaluative DNN
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based on the VGG-16 network [202], named Evaluative Model 1 (EM1), is given in Figure
5.5. A slightly different version based on the ResNet-50 network, termed Evaluative Model
2 (EM2), is shown in Figure 5.6. 1 Regardless of the type, a grasp evaluation network
has the functional form f(It, ht), where It is a colourised depth image of the object, and
ht contains a series of wrist poses and joint configurations for the hand, converted to the
camera’s frame of reference. The network’s output layer calculates a probability of success
for the image-grasp pair It, ht. The model initially processes the grasp parameters and
visual information in separate channels, and combines them to learn the final output.
Figure 5.4: Colourised depth images. From left to right, the objects are: coke bottle,
chocolate box, hand cream, and bowl.
The depth image is colourised before it is passed as input to the evaluative network.
The colorisation process converts the single-channel depth data to a 3-channel RGB image.
We first crop the middle 460×460 section of the 640×480 depth image, and downsample
it to 224× 224. Then, two more channels of information are added: mean and Gaussian
curvatures, obtained from the object’s surfaces in the image. Figure 5.4 contains four
examples of colourised depth images. This procedure both provides a meaningful set
of features to the network, and makes the input directly compatible with VGG-16 and
ResNet, which require images of size 224× 224× 3.
The grasp parameter data ht consists of 10 trajectory waypoints represented by 27×
10 = 270 floating point numbers, and 10 extra numbers reserved for the grasp type. Each
of the 10 training grasps is treated as a different class, and ht uses the 1-of-N encoding
system. Based on the grasp type ([1-10]), the corresponding entry is set to 1, while the
1The design of the networks belongs to the author. They were implemented and trained in TensorFlow
by Chao Zhao, a MSc student collaborating with Umit Rusen Aktas and Prof. Jeremy L. Wyatt.
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rest remain 0. The grasp parameters are converted to the coordinate system of the camera
which was used to obtain the corresponding depth image. The transformed parameters are
processed using a Fully-Connected (FC) layer consisting of 1024 nodes, and the output is
element-wise added to the visual features. The joint visual features and grasp parameter
data are processed together in higher layers.
All FC layers have RELU activation functions, except for the output layer, which has
softmax activations. The output layer has two nodes, corresponding to the success and
failure probabilities of the grasp. A cross-entropy loss is used to train the neural network,




(y′i log(yi) + (1− y′i) log(1− yi)) (5.9)
where y′i is the class label of the grasp, which is either 1 (success) or 0 (failure), and
yi = f(Ii, hi) is is the predicted label of the grasp pair (Ii, hi).
The proposed evaluative models EM1 and EM2 share the common features explained
above. The models are introduced below. Only their unique properties are highlighted.
5.3.1 Evaluative Model 1 (EM1)
Figure 5.5 demonstrates the architecture of the first proposed evaluative network. The
colourised depth image is processed with the VGG-16 network [202] to obtain the high-
level image features. The VGG-16 network is initialised with the weights obtained from
ImageNet training. Only the last three convolutional layers are trained, and the first 13
layers remain frozen. This decision was made in order to speed up training.
The grasp parameters and image features pass through fully-connected layers with
1024 hidden nodes (FC-1024) layers in order to obtain two feature vectors of length 1024.
The features are combined using the element-wise addition operation, and are further
processed using 4 FC-1024 layers. Similarly with [122], the features are combined using
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Figure 5.5: The VGG-16-based evaluative deep neural network architecture. The first 13
convolutional layers of VGG-16 are not trained. Similarly to Levine et al. [122], the two
channels of information (grasp parameters and visual features) are joined via element-wise
addition. The combined information is then passed through four fully-connected layers
activated with RELU. The final softmax layer has grasp success and and failure nodes,
and learns to predict the success probability of a grasp.
observation that addition yielded a marginally better performance in the experiments
(not included in this thesis). Furthermore, concatenation and addition can be considered
as interchangeable operations when combining different information pathways in deep
networks [44]. The final FC-1024 layers form the associations between the visual features




























Figure 5.6: The ResNet-based evaluative deep neural network architecture (EM2). Spatial
tiling is used to repeat the grasp parameters before they join the image processing pathway.
This network requires fewer FC layers due to the earlier marriage of information channels.
5.3.2 Evaluative Model 2 (EM2)
The second evaluative model, termed EM2, uses the ResNet-50 network in order to obtain
the high-level image features. Similarly with VGG-16, the ResNet-50 architecture is
initialised with the weights that have been obtained during ImageNet training. One
exception is the last convolution block conv 5x, which is initialised randomly. In the EM2
architecture, ResNet-50 network is broken down into two parts: the first 4 convolutional
blocks are used to extract the visual features. The final convolutional block, which has
9 convolutional layers, combines the image features and grasp parameters. Similarly
with EM1, element-wise addition joins the two channels of information. Spatial tiling
is used to convert the processed grasp parameters, a vector of size 1024, to a matrix of
size 14 × 14 × 1024. Because the last convolutional block conv 5x processes combined
information, this network is designed with only 2 FC layers with 64 hidden nodes each.
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Figure 5.7: Representative object images from all 20 classes in the 3D model dataset. The
objects were chosen from graspable everyday classes, and each class contains between 1-25
objects.
The output layer is the same as EM1.
Both networks were trained on simulated data and tested on the real robot, as well
as in simulation. The generative-evaluative architectures which use EM1 and EM2 are
called GEA1 and GEA2, respectively. The next section focuses on the collection of the
training data.
5.3.3 Data Collection Methodology
The data collection process runs in batches, and each batch can be considered as a scene
with a single object placed on a table. A simulated depth camera takes an image of the
scene from a random angle and distance, and a partial, view-based point cloud of the
object is obtained. This point cloud is used to generate a number of candidate grasps
using the generative approach GM. The grasps are performed consecutively in the scene,
and the object is placed in its initial pose before a grasp is performed. Below, an outline
of the data collection process in a single scene is given:
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1. A new instance of an object from one of the 20 classes in the 3D model dataset is
generated, and placed on the virtual table with a random pose. The object is placed
at a random location within the 10× 10 cm2 square area in the middle of the table.
The scale, weight and surface friction parameters of the object are sampled from
realistic distributions.
2. A depth image Is is acquired using a simulated depth camera, which looks at another
random point within the 10 × 10 cm2 square area in the middle of the table. The
elevations of the camera location is sampled from the range [30, 57] degrees, while
the azimuths is sampled from the range [0, 2π]. The distance of the camera location
from the centre of the table is between 45 and 75 centimetres. The acquired depth
image is converted to a point cloud Ps, and a colourised image I
′
s.
3. The candidate grasps h = {hi}Ki=0 are generated using the generative model GM.
During training, 10 top-ranked grasps (according to the likelihood given by the
model) from all 10 grasp types are selected for execution on the object in simulation.
In the real robot experiments, the top 100 grasps from each one of the 10 grasp
types are evaluated, which gives the evaluative network a better chance of finding
a successful grasp.
4. In order to increase the variation in the dataset, more simulated point clouds of the
object are generated. Up to 20 new simulated camera positions are created according
to the procedure in step 2. Figure 5.8 shows the sampled camera positions in an
example scene. Each grasp is randomly associated with a camera view sampled in
this step.
5. Each candidate grasp is executed in the same scene. The image, wrist parameters,
finger joint angles and the grasp outcome are stored for every candidate grasp. The
grasp parameters which consist of the wrist parameters and the joint angles are
converted to the frame of reference of the associated view.
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Figure 5.8: In simulation, 20 distinct camera poses are sampled. Each green point il-
lustrates a sample camera location, whereas the gaze directions are shown with purple
arrows. The actual camera pose on Boris is fixed, and demonstrated with the red point
(larger). One of the views is randomly picked to be the reference view (blue), and the
point cloud of the object which feeds to the generative model is obtained using this view.
A candidate grasp hi = {wi0, ..., win} consists of a series of waypoints wi0, ..., win. A
waypoint wik is a 27-element vector that specifies the full configuration of the hand in
the joint space: 3 dimensions for the 3D coordinates and 4 dimensions for the orientation
of the wrist (in quaternions), and 20 parameters specifying each finger joint’s activation.
Typically n = 10 waypoints are used to represent a grasp trajectory. The grasp parameters
are created in the world coordinates, hence they need to be converted to the corresponding
view’s frame of reference. With the point cloud and grasp parameters represented in the
camera’s point of view, the key goal of the deep network is plan robust grasps by learning
the relationship between the point cloud, grasp parameters and grasp success. Using the
camera pose differentiates the proposed method from [122], where camera coordinates are
not used. It should be noted that the possible camera locations in this study covers a
much larger space, as illustrated in Figure 5.8. Converting the data to the camera frame
is thus necessary.
In each scene Si, up to 20 depth images {Iik}19k=0 are acquired, as explained above.
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Figure 5.8 illustrates the sampled views in a scene with a fork. In addition to the reference
view (shown in blue) used to generate the point cloud, 19 views are picked around the
object. The multi-view approach ensures that the dataset has significantly more variation
than it would have had if only the actual camera pose on the real robot (shown in red)
were to be used. The increased number of views also means that the evaluative networks
are trained on a more difficult problem than the one solved in the real experiments.
The candidate grasps are created using the reference depth image Ii0, obtained from the
reference camera pose. It should be noted that while up to 100 grasps are executed in
each scene, only 20 depth images are acquired. This is a compromise between using a
single view for all grasps and obtaining a different point cloud for each grasp. In most
cases, performing a grasp takes less time than acquiring a simulated point cloud.
When a candidate grasp is performed, if the object is lifted 1 metres above the virtual
table and held there for 2 seconds, it is considered as success. If, at any point, the hand
fails to grasp the object or drops it, the grasp is marked as a failure. The next section
explains the steps taken to ensure the simulation matches reality as much as possible.
5.4 Features and Constraints of the Virtual Environ-
ment
It is time-consuming and expensive to collect grasping data with real robots. Levine et al.
[122] have created large-scale data collection setups with robotic arms and grippers. Not
only this is a very expensive option, it is also infeasible for dexterous grasping. Compared
with grippers, dexterous hands can be much more fragile due to their complexity. A
possible alternative to the parallel robot setups is to create a simulation environment
for data collection, thanks to advances in physics simulators. A simulated experimental
setup was constructed in order to execute the grasps, which allowed the collection of the
required data in a short period of time with no supervision. A particularly important
aspect of the work is that the collected dataset is intended to capture the uncertainty
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coming from unobservable variables, such as mass and friction. In the proposed setup,
a wide range of masses and friction parameters were incorporated in order to prepare a
dataset where robust grasps can be identified.
The data collection procedure starts by creating a scene which has a single object
on a virtual table, as well as a depth camera looking at a point near the object. The
camera acquires a depth image of the object, and the point cloud is segmented from the
background. It is then processed by the Generative Model (GM) [105] to generate the
candidate grasps. Each candidate grasp is executed in the initial state of the scene. The
core characteristics of the simulator setup are given below.
• The data collection procedure was carried out using MuJoCo [217] as the base
physics simulator and visualiser.
• The 3D model dataset consists of a total of 294 objects from 20 graspable classes.
Additionally, the objects are scaled randomly in each scene, practically creating an
infinite number of objects.
• The 3D models used in the data collection process had to be decomposed into convex
parts using the V-HACD algorithm [146]. MuJoCo necessitates this step in order
to correctly calculate the collisions between an object and the hand links (fingers,
palm).
• The distributions for the object weights, sizes and frictional coefficients were deter-
mined from real-world data. These distributions were used to sample the properties
of the objects in simulated scenes.
• A realistic 3D mesh-model of the DLR-II hand has been used in the simulator.
There are no constraints on how the hand can approach an object, other than the
collisions with the virtual table.
• A simulated depth camera imitating the Carmine 1.09 depth sensor installed on the
Boris platform has been developed. For this purpose, modifications were made to
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Figure 5.9: In order to account for the calibration errors in real experiments, calibration
noise is added to the simulated point clouds. From left to right, each column contains two
simulated point clouds with added noise, sampled from Normal distributions of µ = 0 and
σ = 0.1, 0.2, 0.5 and 1.0 centimetres, respectively. After the point cloud is acquired, a
noise vector < dx, dy, dz > with dx, dy, dz sampled from N(µ, σ) is added to the positions
of every point. Each point in the point cloud is shifted by the same noise vector. In the
collected dataset for this thesis, µ is 0 and σ is set to 0.4.
the Blensor Kinect Sensor Simulator [19]. Additional calibration errors were added
to the point clouds (See Figure 5.9) in order to match reality as much as possible.
• As well as the mass, scale and friction coefficients of the placed object, other vari-
ables such as camera location, direction and distance to the object have been as-
signed randomly in each scene. The object location and pose varies from scene to
scene as well.
• In order to fit the real-world robot setup, the DLR-II hand in simulation is controlled
using an impedance controller.
The reasons for some of these critical decisions are now given in slightly more detail.
First, in order to create a realistic simulation environment, the MuJoCo [217] physics
simulator was chosen over other simulators (OpenSim, BulletPhysics, ODE, NVIDIA
PhysX) for two reasons:
• MuJoCo uses generalized coordinates and optimization-based contact dynamics,
resulting in fewer numerical instabilities,
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Figure 5.10: Approximate convex decomposition of some objects in our dataset.
• MuJoCo is optimized for the quality of physics as well as its speed, hence improving
the quality of the physics simulation.
MuJoCo requires objects to consist of convex parts for accurate collision detection,
hence all of the objects in the 3D model dataset have been decomposed into convex
parts using V-HACD algorithm [146]. Volumetric Hierachical Convex Decomposition (V-
HACD) algorithm creates an approximate decomposition of an object, and Figure 5.10
illustrates the results of the method on some of the objects in the dataset. Depending
on the complexity of the 3D model, the number of sub-parts of an object in the dataset
varies between 2-120.
The collected 3D model dataset contains 20 classes, namely, bottles, bowls, cans,
boxes, cups, mugs, pans, salt and pepper shakers, plates, forks, spoons, spatulas, knives,
teapots, teacups, tennis balls, dustpans, scissors, funnels and jugs. All objects in the
dataset can be grabbed using the DLR-II hand, although there are limitations on how
some object classes can be grasped. For example, teapots and jugs are not easy to grasp
except by their handles, while small objects such as salt and pepper shakers can be
approached in more creative ways. The number of objects in each class differs between 1
(dustpan) and 25 (bottles). Of the 294 total objects, 250 from all 20 classes were allocated
for training, while the remaining 44 objects from 19 classes belong to the test set. Most
of the objects are everyday kitchen objects. Long and thin objects such as spoons, knives,
scissors, forks and spatulas are placed vertically in water cups so that it is possible to
grasp them without touching the table (See Figure 5.9). In the real-world experiments,
the same approach was applied to place such objects vertically, as attempting to grasp
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Bottle Bowl Box Can Cup Fork Pan
30-70 50-400 50-500 200-400 30-330 40-80 150-450
Plate Scissors Shaker Spatula Spoon Teacup Teapot
40-80 50-150 100-160 40-80 40-80 150-250 500-800
Jug Knife Mug Funnel Ball Dustpan
80-200 50-150 250-350 40-80 50-70 100-150
Table 5.1: Weight ranges for each object class (grams).
them while they lie on the table would be dangerous.
Realistic scales, weights and friction parameters were used for the objects in simulation.
Each object in the dataset has a reference size, which is in line with the expected object
sizes in the real world. Before an object is placed in a scene, it is randomly scaled by a
factor in the range [0.9, 1.1]. This adds extra variance in terms of object sizes to the data
collection process, while the limited scaling factors ensure that all objects remain within
the grasp aperture. Similarly, during the scene generation procedure, each object instance
is assigned a weight coming from an estimated distribution, obtained from real objects.
The weight distribution for each class is defined as a uniform distribution within a range
[minw, maxw], limited by the minimum minw and maximum maxw weights encountered
in that class among real examples. Table 5.1 shows the weight ranges for each class in
grams. The weight ranges for the classes were set by making assumptions about the
dominant materials each class can be constructed of. Such assumptions include metal
pans and teapots, ceramic/porcelain mugs and teacups, plastic/wood kitchen utensils,
and plastic/ceramic bowls. The bottles are assumed to be empty and cans are supposed
to be filled with reasonable amounts of food.
Furthermore, the friction coefficients of the object in each scene is sampled from the
range [0.5, 1] in MuJoCo default units, which covers a wide range of materials from slip-
pery surfaces (metal, porcelain) to high-friction surfaces (rubber, wood). Unlike object
weights, the friction coefficient is sampled from the same distribution for every object,
regardless of the class. The variability in weight and friction parameters ensure that data
collection process accounts for these unobservable variations, and robustness of the grasps
across different object characteristics and noise conditions becomes important. Figure 5.11
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Figure 5.11: Training a robust evaluation model. (Top row) The same pinch grasp,
executed on the same object, with varying friction and mass parameters. (Bottom row)
A more robust power grasp, executed on the same object, with the same variation in
friction and mass.
illustrates the effect of these unobservable variables on grasp success in simulation.
During the scene creation, the object is placed on the virtual table at a random pose,
in order to increase the variability. Most objects are placed in a canonical upright pose,
and only rotated along the gravity direction (akin to being placed on a turntable). The
objects belonging to the mug and cup classes have fully random 3D rotations applied
before they are placed on the table, since it is possible to grasp them in almost any
setting using the robot hand. As mentioned before, the kitchen utensil classes, along with
pairs of scissors, are placed vertically to avoid the inevitable collisions which would occur
if they were placed horizontally on the table.
In Section 5.5, the findings of the analysis on the collected simulation data are de-
scribed.
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Bottle Bowl Box Can Cup Fork Pan
35.5 - 47.7% 26.4 - 61.2% 16.5 - 30.1% 41.4 - 92.6% 44.7 - 59.9% 59.6 - 68.1% 37.9 - 57.3%
Plate Scissors Shaker Spatula Spoon Teacup Teapot
50.2 - 95.5% 62.7 - 69.9% 47.3 - 53.3% 57.4 - 65.7% 63.4 - 82.4% 48.2 - 91.2% 26.9 - 23.9%
Jug Knife Mug Funnel Ball Dustpan Total
24.9 - 43.9% 58.3 - 65.0% 40.7 - 80.9% 52.3 - 65.9% 28.0 - 82.8% 60.1 - 78.8% 45.8 - 63.2%
Table 5.2: The average and top grasp performances of the Generative Model (GM) on
simulated, unbalanced data.
5.5 Experiments and Analysis in Simulation
Two generative-evaluative architectures, GEA1 (integrating EM1) and GEA2 (with EM2)
have been tested in both simulated and real-world experiments. In this section, we anal-
yse the performance of the networks in simulated data. The training data collected in
simulation consists of 1,081,332 candidate grasps on 20,025 scenes. It has equal numbers
of successes and failures, and the networks were trained for 20 epochs using the training
data. The trained evaluative network was used to predict the outcomes of the grasps in
the test set. The test data contains 86,130 grasps in 1,561 scenes, and consists of 42,173
successful and 43,957 failed grasp attempts. The average number of grasps stored per
scene is 54, and each scene contains no more than 10 grasps per each of the 10 grasp
types. Roughly a third of the candidate grasps are not considered, since they result in
collisions between the hand and the virtual table.
The object classes in the dataset have different characteristics in terms of grasp af-
fordances. Some classes are easier to grasp than others. Table 5.2 shows the success
rates of the generated grasps in each class, when attempted with the grasps ranked by
the Generative Model (GM) 1. The sampled grasps perform well on a number of classes
including Dustpans, Scissors, Spoons, and Mugs. Some objects can only be grasped in
certain ways. To an extent, GM can identify successful grasps with its likelihood-based
ranking. The advantage of the GM is evident in classes with high top-grasp and low
average-grasp performances, such as Balls, Mugs and Cans. The grasps which results in
collisions with the table are ignored.
1The dataset used in this analysis is a superset of the training data mentioned in the above paragraph,
hence actual percentages may differ.
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The success prediction accuracy of GEA1 is 73.8% on the test data, while GEA2
achieves 77.8%. The top grasp ranked by the Generative Model has succeeded in 1087/1561
test scenes (69.6%). In contrast, the top grasp as ranked by the the first generative-
evaluative architecture GEA1 has succeeded in 1300/1561 (83.3%) of the test scenes.
The second proposed method GEA2 performs even better, with a successful top grasp
in 1389/1561 scenes (90%). The proposed methods show significant improvements in
simulation.
# %
PS PF PS PF
GTS 35701 6472 85% 15%
GTF 16075 27882 37% 63%
Table 5.3: Grasp success predictions for GEA1.
# %
PS PF PS PF
GTS 35141 7032 83% 17%
GTF 12058 31899 27% 73%
Table 5.4: Grasp success predictions for GEA2.
Table 5.3 shows another result of our analysis on the simulated data for GEA1. In
the table, successful grasps are listed under GTS, or “Ground Truth Success”. Similarly,
failed grasps are marked as GTF, “Ground Truth Failure”. On the vertical axis, PS
and PF stand for “Predicted Success” and “Predicted Failure”, respectively. They mark
the grasps predicted by GEA1 method to be a success or failure. Figure 5.3 shows that
the proposed method GEA1 has high recall in the success category (85%) and low recall
in identifying failed grasps (63%), resulting in a higher number of false positives (GTF
and PS) than false negatives (GTS and PF). In this context, recall is the ratio of the
samples in a ground truth class which have been correctly identified by the network. The
second network, GEA2 in Figure 5.4, substantially improves the method’s performance
by improving the rate of false positives by 10% (37% to 27%). These results illustrate the
need to have a good generative model rather than a random grasp generator, since the
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number of false positives would likely increase in the case of low-quality grasp samples.
Figure 5.12: Grasp success probability vs. grasp ranking in simulation.
The desired behaviour of an evaluative method is to rank grasps based on their pre-
dicted success, monotonically from high to low. All three methods explained in this the-
sis, the Generative Model (GM) and the proposed generative-evaluative models (GEA1,
GEA2) produce a grasp ranking. GM orders the grasps based on their likelihood, cal-
culated using the finger joint positions and the object’s point cloud, while GEA1 and
GEA2 learn to predict grasp success probabilities. Figure 5.12 illustrates an analysis of
the grasp success rates in simulation vs. grasp ranking, according to all three methods.
The figure shows that the ranking produced by GEA2 is the best at identifying successful
grasps, and the probability falls nearly monotonically as the rank increases. The ranking
of GEA2 is slightly better than GEA1. The baseline method, GM, misses many successful
grasps and places some of them at the end of the list.
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Figure 5.13: The object dataset used in real robot experiments. The training objects are
given on the left column, while the test objects are in the middle and on the right.
5.6 Robot Experiments
The two proposed generative-evaluative methods (GEA1, GEA2) are compared with the
baseline Generative Model (GM), since GM represents the state-of-the-art in dexterous
grasping of novel objects using a single-view depth camera. Since the original paper
by Kopicki et al. [105] had a 77.7% success rate, a more difficult test set was created,
which contained new objects in more challenging poses. The new test set contained 40
test objects and 6 training objects, as shown in Figure 5.13. The baseline method GM
was trained by demonstrating ten example grasps on the 6 training objects. Figure 5.3
illustrates the 10 training grasps, all of which were performed with the assistance of a
person. 49 real scenes were constructed by placing the 40 test objects individually on the
table in challenging poses. The object pose with respect to the camera greatly affects
performance, since all compared algorithms rely on single-view depth images to generate
grasps. Finally, 35 out of the 40 test objects are of object classes contained in the simulated
data, while the rest are not.
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The Generative Model (GM) and generative-evaluative architectures (GEA1, GEA2)
were compared using paired trial experiments. Each model was tested on identical object-
pose combinations. During the testing phase, the top kinematically possible grasps in all
scenes were executed. It should be noted that after the grasps are ranked, those which are
not possible or safe for the robot to perform are eliminated. The top-ranked grasp that
passes this filtering is executed. A grasp is considered to be successful if the object is still
in the robot hand, after being lifted for 5 seconds, and held stable in hand for a further 5
seconds before the automatic release. As a result of the experiments, the success rate for
GM was 57.1%, for GEA1 was 77.6%, and for GEA2 was 75.5%. Table 5.5 summarises the
number of successful and failed attempts for all tested algorithms. Both proposed methods
outperform the generative model substantially. GEA1 has a statistically significant result
with a p-value of 0.0442 and GEA2 comes close with 0.0665, where p-value is the result
of a two-tailed McNemar test. The McNemar test accounts for the difference between
the results of two methods. The slight performance gap between GEA1 and GEA2 is
not statistically significant. The difference between GEA1 and GEA2 is likely due to the
robot’s calibration issues, as the experiments were performed two months apart. The end
result of 12 grasps where GM and GEA1 had different outcomes are shown in Figure 5.14.
A video which contains the grasp results of GM and GEA1 can be accessed here.
GM
# succs # fails
GEA1
# succs 23 15
# fails 5 6
GEA2
# succs 23 14
# fails 5 7
Table 5.5: Real-robot paired comparison trial results.
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Figure 5.14: First and third row demonstrates the grasps recommended by the Generative
Model (GM). Similarly, second and fourth row grasps come from the 1st Generative-
Evaluative Model Architecture using the VGG-16 network (GEA1). Both methods were
given identical object-pose pairs as input. In the first 5 columns, we illustrate the cases
where GEA1 succeeds and GM fails. The final, sixth column shows 2 of the 5 reverse
cases where GM succeeds and GEA1 fails.
5.7 Discussion
A novel architecture consisting of one learned generative and one learned evaluative model
was presented. The generative model is a highly data-efficient method that learns from
demonstration by a human operator. Ten example grasps were performed, along with
seven different views considered per grasp, resulting in 70 grasp-view pairs. The generative
model is an ensemble, containing one model per each grasp-view pair. When encountered
with a test image, the generative model is used to generate sample grasps, and provides
a good prior which pre-filters out improbable grasps.
During training, a randomised simulation environment is used for obtaining realistic
scenes in simulation. The generative model, given the simulated depth data, creates a
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set of candidate grasps. These grasps are executed in simulation and each one is labeled
with the recorded grasp outcome, which is either a success or a fail. The results are
then used to train the evaluative deep networks which predict the success probability of
a given grasp. Two evaluative networks were proposed and tested in both simulation and
real environments. Both networks were trained by using more than 1M training grasps,
which were cheaply obtained with the help of the simulation environment. The created
artificial scenes include varying observable and hidden parameters, including object scale,
friction, weight and camera distance and pose, among others. In the testing phase, the
hybrid generative-evaluative architecture was used to generate a set of candidate grasps,
and these grasps were ranked using an evaluative model. The top kinematically-feasible
grasp was performed in every scene.
The experimental evaluation showed that the proposed methods improve the grasp
success rates considerably, and statistically significant results at 0.05 were obtained. The
proposed hybrid model outperforms the generative method in both simulation and real
experiments, illustrating that it successfully transfers the knowledge from simulation to
the real robot. A future extension of the work is to include colour images in the architec-
ture. The discrepancies between the artificial and real colour images can be addressed by
domain adaptation methods. Another interesting direction is to remove the generative





This thesis explored two novel deep architectures in shape analysis and grasping domains.
The first one, CHOP, is a hierarchical compositional method for statistical learning of 2D
shapes. The second is a new generative-evaluative method for dexterous grasping which
has two competing evaluation models based on Deep Neural Networks (DNNs). Both
presented frameworks have multi-layer representations and learn hierarchical features.
Although compositional hierarchies and DNNs are similar in spirit, their building blocks
and learning mechanisms are different. Below, a summary of the proposed work is given,
followed by the key findings of this thesis. Future directions for the work are explained
in Section 6.3.
6.1 Summary
First, the advantages of deep methods over flat recognition systems were established
earlier in the thesis. Biological reasons and current empirical evidence suggest that deep
learning is able to bridge the gap between concepts (class labels) and data (images) more
successfully than flat, feature-based methods.
The Compositional Hierarchy of Parts, named CHOP, was designed for the statistical
analysis of shapes. It starts with simple line-based features and learns a multi-layer
feature hierarchy by recursively compressing the initial representation of the data. It
105
employs graph-theoretic and information-theoretic tools to create a principled, graph-
based framework. Learning is executed in a bottom-up fashion: Each layer is trained by
compressing the data represented by the previous layer. The method performs well in
shape retrieval and classification tasks in benchmark shape datasets. The analyses show
that the learned vocabularies exhibit sub-linear growth as the number of objects, views
and classes increase.
In the second part of the thesis, a learned generative-evaluative model for dexterous
grasping was proposed. The generative model used for generating grasps is the work of
Kopicki et al. [105], and it is the current state-of-the-art. Two competing DNN-based
evaluative models were proposed. In order to create the training data required for the
data-intensive evaluative models, a data collection setup was created to execute the gen-
erated grasps in simulation. The evaluative models learn to rank the grasps by predicting
their success probabilities, after training on the simulated data. The results convincingly
show that the proposed architectures improve the grasp success rates substantially. The
evaluative methods successfully transfer the knowledge from simulation to real experi-
ments.
6.2 Key Findings
Below are two direct observations which are the results of the explorations:
1. It has been demonstrated that compositional hierarchies learn compact shape rep-
resentations, and are well-suited for shape retrieval and classification problems. As
shown in the experimental analysis of CHOP, the learned shape models exhibit
sub-linear vocabulary growth and part sharing properties.
2. A generative-evaluative architecture was proposed for dexterous grasping of previ-
ously unseen objects from a single view depth image. The experimental analysis
of this method validates two key assumptions. First, an evaluative DNN improves
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the grasp success rate by re-ranking the generated grasps based on their predicted
success probabilities on novel objects. Second, the networks are able to transfer the
knowledge from a simulation environment to the real robot.
Further discoveries can be made by comparing the two different families of algorithms
at a conceptual level:
• The learned parts via a compositional hierarchical method can easily be decom-
posed into their sub-parts in intuitive ways. As a result, the representations are
interpretable and sparse, e.g. a corner is made by two lines perpendicular to each
other. DNNs lack interpretability as the networks are densely convoluted, as op-
posed to the sparse structures of compositional methods.
• Compositional hierarchies mostly rely on feed-forward training. This is in sharp
contrast with deep networks, which are trained via a feedback mechanism (Back-
propagation). As a result, DNNs can be optimised generatively or discriminatively,
and often find better solutions in the solution search space, resulting in high per-
formance.
6.3 Future Work
An interesting research direction for deep architectures is to create a hybrid approach
that combines the strengths of compositional hierarchies and DNNs. Recently, Tabernik
et al. have shown that the notion of compositionality can be used to reduce the number
features in DNNs and improve training times [213, 212]. Another possible way to combine
these methods is to use compositional techniques as means for unsupervised pre-training
of deep networks. First, the common representations in the data can be discovered via
a compositional hierarchy. It can be argued that these representations can be encoded
as initial weights in a DNN with the same structure, and discriminative training can be
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used to fine-tune the DNN. It can be hypothesised that the pre-training would reduce the
training and convergence times of DNNs.
The extensions of the grasping work involves going beyond an evaluative approach
that ranks the generated grasps. An end-to-end learner, which takes an image as input
and generates a ranked list of grasp configurations with decreasing predicted success
probabilities is planned. The end result is a grasp generation network. The training
procedure of this end-to-end generative network may still be coupled with an evaluative
network. Multiple iterations of interleaved training (generate, collect data, evaluate) may
be needed to tune the system.
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N. Krüger, et al. Enabling grasping of unknown objects through a synergistic use
of edge and surface information. The International Journal of Robotics Research
(IJRR), 34:26–42, 2012.
[105] M. Kopicki, R. Detry, M. Adjigble, R. Stolkin, A. Leonardis, and J. L. Wyatt. One-
shot learning and generation of dexterous grasps for novel objects. The International
Journal of Robotics Research (IJRR), 35(8):959–976, 2016.
[106] A. Krizhevsky. Learning multiple layers of features from tiny images. Technical
report, University of Toronto, 2009.
[107] A. Krizhevsky, I. Sutskever, and G.E. Hinton. Imagenet classification with deep
convolutional neural networks. In F. Pereira, C. J. C. Burges, L. Bottou, and K. Q.
Weinberger, editors, Advances in Neural Information Processing Systems (NIPS),
pages 1097–1105. Curran Associates, Inc., 2012.
[108] O. Kroemer, E. Ugur, E. Oztop, and J. Peters. A kernel-based approach to di-
rect action perception. In 2012 IEEE International Conference on Robotics and
Automation, 2012.
[109] N. Kruger, P. Janssen, S. Kalkan, M. Lappe, A. Leonardis, J. Piater, A. J.
Rodriguez-Sanchez, and L. Wiskott. Deep hierarchies in the primate visual cortex:
What can we learn for computer vision? IEEE Transactions on Pattern Analysis
and Machine Intelligence (TPAMI), 35(8):1847–1871, Aug 2013.
[110] J. Kuffner. Cloud-enabled humanoid robots. 2010 10th IEEE-RAS International
Conference on Humanois Robotics, 2010.
[111] S. Kumra and C. Kanan. Robotic grasp detection using deep convolutional neural
networks. In 2017 IEEE/RSJ International Conference on Intelligent Robots and
Systems (IROS), pages 769–776, Sept 2017.
[112] H. Larochelle, D. Erhan, A. Courville, J. Bergstra, and Y. Bengio. An empirical
evaluation of deep architectures on problems with many factors of variation. In
Proceedings of International Conference on Machine Learning (ICML), ICML ’07,
pages 473–480, New York, NY, USA, 2007. ACM.
119
[113] L. J. Latecki, R. Lakamper, and T. Eckhardt. Shape descriptors for non-rigid shapes
with a single closed contour. In 2000 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), volume 1, pages 424–429, Jun 2000.
[114] Q. Le and T. Mikolov. Distributed representations of sentences and documents. In
31st International Conference on International Conference on Machine Learning -
Volume 32, ICML’14, pages II–1188–II–1196. JMLR.org, 2014.
[115] Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. Hubbard, and
L. D. Jackel. Backpropagation applied to handwritten zip code recognition. Neural
Computation, 1(4):541–551, Dec 1989.
[116] H. Lee, C. Ekanadham, and A. Y. Ng. Sparse deep belief net model for visual area
v2. In J. C. Platt, D. Koller, Y. Singer, and S. T. Roweis, editors, International Con-
ference on Neural Information Processing Systems (NIPS), pages 873–880. Curran
Associates, Inc., 2008.
[117] A. Lehmann, B. Leibe, and L. J. Van Gool. Fast prism: Branch and bound hough
transform for object class detection. International Journal of Computer Vision
(IJCV), 94(2):175–197, 2011.
[118] B. Leibe, A. Leonardis, and B. Schiele. Robust object detection with inter-
leaved categorization and segmentation. International Journal of Computer Vision,
77(1):259–289, May 2008.
[119] I. Lenz, H. Lee, and A. Saxena. Deep learning for detecting robotic grasps. The
International Journal of Robotics Research (IJRR), 34(4-5):705–724, 2015.
[120] I. Lenz, H. Lee, and A. Saxena. Deep learning for detecting robotic grasps. Inter-
national Journal of Robotics Research (IJRR), 34(4–5):705–724, 2015.
[121] S. Levine, P. Pastor, A. Krizhevsky, J. Ibarz, and D. Quillen. Learning hand-eye
coordination for robotic grasping with deep learning and large-scale data collection.
The International Journal of Robotics Research (IJRR), page 0278364917710318,
2017.
[122] S. Levine, P. Pastor, A. Krizhevsky, and D. Quillen. Learning hand-eye coordination
for robotic grasping with large-scale data collection. In ISER, volume 1 of Springer
Proceedings in Advanced Robotics, pages 173–184. Springer, 2016.
120
[123] N. Levitt. The science of conjecture: Evidence and probability before pascal. The
Mathematical Intelligencer, 26(1):53–55, Dec 2004.
[124] H. Li, K. Zhang, and T. Jiang. Minimum entropy clustering and applications to
gene expression analysis. In 2004 IEEE Computational Systems Bioinformatics
Conference, pages 142–151, Aug 2004.
[125] L. J. Li, R. Socher, and L. Fei-Fei. Towards total scene understanding: Classifi-
cation, annotation and segmentation in an automatic framework. In 2009 IEEE
Conference on Computer Vision and Pattern Recognition, pages 2036–2043, June
2009.
[126] B. Liefeng, K. Lai, R. Xiaofeng, and D. Fox. Object recognition with hierarchical
kernel descriptors. In 2011 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), CVPR ’11, pages 1729–1736, Washington, DC, USA, 2011.
IEEE Computer Society.
[127] R. Lienhart and J. Maydt. An extended set of haar-like features for rapid object
detection. In 2002 International Conference on Image Processing, volume 1, pages
I–900–I–903 vol.1, 2002.
[128] K.-L. Lim and H. K. Galoogahi. Shape classification using local and global features.
In 2010 Fourth Pacific-Rim Symposium on Image and Video Technology (PSIVT),
pages 115–120, Washington, DC, USA, 2010. IEEE Computer Society.
[129] M. Lin, Q. Chen, and S. Yan. Network in network. CoRR, abs/1312.4400, 2013.
[130] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dollár, and
C. Lawrence C. L. Zitnick. Microsoft coco: Common objects in context. In 2014
European Conference on Computer Vision (ECCV), pages 740–755, Cham, 2014.
Springer International Publishing.
[131] H. Ling and D. W. Jacobs. Shape classification using the inner-distance. IEEE
Transactions on Pattern Analysis and Machine Intelligence (TPAMI), 29(2):286–
299, Feb 2007.
[132] Z. H. Ling, S. Y. Kang, H. Zen, A. Senior, M. Schuster, X. J. Qian, H. M. Meng, and
L. Deng. Deep learning for acoustic modeling in parametric speech generation: A
systematic review of existing techniques and future trends. IEEE Signal Processing
Magazine, 32(3):35–52, May 2015.
121
[133] V. Lippiello, F. Ruggiero, B. Siciliano, and L. Villani. Visual grasp planning for
unknown objects using a multifingered robotic hand. IEEE/ASME Transactions on
Mechatronics, 18(3):1050–1059, June 2013.
[134] S. Liu and S. Carpin. Global grasp planning using triangular meshes. In IEEE In-
ternational Conference on Robotics and Automation, pages 4904–4910. IEEE, 2015.
[135] W. Liu, Z. Wang, X. Liu, N. Zeng, Y. Liu, and F. E. Alsaadi. A survey of deep
neural network architectures and their applications. Neurocomputing, 234:11 – 26,
2017.
[136] Y.-H. Liu. Computing n-finger form-closure grasps on polygonal objects. The In-
ternational Journal of Robotics Research (IJRR), 19(2):149–158, 2000.
[137] N. K. Logothetis, J. Pauls, and T. Poggio. Shape representation in the inferior
temporal cortex of monkeys. Current Biology, 5(5):552 – 563, 1995.
[138] D. G. Lowe. Object recognition from local scale-invariant features. In IEEE Inter-
national Conference on Computer Vision (ICCV), ICCV ’99, pages 1150–, Wash-
ington, DC, USA, 1999. IEEE Computer Society.
[139] D. G. Lowe. Towards a computational model for object recognition in it cortex.
In Biologically Motivated Computer Vision, pages 20–31, Berlin, Heidelberg, 2000.
Springer Berlin Heidelberg.
[140] Q. Lu, K. Chenna, B. Sundaralingam, and T. Hermans. Planning multi-fingered
grasps as probabilistic inference in a learned deep network. In International Sym-
posium on Robotics Research, 2017.
[141] J. Mahler, J. Liang, S. Niyaz, M. Laskey, R. Doan, X. Liu, J. A. Ojea, and K. Gold-
berg. Dex-net 2.0: Deep learning to plan robust grasps with synthetic point clouds
and analytic grasp metrics. 2017.
[142] J. Mahler, F. T. Pokorny, B. Hou, M. Roderick, M. Laskey, M. Aubry, K. Kohlhoff,
T. Kröger, J. Kuffner, and K. Goldberg. Dex-net 1.0: A cloud-based network of 3d
objects for robust grasp planning using a multi-armed bandit model with correlated
rewards. In IEEE International Conference on Robotics and Automation (ICRA),
pages 1957–1964. IEEE, 2016.
122
[143] Jeffrey Mahler, Matthew Matl, Xinyu Liu, Albert Li, David Gealy, and Ken Gold-
berg. Dex-net 3.0: Computing robust robot suction grasp targets in point clouds
using a new analytic model and deep learning. arXiv preprint arXiv:1709.06670,
2017.
[144] S. Maji and J. Malik. Object detection using a max-margin hough transform.
In 2009 IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
pages 1038–1045. IEEE Computer Society, 2009.
[145] S. Mallat. Group invariant scattering. Communications on Pure and Applied Math-
ematics, 65(10):1331–1398, 2012.
[146] K. Mamou and F. Ghorbel. A simple and efficient approach for 3d mesh approximate
convex decomposition. In 16th IEEE International Conference on Image Processing,
ICIP’09, pages 3465–3468, Piscataway, NJ, USA, 2009. IEEE Press.
[147] Z. C. Marton, D. Pangercic, N. Blodow, J. Kleinehellefort, and M. Beetz. General
3d modelling of novel objects from a single view. In 2010 IEEE/RSJ International
Conference on Intelligent Robots and Systems, pages 3700–3705, Oct 2010.
[148] T. Mikolov, I. Sutskever, K. Chen, G. Corrado, and J. Dean. Distributed repre-
sentations of words and phrases and their compositionality. In 26th International
Conference on Neural Information Processing Systems - Volume 2, NIPS’13, pages
3111–3119, USA, 2013. Curran Associates Inc.
[149] A. T. Miller and P. K. Allen. Graspit! a versatile simulator for robotic grasping.
IEEE Robotics & Automation Magazine, 11(4):110–122, 2004.
[150] L. Nanni, S. Brahnam, and A. Lumini. Local phase quantization descriptor for
improving shape retrieval/classification. Pattern Recognition Letters, 33(16):2254–
2260, Dec 2012.
[151] Y. Netzer, T. Wang, A. Coates, A. Bissacco, B. Wu, and A. Y. Ng. Reading digits
in natural images with unsupervised feature learning. In NIPS Workshop on Deep
Learning and Unsupervised Feature Learning 2011, 2011.
[152] J. Ngiam, A. Khosla, M. Kim, J. Nam, H. Lee, and A. Y. Ng. Multimodal deep
learning. In International Conference on Machine Learning (ICML), pages 689–696.
Omnipress, 2011.
123
[153] V. D. Nguyen. Constructing force-closure grasps. In Proceedings. 1986 IEEE Inter-
national Conference on Robotics and Automation, volume 3, pages 1368–1373, Apr
1986.
[154] P. Noriega and O. Bernier. Multicues 3d monocular upper body tracking using con-
strained belief propagation. In 2007 British Machine Vision Conference (BMVC).
British Machine Vision Association, 2007.
[155] T. Ojala, M. Pietikainen, and D. Harwood. Performance evaluation of texture
measures with classification based on kullback discrimination of distributions. In
International Conference on Pattern Recognition (ICPR), volume 1, pages 582–585
vol.1, Oct 1994.
[156] B. Ommer and J. Malik. Multi-scale object detection by clustering lines. In 2009
International Conference on Computer Vision (ICCV), pages 484–491, 2009.
[157] M. Oquab, L. Bottou, I. Laptev, and J. Sivic. Learning and transferring mid-
level image representations using convolutional neural networks. In 2013 IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), Columbus, OH,
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