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MINIMAL W -SUPERALGEBRAS AND THE MODULAR
REPRESENTATIONS OF BASIC LIE SUPERALGEBRAS
YANG ZENG AND BIN SHU
Abstract. Let g = g0¯+g1¯ be a basic Lie superalgebra over C, and e a minimal
nilpotent element in g0¯. Set W
′
χ
to be the refined W -superalgebra associated
with the pair (g, e), which is called a minimal W -superalgebra. In this paper we
present a set of explicit generators of minimal W -superalgebras and the com-
mutators between them. In virtue of this, we show that over an algebraically
closed field k of characteristic p ≫ 0, the lower bounds of dimensions in the
modular representations of basic Lie superalgebras with minimal nilpotent p-
characters are attainable. Such lower bounds are indicated in [31] as the super
Kac-Weisfeiler property.
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1. Introduction
This work is a sequel to [33]-[35]. In [35], we asserted that the lower bounds
of modular representation dimensions stated in the abstract are attainable under
the assumption that the associated complex finite W -superalgebras admit one- or
two-dimensional representations. In the present paper, we certify the assumption
in the case of minimal nilpotent elements.
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1.1. A finite W -algebra U(g, e) is a certain associative algebra associated with a
complex semisimple Lie algebra g and a nilpotent element e ∈ g. The study of
finiteW -algebras can be traced back to Kostant’s work in the case when e is regular
[13], then a further study was done by Lynch in the case when e is arbitrary even
nilpotent element (cf. [16]). Premet developed finite W -algebras in full generality
in [22]. On his way to proving the celebrated Kac-Weisfeiler conjecture for Lie
algebras of reductive groups in [21], Premet first constructed the modular version
of finite W -algebras in [22]. By means of a complicated but natural “admissible”
procedure, the finiteW -algebras over the field of complex numbers were introduced
in [22], which shows that they are filtered deformations of the coordinate rings of
Slodowy slices.
Aside from the advances in finite W -algebras over complex numbers, the mod-
ular theory of finite W -algebras has also developed excitingly. It is worth noting
that in [24] Premet proved that if the C-algebra U(g, e) has a one-dimensional rep-
resentation, then under the assumption p ≫ 0 for the ground algebraically closed
field k of positive characteristic p, the reduced enveloping algebra Uχ(gk) of the
modular counterpart gk of g possesses an irreducible module of dimension d(e)
(where χ is the linear function on gk corresponding to e, and d(e) is half of the
dimension of the orbit Gk · χ for the simple, simply connected algebraic group
Gk with gk = Lie(Gk)), which is a lower bound predicted by the Kac-Weisfeiler
conjecture mentioned above.
The existence of one-dimensional representations for U(g, e) associated with
g = Lie(G) of a simple algebraic group G over C was conjectured by Premet,
and confirmed in the classical cases by Losev in [15, Theorem 1.2.3(1)] (see also
[14, §6]). Goodwin-Ro¨hrle-Ubly [8] proved that the finite W -algebras associated
with exceptional Lie algebras E6, E7, F4, G2, or E8 with e not rigid, admit one-
dimensional representations (see also [24]). Finally Premet solved this problem
completely in [25].
1.2. The theory of finite W -superalgebras was developed in the same time. In
the work of Sole and Kac [26], finite W -superalgebras were defined in terms of
BRST cohomology under the background of vertex algebras and quantum reduc-
tion. The theory of finite W -superalgebras for the queer Lie superalgebras over an
algebraically closed field of characteristic p > 2 was first introduced and discussed
by Wang and Zhao in [32], then studied by Zhao over the field of complex numbers
in [36]. The topics on finite W -superalgebras attracted many researchers, and the
structure theory of W -superalgebras is developed in various articles (cf. [2], [3],
[17], [18], [19] and [20], etc.).
In mathematical physics, W -(super)algebras are divided into four types: classi-
cal affine, classical finite, quantum affine, and quantum finite W -(super)algebras.
These types of algebras are endowed with Poisson vertex algebras, Poisson al-
gebras, vertex algebras, and associative algebras structures, respectively. In the
present paper, finite W -superalgebras will be referred to the so-called quantum
finite W -(super)algebras.
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Apart from the ones associated with principal nilpotent elements, the most ele-
mentary examples of finiteW -superalgebras are those ones corresponding to (even)
minimal nilpotent elements of a given Lie superalgebra g. For the counterpart
associated with Lie algebras, Premet described generators of finite W -algebras as-
sociated with minimal nilpotent elements in [23]. Under the background of vertex
algebras and quantum reduction, similar results for classical affine W -algebras can
be found in [27] and [28].
For the case of basic Lie superalgebras, the related study associated with (even)
minimal nilpotent elements is made mainly in the context of vertex operators and
quantum reduction (see [1], [11], [12], etc.). Recently, Suh described the generators
of a classical affine W -(super)algebra associated with a minimal nilpotent element
explicitly in [29], and also the ones of quantum finiteW -superalgebras analogously.
It is worthwhile reminding that there are some errors in the presentation of gen-
erators and their relations of finite W -superalgebras in [29]. In the present paper,
we will rewrite these generators and their commutators in an analogue of Premet’s
strategy of finite W -algebras case in [23].
1.3. In [31], the authors initiated the study of modular representations of basic
Lie superalgebras over an algebraically closed field of positive characteristic, for-
mulating the super Kac-Weisfeiler property for those Lie superalgebras as well as
presenting the definition of modular W -superalgebras.
1.4. Based on Premet’s and Wang-Zhao’s work as mentioned above, in [33] we
presented the PBW theorem for the finiteW -superalgebras over F (F = C or k with
characteristic p≫ 0), which shows that the construction of finite W -superalgebras
can be divided into two cases by virtue of the so-called judging parity of the
dimension of certain specific subspace for basic Lie superalgebra gF. The situation
of finite W -superalgebras is significantly different from that of finite W -algebras
at the odd judging parity.
To be explicit, for a given complex basic classical Lie superalgebra g = g0¯ + g1¯
and a nilpotent element e ∈ g0¯ (thereby a linear function χ in g
∗
0¯. see §2.2.1),
one has a so-called χ-admissible algebra m (see (2.1)). Consider a generalized
Gelfand-Graev g-module associated with χ
Qχ := U(g)⊗U(m) Cχ,
where Cχ = C1χ is a one-dimensional m-module such that x.1χ = χ(x)1χ for
all x ∈ m. A finite W -superalgebra U(g, e) is by definition equal to (EndgQχ)
op
which is isomorphic to Qadmχ (see [33, Theorem 2.12]), where Q
adm
χ is the invariant
subalgebra of Qχ under the adjoint action of m. A PBW theorem of U(g, e) (see
[33, Theorem 0.1]) shows that the structure of U(g, e) is crucially dependent on
the parity of a discriminant number r (the meaning of this notation can be seen in
the above of (2.2)). The parity of r is therefore called the judging parity.
1.5. When we turn to finite-dimensional representations of finiteW -superalgebras
over complex numbers, their minimal dimensions will be crucial to small repre-
sentations of modular Lie superalgebras. Under an assumption on the minimal
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dimensions of representations for complex finite W -superalgebrs, we proved in [35,
Theorem 1.6] the accessibility of lower-bounds of dimensions for modular represen-
tations of basic Lie superalgebras (see the next subsection). Such an assumption
is also predicted to be true, as a conjecture listed below (as an analogy of Premet’s
work on finite W -algebras).
Conjecture 1.1. ([35]) Let g be a basic Lie superalgebra over C. Then the fol-
lowing statements hold:
(1) when r is even, the finite W -superalgebra U(g, e) affords a one-dimensional
representation;
(2) when r is odd, the finite W -superalgebra U(g, e) affords a two-dimensional
representation.
For the case g is of type A(m,n), Conjecture 1.1 was confirmed in [35, Propo-
sition 4.7], which was accomplished by conversion from the verification of the at-
tainableness of lower-bounds of modular dimensions for basic Lie superalgebras
of the same type by some direct computation; see [34] for more details. For the
case g is of type B(0, n) with e being a regular nilpotent element in g, we certified
Conjecture 1.1 in [35, Proposition 5.8]. In the present paper, we will certify this
conjecture for minimal nilpotent elements.
1.6. Let us recall the lower bounds of dimensions in modular representation for
basic Lie superalgebras. Let (·, ·) be a bilinear form on gk which is induced from
that on g, and χ ∈ (gk)
∗
0¯ be the nilpotent p-character of gk corresponding to
e¯ ∈ (gk)0¯ such that χ(y¯) = (e¯, y¯) for any y¯ ∈ gk; where e¯ = e⊗ 1 is obtained from
e ∈ g by “reduction modulo p” .
Set d0 = dim (gk)0¯−dim (g
e¯
k
)0¯ and d1 = dim (gk)1¯−dim (g
e¯
k
)1¯, where g
e¯
k
denotes
the centralizer of e¯ in gk. For any real number a ∈ R, let ⌊a⌋ denote the least integer
upper bound of a. In [31, Theorem 5.6], Wang-Zhao showed that the dimension
of any irreducible representation of gk is divisible by the number p
d0
2 2⌊
d1
2
⌋. With
this number, we partially answered the question whether there exist modules of
dimensions equal to such a number (see [35, Theorems 1.5 and 1.6])
The main purpose of the present paper is to certify Conjecture 1.1 for the case
when e is an (even) minimal nilpotent element, and thereby to show the accessibility
of the lower bounds of dimensions in the modular representations of basic Lie
superalgebras in this case (see the forthcoming Theorem 1.4).
1.7. Recall that in [30, Remark 70], Wang introduced another definition of finite
W -superalgebra W ′χ := Q
adm′
χ , where m
′ is the so-called extended χ-admissible
algebra which is either a one-dimensional extension of m, or m itself, dependent
on the judging parity (see (2.2)). We will call it a refined W -superalgebra in the
present paper. By definition, the refined W -superalgebra W ′χ is a subalgebra of
the finite W -superalgebra U(g, e).
In this paper, we will take use of the refined W -superalgebras, instead of our
original finite W -superalgebras, which enables us to unify the related statements.
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1.8. Let us introduce the main results in the present paper.
We first establish an isomorphism (Proposition 4.11) between the refined W -
superalgebra W ′χ and the quantum finite W -superalgebra W
fin(g, e) introduced by
Suh in [29, Definition 4.3]. This enables us to take W fin(g, e) as the refined W -
superalgebra W ′χ for the following discussions.
Then we focus on the case with e being a minimal nilpotent element in basic
Lie superalgebra g. We call a refined W -superalgebra minimal when the defining
nilpotent element associated with W ′χ is minimal in g0¯. We can present a set of
generators of minimal W -superalgebras as below, correcting and reformulating the
ones in [29, Propositions 5.3 and 5.4].
Proposition 1.2. Let e be a minimal nilpotent element in g. Suppose v ∈ ge(0),
w ∈ ge(1), C is a central element of W ′χ, and set s = dim g(−1)0¯ and r =
dim g(−1)1¯. Then the followings are free generators of the refined W -superalgebra
W ′χ:
Θv =(v −
1
2
∑
α∈S(−1)
zα[z
∗
α, v])⊗ 1χ,
Θw =(w −
∑
α∈S(−1)
zα[z
∗
α, w] +
1
3
(
∑
α,β∈S(−1)
zαzβ[z
∗
β , [z
∗
α, w]]− 2[w, f ]))⊗ 1χ,
C =(2e+
h2
2
− (1 +
s− r
2
)h +
∑
i∈I
(−1)|i|aibi + 2
∑
α∈S(−1)
(−1)|α|[e, z∗α]zα)⊗ 1χ,
where {z∗α | α ∈ S(−1)} and {zα | α ∈ S(−1)} are dual bases of g(−1) with respect
to 〈·, ·〉 = (e, [·, ·]), and {ai | i ∈ I} and {bi | i ∈ I} are dual bases of g
e(0) with
respect to (·, ·).
The proof of Proposition 1.2 will be given in §5.2.2. Then the commutators
between the generators are presented as below.
Theorem 1.3. The minimal W -superalgebra is generated by the Casimir element
C and the subspaces Θge(i) for i = 0, 1, as described in Proposition 1.2, subject to
the following relations:
(1) [Θv1 ,Θv2] = Θ[v1,v2] for all v1, v2 ∈ g
e(0);
(2) [Θv,Θw] = Θ[v,w] for all v ∈ g
e(0) and w ∈ ge(1);
(3) [Θw1,Θw2] =
1
2
([w1, w2], f)(C −ΘCas − c0)−
1
2
∑
α∈S(−1)
(Θ[w1,zα]♯Θ[z∗α,w2]♯
− (−1)|w1||w2|Θ[w2,zα]♯Θ[z∗α,w1]♯) for all w1, w2 ∈ g
e(1);
(4) [C,W ′χ] = 0.
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In (3), the meaning of the notation ♯ will be explained in (5.8), and the constant
c0 is decided by the following equation:
c0([w1, w2], f) =
1
12
∑
α,β∈S(−1)
(−1)|α||w1|+|β||w1|+|α||β| ⊗ [[zβ, [zα, w1]], [z
∗
β, [z
∗
α, w2]]]
−
3(s− r) + 4
12
([w1, w2], f),
where s = dim g(−1)0¯ and r = dim g(−1)1¯.
In virtue of these results, Proposition 5.10 says that minimal W -superalgebra
affords a two-sided ideal of codimension one. As an immediate consequence, we
obtain the main result as below
Theorem 1.4. Let gk be a basic Lie superalgebra over k = Fp, and let χ ∈
(gk)
∗
0¯ be a nilpotent p-character, with respect to a minimal nilpotent element e ∈
(gk)0¯. If p ≫ 0, then the reduced enveloping algebra Uχ(gk) admits irreducible
representations of dimension p
d0
2 2⌊
d1
2
⌋.
The proof of the above theorems will be fulfilled in §5.2.4 and §5.2.5 respectively.
1.9. The paper is organized as follows. In §2, some basics on Lie superalgebras
and finite W -superalgebras are recalled. In §3, we first study the construction of
refined reduced W -superalgebra (Qχχ)
adm′
k over k, and then reformulate the PBW
theorem for refined W -superalgebra W ′χ over C. In the new setting-up of refined
W -superalgebras, we refine the conjecture [35, Conjecture 1.3] in §4. We first in-
troduce Conjecture 4.2, which is irrelevant to the judging parity we mentioned
above. Under the assumption of Conjecture 4.2, we show that the lower bounds
of dimensions in the modular representations of basic Lie superalgebras are at-
tainable. In the end of §4, we introduce a variation on the definition of refined
W -superalgebras, which will be applied in the next section. §5 is the main body
of the present paper. In the first part of §5, we introduce the explicit expression of
the generators of lower Kazhdan degree for finite W -superalgebras associate with
arbitrary nilpotent elements over C, and also the commutators between them.
Then in the second part of §5, we completely determine the structure of minimal
W -superalgebras. In the meantime, we complete the proof of Proposition 1.2 in
§5.2.2, Theorem 1.3 in §5.2.4 (modulo Proposition 5.8), and Theorem 1.4 in §5.2.5.
The concluding and lengthy section §6 will be devoted to the proof of Proposition
5.8 leading to Theorem 1.3 (3) by lots of computation, which is postponed there
from §5.
1.10. Throughout we work with the field of complex numbers C, or the alge-
braically closed field k = Fp of positive characteristic p as the ground field.
Let Z+ be the set of all the non-negative integers in Z, and denote by Z2 the
residue class ring modulo 2 in Z. A superspace is a Z2-graded vector space V =
V0¯ ⊕ V1¯, in which we call elements in V0¯ and V1¯ even and odd, respectively. Write
|v| ∈ Z2 for the parity (or degree) of v ∈ V , which is implicitly assumed to be
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Z2-homogeneous. We will use the notation dimV = dimV0¯ + dimV1¯. All Lie
superalgebras g will be assumed to be finite-dimensional.
We consider vector spaces, subalgebras, ideals, modules, and submodules etc. in
the super sense throughout the paper.
2. Preliminaries
In this section, we will recall some knowledge on basic classical Lie superalgebras
and finite W -(super)algebras for use in the sequel. We refer the readers to [4], [9]
and [10] for Lie superalgebras, and [22], [23], [24], [30], [33] and [35] for finite
W -(super)algebras.
2.1. Basic Lie superalgebras. Following [4, §1], [9, §2.3-§2.4], [10, §1] and [31,
§2], we recall the list of basic classical Lie superalgebras over F for F = C or
F = k. These Lie superalgebras, with even parts being Lie algebras of reductive
algebraic groups, are simple over F (the general linear Lie superalgebras, though not
simple, are also included), and they admit an even non-degenerate supersymmetric
invariant bilinear form in the following sense.
Definition 2.1. Let V = V0¯⊕V1¯ be a Z2-graded space and (·, ·) be a bilinear form
on V .
(1) If (a, b) = 0 for any a ∈ V0¯, b ∈ V1¯, then (·, ·) is called even.
(2) If (a, b) = (−1)|a||b|(b, a) for any homogeneous elements a, b ∈ V , then (·, ·)
is called supersymmetric.
(3) If ([a, b], c) = (a, [b, c]) for any homogeneous elements a, b, c ∈ V , then (·, ·)
is called invariant.
(4) If one can conclude from (a, V ) = 0 that a = 0, then (·, ·) is called non-
degenerate.
Note that when F = k is a field of characteristic p > 0, there are restrictions on
p, as shown for example in [31, Table 1]. So we have the following list
(Table 1): basic classical Lie superalgebras over k
gk g0¯ Restriction of p when F = k
gl(m|n) gl(m)⊕ gl(n) p > 2
sl(m|n) sl(m)⊕ sl(n)⊕ k p > 2, p ∤ (m− n)
osp(m|n) so(m)⊕ sp(n) p > 2
D(2, 1, a¯) sl(2)⊕ sl(2)⊕ sl(2) p > 3
F(4) sl(2)⊕ so(7) p > 15
G(3) sl(2)⊕G2 p > 15
Throughout the paper, we will simply call all gF listed above “basic Lie super-
algebras” for both F = C and F = k.
2.2. Finite W -superalgebras over the field of complex numbers.
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2.2.1. Let g be a basic Lie superalgebra over C, and h be a typical Cartan sub-
algebra of g. Let Φ be a root system of g relative to h whose simple root system
∆ = {α1, · · · , αl} is distinguished (cf. [10, Proposition 1.5]). By [5, §3.3] we can
choose a Chevalley basis B = {eγ | γ ∈ Φ} ∪ {hα | α ∈ ∆} of g excluding the case
D(2, 1; a) with a /∈ Z (in the case D(2, 1; a) with a /∈ Z being an algebraic number,
one needs to adjust the definition of Chevalley basis by changing Z to the Z-algebra
generated by (a), in the range of construction constants; see [6, §3.1]). Let gZ de-
note the Chevalley Z-form in g and UZ the Kostant Z-form of U(g) associated with
B. Given a Z-module V and a Z-algebra A, we write VA := V ⊗Z A.
Let G be an algebraic supergroup with Lie(G) = g, and let Gev be a sub-
group scheme of G such that Gev is an ordinary connected reductive group with
Lie(Gev) = g0¯. Denote the corresponding super Harish-Chandra pair by (Gev, g).
For a given nilpotent element e ∈ g0¯, by Dynkin-Kostant theory one can further
assume that e is in (gZ)0¯ up to an AdGev-action. Choose f, h ∈ (gQ)0¯ such that
(e, h, f) is an sl2-triple in g. Let (·, ·) be an even nondegenerate supersymmetric
invariant bilinear form, under which the Chevalley basis B of g take values in Q,
and (e, f) = 1. Define χ ∈ g∗ by letting χ(x) = (e, x) for all x ∈ g.
A commutative ring A is called admissible if A is a finitely generated Z-subalgebra
of C, (e, f) ∈ A×(= A\{0}) and all bad primes of the root system of g and the
determinant of the Gram matrix of (·, ·) relative to a Chevalley basis of g are in-
vertible in A. It is clear by the definition that every admissible ring is a Noetherian
domain. Given a finitely generated Z-subalgebra A of C, denote by SpecmA the
maximal spectrum of A. It is well known that for every element P ∈ SpecmA,
the residue field A/P is isomorphic to Fq, where q is a p-power depending on P.
We denote by Π(A) the set of all primes p ∈ N that occur in this way, and the
set Π(A) contains almost all primes in N. We denote by gA the A-submodule of g
generated by the Chevalley basis B.
Let g(i) = {x ∈ g | [h, x] = ix}, then g =
⊕
i∈Z g(i). By sl2-theory, all subspaces
g(i) are defined over Q. Also, e ∈ g(2)0¯ and f ∈ g(−2)0¯. Define a symplectic
(resp. symmetric) bilinear form 〈·, ·〉 on the Z2-graded subspace g(−1)0¯ (resp.
g(−1)1¯) by 〈x, y〉 := (e, [x, y]) = χ([x, y]) for all x, y ∈ g(−1)0¯ (resp. x, y ∈ g(−1)1¯).
There exist bases {u1, · · · , us} of g(−1)0¯ and {v1, · · · , vr} of g(−1)1¯ contained
in gQ := gA ⊗A Q such that 〈ui, uj〉 = i
∗δi+j,s+1 for 1 6 i, j 6 s, where i
∗ ={
−1 if 1 6 i 6 s
2
;
1 if s
2
+ 1 6 i 6 s
, and 〈vi, vj〉 = δi+j,r+1 for 1 6 i, j 6 r. We can introduce
the so-called “χ-admissible algebra” as below
m :=
⊕
i6−2
g(i)⊕ g(−1)′ (2.1)
with g(−1)′ = g(−1)′0¯ ⊕ g(−1)
′
1¯, where g(−1)
′
0¯ is the C-span of u s2+1, · · · , us and
g(−1)′1¯ is the C-span of v r2+1, · · · , vr (resp. v r+32
, · · · , vr) when r := dim g(−1)1¯
is even (resp. odd), then χ vanishes on the derived subalgebra of m. Define
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p :=
⊕
i>0 g(i). We also have an extended χ-admissible algebra as below
m′ :=
{
m if r is even;
m⊕ Cv r+1
2
if r is odd. (2.2)
Write ge for the centralizer of e in g and denote by di := dim gi−dim g
e
i for i ∈ Z2,
then [31, Theorem 4.3] shows that r and d1 always have the same parity. This
parity is a crucial factor deciding the structure of finite W -superalgebras (cf. [33,
Theorem 4.5]). After enlarging A one can assume that gA =
⊕
i∈Z gA(i), and each
gA(i) := gA∩g(i) is freely generated over A by a basis of the vector space g(i). Then
{u1, · · · , us} and {v1, · · · , vr} are free basis of A-modules gA(−1)0¯ and gA(−1)1¯,
respectively. It is obvious that mA := gA ∩m, m
′
A := gA ∩m
′ and pA := gA ∩ p are
free A-modules and direct summands of gA. Moreover, one can assume e, f ∈ (gA)0¯
after enlarging A possibly; [e, gA(i)] and [f, gA(i)] are direct summands of gA(i+2)
and gA(i− 2) respectively, and gA(i+2) = [e, gA(i)] for each i > −1 by sl2-theory.
2.2.2. Define a generalized Gelfand-Graev g-module associated with χ by
Qχ := U(g)⊗U(m) Cχ,
where Cχ = C1χ is a one-dimensional m-module such that x.1χ = χ(x)1χ for all
x ∈ m. The super structure of Qχ is dependent on the parity of Cχ, which is
indicated to be even hereafter. Define the finite W -superalgebra over C by
U(g, e) := (EndgQχ)
op,
where (EndgQχ)
op denotes the opposite algebra of the endomorphism algebra of
g-module Qχ.
Let Iχ denote the Z2-graded ideal in U(g) generated by all x−χ(x) with x ∈ m.
The fixed point space (U(g)/Iχ)
adm carries a natural algebra structure given by
(x+Iχ) · (y+Iχ) := (xy+Iχ) for all x, y ∈ U(g). Then Qχ ∼= U(g)/Iχ as g-modules
via the g-module map sending 1+Iχ to 1χ, and Q
adm
χ
∼= U(g, e) as C-algebras. Any
element of U(g, e) is uniquely determined by its effect on the generator 1χ ∈ Qχ,
and the canonical isomorphism between U(g, e) and Qadmχ is given by u 7→ u(1χ)
for any u ∈ U(g, e). In what follows we will often identify Qχ with U(g)/Iχ and
U(g, e) with Qadmχ .
Let w1, · · · , wc be a basis of g over C. Let U(g) =
⋃
i∈Z FiU(g) be a filtration of
U(g), where FiU(g) is the C-span of all w1 · · ·wc with w1 ∈ g(j1), · · · , wc ∈ g(jc)
and (j1 + 2) + · · · + (jc + 2) 6 i. This filtration is called Kazhdan filtration.
The Kazhdan filtration on Qχ is defined by FiQχ := π(FiU(g)) with π : U(g) ։
U(g)/Iχ being the canonical homomorphism, which makes Qχ into a filtered U(g)-
module. Then there is an induced Kazhdan filtration FiU(g, e) on the subspace
U(g, e) = Qadmχ of Qχ such that FjU(g, e) = 0 unless j > 0.
Choose a basis x1, · · · , xl, xl+1, · · · , xm ∈ (pA)0¯, y1, · · · , yq, yq+1, · · · , yn ∈ (pA)1¯
of the free A-module pA =
⊕
i>0 gA(i) such that
(a) xi ∈ gA(ki)0¯, yj ∈ gA(k
′
j)1¯, where ki, k
′
j ∈ Z+ with 1 6 i 6 m and 1 6 j 6 n;
(b) x1, · · · , xl is a basis of (gA)
e
0¯ and y1, · · · , yq is a basis of (gA)
e
1¯;
(c) xl+1, · · · , xm ∈ [f, (gA)0¯] and yq+1, · · · , yn ∈ [f, (gA)1¯].
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For k ∈ Z+, define
Zk+ :={(i1, · · · , ik) | ij ∈ Z+},
Λk :={(i1, · · · , ik) | ij ∈ Z+, 0 6 ij 6 p− 1},
Λ′k :={(i1, · · · , ik) | ij ∈ {0, 1}}
with 1 6 j 6 k. For i = (i1, · · · , ik) in Z
k
+, Λk or Λ
′
k, set |i| = i1+ · · ·+ ik. For any
real number a ∈ R, let ⌈a⌉ denote the largest integer lower bound of a, and ⌊a⌋
the least integer upper bound of a. Given (a,b, c,d) ∈ Zm+ × Λ
′
n × Z
s
2
+ × Λ
′
⌊ r
2
⌋, let
xaybucvd denote the monomial xa11 · · ·x
am
m y
b1
1 · · · y
bn
n u
c1
1 · · ·u
c s
2
s
2
vd11 · · · v
d⌊ r2 ⌋
⌊ r
2
⌋ in U(g).
Set Qχ,A := U(gA) ⊗U(mA) Aχ, where Aχ = A1χ. It is obvious that Qχ,A is a gA-
stable A-lattice in Qχ with {x
aybucvd ⊗ 1χ | (a,b, c,d) ∈ Z
m
+ × Λ
′
n × Z
s
2
+ × Λ
′
⌊ r
2
⌋}
being a free basis. Given (a,b, c,d) ∈ Zm+ × Λ
′
n × Z
s
2
+ × Λ
′
⌊ r
2
⌋, set
|(a,b, c,d)|e :=
m∑
i=1
ai(ki + 2) +
n∑
i=1
bi(k
′
i + 2) +
s
2∑
i=1
ci +
⌊ r
2
⌋∑
i=1
di,
wt(x¯ay¯bu¯cv¯d) :=(
m∑
i=1
kiai) + (
n∑
i=1
k′ibi)− |c| − |d|,
which are called the e-degree and the weight of xaybucvd.
For any non-zero element h ∈ Qadmχ , write
h = (
∑
|(a,b,c,d)|e6n(h)
λa,b,c,dx
aybucvd)⊗ 1χ,
where n(h) is the highest e-degree of the terms in the linear expansion of h, and
λa,b,c,d 6= 0 for at least one (a,b, c,d) with |(a,b, c,d)|e = n(h).
For k ∈ Z+, put Λ
k
h = {(a,b, c,d) | λa,b,c,d 6= 0 and |(a,b, c,d)|e = k} and set
Λmaxh := {(a,b, c,d) ∈ Λ
n(h)
h | wt(x
aybucvd) takes its maximum value}. (2.3)
This maximum value mentioned in (2.3) will be denoted by N(h).
2.3. Finite W -superalgebras in positive characteristic.
2.3.1. Pick a prime p ∈ Π(A) and denote by k = Fp the algebraic closure of Fp.
Since the bilinear form (·, ·) is A-valued on gA, it induces a bilinear form on the
Lie superalgebra gk ∼= gA ⊗A k. For x ∈ gA, set x¯ := x⊗ 1, an element of gk. To
simplify notation we identify e, f, h with the nilpotent elements e¯ = e⊗1, f¯ = f⊗1
and h¯ = h⊗ 1 in gk, and χ with the linear function (e¯, ·) on gk.
The Lie superalgebra gk carries a natural p-mapping x 7→ x
[p] for all x ∈ (gk)0¯.
For any ξ ∈ (gk)
∗
0¯ we denote by Jξ the two-sided ideal of U(gk) generated by the
even central elements {x¯p − x¯[p] − ξ(x¯)p | x¯ ∈ (gk)0¯}. Then the quotient algebra
Uξ(gk) := U(gk)/Jξ is called the reduced enveloping algebra with p-character ξ.
We often regard ξ ∈ g∗
k
by letting ξ((gk)1¯) = 0.
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2.3.2. For i ∈ Z, set gk(i) := gA(i) ⊗A k and put mk := mA ⊗A k, then mk is
a restricted subalgebra of gk. Denote by m
′
k
:= m′A ⊗A k and pk := pA ⊗A k.
Due to our assumptions on A, the elements x¯1, · · · , x¯l and y¯1, · · · , y¯q form bases of
the centralizer (ge
k
)0¯ and (g
e
k
)1¯ of e in gk, respectively. [31, §4.1] showed that the
subalgebra mk is p-nilpotent, and the linear function χ vanishes on the p-closure
of [mk,mk]. Set Qχ,k := U(gk)⊗U(mk)kχ, where kχ = Aχ⊗Ak = k1χ. Clearly, k1χ
is a one-dimensional mk-module with the property x¯.1χ = χ(x¯)1χ for all x¯ ∈ mk,
and it is obvious that Qχ,k ∼= Qχ,A ⊗A k as gk-modules.
Set the gk-module Q
χ
χ := Qχ,k/JχQχ,k. Then we can define the reduced W -
superalgebra by Uχ(gk, e) := (EndgkQ
χ
χ)
op. It follows from [33, Proposition 2.21]
that Uχ(gk, e) ∼= (Q
χ
χ)
admk as k-algebras.
Given (a,b, c,d) ∈ Λm × Λ
′
n × Λ s2 × Λ
′
⌊ r
2
⌋, let x¯
ay¯bu¯cv¯d denote the monomial
x¯a11 · · · x¯
am
m y¯
b1
1 · · · y¯
bn
n u¯
c1
1 · · · u¯
c s
2
s
2
v¯d11 · · · v¯
d⌊ r2 ⌋
⌊ r
2
⌋ in U(gk). Denote by |(a,b, c,d)|e and
wt(x¯ay¯bu¯cv¯d) be the e-degree and the weight of x¯ay¯bu¯cv¯d as defined in §2.2.2,
respectively. For any non-zero element h¯ ∈ (Qχχ)
admk we let n(h¯), Λk
h¯
, Λmax
h¯
and
N(h¯) have the same meaning as in §2.2.2.
3. The structure theory of refined W -superalgebras
In this section we will first introduce the definition of refined reducedW -superalgebras
associated with a basic Lie superalgebra g over k, an algebraically closed field of
prime characteristic p; and also refined W -superalgebras over C. Then the struc-
ture theory of these algebras is studied. We mainly follow Premet’s strategy on
finite W -algebras [22, §3-§4], and also the method applied by Zeng-Shu on finite
W -superalgebras [33, §3-§4], with a few modifications.
3.1. The structure theory of refined reduced W -superalgebras over k.
This subsection is devoted to the refined reduced W -superalgebras over k.
Definition 3.1. Define the refined reduced W -superalgebra over k by
(Qχχ)
adm′
k := (Qχ,k/JχQχ,k)
adm′
k ≡ {y¯ ∈ Qχ,k/JχQχ,k | [a, y] ∈ JχQχ,k, ∀a ∈ m
′
k
},
and y¯1 · y¯2 := y1y2 for all y¯1, y¯2 ∈ (Q
χ
χ)
adm′
k.
Retain the notations as in §2.3. Now we will discuss the structure of refined
reduced W -superalgebra over k. First note that
Lemma 3.2. Let h¯ ∈ (Qχχ)
adm′
k\{0} and (a,b, c,d) ∈ Λmax
h¯
. Then a ∈ Λl×{0},b ∈
Λ′q × {0}, c = 0 and d = 0.
Proof. Since (Qχχ)
adm′
k is a subalgebra of the reduced W -superalgebra Uχ(gk, e) ∼=
(Qχχ)
admk , it follows from [33, Lemma 3.3] that a ∈ Λl × {0}, b ∈ Λ
′
q × {0} and
c = 0. Moreover, the sequence d satisfies:
(1) d = 0 when r = dim gk(−1)1¯ is even;
(2) d ∈ {0} r−1
2
× Λ′1 when r = dim gk(−1)1¯ is odd.
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For the case when r is even, we have m′
k
= mk by definition, then (Q
χ
χ)
adm′
k =
(Qχχ)
admk ∼= Uχ(gk, e), and the lemma readily follows from (1). So we just need to
consider the case when r is odd. Our arguments mainly follow the proof of [33,
Lemma 3.3], with some modifications. Now we proceed by steps.
Step 1: Denote by e r+1
2
:= ({0} r−1
2
, 1). We claim that (Λl×{0},Λ
′
q×{0}, 0, e r+1
2
) /∈
Λmax
h¯
for any h¯ ∈ (Qχχ)
adm′
k. Suppose the contrary. Let (a,b, c,d) ∈ Λd
′
h¯
where
d′ ∈ Z+. It follows from [33, Lemma 3.1] and [33, (3.7)] that
(v¯ r+1
2
⊗ 1¯χ) · (x¯
ay¯bu¯cv¯d⊗ 1¯χ) =
∑
i∈Λm
∑
j∈Λ′n
(
a
i
)
x¯a−iy¯b−j · [v¯ r+1
2
x¯iy¯j] · u¯cv¯d⊗ 1¯χ, (3.1)
where
(
a
i
)
=
m∏
l′=1
(
al′
il′
)
and
[v¯ r+1
2
x¯iy¯j] = k1,b1,j1 · · · kn,bn,jn(−1)
|i|(ad y¯n)
jn · · · (ad y¯1)
j1(ad x¯m)
im · · · (ad x¯1)
i1(v¯ r+1
2
),
in which the coefficients k1,b1,j1, · · · , kn,bn,jn ∈ k (note that b1, · · · , bn, j1, · · · , jn ∈
{0, 1}) are defined by
kt′,0,0 = 1, kt′,0,1 = 0, kt′,1,0 = (−1)
1+j1+···+jt′−1 , kt′,1,1 = (−1)
j1+···+jt′−1
with 1 6 t′ 6 n (j0 is interpreted as 0). Moreover, the summation on the right
side of (3.1) runs through all (i, j) ∈ Λm × Λ
′
n such that [v¯ r+1
2
x¯iy¯j] is nonzero and
wt([v¯ r+1
2
x¯iy¯j]) > −1.
Step 2: First note that [v¯ r+1
2
, v¯i]⊗ 1¯χ = 1⊗χ([v¯ r+1
2
, v¯i])1¯χ = 0 for all 1 6 i 6
r−1
2
.
We continue the arguments case by case, according to the values of wt([v¯ r+1
2
x¯iy¯j])
with respect to summation parameters (i, j) ∈ Λm × Λ
′
n.
(Case 1) wt([v¯ r+1
2
x¯iy¯j]) > 0. We have |i| + |j| > 1. By Step 2(Case 1) in the
proof of [33, Lemma 3.3] we know that x¯a−iy¯b−j · [v¯ r+1
2
x¯iy¯j] · u¯cv¯d ⊗ 1¯χ is a linear
combination of x¯i
′
y¯j
′
u¯cv¯d ⊗ 1¯χ with
wt(x¯i
′
y¯j
′
u¯cv¯d) = −1 + wt(x¯ay¯bu¯cv¯d),
and
dege(x¯
i′ y¯j
′
u¯cv¯d) 6 1 + d′ − 2(|i|+ |j|).
(Case 2) wt([v¯ r+1
2
x¯iy¯j]) = −1. By Step 2(Case 2) in the proof of [33, Lemma 3.3],
the vector x¯a−iy¯b−j·[v¯ r+1
2
x¯iy¯j]·u¯cv¯d⊗1¯χ is a linear combination of x¯
a−iy¯b−ju¯i
′
v¯j
′
⊗1¯χ
with |i′| = |c| ± 1, j′ = d, or i′ = c, |j′| = |d| ± 1.
(a) If |i′| = |c|+ 1, j′ = d, or i′ = c, |j′| = |d|+ 1, then |i|+ |j| > 1,
wt(x¯a−iy¯b−ju¯i
′
v¯j
′
) = −1 + wt(x¯ay¯bu¯cv¯d),
and
dege(x¯
a−iy¯b−ju¯i
′
v¯j
′
) = 1 + d′ − 2(|i|+ |j|).
(b) If |i′| = |c| − 1, j′ = d, or i′ = c, |j′| = |d| − 1, then
wt(x¯a−iy¯b−ju¯i
′
v¯j
′
) = 1 + wt(x¯ay¯bu¯cv¯d),
MINIMAL W -SUPERALGEBRAS AND MODULAR REPRESENTATIONS 13
and
dege(x¯
a−iy¯b−ju¯i
′
v¯j
′
) = −1 + d′ − 2(|i|+ |j|).
For concluding our arguments, we adopt an auxiliary endomorphism. For i, j ∈
Z, take πij to be an endomorphism of Q
χ
χ defined via
πij(x¯
ay¯bu¯cv¯d ⊗ 1¯χ) =


x¯ay¯bu¯cv¯d ⊗ 1¯χ if dege(x¯
ay¯bu¯cv¯d) = i
and wt(x¯ay¯bu¯cv¯d) = j;
0 otherwise.
(3.2)
Step 3: Now we proceed to complete the arguments by reducing contradictions
in Step 1. Since h¯ ∈ (Qχχ)
adm′
k and v¯ r+1
2
∈ m′
k
, then we have
[v¯ r+1
2
⊗ 1¯χ, h¯] = 0 (3.3)
by the definition. On the other hand, by [33, (3.12)] we have
[v¯ r+1
2
⊗ 1¯χ, h¯] = (v¯ r+1
2
⊗ 1¯χ) · h¯− (−1)
|h¯|h¯ · (v¯ r+1
2
⊗ 1¯χ)
=(
∑
(a,b,c,d)∈Λ
n(h¯)
h¯
λa,b,c,d(
m∑
i=1
(−1)
n∑
j=1
bj
a¯ix¯
a−ei y¯b · [v¯ r+1
2
, x¯i] · u¯
cv¯d
+
n∑
i=1
(−1)
1+
i∑
j=1
bj
x¯ay¯b−ei · [v¯ r+1
2
, y¯i] · u¯
cv¯d)
+
∑
(a,b,c,d1,··· ,d r−1
2
,0)∈Λ
n(h¯)
h¯
λa,b,c,d1,··· ,d r−1
2
,0(−1)
n∑
j=1
bj+
r−1
2∑
j=1
dj
x¯ay¯b · u¯cv¯d11 · · · v¯
d r−1
2
r−1
2
· v r+1
2
+
∑
(a,b,c,d1,··· ,d r−1
2
,1)∈Λ
n(h¯)
h¯
λa,b,c,d1,··· ,d r−1
2
,1(−1)
n∑
j=1
bj+
r−1
2∑
j=1
dj
x¯ay¯b · u¯cv¯d11 · · · v¯
d r−1
2
r−1
2
v r+1
2
· v r+1
2
+
∑
|(i,j,k,l)|e6n(h¯)−2
βi,j,k,l · x¯
iy¯ju¯kv¯l)⊗ 1¯χ
− (
∑
(a,b,c,d1,··· ,d r−1
2
,0)∈Λ
n(h¯)
h¯
λa,b,c,d1,··· ,d r−1
2
,0(−1)
n∑
j=1
bj+
r−1
2∑
j=1
dj
x¯ay¯b · u¯cv¯d11 · · · v¯
d r−1
2
r−1
2
· v r+1
2
+
∑
(a,b,c,d1,··· ,d r−1
2
,1)∈Λ
n(h¯)
h¯
λa,b,c,d1,··· ,d r−1
2
,1(−1)
n∑
j=1
bj+
r−1
2∑
j=1
dj+1
x¯ay¯b · u¯cv¯d11 · · · v¯
d r−1
2
r−1
2
v r+1
2
·
v r+1
2
+
∑
|(i,j,k,l)|e6n(h¯)−2
βi,j,k,l · x¯
iy¯ju¯kv¯l)⊗ 1¯χ,
(3.4)
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where at least one λa,b,c,d1,··· ,d r−1
2
,1 6= 0 by our assumption in Step 1.
It is obvious that
2v¯2r+1
2
⊗ 1¯χ = [v¯ r+1
2
, v¯ r+1
2
]⊗ 1¯χ = 1⊗ χ([v¯ r+1
2
, v¯ r+1
2
])1¯χ = 1⊗ 1¯χ,
thus (3.4) equals
[v¯ r+1
2
⊗ 1¯χ, h¯] =(
∑
(a,b,c,d)∈Λ
n(h¯)
h¯
λa,b,c,d(
m∑
i=1
(−1)
n∑
j=1
bj
a¯ix¯
a−ei y¯b · [v¯ r+1
2
, x¯i]
· u¯cv¯d +
n∑
i=1
(−1)
1+
i∑
j=1
bj
x¯ay¯b−ei · [v¯ r+1
2
, y¯i] · u¯
cv¯d
+
∑
|(a,b,c,d)|e=n(h¯)−1
λa,b,c,d(−1)
n∑
j=1
bj+
r−1
2∑
j=1
dj
x¯ay¯b · u¯cv¯d11 · · · v¯
d r−1
2
r−1
2
+
∑
|(i,j,k,l)|e6n(h¯)−2
βi,j,k,l · x¯
iy¯ju¯kv¯l)⊗ 1¯χ.
(3.5)
When [v¯ r+1
2
⊗ 1¯χ, h¯] is written as a linear combination of the canonical basis
of Qχχ, it is immediate from (3.5) and the arguments in Step 2 that the terms
with e-degree n(h¯) − 1 and weight N(h¯) + 1 only occur as in (Case 2)(b) with
wt([v¯ r+1
2
x¯iy¯j]) = −1. By (3.5) we have
πn(h¯)−1,N(h¯)+1([v¯ r+1
2
⊗ 1¯χ, h¯])
=
∑
|(a,b,c,d)|e=n(h¯)−1
λa,b,c,d(−1)
n∑
j=1
bj+
r−1
2∑
j=1
dj
x¯ay¯b · u¯cv¯d11 · · · v¯
d r−1
2
r−1
2
⊗ 1¯χ
6= 0,
which contradicts to (3.3). This is to say, (Λl × {0},Λ
′
q × {0}, 0, e r+1
2
) ∈ Λmax
h¯
is
not possible. The proof is completed.

In the following we will introduce a basis of the refined reduced W -superalgebra
(Qχχ)
adm′
k over k. We mainly follow Premet’s strategy on finite W -algebras in [22,
Proposition 3.3], with a few modifications.
Proposition 3.3. For any (a,b) ∈ Λl × Λ
′
q there is h¯a,b ∈ (Q
χ
χ)
adm′
k such that
Λmax
h¯a,b
= {(a,b)}. The vectors {h¯a,b | (a,b) ∈ Λl × Λ
′
q} form a basis of (Q
χ
χ)
adm′
k
over k.
Proof. As (Qχχ)
adm′
k ∼= Uχ(gk, e) when r is even, the proposition follows from [33,
Proposition 3.5(1)] in this case.
Now we will consider the case when r is odd. For k ∈ Z+ let H
k denote the
k-linear span of all 0 6= h¯ ∈ (Qχχ)
adm′
k with n(h¯) 6 k. Given (a, b) ∈ Z2+, let
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Ha,b denote the subspace of (Qχχ)
adm′
k spanned by Ha−1 and all h¯ ∈ (Qχχ)
adm′
k with
n(h¯) = a, N(h¯) 6 b. Order the elements in Z2+ lexicographically. By construction,
Ha,b ⊆ Hc,d whenever (a, b) ≺ (c, d). Note that (Qχχ)
adm′
k is finite-dimensional,
then (Qχχ)
adm′
k has basis B :=
⋃
(i,j)Bi,j such that n(µ) = i, N(µ) = j whenever
µ ∈ Bi,j.
For i, j ∈ Z, take πij to be an endomorphism of Q
χ
χ defined via
πij(x¯
ay¯bu¯cv¯d ⊗ 1¯χ) =


x¯ay¯bu¯cv¯d ⊗ 1¯χ if dege(x¯
ay¯bu¯cv¯d) = i
and wt(x¯ay¯bu¯cv¯d) = j;
0 otherwise.
Define the linear map πB : (Q
χ
χ)
adm′
k −→ Qχχ via πB(µ) = πi,j(µ) for any µ ∈ Bi,j.
It follows from Lemma 3.2 that πB maps (Q
χ
χ)
adm′
k into the subspace of Uχ(g
e
k
)⊗ 1¯χ
of Qχχ. By construction, πB is injective.
By the same discussion as in [33, Proposition 4.9], one can verify that
(Qχχ)
adm′
k = [v¯ r+1
2
⊗ 1¯χ, (Q
χ
χ)
admk ]. (3.6)
Let ((Qχχ)
admk)
ad v¯ r+1
2 denote the invariant subspace of (Qχχ)
admk under the adjoint
action of v¯ r+1
2
. Obviously we have
((Qχχ)
admk)
ad v¯ r+1
2 = (Qχχ)
adm′
k
by definition, and we can conclude from (3.6) that
dim (Qχχ)
adm′
k =dim [v¯ r+1
2
⊗ 1¯χ, (Q
χ
χ)
admk] = dim (Qχχ)
admk − dim ((Qχχ)
admk)
ad v¯ r+1
2
=dim (Qχχ)
admk − dim (Qχχ)
adm′
k,
i.e.,
dim (Qχχ)
adm′
k =
1
2
dim (Qχχ)
admk. (3.7)
Recall that in the proof of [33, Proposition 3.5], we showed that
dim (Qχχ)
admk = pdim (g
e
k
)0¯ · 2dim (g
e
k
)1¯+1,
then it follows from (3.7) that
dim (Qχχ)
adm′
k = pdim (g
e
k
)0¯ · 2dim (g
e
k
)1¯ = dimUχ(g
e
k
)⊗ 1¯χ.
Thus πB : (Q
χ
χ)
adm′
k −→ Uχ(g
e
k
) ⊗ 1¯χ is a linear isomorphism. For (a,b) =
(a1, · · · , al; b1, · · · , bq) ∈ Λl × Λ
′
q set
ha,b = π
−1
B (x¯
a1
1 · · · x¯
al
l y¯
b1
1 · · · y¯
bq
q ⊗ 1¯χ).
By the bijectivity of πB and the PBW theorem of Uχ(g
e
k
), the vectors ha,b with
(a,b) ∈ Λl×Λ
′
q form a basis of (Q
χ
χ)
adm′
k , while from the definition of πB it follows
that Λmax
h¯a,b
= {(a,b)} for any (a,b) ∈ Λl × Λ
′
q. 
As an immediate consequence of Proposition 3.3, we have
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Corollary 3.4. There exist even elements θ1, · · · , θl ∈ (Q
χ
χ)
adm′
k
0¯
and odd elements
θl+1, · · · , θl+q ∈ (Q
χ
χ)
adm′
k
1¯ such that
(a)
θk =(x¯k +
∑
|a,b, c,d|e = mk + 2,
|a|+ |b|+ |c|+ |d| > 2
λka,b,c,dx¯
ay¯bu¯cv¯d
+
∑
|a,b,c,d|e<mk+2
λka,b,c,dx¯
ay¯bu¯cv¯d)⊗ 1¯χ,
where x¯k ∈ g
e
k
(mk)0¯ for 1 6 k 6 l.
(b)
θl+k =(y¯k +
∑
|a,b, c,d|e = nk + 2,
|a|+ |b|+ |c|+ |d| > 2
λka,b,c,dx¯
ay¯bu¯cv¯d
+
∑
|a,b,c,d|e<nk+2
λka,b,c,dx¯
ay¯bu¯cv¯d)⊗ 1¯χ,
where y¯k ∈ g
e
k
(nk)1¯ for 1 6 k 6 q.
All the coefficients λka,b,c,d above are in k. Moreover, λ
k
a,b,c,d = 0 if (a,b, c,d) is
such that al+1 = · · · = am = bq+1 = · · · = bn = c1 = · · · = cs = d1 = · · · = d⌊ r
2
⌋ = 0.
Set
Y¯i :=
{
x¯i if 1 6 i 6 l;
y¯i−l if l + 1 6 i 6 l + q,
and assume that the homogenous element Y¯i is in gk(mi) for 1 6 i 6 l + q.
Since (Qχχ)
adm′
k is a subalgebra of the reduced W -superalgebra Uχ(gk, e), we can
substitute the generators {θ1, · · · , θl+q} of Uχ(gk, e) in [33, Corollary 3.6(1)] for
the ones in Corollary 3.4, and all the results in [33, Theorem 3.7] remain true.
What is more, the same discussion as in [33, Remark 3.8(2)] shows that there
exist super-polynomials F¯ij of l + q indeterminants over k (1 6 i < j 6 l + q, or
l + 1 6 i = j 6 l + q) with the first l indeterminants being even, and the others
being odd, such that
[θi, θj ] = F¯i,j(θ1, · · · , θl+q), i, j = 1, · · · , l + q.
Moreover, the Lie bracket relations in the Lie superalgebra ge
k
with
[Y¯i, Y¯j] =
l+q∑
k=1
αkij Y¯k
imply
F¯ij(θ1, · · · , θl+q) ≡
l+q∑
k=1
αkijθk + q¯ij(θ1, · · · , θl+q) (mod Fmi+mj+1(Q
χ
χ)
adm′
k),
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where q¯ij ∈ k[X1, · · · , Xl;Xl+1, · · · , Xl+q] is a super-polynomial in l+ q invariables
whose constant term and linear part are both zero, and Fmi+mj+1(Q
χ
χ)
adm′
k denotes
the component of Kazhdan filtration of (Qχχ)
adm′
k with degree mi +mj + 1.
3.2. The PBW structure theory of refinedW -superalgebras over C. Recall
that in [30, Remark 70] Wang introduced what we call refined W -superalgebras as
follows.
Definition 3.5. ([30]) Let g be a basic Lie superalgebra over C. Define the refined
W -superalgebra over C by
W ′χ := (U(g)/Iχ)
adm′ ∼= Qadm
′
χ ≡ {y¯ ∈ U(g)/Iχ | [a, y] ∈ Iχ, ∀a ∈ m
′},
and y¯1 · y¯2 := y1y2 for all y¯1, y¯2 ∈ W
′
χ.
In this subsection we will concentrate on the structure of refinedW -superalgebras
over C. First note that
Lemma 3.6. Let h ∈ W ′χ\{0} and (a,b, c,d) ∈ Λ
max
h . Then a ∈ Z
l
+ × {0}, b ∈
Λ′q × {0}, c = 0, d = 0.
Proof. The proof is the same as proof of Lemma 3.2 but apply [33, Lemma 4.3] in
place of [33, Lemma 3.3], thus will be omitted. 
Recall that {x1, · · · , xl} and {y1, · · · , yq} are the C-basis of g
e
0¯ and g
e
1¯, respec-
tively. Set
Yi :=
{
xi if 1 6 i 6 l;
yi−l if l + 1 6 i 6 l + q.
(3.8)
Assume that Yi belongs to g(mi) for 1 6 i 6 l+q. In virtue of the structure theory
of (Qχχ)
adm′
k over k obtained in §3.1, the same discussion as in [33, Theorem 4.5,
Theorem 4.7] shows that
Theorem 3.7. The following PBW structural statements for W ′χ hold.
(1) There exist homogeneous elements Θ1, · · · ,Θl ∈ (W
′
χ)0¯ and Θl+1, · · · ,Θl+q ∈
(W ′χ)1¯ such that
Θk =(Yk +
∑
|a,b, c,d|e = mk + 2,
|a|+ |b|+ |c|+ |d| > 2
λka,b,c,dx
aybucvd
+
∑
|a,b,c,d|e<mk+2
λka,b,c,dx
aybucvd)⊗ 1χ
for 1 6 k 6 l + q, where λka,b,c,d ∈ Q, and λ
k
a,b,c,d = 0 if al+1 = · · · = am =
bq+1 = · · · = bn = c1 = · · · = cs = d1 = · · · = d⌊ r
2
⌋ = 0.
(2) The monomials Θa11 · · ·Θ
al
l Θ
b1
l+1 · · ·Θ
bq
l+q with ai ∈ Z+, bj ∈ Λ
′
1 for 1 6 i 6 l
and 1 6 j 6 q form a basis of W ′χ over C.
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(3) For i, j satisfying 1 6 i < j 6 l + q and l + 1 6 i = j 6 l + q, there exist
super-polynomials Fij ∈ Q[X1, · · · , Xl+q] such that
[Θi,Θj] = Fij(Θ1, · · · ,Θl+q).
Moreover, if the elements Yi, Yj ∈ g
e satisfy [Yi, Yj] =
l+q∑
k=1
αkijYk in g
e, then
Fij [X1, · · · , Xl+q] ≡
l+q∑
k=1
αkijΘk + qij(Θ1, · · · ,Θl+q) (mod Fmi+mj+1W
′
χ),
(3.9)
where qij is a super-polynomial in l+ q variables in Q whose constant term
and linear part are zero, and Fmi+mj+1W
′
χ denotes the component of Kazh-
dan filtration of W ′χ with degree mi +mj + 1.
(4) The refined W -superalgebra W ′χ is generated by the Z2-homogeneous ele-
ments Θ1, · · · ,Θl ∈ (W
′
χ)0¯ and Θl+1, · · · ,Θl+q ∈ (W
′
χ)1¯ subject to the rela-
tions in (3.9) with 1 6 i < j 6 l + q and l + 1 6 i = j 6 l + q.
As a direct corollary of Theorem 3.7, we have
Corollary 3.8. There is an isomorphism between C-algebras
gr (W ′χ)
∼= S(ge),
where gr (W ′χ) denotes the graded algebra of W
′
χ under Kazhdan grading, and S(g
e)
is the supersymmetric algebra on ge.
Remark 3.9. It is worth noting that in the case when r is even, we have W ′χ
∼=
U(g, e) as C-algebras, and Corollary 3.8 is just [33, Theorem 0.1(1)]. But for the
case when r is odd, W ′χ is a proper subalgebra of U(g, e), and the consequence of
Corollary 3.8 is completely different from that of [33, Theorem 0.1(2)].
4. Refined W -superalgebras and the dimensional lower bounds for
the modular representations of basic Lie superalgebras
In virtue of the results on refined W -superalgebras in §3, in this section we will
refine [35, Conjecture 1.3], then discuss the accessibility of the dimensional lower
bounds for the modular representations of basic Lie superalgebras based on this
conjecture. In the final part we will introduce an equivalent definition of refined
W -superalgebras, which will be applied to describe the structure of minimal W -
superalgebras in the next section.
4.1. The super Kac-Weisfeiler property. Recall that the dimensional lower
bounds for the irreducible representations of Uξ(gk) were predicted by Wang-Zhao
in [31, Theorem 5.6] as below:
Proposition 4.1. ([31]) Let gk be a basic Lie superalgebra over k = Fp, assuming
that the prime p satisfies the restriction imposed in [31, Table 1]. Let ξ be arbitrary
p-character in (gk)
∗
0¯, corresponding to an element x¯ ∈ (gk)0¯ such that ξ(y¯) = (x¯, y¯)
for any y¯ ∈ gk. Set d0 = dim (gk)0¯ − dim (g
x¯
k
)0¯ and d1 = dim (gk)1¯ − dim (g
x¯
k
)1¯,
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where gx¯
k
denotes the centralizer of x¯ in gk. Denote by ⌊
d1
2
⌋ the least integer upper
bound of d1
2
. Then the dimension of every Uξ(gk)-moduleM is divisible by p
d0
2 2⌊
d1
2
⌋.
A natural question is whether or not there exist some irreducible modules of
Uξ(gk) with dimension equaling p
d0
2 2⌊
d1
2
⌋. Conjecture 1.1 on the minimal dimen-
sional representations of the complex finite W -superalgebra U(g, e) was raised in
[35]. Under the assumption of the conjecture, the lower bounds of the dimensions
given in Proposition 4.1 are correspondingly to be indicated accessible for p ≫ 0
in [35, Theorem 1.5].
The conjecture in the general case is still open, out of scope we solved in [35,
Proposition 4.7, Proposition 5.8].
4.2. A conjecture on the representation of refined W -superalgebras. In
virtue of the structure theory of refined W -superalgebras in §3, we can reformulate
Conjecture 1.1 as follows.
Conjecture 4.2. Let g be a basic Lie superalgebra over C, then the refined W -
superalgebra W ′χ affords a one-dimensional representation.
Now we make some explanation on the above. Let g be a basic Lie superalgebra
over C. For the case with r being odd, we can obtain the following result.
Proposition 4.3. Assume r is odd. If the refinedW -superalgebraW ′χ affords a one-
dimensional representation, then the corresponding finite W -superalgebra U(g, e)
admits a two-dimensional irreducible representation.
Proof. As the refinedW -superalgebraW ′χ affords a one-dimensional representation,
it is immediate that Qadm
′
χ =W
′
χ has a two-sided ideal of codimensional 1. Denote
this ideal by I. In the following we will prove that I ⊕ I(v r+1
2
⊗ 1χ) is a two-sided
ideal of codimensional 2 in Qadmχ
∼= U(g, e).
For any Z2-homogeneous element h ∈ Q
adm′
χ , both h · I and I · h are contained
in I, then h · I(v r+1
2
⊗ 1χ) ⊆ I(v r+1
2
⊗ 1χ). Let h
′ be a Z2-homogeneous element in
I, then
h′(v r+1
2
⊗ 1χ) · h = (−1)
|h|h′h(v r+1
2
⊗ 1χ) + h
′[v r+1
2
⊗ 1χ, h].
Since h′h(v r+1
2
⊗1χ) ∈ I(v r+1
2
⊗1χ), and [v r+1
2
⊗1χ, h] = 0 by the definition of Q
adm′
χ ,
we have h′(v r+1
2
⊗ 1χ) · h ∈ I(v r+1
2
⊗ 1χ), which yields I(v r+1
2
⊗ 1χ) · h ⊆ I(v r+1
2
⊗ 1χ)
by the arbitrary of h′. Summing up, we have
Qadm
′
χ ·(I⊕I(v r+1
2
⊗1χ)) ⊆ I⊕I(v r+1
2
⊗1χ), (I⊕I(v r+1
2
⊗1χ))·Q
adm′
χ ⊆ I⊕I(v r+1
2
⊗1χ).
(4.1)
Now consider the element v r+1
2
⊗ 1χ ∈ Q
adm
χ \Q
adm′
χ . Let h be arbitrary Z2-
homogeneous element in I ⊆ Qadm
′
χ . Note that
v2r+1
2
⊗ 1χ =
1
2
[v r+1
2
, v r+1
2
]⊗ 1χ =
1
2
⊗ 1χ,
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and [v r+1
2
⊗ 1χ, h] = 0 by the definition of Q
adm′
χ , then we have
(v r+1
2
⊗ 1χ) · h =[v r+1
2
⊗ 1χ, h] + (−1)
|h|h(v r+1
2
⊗ 1χ)
=(−1)|h|h(v r+1
2
⊗ 1χ) ∈ I(v r+1
2
⊗ 1χ),
(v r+1
2
⊗ 1χ) · h(v r+1
2
⊗ 1χ) =[v r+1
2
⊗ 1χ, h](v r+1
2
⊗ 1χ) + (−1)
|h|h(v2r+1
2
⊗ 1χ)
=(−1)|h|[v r+1
2
⊗ 1χ, [v r+1
2
⊗ 1χ, h]]− (−1)
|h|(v r+1
2
⊗ 1χ)·
[v r+1
2
⊗ 1χ, h] + (−1)
|h|h(v2r+1
2
⊗ 1χ)
=
(−1)|h|
2
h ∈ I,
which shows that
(v r+1
2
⊗ 1χ) · (I ⊕ I(v r+1
2
⊗ 1χ)) ⊆ I ⊕ I(v r+1
2
⊗ 1χ). (4.2)
On the other hand, we have
h · (v r+1
2
⊗ 1χ) ∈I(v r+1
2
⊗ 1χ),
h(v r+1
2
⊗ 1χ) · (v r+1
2
⊗ 1χ) =h(v
2
r+1
2
⊗ 1χ) =
h
2
∈ I,
i.e.,
(I ⊕ I(v r+1
2
⊗ 1χ)) · (v r+1
2
⊗ 1χ) ⊆ I ⊕ I(v r+1
2
⊗ 1χ). (4.3)
Since the C-algebra Qadmχ is generated by v r+1
2
⊗ 1χ and the elements in Q
adm′
χ , by
(4.1), (4.2) and (4.3) we can conclude that I ⊕ I(v r+1
2
⊗ 1χ) is a two-sided ideal of
U(g, e).
Moreover, it is immediate from the PBW theorem of Qadmχ in [33, Theorem
4.5(2)] that Qadmχ /(I ⊕ I(v r+1
2
⊗ 1χ)) ∼= Cχ ⊕C(v r+1
2
⊗ 1χ) as C-vector spaces, then
I ⊕ I(v r+1
2
⊗ 1χ) is codimensional 2 in U(g, e) ∼= Q
adm
χ . Thus the C-algebra U(g, e)
admits a two-dimensional irreducible representation, completing the proof. 
Recall that for the case when r is even, we have W ′χ = U(g, e) by the definition.
Then in virtue of Proposition 4.3, we can refine Conjecture 1.1 as Conjecture 4.2.
It is worth noting that in contrast to Conjecture 1.1, the assumption in Conjecture
4.2 is irrelevant to the parity of r.
4.3. The minimal dimensional representations of reduced enveloping al-
gebras. We will consider the minimal dimensional representations of reduced en-
veloping algebra of a basic Lie superalgebra in this subsection.
Let gk be a basic Lie superalgebra over k = Fp. Set d0 = dim (gk)0¯ − dim (g
e
k
)0¯
and d1 = dim (gk)1¯−dim (g
e
k
)1¯, where g
e
k
denotes the centralizer of e in gk. Denote
by ⌊d1
2
⌋ the least integer upper bound of d1
2
. The main result of this section is the
following theorem.
Theorem 4.4. Let gk be a basic Lie superalgebra over k = Fp, and let χ ∈ (gk)
∗
0¯
be the p-character of gk corresponding to a nilpotent element e ∈ (gk)0¯ such that
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χ(y¯) = (e, y¯) for any y¯ ∈ gk. If Conjecture 4.2 establishes for the refined W -
superalgebraW ′χ associated with (g, e) over C, then for p≫ 0 the reduced enveloping
algebra Uχ(gk) admits irreducible representations of dimension p
d0
2 2⌊
d1
2
⌋.
Proof. The theorem readily follows from proposition 4.3 and [35, Theorem 1.6]. 
As for the general case, let ξ ∈ (gk)
∗
0¯ be any p-character of gk corresponding to
an element x¯ ∈ (gk)0¯ such that ξ(y¯) = (x¯, y¯) for any y¯ ∈ gk. Let d
′
0 = dim (gk)0¯ −
dim (gx¯
k
)0¯ and d
′
1 = dim (gk)1¯ − dim (g
x¯
k
)1¯, where g
x¯
k
denotes the centralizer of x¯ in
gk. Then we have
Theorem 4.5. Let gk be a basic Lie superalgebra over k = Fp, and let ξ ∈ (gk)
∗
0¯.
If all the refined W -superalgebras associated with the basic Lie superalgebras over C
excluding type D(2, 1; a) with a /∈ Q afford one-dimensional representations, then
for p≫ 0 the reduced enveloping algebra Uξ(gk) admits irreducible representations
of dimension p
d′0
2 2⌊
d′1
2
⌋.
4.4. A variation on the definition of refined W -superalgebras. In this part
we will introduce a variation on the definition of refined W -superalgebras.
Let g be a basic Lie superalgebra over C, then we have g =
⊕
i∈Z g(i), where
g(i) = {x ∈ g | [h, x] = ix}. Set n :=
⊕
i6−1 g(i) to be a nilpotent subalgebra of g.
Let Ifin be the ideal of U(g) generated by the elements {x− χ(x) | x ∈ n}, and let
Qfinχ := U(g)/I
fin be an induced g-module. In [29, Definition 4.3] Suh introduced
the quantum finite W -superalgebra W fin(g, e) as follows.
Definition 4.6. ([29]) Define the quantum finite W -superalgebra W fin(g, e) asso-
ciated with g and e by
W fin(g, e) := (Qfinχ )
ad n,
where (Qfinχ )
ad n denotes the invariant subspace of Qfinχ under the adjoint action of
n, and the associative product of W fin(g, e) is defined by
(x+ Ifin) · (y + Ifin) := xy + Ifin.
In [29, (3.25)], Suh introduced a grading on Qfinχ . Let w1, · · · , wc be a basis of g
over C. Let U(g) =
⋃
i∈Z F
p
iU(g) be a filtration of U(g), where F
p
iU(g) is the C-
span of all w1 · · ·wc with w1 ∈ g(j1), · · · , wc ∈ g(jc) and (j1 + 1) + · · ·+ (jc + 1) 6
i. The corresponding filtration on Qfinχ is defined by F
p
iQ
fin
χ := π(F
p
iU(g)) with
π : U(g)։ U(g)/Ifin being the canonical homomorphism, which makes Qfinχ into a
filtered U(g)-module. This grading is called p-grading.
Suppose {vα}α∈J is a basis of g
e such that vα ∈ g(jα), and let S = {vα + aα |
α ∈ J} be a subset of W fin(g, e) such that the p-grading of aα is smaller than that
of vα. In [29, Proposition 4.7] Suh showed that S is a set of free generators of
W fin(g, e). Moreover, the proofs of [29, Proposition 3.12] and [29, Proposition 4.7]
showed that the quantum finite W -superalgebra version of [29, Proposition 3.10]
is also valid, then we have
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Proposition 4.7. There is an isomorphism between C-algebras
grp (W fin(g, e)) ∼= S(ge),
where grp (W fin(g, e)) denotes the graded algebra of W fin(g, e) under p-grading, and
S(ge) is the supersymmetric algebra on ge.
Remark 4.8. It is worth noting that in [29] the quantum finite W -superalgebras
are introduced in the context of vertex algebras and quantum reduction, and the
nilpotent element chosen there is f , but not e. What is more, the original grading
on g applied there was under the action of ad h
2
, while the grading we used is under
the action of ad h. Moreover, the p-grading on Qfinχ introduced there is also a little
different from Kazhdan grading. Although there are so many differences, one can
find that they are essentially the same, i.e., all the discussions there still go through
in our settings. Therefore, the isomorphism between C-algebras gr (W fin(g, e)) and
S(ge) in Proposition 4.7 can also be established under Kazhdan grading, i.e.,
Proposition 4.9. There is an isomorphism between C-algebras
gr (W fin(g, e)) ∼= S(ge),
where gr (W fin(g, e)) denotes the graded algebra of W fin(g, e) under Kazhdan grad-
ing, and S(ge) is the supersymmetric algebra on ge.
As an immediate corollary of Corollary 3.8 and Proposition 4.9, we have
Proposition 4.10. The graded algebra of finite W -superalgebra gr (W ′χ) is isomor-
phism to the graded algebra of the quantum finite W -superalgebras gr (W fin(g, e))
under Kazhdan grading.
As ge is finite-dimensional as a vector space, it is readily from Proposition 4.10
that
Theorem 4.11. There is an isomorphism between Kazhdan filtered algebras
W ′χ
∼= W fin(g, e).
In virtue of Theorem 4.11, in the following we will take the quantum finite
W -superalgebra W fin(g, e) in Definition 4.6 as the refined W -superalgebra W ′χ in-
troduced in Definition 3.5 , which will cause no confusion.
Remark 4.12. In fact, we can generalize the definition of refinedW -superalgebras
as follows. Fix an isotropic subspace l of g(−1) with respect to 〈·, ·〉, and let
l′ = {x ∈ g(−1) | 〈x, l〉 = 0}. Obviously we have l ⊆ l′. Let ml and m
′
l be nilpotent
subalgebras of g defined by
ml =
⊕
i6−2
g(i)⊕ l, m′l =
⊕
i6−2
g(i)⊕ l′,
then we have ml ⊆ m
′
l.
The linear function χ ∈ g∗ restricts to a character on ml, and denote by Cl the
corresponding 1-dimensional representation of ml. Define the generalized Gelfand-
Graev module associated with l by Ql = U(g)⊗U(ml) Cl = U(g)/Il, where Il is the
Z2-graded ideal of U(g) generated by all x− χ(x) with x ∈ ml.
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Define the W -superalgebra associated with isotropic subspace l by
Wl := (U(g)/Il)
adm′
l ∼= {x¯ ∈ U(g)/Il | [a, x] ∈ Il, ∀a ∈ m
′
l},
where x¯ is the coset of x ∈ U(g), and the multiplication is given by x¯1 · x¯2 = x1x2
for x¯1 x¯2 ∈ Wl.
It is easy to observe that the refined W -superalgebra W ′χ in Definition 3.5 is
the case with l being chosen as a Lagrangian subspace of g(−1), and the algebra
W fin(g, e) in Definition 4.6 corresponds to the case with l = 0.
Recall that in [7, Theorem 4.1] Gan-Ginzburg showed that the definition of
finite W -algebras is independent of the choice of an isotropic subspaces l ⊆ g′(−1)
associated with a complex semisimple Lie algebra g′. For the super case, one may
wonder whether this conclusion is also valid for the algebra Wl. In fact, for the
case when r = dim g(−1)1¯ is even, Zhao has proved in [36, Remark 3.11] that
the definition of the W -superalgebra Wl is indeed independent of the choice of
isotropic subspaces. For the case with r being odd, one needs to check whether the
discussions in [29, Lemma 3.9, Propostion 3.10, Theorem 4.6] go through for the
C-algebra Wl. If they are true, then Theorem 4.11 follows just as a corollary.
5. The structure theory of minimal W -superalgebras
This section is the main part of the paper. A refined W -superalgebra W ′χ will be
called a minimal one if it is associated with a minimal nilpotent element in g. In
this section we will describe the explicit expression of the generators of minimalW -
superalgebras over C, and also the commutators between them. These generators
and their relations completely determine the structure of minimalW -superalgebras.
In virtue of these results, we will show that the dimensional lower bounds for the
modular representations of reduced enveloping of basic Lie superalgebras associated
with minimal nilpotent elements are accessible, completing the proof of Theorem
1.4.
In [29, Proposition 5.3] Suh has introduced the free generators of W ′χ, and also
the commutators between these generators in [29, Proposition 5.4]. However, there
are some errors in Suh’s proof, thus also the second equation of (5.12) and the last
equation of (5.17) in the results obtained by Suh. Moreover, the proof there is
too brief to get the point. In order to determine the minimal dimension for the
representations of reduced enveloping algebra Uχ(gk), we must give an accurate
description on the construction of corresponding refined W -superalgebra W ′χ. In
this section we will correct these errors and give the detailed calculation, mainly
following Premet’s strategy on finite W -algebras [23, §4], with a few modifications.
This section is divided into two parts. The first part will be devoted to the
general situation, where we consider refined W -superalgebras associated with arbi-
trary nilpotent elements, and the minimal W -superalgebras case will be dealt with
in the second part.
Throughout this section, we will take W fin(g, e) in Definition 4.6 as the refined
W -superalgebra W ′χ by Theorem 4.11.
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5.1. The case of arbitrary nilpotent elements. In this part we will give
the explicit formulae for the generators of lower Kazhdan degree for refined W -
superalgebras associated with arbitrary nilpotent elements, and also some commu-
tators between them.
5.1.1. Let g be a basic Lie superalgebra over C and h be a typical Cartan sub-
algebra of g. Let Φ be a root system of g relative to h whose simple root system
∆ = {α1, · · · , αl} is distinguished. Let {e, h, f} be an sl2-triple in g such that
[e, f ] = h ∈ h, [h, e] = 2e, [h, f ] = −2f.
Normalize the invariant bilinear form (·, ·) on g by the condition (e, f) = 1. This
entails (h, h) = 2.
Recall that there exists a symplectic (resp. symmetric) bilinear form 〈·, ·〉 on the
Z2-graded subspace g(−1)0¯ (resp. g(−1)1¯) given by 〈x, y〉 = (e, [x, y]) = χ([x, y])
for all x, y ∈ g(−1)0¯ (resp. x, y ∈ g(−1)1¯). Set s = dim g(−1)0¯ (note that s is
an even number), and r = dim g(−1)1¯. In §2.2.1 we choose Z2-homogenenous
bases {u1, · · · , us} of g(−1)0¯ and {v1, · · · , vr} of g(−1)1¯ contained in g such that
〈ui, uj〉 = i
∗δi+j,s+1 for 1 6 i, j 6 s, where i
∗ =
{
−1 if 1 6 i 6 s
2
;
1 if s
2
+ 1 6 i 6 s
, and
〈vi, vj〉 = δi+j,r+1 for 1 6 i, j 6 r. Set zα := uα for 1 6 α 6 s, and zα+s := vα
for 1 6 α 6 r. Let {zα | α ∈ S(−1)} denote the union of {zα | α ∈ S(−1)0¯}
and {zα+s | α ∈ S(−1)1¯}, which is a base of g(−1). Denote by Ae the associative
algebra generated by zα with α ∈ S(−1) subject to the relations given above.
Set z∗α := α
♮zs+1−α for 1 6 α 6 s, where α
♮ =
{
1 if 1 6 α 6 s
2
;
−1 if s
2
+ 1 6 α 6 s
, and
z∗α+s := zr+1−α+s for 1 6 α 6 r. Then {z
∗
α | α ∈ S(−1)} is dual base of {zα |
α ∈ S(−1)} such that 〈z∗α, zβ〉 = δα,β for α, β ∈ S(−1). From the assumption
above we can conclude that 〈zα, zβ〉 6= 0 if and only if zα = Cz
∗
β and zβ = Cz
∗
α,
and 〈zα, zβ〉 = 0 otherwise. Moreover, 〈zα, zβ〉 = 1 if and only if zα = z
∗
β and
zβ = −(−1)
|α|z∗α. The same conclusion also establishes for the pair (z
∗
α, z
∗
β). We
can further assume that {zα | α ∈ S(−1)} and {z
∗
α | α ∈ S(−1)} are root vectors
for h.
In the following discussion, for any α ∈ S(−1) we will denote the parity of zα
by |α| for simplicity. It is straightforward that zα and z
∗
α have the same parity.
5.1.2. Let Y1, · · · , Yl+q be a basis of g
e as defined in (3.8). Recall that in Theorem
3.7 we choose Θk for 1 6 k 6 l+q as the generators of the refined W -superalgebra,
with Yk being the leading term. In what follows we will introduce explicit formulae
for the generators Θk of lower Kazhdan degree for a refined W -superalgebra W
′
χ.
For the case with v ∈ ge(0), Suh introduced in [29, Proposition 5.3] the corre-
sponding generators Θv of W
′
χ as follows:
Proposition 5.1. ([29]) If v ∈ ge(0) then it can be assumed that
Θv = (v −
1
2
∑
α∈S(−1)
zα[z
∗
α, v])⊗ 1χ.
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For the generators of W ′χ introduced in Proposition 5.1, Suh introduced the
commutators between them in [29, Proposition 5.4], i.e.,
Proposition 5.2. ([29]) Let v1, v2 be elements in g
e(0). The commutator between
the generators introduced in Proposition 5.1 is
[Θv1 ,Θv2 ] = Θ[v1,v2]. (5.1)
For the case with w ∈ ge(1), Suh introduced the corresponding generators Θw
of W ′χ in [29, Proposition 5.3]. However, there are some errors in the proof there.
Now we will put forward a new set of generators.
Proposition 5.3. If w ∈ ge(1) then the generator Θw ∈ W
′
χ has the following
property:
Θw = (w −
∑
α∈S(−1)
zα[z
∗
α, w] +
1
3
(
∑
α,β∈S(−1)
zαzβ[z
∗
β , [z
∗
α, w]]− 2[w, f ]))⊗ 1χ.
Proof. By the definition of W ′χ, it is enough to show that [z
∗
γ ,Θw] = 0 for any
γ ∈ S(−1). First note that∑
α∈S(−1)
[z∗γ , zα[z
∗
α, w]]⊗ 1χ
=
∑
α∈S(−1)
[z∗γ , zα][z
∗
α, w]⊗ 1χ +
∑
α∈S(−1)
(−1)|α||γ|zα[z
∗
γ , [z
∗
α, w]]⊗ 1χ
=[z∗γ , w]⊗ 1χ + [f, [z
∗
γ , w]]⊗ 1χ +
∑
α∈S(−1)
(−1)|α||γ|zα[z
∗
γ , [z
∗
α, w]]⊗ 1χ
=[z∗γ , w]⊗ 1χ − [z
∗
γ , [w, f ]]⊗ 1χ +
∑
α∈S(−1)
(−1)|α||γ|zα[z
∗
γ , [z
∗
α, w]]⊗ 1χ.
(5.2)
Recall that [z∗α, zβ ] = δα,βf for all α, β ∈ S(−1), and χ(f) = (e, f) = 1, then we
have ∑
α,β∈S(−1)
[z∗γ , zαzβ [z
∗
β, [z
∗
α, w]]]⊗ 1χ
=
∑
α,β∈S(−1)
[z∗γ , zα]zβ [z
∗
β, [z
∗
α, w]]⊗ 1χ +
∑
α,β∈S(−1)
(−1)|α||γ|zα[z
∗
γ , zβ][z
∗
β , [z
∗
α, w]]⊗ 1χ
+
∑
α,β∈S(−1)
(−1)(|α|+|β|)|γ|zαzβ [z
∗
γ , [z
∗
β, [z
∗
α, w]]]⊗ 1χ
=
∑
β∈S(−1)
zβ [z
∗
β, [z
∗
γ , w]]⊗ 1χ +
∑
α∈S(−1)
(−1)|α||γ|zα[z
∗
γ , [z
∗
α, w]]⊗ 1χ
+
∑
α,β∈S(−1)
(−1)(|α|+|β|)|γ|zαzβ [z
∗
γ , [z
∗
β, [z
∗
α, w]]]⊗ 1χ.
(5.3)
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Since 〈z∗β, z
∗
γ〉 6= 0 if and only if zβ = z
∗
γ and zγ = −(−1)
|β|z∗β, and 〈z
∗
β, z
∗
γ〉 = 1 in
this case, then
∑
β∈S(−1)
zβ[z
∗
β , [z
∗
γ, w]]⊗ 1χ
=
∑
β∈S(−1)
(zβ [[z
∗
β, z
∗
γ ], w] + (−1)
|β||γ|zβ [z
∗
γ, [z
∗
β , w]])⊗ 1χ
=− z∗γ[w, f ]⊗ 1χ +
∑
β∈S(−1)
(−1)|β||γ|zβ[z
∗
γ , [z
∗
β, w]]⊗ 1χ.
(5.4)
Moreover, it is obvious that z =
∑
α∈S(−1)
[z∗α, z]zα for all z ∈ g(−1), thus
∑
α,β∈S(−1)
(−1)(|α|+|β|)|γ|zαzβ [z
∗
γ , [z
∗
β, [z
∗
α, w]]]⊗ 1χ
=
∑
α,β∈S(−1)
(−1)(|α|+|β|)|γ|(zαzβ [[z
∗
γ , z
∗
β], [z
∗
α, w]] + (−1)
|β||γ|zαzβ[z
∗
β , [z
∗
γ, [z
∗
α, w]]])⊗ 1χ
=
∑
α∈S(−1)
(−(−1)|α||γ|zαz
∗
γ [f, [z
∗
α, w]] + (−1)
|α||γ|zα[z
∗
γ , [z
∗
α, w]])⊗ 1χ
=
∑
α∈S(−1)
((−1)|α||γ|zαz
∗
γ[z
∗
α, [w, f ]] + (−1)
|α||γ|zα[z
∗
γ , [z
∗
α, w]])⊗ 1χ
=
∑
α∈S(−1)
(−1)|α||γ|([zα, z
∗
γ][z
∗
α, [w, f ]] + (−1)
|α||γ|z∗γzα[z
∗
α, [w, f ]] + zα[z
∗
γ, [z
∗
α, w]])⊗ 1χ
=− [z∗γ , [w, f ]]⊗ 1χ + z
∗
γ [w, f ]⊗ 1χ +
∑
α∈S(−1)
(−1)|α||γ|zα[z
∗
γ, [z
∗
α, w]]⊗ 1χ.
(5.5)
By (5.2), (5.3), (5.4) and (5.5) we conclude that [z∗γ ,Θw] = 0 for any γ ∈ S(−1),
completing the proof. 
Remark 5.4. It is worth noting that similar result as in Proposition 5.3 has been
obtained by Suh in [29, Proposition 5.3]. However, by careful inspection one can
find that there are some errors in the first equation of [29, (5.13)] and also the
equation [29, (5.16)]. Thus there is an error in the last part of the second equation
of (5.12) in [29, Proposition 5.3], which is a little different from the consequence
we obtained in Proposition 5.3.
5.1.3. Let v ∈ ge(0) and w ∈ ge(1). To determine the commutator between Θv
and Θw defined in Proposition 5.1 and Proposition 5.3 respectively, we need to
introduce an automorphism on W ′χ.
Similar to the Lie algebra case in [7, §2.1], we can define a linear action of C∗ on g.
Given sl2-triple e, h, f ∈ g0¯, consider the Lie algebra homomorphism sl2(C) → g0¯
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defined by (
0 1
0 0
)
7→ e,
(
1 0
0 −1
)
7→ h,
(
0 0
1 0
)
7→ f.
This Lie algebra homomorphism exponentiates to a rational homomorphism
γ˜ : SL2 → Gev → G.
We put
γ : C∗ → G, γ(t) = γ˜
(
t 0
0 t−1
)
, ∀ t ∈ C∗.
Define σ := Adγ(−1), an element of order 6 2 in AdGev. Since the grading
g =
⊕
i∈Z g(i) is obtained under the action of adh, then for x ∈ g(i) we have σ(x) =
(−1)|i|x. Obviously σ acts on U(g) as algebra automorphism. As σ preserves the
left ideal Iχ of U(g), it then acts on Qχ. As σ preserves n too, it acts onW
′
χ
∼= Qad nχ
as algebra automorphism. One can easily conclude that
σ(xaybucvd ⊗ 1χ) = (−1)
|(a,b,c,d)|exaybucvd ⊗ 1χ (5.6)
for all (a,b, c,d) ∈ Zm+ × Λ
′
n × Z
s
+ × Λ
′
r
.
We continue to consider the elements Θv and Θw for v ∈ g
e(0) and w ∈ ge(1).
In fact, we have the following result.
Proposition 5.5. Let v be an element in ge(0) and w be an element in ge(1).
Then the commutator between Θv and Θw in Proposition 5.1 and Proposition 5.3
is
[Θv,Θw] = Θ[v,w]. (5.7)
Proof. In virtue of (5.6), we have σ(Θv) = Θv and σ(Θw) = −Θw by the definition
of Θv and Θw. Set Θ := [Θv,Θw]−Θ[v,w], an element in W
′
χ. Note that
σ(Θ) =σ([Θv,Θw]−Θ[v,w])
=σ(Θv)σ(Θw)− (−1)
|v||w|σ(Θw)σ(Θv)− σ(Θ[v,w])
=−ΘvΘw + (−1)
|v||w|ΘwΘv +Θ[v,w]
=− ([Θv,Θw]−Θ[v,w])
=−Θ.
On the other hand, it follows from Theorem 3.7(3) that Θ is a super-polynomial
in Θxi with xi ∈ g
e(0). From all the discussion above, one knows that this super-
polynomial must be zero. So [Θv,Θw] = Θ[v,w] necessarily holds, completing the
proof. 
Remark 5.6. In fact, one can also prove Proposition 5.5 by computing the com-
mutator between Θv and Θw for v ∈ g
e(0) and w ∈ ge(1) directly. However, that
proof is much complicate than the one we have applied above.
5.2. The case of minimal W -superalgebras. Now we come to the case of min-
imal W -superalgebras. In this subsection the structure and the existence of 1-
dimensional representations of minimal W -superalgebras will be determined.
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5.2.1. Retain the notations as in §5.1.1. A root −θ is called minimal if it is even
and there exists an additive function ϕ : Φ→ R such that ϕ|Φ 6= 0 and ϕ(θ) > ϕ(η)
for all η ∈ Φ\{θ}. It is obvious that a minimal root −θ is the lowest root of one of
the simple components of g0¯ (in the ordering defined by ϕ).
Fix a minimal root −θ of g. We may choose root vectors e := eθ and f := e−θ
such that
[e, f ] = h ∈ h, [h, e] = 2e, [h, f ] = −2f.
Then e is a minimal nilpotent element in g. Due to the minimality of −θ, the
eigenspace decomposition of ad h gives rise to a short Z-grading
g = g(−2)⊕ g(−1)⊕ g(0)⊕ g(1)⊕ g(2).
Moreover, g(2) = Ce, g(−2) = Cf . We thus have a bijective correspondence
between minimal gradings (up to an automorphism of g) and minimal roots (up
to the action of the Weyl group). Furthermore, one has
ge = g(0)♯ ⊕ g(1)⊕ g(2),
where ge denotes the centralizer of e in g, and g(0)♯ = {x ∈ g(0) | [x, e] = 0}. Note
that g(0)♯ is the centralizer of the triple {e, f, h} by sl2-theory. Moreover, g(0)
♯ is
the orthogonal complement to Ch in g(0), and coincides with the image of the Lie
superalgebra endomorphism
♯ : g(0)→ g(0), x 7→ x−
1
2
(h, x)h. (5.8)
Obviously g(0)♯ is an ideal of codimensional 1 in the Levi subalgebra g(0).
5.2.2. The proof of Proposition 1.2. Let C denote the Casimir element of U(g)
corresponding to the invariant form (·, ·). Since C induces a g-endomorphism of
Qχ, it can be viewed as a central element ofW
′
χ. Now we will determine the explicit
formula of C.
Let {ai | i ∈ I} and {bi | i ∈ I} be dual bases of g
e(0) with respect to the
restriction of the invariant form (·, ·) to ge(0), then
{e, h, f} ∪ {ai | i ∈ I} ∪ {[e, z
∗
α] | α ∈ S(−1)} ∪ {zα | α ∈ S(−1)}
and
{f,
h
2
, e} ∪ {bi | i ∈ I} ∪ {zα | α ∈ S(−1)} ∪ {(−1)
|α|[e, z∗α] | α ∈ S(−1)}
are dual bases of g with respect to (·, ·). Since ai and bi have the same parity
for given i ∈ I, we will denote this parity by |i|. Recall that if zα = z
∗
β for some
α, β ∈ S(−1), then the assumption on dual bases of g(−1) in §5.1.1 implies that
z∗α = −(−1)
|β|zβ . In virtue of this, we have∑
α∈S(−1)
[[zα, e], z
∗
α]⊗ 1χ = −
∑
α∈S(−1)
(−1)|α|[[z∗α, e], zα]⊗ 1χ. (5.9)
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Recall that s = dim g(−1)0¯ and r = dim g(−1)1¯. Since∑
α∈S(−1)
[zα, [e, z
∗
α]]⊗ 1χ =
∑
α∈S(−1)
([[zα, e], z
∗
α] + [e, [zα, z
∗
α]])⊗ 1χ
=−
∑
α∈S(−1)
(−1)|α|([[z∗α, e], zα] + [e, [z
∗
α, zα]])⊗ 1χ
=−
∑
α∈S(−1)
[zα, [e, z
∗
α]]⊗ 1χ + (r− s)h⊗ 1χ,
(5.10)
where the second equation in (5.10) follows from (5.9). Then we have
∑
α∈S(−1)
[zα, [e, z
∗
α]]⊗ 1χ =
(r− s)
2
h⊗ 1χ.
As a consequence,
C =(2e+
h2
2
− h +
∑
i∈I
(−1)|i|aibi +
∑
α∈S(−1)
(−1)|α|[e, z∗α]zα +
∑
α∈S(−1)
zα[e, z
∗
α])⊗ 1χ
=(2e+
h2
2
− h +
∑
i∈I
(−1)|i|aibi +
∑
α∈S(−1)
(−1)|α|[e, z∗α]zα +
∑
α∈S(−1)
[zα, [e, z
∗
α]]
+
∑
α∈S(−1)
(−1)|α|[e, z∗α]zα)⊗ 1χ
=(2e+
h2
2
− (1 +
s− r
2
)h+
∑
i∈I
(−1)|i|aibi + 2
∑
α∈S(−1)
(−1)|α|[e, z∗α]zα)⊗ 1χ.
(5.11)
Combining Proposition 5.1, Proposition 5.3 and the discussion in §5.2.1, we now
obtain a generating set (as an associative superalgebra) of a refinedW -superalgebra
associated with a minimal nilpotent element as presented in Proposition 1.2.
Now we can easily make an account of Proposition 1.2 as below.
Proof. The proposition follows from Theorem 3.7, Proposition 5.1, Proposition 5.3,
(5.11) and the discussion in §5.2.1. 
5.2.3. In this part, we make further preparation for Theorem 1.3, by determining
the commutators between the generators of W ′χ given in Proposition 1.2.
Recall that in §5.2.1 and §5.2.2 we showed that ge(0) = g(0)♯ is an ideal of
codimensional 1 in the Levi subalgebra g(0) of g, with {ai | i ∈ I} and {bi | i ∈ I}
being dual bases of ge(0) with respect to the restriction of the invariant form (·, ·) to
ge(0). Now let C0 :=
∑
i∈I aibi be the corresponding Casimir element of U(g
e(0)),
and set ΘCas :=
∑
i∈I(−1)
|i|ΘaiΘbi to be an element of W
′
χ. Although ΘCas is not
central in W ′χ, we have the following result.
Proposition 5.7. The element ΘCas commutes with all operators Θv for v ∈ g
e(0).
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Proof. Since {ai | i ∈ I} and {bi | i ∈ I} are dual bases of g
e(0) with respect to
the invariant form (·, ·), we have
[ai, v] =
∑
j∈I
([ai, v], bj)aj =
∑
j∈I
(ai, [v, bj ])aj
=−
∑
j∈I
(−1)|v||j|(ai, [bj , v])aj,
[bi, v] =
∑
j∈I
(aj, [bi, v])bj
(5.12)
for any i ∈ I. Then one can obtain from (5.12) and Proposition 5.2 that[∑
i∈I
(−1)|i|ΘaiΘbi,Θv
]
=
∑
i∈I
((−1)(|v|+1)|i|[Θai ,Θv]Θbi + (−1)
|i|Θai [Θbi,Θv])
=
∑
i∈I
((−1)(|v|+1)|i|Θ[ai,v]Θbi + (−1)
|i|ΘaiΘ[bi,v])
=−
∑
i,j∈I
(−1)|v|(|i|+|j|)+|i|(ai, [bj , v])ΘajΘbi +
∑
i,j∈I
(−1)|i|(aj , [bi, v])ΘaiΘbj
=−
∑
i,j∈I
(−1)|v|(|i|+|j|)+|j|(aj, [bi, v])ΘaiΘbj +
∑
i,j∈I
(−1)|i|(aj , [bi, v])ΘaiΘbj .
(5.13)
As the bilinear form (·, ·) is even, the first term of the last equation in (5.13) is
nonzero if and only if
|v|(|i|+ |j|) + |j| = (|i|+ |j|)2 + |j| = |i|+ |j|+ |j| = |i|.
Combining this with (5.13), we have[∑
i∈I
(−1)|i|ΘaiΘbi ,Θv
]
= 0,
completing the proof. 
Now we can calculate the remaining commutators of the generators of a minimal
W -superalgebra W ′χ in Proposition 1.2.
First note that the Casimir element C is a central element of W ′χ, then we have
[C,W ′χ] = 0. (5.14)
Then we have finished the arguments for all the items of relations in Theorem 1.3
except (3). Next we deal with the exceptional item.
Proposition 5.8. Let w1, w2 ∈ g
e(1). Then the following relation holds in W ′χ:
[Θw1,Θw2] =
1
2
([w1, w2], f)(C −ΘCas − c0)−
1
2
∑
α∈S(−1)
(Θ[w1,zα]♯Θ[z∗α,w2]♯
− (−1)|w1||w2|Θ[w2,zα]♯Θ[z∗α,w1]♯),
(5.15)
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where c0 ∈ C is a constant depending on g. To be explicit, the constant c0 satisfies
the following equation:
c0([w1, w2], f) =
1
12
∑
α,β∈S(−1)
(−1)|α||w1|+|β||w1|+|α||β| ⊗ [[zβ, [zα, w1]], [z
∗
β, [z
∗
α, w2]]]
−
3(s− r) + 4
12
([w1, w2], f),
where s = dim g(−1)0¯ and r = dim g(−1)1¯.
Since the proof of Proposition 5.8 is rather lengthy, we will postpone it till §6.
Remark 5.9. Compared with the result obtained by Suh in [29, Proposition 5.4],
one can find that there are subtle differences between the last equation of (5.17)
obtained by Suh in [29] and the one we introduced in Theorem 1.3(3), i.e., the term
−1
2
∑
α∈S(−1)
Θ[w1,zα]♯Θ[z∗α,w2]♯ in Theorem 1.3(3) did not appear in [29, Proposition
5.4]. One reason may lie in the fact that the expression in the second equation of
[29, (5.12)] is error. On the other hand, from the detailed calculation in the proof
of (6.43), one will observe that without the term we mentioned above, the term
1
4
∑
α∈S(−1)
(−1)|α||w2|[[w1, zα], [w2, z
∗
α]]⊗ 1 (which is not a constant in general) cannot
be eliminated by other terms.
We are now in a position to prove the main results of the present paper.
5.2.4. The Proof of Theorem 1.3. This theorem readily follows from Proposition
1.2, Proposition 5.2, Proposition 5.5, (5.14), Proposition 5.8, and finally Theorem
3.7.
5.2.5. The Proof of Theorem 1.4. In virtue of the results we obtained above, we
will show that Conjecture 4.2 is true for minimal W -superalgebras, and the lower
bounds for the representations of basic Lie superalgebras with minimal nilpotent
p-characters in Theorem 4.4 are accessible. We mainly follow the method used in
[23, Corollary 4.1] for the finite W -algebra case.
Let g be a basic Lie superalgebra over C, and e be a minimal nilpotent ele-
ment in g. Denote by ge the centralizer of e in g. Set {x1, · · · , xm}, {y1, · · · , yn},
{u1, · · · , us} and {v1, · · · , vt} to be bases of g
e(0)0¯, g
e(0)1¯, g
e(1)0¯ and g
e(1)1¯, re-
spectively. Let W ′χ be the minimal W -superalgebra associated with the pair (g, e).
Denote by (W ′χ)
+ the C-span of the monomials
Θi1x1 · · ·Θ
im
xm
·Θj1y1 · · ·Θ
jn
yn
·Θk1u1 · · ·Θ
ks
us
·Θl1v1 · · ·Θ
lt
vt
· (C − c0)
q
with ir, kr, q ∈ Z+ and jr, lr ∈ {0, 1} such that
∑
ir +
∑
jr +
∑
kr +
∑
lr + q > 1.
It follows from Theorem 3.7(2) that (W ′χ)
+ is a subspace of codimensional 1 in W ′χ.
We now prove that (W ′χ)
+ is a two-sided ideal of W ′χ, i.e.,
Proposition 5.10. The subspace (W ′χ)
+ is a two-sided ideal of codimension 1
in the refined W -superalgebra W ′χ associated with minimal nilpotent element e.
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Moreover, if g is not of type A(m|n) with m,n > 0, then (W ′χ)
+ is the only ideal
of codimensional 1 in W ′χ.
Proof. We first show that h · h′ ∈ (W ′χ)
+ for all h, h′ ∈ (W ′χ)
+. Since C − c0 is in
the center of W ′χ, we have (C − c0) · (W
′
χ)
+ ⊆ (W ′χ)
+. Therefore, we just need to
prove that Θx · (W
′
χ)
+ ⊆ (W ′χ)
+ for all x ∈ ge(0) ∪ ge(1).
For the case with x ∈ ge(0), we can conclude from Proposition 5.2 that the span
of all Θi1x1 · · ·Θ
im
xm
·Θj1y1 · · ·Θ
jn
yn
with ir ∈ Z+, jr ∈ {0, 1} and
∑
ir+
∑
jr > 1 is stable
under the left multiplications of Θx by x ∈ g
e(0). Now we assume that x ∈ ge(1).
Since the monomials Θi1x1 · · ·Θ
im
xm
· Θj1y1 · · ·Θ
jn
yn
· Θk1u1 · · ·Θ
ks
us
· Θl1v1 · · ·Θ
lt
vt
· (C − c0)
q
with ir, kr ∈ Z+ and jr, lr ∈ {0, 1} form a basis of the refined W -superalgebra W
′
χ,
by Theorem 3.7 and Proposition 5.5 it suffices to prove that Θx · Θ
k1
u1
· · ·ΘkMukM
·
Θl1v1 · · ·Θ
lN
vN
∈ (W ′χ)
+ for all k1, · · · , kM ∈ {1, · · · , s}, l1, · · · , lN ∈ {1, · · · , t} and
all x ∈ ge(1). In fact, in view of Proposition 5.5 and Proposition 5.8 we can reach
this conclusion by induction on M and N .
Let g be not of type A(m|n) with m,n > 0, then it follows from [12, Table
1-Table 3] that ge(0) is a semisimple Lie (super)algebra (which is denoted by g♮
in the settings there). Let I be any ideal of codimensional 1 in the refined W -
superalgebra W ′χ. One can easily verify that [x, y] = xy − (−1)
|x||y|yx ∈ I for
all x, y ∈ W ′χ. Since g
e(0) = [ge(0), ge(0)] by the above remark, Proposition 5.2
implies that Θx ∈ I for x ∈ g
e(0). Moreover, [12, Table 1-Table 3] also showed
that ge(1) = g(1) (which is denoted by g 1
2
there) is an irreducible ge(0)-module,
then we have [ge(0), ge(1)] = ge(1). Thus Θx ∈ I for all x ∈ g
e(1) by Proposition
5.5. As I is a subalgebra of W ′χ containing g
e(0) ∪ ge(1), Proposition 5.8 implies
that C − c0 also in I. All the above shows that (W
′
χ)
+ ⊆ I by definition. Since the
codimension of (W ′χ)
+ is 1 in W ′χ, we conclude that I = (W
′
χ)
+, as desired. 
It is immediate from Proposition 5.10 that Conjecture 4.2 is true for minimal
W -superalgebras. As a direct corollary of Theorem 4.4 and Proposition 5.10, we
complete the proof of Theorem 1.4.
6. The proof of Proposition 5.8
This section is contributed to the proof of Proposition 5.8. We mainly follow
Premet’s strategy on finite W -algebras [23, §4], with a few modifications.
In the first two subsections, we will make some necessary preparation. To sim-
plify calculation, in §6.1 we rewrite generators of minimal W -superalgebras ap-
pearing in Proposition 1.2 in another way. Then in §6.2 we will present relations
of the generators by lots of computations. The final proof of Proposition 5.8 will
be given in §6.3.
Retain all the notations as in §5 throughout this section.
6.1. In this subsection, we first express the generators Θw with w ∈ g
e(1) of W ′χ
in Proposition 1.2 in some more computable way, which will be fulfilled in (6.5)
via Proposition 6.1.
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Let us begin with the following equation∑
α∈S(−1)
[zα, [z
∗
α, w]]⊗ 1χ = −
∑
α∈S(−1)
(−1)|α|[z∗α, [zα, w]])⊗ 1χ, (6.1)
then we have∑
α∈S(−1)
[zα, [z
∗
α, w]]⊗ 1χ =
∑
α∈S(−1)
([[zα, z
∗
α], w] + (−1)
|α|[z∗α, [zα, w]])⊗ 1χ
= ((s− r)[w, f ]−
∑
α∈S(−1)
[zα, [z
∗
α, w]])⊗ 1χ,
thus
∑
α∈S(−1)
[zα, [z
∗
α, w]]⊗ 1χ =
(s−r)
2
[w, f ]⊗ 1χ. It follows that
∑
α∈S(−1)
zα[z
∗
α, w]⊗ 1χ =
∑
α∈S(−1)
([zα, [z
∗
α, w]] + (−1)
|w||α|+|α|[z∗α, w]zα)⊗ 1χ
=
((s− r)
2
[w, f ]−
∑
α∈S(−1)
(−1)|α|[w, z∗α]zα
)
⊗ 1χ.
Define
ϕw :=
1
3
(
∑
α,β∈S(−1)
zαzβ [z
∗
β, [z
∗
α, w]]−
3(s− r) + 4
2
[w, f ]), (6.2)
then we can write
Θw = (w +
∑
α∈S(−1)
(−1)|α|[w, z∗α]zα + ϕw)⊗ 1χ. (6.3)
Now we come to the case with w1, w2 ∈ g
e(1). To simplify calculation, we need
the following settings.
Since each vector h ∈ W ′χ can be uniquely expressed as h =
∑
(i,j)∈Zs+×Λ
′
r
xiyju
ivj⊗1χ
with xiyj ∈ U(p), one can define a natural linear injection
µ : W ′χ −→ U(p)⊗ A
op
e
h 7→
∑
(i,j)∈Zs+×Λ
′
r
xiyj ⊗ u
ivj,
where Aope denotes the opposite algebra of Ae as in §5.1.1.
Obviously the mapping µ is injective. Moreover, we have the following result.
Proposition 6.1. The map µ : W ′χ −→ U(p)⊗A
op
e is an algebra homomorphism.
Proof. Denote by Z the linear span of all uivj with (i, j) ∈ Zs+ × Λ
′
r
. Then we can
identify Z with the span of the left regular representation ofAe via u
ivj⊗1χ 7→ u
ivj.
Let ρχ denote the left regular representation of U(n) in End(Z ). Recall that we
have assumed that {zα | α ∈ S(−1)} = {uα | α ∈ S(−1)0¯}
⋃
{vα | α ∈ S(−1)1¯} in
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§5.1.1. As g(−1) ⊆ n, and g(i) ⊆ Kerχ for all i 6 −3, the definition of W ′χ and
induction on k show that
ρχ(z1 · · · zk)(h) = (−1)
|h|(|z1|+···+|zk|)
∑
(i,j)∈Zs+×Λ
′
r
xiyj · ρχ(u
ivj · z1 · · · zk)(1χ) (6.4)
for all z1, · · · , zk ∈ g(−1).
Let h′ be another element in W ′χ such that h
′ =
∑
(i,j)∈Zs+×Λ
′
r
x′iy
′
j(u
′)i(v′)j⊗ 1χ with
x′iy
′
j ∈ U(p), then it follows from (6.4) that
h · h′ =
∑
(i,j)
ρχ(xiyj) · ρχ(u
ivj)(h′)
=
∑
(i,j)
∑
(k,l)
(−1)|h
′||j|xiyj · x
′
ky
′
l · ρχ((u
′)k(v′)l · uivj)⊗ 1χ,
thus
µ(h · h′) =
∑
(i,j)
∑
(k,l)
(−1)|h
′||j|xiyj · x
′
ky
′
l ⊗ (u
′)k(v′)l · uivj.
It remains to note that the map uivj ⊗ 1χ 7→ u
ivj mentioned above identifies
ρχ(U(n)) with the image of Ae in its left regular representation, then the proof is
completed. 
In virtue of Proposition 6.1, we can rewrite the generators of W ′χ in Proposition
1.2 and (6.3) as follows:
Θv =v ⊗ 1−
∑
α∈S(−1)
1
2
⊗ zα[z
∗
α, v],
Θw =w ⊗ 1 +
∑
α∈S(−1)
(−1)|α|[w, z∗α]⊗ zα + 1⊗ ϕw,
C =2e⊗ 1 +
h2
2
⊗ 1− (1 +
s− r
2
)h⊗ 1 +
∑
i∈I
(−1)|i|aibi ⊗ 1
+ 2
∑
α∈S(−1)
(−1)|α|[e, z∗α]⊗ zα,
(6.5)
where {z∗α | α ∈ S(−1)} and {zα | α ∈ S(−1)} are dual bases of g(−1) with respect
to 〈·, ·〉, {ai | i ∈ I} and {bi | i ∈ I} be dual bases of g
e(0) with respect (·, ·), and
ϕw =
1
3
(
∑
α,β∈S(−1)
zαzβ[z
∗
β , [z
∗
α, w]]−
3(s−r)+4
2
[w, f ]).
6.2. In this subsection, we will present the relations of the generators described
just above, which will be given in (6.43). The process will be long and tedious.
First, notice that in U(p)⊗ Aope we have
[a⊗ f, b⊗ g] = (−1)|b||f |+|f ||g|ab⊗ gf − (−1)(|a|+|f |)(|b|+|g|)+|a||g|+|f ||g|ba⊗ fg
= (−1)|f |(|b|+|g|)[a, b]⊗ gf − (−1)|b|(|a|+|f |)ba⊗ [f, g]
(6.6)
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for all a, b ∈ U(p) and f, g ∈ Ae. For all w1, w2 ∈ g
e(1), we will compute the
commutators between Θw1 and Θw2 in this subsection.
6.2.1. Keeping (6.6) in mind, we have
[Θw1 ,Θw2] =[w1 ⊗ 1 +
∑
α∈S(−1)
(−1)|α|[w1, z
∗
α]⊗ zα + 1⊗ ϕw1 , w2 ⊗ 1
+
∑
α∈S(−1)
(−1)|α|[w2, z
∗
α]⊗ zα + 1⊗ ϕw2 ]
=[w1, w2]⊗ 1 +
∑
α∈S(−1)
(−1)|α|+|α||w2|[[w1, z
∗
α], w2]⊗ zα
+
∑
α∈S(−1)
(−1)|α|[w1, [w2, z
∗
α]]⊗ zα
+
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β]]⊗ zβzα
−
∑
α,β∈S(−1)
(−1)|α|+|β|+|β||w1|+|w1||w2|[w2, z
∗
β][w1, z
∗
α]⊗ [zα, zβ]
−
∑
α∈S(−1)
(−1)|α|+|α||w1|+|w1||w2|[w2, z
∗
α]⊗ [ϕw1 , zα]
−
∑
α∈S(−1)
(−1)|α|[w1, z
∗
α]⊗ [zα, ϕw2]− 1⊗ [ϕw1, ϕw2]
=[w1, w2]⊗ 1 +
∑
α∈S(−1)
(−1)|α|[[w1, w2], z
∗
α]⊗ zα
+
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β]]⊗ zβzα
+
∑
α∈S(−1)
(−1)|α|+|α||w1|+|w1||w2|[w2, z
∗
α][w1, zα]⊗ 1
−
∑
α∈S(−1)
(−1)|w1||w2|[w2, zα]⊗ [z
∗
α, ϕw1] +
∑
α∈S(−1)
[w1, zα]⊗ [z
∗
α, ϕw2]
− 1⊗ [ϕw1, ϕw2].
(6.7)
For any y ∈ ge(1) and α ∈ S(−1), it follows from the definition of ϕy and (5.3),
(5.4), (5.5) that
[z∗α, ϕy] =[z
∗
α,
1
3
(
∑
β,γ∈S(−1)
zβzγ [z
∗
γ, [z
∗
β , y]]−
3(s− r) + 4
2
[y, f ])]
=
r− s− 2
2
[z∗α, [y, f ]] +
∑
β∈S(−1)
(−1)|α||β|zβ[z
∗
α, [z
∗
β, y]].
(6.8)
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It is worth noting that for any u ∈ g(−1), we have
u =
∑
α∈S(−1)
[z∗α, u]zα = −
∑
α∈S(−1)
(−1)|α|[zα, u]z
∗
α. (6.9)
One can conclude from (6.1), (6.8) and (6.9) that
∑
α∈S(−1)
[x, zα]⊗ [z
∗
α, ϕy]
=
∑
α,β∈S(−1)
(−1)|α||β|[x, zα]⊗ zβ[z
∗
α, [z
∗
β , y]] +
r− s− 2
2
∑
α∈S(−1)
[x, zα]⊗ [z
∗
α, [y, f ]]
=
∑
α,β,γ∈S(−1)
(−1)|α||β|[x, zα]⊗ zβ[z
∗
γ , [z
∗
α, [z
∗
β, y]]]zγ
+
r− s− 2
2
∑
α∈S(−1)
[x, zα]⊗ [z
∗
α, [y, f ]]
=
∑
α,β,γ∈S(−1)
(−1)|α||β|[x, zα]⊗ zβ[[z
∗
γ , z
∗
α], [z
∗
β, y]]zγ
+
∑
α,β,γ∈S(−1)
(−1)|α|(|β|+|γ|)[x, zα]⊗ zβ[z
∗
α, [z
∗
γ , [z
∗
β, y]]]zγ
+
r− s− 2
2
∑
α∈S(−1)
[x, zα]⊗ [z
∗
α, [y, f ]]
=
∑
α∈S(−1)
(−1)|α||y|+|α|[x, z∗α]⊗ [y, f ]zα
+
∑
β,γ∈S(−1)
(−1)(|β|+|γ|)(1+|y|)[x, [z∗γ , [z
∗
β, y]]]⊗ zβzγ
+
r− s− 2
2
∑
α∈S(−1)
[x, zα]⊗ [z
∗
α, [y, f ]]
=−
∑
α∈S(−1)
[x, zα]⊗ z
∗
α[y, f ] +
∑
β,γ∈S(−1)
(−1)(|β|+|γ|)(1+|y|)[x, [z∗γ , [z
∗
β, y]]]⊗ zβzγ
+
r− s
2
∑
α∈S(−1)
[x, zα]⊗ [z
∗
α, [y, f ]]
=−
∑
α∈S(−1)
[x, zα]⊗ z
∗
α[y, f ] +
∑
β,γ∈S(−1)
(−1)(|β|+|γ|)(1+|y|)[x, [z∗γ , [z
∗
β, y]]]⊗ zβzγ
+
r− s
2
[x, [y, f ]]⊗ 1
(6.10)
for all x, y ∈ ge(1).
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It is worth noting that the assumption in §5.1.1 shows that the following relations
hold in U(g):
∑
α∈S(−1)0¯
zαz
∗
α = −
∑
α∈S(−1)0¯
z∗αzα ≡ −
dim g(−1)0¯
2
= − s
2
(mod Iχ),
∑
α∈S(−1)1¯
zαz
∗
α =
∑
α∈S(−1)1¯
z∗αzα ≡
dim g(−1)1¯
2
= r
2
(mod Iχ).
(6.11)
Now we consider the second term of the last equation in (6.10). In virtue of
(6.11), we can obtain
∑
α,β∈S(−1)
((−1)(|α|+|β|)(1+|w2|)[w1, [z
∗
β, [z
∗
α, w2]]]⊗ zαzβ
− (−1)(|α|+|β|)(1+|w1|)+|w1||w2|[w2, [z
∗
β, [z
∗
α, w1]]]⊗ zαzβ)
=
∑
α,β∈S(−1)
((−1)(|α|+|β|)(1+|w2|)([[w1, z
∗
β], [z
∗
α, w2]]⊗ zαzβ
+ (−1)|β||w1|[z∗β , [w1, [z
∗
α, w2]]]⊗ zαzβ)
− (−1)(|α|+|β|)(1+|w1|)+|w1||w2|([[w2, z
∗
β], [z
∗
α, w1]]⊗ zαzβ
+ (−1)|β||w2|[z∗β , [w2, [z
∗
α, w1]]]⊗ zαzβ))
=
∑
α,β∈S(−1)
(−(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β ]]⊗ zβzα
+ (−1)|α|+|β|+|α||β|[[w1, [w2, z
∗
α]], z
∗
β ]⊗ zαzβ
− (−1)|α|+|β|+|α||β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β]]⊗ zαzβ
+ (−1)|α|+|β|+|α||β|+|α||w2|[[[w1, z
∗
α], w2], z
∗
β ]⊗ zαzβ)
=− 2
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β ]]⊗ zβzα
+
∑
α∈S(−1)
(−1)|α||w2|[[w1, zα], [w2, z
∗
α]]⊗ 1
+
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||β|([w1, w2], f)[e, [z
∗
α, z
∗
β]]⊗ zαzβ
+
∑
α,β∈S(−1)
(−1)|α|+|β|([w1, w2], f)[[e, z
∗
β], z
∗
α]⊗ zαzβ
=− 2
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β ]]⊗ zβzα
+
∑
α∈S(−1)
(−1)|α||w2|[[w1, zα], [w2, z
∗
α]]⊗ 1 +
s− r
2
([w1, w2], f)h⊗ 1
+
∑
α,β∈S(−1)
(−1)|α|+|β|([w1, w2], f)[[e, z
∗
β], z
∗
α]⊗ zαzβ .
(6.12)
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As
[w1, [w2, f ]]⊗ 1− (−1)
|w1||w2|[w2, [w1, f ]]⊗ 1
=[[w1, w2], f ]⊗ 1 = ([w1, w2], f)[e, f ]⊗ 1 = ([w1, w2], f)h⊗ 1,
combining this with (6.7), (6.10) and (6.12) we have
[Θw1,Θw2] =([w1, w2], f)(e⊗ 1 +
∑
α∈S(−1)
(−1)|α|[e, z∗α]⊗ zα
+
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗β ], z
∗
α]⊗ zαzβ)
−
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β]]⊗ zβzα
+
∑
α∈S(−1)
(−1)|α||w2|[w1, zα][w2, z
∗
α]⊗ 1 +
s− r
2
([w1, w2], f)h⊗ 1
+
r− s
2
[w1, [w2, f ]]⊗ 1− (−1)
|w1||w2|
r− s
2
[w2, [w1, f ]]⊗ 1
−
∑
α∈S(−1)
[w1, zα]⊗ z
∗
α[w2, f ]
+
∑
α∈S(−1)
(−1)|w1||w2|[w2, zα]⊗ z
∗
α[w1, f ]− 1⊗ [ϕw1, ϕw2]
=([w1, w2], f)(e⊗ 1 +
∑
α∈S(−1)
(−1)|α|[e, z∗α]⊗ zα
+
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗β ], z
∗
α]⊗ zαzβ)
−
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β]]⊗ zβzα
+
∑
α∈S(−1)
(−1)|α||w2|[w1, zα][w2, z
∗
α]⊗ 1−
∑
α∈S(−1)
[w1, zα]⊗ z
∗
α[w2, f ]
+
∑
α∈S(−1)
(−1)|w1||w2|[w2, zα]⊗ z
∗
α[w1, f ]− 1⊗ [ϕw1, ϕw2].
(6.13)
6.2.2. For all x ∈ ge(1), we have defined the Lie superalgebra endomorphism
♯ : g(0)→ g(0) in (5.8) by
[x, zα]
♯ = [x, zα]−
1
2
(h, [x, zα])h. (6.14)
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Moreover, we have
∑
α∈S(−1)
(h, [x, z∗α])zα =
∑
α∈S(−1)
(e, [f, [x, z∗α]])zα =
∑
α∈S(−1)
(−1)|α||x|〈z∗α, [x, f ]〉zα
=(−1)|x|[x, f ]
(6.15)
and
∑
α∈S(−1)
(h, [x, zα])z
∗
α = −
∑
α∈S(−1)
(−1)|α|(h, [x, z∗α])zα = −[x, f ]. (6.16)
As [w2, zα]
♯ ∈ ge(0), it follows from (6.5), (6.11) and (6.14) that
Θ[w2,zα]♯ =[w2, zα]
♯ ⊗ 1−
∑
β∈S(−1)
1
2
⊗ zβ [z
∗
β, [w2, zα]
♯]
=[w2, zα]⊗ 1−
1
2
(h, [w2, zα])h⊗ 1
−
∑
β∈S(−1)
1
2
⊗ zβ [z
∗
β, ([w2, zα]−
1
2
(h, [w2, zα])h)]
=[w2, zα]⊗ 1−
1
2
(h, [w2, zα])h⊗ 1
−
∑
β∈S(−1)
1
2
⊗ zβ [z
∗
β, [w2, zα]] +
1
4
∑
β∈S(−1)
(h, [w2, zα])⊗ zβz
∗
β
=[w2, zα]⊗ 1−
1
2
(h, [w2, zα])h⊗ 1
−
∑
β∈S(−1)
1
2
⊗ zβ [z
∗
β, [w2, zα]] +
r− s
8
(h, [w2, zα]).
(6.17)
The same discussion as in (6.17) shows that
Θ[z∗α,w1]♯ =[z
∗
α, w1]⊗ 1−
1
2
(h, [z∗α, w1])h⊗ 1−
∑
β∈S(−1)
1
2
⊗ zβ[z
∗
β , [z
∗
α, w1]]
+
r− s
8
(h, [z∗α, w1]).
(6.18)
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Taking (6.17) and (6.18) into account, we can deduce that∑
α∈S(−1)
Θ[w2,zα]♯Θ[z∗α,w1]♯
=
∑
α∈S(−1)
(([w2, zα]⊗ 1−
1
2
(h, [w2, zα])h⊗ 1−
1
2
∑
β∈S(−1)
1⊗ zβ[z
∗
β , [w2, zα]]
+
r− s
8
(h, [w2, zα]))([z
∗
α, w1]⊗ 1−
1
2
(h, [z∗α, w1])h⊗ 1
−
1
2
∑
β∈S(−1)
1⊗ zβ[z
∗
β , [z
∗
α, w1]] +
r− s
8
(h, [z∗α, w1])))
=
∑
α∈S(−1)
[w2, zα][z
∗
α, w1]⊗ 1−
1
2
∑
α∈S(−1)
(h, [z∗α, w1])[w2, zα]h⊗ 1
−
1
2
∑
α,β∈S(−1)
[w2, zα]⊗ zβ [z
∗
β, [z
∗
α, w1]] +
r− s
8
∑
α∈S(−1)
(h, [z∗α, w1])[w2, zα]⊗ 1
−
1
2
∑
α∈S(−1)
(h, [w2, zα])[z
∗
α, w1]h⊗ 1 +
1
4
∑
α∈S(−1)
(h, [w2, zα])(h, [z
∗
α, w1])h
2 ⊗ 1
+
1
4
∑
α,β∈S(−1)
(h, [w2, zα])h⊗ zβ[z
∗
β , [z
∗
α, w1]]
+
s− r
16
∑
α∈S(−1)
(h, [z∗α, w1])(h, [w2, zα])h⊗ 1
−
1
2
∑
α,β∈S(−1)
(−1)(|w1|+|α|)(|w2|+|α|)[z∗α, w1]⊗ zβ [z
∗
β, [w2, zα]]
+
1
4
∑
α,β∈S(−1)
(h, [z∗α, w1])h⊗ zβ[z
∗
β , [w2, zα]]
+
1
4
∑
α,β,γ∈S(−1)
(−1)(|w1|+|α|)(|w2|+|α|) ⊗ zβ[z
∗
β , [z
∗
α, w1]]zγ [z
∗
γ , [w2, zα]]
+
s− r
16
∑
α,β∈S(−1)
(h, [z∗α, w1])⊗ zβ[z
∗
β , [w2, zα]] +
r− s
8
∑
α∈S(−1)
(h, [w2, zα])[z
∗
α, w1]⊗ 1
+
s− r
16
∑
α∈S(−1)
(h, [w2, zα])(h, [z
∗
α, w1])h⊗ 1
+
s− r
16
∑
α,β∈S(−1)
(h, [w2, zα])⊗ zβ[z
∗
β , [z
∗
α, w1]]
+
(s− r)2
64
∑
α∈S(−1)
(h, [w2, zα])(h, [z
∗
α, w1]).
(6.19)
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Now we will deal with the terms in (6.19). First note that
∑
α∈S(−1)
[w2, zα][z
∗
α, w1]⊗ 1 = −
∑
α∈S(−1)
(−1)|α||w1|[w2, zα][w1, z
∗
α]⊗ 1
=
∑
α∈S(−1)
(−1)|α||w1|+|α|+(|w1|+|α|)(|w2|+|α|)(−[[w1, zα], [w2, z
∗
α]] + [w1, zα][w2, z
∗
α])⊗ 1
=−
∑
α∈S(−1)
(−1)|α||w2|+|w1||w2|[[w1, zα], [w2, z
∗
α]]⊗ 1
+
∑
α∈S(−1)
(−1)|α||w2|+|w1||w2|[w1, zα][w2, z
∗
α]⊗ 1.
(6.20)
Moreover, it follows from (6.11), (6.15) and (6.16) that
1
4
∑
α,β∈S(−1)
(h, [w2, zα])h⊗ zβ [z
∗
β , [z
∗
α, w1]] +
1
4
∑
α,β∈S(−1)
(h, [z∗α, w1])h⊗ zβ[z
∗
β , [w2, zα]]
=
1
4
∑
α,β∈S(−1)
h⊗ zβ [z
∗
β , [(h, [w2, zα])z
∗
α, w1]]
−
1
4
∑
α,β∈S(−1)
(−1)|α||w1|h⊗ zβ[z
∗
β , [w2, (h, [w1, z
∗
α])zα]]
=−
1
4
∑
α∈S(−1)
h⊗ zα[z
∗
α, [[w2, f ], w1]]−
1
4
∑
α∈S(−1)
h⊗ zα[z
∗
α, [w2, [w1, f ]]]
=
1
4
(−1)|w1||w2|
∑
α∈S(−1)
h⊗ zα[z
∗
α, [[w1, w2], f ]]
=
1
4
(−1)|w1||w2|([w1, w2], f)
∑
α∈S(−1)
h⊗ zα[z
∗
α, h]
=
1
4
(−1)|w1||w2|([w1, w2], f)
∑
α∈S(−1)
h⊗ zαz
∗
α =
r− s
8
(−1)|w1||w2|([w1, w2], f)h⊗ 1.
(6.21)
By the same discussion as in (6.21) we can obtain that
−
1
2
∑
α∈S(−1)
(h, [z∗α, w1])[w2, zα]h⊗ 1−
1
2
∑
α∈S(−1)
(h, [w2, zα])[z
∗
α, w1]h⊗ 1
=−
(−1)|w1||w2|
2
([w1, w2], f)h
2 ⊗ 1,
(6.22)
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r− s
8
∑
α∈S(−1)
(h, [z∗α, w1])[w2, zα]⊗ 1 +
r− s
8
∑
α∈S(−1)
(h, [w2, zα])[z
∗
α, w1]⊗ 1
=
r− s
8
(−1)|w1||w2|([w1, w2], f)h⊗ 1,
(6.23)
1
4
∑
α∈S(−1)
(h, [w2, zα])(h, [z
∗
α, w1])h
2 ⊗ 1 =
1
4
∑
α∈S(−1)
(h, [(h, [w2, zα])z
∗
α, w1])h
2 ⊗ 1
=
1
4
(−1)|w1||w2|([w1, w2], f)h
2 ⊗ 1,
(6.24)
s− r
16
(
∑
α∈S(−1)
(h, [z∗α, w1])(h, [w2, zα])h +
∑
α∈S(−1)
(h, [w2, zα])(h, [z
∗
α, w1])h)⊗ 1
=
s− r
8
(−1)|w1||w2|([w1, w2], f)h⊗ 1,
(6.25)
s− r
16
(
∑
α,β∈S(−1)
(h, [z∗α, w1])⊗ zβ[z
∗
β , [w2, zα]] +
∑
α,β∈S(−1)
(h, [w2, zα])⊗ zβ[z
∗
β , [z
∗
α, w1]])
=
s− r
16
∑
α∈S(−1)
(−1)|w1||w2|([w1, w2], f)⊗ zαz
∗
α = −
(s− r)2
32
(−1)|w1||w2|([w1, w2], f),
(6.26)
(s− r)2
64
∑
α∈S(−1)
(h, [w2, zα])(h, [z
∗
α, w1]) =
(s− r)2
64
(−1)|w1||w2|([w1, w2], f). (6.27)
On the other hand, it follows from the procedure of (6.10) that∑
α,β∈S(−1)
[w2, zα]⊗ zβ[z
∗
β , [z
∗
α, w1]]
=
∑
α,β∈S(−1)
[w2, zα]⊗ zβ[[z
∗
β , z
∗
α], w1] +
∑
α,β∈S(−1)
(−1)|α||β|[w2, zα]⊗ zβ [z
∗
α, [z
∗
β , w1]]
=−
∑
α∈S(−1)
(−1)|α|[w2, z
∗
α]⊗ zα[f, w1] + [w2, [w1, f ]]⊗ 1−
∑
α∈S(−1)
[w2, zα]⊗ z
∗
α[w1, f ]
+
∑
β,γ∈S(−1)
(−1)(|β|+|γ|)(1+|w1|)[w2, [z
∗
γ , [z
∗
β, w1]]]⊗ zβzγ
=− 2
∑
α∈S(−1)
[w2, zα]⊗ z
∗
α[w1, f ] + [w2, [w1, f ]]⊗ 1
+
∑
β,γ∈S(−1)
(−1)(|β|+|γ|)(1+|w1|)[w2, [z
∗
γ , [z
∗
β, w1]]]⊗ zβzγ .
(6.28)
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By the same discussion as in (6.28), one can conclude that
∑
α,β∈S(−1)
(−1)(|w1|+|α|)(|w2|+|α|)[z∗α, w1]⊗ zβ[z
∗
β , [w2, zα]]
=(−1)|w1||w2|
∑
α,β∈S(−1)
(−1)|α|[w1, z
∗
α]⊗ zβ [z
∗
β, [zα, w2]]
=− (−1)|w1||w2|
∑
α,β∈S(−1)
[w1, zα]⊗ zβ [z
∗
β, [z
∗
α, w2]]
=2
∑
α∈S(−1)
(−1)|w1||w2|[w1, zα]⊗ z
∗
α[w2, f ]− (−1)
|w1||w2|[w1, [w2, f ]]⊗ 1
−
∑
β,γ∈S(−1)
(−1)(|β|+|γ|)(1+|w2|)+|w1||w2|[w1, [z
∗
γ, [z
∗
β , w2]]]⊗ zβzγ .
(6.29)
Combining (6.28) with (6.29), it is immediate from (6.12) that
∑
α,β∈S(−1)
[w2, zα]⊗ zβ[z
∗
β , [z
∗
α, w1]]
+
∑
α,β∈S(−1)
(−1)(|w1|+|α|)(|w2|+|α|)[z∗α, w1]⊗ zβ[z
∗
β , [w2, zα]]
=− 2
∑
α∈S(−1)
[w2, zα]⊗ z
∗
α[w1, f ] + 2
∑
α∈S(−1)
(−1)|w1||w2|[w1, zα]⊗ z
∗
α[w2, f ]
− (−1)|w1||w2|([w1, w2], f)h⊗ 1−
s− r
2
(−1)|w1||w2|([w1, w2], f)h⊗ 1
+ 2
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|+|w1||w2|[[w1, z
∗
α], [w2, z
∗
β ]]⊗ zβzα
−
∑
α∈S(−1)
(−1)|α||w2|+|w1||w2|[[w1, zα], [w2, z
∗
α]]⊗ 1
− ([w1, w2], f)
∑
α,β∈S(−1)
(−1)|α|+|β|+|w1||w2|[[e, z∗β ], z
∗
α]⊗ zαzβ.
(6.30)
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Now we can deduce from (6.19)-(6.27) and (6.30) that
∑
α∈S(−1)
(−1)|w1||w2|Θ[w2,zα]♯Θ[z∗α,w1]♯
=
∑
α∈S(−1)
(−1)|α||w2|[w1, zα][w2, z
∗
α]⊗ 1−
1
2
∑
α∈S(−1)
(−1)|α||w2|[[w1, zα], [w2, z
∗
α]]⊗ 1
−
1
2
([w1, w2], f)h
2 ⊗ 1 +
r− s
8
([w1, w2], f)h⊗ 1 +
1
4
([w1, w2], f)h
2 ⊗ 1
+
r− s
8
([w1, w2], f)h⊗ 1 +
s− r
8
([w1, w2], f)h⊗ 1−
(s− r)2
32
([w1, w2], f)
+
(s− r)2
64
([w1, w2], f) +
∑
α∈S(−1)
(−1)|w1||w2|[w2, zα]⊗ z
∗
α[w1, f ]
−
∑
α∈S(−1)
[w1, zα]⊗ z
∗
α[w2, f ] +
1
2
([w1, w2], f)h⊗ 1 +
s− r
4
([w1, w2], f)h⊗ 1
−
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β]]⊗ zβzα
+
1
2
([w1, w2], f)
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗β], z
∗
α]⊗ zαzβ
+
1
4
∑
α,β,γ∈S(−1)
(−1)|α||w1|+|α||w2|+|α| ⊗ zβ [z
∗
β, [z
∗
α, w1]]zγ [z
∗
γ , [w2, zα]]
=
∑
α∈S(−1)
(−1)|α||w2|[w1, zα][w2, z
∗
α]⊗ 1−
1
2
∑
α∈S(−1)
(−1)|α||w2|[[w1, zα], [w2, z
∗
α]]⊗ 1
−
1
4
([w1, w2], f)h
2 ⊗ 1 +
s− r
8
([w1, w2], f)h⊗ 1−
(s− r)2
64
([w1, w2], f)
+
∑
α∈S(−1)
(−1)|w1||w2|[w2, zα]⊗ z
∗
α[w1, f ]−
∑
α∈S(−1)
[w1, zα]⊗ z
∗
α[w2, f ]
+
1
2
([w1, w2], f)h⊗ 1−
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β ]]⊗ zβzα
+
1
2
([w1, w2], f)
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗β], z
∗
α]⊗ zαzβ
+
1
4
∑
α,β,γ∈S(−1)
(−1)|α||w1|+|α||w2|+|α| ⊗ zβ [z
∗
β, [z
∗
α, w1]]zγ [z
∗
γ , [w2, zα]].
(6.31)
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Interchanging the roles of w1 and w2 in (6.31), we have∑
α∈S(−1)
Θ[w1,zα]♯Θ[z∗α,w2]♯
=
∑
α∈S(−1)
(−1)|α||w1|+|w1||w2|[w2, zα][w1, z
∗
α]⊗ 1
−
1
2
∑
α∈S(−1)
(−1)|α||w1|+|w1||w2|[[w2, zα], [w1, z
∗
α]]⊗ 1
−
1
4
(−1)|w1||w2|([w2, w1], f)h
2 ⊗ 1
+
s− r
8
(−1)|w1||w2|([w2, w1], f)h⊗ 1−
(s− r)2
64
(−1)|w1||w2|([w2, w1], f)
+
∑
α∈S(−1)
[w1, zα]⊗ z
∗
α[w2, f ]−
∑
α∈S(−1)
(−1)|w1||w2|[w2, zα]⊗ z
∗
α[w1, f ]
+
1
2
(−1)|w1||w2|([w2, w1], f)h⊗ 1
−
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w1|+|w1||w2|[[w2, z
∗
α], [w1, z
∗
β]]⊗ zβzα
+
1
2
(−1)|w1||w2|([w2, w1], f)
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗β], z
∗
α]⊗ zαzβ
+
1
4
∑
α,β,γ∈S(−1)
(−1)|α||w1|+|α||w2|+|α|+|w1||w2| ⊗ zβ [z
∗
β, [z
∗
α, w2]]zγ [z
∗
γ, [w1, zα]]
=−
∑
α∈S(−1)
(−1)|α||w2|[w1, zα][w2, z
∗
α]⊗ 1
−
1
2
∑
α∈S(−1)
(−1)|α||w2|[[w1, zα], [w2, z
∗
α]]⊗ 1 +
1
4
([w1, w2], f)h
2 ⊗ 1
−
s− r
8
([w1, w2], f)h⊗ 1 +
(s− r)2
64
([w1, w2], f) +
∑
α∈S(−1)
[w1, zα]⊗ z
∗
α[w2, f ]
−
∑
α∈S(−1)
(−1)|w1||w2|[w2, zα]⊗ z
∗
α[w1, f ]−
1
2
([w1, w2], f)h⊗ 1
+
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β]]⊗ zβzα
−
1
2
([w1, w2], f)
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗β ], z
∗
α]⊗ zαzβ
+
1
4
∑
α,β,γ∈S(−1)
(−1)(|α|+|w1|)(|α|+|w2|) ⊗ zβ[z
∗
β , [z
∗
α, w2]]zγ [z
∗
γ , [w1, zα]].
(6.32)
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In (6.32) we used the fact that
−
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w1|+|w1||w2|[[w2, z
∗
α], [w1, z
∗
β]]⊗ zβzα
=−
∑
α,β∈S(−1)
(−1)|α|+|β|+|β||w1|+|w1||w2|[[w2, z
∗
β], [w1, z
∗
α]]⊗ zαzβ
=
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β]]⊗ zβzα
+
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β]]⊗ [zα, zβ]
=
∑
α,β∈S(−1)
(−1)|α|+|β|+|α||w2|[[w1, z
∗
α], [w2, z
∗
β]]⊗ zβzα
−
∑
α∈S(−1)
(−1)|α||w2|[[w1, zα], [w2, z
∗
α]]⊗ 1.
(6.33)
We now combine (6.13) with (6.31) and (6.32) to deduce that
[Θw1,Θw2] +
1
2
∑
α∈S(−1)
Θ[w1,zα]♯Θ[z∗α,w2]♯ −
1
2
∑
α∈S(−1)
(−1)|w1||w2|Θ[w2,zα]♯Θ[z∗α,w1]♯
=([w1, w2], f)((e+
h2
4
− (
1
2
+
(s− r)
8
)h)⊗ 1 +
∑
α∈S(−1)
(−1)|α|[e, z∗α]⊗ zα
+
1
2
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗α], z
∗
β]⊗ zβzα)
+
1
8
∑
α,β,γ∈S(−1)
(−1)(|α|+|w1|)(|α|+|w2|) ⊗ zβ [z
∗
β, [z
∗
α, w2]]zγ [z
∗
γ , [w1, zα]]
−
1
8
∑
α,β,γ∈S(−1)
(−1)|α||w1|+|α||w2|+|α| ⊗ zβ[z
∗
β , [z
∗
α, w1]]zγ [z
∗
γ , [w2, zα]]
+
(s− r)2
64
([w1, w2], f)− 1⊗ [ϕw1, ϕw2].
(6.34)
6.2.3. Recall that in (5.11) we introduced C, which is the central element of
W ′χ, and showed that the element ΘCas =
∑
i∈I(−1)
|i|ΘaiΘbi commutes with all
operators Θv for v ∈ g
e(0) in Proposition 5.7, where {ai | i ∈ I} and {bi | i ∈ I}
are dual bases of ge(0) with respect to the restriction of the invariant form (·, ·) to
ge(0). Now we will calculate C −ΘCas in this part.
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Since [z∗β, bi], [z
∗
β , ai] ∈ g(−1) for any β ∈ S(−1) and i ∈ I, it is immediate from
(6.9) that
[z∗β , bi] =
∑
α∈S(−1)
[z∗α, [z
∗
β, bi]]zα =
∑
α∈S(−1)
(e, [z∗α, [z
∗
β , bi]])zα,
[z∗β, ai] =
∑
α∈S(−1)
[z∗α, [z
∗
β, ai]]zα =
∑
α∈S(−1)
(e, [z∗α, [z
∗
β, ai]])zα.
(6.35)
As the even bilinear form (·, ·) is invariant and Ch is orthogonal to g(0)♯ with
respect to (·, ·), it follows from (6.35) that
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗α], z
∗
β]
♯ ⊗ zβzα
=
∑
α,β∈S(−1),i∈I
(−1)|i|([[e, z∗α], z
∗
β]
♯, bi)ai ⊗ zβzα
=
∑
α,β∈S(−1),i∈I
(−1)|i|ai ⊗ zβ(e, [z
∗
α, [z
∗
β, bi]])zα
=
∑
β∈S(−1),i∈I
(−1)|i|ai ⊗ zβ[z
∗
β , bi].
(6.36)
Interchanging the roles of {ai} and {bi}, we can obtain
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗α], z
∗
β]
♯ ⊗ zβzα
=
∑
α,β∈S(−1),i∈I
(−1)|i|(ai, [[e, z
∗
α], z
∗
β ]
♯)bi ⊗ zβzα
=
∑
α,β∈S(−1),i∈I
(−1)|i|(ai, [[e, z
∗
α], z
∗
β ])bi ⊗ zβzα
=
∑
α,β∈S(−1),i∈I
bi ⊗ zβ(e, [z
∗
α, [z
∗
β, ai]])zα
=
∑
β∈S(−1),i∈I
bi ⊗ zβ[z
∗
β , ai],
(6.37)
where the third equation comes from the supersymmetry of the invariant bilinear
form (·, ·).
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On the other hand, it can be observed that
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗α], z
∗
β]
♯ ⊗ zβzα
=
∑
α,β∈S(−1)
(−1)|α|+|β|([[e, z∗α], z
∗
β]⊗ zβzα −
1
2
(h, [[e, z∗α], z
∗
β])h⊗ zβzα)
=
∑
α,β∈S(−1)
(−1)|α|+|β|([[e, z∗α], z
∗
β]⊗ zβzα −
1
2
(−1)|α||β|([[h, z∗β], z
∗
α], e)h⊗ zβzα)
=
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗α], z
∗
β]⊗ zβzα +
1
2
∑
α,β∈S(−1)
(−1)|α|+|β|([[h, z∗β], zα], e)h⊗ zβz
∗
α
=
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗α], z
∗
β]⊗ zβzα +
(s− r)
4
h⊗ 1,
(6.38)
where the last equation in (6.38) follows from (6.11) and the fact that
∑
α,β∈S(−1)
(−1)|α|+|β|([[h, z∗β], zα], e)h⊗ zβz
∗
α
=−
∑
α,β∈S(−1)
(−1)|α|+|β|([z∗β, zα], e)h⊗ zβz
∗
α
=−
∑
α∈S(−1)
h⊗ zαz
∗
α =
(s− r)
2
h⊗ 1.
As a result, it follows from (6.36), (6.37) and (6.38) that
∑
β∈S(−1),i∈I
((−1)|i|ai ⊗ zβ [z
∗
β, bi] + bi ⊗ zβ [z
∗
β , ai])
= 2
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗α], z
∗
β]⊗ zβzα +
(s− r)
2
h⊗ 1.
(6.39)
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As Ch is orthogonal to g(0)♯ with respect to (·, ·), (6.35) yields
∑
α,β∈S(−1),i∈I
1⊗ zα[z
∗
α, bi]zβ [z
∗
β, ai]
=
∑
α,β,γ,δ∈S(−1),i∈I
1⊗ zα(e, [z
∗
γ , [z
∗
α, bi]])zγzβ(e, [z
∗
δ , [z
∗
β, ai]])zδ
=
∑
α,β,γ,δ∈S(−1),i∈I
([[e, z∗δ ], z
∗
β ], ai)([[e, z
∗
γ ], z
∗
α], bi)⊗ zαzγzβzδ
=
∑
α,β,γ,δ∈S(−1),i∈I
([[e, z∗δ ], z
∗
β ]
♯, ai)([[e, z
∗
γ ], z
∗
α]
♯, bi)⊗ zαzγzβzδ
=
∑
α,β,γ,δ∈S(−1),i∈I
([[e, z∗δ ], z
∗
β ]
♯, ([[e, z∗γ ], z
∗
α]
♯, bi)ai)⊗ zαzγzβzδ
=
∑
α,β,γ,δ∈S(−1)
([[e, z∗δ ], z
∗
β]
♯, [[e, z∗γ], z
∗
α]
♯)⊗ zαzγzβzδ.
(6.40)
Since ai and bi are in g
e(0) for all i ∈ I, we can conclude from (6.5), (6.39) and
(6.40) that
ΘCas =
∑
i∈I
(−1)|i|ΘaiΘbi
=
∑
i∈I
(−1)|i|(ai ⊗ 1−
1
2
⊗
∑
α∈S(−1)
zα[z
∗
α, ai])(bi ⊗ 1−
1
2
⊗
∑
α∈S(−1)
zα[z
∗
α, bi])
=
∑
i∈I
(−1)|i|aibi ⊗ 1−
1
2
∑
α∈S(−1),i∈I
((−1)|i|ai ⊗ zα[z
∗
α, bi] + bi ⊗ zα[z
∗
α, ai])
+
1
4
∑
α,β∈S(−1),i∈I
zα[z
∗
α, bi]zβ[z
∗
β , ai]
=
∑
i∈I
(−1)|i|aibi ⊗ 1−
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗α], z
∗
β]⊗ zβzα −
(s− r)
4
h⊗ 1
+
1
4
∑
α,β,γ,δ∈S(−1)
([[e, z∗δ ], z
∗
β]
♯, [[e, z∗γ ], z
∗
α]
♯)⊗ zαzγzβzδ.
(6.41)
Recall that in (6.5) we introduced a central element of W ′χ:
C =2e⊗ 1 +
h2
2
⊗ 1− (1 +
s− r
2
)h⊗ 1 +
∑
i∈I
(−1)|i|aibi ⊗ 1
+ 2
∑
α∈S(−1)
(−1)|α|[e, z∗α]⊗ zα.
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In view of (6.41) we have
C −ΘCas =(2e+
h2
2
− (1 +
(s− r)
4
)h)⊗ 1 + 2
∑
α∈S(−1)
(−1)|α|[e, z∗α]⊗ zα
+
∑
α,β∈S(−1)
(−1)|α|+|β|[[e, z∗α], z
∗
β]⊗ zβzα
−
1
4
∑
α,β,γ,δ∈S(−1)
([[e, z∗δ ], z
∗
β]
♯, [[e, z∗γ ], z
∗
α]
♯)⊗ zαzγzβzδ.
(6.42)
We finally combine (6.34) and (6.42) to deduce that
[Θw1,Θw2] +
1
2
∑
α∈S(−1)
Θ[w1,zα]♯Θ[z∗α,w2]♯ −
1
2
∑
α∈S(−1)
(−1)|w1||w2|Θ[w2,zα]♯Θ[z∗α,w1]♯
−
1
2
([w1, w2], f)(C −ΘCas)
=
1
8
∑
α,β,γ∈S(−1)
(−1)(|α|+|w1|)(|α|+|w2|) ⊗ zβ [z
∗
β, [z
∗
α, w2]]zγ [z
∗
γ, [w1, zα]]
−
1
8
∑
α,β,γ∈S(−1)
(−1)|α||w1|+|α||w2|+|α| ⊗ zβ[z
∗
β , [z
∗
α, w1]]zγ [z
∗
γ , [w2, zα]]
+
1
8
([w1, w2], f)
∑
α,β,γ,δ∈S(−1)
([[e, z∗δ ], z
∗
γ]
♯, [[e, z∗β], z
∗
α]
♯)⊗ zαzβzγzδ
+
(s− r)2
64
([w1, w2], f)− 1⊗ [ϕw1, ϕw2],
(6.43)
where ϕw1 and ϕw2 are defined as in (6.2), taking w1 and w2 in place of w, respec-
tively.
By a direct but rather lengthy calculation, we can obtain that the right hand of
(6.43) equals
−
1
24
∑
α,β∈S(−1)
(−1)|α||w1|+|β||w1|+|α||β| ⊗ [[zβ , [zα, w1]], [z
∗
β , [z
∗
α, w2]]]
+
3(s− r) + 4
24
([w1, w2], f).
(6.44)
As (6.44) is computed by brute force, the completely elementary yet tedious proof
will be omitted.
6.3. Now we are in a position to give the proof of Proposition 5.8. The arguments
will be divided into two steps, according to whether or not g = sl(2|2)/CI.
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(Step 1) Set
B(w1, w2) :=[Θw1,Θw2]−
1
2
([w1, w2], f)(C −ΘCas) +
1
2
∑
α∈S(−1)
Θ[w1,zα]♯Θ[z∗α,w2]♯
−
1
2
∑
α∈S(−1)
(−1)|w1||w2|Θ[w2,zα]♯Θ[z∗α,w1]♯,
(6.45)
which is an element inW ′χ. Moreover, the discussion in (6.43) shows thatB(w1, w2) =
1 ⊗ b(w1, w2) for some b(w1, w2) ∈ Ae. In conjunction with Lemma 3.6 this shows
that b(w1, w2) ∈ C for all w1, w2 ∈ g
e(1). Then
b : ge(1)× ge(1) → C
(w1, w2) 7→ b(w1, w2)
is a bilinear form on ge(1). Moreover, it is immediate from (6.43) and (6.44) that
this bilinear form is even, i.e., b(w1, w2) = 0 if w1 and w2 have different parities.
In the following discussion we will show that this bilinear form is invariant under
the adjoint action of ge(0)0¯, i.e., for any v ∈ g
e(0)0¯, we will prove
b([w1, v], w2)− b(w1, [v, w2]) = 0. (6.46)
First note that
b([w1, v], w2)− b(w1, [v, w2])
=[Θ[w1,v],Θw2]− [Θw1,Θ[v,w2]]−
1
2
([[w1, v], w2], f)(C −ΘCas)
+
1
2
([w1, [v, w2]], f)(C −ΘCas) +
1
2
∑
α∈S(−1)
Θ[[w1,v],zα]♯Θ[z∗α,w2]♯
−
1
2
∑
α∈S(−1)
Θ[w1,zα]♯Θ[z∗α,[v,w2]]♯ −
1
2
∑
α∈S(−1)
(−1)|w1||w2|Θ[w2,zα]♯Θ[z∗α,[w1,v]]♯
+
1
2
∑
α∈S(−1)
(−1)|w1||w2|Θ[[v,w2],zα]♯Θ[z∗α,w1]♯ .
(6.47)
In virtue of Proposition 5.5, we have
[Θ[w1,v],Θw2]− [Θw1,Θ[v,w2]] =[[Θw1,Θv],Θw2 ]− [Θw1 , [Θv,Θw2]]
=[[Θw1,Θw2],Θv].
(6.48)
Moveover, it is immediate from v ∈ ge that
−([[w1, v], w2], f) + ([w1, [v, w2]], f) =− ([[w1, w2], v], f)
=− ([w1, w2], f)([e, v], f) = 0.
(6.49)
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For the remaining terms in (6.47), first note that∑
α∈S(−1)
Θ[[w1,v],zα]♯Θ[z∗α,w2]♯ −
∑
α∈S(−1)
Θ[w1,zα]♯Θ[z∗α,[v,w2]]♯
=
∑
α∈S(−1)
Θ[[w1,zα],v]♯Θ[z∗α,w2]♯ +
∑
α∈S(−1)
Θ[w1,[v,zα]]♯Θ[z∗α,w2]♯
−
∑
α∈S(−1)
Θ[w1,zα]♯Θ[[z∗α,v],w2]♯ −
∑
α∈S(−1)
Θ[w1,zα]♯Θ[v,[z∗α,w2]]♯.
(6.50)
For any α ∈ S(−1), it is worth noting that both [v, zα] and [z
∗
α, v] are in g(−1),
then we have
[v, zα] =
∑
β∈S(−1)
〈z∗β, [v, zα]〉zβ , [z
∗
α, v] = −
∑
β∈S(−1)
(−1)|β|〈zβ , [z
∗
α, v]〉z
∗
β. (6.51)
We claim that the bilinear form 〈·, ·〉 is ge(0)0¯-invariant. In fact, for any v ∈ g
e(0)0¯
and α, β ∈ S(−1), we have
〈[zα, v], zβ〉 =(e, [[zα, v], zβ]) = (e, [zα, [v, zβ]]) + (e, [[zα, zβ], v])
=(e, [zα, [v, zβ]])− (e, [v, [zα, zβ]])
=(e, [zα, [v, zβ]])− ([e, v], [zα, zβ ])
=(e, [zα, [v, zβ]]) = 〈zα, [v, zβ]〉.
(6.52)
Taking (6.51) and (6.52) into account, one can conclude that∑
α∈S(−1)
Θ[w1,[v,zα]]♯Θ[z∗α,w2]♯ −
∑
α∈S(−1)
Θ[w1,zα]♯Θ[[z∗α,v],w2]♯
=
∑
α,β∈S(−1)
〈z∗β, [v, zα]〉Θ[w1,zβ ]♯Θ[z∗α,w2]♯ +
∑
α,β∈S(−1)
(−1)|β|〈zβ, [z
∗
α, v]〉Θ[w1,zα]♯Θ[z∗β,w2]♯
=
∑
α,β∈S(−1)
〈z∗α, [v, zβ]〉Θ[w1,zα]♯Θ[z∗β,w2]♯ −
∑
α,β∈S(−1)
〈[z∗α, v], zβ〉Θ[w1,zα]♯Θ[z∗β,w2]♯
=
∑
α,β∈S(−1)
〈z∗α, [v, zβ]〉Θ[w1,zα]♯Θ[z∗β,w2]♯ −
∑
α,β∈S(−1)
〈z∗α, [v, zβ]〉Θ[w1,zα]♯Θ[z∗β,w2]♯
=0.
(6.53)
For any w ∈ ge(1) and α ∈ S(−1), it follows from the definition of ♯ in §5.2.1
that [w, zα]
♯ ∈ ge(0), then we have
[[w, zα]
♯, v]♯ =[[w, zα]
♯, v]−
1
2
(h, [[w, zα]
♯, v])h
=[[w, zα]
♯, v]−
1
2
([h, [w, zα]], v)h
=[[w, zα]
♯, v].
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As v ∈ ge(0)0¯, and Ch is orthogonal to g
e(0) with respect to (·, ·), then
[[w, zα], v]
♯ = [([w, zα]−
1
2
(h, [w, zα])h), v]
♯ = [[w, zα]
♯, v]♯ = [[w, zα]
♯, v].
By the same discussion we have [v, [z∗α, w2]]
♯ = [v, [z∗α, w2]
♯]. In view of Proposition
5.2 this yields∑
α∈S(−1)
Θ[[w1,zα],v]♯Θ[z∗α,w2]♯ −
∑
α∈S(−1)
Θ[w1,zα]♯Θ[v,[z∗α,w2]]♯
=
∑
α∈S(−1)
Θ[[w1,zα]♯,v]Θ[z∗α,w2]♯ −
∑
α∈S(−1)
Θ[w1,zα]♯Θ[v,[z∗α,w2]♯]
=
∑
α∈S(−1)
[Θ[w1,zα]♯ ,Θv]Θ[z∗α,w2]♯ −
∑
α∈S(−1)
Θ[w1,zα]♯[Θv,Θ[z∗α,w2]♯]
=
∑
α∈S(−1)
[Θ[w1,zα]♯Θ[z∗α,w2]♯,Θv].
(6.54)
Combining (6.50) with (6.53) and (6.54), we obtain∑
α∈S(−1)
Θ[[w1,v],zα]♯Θ[z∗α,w2]♯−
∑
α∈S(−1)
Θ[w1,zα]♯Θ[z∗α,[v,w2]]♯ =
∑
α∈S(−1)
[Θ[w1,zα]♯Θ[z∗α,w2]♯,Θv].
(6.55)
Interchanging the roles of w1 and w2 in (6.55), we have∑
α∈S(−1)
(−1)|w1||w2|Θ[[v,w2],zα]♯Θ[z∗α,w1]♯ −
∑
α∈S(−1)
(−1)|w1||w2|Θ[w2,zα]♯Θ[z∗α,[w1,v]]♯
=− (−1)|w1||w2|
∑
α∈S(−1)
[Θ[w2,zα]♯Θ[z∗α,w1]♯,Θv].
(6.56)
Moreover, it is worth noting that [C − ΘCas,Θv] = 0 by Proposition 5.7. As an
immediate consequence of (6.47), (6.48), (6.49), (6.55) and (6.56), we have
b([w1, v], w2)− b(w1, [v, w2])
=[[Θw1 ,Θw2],Θv] +
1
2
∑
α∈S(−1)
[Θ[w1,zα]♯Θ[z∗α,w2]♯,Θv]
−
1
2
∑
α∈S(−1)
(−1)|w1||w2|[Θ[w2,zα]♯Θ[z∗α,w1]♯,Θv]
=[([Θw1 ,Θw2]−
1
2
([w1, w2], f)(C −ΘCas) +
1
2
∑
α∈S(−1)
Θ[w1,zα]♯Θ[z∗α,w2]♯
−
1
2
∑
α∈S(−1)
(−1)|w1||w2|Θ[w2,zα]♯Θ[z∗α,w1]♯),Θv]
=[1⊗ b(w1, w2),Θv] = 0,
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where the last equation comes from the fact that b(w1, w2) ∈ C. We complete the
proof of (6.46).
On the other hand, Kac-Roan-Wakimoto gave a description of the g(0)♯-module
g(1) in [11, Proposition 4.1] (see also [12, Table 1-Table 3]), which showed that
except the case with g = sl(2|2)/CI (where I denotes the unitary matrix), either
ge(1) is an irreducible g(0)♯-module, or ge(1) ∼= M ⊕M∗ with M and M∗ being
irreducible g(0)♯-modules such that M ≇ M∗ (note that the grading on g applied
there was under the action of ad h
2
, thus g 1
2
there is just g(1) in our case). If just
consider the even part of g(0)♯, one can readily conclude from [12, Table 1-Table 3]
that g(0)♯
0¯
-module g(1) has the same property as described above, except the case
sl(2|2)/CI.
Since g(0)♯0¯ = g
e(0)0¯ and g(1) = g
e(1) in this situation, from all the discussion
above one can conclude that b = c0([·, ·], f) for some c0 ∈ C except g = sl(2|2)/CI.
(Step 2) Now we turn to the case when g = sl(2|2)/CI. In this case, it follows
from [12, Table 2] that the ge(0)0¯-module g
e(1) is isomorphic to sl2-module C
2⊕C2,
thus the discussion in the end of (Step 1) can not be applied. So we need to calculate
the value of (6.44) with w1, w2 ∈ g
e(1).
Recall that sl(2|2) ⊆ gl(2|2) consists of 4×4 matrices in the following (2|2)-block
form (
A B
C D
)
,
where A,B,C,D are all 2× 2 matrices, and trA− trD = 0. Then g is a quotient
of sl(2|2) by the scalars of unitary matrix I. Denote by ei¯j¯ , ei¯j, eij¯ , eij ∈ gl(2|2) the
matrix with 1 in ij-entry of A,B,C,D respectively, and 0 other entries. It is a
direct consequence from PBW theorem that g has a basis
h = e1¯1¯ − e2¯2¯, H1 = e2¯2¯ + e11, H2 = e11 − e22,
e1¯2¯, e2¯1¯, e1¯1, e11¯, e1¯2, e12¯, e2¯1, e21¯, e2¯2, e22¯, e12, e21.
Consider the sl2-triple (e, h, f) with e = e1¯2¯, h = e1¯1¯ − e2¯2¯, f = e2¯1¯. It is obvious
that e is a minimal nilpotent element in g. Set str(·, ·) to be the nondegenerate
supersymmetric invariant bilinear form on g, then we have (e, f) = 1
2
(h, h) = 1.
Let g(i) = {x ∈ g | [h, x] = ix}, then g =
⊕
i∈Z g(i). It can be observed that
h,H1, H2, e12, e21 ∈ g(0)0¯,
e1¯1, e1¯2, e12¯, e22¯ ∈ g(1)1¯, e1¯2¯ ∈ g(2),
e2¯1, e2¯2, e11¯, e21¯ ∈ g(−1)1¯, e2¯1¯ ∈ g(−2).
As
h+ 2H1, H2, e12, e21, e1¯2¯, e1¯1, e1¯2, e12¯, e22¯
constitute a basis of ge, by Proposition 5.2 and Proposition 5.5 we can choose
h+ 2H1, e12, e21 ∈ g(0)0¯, e1¯1, e12¯ ∈ g(1)1¯
as the generators of ge. Note that
1⊗ e22¯1 =
1
2
⊗ [e2¯1, e2¯1] = 0,
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and by the same discussion we have
1⊗ e22¯2 = 1⊗ e
2
11¯ = 1⊗ e
2
21¯ = 0.
Moreover, e2¯1 and e2¯2 are dual bases of e11¯ and e21¯ with respect to (e, [·, ·]).
Let w1, w2 be any of e1¯1 and e12¯. By case-by-case calculations one can obtain
that ∑
α,β∈S(−1)
(−1)|α||w1|+|β||w1|+|α||β|[[zβ , [zα, w1]], [z
∗
β , [z
∗
α, w2]]] = 4([w1, w2], f).
Taking s = 0, r = 4 into account, it is immediate from (6.43) and (6.44) that
[Θw1 ,Θw2] =
1
2
([w1, w2], f)(C −ΘCas − 1)−
1
2
∑
α∈S(−1)
(Θ[w1,zα]♯Θ[z∗α,w2]♯
− (−1)|w1||w2|Θ[w2,zα]♯Θ[z∗α,w1]♯).
Thus c0 = 1 in this case.
Summing up both results in Steps (1) and (2), and also (6.43), (6.44), we com-
plete the proof of Proposition 5.8.
Remark 6.2. For the Lie algebra version of Proposition 5.8, Premet made a crucial
use of the machinery of associated varieties and Joseph ideal for Lie algebras,
by which Premet calculated the exact values of c0 for each type of simple Lie
algebras, respectively. Unfortunately, we are in lack of such a powerful tool for
Lie superalgebras. On the other hand, it is still a hard work to compute the exact
values of c0 in Proposition 5.8 with (6.44). Since our finial result in Theorem 1.4
does not have much to do with the exact values of c0, we give up the calculation
of c0 in the present paper.
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