Abstract-Functional magnetic resonance imaging (fMRI) is one of the most promising noninvasive techniques for early Alzheimer's disease (AD) diagnosis. In this paper, we explore the application of different machine learning techniques to the classification of fMRI data for this purpose. The functional images were first preprocessed using the statistical parametric mapping toolbox to output individual maps of statistically activated voxels. A fast filter was applied afterwards to select voxels commonly activated across demented and nondemented groups. Four feature ranking selection techniques were embedded into a wrapper scheme using an inner-outer loop for the selection of relevant voxels. The wrapper approach was guided by the performance of six pattern recognition models, three of which were ensemble classifiers based on stochastic searches. Final classification performance was assessed from the nested internal and external cross-validation loops taking several voxel sets ordered by importance. Numerical performance was evaluated using statistical tests, and the best combination of voxel selection and classification reached a 97.14% average accuracy. Results repeatedly pointed out Brodmann regions with distinct activation patterns between demented and nondemented profiles, indicating that the machine learning analysis described is a powerful method to detect differences in several brain regions between both groups.
I. INTRODUCTION
A LZHEIMER'S disease (AD) is a neurodegenerative disorder that affects brain regions related to cognitive functions such as memory, attention, language, and problem solving. Being the most common form of dementia, AD is suffered by 10% of people aged over 65 years and nearly 50% of the population aged over 85. Worldwide, nearly 44 million people have Alzheimer's or a related dementia (as estimated by Alzheimer's Disease International [1] In this paper, we explore the application of different supervised classification paradigms to the study of functional magnetic resonance imaging (fMRI) data produced by a clinical study of AD patients and healthy controls [2] . This data have the potential to construct prediction systems for decoding intentions or perceptual states, as well as aiding tools to discriminate healthy from potentially affected subjects. The literature on automatic classification systems based on fMRI is depth and breadth. From deception detection using fMRI feature selection [3] to emotional analysis of synesthetes [4] , the apparently endless list of neurological applications of this technology is growing all the time [5] . Regarding AD in particular, MRIbased automatic classification of scans in AD [6] or advances in the diagnosis of AD patients using fMRI-derived features [7] have been proposed.
We here propose the direct use of fMRI voxel profiles of elderly brains to tackle the automatic pattern analysis of AD and healthy individuals. Hence, this research aims at two key objectives. First, a spatial localization aims to address brain regions of interest when comparing AD and control activation profiles. Secondly, a pattern discrimination utility, i.e., use of the differentially activated voxels from the detected regions of interest to induce a support-decision system able to discriminate AD from control subjects. In terms of data analysis, the challenge focuses on the dimensionality problem and how feature subset selection is helpful for dealing with the well-known problem of the curse of dimensionality [8] . To overcome it, we propose the joint combination of four different voxel selection techniques with six pattern recognition algorithms, giving prominence to ensemble approaches. These ensemble methods are based on random searches, which help combat fMRI data instability and the overfitting of classical models when redundant or noisy features are present. As we consider classifier prediction performance as an indicator of informative voxel subsets, it is advisable to use different selection methods. Results from the pattern discrimination stage include lists of relevant voxels and their performance assessment estimated by means of fair techniques, such as inner-outer loop error estimation. The spatial localization of the most relevant subsets is discussed in terms of the degree of affection of the brain areas to which those voxels belong. This paper is organized as follows. Section II presents the data, voxel selectors, and classification models. Both quantitative and qualitative results are reported throughout Section III with spatial plots of the most relevant selected voxels. Section IV discusses the estimated classification performances, as well as the neurological significance of the identified voxels. Finally, Section V summarizes conclusions and future work strands.
II. MATERIALS AND METHODS

A. Data Preprocessing
The chosen dataset is sourced from the fMRI Data Center maintained at Dartmouth College (Hanover, NH, USA) and it is composed of both structural and functional scans from 41 righthanded English-speaking individuals. Although the cohort includes three different experimental groups, only elderly groups were included to avoid bias in the results due to age differences. The first group, labeled as Group ND, consisted of fourteen nondemented elderly subjects (five males) recruited from the registry of the Washington University Alzheimer's Disease Research Center (ADRC). The ages ranged from 66 to 89 years old (mean age 74.9). The second group, labeled as Group D, consisted of 13 subjects (six males) between 68 and 83 years old (mean age 77.2) with very mild (eight subjects) to mild dementia (five subjects) of the Alzheimer's type (DAT). Participants of Group D were also recruited from the Washington University ADRC. Aged subjects were clinically assessed using the Clinical Dementia Rating (CDR) index, where a CDR value of 0 is equivalent to no dementia, whereas CDR values of 0.5 and 1 prescribe very mild and mild DAT, respectively. For further details on the inclusion criteria, see [2] . Raw data were deposited in the National fMRI Data Center (http://www.fmridc.org) under accession number 2-2000-1118w. Alternately, data are available upon request (14-GB zipped file).
Functional images were acquired on a Siemens 1.5-T Vision System with an asymmetric spin-echo sequence sensitive to BOLD-contrast using the following parameters: volume TR = 2.68 s; 3.75 × 3.75 mm in-plane resolution; T2* evolution time = 50 ms; alpha = 90
• . White brain imaging was performed using 16 contiguous 8-mm thick axial oblique slices (acquired parallel to the plane of anterior-posterior commisures).
Scans were produced following a classical visual-motor paradigm test. The basic task paradigm consisted of the presentation of a 1.5-s duration visual stimulus. Scanning sessions, hereafter referred to as runs, were structured such that one of two kinds of trial condition was presented for each eight-image acquisition (21.44 s). Participants pressed a key with their right index fingers upon stimulus onset. Functional scans were organized in four runs. Each run included 128 images and lasted approximately 5.5 min. A 2-min delay was introduced between runs, during which subjects were permitted to rest. Six images were discarded due to image instability. fMRI data were first preprocessed to remove several sources of noise and artifacts using known procedures from [9] : 1) all functional image runs were normalized to a wholebrain global signal intensity of 1000 using a single scaling factor per run and slice timing correction was applied to correct the differences in time acquisition between slices; 2) motion correction using a rigid-body rotation and translation correction were then applied within each functional run and between functional runs within each subject, respectively; 3) all image volumes were spatially normalized to conform to the Montreal Neurological Institute (MNI) atlas [10] and smoothed using a Gaussian kernel of 6 mm 3 .
For each of the runs, the statistical map of voxel activations was computed using the SPM software [9] . These maps assume that the voxels are distributed according to a known probability Student's t distribution, and they are commonly referred to as t-maps [11] . To create the supervised classification data matrix, each of the four t-maps per subject were vectorized in a single dimension array. To avoid false positive activations, only voxels whose activation levels were detected in at least 20% of the images simultaneously for each phenotype were retained. The final classification matrix included 107 data instances with 4 132 voxels as features. For full detail, see Section III.
B. Machine Learning Methods
1) Pattern Recognition Models:
The automatic label assignment of a new sample based on the knowledge provided by a cohort of similar and dissimilar samples is broadly known as pattern recognition. The variable that maps the separation between already known samples is called the supervised variable or class variable. Analyses entailing phenotypic distinction between control and disease samples are broadly known as supervised classification problems.
Formally, a classification dataset D is comprised of a set of N observations (samples or instances), each of which is described by n + 1 random variables (features). The first n variables, X 1 , X 2 , ..., X n , are known as predictive variables, and the variable in the n + 1 position is the class variable C. Therefore, a classifier can be seen as a function that assigns labels to observations
n is the observation and {1, 2, . . . , m} is the range of possible values for the class variable C.
In this research, six different pattern recognition models were chosen to tackle the classification task. The first three are regular classification inducers known to work well within fMRI analyses [12] . The other three are metaclassifier schemes-also known as ensembles-based on stochastic searches especially fitted to the sparse nature of fMRI data. There follows a brief summary of each paradigm including details regarding their mathematical groundwork.
a) Support Vector Machines (SVMs):
SVMs have a long history as the most popular classifier for both classification and feature selection in fMRI data analysis. SVMs with linear kernels use a hyperplane as the classification boundary between two classes. This is constructed in such a way that the hyperplane is furthest away from the nearest points of opposite classes. This maximizes the margin of the classifier, which translates into a better generalization performance. The ability of an SVM to project data to higher dimensions in the search of linear separability makes them especially suitable for large sized feature spaces. Specifically, sequential minimal optimization (SMO) [13] and LibLinear (large-scale linear support vector regression [14] ) algorithms were compared.
b) Naïve Bayes (NB): NB is based on and optimal for the assumption of conditional independence between the predictor variables given the class [15] . Although this assumption does not hold in this context, we included this model because it has yielded acceptable results in other fMRI studies [12] . The model parameters are estimated with a factorization based on the normal distribution assumption for each predictive variable.
c) Random Forests (RFs):
RFs is the first of the three ensembles that we have used. RF [16] is a version of bagging where the baseline classifier is a modified decision tree, termed random tree. The difference is in the classifier training: A decision tree is a deterministic classifier, whereas a random tree is not. Hence, substantially different trees can be constructed from identical training data. We considered forests of ten random trees of unlimited depth.
d) Random Subspace (RS):
RS is another ensemble method that is composed of several individual classification models [17] . This paradigm works with any model type, and we chose to use SMO because it yielded competitive performance accuracies in preliminary tests. In addition, each classifier in the ensemble is trained on a random subset of features. The subsets can be intersecting or disjoint, and the outputs are aggregated by majority vote. The feature space was divided into ten subspaces due to data limitations.
e) Random Linear Oracle (RLO): RLO also makes use of an SMO as the baseline model in the ensemble [18] . The ensemble part of the oracle is that the training data are randomly divided into two parts by a hyperplane, and separate SMO classifiers are induced for each part. Each ensemble member is itself a miniensemble with two classifiers. A new instance for classification is labeled taking into account the output of the classifier assigned to the space region to which the new instance belongs. Outputs are again aggregated by majority vote decision.
2) Voxel Subset Selection (VSS):
The law of parsimony states that mathematical models with the smallest number of parameters are preferable, as each parameter introduced into the model adds some uncertainty. In this respect, it has already been proven that the classification accuracy of supervised classification algorithms is not monotonic with respect to the addition of features [19] . The predictive accuracy of such models could be lessened by irrelevant or redundant features.
Therefore, one of the main goals of our analysis was to find subsets of relevant voxels for the induction of classifiers able to help distinguish AD from control cases. This problem is usually known as feature subset selection, and here, we will refer to it as VSS. VSS is basically a search problem: each state in the search space corresponds to a different configuration for the subset X ⊂ X, and each configuration has an associated objective function value. This objective function measures the goodness of the configuration, e.g., classification performance. Exhaustive evaluation of all possible subsets is unfeasible when there are more than a few dozen voxels [20] . Instead, we opted to measure the goodness or relevance of each individual voxel based on a univariate relevance metric. These univariate metrics output a coefficient that quantifies how relevant a voxel is to the problem.
Each voxel coefficient can be seen as a mark or merit, and they can then all be ordered in a relevance ranking. In this way, a ranking of voxels is computed according to a particular relevance metric. Four different metrics/algorithms were used to compute each relevant ranking. We chose six cutoffs, namely 10, 25, 50, 100, 500, and 1000 voxels, respectively, in order to limit the number of voxels per ranking, while exploring different cardinalities. There follows a brief description of each method. a) Random Feature Elimination (RFE): RFE is a wrapper feature selection method based on the weights assigned to each feature during SVM induction [21] . It recursively trains SVMs removing the worst-ranked features in each step, finally obtaining a feature ranking. b) ReliefF: ReliefF is a filter feature selection method which uses distance heuristics to search for the best subset of features [22] . A key idea of the ReliefF algorithm is to estimate the goodness of a feature according to how well its values distinguish between similar cases that belong to different classes.
c) Activation Sum: It ranks the voxels according to their activation level across all dataset samples. It can be classified as a univariate filter approach [23] .
d) Activation Per Class: Similar to the previous method, it ranks voxels individually for each class also using their associated level of activation [12] . In this case, the output voxel ranking is formed by merging all the intermediate class rankings.
3) Performance Assessment: Classical validation schemes such as single train-and-test, cross validation or 0.632 bootstrap are known to have adverse effects on the final estimators when dealing with feature (voxel) selection procedures [24] . To avoid unwanted effects, the performance assessment reported in this paper followed a nested inner-outer cross-validation scheme [25] . The outer iteration splits k − 1 folds as the training set and keeps the remaining fold as the outer test set. After this division, the voxel selection procedures are applied separately to the outer training set only. The voxels with the highest estimated accuracy are then selected by an inner k-fold cross-validation procedure and used to assess the outer accuracy estimator. The external loop is repeated k times, and each classification model is then fairly evaluated by its external accuracy, i.e., the average estimator from all outer folds.
The performance of every combination of voxel selection and classifier was assessed according to this scheme and using a value of five folds for both the inner and outer cross validations [25] .
III. RESULTS
The diagnosis of AD among elderly people (D versus ND) using fMRI profiles could be a great help for the clinical assessment of potentially demented subjects. In this regard, the confounding effect of the age differences is also removed from the data analysis. This problem represents a realistic application of supervised classification to AD diagnosis in daily clinical practice. The data matrix contained 51 instances of AD subjects (D), four runs per subject except for subject 36 for which there were only three runs; and 56 instances of subjects belonging to the nondemented over-65 group (ND), four runs × 14 subjects. Each instance contained a total of 4 132 voxels.
We tested four different VSS methods in combination with six classification paradigms. For each combination, several nested CV experiments were carried out on different voxel subsets Columns and values highlighted with a symbol are the highest values on average. These highest values are taken as a baseline for assessing statistical differences between them and the values in the respective rows. The † symbol maps values that are significantly worse than the baseline column for α = 0.05, whereas the ‡ symbol maps significance at a level of α = 0.01. Bold-faced values highlight the best individual combination of number of voxels, classifiers and voxel selectors.
as described in Section II-B. Quantitative results for all the combinations are shown in Table I . The symbol in Table I indicates the best classification paradigm on average for each of the voxel selectors. In order to test statistically significant differences, we use the signed-rank Wilcoxon test to compare the cross-validation results of every classifier against the baseline. The † symbol in Table I indicates cases where the differences between the value and the baseline are significant for α = 0.05.
Values marked with a ‡ symbol are significant at a level of α = 0.01. Since the baseline is selected on the basis of the best average values, significance differences always indicate worse results than the baseline. Table II summarizes the best classification results. The plots at the top show that the RLO algorithm achieved the best average performance when using RFE, ReliefF, and activation sum as selection methods. As for the activation class selection method, the best classifier on average was the ensemble RF. Regarding the highest accuracies, we find that the RLO algorithm scored 94.46 ± 4.53 using the first 1000 voxels ranked by the ReliefF method. For the other combinations, SMO performed best reaching an accuracy of 97.14 ± 2.33 using the best 25 voxels selected by RFE.
The voxels that yielded the highest accuracy-SMO with the RFE method-are illustrated in Fig. S1 .A. The main activation zone is located in the visual cortex (occipital lobe). Figs. S1 .B, S1.C, and S1.D, respectively, show the other three best combinations of selection algorithm and classifiers presented in Table II (see Supplementary Material) . The plots at the top show the average results for all pairs of classifiers and voxel selectors. The best combination with the associated number of voxels and accuracies are listed below.
IV. DISCUSSION
The quantitative results suggest that classification models are highly applicable in clinical scenarios. The best values for each combination show a low standard deviation (see Table II ). Since these values were estimated using fair inner outer cross-validation loops, results are not expected to be biased or overfitted [24] .
Regarding the classification paradigms, three out of the four highest individual performances were for SMO. Looking at average behavior, however, an ensemble of SMO models, like the RLO is better. RLO yielded the best three average scores out of the four, proving that it has better stability and generalization properties than a single classifier. Nevertheless, SMO stands out as the single classifier best suited for classifying fMRI data profiles, as corroborated elsewhere [12] .
The statistical assessment of the results also highlights the poor performance of the naïve Bayes model (see average values in Table II ). This is numerical proof of a biologically expected phenomenon: the dependence between neighboring voxel signals. Spatially close voxels will behave in accordance with fashions as large neuronal circuits activate the whole region, and hence, the independence assumption of the naïve Bayes model fails to mimic reality.
In terms of voxel selectors, numerical performances were similar despite their disparate mathematical roots. This suggests that data quality and separability are more relevant in the selection process than the actual algorithm. This is corroborated by the fact that three out of the best four results come from the same voxel size (1000 voxels). The concordance in the areas to which these subsets of voxels belong is discussed from a neurological point of view in the following.
At first glance, the most relevant voxels and their locations (see Supplementary Material, Fig. S1 ) corroborate the findings reported by [2] . However, a more detailed analysis of the selected regions unveils finer regions of potential interest for the AD research community. Table III summarizes Tables  S1 to S4 ). All the combinations of classifiers and voxel selectors concurrently resulted in a selection of Brodmann areas 4, 18, and 19 [26] , indicating a clear difference in the fMRI signal of these areas in demented compared to nondemented patients.
Brodmann area 4 is a primary motor cortex located in the posterior portion of the frontal lobe, which is involved in the control of movements and also contains part of the somatotopic representation of the body (e.g., [27] ). In general, motor deficits affect AD patients at later stages [28] , [29] . However, the patients analyzed in this study included different grades of dementia (five subjects with mild dementia and eight with severe dementia). Thus, the detection of the primary motor cortex as an affected area can be considered as a predictive result, which can be useful for diagnosis.
Brodmann areas 18 and 19 are both visual association areas, which are located in the occipital lobe, and they are related to the visual sensory capacity. Since visual impairment is a common symptom in AD and ageing (reviewed in [30] and [31] ), the results of this study with fMRI data suggest that there is possibly a specific visual alteration in demented patients.
In addition to the aforementioned brain regions selected by all the combinations of classifiers and voxel selectors, ActSum and ActClass best results (see Fig. S1 .B) classed Brodmann area 3 as a relevant brain region when fMRI data from AD patients were compared to the control group. This area is also considered as primary motor cortex, and it is located in the rostral portion of the parietal lobe [26] . The selection of this brain region by the machine learning tool supports motor cortex affection in dementia.
Moreover, RFE results classed Brodmann areas 6, 17, and 30 as relevant. Results regarding area 6, which is part of the premotor cortex located in the frontal cortex, can be attributed to the functional alteration of the motor cortex described above. Since area 17 is a visual cortex located in the occipital lobe, its relevance is possibly similar to areas 18 and 19 (discussed previously). Brodmann area 30 is part of the cingulate cortex, which is part of the limbic system. Alterations of the limbic system have often been shown to be involved in AD (see [32] , [33] , among others).
Therefore, the selection of these brain regions by the voxel selectors and classifier ensembles pinpoints their ability as a diagnostic tool able to identify regions with functional alterations within the demented cohort of patients.
V. CONCLUSION
Neuroimaging methods use visual rating scales, volumetric measurements, and automated methods to identify, quantify, and track anatomic evidence of AD. fMRI is a powerful method that provides information on brain activity, and thus, may detect changes related to AD. fMRI is based on indirect measures of neuronal activity, which rely on a coupling of local neuronal activity to a vascular hemodynamic response. However, fMRI data are difficult to understand and interpret. Given the usefulness of data mining in medical applications [34] - [37] , we used machine learning tools to detect brain regions selectively affected using the data gathered in a fMRI study of demented and nondemented patients [2] .
The classic disadvantage of wrapper-based feature selections for classification is the risk of features overfitting to the classification model in use [20] . This feature overfitting translates into artificially lower error estimations if the feature search is not done with caution. If the search space is too large and the search is greedy, the risk of getting stuck in local optima is high, and the performance of the classifier will depend entirely on the quality of said features. These unwanted effects in the wrapper feature search are alleviated when the search includes a random component. This stochastic behavior is by definition embedded in some methods [38] , or can be achieved by the inclusion of a random component in the search. We here made use of a two layers search-inner and outer loops-approach to diversify the intermediate search datasets. The inner search estimates the features' goodness of fit through a cross-validation split, while keeping other external cross validation (outer loop) to compute the global error estimation [24] . This nested scheme adds more computational burden to the full process, which is already slow due to the high dimensionality of the feature space. However, this randomized wrapper presents two important advantages despite the running cost: 1) it is less prone to local optima and 2) it is more likely to model features dependences in the data.
Results from Section III were, therefore, discussed and contrasted across methods to ensure that the numerical performance translated into biological meaning. Our results effectively revealed that the classification of t-maps from fMRI data is a potential source for knowledge discovery in complex conditions such as Alzheimer's disease. Although it requires techniques for dimensionality reduction and classification, the results suggest two possible applications. First, the numerical performance achieved by the best combination of voxel selector and classifier might be implemented as a tool to help with diagnosis at the point of clinical care. Second, the regions containing the most relevant voxels could be considered for an in-depth neuropathological analysis to detect specific changes related to AD.
As discussed throughout Sections III and IV, both the quantitative and qualitative findings in our experiments are promising. The accuracy of the best performances is around 95%, highlighting SVM-based classifier (SMO) and voxel selector (RFE) as the best-suited data mining approaches for analyzing this kind of data. There are no remarkable statistical differences between ensemble and single classification models, although the ensemble methods yield the best average results. This better average behavior is due to the stability gained by combining individual outputs and was previously corroborated by [12] .
Spatial analysis of the voxels identified showed a high degree of concordance between brain regions, including Brodmann areas 4, 18, and 19. Moreover, other brain regions involving the cingulate cortex, the primary motor cortex, and visual sensory capacity were also identified by the machine learning tools as potentially affected areas.
To conclude, since MRI voxel-based measures are related to the severity of cognitive impairment (reviewed by [39] ), our results support the use of machine learning approaches as an important tool to be included in the diagnoses of AD. In addition to these quantitative approaches, several other types of clinical data are being collected by transnational efforts which aim to develop early Alzheimer diagnosis tools [40] . In the long run, all clinical information should be dynamically integrated at the point of care using advanced machine learning approaches, such as Bayesian networks [41] or multivariate regression models [42] .
