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Abstract
In this paper we study the existence and continuation of solution to general
fractional differential equation with Hilfer fractional derivative. First we
establish new local existence theorems. Then we derive the continuation
theorems. With the help of continuation theorems derived in this paper,
several global existence results are constructed.
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1 Introduction
Theory of fractional order systems has gained remarkable significance during
last few decades due to its real world applications in ostensibly diverse and wide
spread fields of applied mathematics, physics and engineering. The monographs
[11, 13, 15, 16, 19] are devoted to such practical problems in control theory,
modeling, relaxations and serve as a foundation of fractional order theory in
physics and applied sciences. Recently, Hilfer [11, 12], Mainardi [16] discussed
various applications of fractional differential equations in their works. Many
complex phenomena in nature can be described more accurately using various
fractional operators and are characterized by rapid change in their state.
Nowadays, numerous fractional differential operators are present in literature
but Riemann-Liouville (R-L) [13] and Caputo [2, 16] are universally accepted
approaches. R-L operator places less constraints on concerned function but fails
to physically sound with practically applicable initial conditions. To avoid such
a difficulty, scientists accepted Caputo approach which admits lot of properties
from classical calculus. But in [7], it has shown that, Caputo derivative also has
some defects in applications. Concretely, as in [7], one has
lim
δ→0
CDn−δ0+ x(t) = x
(n)(t), lim
δ→0
CDn+δ0+ x(t) = x
(n)(t)− x(n)(a), δ > 0.
Observe that, if x(n)(a) 6= 0 near an integer n, a very small error of measurement
on fractional order may result in totally unlike results, which implies a common
case of fractional dynamic system when system starts from non-constant state.
1∗ Author for correspondence, email: sandeeppb7@gmail.com.
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Such a problem does not arises in R-L sense. Additionally, when the Caputo
fractional derivative is applied to describe the Nutting’s law [8, 16, 18],
σ(t) = νDkǫ(t),
says a constant strain ǫ implies stress is independent of time t, i.e. σ ≡ 0. This
violates the physical properties of real viscoelastic materials. While in the R-L
theory, the constant strain ǫ does not lead to constant stress [21]. Analogously,
we prefer the Hilfer (generalized Riemann-Liouville) derivative operator which
interpolates the both R-L as well as Caputo sense.
In the recent investigations, many researchers studied the existence and
uniqueness of solution of nonlinear fractional differential equations, see [1, 4,
6, 8, 9, 14, 17, 19, 20, 22] and references therein. Infact, the global existence of
solution of fractional differential equation is one of the elementary property, see
[13, 19]. In this paper we mainly focus on developing the theory of existence
and uniqueness. First we obtain the local existences followed by continuation
theorems to extend the existence of solutions globally. The results obtained in
this paper generalizes the existing results [3, 5] in the literature. Equivalently,
the works by C. Kou, H. Zhou, C. P. Li [3] and C. Li, S. Sarwar [5] and references
therein follow as particular cases of our main results.
The rest of the article is organized as follows: in section 2, we collect all the
useful definitions and previously known lemmas which are used in construction
of our main results. Section 3 devoted to local existence of solutions followed
by continuation results with global existence theorems in section 4. Concluding
remarks are given in the last section.
2 Prerequisites
This section is devoted to basic definitions and lemmas from [13] the theory of
fractional calculus which are used in subsequent sections. Let C1−γ [0, T ] is a
complete metric space of all continuous functions mapping [0, T ] into R with
the metric d defined by [9]
d(x1, x2) = ‖x1 − x2‖C1−γ [0,T ] := maxt∈[0,T ]
|t1−γ [x1(t)− x2(t)]|,
where
C1−γ [0, T ] = {x(t) : (0, T ]→ R : t
1−γx(t) ∈ C[0, T ]}.
Definition 2.1 [4] Let Ω = (0, T ] and f : (0,∞)→ R is a real valued continu-
ous function. The Riemann-Liouville fractional integral of a function f of order
α ∈ R+ is denoted as Iα0+f and defined by
Iα0+f(t) =
1
Γ(α)
∫ t
0
f(s)ds
(t− s)1−α
, t > 0, (2.1)
where Γ(α) is the Euler’s Gamma function.
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Definition 2.2 [13] Let Ω = (0, T ] and f : (0,∞) → R is a real valued con-
tinuous function. The Riemann-Liouville fractional derivative of function f of
order α ∈ R+0 = [0,+∞) is denoted as D
α
0+f and defined by
Dα0+f(t) =
1
Γ(n− α)
dn
dtn
∫ t
0
f(s)ds
(t− s)α−n+1
, (2.2)
where n = [α] + 1, and [α] means the integral part of α, provided the right hand
side is pointwise defined on (0,∞).
Definition 2.3 [11] The Hilfer fractional derivative Dα,β0+ of function f ∈ L
1(0, T )
of order n− 1 < α < n and type 0 ≤ β ≤ 1 is defined by
Dα,β0+ f(t) = I
β(n−α)
0+ D
nI
(1−β)(n−α)
0+ f(t), (2.3)
where Iα0+ and D
α
0+ are Riemann-Liouville fractional integral and derivative de-
fined by (2.1) and (2.2), respectively.
Remark 2.1 The Hilfer fractional derivative interpolates between the R-L and
Caputo fractional derivative since
Dα,β0+ =
{
DI1−α0+ = D
α
0+ , β = 0,
I1−α0+ D =
CDα0+ , β = 1.
Let 0 < α < 1, 0 ≤ β ≤ 1. For the analysis we consider the initial value problem{
Dα,β0+ x(t) = f(t, x), t ∈ (0,+∞),
I1−γ0+ x(0
+) = x0, γ = α+ β − αβ,
(2.4)
and the initial value problem (IVP) for the system of differential equations

Dα,β0+ x1(t) = f1(t, x1, x2, .., xn),
Dα,β0+ x2(t) = f2(t, x1, x2, .., xn),
· · ·
Dα,β0+ xn(t) = fn(t, x1, x2, .., xn),
I1−γ0+ xi(0
+) = x0, γ = α+ β − αβ, i = 1, 2, .., n,
(2.5)
where f : R+ × R→ R in IVP (2.4), fi : R
+ × Rn → R in IVP (2.5) have weak
singularities with respect to t and satisfies the Lipschitz conditions
|f(t, x)− f(t, y)| ≤ L|x− y|, L > 0,
|fk(t, x1, x2, .., xn)− fk(t, y1, y2, .., yn)| ≤
n∑
k=1
Lk|xk − yk|, Lk > 0, k = 1, 2, .., n,
respectively to ensure the existence of unique solutions.
Furthermore, the equivalence of Hilfer fractional IVP and it’s equivalent
integral equation is established in [9] the following lemma.
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Lemma 2.1 [9] Let γ = α + β − αβ where 0 < α < 1 and 0 ≤ β ≤ 1. Let
f : (0, T ]× R → R such that f(t, x(t)) ∈ C1−γ [0, T ] for any x ∈ C1−γ [0, T ]. If
x ∈ Cγ1−γ [0, T ], then x satisfies IVP (2.4) if and only if x satisfies the Volterra
fractional integral equation of the second kind
x(t) =
x0
Γ(γ)
tγ−1 +
1
Γ(α)
∫ t
0
(t− s)α−1f(s, x(s))ds, t ∈ (0,∞). (2.6)
Lemma 2.2 [3] If M is a subset of C1−γ [0, T ]. Then M is precompact if and
only if the following conditions hold:
(i) {t1−γx(t) : x ∈M} is uniformly bounded,
(ii) {t1−γx(t) : x ∈M} is equicontinuous on [0, T ].
Lemma 2.3 [4] Let a < b < c, 0 ≤ µ < 1, x ∈ Cµ[a, b], y ∈ C[b, c] and
x(b) = y(b). Define
z(t) =
{
x(t), if t ∈ (a, b],
y(t), if t ∈ [b, c].
Then z ∈ Cµ[a, c].
Lemma 2.4 Schauder Fixed Point Theorem: [10] Let U be a closed bounded
convex subset of a Banach space X and T : U → U is completely continuous.
Then T has a fixed point in U.
Lemma 2.5 [13] If α > 0, 0 ≤ µ < 1. If µ > α, then the fractional integrals
Iα0+ are bounded from Cµ[0, T ] into Cµ−α[0, T ]. If µ ≤ α, then the fractional
integrals Iα0+ are bounded from Cµ[0, T ] into C[0, T ].
3 Local existence
In this section, we obtain the local existence of solutions of IVPs (2.4) and (2.5).
For this, let us make the following two hypothesis.
(H1). Let f : R
+ × R→ R in IVP (2.4) be a continuous function and there
exists a constant 0 ≤ δ < 1 such that (Ax)(t) = tδf(t, x(t)) is continuous
bounded map from C1−µ[0, T ] into C[0, T ], where T is positive constant.
(H2). Let fi : R
+ × Rn → R in IVP (2.5) be a continuous functions and
there exists constants 0 ≤ δi < 1, such that (Aixi)(t) = t
δifi(t, x1, x2, .., xn),
i = 1, 2, .., n are continuous bounded map from C1−µ[0, T ] into C[0, T ], where
T is positive constant.
Theorem 3.1 Suppose that (H1) hold. Then IVP (2.4) has at least one solution
x ∈ C1−γ [0, h] for some (T ≥)h > 0.
Proof: Let
E =
{
x ∈ C1−γ [0, T ] :
∥∥x− x0
Γ(γ)
tγ−1
∥∥
C1−γ [0,T ]
= sup
0≤t≤T
∣∣t1−γx(t)− x0
Γ(γ)
∣∣ ≤ b},
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where b > 0 is a constant. Since the operator A is bounded, there exists a
constant M > 0, such that sup
{
|(Ax)(t)| : t ∈ [0, T ], x ∈ E
}
≤M.
Again let Dh =
{
x : x ∈ C1−γ [0, h], sup
0≤t≤h
∣∣t1−γx(t)− x0
Γ(γ)
∣∣ ≤ b},
where h = min
{(
bΓ(α−δ+1)
MΓ(1−δ)
) 1
α−δ
, T
}
. Obviously, Dh ⊂ C1−γ [0, h] is nonempty,
closed bounded and convex subset.
Note that h ≤ T, define the operator B as follows:
(Bx)(t) =
x0
Γ(γ)
tγ−1 +
1
Γ(α)
∫ t
0
(t− s)α−1f(s, x(s))ds, t ∈ [0, h]. (3.1)
It follows from (H1) and Lemma 2.5 that we have B(C1−γ [0, h]) ⊂ C1−γ [0, h].
On the other hand by relation (3.1), for any x ∈ C1−γ [0, h], we have∣∣∣∣t1−γ(Bx)(t) − x0Γ(γ)
∣∣∣∣ =
∣∣∣∣ t1−γΓ(α)
∫ t
0
(t− s)α−1s−δ[sδf(s, x(s))]ds
∣∣∣∣
≤
t1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δMds
≤Mt1−γIα0+(t
−δ)
≤
Mhα−γ−δ+1Γ(1 − δ)
Γ(α− δ + 1)
≤ b,
which means BDh ⊂ Dh.
Next we show that B is continuous. Let xn, x ∈ Dh, ‖xn − x‖C1−γ [0,h] → 0 as
n→ +∞. In view of continuity of A, we have ‖Axn −Ax‖[0,h] → 0 as n→ +∞.
Now noting that∣∣∣∣t1−γ(Bxn)(t)− t1−γ(Bx)(t)
∣∣∣∣ =
∣∣∣∣ t1−γΓ(α)
∫ t
0
(t− s)α−1f(s, xn(s))ds
−
t1−γ
Γ(α)
∫ t
0
(t− s)α−1f(s, x(s))ds
∣∣∣∣
≤
t1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δ[sδ|f(s, xn(s))− f(s, x(s))|]ds
≤
t1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δ|(Axn)(s)− (Ax)(s)|ds
≤ ‖(Axn)(s)− (Ax)(s)‖[0,h]
t1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δds
we have
‖(Bxn)(t)− (Bx)(t)‖C1−γ [0,h] ≤ ‖(Axn)(s)− (Ax)(s)‖[0,h]
Γ(1− δ)hα−γ−δ+1
Γ(α− δ + 1)
.
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Then ‖(Bxn)(t) − (Bx)(t)‖C1−γ [0,h] → 0 as n → +∞. Thus B is continuous.
Furthermore, we shall prove that the operator BDh is continuous. Let x ∈ Dh,
and 0 ≤ t1 < t2 ≤ h. For any ǫ > 0, note that
t1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δds =
Γ(1− δ)
Γ(α− δ + 1)
tα−γ−δ+1 → 0 as t→ 0+, 0 ≤ δ < 1,
there exists a (h >)δ1 > 0 such that, for t ∈ [0, δ1],
2Mt1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δds < ǫ holds.
In the case with t1, t2 ∈ [0, δ1], we have
∣∣ t1−γ1
Γ(α)
∫ t1
0
(t1 − s)
α−1f(s, x(s))ds−
t1−γ2
Γ(α)
∫ t2
0
(t2 − s)
α−1f(s, x(s))ds
∣∣
≤
Mt1−γ1
Γ(α)
∫ t1
0
(t1 − s)
α−1s−δds+
Mt1−γ2
Γ(α)
∫ t2
0
(t2 − s)
α−1s−δds < ǫ.
(3.2)
In the case with t1, t2 ∈ [
δ1
2 , h], we get∣∣t1−γ1 (Bx)(t1)− t1−γ2 (Bx)(t2)∣∣
=
∣∣ t1−γ1
Γ(α)
∫ t1
0
(t1 − s)
α−1f(s, x(s))ds−
t1−γ2
Γ(α)
∫ t2
0
(t2 − s)
α−1f(s, x(s))ds
∣∣
=
∣∣ 1
Γ(α)
∫ t1
0
[t1−γ1 (t1 − s)
α−1 − t1−γ2 (t2 − s)
α−1]f(s, x(s))ds
−
t1−γ2
Γ(α)
∫ t2
t1
t1−γ2 (t2 − s)
α−1f(s, x(s))ds
∣∣
We see from the fact that if 0 ≤ µ1 < µ2 ≤ h, then for 0 ≤ s < µ1, we have
µ1−γ1 (µ1 − s)
α−1 > µ1−γ2 (µ2 − s)
α−1 and we obtain
∣∣ 1
Γ(α)
∫ t1
0
[t1−γ1 (t1 − s)
α−1 − t1−γ2 (t2 − s)
α−1]f(s, x(s))ds
∣∣
≤
1
Γ(α)
∫ t1
0
|[t1−γ1 (t1 − s)
α−1 − t1−γ2 (t2 − s)
α−1]s−δ|sδf(s, x(s))ds
≤
M
Γ(α)
∫ δ1
2
0
|[t1−γ1 (t1 − s)
α−1 − t1−γ2 (t2 − s)
α−1]s−δ|ds
+ (
δ1
2
)
−δ M
Γ(α)
∫ t1
δ1
2
[t1−γ1 (t1 − s)
α−1 − t1−γ2 (t2 − s)
α−1]ds
≤
2M( δ12 )
1−γ
Γ(α)
∫ δ1
2
0
(
δ1
2
− s)α−1s−δds
+
M( δ12 )
−δ
Γ(α+ 1)
[t2
1−γ(t2 − t1)
α − t2
1−γ(t2 −
δ1
2
)α + t1
1−γ(t1 −
δ1
2
)α]
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≤ ǫ+
M( δ12 )
−δ
Γ(α + 1)
[h1−γ(t2 − t1)
α + t2
1−γ(t2 −
δ1
2
)α + t1
1−γ(t1 −
δ1
2
)α]
On the other hand,
∣∣ t21−γ
Γ(α)
∫ t2
t1
(t2 − s)
α−1f(s, x(s))ds
∣∣ ≤ ( δ12 )−δM
Γ(α)
∫ t2
t1
t1−γ2 (t2 − s)
α−1ds
=
( δ12 )
−δ
M
Γ(α+ 1)
t1−γ2 (t2 − t1)
α
≤
( δ12 )
−δ
Mh1−γ
Γ(α+ 1)
(t2 − t1)
α.
Clearly, there exist a δ, δ12 > δ > 0 such that, for t1, t2 ∈ [
δ1
2 , h], |t1 − t2| < δ
implies
|t1
1−γ(Bx)(t1)− t2
1−γ(Bx)(t2)| < 2ǫ. (3.3)
It follows from equations (3.2) and (3.3) that {t1−γ(Bx)(t) : x ∈ Dh} is equicon-
tinuous. Obviously, it is clear that {t1−γ(Bx)(t) : x ∈ Dh} is uniformly bounded
since BDh ⊂ Dh. By Lemma 2.2, BDh is percompact. Therefore B is com-
pletely continuous. By Schauder fixed point theorem and Lemma 2.1, the IVP
(2.4) has a local solution. The proof is thus complete.
Theorem 3.2 Suppose that (H2) hold. Then IVP (2.5) has at least one solution
xi ∈ C1−γ [0, T ] for some (T ≥ 0)h > 0.
Proof: Let
Es =
{
xi ∈ C1−γ [0, T ] : ‖xi −
x0
Γ(γ)
tγ−1‖
C1−γ [0,T ]
= sup
0≤t≤T
|t1−γxi−
x0
Γ(γ)
| ≤ bi
}
,
for bi > 0(i = 1, 2, .., n) are constants. Since the operators Ai, (i = 1, 2, .., n) are
bounded then there exists constants Mi > 0, (i = 1, 2, .., n) such that
sup
{
|(Aixi)(t)| : t ∈ [0, T ], xi ∈ Es
}
≤Mi, i = 1, 2, .., n.
Again let Dih =
{
xi : xi ∈ C1−γ [0, h], sup
0≤t≤h
|t1−γxi(t)−
x0
Γ(γ)
| ≤ bi
}
,
where h = min
{(
b1Γ(α− δ1 + 1)
M1Γ(1− δ1)
) 1
α−δ1
, · · · ,
(
bnΓ(α− δn + 1)
MnΓ(1 − δn)
) 1
α−δn
, T
}
α > δi, i = 1, 2, .., n. Clearly, Dih ⊂ C1−γ [0, h] is nonempty, closed bounded
and convex subsets. Note that h ≤ T, t ∈ [0, h] define operators Bi as follows.

(B1x1)(t) = x0 +
1
Γ(α)
∫ t
0
(t− s)α−1f1(s, x1(s), x2(s), .., xn(s))ds,
(B2x2)(t) = x0 +
1
Γ(α)
∫ t
0
(t− s)α−1f2(s, x1(s), x2(s), .., xn(s))ds,
· · ·
(Bnxn)(t) = x0 +
1
Γ(α)
∫ t
0 (t− s)
α−1fn(s, x1(s), x2(s), .., xn(s))ds.
(3.4)
7
By (3.4), for xi ∈ C1−γ [0, h], we have
|t1−γ(B1x1)(t) −
x0
Γ(γ)
| = |
t1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δ1 [sδ1f1(s, x1(s), x2, .., xn(s))]ds|
≤
M1
Γ(α)
t1−γ0I
α
t (t
−δ1) =
M1Γ(1− δ1)
Γ(α− δ1 + 1)
tα−δ1−γ+1,
|t1−γ(B1x1)(t) −
x0
Γ(γ)
| ≤
M1Γ(1− δ1)
Γ(α − δ1 + 1)
hα−δ1−γ+1 ≤ b1,
|t1−γ(B2x2)(t) −
x0
Γ(γ)
| ≤
M2Γ(1− δ2)
Γ(α − δ2 + 1)
hα−δ2−γ+1 ≤ b2,
· · ·
|t1−γ(Bnxn)(t) −
x0
Γ(γ)
| ≤
MnΓ(1− δn)
Γ(α − δn + 1)
hα−δn−γ+1 ≤ bn,
which shows that, BiDih ⊂ Dih, i = 1, 2, .., n.
Next we show that operators Bi are continuous. Let xm, xi ∈ Dih,m > n,
i = 1, 2, .., n such that ‖xm − xi‖ → 0 as m → +∞. In view of continuity of
operators Ai, we have ‖Aixm −Aixi‖[0,h] → 0 as m→ +∞. Now noting that
|t1−γ(Bixm)(t)− t
1−γ(Bixi)(t)| =
|
t1−γ
Γ(α)
∫ t
0
(t− s)α−1fi(s, xm(s))ds −
t1−γ
Γ(α)
∫ t
0
(t− s)α−1fi(s, xi(s))ds|
≤
t1−γ
Γ(α)
∫ t
0
(t− s)α−1|fi(s, xm(s))− fi(s, xi(s))|ds
≤
t1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δi |Ai(xm)(s)−Ai(xi)(s)|ds
≤
t1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δids‖Ai(xm)(s)−Ai(xi)(s)‖[0,h].
we have ‖(Bixm)(s)− (Bixi)(s)‖[0,h] ≤
Γ(1− δi)
Γ(α− δi + 1)
hα−δi−γ+1.
Then ‖(Bixm)(s)− (Bixi)(s)‖[0,h] → 0 as m → +∞. Thus Bi are continuous.
Furthermore, we prove that operators BiDih are continuous. Let xi ∈ Dih and
0 ≤ t1 < t2 ≤ h. For any ǫ > 0, note that
t1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δids =
Γ(1− δi)
Γ(α− δi + 1)
tα−δi−γ+1 → 0 as t→ 0+,
where 0 ≤ δi < 1. There exists δ˜i > 0 such that for t ∈ [0, h],
2Mit
1−γ
Γ(α)
∫ t
0
(t− s)α−1s−δids < ǫ
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holds. In this case, for t1, t2 ∈ [0, δ˜i], we have
|
t1
1−γ
Γ(α)
∫ t1
0
(t1 − s)
α−1fi(s, xi(s))ds −
t2
1−γ
Γ(α)
∫ t2
0
(t2 − s)
α−1fi(s, xi(s))ds|
(3.5)
≤
Mit1
1−γ
Γ(α)
∫ t1
0
(t1 − s)
α−1s−δids+
Mit2
1−γ
Γ(α)
∫ t2
0
(t2 − s)
α−1s−δids < ǫ.
In the case for t1, t2 ∈ [
δ˜i
2 , h], we get
|t1
1−γ(Bixi)(t1)− t2
1−γ(Bixi)(t2)|
=|
t1
1−γ
Γ(α)
∫ t1
0
(t1 − s)
α−1fi(s, xi(s))ds −
t2
1−γ
Γ(α)
∫ t2
0
(t2 − s)
α−1fi(s, xi(s))ds|
≤|
1
Γ(α)
∫ t1
0
[t1
1−γ(t1 − s)
α−1 − t2
1−γ(t2 − s)
α−1]fi(s, xi(s))ds|
+ |
t2
1−γ
Γ(α)
∫ t2
t1
(t2 − s)
α−1fi(s, xi(s))ds| (3.6)
We see from the fact that if 0 ≤ µ1 < µ2 ≤ h, then for 0 ≤ s < µ1, we have
µ1−γ1 (µ1 − s)
α−1 > µ1−γ2 (µ2 − s)
α−1 and we obtain from the first term on right
hand side of inequality (3.6) that
|
1
Γ(α)
∫ t1
0
[t1
1−γ(t1 − s)
α−1 − t2
1−γ(t2 − s)
α−1]fi(s, xi(s))ds|
≤|
Mi
Γ(α)
∫ t1
0
[t1
1−γ(t1 − s)
α−1 − t2
1−γ(t2 − s)
α−1]s−δids|
≤|
Mi
Γ(α)
∫ δ˜i
2
0
|[t1
1−γ(t1 − s)
α−1 − t2
1−γ(t2 − s)
α−1]s−δi |ds
+
( δ˜i2 )
−δi
Γ(α)
∫ t
(
δ˜i
2 )
|[t1
1−γ(t1 − s)
α−1 − t2
1−γ(t2 − s)
α−1]s−δi |ds
≤|
2Mi(
δ˜i
2 )
1−γ
Γ(α)
∫ ( δ˜i2 )
0
(
δ˜i
2
− s)α−1s−δi |ds
+
Mi(
δ˜i
2 )
−δi
Γ(α+ 1)
[t2
1−γ(t2 − t1)
α − t2
1−γ(t2 −
δ˜i
2
)α + t1
1−γ(t2 −
δ˜i
2
)α]
≤ǫ +
Mi(
δ˜i
2 )
−δi
Γ(α+ 1)
[h1−γ(t2 − t1)
α + |t2
1−γ(t2 −
δ˜i
2
)α + t1
1−γ(t2 −
δ˜i
2
)α|]
On the other hand from second term on right hand side of equation (3.6)
|
t2
1−γ
Γ(α)
∫ t2
t1
(t2 − s)
α−1fi(s, xi(s))ds| ≤
Mi(
δ˜i
2 )
−δi
Γ(α)
∫ t2
t1
t2
1−γ(t2 − s)
α−1ds
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=
Mi(
δ˜i
2 )
−δi
Γ(α+ 1)
t2
1−γ(t2 − t1)
α.
From above discussion, there exist a λ, ( δ˜i2 >)λ > 0 such that for t1, t2 ∈ [
δ˜i
2 , h]
and |t1 − t2| < λ implies
|t1
1−γ(Bixi)(t1)− t2
1−γ(Bixi)(t2)| < 2ǫ. (3.7)
It follows from equations (3.5) and (3.7) that {t1−γ(Bixi)(t) : xi ∈ Dih} are
equicontinuous. It is also clear that {t1−γ(Bixi)(t) : xi ∈ Dih} is uniformly
bounded since BiDih ⊂ Dih. Therefore BiDih are precompact. So the operators
Bi are completely continuous. By Schauder fixed point theorem and Lemma
2.1, the IVP (2.5) has a local solution. This completes the proof.
Remark 3.1 If we let β = 0 in IVP (2.4), above Theorem 3.1 yields the local
existence ([3], Theorem 3.1) associated with R-L IVP ([3], equation (1)).
Remark 3.2 If we let β = 1 in IVP (2.4), above Theorem 3.1 yields the local
existence ([5], Theorem 3.1) associated with Caputo IVP ([5], equation (1.1)).
4 Continuation and global existence
In this section, we concerned with continuation of solution of IVP (2.4) and
then we obtain the global existence. Initially, we need the following definition.
Definition 4.1 [3] Let x(t) on (0, ν) and x˜(t) on (0, ν˜) both are solutions of IVP
(2.4). If ν < ν˜ and x(t) = x˜(t) for t ∈ (0, ν), we say that x˜(t) is continuation
of x(t) or x(t) can be continued to (0, ν˜). A solution x(t) is noncontinuable if
it has no continuation. The existing interval of noncontinuable solution x(t) is
called the maximum existing interval of x(t).
Lemma 4.1 [3] Let 0 < α < 1, ν > 0, h > 0, 0 ≤ σ < 1, u ∈ Cσ[0,
ν
2 ] and
v ∈ [ ν2 , h]. Then
I1(t) =
∫ ν
2
0
(t− s)α−1u(s)ds, I2(t) =
∫ ν
ν
2
(t− s)α−1v(s)ds
are continuous on [ν, ν + h].
Theorem 4.1 (Continuation Theorem I) Assume that (H1) hold. Then
x = x(t), t ∈ (0, ν) is noncontinuable if and only if for some τ ∈ (0, ν2 ) and
any bounded closed subset D ⊂ [τ,+∞)× R, there exists a t∗ ∈ [τ, ν) such that
(t∗, x(t∗)) /∈ D.
Proof: We prove this theorem by contradiction. If possible, suppose that
x = x(t) is continuable. Then there exists a solution x˜(t) defined on (0, ν˜),
such that x(t) = x˜(t) for t ∈ (0, ν), which implies limt→ν− x(t) = x˜(ν). Define
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x(ν) = x˜(ν). Evidently, K = {(t, x(t)) : t ∈ [τ, ν)} is a compact subset of
[τ,+∞)×R. However, there exists no t∗ ∈ [τ, ν) such that (t∗, x(t∗)) /∈ K. This
contradiction implies x(t) is noncontinuable.
We prove converse in two steps. Suppose that there exists a compact subset
Ω ⊂ [τ,+∞) × R, such that {(t, x(t)) : t ∈ [τ, ν)} ⊂ Ω. The compactness of Ω
implies ν < +∞. By (H1), there exists a K > 0 such that sup(t,x)∈Ω |f(t, x)| ≤
K.
Step:1. We now show that the limt→ν− x(t) exists. Let
G(s, t) = |
x0
Γ(γ)
sγ−1 −
x0
Γ(γ)
tγ−1|, (s, t) ∈ [2τ, ν]× [2τ, ν], (4.1)
J(t) =
∫ τ
0
(t− s)α−1s−δds, t ∈ [2τ, ν]. (4.2)
Easily we can see thatG(s, t) and J(t) are uniformly continuous on [2τ, ν]×[2τ, ν]
and [2τ, ν], respectively.
For all t1, t2 ∈ [2τ, ν), t1 < t2, by equation (4.1) we have
|x(t1)− x(t2)| = |
x0
Γ(γ)
t1
γ−1 −
x0
Γ(γ)
t2
γ−1 +
1
Γ(α)
∫ t1
0
(t1 − s)
α−1f(s, x(s))ds
−
1
Γ(α)
∫ t2
0
(t2 − s)
α−1f(s, x(s))ds|
≤ G(t1, t2) + |
1
Γ(α)
∫ t1
0
(t1 − s)
α−1f(s, x(s))ds
−
1
Γ(α)
∫ t2
0
(t2 − s)
α−1f(s, x(s))ds|
≤ G(t1, t2) + |
1
Γ(α)
∫ τ
0
[(t1 − s)
α−1 − (t2 − s)
α−1]s−δ[sδf(s, x(s))]ds|
+ |
1
Γ(α)
∫ t1
τ
[(t1 − s)
α−1 − (t2 − s)
α−1]f(s, x(s))ds|
+ |
1
Γ(α)
∫ t2
t1
(t2 − s)
α−1f(s, x(s))ds|
≤ G(t1, t2) + |
1
Γ(α)
∫ τ
0
[(t1 − s)
α−1 − (t2 − s)
α−1]s−δ(Ax)(s)ds|
+
1
Γ(α)
∫ t1
τ
[(t1 − s)
α−1 − (t2 − s)
α−1]|f(s, x(s))|ds
+
1
Γ(α)
∫ t2
t1
(t2 − s)
α−1|f(s, x(s))|ds
≤ G(t1, t2) +
‖Ax‖[0,τ ]
Γ(α)
∫ τ
0
[(t1 − s)
α−1 − (t2 − s)
α−1]s−δds
+
K
Γ(α)
∫ t1
τ
[(t1 − s)
α−1 − (t2 − s)
α−1]ds+
K
Γ(α)
∫ t2
t1
(t2 − s)
α−1ds
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|x(t1)− x(t2)| ≤ G(t1, t2) + ‖Ax‖[0,τ ]|J(t1)− J(t2)|
+
K
Γ(α + 1)
[[
(t1 − s)
α − (t2 − s)
α
]∣∣∣∣
t1
τ
+
[
(t2 − s)
α
]∣∣∣∣
t2
t1
]
≤ G(t1, t2) + ‖Ax‖[0,τ ]|J(t1)− J(t2)|
+
K
Γ(α + 1)
[
2(t2 − t1)
α + (t1 − τ)
α − (t2 − τ)
α
]
.
From the continuity of G(s, t) and J(t) together with the Cauchy convergence
criterion, we obtain limt→ν− x(t) = x
∗.
Step:2. Now we show that x(t) is continuable. Since Ω is closed subset, we
have (ν, x∗) ∈ Ω. Define x(ν) = x∗. Then x(t) ∈ C1−γ [0, ν]. We define operator
(Ny)(t) = x1(t) +
1
Γ(α)
∫ t
ν
(t− s)α−1f(s, x(s))ds, t ∈ [ν, ν + 1],
where y ∈ [ν, ν + 1] and
x1(t) =
x0
Γ(γ)
t1−γ
1
Γ(α)
∫ ν
0
(t− s)α−1f(s, x(s))ds, t ∈ [ν, ν + 1].
In view of Lemma 2.5 and Lemma 4.1, we have N(C[ν, ν+1]) ⊂ C[ν, ν+1]. Let
Eb =
{
(t, y) : ν ≤ t ≤ ν + 1, |y| ≤ max
ν≤t≤ν+1
|x(t)| + b
}
, b > 0.
In view of continuity of f on Eb, we denote M = max(t,y)∈Eb|f(t, y)|. Let
Eh =
{
y ∈ [ν, ν + h] : max
t∈[ν,ν+h]
|y(t)− x1(t)| ≤ b, y(ν) = x1(ν)
}
,
where h = min
{
1,
(Γ(α+1)b
m
) 1
α
}
.
We claim that N is completely continuous on Eh. First we show the operator N
is continuous. In fact, let {yn} ⊆ C[ν, ν + h], ‖yn − y‖[ν,ν+h] → 0 as n → +∞.
Then we have
|(Nyn)(t)− (Ny)(t)| = |
1
Γ(α)
∫ t
ν
(t− s)α−1[f(s, yn(s))− f(s, y(s))]ds|
≤
1
Γ(α)
∫ t
ν
(t− s)α−1|f(s, yn(s))− f(s, y(s))|ds
≤ ‖f(s, yn(s))− f(s, y(s))‖[ν,ν+h]
1
Γ(α)
∫ t
ν
(t− s)α−1ds
≤ ‖f(s, yn(s))− f(s, y(s))‖[ν,ν+h]
(t− s)α
Γ(α+ 1)
∣∣∣∣
t
s=ν
≤ ‖f(s, yn(s))− f(s, y(s))‖[ν,ν+h]
hα
Γ(α+ 1)
.
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By virtue of continuity of f on Eb, we have ‖Nyn −Ny‖[ν,ν+h] → 0 as n→ +∞,
which implies that N is continuous.
Secondly, we prove that NEh is euqicontinuous. For any y ∈ Eh, for which
(Ny)(ν) = x1(ν) and
|(Ny)(t)− x1(t)| = |
1
Γ(α)
∫ t
ν
(t− s)α−1f(s, x(s))ds|
≤
1
Γ(α)
∫ t
ν
(t− s)α−1|f(s, x(s))|ds
≤
M
Γ(α)
∫ t
ν
(t− s)α−1ds
≤
M(t− s)α
Γ(α+ 1)
∣∣∣∣
t
s=ν
=
M(t− ν)α
Γ(α+ 1)
≤
Mhα
Γ(α+ 1)
≤ b.
Thus NEh ⊂ Eh.
Set I(t) = 1Γ(α)
∫ ν
0 (t − s)
α−1f(s, x(s))ds. By Lemma 4.1, I(t) is continuous
on [ν, ν + h]. For every y ∈ Eh, ν ≤ t1 < t2 ≤ ν + h, we have
|(Ny)(t1)−(Ny)(t2)| ≤ G(t1, t2) +
1
Γ(α)
|
∫ ν
0
[(t1 − s)
α−1 − (t2 − s)
α−1]f(s, x(s))ds|
+
1
Γ(α)
|
∫ t1
ν
[(t1 − s)
α−1 − (t2 − s)
α−1]f(s, x(s))ds|
+
1
Γ(α)
|
∫ t2
t1
(t2 − s)
α−1f(s, y(s))ds|
≤ G(t1, t2) +
1
Γ(α)
|
∫ ν
0
[(t1 − s)
α−1 − (t2 − s)
α−1]f(s, x(s))ds|
+
1
Γ(α)
∫ t1
ν
[(t1 − s)
α−1 − (t2 − s)
α−1]|f(s, x(s))|ds
+
1
Γ(α)
∫ t2
t1
(t2 − s)
α−1|f(s, y(s))|ds
≤ G(t1, t2) + |I(t1)− I(t2)|
+
M
αΓ(α)
[
(t1 − s)
α − (t2 − s)
α
∣∣∣∣
t1
ν
+ (t2 − s)
α
∣∣∣∣
t1
ν
]
≤ G(t1, t2) + |I(t1)− I(t2)|
+
M
Γ(α+ 1)
[∣∣(t1 − ν)α + (t2 − t1)α − (t2 − ν)α + (t2 − t1)α∣∣
]
≤ G(t1, t2) + |I(t1)− I(t2)|
+
M
Γ(α+ 1)
[
2(t2 − t1)
α + (t1 − ν)
α − (t2 − ν)
α
]
(4.3)
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In view of uniform continuity of I(t) on [ν, ν + h] and relation (4.3), we obtain
{(Ny)(t) : y ∈ Eh} is equicontinuous. Therefore N is completely continuous.
By Schauder’s fixed point theorem, N has a fixed point x˜(t) ∈ Eh. i.e.
x˜(t) = x1(t) +
1
Γ(α)
∫ t
ν
(t− s)α−1f(s, x˜(s))ds
=
x0
Γ(γ)
t1−γ +
1
Γ(α)
∫ t
0
(t− s)α−1f(s, x¯(s))ds
where x¯(t) =
{
x(t), if t ∈ (0, ν],
x˜(t), if t ∈ [ν, ν + h].
It follows from Lemma 2.3, that x¯ ∈ C1−γ [0, ν + h] and
x¯(t) =
x0
Γ(γ)
t1−γ +
1
Γ(α)
∫ t
0
(t− s)α−1f(s, x¯(s))ds.
Therefore, in view of Lemma 2.5, x¯(t) is a solution of IVP (2.4) on (0, ν + h].
This yields contradiction since x(t) is noncontinuable. This completes the proof.
Now we present another continuation theorem which is more convenient for
application purpose.
Theorem 4.2 (Continuation Theorem 2) Assume that (H1) hold. Then
x = x(t), t ∈ (0, ν), is noncontinuable if and only if
limt→ν− sup |M(t)| = +∞, (4.4)
where M(t) = (t, x(t)), |M(t)| = (t2 + x2(t))
1
2 .
Proof: We prove this theorem by contradiction. If possible, suppose x = x(t)
is continuable. Then there exists a solution x˜(t) of IVP (2.4) defined on (0, ν˜),
ν < ν˜, such that x(t) = x˜(t) for t ∈ (0, ν), which implies limt→ν−x(t) = x˜(ν).
Thus |M(t)| → |M(ν)|, as t→ ν−, which is a contradiction.
Conversely, suppose that relation (4.4) is not true. Then there exists a
sequence {tn} and constant L > 0 such that
tn < tn+1, n ∈ N,
limn→∞tn = ν, |M(tn)| ≤ L, (4.5)
i.e. tn
2 + x2(tn) ≤ L
2.
Since {x(tn)} is bounded convergent subsequence, without loss of generality, set
limn→+∞x(tn) = x
∗. (4.6)
Now we show that, for any given ǫ > 0, there exists T ∈ (0, ν), such that
|x(t)− x∗| < ǫ, t ∈ (T, ν), we have
limt→ν−x(tn) = x
∗. (4.7)
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For sufficiently small τ > 0, let E1 =
{
(t, x) : t ∈ [τ, ν], |x| ≤ supt∈[τ,ν)|x(t)|
}
.
Since f is continuous on E1, denote M = max(t,y)∈E1 |f(t, y)|. It follows from
equations (4.5) and (4.6) that there exists n0 such that tn0 > τ and for n ≥ n0,
we have
|x(tn)− x
∗| ≤
ǫ
2
.
If equation (4.6) is not true, then for n ≥ n0, there exists ηk ∈ (tn, ν) such that
for t ∈ (tn, ηn), |x(t) − x
∗| < ǫ and |x(ηn)− x
∗| ≥ ǫ. Thus
ǫ ≤ |x(ηn)− x
∗| ≤ |x(tn)− x
∗|+ |x(ηn)− x(tn)|
≤
ǫ
2
+ |
1
Γ(α)
∫ tn
0
(tn − s)
α−1f(s, x(s))ds−
1
Γ(α)
∫ ηn
0
(ηn − s)
α−1f(s, x(s))ds|
≤
ǫ
2
+
1
Γ(α)
|
∫ τ
0
[(tn − s)
α−1 − (ηn − s)
α−1]f(s, x(s))ds|
+
1
Γ(α)
|
∫ tn
τ
[(tn − s)
α−1 − (ηn − s)
α−1]f(s, x(s))ds|
+
1
Γ(α)
|
∫ ηn
tn
(ηn − s)
α−1f(s, x(s))ds|
≤
ǫ
2
+
‖Ax‖[0,τ ]
Γ(α)
|J(tn)− J(ηn)|
+
M
Γ(α+ 1)
[
(tn − s)
α − (ηn − s)
α
∣∣∣∣
tn
τ
+ (ηn − s)
α
∣∣∣∣
ηn
tn
]
≤
ǫ
2
+
‖Ax‖[0,τ ]
Γ(α)
|J(tn)− J(ηn)|
+
M
Γ(α+ 1)
[
2(ηn − tk)
α + (tn − τ)
α − (ηn − τ)
α
]
,
where J(t) is defined by (4.2). In view of the continuity of J(t) on [tn0 , ν], for
sufficiently large n ≥ n0, we have
‖Ax‖[0,τ ]
Γ(α)
|J(tn)− J(ηn)|+
M
Γ(α+ 1)
[
2(ηn − tn)
α + (tn − τ)
α − (ηn − τ)
α
]
<
ǫ
2
implies ǫ ≤ |x(ηn)− x
∗| < ǫ2 +
ǫ
2 = ǫ. This contradicts and limt→ν−x(t) exists.
By using the similar arguments as in the proof of Theorem 4.1, we can easily
find the continuation of x(t). The proof is so complete.
Remark 4.1 For β = 0, Continuation Theorems 1 and 2 reduces to Continu-
ation Theorems for R-L IVP ([3], Theorem 4.1, Theorem 4.2, respectively).
Remark 4.2 For β = 1, Continuation Theorems 1 and 2 reduces to Continu-
ation Theorems for Caputo IVP ([5], Theorem 4.2, Theorem 4.4, respectively).
Now we study the global existence of solutions for IVP (2.4) based on the
results obtained in the earlier sections.
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Applying Continuation Theorem 2, we can have the following conclusion
about the existence of global solution for IVP (2.4).
Theorem 4.3 Suppose that (H1) hold. Let x(t) is a solution of IVP (2.4) on
(0, ν). If x(t) is bounded on [τ, ν) for some τ > 0, then ν = +∞.
Continuing our discussion, we firstly need the following lemma for the further
results in our analysis.
Lemma 4.2 [3] Let v : [0, b] → [0,+∞) be a real function, and w(.) be a
nonnegative locally integrable function on [0, b]. And there exists a > 0 and
0 < α < 1, such that
v(t) ≤ w(t) + a
∫ t
0
(t− s)−αv(s)ds.
Then there exists a constant k = k(α) such that for t ∈ [0, b], we have
v(t) ≤ w(t) + ka
∫ t
0
(t− s)−αw(s)ds.
Theorem 4.4 Suppose that (H1) hold and there exist three nonnegative contin-
uous functions l(t),m(t), p(t) : [0,∞)→ [0,∞) such that |f(t, x)| ≤ l(t)m(|x|)+
p(t), where m(r) ≤ r for r ≥ 0. Then IVP (2.4) has one solution in C1−γ [0,∞).
Proof: The existence of a local solution x(t) of IVP (2.4) can be concluded
from Theorem 3.1. By Lemma 2.1, x(t) satisfies the integral equation (2.6).
Suppose that [0, ν), ν < +∞, is the maximum existing interval of x(t). Then
|t1−γx(t)| = |
x0
Γ(γ)
+
t1−γ
Γ(α)
∫ t
0
(t− s)α−1f(s, x(s))ds|
≤
x0
Γ(γ)
+
ν1−γ
Γ(α)
∫ t
0
(t− s)α−1[l(s)m(s1−γ |x(s)|) + p(s)]ds
≤
x0
Γ(γ)
+
ν1−γ
Γ(α)
∫ t
0
(t− s)α−1l(s)m(s1−γ |x(s)|)ds
+
ν1−γ
Γ(α)
∫ t
0
(t− s)α−1p(s)ds
≤
x0
Γ(γ)
+
ν1−γ
Γ(α)
‖l‖[0,ν]
∫ t
0
(t− s)α−1m(s1−γ |x|)ds
+
ν1−γ
Γ(α)
∫ t
0
(t− s)α−1p(s)ds
take v(t) = t1−γ |x(t)|,w(t) = x0Γ(γ)+
ν1−γ
Γ(α)
∫ t
0 (t−s)
α−1p(s)ds and a =
ν1−γ‖l‖[0,ν]
Γ(α) .
By Lemma 4.2, we know that v(t) = t1−γ |x(t)| is bounded on [0, ν). Thus
for any τ ∈ (0, ν), x(t) is bounded on [τ, ν). By Theorem 4.3, the IVP (2.4) has
a solution x(t) on [0,∞).
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Following result guarantees the existence and uniqueness of global solution
of IVP (2.4) on R+.
Theorem 4.5 Suppose that (H1) is satisfied and there exists a nonnegative
continuous function l(t) defined on [0,∞) such that |f(t, x)−f(t, y)| ≤ l(t)|x−y|.
Then IVP (2.4) has a unique solution in C1−γ [0,∞).
The existence of global solution can be obtained by an arguments similar as
above. From the Lipschitz-type condition and Lemma 4.2, we can conclude the
uniqueness of global solution. We omit the proof here.
5 Concluding remarks
In this paper, the global existence of a unique solution of nonlinear IVP with
Hilfer fractional derivative is proved with the help of fixed point technique and
continuation theorems. Continuation theorem 2 is conveniently more applicable
in practical problems. Our results in this paper generalizes the existing results
in the literature.
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