Artificial Neural Network (ANN)-based diagnosis of medical diseases has been taken into great consideration in recent years. In this paper, two types of ANNs are used to classify effective diagnosis of Parkinson's disease. MultiLayer Perceptron (MLP) with back-propagation learning algorithm and Radial Basis Function (RBF) ANNs were used to differentiate between clinical variables of samples (N = 195) who were suffering from Parkinson's disease and who were not. For this purpose, Parkinson's disease data set, taken from UCI machine learning database was used. Mean squared normalized error function was used to measure the usefulness of our networks during trainings and direct performance calculations. It was observed that MLP is the best classification with 93.22% accuracy for the data set. Also, we got 86.44% accuracy in RBF classification for the same data set. This technique can assist neurologists to make their ultimate decisions without hesitation and more astutely.
INTRODUCTION
The causes of Parkinson's disease are unknown; however researches have shown that the degradation of the dopaminergic neurons affects the dopamine production [1] . Dopamine is a chemical messenger that helps the transmission of signals in the brain and other vital areas of the body. Our body uses dopamine to control movements, so decreasing dopamine in the circulation makes it more difficult for the person to control the movements, actions, and motions, even leading to tremors and numbness in extremities. Neurologists classify Parkinson's disease as a neurodegenerative disorder, leading to difficulty in motor function, including, walking and balance.
The number of Parkinson's disease patients is estimated to be 120-180 per every 100,000 people, although the percentage (and hence the number of affected people) is increasing as the life expectancies increases. For decades, researchers have strived to understand more about this disease and therefore to find some methods for successfully limiting its symptoms which are most commonly periodic muscle tremor and/or rigidity. Other symptoms such as akinesia, bradykinesia, and dysarthria may occur in later stages of Parkinson's disease [2] . Recent developments in artificial intelligence have led to the generation of expert systems and decision support systems for medical applications. ANNs are inspired by the attempts to simulate biological neural systems. Axons are used to transmit nerve impulses from one neuron to another whenever the neurons are stimulated. A neuron is connected to the axons of the other neurons via dendrites which are extensions from the cell body of the neurons. The contact point between a dendrite and an axon is called a synapse [3] .
Clinical determinations are often focused on physician's sense and experience based on his knowledge, coming from large database of the hospitals. The high dimensions of data which are in datasets need some techniques to be discovered and it used in clinical decisions. This information must be evaluated for medical researches to be used in health centers [4] . We can consider ANN as a branch of Artificial Intelligence (AI) or Expert Systems which is related to Fuzzy Logic (FL). An ANN could be regarded as a black box able to report output patterns after specialization of input patterns. This tool helps us with processing clinical data and gaining some helpful information, applicable by neuro pathologists.
The remaining of this paper is structured as follows: Section 2 describes ANNs; Section 3 explains ANN's applications in healthcare domain; the proposed methods for discovering useful information in Parkinson and utilized dataset description are presented in Section 4. Section 5 contains experimental results and discussions about proposed methods. Finally, some concluding remarks and proofs out come as well as future paper lines are presented in Section 6.
ARTIFICIAL NEURAL NETWORKS
An ANN is a computational structure, inspired by the study of biological neural processing. There are many different types of ANNs, from relatively simple to very complex; just as there are so many theories on how biological neural processing works [5] . In other words, an ANN represents a highly parallelized dynamic system with a directed graph topology that can receive the output information by means of a reaction of its state on the input actions. Processor elements and directed channels are called nodes of the ANN [6] .
ANNs are computational tools for pattern classification that have been the subject of renewed research interest during the past 15 years [8, 9] . The works concerning threshold logic appeared in the 1960s and 1970s [7] . An ANN, a processing system sample, is inspired by biological neural systems such as brain. The key member of this novel structure is information processing system or numerous numbers of them, working interactively like as brain hormones in order to solve some special problems like pattern reorganization or data classifications through this training process.
Recent advances in the field of ANNs have made them attractive for analyzing signals. The application of ANNs has opened a new area for solving problems which are not resolvable by other signal processing techniques [8, 9] . The ANN node provides a variety of feed forward networks that are commonly called back-propagation networks. Backpropagation refers to the method for computing the error gradient for a feed forward network; a straightforward application of the chain rule of elementary calculus [10] .
A simple and general topology of the ANN can be seen in Fig.  1 . Each input neuron receives a numerical input from each of the variables in the dataset. All variables are normalized to a 0-1 scale. These values are then multiplied by factors, known as connection weights. The products of these multiplications are summed up and become the net inputs. Then these values enter into an activation function that calculates the outputs of the hidden neurons [11] .
ANN IN HEALTHCARE
Equipping medical science with intelligent tools for the diagnosis and treatment of diseases purposes can reduce the deficiencies of physicians, decrease death toll and financial losses. In many medicine researches which need to be inferred from a huge dataset, we can't use manual execution methods because of their magnitude. In such cases, ANNs can help physicians with disease diagnosis. ANNs have been used in different clinical settings to predict the effectiveness of instrumental evaluation (echocardiography, brain single photon emission computed tomography, lung scans, prostate biopsy) in order to increasing diagnostic sensitivity and specificity and also used in laboratory medicine in general [13] . ANNs are inspired by the functioning processes of the human brain, which are adaptive models for the analysis of data [14] . Also, in the design and manufacture of medical equipment science, ANNs are beneficiary auxiliary tools. We can test trail tools before implementing them as an actual case. The use of ANNs in biological systems has been proposed for different objects, which including studies on deoxyribonucleic acid sequencing and protein structure [12] .
In 2002-2004 a research, following prostate radiotherapy was done on the application of ANN in predicting biological outcomes. An alternative method for predicting specific examples of tumor control and normal tissue complications is to use an ANN. It was shown that the ANNs were able to predict biochemical control and specific bladder and rectum complications with sensitivity and specificity of above 55% when the outcomes were dichotomized [15] . In one of the last-mentioned ascertainments in current year (2013), Daniel Ansari et al. enquired about ANNs as nonlinear pattern recognition techniques that can be used as a tool in medical decision making. Based on ANNs, a flexible nonlinear survival model was designed by using clinical and histopathological data from 84 patients. After the use of ANNs for predicting survival in pancreatic cancer, the Cindex was 0.79 for the ANN and 0.67 for Cox regression [16] .
Also, Suresh Kumar et al. obtained some beneficial information about the early detection of Parkinson's disease from blood plasma by FTIR micro-spectroscopy. A threelayer network implemented by NeuNet Pro Software (CorMac Technologies Inc., Canada) by choosing back-prop algorithm, which is used for the prediction of disease stages. For automatic detection, ANN was implemented on the variable regions, which shows 96.29% accuracy in the detection of disease progression [17] . 
PROPOSED METHODS AND IMPLEMENTATION
ANNs have wide and common uses in classification and recognition problems of health systems. In this section, we describe the materials and methods which are used in current research.
Date set
The Parkinson database used in this paper is taken from the University of California at Irvine (UCI) machine learning repository [18] . Table. 1. Before building models of ANNs, the data set were randomly split into two subsets: 70% (n=137) of the data for training set and 30%
(n=58) of the data for validation set.
Multi-Layer Perceptron
In this section, we give a brief overview of the MLP_ ANN as we are using it. This section can probably be overlooked for those who are familiar with the network. An MLP is based on Rosenblatt's single perceptron [19] . In this paper, we are using conventional three-layer MLP network as classifier. The network contains an input layer, a hidden layer and an output layer. However there is merely a single neuron in the output layer. One architecture of the ANN, used in this paper, is the MLP network architecture with 22 input nodes, 5 hidden nodes ad 1 output nodes in our approach. The number of input nodes is determined by the ultimate data; the number of hidden nodes is determined through trial and error; and the number of output nodes is represented as a rage, demonstrating the disease classification. Each neuron at one layer receives a weighted sum from all neurons in the previous layer and provides an input to all neurons of the later layer. The computation of the network's overall output, y, was based on Eq. (1): (1) Therefore in our case, for the results presented, d=22 and m=5. All 22 input neurons were fully connected to the hidden layer. The single output neuron was, in turn, fully connected with the 5 hidden neurons, each one being defined by Eq. (1). The transfer function g for both hidden and output layer neurons was a tan-sigmoid transfer function described by Eq. (2). This function is a hyperbolic tangent sigmoid transfer function and a good tradeoff for ANNs, where speed is important and the exact shape of the transfer function is not.
(2)
Where n is the overall summed input to that neuron, respectively.
For the Parkinson Disease's classification problem, the MLP was required to output 1 for Parkinson's disease and 0 for healthy (non-Parkinson's disease status) people.
The simulations were performed with MATLAB's version 7.12.0.635 (R2011a) installed. The whole system of ANNs, and dividing and transfer functions was implemented in MATLAB (The MathWorks, Inc., Natick, MA). We used the following function in details for training which creates a feedforward back-propagation network, in details:
net = newff (P, T, S, TF)
where net is the trained MLP, P is the N×M matrix containing the values of the dataset variables for the N training peoples with M attributes, and T is a N×1 vector containing the target class values with 1 or 0 value, and S is the sizes of hidden layers, and finally TF is transfer function of the layer. It's Tansig for hidden layer, as showed by Eq. (2). In Fig. 2 . the structure of MLP implemented in this paper is shown. 
Radial Basis Function
RBF networks was originally proposed by Lowe and Broomhead in 1988 [20] . This network also consists of input, hidden and output layers. One of the principal differences between RBF and MLP is the neuron transfer function inside the hidden and output layer. The RBF generically (and certainly in our paper) uses a Gaussian function as shown in Eq. (3). The RBF consists of only two layers with a single neuron in the output layer. The output is computed according to Eq. (4); essentially it is merely a weighted linear combination of the hidden layer neuron outputs. (3) (4) Where is the input vector, is the center vector, and σ is the corresponding width of the i th node. N, meanwhile, indicates the number of neurons in the hidden layer. A similar type of RBF method has been previously demonstrated to work well with this type of data [21, 22] . Here, however, according to the comparison conducted, we have focused on the specific data considered in terms of signal frequency. There are two design aspects to an RBF network: (1) Determination of the parameters of the RBF neurons, which can also be translated into Gaussian function widths; and (2) Calculation of the connection weights between the hidden and output layers. In this paper, we used a fuzzy c means, clustering algorithm to determine the initial centers. For RBF implementation, we used the ANN tools which are available in Matlab. In fact, we used the following function to train designed radial basis network:
Net = newrb (P, T, goal, spread)
where net is the trained RBF, P is the N×M matrix containing the values of the dataset variables for the N training people with M attributes, and T is a N×1 vector containing the target class values, with 1 or 0 value; and goal is Mean squared error goal that we set it to 0.0 value, and finally spread is spread of RBFs whose default value is 1.0 and we set it in our paper to 10. The larger the spread is, the smoother the function approximation becomes. A too-large spread means a lot of neurons are required to fit a fast-changing function. Too small a spread means many neurons are required to fit a smooth function, and the network might not generalize well. The newrb adds neurons to the hidden layer of a RBF network until it meets the specified mean squared error goal.
RESULT AND DISCUSSION
In our paper, MLP and RBF models were implemented, using the neural network toolbox (v 7.0.1) provided with Matlab software (v R2011a) published by the Math Works Inc. The data set, used in the detection of Parkinson's disease and healthy status with two ANNs, was divided into two subsets as Training and Test data. There were a total of 136 pieces of data, exclusively used for training and 59 pieces of data exclusively used for testing. The ANN that we designed was used as a divider and function to divide dataset randomly into two subsets. We used default derivative function to choose the recommended derivative algorithm for the type of network whose derivatives are being calculated. This function is used to calculate error gradients and Jacobians when the network is trained to use a supervised algorithm such as back propagation.
In implementations of ANNs in this paper, we utilize Levenberg-Marquardt back-propagation to train our networks. This is a network training function that updates weight and bias values according to Levenberg-Marquardt optimization. Levenberg-Marquardt is often the fastest backpropagation algorithm in the toolbox, and is highly recommended as a first-choice supervised algorithm, although it does require more memory than other algorithms. Fig. 3 presents a comparison of the real statuses and our MLP detected statuses; Fig. 4 shows the differences between real outputs and designed RBF for test data. Table 2 . We first used MLP to classify data set; the accuracy of this model in test dataset was 93.22%; so our MLP network classified 55 instances out of 59 correctly. Furthermore, the accuracy in training data set was 96.32%. Meanwhile the RBF was implemented with the accuracy of 86.44% for test data, while displaying less accuracy than MLP. As seen in Table 2 , it could correctly classify 51 instances out of 59. Khemphila and Boonjing in 2012 reported 91.453% classification accuracy for training set with the same 22 attributes by means of using Multilayer is feed-forward ANNs trained with the standard backpropagation algorithm [3] . But we obtained classification accuracy of 96.323% for training set with MLP method.
CONCLUSION AND FUTURE WORKS
The aim of this paper was to compare the efficiency of MLP and RBF on a specific medical application, namely Parkinson's disease diagnosis. The studied disease was Parkinson's disease and we used ANNs to classify patients and healthy peoples. The results showed that we can widely use ANNs to diagnose Parkinson's disease, so neurologists and medicine centers can use ANNs in automatic disease diagnosis systems.
In future studies, researchers can exert other types of ANN or machine learning algorithms for Parkinson's disease diagnoses, to change instance attributes into finding momentous attributes. So many attributes cause to increase correct classification accuracy and also increase training dataset is a good idea to test the accuracy rate. 
