This paper studies two sequential procedures to estimate a monotone convex function using L 2 monotonization and uniform convexification; one, denoted by FMSC, monotonizes the data first and then, convexifies the monotone estimate; the other, denoted by FCSM, first convexifies the data and then monotonizes the convex estimate. We show that two shape modifiers are not commutable and so does FMSC and FCSM. We compare them numerically in uniform error(UE) and integrated mean squared error(IMSE). The results show that FMSC has smaller uniform error(UE) and integrated mean squared error(IMSE) than those of FCSC.
Introduction
Suppose the observations are from the regression model
where f is a monotone convex function from an interval Ω ⊆ R into R, i are independent and identically distributed(i.i.d.) random variables with zero mean and unit variance and σ > 0. This paper concerns the problem of estimating of f , using the samples (x 1 , y 1 ), . . . , (x n , y n ) from this model. This paper studies sequential procedures to estimate the monotone convex function based on two shape modifiers L 2 monotonization and uniform convexification, which are commonly used for the estimation of monotone convex function. For a given sample (
, the L 2 monotonization is defined as the solution to the infinite-dimensional least square problem 2) in which F m is the set of all monotone functions. On the other hand, the uniform convexification is defined as the solution to the optimization problem minimize max i=1,...,n y i − f (x i ) subject to f ∈ F c , in which F c is the set of all convex functions. The sequential application of the above two shape modifiers are recently discussed in Lee et al. (2008) . They study the procedure which first monotonizes the raw data and then convexifies the monotonized outcomes of the first stage. In below, we denote this FMSC − r which implies the application of FMSC to raw data. They prove the global convergence rate of the isotonic(monootone) regression estimate and show the estimate by the given sequential shape modification converges at least as fast as the computed global convergence rate of the isotonic regression.
In modifying shape sequentially, a very next question we have is the application order of two shape modifiers. To be specific, we could consider two types of procedures according to the application order of two shape modifiers; first monotonization and second convexification(FMSC) which is considered in Lee et al. (2008) , or first convexification and second monotonization(FCSM). We do question that whether the estimates by FMSC and FCSM are equal to each other or not. Further, if they are not equal, which is better in estimation error such as uniform error(UE) or integrated mean squared error(IMSE); UE and IMSE are defined more specifically later.
To answer the questions, in this paper, we show that two shape modifiers are not commutable to each other and hence, the estimates by FMSC and FCSM are not equal to each other in general. We further compare them numerically in estimating a monotone convex function. We apply FMSC and FCSM to estimating raw data and modifying the shape of kernel smooth estimates. For each of these four trials, we use the following notations:
• FMSC: The sequential shape modifier that first monotonizes and second convexifixes.
• FCSM: The sequential shape modifier that first convexifies and second monotonizes.
• FMSC − r: The procedure to apply FMSC to raw data.
• FCSM − r: The procedure to apply FCSM to raw data.
• FMSC − s: The procedure to apply FMSC to smooth estimate.
• FCSM − s: The procedure to apply FCSM to smooth estimate.
The remainder of the paper is as follows. We shortly review two shape modifiers in Section 2. In Section 3, we study the commutability between two shape modifiers of interest. Section 4 numerically compare FMSC and FCSM in terms of UE and IMSE. Section 5 applies the methods to analyzing a real example. Section 6 concludes the paper.
Monotonization and Convexification
To lay a groundwork for the addressed sequential estimators, we study some results on L 2 monotonization and uniform convexification.
L 2 approximation with monotone functions
Isotonic(monotone) regression which solves (1.2) dates back to 1950s (Brunk, 1955; Brunk, 1958) and excellent exposition of the issue appears in Barlow (1972) and later on in Robertson et al. (1988) . Here we briefly review some basic results of isotonic regression.
The solution to the minimization problem (1.2) is piecewise linear and is given as the slope of the greatest convex minorant of the cumulative sum diagram by the points
where
The pooled adjacent violators algorithm can also characterize the solution which iteratively modifies the adjacent violators by pooling them. In the algorithms above, f IS n can be completely characterized with O(n) operations; see Barlow (1972) .
Uniform approximation with convex functions
We review some results on the constrained uniform approximation problem for a function f from a closed interval Ω into R:
This is an infinite-dimensional optimization problem, but we can find an analytic solution, as will be seen soon. We refer the reader to Kim and Lim (2006) and Lee et al. (2008) for a more extensive discussion.
For the moment, we assume that f : Ω → R is piecewise linear and continuous with n break points x 1 , . . . , x n . Then, the convex envelope f env is defined by the unique piecewise linear and continuous function that satisfies the interpolation condition:
where {(u i , z i ) : i = 1, . . . , r} is the set of the vertices of the lower convex hull of the break points of f . Then, the function
is a solution to the constrained uniform approximation problem (2.2) (See Kim and Lim (2006) for the proof). Note that the break points of this solution and hence the piecewise linear solution itself, can be characterized in O(n log n) operations by applying the convex hull algorithm to the break points of f . When used as an approximation to the function f , the solution h tends to overapproximate around the boundaries of the end points. To solve this difficulty, Kim and Lim (2006) suggest a modification of the function f env + f − f env ∞,Ω /2 to reduce the overestimation error around the boundaries of the end points.
• Boundary Correction Algorithm 1. Find the lower envelope f env of f . 2. Find the points x l and x r which satisfies
3. Of the break points of f env , find the left adjacent pointx l of x l and the right adjacent point ofx r . 4. Define the function f : Ω → R by
in which s l is the affine function that passes through the two points
and s r is the affine function that passes through the two points
The function f generated by the algorithm above is piecewise linear and hence is completely characterized by its break points that can be computed by the convex hull algorithm in O(n log n) operations. In what follows, the (uniform) convexification of a function f means applying the boundary correction algorithm to f .
Commutability
In this section, we prove that FMSC and FCSM are not equal to each other, unless the data points are monotone or convex.
We first introduce some definitions and notations which will be used in the remainder of the paper. Let the observations (x i , y i ) for i = 1, 2, . . . , n, be independently from the model (1.1). Let Y n = (y 1 , y 2 , . . . , y n ) and X n = (x 1 , x 2 , . . . , x n ) with x 1 ≤ x 2 ≤ · · · ≤ x n . By the monotonicity of Y n on X n , we imply that x i − x j y i − y j ≥ 0 for any i and j, i.e., the piecewise linear function that connects the points {(x i , y i )} is monotone. Similarly, we say that the observations are convex on X n if
, the piecewise linear function, connecting the observed data points, is convex.
The following two lemmas from Lee et al. (2008) show that for any p ≥ 1, the L p convexification(or monotonization) of a monotone(or convex) function is still monotone(or convex).
Lemma 3.1 Let F c X n be the set of functions from R to R with the convex property on X n and let f * c be the solution to the optimization problem
where 1 ≤ p ≤ ∞. Suppose that Y n is monotone on X n . Then, f * c is monotone on X n .
Lemma 3.2 Let F m be the set of functions from R to R with the monotone property on X n and let f * m be the solution to the optimization problem
The preceding two lemmas provide a sufficient condition when both FCSM and FMSC yields the same monotone convex function. However this is not true in general.
Theorem 3.1 Both FCSM and FMSC applied to the data points (X n , Y n ) yield the same monotone convex function if Y n is monotone or convex on X n . However, the estimate by FCSM is not equal to that by FMSC in general.
Comparison
We carry out a simulation study to compare FMSC and FCSM. In the simulation study, the design points x 1 , . . . , x n are taken as x i = i/n and the response data y i are generated from the model (1.1). We consider three true functions: f (x) = 1 (neither strictly monotone nor strictly convex), f (x) = 2x (strictly monotone but not strictly convex), f (x) = 2x 2 (strictly monotone and convex) on Ω = [ 0, 1 ]. Two error distributions with mean 0 and variance σ 2 are considered for i : the Gaussian and the double exponential distribution. The double exponential distribution has the form f (x) = (1/2σ) exp(−|x|/σ). For each pair of the true function and the error distribution, we generate 100 data sets and apply the proposed sequential methods to estimating the raw data, FMSC − r and FCSM − r. We also apply FMSC and FCSM to modifying the shape of kernel estimates, FMSC − s and FCSM − s. The kernel estimates are computed using Gaussian kernel and Table 4 .1: Comparison between FMSC and FCSM based on 100 data sets of size n = 50. In the table, "Gauss" and "DE" implies Gaussian error distribution and double exponential error distribution, respectively. The numbers in the parenthesis are the SEs. Here, f 1 (x) = 1, f 2 (x) = 2x and f 3 (x) = 2x optimally chosen bandwidth by leave-one-out cross-validation. In each of 100 data sets, we compute the uniform error, max Table 4 .1 summarizes the simulation results for n = 50 for three noise level σ = 0.1, 0.2 and 0.3. We also try n = 20 and n = 100 but do not report here, since the results are similar. The Table 4 .1 shows that, in all cases, FMSC is superior to FCSM for both 
Example: Radiation Data Analysis
In this section, we illustrate the proposed procedures by analyzing the radiation data reported in Davies and Gather (1993) . The data set is available from http://lib.stat. cmu.edu/datasets/. The data has 2001 observations of radiation level taken from a balloon about 30 kilometers above the surface of the earth. There is a non-decreasing concave trend in the data, that is degrading increment of the radiation with height. As stated in Davies and Gather (1991) , there are multiple outliers that caused by the fact that the balloon slowly rotates, causing the ropes from which the measuring instrument is suspended to cut off the direct radiation from the sun. There outlier will make much of the difference between FMSC and FCSM. In below, we use the first 200 sequence of the entire data set.
We first apply the FMSC and FCSM to raw data and plot the results in Figure  5 .1 (a). The 90 th observation is very outlier. The uniform convexification is known to be more sensitive to outliers than L 2 monotonization. Thus, if we apply the uniform convexification first, then the first stage estimate is dragged down to the 90 th observation and in consequence, the FCSM − r is too. The FMSC − r is also influenced by the very outlier and is slightly smaller than main body of the data. However, it is less sensitive than the FCSM − r.
We then apply the two sequential shape modifier to smoothed data. The smoothing procedure is exactly same with that in numerical study in previous section. We plot the results in in Figure 5.1 (b) . The very outlier still gives an influence to the smoothed estimates. It drag down the estimates(please see "XX" in the figure) and results in downward bias of both estimates. However, again, the bias of FMSC − s is smaller than that of FCSM − s.
Conclusion
This paper studies two shape modifiers, L 2 monotonization and uniform convexification. They provide two sequential shape modifiers to estimate a monotone convex function according the the order of application. We study commutability of two shape modifiers and show numerically FMSC provides better results that the other, FCSM, in UE and IMSE.
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