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Abstract Recent research has shown the deep impact of the dynamics of human
interactions (or temporal social networks) on the spreading of information, opinion
formation, etc. In general, the bursty nature of human interactions lowers the in-
teraction between people to the extent that both the speed and reach of information
diffusion are diminished. Using a large database of 20 million users of mobile phone
calls we show evidence this effect is not homogeneous in the social network but in
fact, there is a large correlation between this effect and the social topological struc-
ture around a given individual. In particular, we show that social relations of hubs in
a network are relatively weaker from the dynamical point than those that are poorer
connected in the information diffusion process. Our results show the importance of
the temporal patterns of communication when analyzing and modeling dynamical
process on social networks.
1 Introduction
A quantitative understanding of human communication patterns is of paramount im-
portance not only for a better understanding of human behavior, but also to explain
the dynamics of many social, technological and economic phenomena. Examples
include epidemics spreading, virus outbreaks, opinion formation, diffusion of inno-
vation, rumors or trends [32, 41, 43]. All these processes are related to the underly-
ing structure of the network and on the temporal activity patterns of humans, since
they depend on the way humans interact and share information [3, 21, 33]. Deter-
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mination of spreading paths, speed and reach in society is crucial for developing
efficient strategies to propagate information (like in viral marketing [21]), to find
out the influence that different people play in social networks [50] or to know how
public opinion forms and spreads [17].
Most of our current understanding of spreading phenomena comes from imple-
menting models and ideas borrowed from epidemiology on empirical or synthetic
social networks [1]. Although recent works suggest that information transmission
or influence is a much more involved process than disease propagation [2, 23, 48],
these studies have permitted to find the deep entanglement between spreading and
the complex topological patterns of the underlying network in the dynamical process
[6, 7, 8, 30, 39]. Social networks are very heterogeneous: the flux of information that
pass through each social tie is unevenly distributed, some individuals are more con-
nected than others, social relationships are organized into communities, etc. These
network structure heterogeneities reflect the way in which whom and how each in-
dividual is connected (and located) within the network and affect, therefore, the
spreading of information. In particular, a celebrated hypothesis is that ”hubs” (most
connected people) [41] or those users with large centrality [30] are the key players
in diffusion processes, being responsible for the largest part of the total reach of the
spreading process.
Paradoxically, most of these studies of dynamical phenomena on social net-
works neglect the temporal patterns of human communications: humans act in
bursts or cascades of events [3, 24, 44, 49], most social ties are not persistent
[18, 31] and communications happen mostly in the form of group conversations
[13, 24, 51, 52]. Since information transmission and human communication are con-
current, the temporal structure of communication must influence the properties of
information spreading. Indeed, recent experiments of electronic recommendation
forwarding [21] and simulations of epidemic models on email and mobile databases
[27, 34, 49] found that the asymptotic speed of information spreading is controlled
by the bursty nature of human communications that leads to a slowing down of the
diffusion. Furthermore, in [34] it was found that not only the speed, but also the
reach of information is affected by the temporal patterns of human communication.
Specifically, while burstiness of human communication hinders the propagation of
information through social ties, group conversations (or correlation between com-
munication events in neighbor ties) favor the formation of local information cas-
cades. These two competing effects shape the spreading reach and speed of infor-
mation yielding to different possible behaviors depending on the temporal properties
of the information transmission.
Although identification of the key ingredients of the dynamical patterns of hu-
man communication allows to understand the evolution of the process at the network
level, still there is no clear knowledge of what the roles played by the individual
patterns of activity in that process are and how they correlated with the (static or
aggregated) topological structure of social networks. For example, we might won-
der whether static hubs, identified as those who contact a large number of people
in a given time period, are also dynamical hubs, i.e., they have such communica-
tion patterns so that they retain their key role in information diffusion on temporal
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networks. In this contribution we analyzed this hypothesis by investigating how the
different properties of temporal patterns of communication correlate with the social
connectivity of an individual. More generally, this problem is related to how people
allocate time among their social connections. After all, time and attention are in-
elastic resources and thus humans have to implement a communication strategy to
maintain their social connectivity. Although static models of information diffusion
assume that all ties of a given node are open at all times and information can flow at
any time through any given tie, we expect attention and time constrains to shape the
dynamical properties of human communication. Analyzing the communication of
mobile phone calls between people, our results suggest that ties of static hubs have
less transmissibility (on average) than expected and thus we find a large correlation
between the static (node’s degree) and dynamical properties of human communica-
tion. Taken together, these results suggest that temporal patterns of communication
must be incorporated in the description and modeling of dynamical human-driven
phenomena and of quantitative models of contact social networks.
This contribution is organized as follows: in Section 2 we describe our data and
methods and review the different ways to characterize communication patterns be-
tween people. In Section 3 we revisit our method introduced in [34] in which we
map the dynamic of human interactions onto a static representation of a social net-
work through a quantity we call the dynamical strength of ties. We also study the
correlation between the dynamical patterns and social connectivity of human com-
munication in that section. Finally in the discussion we comment on our results and
the possibility of using the dynamical strength of ties as a way to model temporal
networks.
2 Characterizing human communication patterns
To understand what features characterize human communication patterns, we study
the mobile phone calls during T0 = 11 months of a single mobile phone operator in
a given country. The data consists of 2× 107 phone numbers and 7× 108 commu-
nication ties for a total of 9 billion calls between users. Call Detail Record (CDR)
contains the hashed number of the caller and the receiver, the time when the call was
initiated and the duration of the call. We consider only events in which the caller and
the callee belong to the operator under consideration, because of partial access to
the records of other operators. Finally, we only consider ties which are reciprocated,
i.e., in which a call is made at least in both directions i↔ j and thus we consider
that the weight of the tie wi j given by the number of calls or the total amount of call
time between i and j, is symmetric (wi j = w ji).1 Our data for the connectivity of
the social network, the duration of the calls, etc. are very similar to those reported
in previous studies of mobile phone networks [42]. As shown in Fig. 1, we found
a skewed distribution for both the nodes’ social connectivity ki in the observation
1 Similar results are found if the total amount of time is used for wi j instead of the number of calls.
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Fig. 1 Distribution of the social connectivity ki (a) and the nodes’ strenght (b) in our mobile phone
network.
time period and the strength si = ∑ j wi j. In our database, we observe that the mean
social connectivity is around 85, with a maximum value of around 500. For the node
strength si instead, we found that, although the mean of this distribution is around
1.5 hours in the whole period, the maximum value is about 6 hours per day. This
means that while the time that the larger part of the population spends on the phone
per day is of the order of seconds or minutes, there is a small minority who phone
more than 1 hour per day. Not only the aggregated si, but also the ties weight wi j
show a long-tailed distribution, which indicates a strong heterogeneity in the way
people distribute the time across their social circle. For both ki and si, however, the
decay is faster than a power-law, which indicates the presence of a relatively small
number of hubs. This decay is probably due to the fact that we have filtered out
business phone numbers, which mainly correspond to the hubs in mobile networks,
a possibility also pointed out in [40].
The relationship between the social connectivity and the intensity of communi-
cation has been investigated recently by Miritello et al. in [35]: in line with previous
studies for both scientific collaboration and the air-transportation networks [5], we
found that the average strength si(ki) of nodes with degree ki increases almost lin-
early with ki, that is si(ki) ∼ kβi , with β ' 1. However, we observe a slightly more
complex behavior for large values of ki, where si starts to grow sublinearly with
ki until it saturates for very large values of ki, which suggests the existence of a
limit for more connected people to allocate communication time in a proportional
fashion. Thus, the larger the social connectivity, the smaller the time dedicated per
tie. This means that, on average, hubs have weaker communications. The observed
behavior might be related to Dunbar’s theory [11] which asserts that cognitive and
biological constraints limit the number of people an individual keeps social contact
with. On top of those limits, in our case also temporal and monetary constraints
may play their role in phone communication. In this respect, our results are similar
to those found in other communication networks such as Twitter [16].
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Fig. 2 (a) Schematic representation of different communication patterns within a tie for the same
intensity, wi j = 8 calls. Each vertical line correspond to a different call between i and j. (b) Bivari-
ate representation of the coefficient of variation and stability of ties for the corresponding cases in
(a).
Characterizing a given communication tie by its strength (weight wi j) ignores
however the fact that human communication is a highly complex dynamical pro-
cess. Among others, some of the implicit assumptions of considering static descrip-
tion of ties are that (i) communication can happen at any time, (ii) human activity
is Markovian and randomly distributed in time, therefore well approximated by a
Poisson process, and (iii) there is no correlation or causality between events.
This is exemplified in Fig. 2, where we show that many different temporal pat-
terns of communication can correspond to the same strength of communication wi j.
In particular, recent research has shown that temporal patters of human individuals
are strongly inhomogeneous and deviate from the Poisson process [3, 27, 34, 49]. In
the latter, the number of events during a time interval of duration T follows a Pois-
son distribution with mean ρT , where ρ is the rate of events and the time between
consecutive events, called the inter-event times, follows an exponential distribution
p(δ t) = ρe−ρt . As a consequence, individual actions happen at relatively regular
time intervals δ t and very short or very long inter-event times occur with small
probability. However, human activity is bursty, which is reflected by the slowly de-
caying of the inter-event time probability distribution (possibly like P(δ t) ∼ δ t−1
for small inter-event times [3]), thus in stark contrast with the prediction of a homo-
geneous Poisson process. This behavior seems to be a universal feature of human
activity: it has been observed in several systems driven by human activity sequences
[4, 13, 15, 38, 45] and is known in literature as bursty behavior since long periods
of inactivity are separated by intense bursts of activity. Regarding human communi-
cation, bursty behavior is found also in inter-event times between communications
of a single person and even on events within a social tie [27, 34]. Although there
are other ways to characterize (and define) burstiness [15, 26], to capture this in-
formation we use the common coefficient of variation cvi j of the inter-event time
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Fig. 3 Density plot of the coefficient of variation and stability of the ties in our database for the
real sequence of calls (left) and the corresponding ones for the shuffled time stamps (right). To
have enough statistical significance for cvi j , only ties with wi j ≥ 5 are used in the plot.
distribution P(δ ti j) of a tie. It is measured as cvi j = σi j/µi j where µi j and σi j are
the mean and standard deviation of the distribution P(δ ti j). By definition, cvi j mea-
sures the dispersion of a distribution, that is the level of heterogeneity of tie com-
munication: the more heterogeneous the interaction is, the larger cvi j. Note that for
the inter-event exponential distribution in the Poisson process we have that σi j = µi j
and thus cvi j = 1. For the perfect deterministic process in which events happen at
regular times we get cvi j = 0, while for the bursty behavior in which P(δ t) is heavy
tailed we usually have σi j µi j and thus cvi j 1.
Although wi j and cvi j tell us something about the intensity and how homoge-
neous in time are communication events, they lack the information about how fast
this happens. As shown in Fig. 2, the same amount of calls can be place in a rather
long or extremely short time window. To characterize this variability in the rhythm
of communication we define the temporal stability ∆i j of a tie as ∆i j = tmaxi j − tmini j ,
where tmini j and t
max
i j are, respectively, the time instants at which the first and the last
communication events between i and j are observed within the observation period.
A large stability (∆i j ' T0) indicates that the communication between i and j extends
over the observation period, while a small one (∆i j ' 0) is the signal of a short tie
lifetime. In the case of a Poissonian process ∆i j ' T0 for all ties, since time events
are evenly distributed along the observation window.
As shown in Fig. 3, human communication patterns differ from equivalent Pois-
son process with the same number of events wi j. To mimic the latter process, we
shuffle the time stamps of the real events across the database, thus each call has
an even probability to appear anytime within the observation window. Note that
this shuffling preserves the usual circadian rhythms (nights, weekends, holidays),
but destroys all possible heterogeneous patterns of communication within the ties
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[25]. As expected, in the shuffled Poissonian case we have that for most of the ties
cvi j ' 1 and ∆i j ' T0. However, for the real case we observe that most ties show
bursty behavior (cvi j > 1) and that the stability is distributed along the observation
window, with the special feature that a large proportion of ties have either large
stability (∆i j ' T0) or very small one (∆i j = 1). This bimodal distribution of the
lifetime of links was found also in other mobile phone databases [18] and indicates
that ties are mostly long or very short, possibly signaling the very different nature
of the communication involved: for example, short ties could be due to search of
information within the social network, while long ties might reflect social or close
relationship between individuals.
We now investigate how the dynamical properties of ties depend on the social
connectivity of individuals in the observation time window ki. As mentioned above,
cognitive and monetary costs influence the aggregate amount of attention per tie
for largely connected individuals [11, 16, 35]. On the other hand, we have seen
that communication events are not evenly distributed across the time window. We
therefore expect that the way in which people allocate time in social networks also
reflects in their patterns of communication. For example, for a given wi j the attention
allocated in a short tie is much more localized in time than in a long tie. In addition,
individuals might choose to develop more bursty communication patterns to be able
to allocate more conversations within the day. In Fig. 4 we show our results for the
dependence of both cvi j and ∆i j with ki. Although there is no significant dependence
on cvi j, i.e., the burstiness of ties, for a given individual as a function of her social
connectivity ki in the time window, we observe that highly connected individuals
have shorter ties. This is a clear indication that, aside from the non-trivial way in
which individuals allocate time of communication among their contacts, there is
also a complex way in which this attention unfolds in time. In summary, it seems
that highly connected people are characterized by weaker (in terms of volume of
communication) and shorter ties than moderate or low connected people.
3 Dynamical strength of communication ties
It is clear that the intensity wi j does not capture the whole dynamics of communica-
tion within a tie and thus it is not sufficient to describe the importance or role of that
tie in the diffusion of information. To understand that role, in [34] we developed a
new measure of the strength of a tie which takes into account not only the intensity
of the link, but also its dynamical pattern. The idea is based on the mapping intro-
duced by Newman in [36] in which the dynamical information diffusion process is
mapped onto a static edge percolation where each tie is described by the transmis-
sibility or dynamical strength, i.e., the probability that information flows through
the link given the sequence of communication events between individuals. The net-
work is then still described by a static graph, but the interaction strength between
individuals now incorporates the causal and temporal patterns of their communica-
tions. As shown in [34], this procedure not only explains the qualitative behavior of
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Fig. 4 (a) Scatter plot (for a small sample of individuals) and conditional mean of the average
stability of the ties for a given individual ∆ i j in our database as a function of her connectivity
in the observation window ki. The plot only shows the result for the real sequence of calls, since
for the shuffled case ∆ i j ' T . (b) Conditional mean of the average logarithm of the coefficient of
variation cvi j for the real and shuffled cases as a function of ki.
the dynamics of information diffusion, but also successfully predicts, for example,
the percolation threshold for the SIR (Susceptible-Infected-Recovered) model on
our dataset. Obviously the dynamical strength of a tie must depend on the process
under consideration. For example, its definition varies if one considers models of in-
formation diffusion like the SIR model [34], simple random walk hopping between
individuals [19], or more complicated processes. In our case, since we are interested
on information diffusion and/or influence, we concentrate on the simplest model of
information propagation, namely the SIR epidemiological model [1]. Although re-
cent research has highlighted that important differences exist between information
diffusion and disease spreading [2, 23, 48], epidemiological models have been the
main theoretical tools to understand how information is transmitted in social net-
works [10]. Moreover, they are useful methods to explore the intricate structure of
social networks at large scale [27, 30, 39]. In that spirit, our aim in this section is
to use the SIR model to investigate the influence of the behavior observed in the
previous section on the role played by individuals in the spreading of information.
In the SIR model, individuals can be at different states of the infection dynam-
ics and they are allowed to change their state. Individuals are initially susceptible
(S) and become infected (I) with a given transmission rate λ when interact with an
infected individual. At the same time, infected individuals are allowed to recover
(R) at some rate µ . In our case, we consider that in each call an infected node (an
individual that knows the information) can infect a susceptible node (an individual
who is not aware of the information) with probability λ . Due to the synchronous
nature of the phone communication, this happens regardless of who initiates the
call. Nodes remain infected for a certain interval of time until they decay into the
recovered state in which they do not propagate the information anymore. Although
Correlation between social structure and human communication dynamics 9
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Fig. 5 Schematic view of communications events around individual i: each vertical segment indi-
cates an event between i→ j (top) and ∗→ i (bottom). At each tα in the ∗→ i time series, τi j is the
time elapsed to the next i→ j event, which is different from the inter-event time δ ti j in the i→ j
time series. The red shaded area represents the recover time window T after tα .
this decay into the recovered state can be very complex, for the sake of simplicity
we simulate the simplest model in which nodes recover after a fixed deterministic
and homogeneous time T . More general situations can be accommodated into the
model such as, for example, stochastic recovery times. The information diffusion
is simulated starting from a unique infected seed which generates a viral cascade
that grows until there are no more nodes in the infected state. As shown in [34], the
simulations using the real sequence of calls between individuals show a phase tran-
sition at very small λc: below λc cascades die out very quickly, while above λc we
find that with large probability there exists a cascade that infects a large proportion
of the individuals in our social network. This percolation transition happens also
around λc for the time-shuffled data, in which the real sequence and properties of
tie interactions are destroyed mimicking Poissonian dynamics. A different behavior
was however found between the real and the shuffled case below and above the per-
colation transition λc. Below λc, the correlations between events in neighboring ties
(group conversations) favor information diffusion and thus cascades in the real case
are larger than in the shuffled case. In contrast, above the percolation threshold, the
burstiness of communication events hinders the propagation of information, making
the reach of information smaller in the real than in the shuffled case. Thus real dy-
namics of interaction in social network makes information spreading more efficient
at small (local) scale (below λc), while if information propagates easily (large λ )
the reach of informaction in social networks is small than the one expected when a
Poissonian dynamics is considered.
The observed behavior can be understand by analyzing how the communication
temporal patterns affect information diffusion [34]. Spreading from user i to user j
(i→ j) happens at the relay time intervals τi j, i.e., the time interval it takes to i to
pass on to j an information he/she got from any another person ∗ → i, where j 6= ∗
(see Fig. 5). Information spreading is thus determined by the interplay between τi j
and the intrinsic timescale of the infection process T . As it was shown in [34], τi j
depends on the correlated and causal way in which group conversations happen,
since it depends on the inter-event intervals δ ti j in the i→ j communication but
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also on the possible temporal correlation with the ∗→ j events [29, 36].
By ignoring this correlation the probability distribution function (or pdf) for τi j can
be approximated by the waiting-time density for δ ti j given [9]:
P(τi j) =
1
δ t i j
∫ ∞
τi j
P(δ ti j) dδ ti j, (1)
where δ t i j is the average inter-event time. In this approximation, the dynamics of the
transmission process only depends on the dyadic i→ j sequence of communication
events. In particular, the heavy-tail properties of P(δ ti j) found in human communi-
cation [27, 34] are directly inherited by P(τi j), making the relay times much bigger
than expected. Thus the more bursty the communication is, the larger the relay times
are, which qualitatively explains empirical observations that heterogeneous human
activity slows down information spreading [21, 22, 27, 49].
To fully understand the impact of dynamical patterns of communication on in-
formation diffusion, we follow the approach of [36] by mapping the dynamical SIR
model to a static edge percolation model where each tie is described by the trans-
missibility Ti j. The transmissibility represents the probability that the information
is transmitted from i to j and it is a function of λ and T . If user i becomes infected
at time tα and the number of communication events i→ j in the interval [tα , tα +T ]
is ni j(tα), then the transmissibility in that interval is (see Fig.5)
Ti j = 1− (1−λ )ni j(tα ). (2)
User i may become infected during any ∗→ i communication event at tα . Assuming
these events independent and equally probable, we can average Ti j over all the tα
events to get
Ti j[λ ,T ] = 〈1− (1−λ )ni j(tα )〉α . (3)
If the number of ∗→ i events is large enough, we can use a probabilistic description
of Eq.(3) in terms of the probability P(ni j = n;T ) that the number of communication
events between i and j in a given time interval T is n. Thus
Ti j[λ ,T ] =
∞
∑
n=0
P(ni j = n;T )[1− (1−λ )n], (4)
which in principle can be non symmetric (Ti j 6= T ji). This quantity represents the
real probability of infection from i to j and defines what we called the dynamical
strength of the tie. Note that Ti j depends on the series of communication events
between i and j, but also on the time series of calls received by i.
In [36] Newman studied the case in which both time series are given by indepen-
dent Poisson processes in the whole observation interval [0,T0]. Thus, P(ni j = n;T )
is the Poisson distribution with rate ρi j = wi jT/T0, where wi j is the intensity of the
Correlation between social structure and human communication dynamics 11
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Fig. 6 (a) Comparison between the total transmissibility of individuals in the real Ti and shuffled
T˜i call records for a random set of 105 users in our database. Dashed line is the Ti = T˜i line. (b)
Conditional average of relative difference between the real and shuffled total transmissibility as a
function of the social connectivity ki.
tie, i.e., the total number of calls from i to j in [0,T0], and so
T˜i j[λ ,T ] = 1− e−λρi j = 1− e−λwi jT/T0 , (5)
which shows the one-to-one relationship between the intensity wi j and the trans-
missibility Ti j in the Poissonian case: the more intense the communication is, the
larger the probability of infection. However, as we have shown in [34] and in pre-
vious sections, the real i→ j and ∗ → i series are far from being independent and
Poissonian. To proceed analytically, we approximate Eq. (3). For small values of
λ we have 1− (1−λ )n ' λn, while when λ ' 1 we get that 1− (1−λ )n ' 1 for
n > 0. Thus, the transmissibility for the two regimes is given by:
Ti j[λ ,T ] =
{
λ 〈ni j〉tα for λ  1
1−P0i j for λ ' 1 (6)
where P0i j = P(ni j = 0;T ) is the probability of no communication event in a time
window of length T . This approximation allows us to estimateTi j in a much simpler
way, since it depends now only on variables that can be measured from the temporal
activity. In fact, Eq. (6) explains the observed behavior found in [34], since group
conversations make 〈ni j〉tα bigger in the real case than in the Poisson approximation,
while burstiness yields to larger values of the probability of no communication in
the real case than in the Poisson case and thus transmissibility is larger in the latter
than in the former situation.
For λ ' 1, the larger the coefficient of variation cvi j in a tie (i.e. the more bursty
it is), the larger the probability of no event P0i j and thus the lower the transmissibility
of the tie. The same behavior is found for the lifetime of links: if communication is
concentrated in a short time period, then P0i j is large and thus the transmissibility is
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low. Consequently, the shorter the tie communication, the smaller the transmissibil-
ity of the ties. Since the burstiness of human communication and activity seem to
be universal [3], empirical description of social networks only by their topological
structure and/or the intensity wi j typically overestimates the transmissibility power
of ties.
Finally, we investigate whether this effect of human communication patterns
is correlated with the social structure around a particular node. As shown in the
previous section, intensity and lifetime of links are distributed differently among
neighbors for individuals with low and large social connectivity. Since lifetime and
burstiness of communication ties impact the transmissibility of links, we expect that
the dependence of time allocation of communication with connectivity also trans-
lates into a dependence between ki and the total transmissibility of an individual
Ti = ∑ jTi j. Note that in the Poisson case and for small values of λ , we get that
T˜i j ' λwi jT/T0 and thus T˜i ' λ si T/T0, i.e., the transmission power of a node
is proportional to the strength of the node in this approximation. However, in the
real case Ti = ∑ jTi j[λ ,T ] depends both on the intensity and dynamical patterns
of communication. As we see in Fig. 6a, the burstiness of ties makes individuals in
general less powerful to transmit information than in the Poisson case, in the sense
that their total real transmissibility is smaller than shuffled one. However, this is not
an homogeneous effect in our database since, as it can be seen in Fig. 6b, the rela-
tive difference between Ti in the real and shuffled cases is larger for hubs or more
connected people than for poorly connected people, a manifestation in the process
of information diffusion of the effect we have seen in the previous section (i.e. hubs
have shorter ties). Note that this relative difference increases with ki meaning that
Ti does not grow linearly with ki (or si) as T˜i does. Our findings show that neither ki
or si are good predictors of the local spreading power or influence of a node, espe-
cially for largely connected people or hubs. In this sense, although in general static
hubs (people with large ki or si) have also large dynamical transmissibility, the large
variability shown in Fig. 6a implies that this correspondence is not always true.
4 Discussion
In the last years there has been an increasing interest in characterizing the complex
topological structure of the underlying contact network and in understanding how
it affects the diffusion of information, innovation or opinions [37]. However, most
of these studies neglect the temporal dimension of human communication as the
fact that humans act in bursts or cascades of events [3, 24, 34, 27, 49, 44], most
of ties form and decay within the observation time period [18, 31] and there are
correlations between communication events [13, 24, 34, 51, 52]. These temporal
heterogeneities significantly affect the current description of social networks, where
ties are described by a static strength which usually only takes into account the
volume of communication or intensity wi j. Although wi j has been shown to reflect
the face-to-face interaction between two individuals [12], we have seen that the same
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Fig. 7 (a) Temporal and (b) static structure of the mobile phone network around a randomly chosen
individual where colors of the links are proportional to the strength of the ties. The strength of ties
is taken as wi j for th static structure, while for the sake of comparison we take the effective
weight wi j(λ ,T )∗ = −T0/(λT ) ln(1−Ti j(λ ,T )) for the temporal case. Note that in the Poisson
case wi j = wi j(λ ,T )∗. Parameters for the calculation are λ = 0.5 and T = 15 days. It is interesting
to note that most of the strong ties present in the static structure become very weak in the temporal
picture due to the burstiness and/or lifetime of links.
amount of communication events can correspond to ties with completely different
temporal properties, which indicates the necessity to incorporate temporal patterns
of human activity in the description and modeling of human interactions. Actually,
in line with recent work on temporal networks [47, 20, 28, 46] we have shown that
the current definition of social ties can be largely improved by taking into account
simple temporal tie features, such as the level of burstiness of tie communication or
the lifetime of the tie.
Our main contribution is that temporal properties of tie activity also reveal impor-
tant information on the social topological structure around a given individual. This
correlation between human communication and network topology gives important
insights on the way in which people distribute their time across their network and,
at the same time, it also plays a fundamental role on more global phenomena, such
as influence and information spreading in social networks. Previous studies showed
that the aggregated time that people dedicate to their connections is affected by cog-
nitive and temporal constraints, which applies in particular to people with larger
social circles (hubs) [11, 16, 35]. Here we have seen that time and/or attention con-
straints also reflect in the temporal properties of social ties. We observed in fact that,
on average, social connections of highly connected individuals not only are weaker
in terms of volume of communication, but they are also shorter in time. The latter
result signals a time allocation strategy of individuals in their social neighborhood,
which also affects the transmissibility of a given individual, i.e., her capacity to
propagate a piece of information. In particular, we have found that the static picture
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of networks in terms of social connectivity ki and/or intensity of communication si,
typically overestimates the power of individuals to transmit information, an effect
which is larger for more connected people.
Our mapping approach goes beyond the important application to information
diffusion and it also applies to the more general and critical problem in complex
networks of describing empirical temporal social networks [20]. We have shown, in
fact, that a simple way to account for the temporal properties of human communica-
tion and still have a static representation of the social network, is by using the trans-
missibility Ti j as a measure of tie strength, instead of the volume of communication
(number of calls or total duration) wi j. While the number of communication events
between a tie i→ j represents the static strength, the transmissibility Ti j represents
the dynamical strength of a tie [34]. By definition, in fact, Ti j incorporates not only
the volume of communication wi j, but also all the temporal inhomogeneities of hu-
man interaction (see Eq. (3)). The use of the dynamical strength of ties Ti j[λ ,T ]
allows possible comparison of the network at different time scales and thus it can
be use to obtain essential information about how and why temporal networks unfold
in time. In Fig. 7 we compare a portion of the social network where the weight of
each link is given by the static (a) and the dynamical (b) strength of the ties. The
figure clearly shows that these two quantities may lead to quite different pictures of
the topological structure of the network.
More generally, this effective static structure of temporal networks might be used
in other areas of network research such as determination of influence/centrality [2],
community finding algorithms [14], targeting in viral marketing [21], etc., to analyze
the impact of the dynamical patterns of communication in those areas and to assess
more accurately the role played by individuals or groups in dynamical process on
social networks.
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