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Re´sume´. Dans cet article, nous nous inte´ressons a` un q-analogue aux entiers
positifs de la fonction zeˆta de Riemann, que l’on peut e´crire pour s ∈ N∗ sous la forme
ζq(s) =
∑
k≥1 q
k
∑
d|k d
s−1. Nous donnons une nouvelle minoration de la dimension
de l’espace vectoriel sur Q engendre´, pour 1/q ∈ Z \ {−1; 1} et A entier pair, par
1, ζq(3), ζq(5), . . . , ζq(A−1). Ceci ame´liore un re´sultat re´cent de Krattenthaler, Rivoal
et Zudilin (Se´ries hyperge´ome´triques basiques, q-analogues des valeurs de la fonction
zeˆta et se´ries d’Eisenstein, J. Inst. Jussieu 5.1 (2006), 53-79). En particulier notre
re´sultat a pour conse´quence le fait que pour 1/q ∈ Z \ {−1; 1}, au moins l’un des
nombres ζq(3), ζq(5), ζq(7), ζq(9) est irrationnel.
Abstract. In this paper, we focus on a q-analogue of the Riemann zeˆta function
at positive integers, which can be written for s ∈ N∗ by ζq(s) =
∑
k≥1 q
k
∑
d|k d
s−1.
We give a new lower bound for the dimension of the vector space over Q spanned, for
1/q ∈ Z \ {−1; 1} and an even integer A, by 1, ζq(3), ζq(5), . . . , ζq(A − 1). This im-
proves a recent result of Krattenthaler, Rivoal and Zudilin (Se´ries hyperge´ome´triques
basiques, q-analogues des valeurs de la fonction zeˆta et se´ries d’Eisenstein, J. Inst.
Jussieu 5.1 (2006), 53-79). In particular, a consequence of our result is that for
1/q ∈ Z \ {−1; 1}, at least one of the numbers ζq(3), ζq(5), ζq(7), ζq(9) is irrational.
1 Introduction
L’e´tude de l’irrationalite´ des valeurs de la fonction zeˆta de Riemann ζ aux
entiers impairs positifs est un proble`me classique en the´orie des nombres. Il
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est en effet connu que l’expression des valeurs de ζ aux entiers pairs positifs
ζ(2m) = (−1)m−122m−1B2m pi
2m
(2m)!
permet d’affirmer, via la transcendance de pi, due a` Lindemann, que chacun
de ces nombres est transcendant (ici m ∈ N∗ et les nombres rationnels Bm
sont les nombres de Bernoulli). En revanche, concernant l’e´tude aux entiers
impairs positifs, meˆme si la transcendance est conjecture´e, le seul re´sultat
significatif fuˆt pendant longtemps le the´ore`me d’Ape´ry [3] affirmant que ζ(3)
est irrationnel. Puis re´cemment, Rivoal [16], et Ball et Rivoal [6] ont eu l’ide´e
de conside´rer les valeurs de ζ aux entiers impairs positifs dans leur ensemble
plutoˆt qu’individuellement, ce qui leur permit de prouver qu’ il existe parmi
les nombres ζ(2m + 1), m ∈ N∗, une infinite´ de nombres irrationnels, en
donnant la minoration pour A entier pair suffisamment grand :
dimQ (Q+Qζ(3) + · · · +Qζ(A− 1)) ≥ logA
1 + log 2
(1 + o(1)).
La me´thode employe´e a conduit a` des versions quantitatives [6, 11, 16, 18],
jusqu’a` l’article re´cent de Zudilin [22] dans lequel il est prouve´ qu’ au moins
l’un des nombres ζ(5), ζ(7), ζ(9), ζ(11) est irrationnel. Le lecteur inte´resse´
pourra aussi consulter le survol de Fischler [8] sur ce sujet.
Dans cet article, nous nous inte´ressons au q-analogue normalise´ de la fonc-
tion ζ conside´re´ d’abord dans [10] et [23], puis plus re´cemment encore dans
[12], et que l’on peut e´crire pour s ∈ N∗ et q un nombre complexe tel que
|q| < 1 :
ζq(s) =
∑
k≥1
qk
∑
d|k
ds−1 =
∑
k≥1
ks−1
qk
1− qk ·
Le terme de q-analogue est justifie´ ici par la relation valide pour s ∈ N∗ \ {1}
(voir par exemple [10] ou [12] pour une de´monstration) :
lim
q→1
(1− q)sζq(s) = (s− 1)!ζ(s),
ou` bien entendu ζ(s) =
∑
k≥1
1
ks est l’expression pour Re(s) > 1 de la fonction
zeˆta de Riemann. L’un des inte´reˆts de ce q-analogue de ζ re´side dans le fait que
les valeurs de ζq aux entiers pairs positifs sont relie´es aux formes modulaires
et aux se´ries d’Eisenstein E2m(q) (m ∈ N∗) [19] via la relation :
E2m(q) = 1− 4m
B2m
ζq(2m).
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Concernant la transcendance des valeurs de ζq aux entiers pairs positifs, le
re´sultat de´finitif est conse´quence de la structure de l’espace des formes mod-
ulaires sur SL2(Z) [19] et d’un the´ore`me d’inde´pendance alge´brique sur les
se´ries d’Eisenstein E2(q), E4(q) et E6(q) duˆ a` Nesterenko [14]. En effet,
on peut de´duire de cela que pour m ∈ N∗ et q alge´brique (en particulier
1/q ∈ Z \ {−1; 1}), les nombres ζq(2m) sont tous transcendants.
Ceci conduit naturellement a` se pencher sur le cas des valeurs de ζq aux
entiers impairs positifs. Remarquons tout d’abord que malgre´ l’analogie man-
ifeste entre les re´sultats de transcendance des valeurs de ζ et ζq (1/q ∈
Z \ {−1; 1}) aux entiers pairs positifs, il n’est aujourd’hui possible d’affirmer
l’irrationalite´ de ζq(3) pour aucune valeur de q. En fait, seule l’irrationalite´ de
ζq(1) est connue [5] pour diverses valeurs de q. D’autre part, on sait depuis [15]
que 1, ζq(1), ζq(2) sont line´airement inde´pendants sur Q pour 1/q ∈ N \ {1}.
Dans cette direction, le re´sultat principal de Krattenthaler, Rivoal et Zudilin
dans [12] affirme que pour 1/q ∈ Z \ {−1; 1} et A entier pair :
dimQ (Q+Qζq(3) + · · ·+Qζq(A− 1)) ≥ f(A), (1.1)
ou`
f(A) = max
r∈N
1≤r≤A/2
f(r;A) avec f(r;A) :=
4rA+A− 4r2(
24
pi2
+ 2
)
A+ 8r2
·
Cette minoration donne des informations asymptotiques via l’e´quivalent
f(A) ∼ pi
2
√
pi2 + 12
√
A lorsque A→ +∞,
mais aussi quantitatives. En effet, il suffit de choisir une valeur de A ≥ 4
la plus petite possible et donnant une dimension supe´rieure ou e´gale a` 2
(l’ide´al serait A = 4, ce qui montrerait l’irrationalite´ de ζq(3)). Cependant, il
s’ave`re dans [12] que la valeur minimale exploitable est A = 12, ce qui fournit
le re´sultat suivant : pour 1/q ∈ Z \ {−1; 1}, au moins l’un des nombres
ζq(3), ζq(5), ζq(7), ζq(9), ζq(11) est irrationnel.
Le but de cet article est d’ame´liorer (1.1) et de raffiner le re´sultat quanti-
tatif ci-dessus, en prouvant les deux the´ore`mes suivants.
The´ore`me 1.1. Pour 1/q ∈ Z \ {−1; 1} et tout entier pair A ≥ 4, on a la
minoration :
dimQ (Q+Qζq(3) + · · ·+Qζq(A− 1)) ≥ g(A), (1.2)
ou`
g(A) = max
r∈N
1≤r≤A/2
g(r;A) avec g(r;A) :=
4rA+A− 4r2(
24
pi2
+ 2
)
A− 24
pi2
+ 8r2
,
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g(A) ve´rifiant g(A) ∼ pi
2
√
pi2 + 12
√
A lorsque A→ +∞.
On remarque ainsi qu’asymptotiquement, g se comporte comme f via l’e´galite´
lim
A→+∞
g(A)√
A
= lim
A→+∞
f(A)√
A
=
pi
2
√
pi2 + 12
·
Cependant, pour toute valeur fixe´e de A, ce premier the´ore`me ame´liore la
minoration de [12] puisque g(A) > f(A) (car g(r;A) > f(r;A)). Cette com-
paraison donne en particulier les ine´galite´s suivantes :
f(10) < 1 < g(10) = g(10; 2) ≃ 1, 001, (1.3)
f(38) < g(38) < 2 < f(40) < g(40), (1.4)
f(86) < 3 < g(86). (1.5)
La conse´quence imme´diate de (1.3) est le The´ore`me 1.3 ci-dessous, qui est un
raffinement de la version quantitative de [12] de´ja` mentionne´e. Les ine´galite´s
(1.4) montrent que le The´ore`me 1.1 permet de retrouver, sans l’ame´liorer,
le re´sultat suivant, de´ja` conse´quence de (1.1) : pour 1/q ∈ Z \ {−1; 1}, il
existe deux entiers impairs j1 et j2 tels que 3 ≤ j1 < j2 ≤ 39 et 1, ζq(j1) et
ζq(j2) soient line´airement inde´pendants sur Q. En revanche, (1.5) fournit une
ame´lioration par rapport a` (1.1), qui peut s’e´crire :
Corollaire 1.2. Pour 1/q ∈ Z \ {−1; 1}, il existe trois entiers impairs j1,
j2 et j3 tels que 3 ≤ j1 < j2 < j3 ≤ 85 et 1, ζq(j1), ζq(j2) et ζq(j3) soient
line´airement inde´pendants sur Q.
Voici maintenant notre deuxie`me re´sultat, qui est une conse´quence de (1.3) :
The´ore`me 1.3. Pour 1/q ∈ Z\{−1; 1}, au moins l’un des nombres ζq(3), ζq(5),
ζq(7), ζq(9) est irrationnel.
Il est inte´ressant de noter que la technique adopte´e dans [12] est tout
a` fait paralle`le (mais dans le monde des q-analogues) a` celle de [18], ou`
il est de´montre´ qu’au moins l’un des nombres ζ(5), ζ(7), . . . , ζ(21) est irra-
tionnel. Or les auteurs de [11] de´montrent la conjecture des de´nominateurs
formule´e dans [17], ce qui a pour conse´quence le fait qu’au moins l’un des
nombres ζ(5), ζ(7), . . . , ζ(19) est irrationnel. C’est pourquoi le The´ore`me 1.3
n’est pas comple`tement une surprise, les auteurs de [12] estimant a` la fin de
l’introduction qu’il est ‘probable’ que l’on puisse prouver ce re´sultat, a` condi-
tion de formuler et de de´montrer une certaine ‘q-conjecture des de´nominateurs’.
Nous profitons de cette introduction pour donner les grandes lignes de
de´monstration du The´ore`me 1.1. Nous utilisons la proposition suivante, qui
est un cas particulier du crite`re d’inde´pendance line´aire de Nesterenko [13] :
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Proposition 1.4. Soient un entier N ≥ 2 et des re´els v1, . . . , vN . Supposons
qu’il existe N suites d’entiers (pj,n)n≥0 et des re´els α1 et α2 avec α2 > 0 tels
que :
i) lim
n→+∞
1
n2
log |p1,nv1 + · · ·+ pN,nvN | = −α1,
ii) pour tout j ∈ {1, . . . , N}, on a lim sup
n→+∞
1
n2
log |pj,n| ≤ α2.
Alors la dimension du Q-espace vectoriel engendre´ par v1, . . . , vN ve´rifie :
dimQ (Qv1 + · · ·+QvN ) ≥ 1 + α1
α2
·
Remarque 1.5. Si en plus des hypothe`ses de ce crite`re on connait un facteur
commun δn aux pj,n, et si lim
n→+∞
1
n2
log |δn| existe et vaut δ (< α2), alors en
conside´rant les nouvelles suites d’entiers (pj,n/δn)n≥0, on obtient :
dimQ (Qv1 + · · ·+QvN ) ≥ 1 + α1 + δ
α2 − δ
(
≥ 1 + α1
α2
si α1 > 0
)
.
Afin d’exploiter le crite`re de Nesterenko dans notre contexte, l’ide´e con-
siste a` analyser la se´rie hyperge´ome´trique suivante (voir la partie 2 pour les
notations) :
S˜n(q) := (q)
A−2r
n
∑
k≥1
(1− q2k+n)(q
k−rn, qk+n+1)rn
(qk)An+1
qk(A−2r)n/2+kA/2−k,
ou` |q| 6= 1, A entier, r ∈ N∗ et A > 2r. Cette se´rie a e´te´ sugge´re´e, mais pas
utilise´e, dans [12], les auteurs pre´fe´rant e´tudier une autre se´rie, note´e Sn(q),
pour prouver leurs re´sultats. La premie`re e´tape est une re´e´criture de S˜n(q),
sous forme d’une combinaison line´aire en des ζq(2m+ 1), m ∈ N∗ :
S˜n(q) = Pˆ0,n(q) +
A−1∑
j=3
j impair
Pˆj,n(q)ζq(j),
ou` |q| < 1, A est pair et les Pˆj,n(q) sont a` priori dans Q(q), c’est-a` dire des
fractions rationnelles en q (donc aussi en 1/q), a` coefficients dans Q. Dans un
deuxie`me temps, on cherche un de´nominateur commun Dn(q) a` ces fractions
rationnelles en 1/q, ve´rifiant :
Dn(q)Pˆj,n(q) ∈ Z
[
1
q
]
∀j ∈ {0, 3, 5, . . . , A− 1}.
Lorsque 1/q ∈ Z \ {−1; 1}, la Proposition 1.4 applique´e a` la combinaison
line´aire Dn(q) × S˜n(q), ainsi que les estimations asymptotiques de S˜n(q),
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Pˆj,n(q) et Dn(q), nous permettent de retrouver (1.1).
Notre ame´lioration, dont le re´sultat est donne´ par le The´ore`me 1.1, se situe au
niveau du de´nominateur commun Dn(q) : nous formulons, puis de´montrons,
une q-conjecture des de´nominateurs (voir le The´ore`me 4.1) qui fournit un nou-
veau de´nominateur commun D˜n(q) divisant Dn(q). La minoration (1.2) du
The´ore`me 1.1 est obtenue via l’estimation asymptotique de δn := Dn(q)/D˜n(q)
(voir la Remarque 1.5 qui suit la Proprie´te´ 1.4).
Remarque 1.6. Pour de´montrer directement le The´ore`me 1.3, le crite`re de
Nestenrenko n’est pas ne´cessaire. Il suffit en effet d’obtenir une estimation
asymptotique de la combinaison line´aire a` coefficients entiers D˜n(q)× S˜n(q),
1/q ∈ Z \ {−1; 1}, en ζq(3), ζq(5), ζq(7) et ζq(9) (avec les choix A = 10 et
r = 2). Il n’est donc pas ne´cessaire de borner la hauteur des coefficients de la
combinaison line´aire, ceci n’est utile que pour l’inde´pendance line´aire.
Cet article est organise´ comme suit. La deuxie`me partie est destine´e
a` quelques notations concernant les q-se´ries qui seront utiles ensuite. La
troisie`me partie est consacre´e a` l’e´tude de la se´rie S˜n(q) e´voque´e ci-dessus.
L’utilisation de S˜n(q) nous permet de rede´montrer la minoration (1.1) de [12],
et de de´gager quelques lemmes cle´s. Dans cette meˆme partie, nous expliquons
par ailleurs comment le nouveau de´nominateur D˜n(q) permet d’obtenir le
The´ore`me 1.1. Dans la quatrie`me et dernie`re partie, nous nous consacrons
exclusivement a` l’e´tude de D˜n(q) : nous exprimons notre q-conjecture des
de´nominateurs (The´ore`me 4.1), et nous en donnons une de´monstration util-
isant une formule de transformation de se´ries hyperge´ome´triques basiques due
a` Andrews [1, 2].
2 Notations
Donnons comme annonce´ ci-dessus quelques de´finitions et notations issues du
langage des q-se´ries, que le lecteur pourra retouver plus en de´tails dans [9].
Etant donne´ un nombre complexe q (la “base”) tel que |q| 6= 1, on de´finit
pour tout re´el a et tout entier k ∈ N, le q-factoriel montant par :
(a)k ≡ (a; q)k :=
{
1 si k = 0
(1− a) . . . (1− aqk−1) si k > 0.
La base q peut eˆtre omise lorsqu’il n’y a pas de confusion (en notant (a)k
pour (a; q)k, etc), tout changement de base (par exemple q remplace´ par p =
1/q) sera pre´cise´ dans les paragraphes concerne´s. Pour des raisons pratiques,
notons pour k ∈ N :
(a1, . . . , am)k := (a1)k × · · · × (am)k.
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Rappelons aussi le coefficient q-binomial :[
n
k
]
q
=
[
n
k, n − k
]
q
:=
(q)n
(q)k(q)n−k
,
et plus ge´ne´ralement le coefficient q-multinomial :[
n
k1, . . . , kl, n− k1 − · · · − kl
]
q
:=
(q)n
(q)k1 . . . (q)kl(q)n−k1−···−kl
,
qui sont des polynoˆmes en q, a` coefficients entiers (voir par exemple [20]).
Enfin, rappelons la notion de se´rie hyperge´ome´trique basique s+1φs :
s+1φs
[
a0, a1, . . . , as
b1, . . . , bs
; q, z
]
:=
∞∑
k=0
(a0, a1, . . . , as)k
(q, b1, . . . , bs)k
zk,
avec aj ∈ C pour 0 ≤ j ≤ s, et bj qk 6= 1 pour tout k ∈ N et 1 ≤ j ≤ s. La
se´rie converge toujours pour |z| < 1, et on dit que s+1φs est :
• bien e´quilibre´e (well poised) si qa0 = a1b1 = · · · = asbs
• tre`s bien e´quilibre´e (very well poised) si elle est bien e´quilibre´e et de
plus a1 = q
√
a0.
3 Une se´rie tre`s bien e´quilibre´e
Reprenons la se´rie de´finie dans l’introduction par :
S˜n(q) := (q)
A−2r
n
∑
k≥1
(1− q2k+n)(q
k−rn, qk+n+1)rn
(qk)An+1
qk(A−2r)n/2+kA/2−k, (3.1)
pour A entier pair, r ∈ N∗ et A−2r > 0. Remarquons que cette se´rie converge
alors pour |q| 6= 1. La se´rie S˜n(q) ve´rifie
S˜n(1/q) = −qn(r−1)S˜n(q), (3.2)
relation qui provient du choix de la puissance de q dans le sommande de (3.1).
La relation (3.2) va permettre d’exprimer S˜n(q) comme combinaison line´aire
sur Q des valeurs de ζq aux entiers impairs positifs seulement, alors que l’on
pourrait s’attendre a` priori a` voir apparaˆıtre aussi les valeurs de ζq aux entiers
pairs positifs. D’autre part on peut e´crire
S˜n(q) = q
(rn+1)((A−2r)n/2+A/2−1)(1− qn+2rn+2)(q)A−2rn
(q, qn+rn+2)rn
(qrn+1)An+1
× A+4φA+3
[
a, q
√
a,−q√a, qrn+1, . . . , qrn+1√
a,−√a, q(r+1)n+2, . . . , q(r+1)n+2; q, q
(A−2r)n/2+A/2−1
]
,
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avec a = q(2r+1)n+2, ce qui montre que S˜n(q) est une se´rie hyperge´ome´trique
basique tre`s bien e´quilibre´e. Cette proprie´te´ nous permettra de formuler puis
de de´montrer notre q-conjecture des de´nominateurs dans la partie 4 (voir le
The´ore`me 4.1).
Pour |q| < 1, A entier pair et r ∈ N∗ tel que A − 2r > 0, nous allons
successivement dans ce paragraphe de´montrer les :
• Lemme 3.2 (paragraphe 3.1) : on a
S˜n(q) = Pˆ0,n(q) +
A−1∑
j=3
j impair
Pˆj,n(q)ζq(j),
ou` pour j ∈ {0, 3, 5, . . . , A−1}, les Pˆj,n(q) sont des fractions rationnelles
en q qui seront explicite´es.
• Lemme 3.5 (paragraphe 3.2) : si on pose dn(q) = ppcm(q−1, . . . , qn−1),
alors pour j ∈ {0, 3, 5, . . . , A−1} et α = −A/8− r2/2, il existe des re´els
β et γ ne de´pendant que de A et r tels que
Dn(q)Pˆj,n(q) ∈ Z
[
1
q
]
, avec Dn(q) = (A− 1)! q⌊αn2+βn+γ⌋dn(1/q)A,
ou` ⌊x⌋ de´signe la partie entie`re de x.
• Lemme 3.6 (paragraphe 3.3) : on a
lim
n→+∞
1
n2
log |S˜n(q)| = −1
2
r(A− 2r) log |1/q|.
• Lemme 3.7 (paragraphe 3.3) : on a
lim sup
n→+∞
1
n2
log |Pˆj,n(q)| ≤ 1
8
(A+ 4r2) log |1/q|, ∀j ∈ {0, 3, 5, . . . , A− 1}.
• Lemme 3.8 (paragraphe 3.3) : on a
lim
n→+∞
1
n2
log |Dn(q)| =
(
A
8
+
r2
2
+
3A
pi2
)
log |1/q|.
Alors ces cinq lemmes permettent, pour 1/q ∈ Z \ {−1; 1}, d’appliquer la
Proposition 1.4 a` la combinaison line´aire
Dn(q)× S˜n(q) = Dn(q)Pˆ0,n(q) +
A−1∑
j=3
j impair
Dn(q)Pˆj,n(q)ζq(j),
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avec les valeurs
α1 = −
(
A
8
+
r2
2
+
3A
pi2
− r
2
(A− 2r)
)
log |1/q|
et
α2 =
(
A
8
+
r2
2
+
3A
pi2
+
A
8
+
r2
2
)
log |1/q| =
(
A
4
+ r2 +
3A
pi2
)
log |1/q|,
ce qui implique
dimQ(Q+Qζq(3) +Qζq(5) + · · ·+Qζq(A− 1))
≥ 1 + α1
α2
=
4rA+A− 4r2(
24
pi2
+ 2
)
A+ 8r2
,
rede´montrant ainsi la minoration (1.1).
Cependant, des calculs nume´riques avec le logiciel Maple confirment (comme
le fait que S˜n(q) soit tre`s bien e´quilibre´e le laissait espe´rer) que le de´nominateur
commun des Pˆj,n(q) du Lemme 3.2 pourrait bien eˆtre de la forme :
D˜n(q) = (A− 1)! q⌊αn2+βn+γ⌋dn(1/q)A−1, α = −A
8
− r
2
2
, (3.3)
c’est-a`-dire que l’on gagnerait une puissance de dn(1/q) par rapport au choix
Dn(q). Ceci donnerait alors (voir la Remarque 1.5 qui suit la proposition 1.4,
avec δ = limn→∞
1
n2
log dn(1/q) et l’estimation (3.29) de dn(1/q)) :
dimQ(Q+Qζq(3) +Qζq(5) + · · ·+Qζq(A− 1))
≥ 1 + α1 + δ
α2 − δ =
4rA+A− 4r2(
24
pi2
+ 2
)
A− 24
pi2
+ 8r2
,
ce qui de´montrerait le The´ore`me 1.1. Nous en de´duisons donc que pour prou-
ver le The´ore`me 1.1, il nous suffit de montrer que le choix (3.3) est valide,
c’est-a`-dire
D˜n(q)Pˆj,n(q) ∈ Z
[
1
q
]
∀j ∈ {0, 3, 5, . . . , A− 1} , (3.4)
ce qui fera l’objet de la quatrie`me partie.
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3.1 Combinaisons line´aires en les ζq(2j + 1), j ∈ N∗
Posons
R˜n(T ; q) := T
(A−2r)n/2+A/2−2q−An(n+1)/2
(q)A−2rn (q
−rnT, qn+1T )rn
(T − 1)A . . . (T − q−n)A , (3.5)
de sorte que
S˜n(q) =
∑
k≥1
qk(1− q2k+n)R˜n(qk; q).
Remarquons que le degre´ en T de la fraction rationnelle R˜n(T ; q) vaut −(n+
1)(A − 2r)/2 − r − 2 et est infe´rieur ou e´gal a` −3 puisque A > 2r ≥ 2. La
de´composition de cette fraction en e´le´ments simples s’e´crit
R˜n(T ; q) =
A∑
s=1
n∑
j=0
c˜s,j,n(q)
(T − q−j)s =
A∑
s=1
n∑
j=0
d˜s,j,n(q)
(1− Tqj)s ,
avec d˜s,j,n(q) = (−1)sqjsc˜s,j,n(q) et
c˜s,j,n(q) =
1
(A− s)!
[
dA−s
dTA−s
R˜n(T ; q)(T − q−j)A
]
T=q−j
(3.6)
=
q−js
(A− s)!
[
dA−s
duA−s
R˜n(uq
−j ; q)(u− 1)A
]
u=1
. (3.7)
La de´finition (3.5) conduit a` la relation R˜n(Tq
n; 1/q) = qn(r−2)R˜n(T ; q), qui
a pour conse´quence pour tous j ∈ {0, . . . , n} et s ∈ {1, . . . , A}
d˜s,n−j,n(1/q) = q
n(r−2)d˜s,j,n(q), (3.8)
ou de fac¸on e´quivalente
c˜s,n−j,n(1/q) = q
n(s+r−2)c˜s,j,n(q). (3.9)
Remarque 3.1. La relation (3.8) est un peu diffe´rente de celle prouve´e dans
[12], sauf dans le cas r = 1, ce qui n’est pas une surprise car la se´rie S˜n(q)
coincide pour r = 1 avec la se´rie S
[1]
n (q) := Sn(q)− Sn(1/q) utilise´e dans [12].
Nous aurons besoin dans ce qui suit des nombres de Stirling de premie`re
espe`ce sans signe (voir [20]), qui sont des nombres entiers note´s c(s, j) (ou` s
et j sont deux entiers tels que 1 ≤ j ≤ s) et de´finis par
x(x+ 1) . . . (x+ s− 1) =
s∑
j=1
c(s, j)xj .
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Lemme 3.2. On a pour |q| < 1, A pair et r ∈ N∗ tel que A− 2r > 0 :
S˜n(q) = Pˆ0,n(q) +
A−1∑
j=3
j impair
Pˆj,n(q)ζq(j), (3.10)
ou` pour j = 3, 5, . . . , A− 1,
Pˆ0,n(q) := P˜0,n(1, q)− q−n(r−1)P˜0,n(1, 1/q) −
[
d
dz
P˜1,n(z, q)
]
z=1
,(3.11)
Pˆj,n(q) :=
A∑
s=j
2c(s − 1, j − 1)
(s− 1)! P˜s,n(1, q), (3.12)
et
P˜0,n(z, q) :=
A∑
s=1
n∑
j=1
j∑
k=1
(−1)s q
k−j(1−s)
(1 − qk)s c˜s,j,n(q)z
j−k, (3.13)
P˜s,n(z, q) := (−1)s
n∑
j=0
qj(s−1)c˜s,j,n(q)z
j . (3.14)
De´monstration. Reprenons les fonctions interme´diaires de [12] de´finies par
Zs(z; q) :=
∑
k≥1
qk
(1−qk)s
z−k et Zs(q) := Zs(1; q), ve´rifiant notamment pour
s ≥ 2
Zs(q)− Zs(1/q) = 2
(s− 1)!
s∑
j=3
j impair
c(s − 1, j − 1)ζq(j), (3.15)
et convergeant pour tout s ≥ 1 de`s que |q| < |z|. Nous utiliserons le fait que
Zs(1/z; 1/q) converge pour tout |z| < |q|1−s. Posons alors pour |q| < |z|
Sn(z; q) :=
∑
k≥1
qkR˜n(q
k; q)z−k.
Il n’est pas difficile de voir que Sn(z; q) converge de`s que |z| > |q|(A−2r)n/2+A/2−1
et Sn(1/z; 1/q) converge de`s que |z| < |q|−(A−2r)n/2−A/2−1. Les deux se´ries
Sn(z; q) et Sn(1/z; 1/q) convergent donc simultane´ment pour |q| < |z| ≤ 1
lorsque A ≥ 4. Un calcul simple montre que
Sn(1; q) − q−n(r−1)Sn(1; 1/q) = S˜n(q). (3.16)
Par ailleurs, en utilisant la de´composition en e´le´ments simples de R˜n(T ; q),
on obtient
Sn(z; q) = P˜0,n(z, q) +
A∑
s=1
P˜s,n(z, q)Zs(z; q), (3.17)
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ou` P˜0,n(z, q) et P˜s,n(z, q) sont des polynoˆmes en z de´finis par (3.13) et (3.14).
Or, en reprenant la de´finition (3.14), on s’aperc¸oit que la relation (3.8) se
traduit pour s ≥ 1 par P˜s,n(1/z, 1/q) = z−nqn(r−1)P˜s,n(z, q), ce qui nous
donne l’ide´e d’e´tudier maintenant la se´rie
S˜n(z; q) := Sn(z; q) − znq−n(r−1)Sn(1/z; 1/q), (3.18)
avec la condition |q| < |z| < 1 assurant la convergence. Le de´veloppement
(3.17), puis la relation ci-dessus entre P˜s,n(1/z, 1/q) et P˜s,n(z, q), permettent
alors d’e´crire pour |q| < |z| < 1
S˜n(z; q) = P˜0,n(z, q)− q−n(r−1)z−nP˜0,n(1/z, 1/q)
+
A∑
s=1
P˜s,n(z, q)(Zs(z; q)− Zs(1/z; 1/q)). (3.19)
Il ne reste plus qu’a` faire tendre z vers 1 dans (3.19) pour obtenir le Lemme 3.2,
via la de´finition (3.18) et les e´galite´s (3.15) et (3.16), e´tant entendu (comme
dans [12]) que
lim
z→1
P˜1,n(z, q)(Z1(z; q)− Z1(1/z; 1/q)) = −
[
d
dz
P˜1,n(z, q)
]
z=1
.
3.2 Proprie´te´s arithme´tiques des Pˆj,n
En vue de trouver un de´nominateur commun Dn(q) aux coefficients Pˆj,n(q) ∈
Q(q), rappelons que dn(q) ∈ Z[q] est le polynoˆme unitaire, de plus petit degre´
et multiple commun de 1− q, 1 − q2, . . . , 1 − qn. On de´montre alors les deux
lemmes suivants, qui permettront de de´duire le Lemme 3.5.
Lemme 3.3. Pour tous s ∈ {1, . . . , A} et j ∈ {0, . . . , n}, on a :
dn (1/q)
A−s c˜s,j,n(q) ∈ Z
[
q;
1
q
]
.
De´monstration. E´crivons (3.6) sous la forme
c˜s,j,n(q) =
1
(A− s)!
[
dA−s
dTA−s
V˜n(T ; q)
]
T=q−j
, (3.20)
avec
V˜n(T ; q) := R˜n(T ; q)(T − q−j)A
= (q)A−2rn T
(A−2r)n/2+A/2−2q−An(n+1)/2
× (q
−rnT, qn+1T )rn
(T − 1)A . . . (T − q−n)A (T − q
−j)A. (3.21)
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On regroupe les termes de V˜n(T ; q) de la manie`re suivante :
V˜n(T ; q) = q
an2+bn+cTA/2−2F (T )A/2−rG(T )A/2−r
r∏
l=1
Hl(T )Il(T ),
ou` a, b et c sont des entiers de´pendant uniquement de A et r, les fonc-
tions F , G, Hl et Il e´tant celles de´finies dans [12]. Donc en utilisant leurs
de´compositions en e´le´ments simples (voir [12]), on s’aperc¸oit que si l’on note
U n’importe laquelle de ces fonctions, ou meˆme T 7→ TA/2−2, alors
dn (1/q)
µ
µ!
[
dµ
dT µ
U(T )
]
T=q−j
∈ Z
[
q;
1
q
]
∀µ ∈ N.
On conclut en utilisant (3.20) et en appliquant la formule de Leibniz de
de´rivation (µ = A− s)-ie`me d’un produit de fonctions.
Lemme 3.4. Soit α = −A/8 − r2/2. Il existe alors β′ et γ′ re´els de´pendant
uniquement de A et r tels que pour tous (s, j) ∈ {1, . . . , A} × {0, . . . , n} :
lim
q→+∞
qαn
2+β′n+γ′ c˜s,j,n(q) <∞.
De´monstration. Reprenons l’expression (3.20) de la de´monstration pre´ce´dente,
et posons v˜n(T ; q) :=
d
dT V˜n(T ; q)/V˜n(T ; q) la de´rive´e logarithmique en T de
V˜n(T ; q). Comme dans [12], la formule de de´rivation de Faa` di Bruno donne
alors pour tout µ ∈ N
1
µ!
dµ
dT µ
V˜n(T ; q) =
∑
k1+···+µkµ=µ
V˜n(T ; q)
k1! . . . kµ!
µ∏
l=1
(
1
l!
dl−1
dT l−1
v˜n(T ; q)
)kl
. (3.22)
Or par de´finition
v˜n(T ; q) =
d
dT
(log V˜n(T ; q))
=
(A− 2r)n/2 +A/2− 2
T
+
rn∑
i=1
1
T − qi
+
rn+n∑
i=n+1
1
T − q−i −A
n∑
i=0
i6=j
1
T − q−i ,
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donc pour l ∈ N
(−1)l−1
(l − 1)!
dl−1
dT l−1
v˜n(T ; q) =
(A− 2r)n/2 +A/2− 2
T l
+
rn∑
i=1
1
(T − qi)l
+
rn+n∑
i=n+1
1
(T − q−i)l −A
n∑
i=0
i6=j
1
(T − q−i)l ·
Or on peut e´crire ceci sous la forme
(−1)l−1
(l − 1)!
dl−1
dT l−1
v˜n(T ; q) =
(A− 2r)n/2 +A/2− 2
T l
+
rn∑
i=1
(
q−i
Tq−i − 1
)l
+
rn+n∑
i=n+1
1
(T − q−i)l −A
j−1∑
i=0
(
qi
Tqi − 1
)l
−A
n∑
i=j+1
1
(T − q−i)l ,
ce qui implique que ∀j ∈ {0, . . . , n}, lim
q→+∞
q−jl
[
dl−1
dT l−1
v˜n(T ; q)
]
T=q−j
< ∞.
On en de´duit que pour k1 + · · ·+ µkµ = µ,
lim
q→+∞
q−jµ
[
µ∏
l=1
(
1
l!
dl−1
dT l−1
v˜n(T ; q)
)kl]
T=q−j
<∞. (3.23)
Par ailleurs la puissance dominante de q apparaissant dans V˜n(q
−j; q) de´fini
graˆce a` (3.21) est de la forme :
j(nA/2 −A+ 2)− j2A/2 + rn(rn− 1)/2 .
Il suffit maintenant de choisir µ = A − s dans (3.22), puis a` l’aide de (3.20)
et de (3.23) on obtient :
lim
q→+∞
q−j(A−s)−(j(nA/2−A+2)−j
2A/2+rn(rn−1)/2)c˜s,j,n(q) <∞ .
On conclut alors aise´ment puisque pour tous (s, j) ∈ {1, . . . , A} × {0, . . . , n},
−j(A− s)− (j(nA/2 −A+ 2)− j2A/2 + rn(rn− 1)/2) ≥ αn2 + β′n+ γ′ ,
avec α = −A/8 − r2/2, β′ = (r − 1)/2, γ′ = −1/(2A) (cette borne infe´rieure
est obtenue pour s = 1 et j = n/2 + 1/A).
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Le Lemme 3.4 implique que limq→+∞ q
αn2+β′n+γ′dn(1/q)
A−sc˜s,j,n(q) <∞
pour tous (s, j) ∈ {1, . . . , A}×{0, . . . , n} puisque limq→+∞ dn(1/q) = dn(0) =
±1. En utilisant le Lemme 3.3 on obtient donc que pour α = −A/8− r2/2 il
existe β′ et γ′ re´els ne de´pendant que de A et r, tels que pour tous (s, j) ∈
{1, . . . , A} × {0, . . . , n}
q⌊αn
2+β′n+γ′⌋dn (1/q)
A−s c˜s,j,n(q) ∈ Z
[
1
q
]
. (3.24)
D’apre`s les expressions (3.11)-(3.14), l’e´quation (3.9), la de´finition de dn(1/q)
et le fait que [
d
dz
P˜1,n(z, q)
]
z=1
= −
n∑
j=0
j c˜1,j,n(q), (3.25)
on de´duit de (3.24) le lemme suivant (de simples calculs montrent que les
valeurs β = β′ −A+ 1 et γ = γ′ +A− 2 conviennent) :
Lemme 3.5. Pour α = −A/8− r2/2, il existe β et γ re´els ne de´pendant que
de A et r tels que :
(A−1)! q⌊αn2+βn+γ⌋dn(1/q)A−j Pˆj,n(q) ∈ Z
[
1
q
]
∀j ∈ {3, 5, . . . , A−1} (3.26)
et
q⌊αn
2+βn+γ⌋dn(1/q)
APˆ0,n(q) ∈ Z
[
1
q
]
. (3.27)
Ainsi, en posant
Dn(q) = (A− 1)! q⌊αn2+βn+γ⌋dn(1/q)A, (3.28)
on obtient :
Dn(q)Pˆj,n(q) ∈ Z
[
1
q
]
∀j ∈ {0, 3, 5, . . . , A− 1}.
3.3 Estimations asymptotiques
On e´value maintenant asymptotiquement S˜n(q), puis les coefficients Pˆj,n(q)
de (3.10), et enfin Dn(q). Fixons A entier pair et r ∈ N∗ tel que A− 2r > 0.
Commenc¸ons par l’estimation asymptotique de S˜n(q), donne´e par le lemme
suivant :
Lemme 3.6. Pour tout |q| < 1, on a :
lim
n→+∞
1
n2
log |S˜n(q)| = −1
2
r(A− 2r) log |1/q|.
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De´monstration. On note ρk(q) = q
k(1−q2k+n)R˜n(qk; q), de sorte que S˜n(q) =∑
k≥1 ρk(q). Par la de´finition (3.5) de R˜n(T ; q), il apparait clairement que
ρk(q) = 0⇔ k ∈ {0, . . . , rn}. Or on a pour k ≥ rn+ 1
ρk+1(q)
ρk(q)
= q(A−2r)n/2+A/2−1
1− q2k+n+2
1− q2k+n
1− q1+k+n+rn
1− qk−rn
(
1− qk
1− qk+n+1
)A+1
.
Comme A − 2r > 0, |q| < 1 et k ≥ rn + 1, on a donc pour n grand la
majoration uniforme en k :∣∣∣∣ρk+1(q)ρk(q)
∣∣∣∣ ≤ |q|(A−2r)n/2
(
1 + |q|
1− |q|
)A+3
<
1
3
,
ce qui permet comme dans [12] d’e´crire l’encadrement
1
2
|ρrn+1(q)| ≤ |S˜n(q)| ≤ 3
2
|ρrn+1(q)|.
Or
ρrn+1(q) = (1− q2rn+n+2)(q)A−2rn
(q, q(r+1)n+2)rn
(qrn+1)An+1
q(rn+1)((A−2r)n/2+A/2−1),
donc on obtient
lim
n→+∞
1
n2
log |S˜n(q)| = lim
n→+∞
1
n2
log |ρrn+1(q)| = −1
2
r(A− 2r) log |1/q|.
Donnons maintenant l’estimation asymptotique des coefficients Pˆj,n(q) de
(3.10), a` l’aide du lemme suivant :
Lemme 3.7. Pour tout j ∈ {0, 3, 5, . . . , A− 1} et |q| < 1, on a :
lim sup
n→+∞
1
n2
log |Pˆj,n(q)| ≤ 1
8
(A+ 4r2) log |1/q|.
De´monstration. Remarquons tout d’abord que pour des nombres complexes
ai,n (0 ≤ i ≤ n),
(
∀i ∈ {0, . . . , n}, lim sup
n→+∞
1
n2
log |ai,n| ≤ c
)
⇒ lim sup
n→+∞
1
n2
log
∣∣∣∣∣
n∑
i=0
ai,n
∣∣∣∣∣ ≤ c.
Ceci montre, via les de´finitions des Pˆj,n(q) donne´es par (3.11)-(3.14), qu’il
suffit de prouver que l’estimation du lemme est valide pour les coefficients
d˜s,j,n(q) = (−1)sqjsc˜s,j,n(q), uniforme´ment en j et s. Fixons maintenant j ∈
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{0, . . . , n} et η = (1 − |q|)/2 > 0; la formule de Cauchy applique´e a` (3.6)
donne alors
d˜s,j,n(q) = − 1
2ipi
∫
C
R˜n(Tq
−j ; q)(1− T )s−1dT,
ou` C de´signe le cercle de centre 1 et de rayon η. Reprenons donc l’expression
(3.5), qui conduit a`
R˜n(Tq
−j ; q)(1− T )s−1 = q−j((A−2r)n/2+A/2−2)T (A−2r)n/2+A/2−2
× (q)A−2rn (1− T )s−1
(q−rn−jT, qn−j+1T )rn
(Tq−j)An+1
·
Ceci peut s’e´crire apre`s quelques transformations e´le´mentaires
R˜n(Tq
−j ; q)(1− T )s−1 = qAj2/2−Anj/2+2j−rn(rn+1)/2TA(n−2j)/2+A/2−2
× (−1)Aj+rn(q)A−2rn (1− T )s−A−1
(qj+1/T, qn−j+1T )rn
(q/T )Aj (qT )
A
n−j
·
En vue de majorer cette expression pour T ∈ C, on reprend maintenant les
encadrements de [12] valables pour (a, b) ∈ N∗ ×N, T ∈ C et η = (1− |q|)/2 :
0 < (|q|(1 + η); |q|)∞ ≤ |(qaT )b| ≤ (−(1 + η); |q|)∞
et
0 < (|q|/(1 − η); |q|)∞ ≤ |(qa/T )b| ≤ (−1/(1 − η); |q|)∞,
puis
|TA(n−2j)/2+A/2−2| ≤ (max(1 + η; 1/(1 − η))An/2(1 + η)A/2−2
et
|(q)n| ≤ (−|q|; |q|)∞ et |1− T |s−A−1 ≤ 1/ηA+1.
Il ne reste donc plus qu’a` majorer la puissance de q dans l’expression de
R˜n(Tq
−j ; q)(1 − T )s−1 ci-dessus. Ceci se fait en remarquant que la fonction
j 7→ Aj2/2−Anj/2+2j−rn(rn+1)/2 atteint son maximum en j = n/2−2/A,
et cette valeur maximale est de la forme −An2/8 − r2n2/2 + λn + µ, λ et µ
e´tant des re´els ne de´pendant que de A et r. Tout cela conduit a` la majoration
|d˜s,j,n(q)| ≤ c˜0 × |q|−(A+4r2)n2/8,
ou` c˜0 ne de´pend ni de j ni de s, et ve´rifie lim
n→+∞
c˜
1/n2
0 = 1, ce qui permet de
conclure.
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Finalement, donnons l’estimation asymptotique de Dn(q) de´fini en (3.28) :
Lemme 3.8. Pour tout |q| < 1 on a
lim
n→+∞
1
n2
log |Dn(q)| =
(
A
8
+
r2
2
+
3A
pi2
)
log |1/q|.
De´monstration. Pour |q| < 1 on a l’estimation (voir [7] et [21])
lim
n→+∞
1
n2
log |dn(1/q)| = 3
pi2
log |1/q|, (3.29)
donc la conclusion est imme´diate a` l’aide des expressions de Dn(q) et de α
donne´es par (3.28).
4 De´monstration du The´ore`me 1.1
4.1 La q-conjecture des de´nominateurs
D’apre`s le Lemme 3.5, le de´nominateur commun a` tous les coefficients Pˆj,n(q)
(j ∈ {0, 3, 5, . . . , A−1}) dans l’expression (3.10) est de la forme Dn(q) = (A−
1)! q⌊αn
2+βn+γ⌋dn(1/q)
A, avec α = −A/8−r2/2. Comme nous l’avons vu dans
la partie pre´ce´dente, l’ame´lioration donne´e par le The´ore`me 1.1 correspond
au gain d’une puissance de dn(1/q) dans ce de´nominateur commun. Or il
apparait clairement dans (3.26) que le de´nominateur commun aux Pˆj,n(q) pour
j ∈ {3, 5, . . . , A− 1} est de la forme D˜n(q) = (A− 1)! q⌊αn2+βn+γ⌋dn(1/q)A−1,
avec α = −A/8 − r2/2. Il suffit donc de prouver que cela reste valable pour
Pˆ0,n(q). Ainsi le The´ore`me 1.1 est une conse´quence du re´sultat suivant, qui
est l’expression de notre q-conjecture des de´nominateurs :
The´ore`me 4.1. Soient A entier pair et r ∈ N∗ tel que A − 2r > 0. Soit
α = −A/8− r2/2; il existe β et γ re´els ne de´pendant que de A et r tels que :
q⌊αn
2+βn+γ⌋dn(1/q)
A−1Pˆ0,n(q) ∈ Z
[
1
q
]
.
Remarque 4.2. Il est possible, mais inutile dans le cadre de la preuve du
The´ore`me 1.1 a` laquelle se limite cet article, de prouver avec des outils simi-
laires a` ceux qui suivent qu’en fait :
(A− 1)! q⌊αn2+βn+γ⌋dn(1/q)A−j−1Pˆj,n(q) ∈ Z
[
1
q
]
∀j ∈ {0, 3, 5, . . . , A− 1}.
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4.2 Une condition suffisante
En vertu du fait que limq→+∞ dn(1/q) = dn(0) = ±1 et de la formule (3.27)
du Lemme 3.5, il suffit pour prouver le The´ore`me 4.1 de montrer que
dn(1/q)
A−1Pˆ0,n(q) ∈ Z
[
q;
1
q
]
.
D’abord, le troisie`me terme de (3.11) servant dans le Lemme 3.2 a` de´finir
Pˆ0,n(q) ve´rifie graˆce a` (3.24) et (3.25) :
dn(1/q)
A−1
[
d
dz
P˜1,n(z, q)
]
z=1
∈ Z
[
q;
1
q
]
.
Il suffit donc de de´montrer que
dn(1/q)
A−1
(
P˜0,n(1, q)− q−n(r−1)P˜0,n(1, 1/q)
)
∈ Z
[
q;
1
q
]
.
Reprenons donc la de´finition (3.13) de P˜0,n(z, q), qui a` l’aide d’un calcul simple
et de (3.9) permet d’e´crire :
P˜0,n(1, q)− q−n(r−1)P˜0,n(1, 1/q) =
A∑
s=1
n∑
k=1
1
(1− q−k)sVk, (4.1)
ou`
Vk =
1
(A− s)!

 dA−s
duA−s
n∑
j=k
q−k(s−1)ej(u)− (−1)sq−ken−j(u)


u=1
, (4.2)
avec comme notation
ej(u) := q
−jR˜n(q
−ju, q)(u − 1)A
= (−1)rnuA/2−2+(n−2j)A/2q−r2n2/2−nr/2−j(n−j)A/2+j
×
(
(q)rn
(q)rn
)2( (q)n
(qu−1)j(qu)n−j
)A (qj+1u−1, qn+1−ju)rn
(q, q)rn
· (4.3)
La formule (4.1) est en fait obtenue en inversant les sommes en j et en k
de´finies en (3.13). Cette e´tape de´terminante nous permettra d’extraire un
facteur de Vk (voir (4.5) ci-dessous). Notons que l’on a
c˜s,j,n(q) =
1
(A− s)!
[
q−j(s−1)
dA−s
duA−s
ej(u)
]
u=1
, (4.4)
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et que ej(u) est en fait de´fini pour A ∈ 2N et r ∈ N quelconque.
Du Lemme 3.3 et de la relation (4.4), on de´duit que pour tout s ∈
{1, . . . , A} et j ∈ {1, . . . , n}, dn(1/q)A−s
[
dA−sej(u)/du
A−s
]
u=1
∈ Z [q; 1/q],
et par suite que pour tout k ∈ {1, . . . , n}, dn(1/q)A−sVk ∈ Z [q; 1/q]. Ceci
ne prouve pas le The´ore`me 4.1, mais par de´finition de dn(q), il suffit via
l’e´quation (4.1) de montrer que pour tous s ∈ {1, . . . , A} et k ∈ {1, . . . , n},
on a en fait :
1
1− q−k dn(1/q)
A−sVk ∈ Z
[
q;
1
q
]
. (4.5)
C’est ceci qui se re´ve`le difficile, tous les termes de´finissant Vk e´tant importants.
En effet, les calculs effectue´s avec le logiciel Maple montrent que cela est faux
si l’on remplace Vk de´fini en (4.2) par 1/(A− s)!×
[
dA−sej(u)/du
A−s
]
u=1
ou
meˆme 1/(A − s)!×∑nj=k q−k(s−1) [dA−sej(u)/duA−s]u=1.
Ecrivons maintenant notre condition suffisante nous permettant d’obtenir
le The´ore`me 4.1 et donc le The´ore`me 1.1 : pour tous s ∈ {1, . . . , A} et
k ∈ {1, . . . , n},
1
1− q−k
dn(1/q)
A−s
(A− s)!

 dA−s
duA−s
n∑
j=k
ej(u)(1 − qn−2ju2)


u=1
∈ Z
[
q;
1
q
]
. (4.6)
On a en effet le lemme suivant :
Lemme 4.3. Soit A entier pair, et r ∈ N∗ entier tel que A− 2r > 0. Fixons
s ∈ {1, . . . , A} et k ∈ {1, . . . , n}. Si
1
1− q−k
dn(1/q)
A−s
(A− s)!

 dA−s
duA−s
n∑
j=k
ej(u)(1− qn−2ju2)


u=1
∈ Z
[
q;
1
q
]
,
alors
1
1− q−k dn(1/q)
A−sVk ∈ Z
[
q;
1
q
]
.
La condition suffisante (4.6) sera de´montre´e par le lemme cle´ du para-
graphe 4.3.
Remarque 4.4. On a ainsi remplace´ la somme de´finissant Vk en (4.2) par∑n
j=k ej(u)(1−qn−2ju2). L’inte´reˆt de cette dernie`re somme est que, contraire-
ment a` celle de´finissant Vk, elle peut s’e´crire comme limite d’une se´rie hy-
perge´ome´trique basique tre`s bien e´quilibre´e, qui elle-meˆme pourra s’exprimer
(via une transformation due a` Andrews donne´e au paragraphe 4.4) a` l’aide
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d’une somme multiple
∑
j vj(u), dont chaque terme posse`dera la proprie´te´
souhaite´e, a` savoir :
1
1− q−k
dn(1/q)
A−s
(A− s)!
[
dA−s
duA−s
vj(u)
]
u=1
∈ Z
[
q;
1
q
]
.
De´monstration du Lemme 4.3. Vk de´fini par (4.2) peut aussi s’e´crire
Vk =
1
(A− s)!

 dA−s
duA−s
n∑
j=k
(q−k(s−1) − q−k)ej(u)


u=1
+
q−k
(A− s)!

 dA−s
duA−s
n∑
j=k
ej(u)− (−1)sen−j(u)


u=1
.
Or ej(u) de´fini par (4.3) ve´rifie la relation
en−j(u) = u
A−4qn−2jej(1/u). (4.7)
Si l’on de´rive l fois cette e´galite´ par rapport a` u, et l’on spe´cialise u = 1, alors
on obtient pour des λi ∈ Z :
[
dl
dul
en−j(u)
]
u=1
= (−1)lqn−2j
[
dl
dul
ej(u)
]
u=1
+ qn−2j
l−1∑
i=0
λi
[
di
dui
ej(u)
]
u=1
.
De cela, nous de´duisons en posant l = A− s que Vk peut s’e´crire
Vk = Vk,1 + Vk,2 +
q−k
(A− s)!

 dA−s
duA−s
n∑
j=k
(1− qn−2j)ej(u)


u=1
, (4.8)
avec
Vk,1 = (q
−k(s−1) − q−k)

 dA−s
duA−s
n∑
j=k
ej(u)


u=1
,
et pour des (αi, βi) ∈ Z2
Vk,2 =
A−s−1∑
i=0
qαiβi
[
di
dui
ej(u)
]
u=1
.
Tout d’abord, concernant Vk,1, pour tout s ∈ {1, . . . , A} on a (q−k(s−1) −
q−k)/(1 − q−k) ∈ Z[1/q]. Par ailleurs, avec le Lemme 3.3 et la relation (4.4),
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on a : dn(1/q)
A−s/(A− s)!× [dA−sej(u)/duA−s]u=1 ∈ Z[q; 1/q]. On en de´duit
que :
1
1− q−k dn(1/q)
A−sVk,1 ∈ Z
[
q;
1
q
]
. (4.9)
Mais on a aussi graˆce au Lemme 3.3 et a` la relation (4.4) dn(1/q)
A−s−1Vk,2 ∈
Z[q; 1/q], donc a` fortiori
1
1− q−k dn(1/q)
A−sVk,2 ∈ Z
[
q;
1
q
]
. (4.10)
Enfin on peut e´crire :
1
(A− s)!

 dA−s
duA−s
n∑
j=k
(1− qn−2j)ej(u)


u=1
=
1
(A− s)!

 dA−s
duA−s
n∑
j=k
(1− qn−2ju2)ej(u)


u=1
+ Vk,3, (4.11)
avec Vk,3 exactement du meˆme type que Vk,2, donc ve´rifiant
1
1− q−k dn(1/q)
A−sVk,3 ∈ Z
[
q;
1
q
]
. (4.12)
Finalement les expressions (4.8) et (4.11) permettent de conclure, via (4.9),
(4.10) et (4.12).
4.3 Le lemme cle´
D’apre`s le Lemme 4.3, il suffit pour prouver le The´ore`me 4.1 de de´montrer la
condition suffisante (4.6). Celle-ci est elle-meˆme conse´quence du lemme plus
ge´ne´ral suivant :
Lemme 4.5. Soient l, r, A, k et n des entiers positifs, avec A pair et k ∈
{1, . . . , n}. On a :
1
1− q−k
dn (1/q)
l
l!

 dl
dul
n∑
j=k
(1− qn−2ju2)ej(u)


u=1
∈ Z
[
q;
1
q
]
,
ou` ej(u) (de´fini en (4.3)) s’e´crit :
ej(u) = u
A/2−2+(n−2j)A/2q−r
2n2/2−nr/2−j(n−j)A/2+j
× (−1)rn
(
(q)rn
(q)rn
)2( (q)n
(qu−1)j(qu)n−j
)A (qj+1u−1, qn+1−ju)rn
(q, q)rn
·
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Pour de´montrer ce lemme, nous avons besoin d’une identite´ ge´ne´rale de trans-
formation de se´ries hyperge´ome´triques basiques, ce qui fait l’objet du para-
graphe 4.4. La de´monstration du Lemme 4.5 sera donne´e dans le para-
graphe 4.5.
Afin d’illustrer le Lemme 4.5 lorsque l = 0, e´crivons (au signe pre`s)∑n
j=k(1− qn−2j)ej(1), dans les cas particuliers (A, r) = (0, 0), (A, r) = (2, 0),
(A, r) = (0, 1) et (A, r) = (2, 1) respectivement (en posant p = 1/q) :
n∑
j=k
(1− qn−2j)qj = (1− pk)p−n 1− p
n−k+1
1− p , (4.13)
n∑
j=k
(1− qn−2j)qj(j−n+1)
[
n
j
]2
q
= (1− pk)p−k(n−k+1)
[
n
k
]
p
[
n− 1
k − 1
]
p
, (4.14)
n∑
j=k
(1− qn−2j)qj−n(n+1)/2
[
n+ j
n
]
q
[
2n− j
n
]
q
= (1− pk)p−n(n+1)/2
[
n+ k
n
]
p
[
2n+ 1− k
n+ 1
]
p
, (4.15)
n∑
j=k
(1− qn−2j)qj2+j−nj−n(n+1)/2
[
n+ j
n
]
q
[
2n− j
n
]
q
[
n
j
]2
q
= (1− pk)pk2−kn−k−n(n−1)/2
n−k∑
l=0
(−1)lpl(2k+l−1)/2
×
[
n+ k
k + l
]
p
[
n− l − 1
k − 1
]
p
[
2n− k − l
k, n− k, n − k − l
]
p
. (4.16)
L’e´galite´ (4.13) est obtenue par un calcul direct, alors que (4.14)-(4.16) sont
obtenues par des spe´cialisations de la transformation de Watson finie [9, Ap-
pendix III, (III.18)]. Ces identite´s montrent bien que
∑n
j=k(1−qn−2j) ej(1) ∈
(1 − q−k)Z [q; 1/q]. En particulier, (4.16) illustre le fait que ceci peut eˆtre
visible malgre´ un membre de droite complique´.
Lorsque l’on divise toutes ces e´galite´s par −(1 − q) = (1 − p)p−1 et l’on
fait tendre q vers 1, on trouve respectivement les identite´s hyperge´ome´triques
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suivantes, dont les trois premie`res ont e´te´ donne´es dans [11, p. 62] :
−
n∑
j=k
(n− 2j) = k(n− k + 1),
−
n∑
j=k
(n− 2j)
(
n
j
)2
= k
(
n
k
)(
n− 1
k − 1
)
,
−
n∑
j=k
(n− 2j)
(
n+ j
n
)(
2n− j
n
)
= k
(
n+ k
k
)(
2n + 1− k
n+ 1
)
,
−
n∑
j=k
(n− 2j)
(
n+ j
n
)(
2n− j
n
)(
n
j
)2
= k
n−k∑
l=0
(−1)l
(
n+ k
k + l
)(
n− l − 1
k − 1
)(
2n− k − l
k, n− k, n− k − l
)
.
4.4 Une transformation ge´ne´rale de q-se´ries
Nous avons maintenant besoin, pour montrer le Lemme 4.5, d’une identite´
de transformation due a` Andrews [1, 2] entre une somme simple tre`s bien
e´quilibre´e et une somme multiple, qui est le q-analogue du The´ore`me 8 de
[11]. Cette identite´ a e´te´ prouve´e d’abord dans [1], avant d’eˆtre vue dans [2]
comme une conse´quence directe du lemme de Bailey [4], qui est lui-meˆme un
outil e´le´mentaire et tre`s efficace pour prouver des identite´s de q-se´ries.
The´ore`me 4.6 (Andrews). Pour tous entiers m ≥ 0 et N ≥ 0, pour tous
complexes a, b1, c1, . . . , bm+1, cm+1, on a :
N∑
k=0
1− aq2k
1− a
(a, b1, c1, . . . , bm+1, cm+1, q
−N )k
(q, aq/b1, aq/c1, . . . , aq/bm+1, aq/cm+1, aqN+1)k
×
(
am+1qm+1+N
b1c1 . . . bm+1cm+1
)k
=
(aq, aq/bm+1cm+1)N
(aq/bm+1, aq/cm+1)N
∑
0≤l1≤···≤lm≤N
al1+···+lm−1ql1+···+lm
(b2c2)l1 . . . (bmcm)lm−1
× (q
−N )lm
(bm+1cm+1q−N/a)lm
m∏
i=1
(bi+1, ci+1)li
(aq/bi, aq/ci)li
(aq/bici)li−li−1
(q)li−li−1
· (4.17)
Cette e´galite´ justifie notre intention aux paragraphes pre´ce´dants de nous
ramener a` une se´rie tre`s bien e´quilibre´e. En effet, lorsque pour tout i ∈
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{1, . . . ,m+ 1}, aq/bi 6= q−N et aq/ci 6= q−N , le membre de gauche de (4.17)
peut s’e´crire en terme de se´rie hyperge´ome´trique basique tre`s bien e´quilibre´e :
2m+6φ2m+5
[
a, q
√
a,−q√a, b1, c1, . . . , bm+1, cm+1, q−N√
a,−√a, aq/b1, aq/c1, . . . , aq/bm+1, aq/cm+1, aqN+1; q, z
]
,
avec z = am+1qm+1+N/b1c1 . . . bm+1cm+1. Cependant, si l’un des facteurs
bi ou ci, par exemple b1, s’e´crit aq
1+N , alors la se´rie hyperge´ome´trique ci-
dessus n’est plus une somme finie. En effet, le facteur (q−N )k du nume´rateur,
garantissant cette finitude, se simplifie avec le de´nominateur (aq/b1)k. Le
membre de gauche de (4.17), qui est toujours une somme finie, peut alors eˆtre
vu comme limite d’une se´rie hyperge´ome´trique basique tre`s bien e´quilibre´e :
lim
δ→0
2m+6φ2m+5
[
a, q
√
a,−q√a, aq1+N+δ, c1, . . . , q−N√
a,−√a, q−N−δ, aq/c1, . . . , aqN+1 ; q, zq
−δ
]
.
Remarque 4.7. Dans le cas m = 1, l’e´galite´ (4.17) est exactement la trans-
formation finie de Watson de´ja` mentionne´e dans le paragraphe pre´ce´dent et
utile pour prouver les identite´s (4.14)-(4.16). Ceci indique bien que (4.17)
pourrait eˆtre l’ingre´dient manquant pour de´montrer le Lemme 4.5.
4.5 De´monstration du Lemme 4.5
Posons vj(u) := ej(u)(1 − qn−2ju2), de sorte que le crochet de l’expression
que l’on e´tudie dans le Lemme 4.5 peut s’e´crire
n∑
j=k
(1− qn−2ju2)ej(u) =
n∑
j=k
vj(u) =
n−k∑
j=0
vk+j(u).
Ceci se transforme en
vk(u)×
n−k∑
j=0
pj((A/2−r)n+A/2−1) × 1− ap
2j
1− a
× (a, p, p
rn+k+1u, pk−nu, . . . , pk−nu, pk+1u2, pk−n; p)j
(p, a, pk−rn−nu, pk+1u, . . . , pk+1u, pk−n, pk+1u2; p)j
, (4.18)
avec p = 1/q et a = p2k−nu2, les facteurs pk−nu au nume´rateur et pk+1u
au de´nominateur apparaissant A + 1 fois. On peut maintenant appliquer
la formule d’Andrews (4.17) a` (4.18) en remplac¸ant q par p, et en posant
N = n − k, m = A/2 + 1, a = p2k−nu2, b1 = prn+k+1u, c1 = b2 = c2 = · · · =
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bA/2 = cA/2 = bA/2+1 = cA/2+2 = p
k−nu, cA/2+1 = p
k+1u2 et bA/2+2 = p.
Ceci donne comme expression alternative pour (4.18) :
vk(u)× (p
2k+1−nu2, pku; p)n−k
(p2k−nu2, pk+1u; p)n−k
×
∑
0≤l1≤···≤lA/2+1≤n−k
(p2k−nu2)l1+···+lA/2pl1+···+lA/2+1
(p2k−2nu2)l1+···+lA/2−1(p2k−n+1u3)lA/2
× (p
−rn, pk−nu, pk−nu; p)l1
(p, pk−n−rnu, pk+1u; p)l1
×
A/2∏
i=1
(pk−nu, pk−nu; p)li(p
n+1; p)li−li−1
(pk+1u, pk+1u; p)li(p; p)li−li−1
×
(pk+1u2; p)lA/2
(pk−nu; p)lA/2
×
(pk−n, p, pk−nu; p)lA/2+1
(p1−n/u, pk+1u, pk−n; p)lA/2+1
×
(1/u; p)lA/2+1−lA/2
(p; p)lA/2+1−lA/2
·
En posant l := (l1, . . . , lA/2+1), on obtient apre`s maintes transformations
e´le´mentaires de p-factoriels (p = 1/q) :
n∑
j=k
(1− qn−2ju2)ej(u) = (1− pku)
∑
0≤l1≤···≤lA/2+1≤n−k
wl(u), (4.19)
ou` pour ξ(l), ϕ(l) et ψ(l) e´le´ments de Z,
wl(u) := (−1)ξ(l)pϕ(l)uψ(l) ×R1(n, k, n, p, u)×
A/2∏
i=2
[
n+ li − li−1
k + li
]
p
×
[
lA/2+1
l1, l2 − l1, . . . , lA/2+1 − lA/2
]
p
×
A/2∏
i=1
R0(0, n + 1, k + li, p, 1/u)
×
A/2∏
i=2
R0(0, n − k − li−1 + 1, 0, p, 1/u) ×R0(0, k + li + 1, 0, p, u)
×R1(n, n− l1 − k, n − l1, p, 1/u) ×R2(n, k, lA/2+1, lA/2, p, u), (4.20)
et pour α ≤ γ < β entiers et |q| 6= 1
R0(α, β, γ, q, u) :=
(1− u) (q)β−α−1
(qα−γu)β−α
=
(q)β−α−1
(qα−γu)γ−α(qu)β−γ−1
, (4.21)
puis pour n ≥ j ≥ i ≥ 0 entiers et |q| 6= 1
R1(n, i, j, q, u) :=
(q)rn
(q)rn
× (q
n+i−j+1u)rn−n+j
(q)rn−n+j
, (4.22)
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et enfin pour 0 ≤ m2 ≤ m1 ≤ n− k entiers et |q| 6= 1
R2(n, k,m1,m2, q, u) :=
(q)n
(qu)n
(1/u)m1−m2
(qu2)k−1
(qu2)k+m2
(qu)k+m1
(qu)n−m1−1
(q/u)n−k−m1
· (4.23)
Remarque 4.8. Les fractions R0/(1−u), R1 et R2 de´finies a` l’aide de (4.21)-
(4.23) sont des q-analogues de certaines briques e´le´mentaires et spe´ciales de
[11].
L’expression (4.19) indique que pour de´montrer le Lemme 4.5, il nous suffit
maintenant, en vertu de la formule de Leibniz de de´rivation d’un produit, de
prouver que pour tout entier l :
dn (p)
l
l!
[
dl
dul
wl(u)
]
u=1
∈ Z
[
p;
1
p
]
= Z
[
q;
1
q
]
.
Mais graˆce a` la formule de Leibniz de nouveau et a` l’expression (4.20), ceci
est une conse´quence du lemme suivant :
Lemme 4.9. Soit |q| 6= 1. Pour tous entiers l ≥ 0, α ≤ γ < β, n ≥ j ≥ i ≥ 0
et 0 ≤ m2 ≤ m1 ≤ n− k, on a :
dβ−α−1(q)
l
l!
[
dl
dul
R0(α, β, γ, q, u)
]
u=1
∈ Z
[
q,
1
q
]
, (4.24)
dn(q)
l
l!
[
dl
dul
R1(n, i, j, q, u)
]
u=1
∈ Z
[
q,
1
q
]
, (4.25)
dn(q)
l
l!
[
dl
dul
R2(n, k,m1,m2, q, u)
]
u=1
∈ Z
[
q,
1
q
]
. (4.26)
De plus, ces proprie´te´s restent valables lorsque u est remplace´ par ue, e ∈ Z
(en particulier par 1/u).
De´monstration. Tout d’abord, le fait que les proprie´te´s (4.24)-(4.26) restent
valables lorsque u est remplace´ par ue, e ∈ Z, est une simple conse´quence de
la de´rivation des fonctions compose´es.
Commenc¸ons donc par de´montrer (4.24), en de´composant en e´le´ments simples
la fraction rationnelle (en u) :
R0(α, β, γ, q, u) =
β−1∑
j=α
j 6=γ
aj
1− qj−γ
1− qj−γu,
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avec
aj =
(1− q) . . . (1− qβ−α−1)
(1− qα−j) . . . (1− q−1)(1− q) . . . (1− qβ−j−1) ,
qui se re´crit
aj = (−1)j−αq(j−α)(j−α+1)/2
[
β − α− 1
j − α
]
q
∈ Z [q] .
En de´rivant, on obtient donc
1
l!
dl
dul
R0(α, β, γ, q, u) =
β−1∑
j=α
j 6=γ
q(j−γ)laj
1− qj−γ
(1− qj−γu)l+1 ,
ce qui en prenant u = 1 prouve (4.24).
De´montrons ensuite (4.25). Comme R1(n, i, j, q, u) est un polynoˆme en u de
degre´ (r − 1)n+ j, on a dl
dul
R1(n, i, j, q, u) = 0 si l > (r− 1)n+ j. Supposons
donc que l ≤ (r − 1)n+ j. On a alors :
1
l!
dl
dul
R1(n, i, j, q, u) =
∑
n+i−j+1≤f1<···<fl≤rn+i
(−1)lqf1+···+fl
× R1(n, i, j, q, u)
(1− qf1u) . . . (1− qflu) ·
En posant gm := fm − (n+ i− j) pour tout m ∈ {1, . . . , l}, ceci peut s’e´crire
lorsque u = 1 :
1
l!
[
dl
dul
R1(n, i, j, q, u)
]
u=1
=
∑
1≤g1<···<gl≤rn−n+j
(−1)lq(n+i−j)l+g1+···+gl R˜1(q),
avec
R˜1(q) :=
(q)rn
(q)rn
(qn+i−j+1)rn−n+j
(q)rn−n+j
1
(1− qn+i−j+g1) . . . (1− qn+i−j+gl) · (4.27)
Pour prouver (4.25), il suffit donc de de´montrer que
dn(q)
lR˜1(q) ∈ Z [q] . (4.28)
Pour cela, faisons quelques rappels sur les polynoˆmes cyclotomiques. Pour
t ∈ N, le t-ie`me polynoˆme cyclotomique est φt(x) :=
∏
k∧t=1,k≤t(x − e2ikpi/t),
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avec comme premie`re proprie´te´ le fait que φt(x) ∈ Z[x]. Ensuite, on peut
montrer que
qn − 1 =
∏
d|n
φd(q), (4.29)
ce qui permet de de´duire d’une part que
dn(q) =
n∏
t=1
φt(q), (4.30)
et d’autre part l’ordre de divisibilite´ suivant dans Z[q] :
ordφt(q)
(
n∏
l=1
ql − 1
q − 1
)
=
{
0 si t = 1⌊
n
t
⌋
si t ≥ 2. (4.31)
Maintenant, comme R˜1(q) est une fraction rationnelle en q, dont nume´rateur
et de´nominateur s’expriment au signe pre`s en produits de fonctions du type
φt(q) (de par (4.29)), il suffit pour prouver (4.28) de voir que
∀ t ∈ N, ordφt(q)
(
dn(q)
lR˜1(q)
)
≥ 0. (4.32)
Nous distinguons pour cela trois cas.
• Si t = 1, alors on a en vertu de (4.30) et (4.31)
ordφ1(q)
(
dn(q)
lR˜1(q)
)
= l + ordφ1(q)
(
R˜1(q)
)
= l − l = 0.
• Si 2 ≤ t ≤ n, alors (4.30) et (4.31) donnent
ordφt(q)
(
dn(q)
lR˜1(q)
)
=
l∑
m=1
(
1− ordφt(q)(1− qgm+n+i−j)
)
+
(⌊rn
t
⌋
− r
⌊n
t
⌋)
+
(⌊
rn+ i
t
⌋
−
⌊
n+ i− j
t
⌋
−
⌊
rn− n+ j
t
⌋)
,
ou` il est facile de voir que le terme a` l’inte´rieur de chaque parenthe`se
est positif ou nul, ce qui permet de conclure.
• Si t > n, on a dans un premier temps par (4.30)
ordφt(q)
(
dn(q)
lR˜1(q)
)
= ordφt(q)
(
R˜1(q)
)
.
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D’autre part, puisque 1 ≤ g1 < · · · < gl ≤ rn− n+ j, on peut e´crire en
utilisant (4.29)
l∑
m=1
ordφt(q)
(
1− qgm+n+i−j) ≤ rn+i∑
g=n+i−j+1
ordφt(q) (1− qg)
=
rn+i∑
g=n+i−j+1
t|g
ordφt(q) (1− qg) =
rn+i∑
g=n+i−j+1
t|g
1 =
⌊
rn+ i
t
⌋
−
⌊
n+ i− j
t
⌋
= ordφt(q)
(
(qn+i−j+1)rn−n+j
)
.
Donc finalement, puisque n ≥ j et t > n, on a en reprenant (4.27)
ordφt(q)
(
dn(q)
lR˜1(q)
)
≥
⌊rn
t
⌋
− r
⌊n
t
⌋
−
⌊
rn− n+ j
t
⌋
=
⌊rn
t
⌋
−
⌊
rn− n+ j
t
⌋
≥ 0.
Il ne reste plus qu’a` prouver (4.26). Supposons dans un premier temps que
m1 > m2. On peut alors e´crire en reprenant la de´finition (4.23)
R2(n, k,m1,m2, q, u) = (1− u−1)R3(q, u),
ou`
R3(q, u) :=
(q)n
(qu)n
(q/u)m1−m2−1
(qu2)k−1
(qu2)k+m2
(qu)k+m1
(qu)n−m1−1
(q/u)n−k−m1
·
Ceci montre, a` l’aide de la de´rivation des produits par Leibniz, qu’il suffit
pour prouver (4.26) de montrer que
dn(q)
l+1
l!
[
dl
dul
R3(q, u)
]
u=1
∈ Z
[
q,
1
q
]
. (4.33)
Mais, sachant que m1 −m2 − 1 ≤ n et k +m2 ≤ k +m1 ≤ n, la proprie´te´
de Leibniz et la de´rivation des fonctions compose´es permettent de voir qu’il
suffit pour montrer (4.33) de prouver que pour tous 1 ≤ h1 ≤ · · · ≤ hl ≤ n
R4(q) := dn(q)
l+1 R3(q, 1)
(1− qh1) . . . (1− qhl) ∈ Z [q] . (4.34)
On distingue les trois meˆmes cas que pre´ce´demment. Si t = 1 ou t > n, on
voit par (4.30) et (4.31) que ordφt(q) (R4(q)) = 0. Dans le cas ou` 2 ≤ t ≤ n,
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on e´crit
ordφt(q) (R4(q)) = 1 +
l∑
m=1
(
1− ordφt(q)(1− qhm)
)
+ ordφt(q) (R3(q, 1))
≥ 1 + ordφt(q) (R3(q, 1)) = 1 +
⌊
m1 −m2 − 1
t
⌋
−
⌊
k − 1
t
⌋
+
⌊
k +m2
t
⌋
−
⌊
k +m1
t
⌋
+
⌊
n−m1 − 1
t
⌋
−
⌊
n− k −m1
t
⌋
= 1 +
(⌊
n−m1 − 1
t
⌋
−
⌊
n− k −m1
t
⌋
−
⌊
k − 1
t
⌋)
−
(⌊
k +m1
t
⌋
−
⌊
k +m2
t
⌋
−
⌊
m1 −m2
t
⌋)
−
(⌊
m1 −m2
t
⌋
−
⌊
m1 −m2 − 1
t
⌋)
.
Or l’identite´ e´le´mentaire 0 ≤ ⌊a+ b⌋ − ⌊a⌋ − ⌊b⌋ ≤ 1 permet d’affirmer que
la premie`re parenthe`se de cette expression est supe´rieure ou e´gale a` 0, et les
deux suivantes sont entre 0 et 1. Ceci montre que si ordφt(q) (R4(q)) < 0, alors
les deux dernie`res parenthe`ses doivent valoir 1, ce qui implique que t divise
m1 − m2. Mais en e´crivant ces deux dernie`res parenthe`ses de deux autres
fac¸ons, on voit que ordφt(q) (R4(q)) < 0 impliquerait aussi le fait que t divise
k+m2+1 et k+m1; donc t diviserait 1 = (m1−m2)+(k+m2+1)−(k+m1),
ce qui est absurde car t ≥ 2. Donc ordφt(q) (R4(q)) ≥ 0.
De´montrons enfin (4.26) dans le cas m1 = m2. De meˆme que ci-dessus, il
suffit de montrer que pour tous 1 ≤ h1 ≤ · · · ≤ hl ≤ n
R5(q) := dn(q)
l R2(n, k,m1,m1, q, 1)
(1− qh1) . . . (1− qhl) ∈ Z[q].
Ici aussi si t = 1 ou t > n, alors par (4.30) et (4.31), ordφt(q) (R5(q)) = 0.
Pour 2 ≤ t ≤ n, l’ordre de multiplicite´ ordφt(q) (R5(q)) vaut
l∑
m=1
(
1− ordφt(q)(1− qhm)
)
+ ordφt(q) (R2(n, k,m1,m1, q, 1))
≥ ordφt(q) (R2(n, k,m1,m1, q, 1))
=
⌊
n−m1 − 1
t
⌋
−
⌊
k − 1
t
⌋
−
⌊
n− k −m1
t
⌋
≥ 0 .
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