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Resumen— El Acoplamiento Molecular (Molecular
Docking) es un problema de optimizacio´n de gran
complejidad que consiste en predecir la orientacio´n
de dos mole´culas: el ligando y el receptor, de manera
que formen un complejo molecular energe´ticamente
estable. El docking molecular es un problema tradi-
cionalmente tratado con e´xito mediante metaheur´ısti-
cas para la optimizacio´n de un objetivo: la mı´nima
energ´ıa libre de unio´n. Sin embargo, en la literatura
actual no se encuentran muchos trabajos que traten
este problema desde el punto de vista multiobjetivo.
En este sentido, todav´ıa no existen estudios compara-
tivos con el fin de dilucidar que´ te´cnica (o que´ tipo de
ellas) ofrece un mejor rendimiento en general. En este
estudio realizamos una comparativa experimental de
una serie de algoritmos multiobjetivo representativos
del estado del arte actual, para la resolucio´n de ins-
tancias complejas de docking molecular. En concreto,
los algoritmos evaluados son: NSGA-II, ssNSGA-II,
SMPSO, GDE3, MOEA/D y SMS-EMOA. Para ello,
hemos seguido un enfoque de optimizacio´n basado en
las energ´ıas inter- e intra-molecular, siendo e´stos los
dos objetivos a minimizar. En la evaluacio´n de los al-
goritmos hemos aplicado me´tricas de rendimiento pa-
ra medir la convergencia y la diversidad de los frentes
de Pareto resultantes, respecto a frentes de referencia
calculados. Adema´s, en comparacio´n con soluciones
mono-objetivo obtenidas por te´cnicas de referencia
en el problema (LGA), comprobamos co´mo los algo-
ritmos multi-objetivo evaluados son capaces de ob-
tener conformaciones moleculares de mı´nima energ´ıa
de acoplamiento.
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I. Introduccio´n
En el campo de la bioinforma´tica, el docking mo-
lecular es un problema de optimizacio´n duro que
consiste en predecir la orientacio´n del dos mole´cu-
las: una pequen˜a (el ligando) y una macromole´cula
(receptor), de manera que formen un complejo mole-
cular energe´ticamente estable. El objetivo principal
es encontrar la conformacio´n o´ptima entre el recep-
tor y el ligando, que resulte con mı´nima energ´ıa de
acoplamiento. Este problema viene siendo tradicio-
nalmente abordado mediante te´cnicas metaheur´ısti-
cas y otros me´todos computacionales inspirados en la
naturaleza, obteniendo resultados satisfactorios en la
optimizacio´n de un u´nico objetivo: la energ´ıa mı´ni-
ma de unio´n de mole´culas con cierto grado de fle-
xibilidad [1]. Sin embargo, no se pueden encontrar
muchos trabajos en la literatura donde se trate es-
te problema con un enfoque multi-objetivo. En este
sentido, un primer intento fue propuesto en 2006 por
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Oduguwa et al. [2], en el que se evalu´an los algorit-
mos NSGA-II, PAES y SPEA en el docking de tres
complejos moleculares. Grosdidier et al. [3] propuso
en 2007 una adaptacio´n de un algoritmo evolutivo
llamado EADock en el entorno CHARMM de Har-
vard Macromolecular Mechanics. En 2008, Janson
et al. [4] disen˜aron un algoritmo multi-objetivo pa-
ralelo llamado ClustMPSO, que utiliza un me´todo
k-means para guiar la estrategia de migracio´n entre
islas. ClustMPSO utiliza el modelo de evaluacio´n de
AutoDock 3.05 y fue probado para la conformacio´n
o´ptima de seis complejos moleculares. Este mismo
an˜o, Boisson et al. [5] implementaron un modelo bi-
objetivo evolutivo mediante la librer´ıa ParadisEO y
GOLD para la evaluacio´n de seis instancias molecu-
lares. Recientemente, Sandoval-Perez et al. [6] utili-
zaron la implementacio´n de NSGA-II de la platafor-
ma jMetal [16] para optimizar las energ´ıas de enlace
como dos objetivos para el docking de cuatro instan-
cias. La mayor´ıa de estos trabajos presentan la apli-
cacio´n de una te´cnica aislada a un conjunto limitado
de instancias moleculares de complejidad moderada
en te´rminos de flexibilidad. Adema´s, au´n no se ha
realizado una comparativa algor´ıtmica mono/multi-
objetivo sobre un conjunto de compuestos molecula-
res lo suficientemente amplio y aplicando flexibilidad
tanto a los ligandos como a los receptores, dando pie
a instancias complejas.
En este trabajo, nuestra principal motivacio´n es
la realizacio´n de una comparativa y ana´lisis exhaus-
tivo sobre el rendimiento de seis metaheur´ısticas
multi-objetivo en el docking molecular, centra´ndo-
nos adema´s en compuestos moleculares de alta fle-
xibilidad de conformacio´n. Los algoritmos evalua-
dos son: Nondominated Sorting Genetic Algorithm
II (NSGA-II) [7] y su versio´n de estado estacionario
(ssNSGA-II) [8], Speed Modulation Multi-Objective
Particle Swarm Optimization (SMPSO) [9], Third
Evolution Step of Generalized Differential Evolu-
tion (GDE3) [10], Multi-Objective Evolutionary Al-
gorithm Based on Decomposition (MOEA/D) [11]
y S Metric Evolutionary Multiobjective Optimiza-
tion (SMS-EMOA) [12]. Estos algoritmos constitu-
yen un conjunto variado de te´cnicas modernas multi-
objetivo (NSGA-II es utilizado como te´cnica bien
conocida de control) del estado del arte, que desa-
rrollan modelos diferentes de aprendizaje e inducen
comportamientos heteroge´neos en te´rminos de con-
vergencia, diversidad y escalabilidad. En este senti-
do, todos estos algoritmos vienen mostrando resulta-
Fig. 1. Esquema de codificacio´n de soluciones para el problema del docking molecular
dos satisfactorios en un gran nu´mero de problemas
de optimizacio´n [13] [14], aunque ninguno de ellos
(exceptuando NSGA-II) ha sido utilizado con ante-
rioridad en el docking molecular, lo cual constituye
una contribucio´n adicional en este estudio.
Para el estudio experimental hemos utilizado la
implementacio´n de los algoritmos seleccionados que
provee la plataforma jMetalCpp [15], para el doc-
king de un benchmark de mole´culas con diferentes
propiedades de taman˜o de ligando y resolucio´n cris-
talogra´fica. Como estrategia de optimizacio´n, hemos
seguido la propuesta de Janson et al. [4] mediante
el enfoque multi-objetivo de minimizar las energ´ıas:
inter-molecular e intra-molecular, ambos objetivos
contrapuestos como se indica en el citado estudio.
Adema´s, los receptores y ligandos han sido configu-
rados con flexibilidad, en lugar de utilizar receptores
r´ıgidos en las instancias como se viene haciendo en
la literatura actual [4], [5]. De esta manera, aborda-
mos el problema de manera realista y con una ma-
yor complejidad en su resolucio´n. Para la evaluacio´n
de las nuevas soluciones generadas, hemos utilizado
la popular herramienta de docking molecular Auto-
Dock 4.2 [17], dando pie as´ı a la realizacio´n de com-
parativas adicionales mono-objetivo con el estado del
arte y con propuestas futuras.
La metodolog´ıa de experimentacio´n seguida con-
siste en realizar un nu´mero predefinido de evaluacio-
nes para cada instancia y algoritmo, para ma´s tarde
realizar la comparacio´n estad´ıstica de los resultados
en te´rminos de dos indicadores de calidad diferen-
tes para medir la convergencia y la diversidad de los
frentes de Pareto obtenidos. De manera adicional,
hemos realizado un ana´lisis sobre algunas solucio-
nes desde el punto de vista biolo´gico, as´ı como en el
contexto de una comparativa con la te´cnica mono-
objetivo Lamarckian Genetic Algorithm (LGA) [1],
disen˜ada espec´ıficamente para tratar el docking mo-
lecular por los desarrolladores de Autodock.
Este trabajo se organiza de la siguiente manera.
La Seccio´n II describe el problema del docking mole-
cular y detalla la estrategia multi-objetivo seguida.
En la Seccio´n III se presentan los algoritmos eva-
luados. Seguidamente, la metodolog´ıa experimental,
los resultados obtenidos y los ana´lisis se detallan en
la Seccio´n IV. Finalmente, la Seccio´n V contiene las
conclusiones y trabajo futuro.
II. El Docking Molecular: Enfoque
Multi-objetivo
Como hemos mencionado anteriormente, el doc-
king molecular o´ptimo consiste en encontrar una
conformacio´n, o posiciones de unio´n, entre el ligando
(L) y el receptor (R) que resulte con energ´ıa de aco-
plamiento mı´nima. Podemos describir la interaccio´n
entre el ligando y el receptor mediante una funcio´n
de energ´ıa que se calcula a trave´s del movimiento de
tres componentes, en forma de grados de libertad:
(1) movimiento de translacio´n del ligando, respecto
a los valores de los tres ejes de coordenadas (x, y, z)
en el espacio cartesiano; (2) orientacio´n del ligando,
modelada mediante la cuaterna que incluye la pen-
diente del a´ngulo (θ); (3) la flexibilidad, representa-
da mediante los movimientos de rotacio´n y torsio´n
(a´ngulos diedros) del ligando y la zona de acopla-
miento del receptor.
Codificacio´n. Para la codificacio´n de las solucio-
nes, hemos utilizado un esquema de vector de nu´me-
ros reales formado por 7+n variables (como se ilustra
en Fig. 1) mediante el cual, los tres primeros valores
se corresponden con los movimientos de translacio´n
del ligando, los cuatro siguientes valores represen-
tan la orientacio´n del ligando y/o la macromole´cula
receptora, y las n restantes variables codifican los
a´ngulos de torsio´n del ligando. Sin embargo, con la
intencio´n de restringir el espacio de bu´squeda, hemos
utilizado una metodolog´ıa en el disen˜o de la instan-
cia basada en localizar la zona activa de la prote´ına
receptora en una rejilla 3D rectangular, de manera
que se calcula y guarda la energ´ıa de interaccio´n elec-
trosta´tica y el te´rmino de Van der Waals para cada
tipo de a´tomo en cada punto del grid [18]. De esta
forma, la contribucio´n de la prote´ına en cada punto
del grid se obtiene mediante la interpolacio´n trilineal
en cada celda del grid. Esta interpolacio´n se realiza
sobre un rango de variables de translacio´n (x, y, z)
de 120 radianes en los l´ımites [−pi, pi].
Objetivos. Desde el punto de vista mono-objetivo,
la mayor´ıa de propuestas esta´n enfocadas en optimi-
zar la energ´ıa libre de unio´n, tal y como se calcula
mediante la Ecuacio´n 1. Sin embargo, siguiendo la
propuesta multi-objetivo formulada en [4], podemos
evaluar esta energ´ıa de manera separada a trave´s de
las energ´ıas inter-molecular e intra-molecular, Einter
y Eintra respectivamente, como objetivos distintos y
contrapuestos a minimizar, es decir:
Objetivo 1: Eintra, energ´ıa intra-molecular entre
el ligando y el receptor estimada mediante la dife-
rencia de los estados de enlace (bound) y no enlace
(unbound) respecto a ambas mole´culas (Ecuacio´n 2).
Objetivo 2: Einter energ´ıa inter-molecular (Ecua-
cio´n 3) estimada mediante los diferentes estados de
enlace (bound) y no enlace (unbound) respecto al
complejo (ligando-receptor) completo (Ecuacio´n 3).
∆G = Eintra + Einter + ∆Zconf (1)
Eintra = (Q
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En estas ecuaciones, cada par de te´rminos inclu-
yen las evaluaciones (Q) de: dispersio´n/repulsio´n
(vdw), enlaces de hidro´geno (hbond), electrosta´ti-
cos (elec) y desolvatacio´n (sol). Los pesos Wvdw,
Whbond,Welec yWsol de la Ecuacio´n 5 son constantes
de Van der Waals, enlace de hidro´geno, interaccio´n
electrosta´tica y desolvatacio´n, respectivamente. La
distancia inter-ato´mica se representa mediante rij
y los para´metros de Lennard-Jones tomados de la
fuerza Amber se representan mediante Aij y Bij . De
manera similar, en el segundo te´rmino de la Ecua-
cio´n 5, los para´metros de Lennard-Jones Cij y Dij se
utilizan para las energ´ıas potenciales entre dos a´to-
mos y E(t) define el a´ngulo de direccionalidad. El
tercer te´rmino en esta misma ecuacio´n utiliza un en-
foque de Coulomb para la electrosta´tica. El cuarto
te´rmino se calcula a partir del volumen (V ) de los
a´tomos que circundan un a´tomo dado S y el te´rmino
exponente que representa la distancia entre a´tomos.
De manera adicional, la Ecuacio´n 1 contiene un
te´rmino de entrop´ıa de conformacio´n (∆Zconf ), di-
rectamente proporcional al nu´mero de enlaces rota-
bles (Ntors) en la mole´cula ligando (Ecuacio´n 4).
Este te´rmino se multiplica adema´s por la constante
de fuerza torsional Wconf . No obstante, cabe desta-
car que ∆Zconf se calcula u´nicamente para el caso
de evaluacio´n mono-objetivo (como se vera´ en la Sec-
cio´n IV-C). Una explicacio´n ma´s detallada de cada
uno de estos te´rminos se puede encontrar en [1], don-
de se explica el modelo de evaluacio´n de Autodock.
III. Algoritmos Evaluados
A continuacio´n, se ofrece una breve descripcio´n
de los seis algoritmos de optimizacio´n multi-objetivo
seleccionados para este estudio experimental:
NSGA-II: NSGA-II [7] es posiblemente el algorit-
mo multi-objetivo ma´s utilizado en la literatura re-
lacionada. Se trata de un algoritmo gene´tico que uti-
liza los operadores gene´ticos tradicionales (seleccio´n,
cruce y mutacio´n), adema´s de un procedimiento de
ranking para asegurar la convergencia. No obstante,
para mejorar la diversidad en el conjunto de solu-
ciones que maneja, utiliza un estimador de densidad
basado en distancia de crowding.
ssNSGA-II: versio´n de NSGA-II de estado esta-
cionario [8]. Esta propuesta mejora los resultados de
NSGA-II para un benchmark de problemas esta´ndar,
aunque con el sobre coste de incrementar el tiempo
de ejecucio´n, con respecto al algoritmo original.
SMPSO: propuesto en [9], se trata de una versio´n
multi-objetivo de particle swarm optimization que
utiliza una estrategia para limitar la velocidad de las
part´ıculas, para reconducirlas hacia posiciones efec-
tivas en aquellos casos en los que la velocidad toma
valores ma´s altos que el rango de las variables del
problema. SMPSO incluye adema´s un operador de
mutacio´n polinomial como factor de turbulencia y
un archivo de soluciones no-dominadas a lo largo del
proceso de optimizacio´n.
GDE3: Algoritmo de Evolucio´n Diferencial gene-
ralizada (GDE) [10] basado en NSGA-II, aunque con
operadores diferenciales de cruce y mutacio´n. GDE3
introduce una mejora sobre la distancia de crowding
utilizada en NSGA-II para generar un conjunto de
soluciones mejor distribuidas.
MOEA/D: MOEA/D [11] adopta una estrategia
de optimizacio´n mediante la descomposicio´n de un
problema multi-objetivo en varios subproblemas, los
TABLA I
Instancias de coordenadas obtenidas mediante cristalograf´ıa de rayos X de la base de datos PDB (Protein
Data Bank), junto con los co´digos de asociacio´n (en PDB) y la resolucio´n (en A˚)
Complejos prote´ına-ligando Co´digo PDB Resolucio´n (A˚)
HIV-1 proteasa/AHA006 1AJV 2
HIV-1 proteasa/AHA001 1AJX 2
HIV-1 proteasa/α-D-glucose 1BV9 2,20
HIV-1 proteasa/Macrocyclic peptidomimetic inhibitor 8 1D4K 1,85
HIV-1 proteasa/AHA047 1G2K 1,95
HIV-1 proteasa/U75875 1HIV 2
HIV-1 proteasa/KNI-272 1HPX 2
HIV-1 proteasa/GR126045 1HTF 2,20
HIV-1 proteasa/GR137615 1HTG 2
HIV-1 proteasa/Q8261 1HVH 1,80
HIV-1 proteasa/U100313 2UPJ 3
cuales son entonces optimizados de manera simulta-
nea, utilizando informacio´n de los otros subproble-
mas vecinos. Para este estudio utilizamos la variante
MOEA/D-DE [19], que aplica operadores de evolu-
cio´n diferencial en lugar de los originales operadores
gene´ticos de cruce y mutacio´n.
SMS-EMOA: Se trata de un algoritmo evolutivo
de estado estacionario que utiliza un operador de se-
leccio´n basado en la medida del Hipervolumen (HV),
en combinacio´n con la ordenacio´n de las soluciones
no-dominadas. La principal caracter´ıstica de SMS-
EMOA [12] consiste en el guiado de soluciones a
conjuntos bien distribuidos de e´stas, con lo que es
posible centrar la bu´squeda en ciertas regiones del
frente de Pareto, aunque con el coste adicional en
tiempo de computo al tener que recalcular el HV.
De esta forma, hemos incluido en este estudio
el algoritmo ma´s utilizado en optimizacio´n multi-
objetivo (NSGA-II) y su variante de estado esta-
cionario (ssNSGA-II), una te´cnica de inteligencia
colectiva basada en enjambres de part´ıculas (SM-
PSO), una te´cnica de evolucio´n diferencial (GDE3),
un algoritmo basado en descomposicio´n de proble-
mas (MOEA/D) y una algoritmo de bu´squeda guia-
da mediante indicador (SMS-EMOA).
IV. Experimentos
En este trabajo hemos utilizado un benchmark de
11 instancias de complejos prote´ına-ligando con fle-
xibilidad en ambas mole´culas. Estas instancias fue-
ron obtenidas de la base de datos PDB (Protein
Data Base) 1, hacie´ndolas adema´s accesibles onli-
ne para facilitar la reproduccio´n experimental. He-
mos seleccionado estos complejos moleculares ya que
constituyen un conjunto variado con diferentes ran-
gos de cristalograf´ıa rayos X y resolucio´n (de 1,8
a 3 A˚), adema´s de contener ligandos de estructu-
ra heteroge´nea (urea c´ıclica, inhibidores de diferen-
tes taman˜os, etc). Adema´s, estas instancias han sido
utilizadas previamente en trabajos de referencia [1],
donde la flexibilidad de la macromole´cula esta´ tam-
bie´n tenida en cuenta en la funcio´n de energ´ıa de
AutoDock 4.2.
1URL: http://www.rcsb.org/pdb/home/home.do
La Tabla I muestra el conjunto de instancias mo-
leculares utilizadas en nuestros experimentos, indi-
cando la cristalograf´ıa de rayos X, los co´digos de aso-
ciacio´n (en PDB) y la resolucio´n (en A˚). Para todas
estas instancias, los grados de libertad de los movi-
mientos de torsio´n para ligandos y macromole´culas
son 10 y 6, respectivamente, seleccionando aquellas
torsiones que permiten considerar el menor nu´mero
de a´tomos respecto al nu´cleo del ligando. Por lo tan-
to, el nu´mero total de variables (n) en las soluciones
para estas instancias es de 23 (3 para translacio´n, 4
para rotacio´n y 16 para torsio´n).
El procedimiento experimental llevado a cabo en
este trabajo ha supuesto la realizacio´n de 30 ejecu-
ciones independientes por cada algoritmo evaluado
e instancia molecular. A partir de las distribuciones
resultantes de estas ejecuciones, hemos calculado la
mediana y el rango intercuart´ılico (IQR) como medi-
das de tendencia central y dispersio´n estad´ıstica, res-
pectivamente. Adema´s, como me´tricas de rendimien-
to algor´ıtmico nos hemos centrado en dos indicadores
de calidad de solucio´n: Hipervolumen (IHV ) y Epsi-
lon Aditivo Unario (I+) [14]. La primera me´trica es
indicativa tanto de la convergencia como de la diver-
sidad, mientras que la segunda (I+) esta´ totalmen-
te enfocada a validar el comportamiento respecto a
convergencia. En este sentido, cabe mencionar que
estamos tratando un problema real de cual no hay
conocimiento del frente o´ptimo de Pareto que de so-
porte al calculo de las me´tricas de calidad. Por tanto,
hemos recurrido a la generacio´n de un Frente Pareto
de Referencia (Reference Front, RF) para cada ins-
tancia del problema mediante el computo de todas
las soluciones no-dominadas encontradas a partir de
los experimentos realizados con todos los algoritmos
evaluados en este estudio.
Como ya se introdujo en la seccio´n anterior, hemos
utilizado la implementacio´n de los seis algoritmos es-
tudiados que ofrece el framework jMetalCpp [15], en
combinacio´n con la herramienta AutoDock 4.2 de
simulacio´n de docking para la evaluacio´n de las so-
luciones generadas. La plataforma experimental uti-
lizada para las ejecuciones independientes realizadas
TABLA II
Mediana y rango intercuart´ılico de las me´tricas IHV y I+, para cada algoritmo evaluado y cada instancia de
docking. Las mejores y segundos mejores resultados se indican con fondo gris y gris claro, respectivamente
IHV
Hipervolumen
NSGA-II ssNSGA-II SMPSO GDE3 MOEA/D SMS-EMOA
1AJV 4,75e−21,1e−1 7,47e−43,1e−2 2,65e−19,5e−2 1,23e−19,2e−2 7,39e−21,3e−1 1,33e−21,4e−1
1AJX 2,91e−11,2e−1 2,96e−11,3e−1 5,69e−11,1e−1 3,44e−13,2e−2 3,22e−11,2e−1 3,07e−11,6e−1
1BV9 1,33e−11,3e−1 1,17e−11,1e−1 5,41e−13,7e−1 1,79e−11,9e−2 1,81e−11,2e−1 1,34e−11,1e−1
1D4K 2,38e−11,3e−1 2,54e−11,2e−1 5,09e−11,5e−1 3,79e−12,1e−2 2,76e−17,8e−2 2,62e−19,6e−2
1G2K 8,06e−21,5e−1 6,11e−21,0e−1 5,74e−12,0e−1 1,62e−16,4e−2 1,13e−11,2e−1 5,69e−21,0e−1
1HIV 7,12e−29,0e−2 5,39e−28,0e−2 7,61e−28,5e−2 1,10e−17,8e−2 7,78e−28,8e−2 5,80e−29,5e−2
1HPX 5,77e−21,3e−1 2,09e−26,8e−2 3,06e−13,8e−1 9,50e−24,2e−2 8,69e−29,7e−2 4,93e−21,1e−1
1HTF 2,80e−12,8e−1 2,85e−12,0e−1 5,29e−21,3e−1 4,03e−11,3e−1 4,98e−11,8e−1 2,95e−12,1e−1
1HTG 9,20e−21,0e−1 9,08e−28,5e−2 3,68e−32,7e−2 1,80e−11,6e−2 1,62e−13,3e−2 1,47e−18,8e−2
1HVH 2,10e−11,5e−1 9,27e−21,1e−1 5,04e−12,9e−1 3,28e−11,0e−1 1,78e−11,9e−1 9,22e−22,2e−1
2UPJ 3,65e−17,2e−2 3,75e−19,5e−2 4,23e−11,1e−1 5,20e−11,6e−1 4,05e−19,3e−2 3,75e−11,1e−1
I+
Epsilon
NSGA-II ssNSGA-II SMPSO GDE3 MOEA/D SMS-EMOA
1AJV 7,74e+02,2e+0 8,64e+01,7e+0 1,48e+03,2e−1 6,55e+08,3e−1 6,84e+01,7e+0 8,21e+02,4e+0
1AJX 6,65e+01,5e+0 7,04e+01,4e+0 1,64e+02,6e−1 6,44e+03,9e−1 6,18e+09,5e−1 6,51e+02,0e+0
1BV9 1,11e+11,8e+0 1,15e+12,0e+0 1,09e+08,7e−1 1,15e+13,7e−1 1,03e+11,6e+0 1,15e+12,0e+0
1D4K 1,15e+12,5e+0 1,17e+12,4e+0 2,45e+06,7e−1 1,06e+11,3e+0 1,11e+11,7e+0 1,14e+12,5e+0
1G2K 7,55e+02,4e+0 7,81e+01,7e+0 9,30e−15,1e−1 6,13e+01,0e+0 6,99e+01,7e+0 7,88e+01,8e+0
1HIV 8,85e+01,7e+0 9,49e+01,5e+0 3,11e+03,4e+0 8,75e+01,2e+0 7,88e+01,8e+0 9,36e+02,0e+0
1HPX 6,98e+01,7e+0 7,28e+01,2e+0 2,60e+06,0e+0 6,93e+03,6e−1 6,04e+01,4e+0 7,18e+01,2e+0
1HTF 5,26e+02,0e+0 5,23e+01,5e+0 6,93e+01,4e+0 4,37e+09,4e−1 3,65e+01,3e+0 5,16e+01,6e+0
1HTG 2,23e+12,9e+0 2,23e+12,3e+0 3,57e+03,8e+0 1,97e+18,8e−1 1,86e+11,2e+0 2,09e+12,6e+0
1HVH 8,56e+02,5e+0 9,92e+02,1e+0 3,08e+02,2e+0 7,54e+01,2e+0 7,53e+02,2e+0 1,01e+13,3e+0
2UPJ 8,05e+01,6e+0 7,74e+02,2e+0 1,60e+02,2e−1 5,82e+02,7e+0 6,45e+01,0e+0 7,59e+01,8e+0
consiste en un gestor de tareas en paralelo Condor2,
manejando un nu´mero ma´ximo de 400 nu´cleos (cada
tarea implica una ejecucio´n independiente).
A. Para´metros
Todos los algoritmos evaluados han sido configu-
rados con un taman˜o de poblacio´n (o cu´mulo) de
150 individuos desarrollando un nu´mero total de
1.500.000 evaluaciones, siendo este el criterio de pa-
rada. Estos valores vienen establecidos por defecto
en los algoritmos de AutoDock y dependen de sus
configuraciones iniciales. Otros estudios en la lite-
ratura [20] donde se trataron las mismas instancias
utilizaron tambie´n esta configuracio´n, as´ı que hemos
decidido mantenerla en aras a establecer comparati-
vas lo ma´s justas posible con el estado del arte.
Respecto a los para´metros espec´ıficos de cada al-
goritmo, hemos utilizado el conjunto de valores reco-
mendado en los trabajos de referencia de cada pro-
puesta (tambie´n utilizados como para´metros por de-
fecto en jMetal). En concreto, para los algoritmos
gene´ticos NSGA-II y ssNSGA-II, adema´s de para
SMS-EMOA, se han utilizado los operadores de cru-
ce SBX y mutacio´n polinomial. Los ı´ndices de dis-
tribucio´n para estos operadores son ηc = 20 para
el cruce ηm = 20 para la mutacio´n. La probabili-
dad de cruce es pc = 0, 9 y la de realizar mutacio´n
pm = 1/n, siendo n el nu´mero de variables de de-
cisio´n (longitud de solucio´n). NSGA-II y ssNSGA-
II aplican seleccio´n por torneo binario, mientras que
SMS-EMOA utiliza seleccio´n aleatoria. En el caso de
GDE3 (en su variante rand/1/bin), los dos para´me-
tros principales, es decir, el factor de escala µ y la
probabilidad de cruce Cr se inicializaron a 0,5. Pa-
2URL: http://research.cs.wisc.edu/htcondor/
ra MOEA/D, la constante de mutacio´n µ es 0,5 y la
probabilidad de cruce Cr = 1, 0. Este algoritmo tam-
bie´n utiliza el operador de mutacio´n polinomial con
valores ηm = 20 y pm = 1/n. Por u´ltimo, para SM-
PSO hemos utilizado los coeficientes de aceleracio´n
con valores 1,5, inercia W = 0, 9 y mutacio´n polino-
mial aplicada con probabilidad del 6 % y valores de
distribucio´n iguales que en los algoritmos anteriores.
B. Ana´lisis Comparativo
En la Tabla II podemos observar la mediana y ran-
go intercuart´ılico de los indicadores de calidad IHV
y I+ referentes a las soluciones obtenidas, por cada
una de las once instancias moleculares y los seis al-
goritmos evaluados: NSGA-II, ssNSGA-II, SMPSO,
GDE3, MOEA/D y SMS-EMOA. Para el caso de
IHV los valores ma´s altos son los mejores, mientras
que para I+ los valores ma´s bajos son los de mejor
calidad. De acuerdo con estos resultados, SMPSO
consigue mejores resultados en te´rminos de IHV para
7 de las 11 instancias moleculares utilizadas, segui-
do por GDE3 que obtiene el segundo mejor resulta-
do tambie´n respecto al Hipervolumen, indicando un
buen comportamiento de estos algoritmos en cuan-
do a la convergencia y diversidad. Estos resultados
se repiten para el indicador I+ ya que, como se pue-
de ver en la Tabla II, SMPSO obtiene por lo general
las mejores medianas de las distribuciones.
No obstante, para dotar estos resultados con so-
porte estad´ıstico, hemos aplicado una serie de tests
estad´ısticos no-parame´tricos, ya que para varias dis-
tribuciones resultantes no se cumplieron las condi-
ciones de normalidad y homoscedasticidad [21]. Por
tanto, nos centramos en las distribuciones comple-
tas para nuestros ana´lisis y comparaciones respecto
a las dos me´tricas de calidad estudiadas. En concre-
TABLA III
Ranking de Friedman (Average) y p-valores ajustados de Holm (α = 0,05) de los algoritmos comparados
(SMPSO, GDE3, MOEA/D, SMS-EMOA, ssNSGA-II, y NSGA-II) para las 11 instancias moleculares. El s´ımbolo *
especifica el algoritmo de control. La fila de abajo muestra el ranking de posiciones respecto a IHV y I+
Hipervolumen (HV) Epsilon (I+)
Algoritmo FriRank HolmAp Algoritmo FriRank HolmAp
*GDE3 1,81 - *SMPSO 1,45 -
SMPSO 2,18 6,48e-01 MOEA/D 2,27 3,05e-01
MOEA/D 2,63 6,10e-01 GDE3 2,72 2,21e-01
SMS-EMOA 4,50 2,32e-03 NSGA-II 4,50 4,04e-04
NSGA-II 4,63 1,64e-03 SMS-EMOA 4,63 2,65e-04
ssNSGA-II 5,22 9,62e-05 ssNSGA-II 5,40 3,57e-05
SMPSO (2+1 = 3); GDE3 (1+3 = 4); MOEA/D (3+2 = 5)
NSGA-II (5+4 = 9); SMS-EMOA (6+5 = 11); ssNSGA-II (6+6 = 12)





































































Fig. 2. Ejemplos de frentes obtenidos para las instancias 1VB9 y 1D4K a partir de los algoritmos SMPSO, GDE3 y MOEAD
to, hemos aplicado los tests de ranking de Friedman
y multi-comparacio´n post-hoc de Holm [21] a las dis-
tribuciones resultantes para conocer que´ algoritmos
son estad´ısticamente peores que el algoritmo de con-
trol (aquel de mejor ranking).
Tal y como muestra la Tabla III, el algoritmo con
mejor ranking (FriRank) para el indicador de HV
es GDE3 con 1,81, seguido de SMPSO, MOEA/D,
SMS-EMOA, NSGA-II y ssNSGA-II. Por tanto,
GDE3 es utilizado a partir de ahora como algoritmo
de control respecto a HV en el test post-hoc de Holm,
siendo de este modo comparado con respecto al resto
de algoritmos. Cabe destacar que, a pesar de obtener
SMPSO el mayor nu´mero de mejores medianas para
HV (en Tabla II), tras la aplicacio´n del test de Fried-
man quedo´ en segundo lugar despue´s de GDE3, lo
cual arroja luz sobre la calidad de las distribuciones
para todas las instancias en conjunto. Adema´s, los p-
valores ajustados (HolmAp en Tabla III) resultantes
son para los tres u´ltimos algoritmos: SMS-EMOA,
NSGA-II y ssNSGA-II, inferiores al nivel de signifi-
cancia establecido (α = 0, 05), lo que se interpreta
como que GDE3 es estad´ısticamente mejor que estos
algoritmos. En el caso de I+, SMPSO obtiene mejor
ranking que MOEA/D y GDE3, aunque sin diferen-
cia significativa para estos casos. Por el contrario,
SMPSO resulto´ con soluciones estad´ısticamente me-
jores que NSGA-II, SMS-EMOA y ssNSGA-II.
Como resumen, sumando las posiciones de ranking
en u´ltima fila de la Tabla III, podemos observar co´mo
SMPSO obtiene el mejor balance para los dos indi-
cadores de calidad estudiados. Adema´s, este algorit-
mo ha generado resultados estad´ısticamente mejores
que NSGA-II, SMS-EMOA y ssNSGA-II. El segun-
do mejor rendimiento lo obtuvo GDE3, seguido por
MOEA/D.
Estos resultados pueden ser visualizados median-
te los dos ejemplos mostrados en Fig. 2, que mues-
tran los frentes con mejor hipervolumen obtenidos
por SMPSO, GDE3 y MOEA/D para las instancias
1VB9 y 1D4K, respecto al frente de referencia (curva
RF). En esta figura podemos observar co´mo SMPSO
siempre obtiene soluciones en regiones del frente de
referencia donde GDE3 y MOEA/D no consiguen
converger. Sin embargo, estos dos u´ltimos algorit-
mos muestran una buena distribucio´n de soluciones
en sus frentes de Pareto resultantes, aunque con solu-
ciones que convergen a una regio´n limitada del frente
de referencia. En este sentido, una interesante obser-
vacio´n es que para todas las instancias moleculares
estudiadas, SMPSO converge sobre la regio´n sesga-
da hacia el objetivo de energ´ıa inter-molecular (zona
izquierda de RF), mientras que GDE3 y MOEA/D
generan sus frentes de soluciones no-dominadas en
la zona opuesta, es decir, orientadas a mejorar la
energ´ıa intra-molecular (zona derecha de RF).
TABLA IV
Mejores valores de energ´ıa libre de unio´n de las













Por tanto, podemos constatar que las diferentes
estrategias de aprendizaje inducidas por SMPSO
y GDE3 gu´ıan el proceso de optimizacio´n de es-
tas te´cnicas hacia regiones diferentes del espacio de
bu´squeda del problema, generando as´ı soluciones en
partes complementarias del frente de referencia.
C. Comparativa con enfoques multi/mono-objetivo
A la hora de analizar las ventajas de utilizar la
formulacio´n multi-objetivo para encarar el docking
molecular, una pra´ctica interesante consiste en com-
parar las soluciones obtenidas con aquellas resultan-
tes de la te´cnica de referencia mono-objetivo, LGA,
provista en AutoDock 4.2. Para esto, hemos recalcu-
lado los valores de fitness de las soluciones obtenidas
por SMPSO mediante la Ecuacio´n 1.
La Tabla IV contiene la comparativa mono-
objetivo de las mejores soluciones obtenidas por SM-
PSO y LGA para todas las instancias. En general, se
puede observar que SMPSO obtiene mejores confor-
maciones moleculares que LGA para todas las ins-
tancias excepto para 1HTF y 1HTG, aunque con
valores de energ´ıa muy cercanos en estos dos ca-
sos. Adema´s, cabe destacar que la estrategia multi-
objetivo, en este caso SMPSO, es de propo´sito gene-
ral, siendo au´n as´ı capaz de proveer al experto con
ma´s y mejores soluciones que la propuesta mono-
objetivo LGA, la cual esta disen˜ada con operadores
espec´ıficos para el docking molecular.
La gra´fica en Fig. 3 muestra el frente de mejor
HV obtenido por SMPSO para el compuesto mole-
cular 1AJV. Esta instancia implica un inhibidor de
urea c´ıclico y macromole´cula HIV-proteasa, un pro-
blema complejo dadas las caracter´ısticas de taman˜o
del ligando. La mejor solucio´n obtenida por LGA se
presenta como un punto en la l´ınea discontinua ver-
tical calculado mediante la suma de las dos energ´ıas,
Einter y Eintra. El frente de soluciones a la izquier-
da de la l´ınea vertical domina la mejor solucio´n de
LGA, mientras que aquellas soluciones a la derecha
de la l´ınea discontinua tiene mejores valores u´nica-
mente respecto al objetivo Eintra. En este sentido, la
inclinacio´n en la seleccio´n de un tipo de energ´ıa o del
otro depende del experto. Por ejemplo, un biome´di-
Fig. 3. Frente de soluciones SMPSO vs. solucio´n LGA
co puede estar interesado por una solucio´n con baja
Eintra y conformacio´n de inhibidor estable, o por el
contrario en una solucio´n con menor Einter pero ma´s
estabilidad en el complejo molecular completo.
En definitiva, desde la perspectiva biolo´gica y con-
siderando el enfoque mono-objetivo, las soluciones
de SMPSO son mejores (ma´s estables) que las de
LGA. La figura Fig. 4 muestra los complejos del inhi-
bidor acoplado a la macromole´cula HIV-proteasa del
compuesto 1AJV, obtenidos mediante conformacio-
nes de SMPSO y LGA. El primer complejo (obtenido
por SMPSO) es ma´s estable que el segundo (obte-
nido por LGA) debido a las diferentes energ´ıas de
unio´n resultantes: -11,57 kcal/mol y -7,26 kcal/mol,
respectivamente. Como se ilustra en Fig. 4, ambos
inhibidores (ligandos) se acoplan en el sitio activo
de la HIV proteasa, aunque mostrando el de SM-
PSO una mejor “postura” interna en la hendidura
de la macromole´cula HIV-proteasa.
V. Conclusiones
La principal motivacio´n de este trabajo es la de
realizar un estudio comparativo entre algoritmos
multi-objetivo del estado del arte para la resolu-
cio´n del docking molecular. Se han comparado seis
algoritmos: NSGA-II, ssNSGA-II, SMPSO, GDE3,
MOEA/D y SMS-EMOA, sobre un benchmark de
11 complejos prote´ına-ligando de alta flexibilidad.
A partir de los resultados obtenidos extraemos las
siguientes conclusiones:
(1) Mediante el enfoque multi-objetivo es posible
obtener un conjunto de conformaciones moleculares
de gran estabilidad energe´tica y que pueden ser se-
leccionados de acuerdo al peso intra/inter molecular
que ma´s interese de cara a un estudio biolo´gico.
(2) SMPSO obtiene en general el mejor rendimien-
to en convergencia y diversidad, para las instancias
estudiadas.
(3) GDE3 y MOEA/D tambie´n obtienen resulta-
dos satisfactorios para las me´tricas utilizadas.
(4) Para las instancias estudiadas, SMPSO obtiene
sus mejores soluciones sobre el objetivo de energ´ıa
Fig. 4. Conformaciones moleculares obtenidas por SMPSO y LGA para el compuesto 1AJV
inter-molecular, mientras que el comportamiento de
GDE3 y MOEA/D esta´ ma´s sesgado hacia la energ´ıa
intra-molecular.
(5) Respecto al enfoque mono-objetivo, SMPSO
encuentra en la mayor´ıa de los casos mejores solu-
ciones que LGA. Este resultado es destacable ya que
SMPSO esta´ disen˜ado con propo´sito general, mien-
tras que LGA ha sido espec´ıficamente adaptado al
docking molecular.
Una futura extensio´n de este trabajo consiste en
el disen˜o de una estrategia h´ıbrida mediante la com-
binacio´n de los procedimientos de bu´squeda de SM-
PSO y GDE3, con el objetivo de generar frentes de
soluciones que cubran todas las regiones del frente
de Pareto de referencia. Adema´s, la utilizacio´n de
un benchmark mayor de instancias moleculares en-
riquecera´ nuestros futuros estudios tambie´n desde el
punto de vista del impacto biolo´gico.
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