Abstract. In this paper, we study nonlinear Choquard equations (−∆ + id)
where (−∆ + id) 1 2 is a nonlocal operator, p > 0, N ≥ 2 and I α is the Riesz potential with order α ∈ (0, N ). We show that there is a ground state solution to problem (1) 
Introduction
Our purpose of this paper is to consider the solutions of nonlinear Choquard equations (−∆ + id) where p > 0, N ≥ 2, I α : R N \{0} → R is the Riesz potential with order α ∈ (0, N ) given by
here Γ is gamma function, see [12] . The nonlocal operator (−∆ + id) they obtained the results of existence, qualitative properties and decay asymptotic. In this paper, we consider the related nonlocal problem (1.1). To state our results, we first introduce Hardy-Littlewood-Sobolev inequality which states that if s ∈ (1, (
, then there is no nontrivial solution to problem (1.1).
To prove the existence of solutions in Theorem 1.1 when
N −1 , we apply the critical points theory to the associated minimizing problem
We note that the minimization of M p is a nontrivial solution of problem (1.1). Here we use the concentration compactness argument and a nonlocal version of Brezis-Lieb lemma to prove that M p can be achieved. Then we establish Pohozǎev identity to obtain the nonexistence results in Theorem 1.1.
Then there exists infinitely many distinct solutions to problem (1.1).
Preliminaries
In this section, we introduce some lemmas.
Lemma 2.1. [15] Let Ω be a domain in R N , s > 1 and {w m } m∈N be a bounded sequence in L s (Ω). If w m → w almost everywhere on Ω as m → ∞, then for every q ∈ [1, s], we have that
Proof. We observe that
By the Hölder inequality, we have that
Using Lemma 2.1 with q = p and s =
N+α (R N ) as m → ∞. By the Hardy-Littlewood-Sobolev inequality, this implies that
This ends the proof.
Ground state solution
In this section, we study the existence of ground state solutions of problem (1.1). To this end, let us consider the following minimizing problem
, which is a solution of problem (1.1) up to a translation.
To prove this result, we first introduce some lemma as follows. 
N +α , by Hardy-Littlewood-Sobolev inequality, we have that
where c 1 , c 2 > 0 and
Choosing some suitable q and p such that λ = , we obtain that
Now, covering R N by balls of radius r, in such a way that each point of R N is contained in at most N + 1 balls, we have that
The proof is complete. We now prove proposition 3.1.
By Lemma 3.1, there exists δ > 0 such that
So we may find x m ∈ R N such that
which yields, up to a subsequence, that w m ⇀ w in H 1 2 (R N ) and w m → w almost everywhere on R N . Then
Using Lemma 2.1, we obtain that
The proof is completed.
Regularity
To consider the regularity of solutions to problem (1.1), we transform (1.1) to the following extension problem
as in the work of [14] .
Multiplying (4.1) by ϕ 2 |w| 2β 0 w, where β 0 > 0 ,and integrating by parts, we have that
So we have that
Note that
so we deduce from (4.2) and (4.3) that
By the Sobolev theorem, we have that
By the Hardy-Littlewood-Sobolev inequality, we have that
,
N −1 and
. Note that
we have that
. Repeating the procedure and using (4.2), we find w(x, y) ∈ L q loc (R N +1 + ), where q ∈ [2, ∞) and
Now, we use the following auxiliary function
, we have that −△f + f is independent of y. Hence, if y = 0, f ≡ 0, we have −△f + f = f y y = w y . Thus w is a solution of the Dirichlet problem
Then, by the estimates of Calderon-Zymund, we have f ∈ W 2,p (R
), thus, the Schauder estimates give w ∈ C 2,α (R
N +1 +
). This proof is complete.
Nonexistence
In this section, we prove a Pohožaev type identity for problem (4.1), which implies the non-existence results in Theorem 1.1.
N+α (R N ) be a solution of (4.1) and ∇w ∈ H 1 loc (R N ). Then, there holds N − 1 2
) be a bounded solutions of (4.1). By Proposition 4.1 we know that w ∈ C 2 (R
is a ball centered at the originn with the radius R. By (4.1), we have
Multiplying (4.1) by (∇w, z), where z = (x, y) ∈ R N +1 +
, and integrating on ω R , we deduce that
By the same arguments in the proof of Proposition 3.1 in [9] , we obtain that
we next claim that
Here we only show that
the other can be treated in the same way. To this end, by contradiction, we assume that
It yields a contradiction when R 1 > 0 large. So the claim holds.
We now complete the proof of Theorem 1.1(ii).
Proof of Theorem 1.1(ii). Let w ∈ H 1 (R
) be a solution of (4.1), we obtain the identity
Hence, combine with equation (4.1), we have
Berestycki-Lions type solutions
The aim of this section is to establish the infinitely many bounded solutions in Theorem 1.2. We will apply the genus theory to an even functional, which is constrained in a manifold and obtain the infinitely many critical points of the functional. To this end, let us recall the following critical point theorems in [1] .
Let H be a real Hilbert space whose norm and inner product will be denoted respectively by · and (·, ·). Consider the manifold M := {w ∈ H : w H = 1}, the tangent space of M at a given point g ∈ M is given by
Let J be a C 1 functional defined on H. Then the trace J| M of J on M is of class C 1 and for any w ∈ M, J| To be convinent for the analysis, we denote 
In particular, if r ≥ 2, there exist infinitely many distinct critical points of J| M corresponding to the critical value b.
By Proposition 6.1 and Proposition 6.2, under the conditions of Proposition 4.1, there always exist infinitely many distinct critical points of J on M.
We next verify that J satisfies the conditions of Proposition 6.1. In fact, by HardyLittlewood-Sobolev inequality, we have that
N +α . Then, by Min-Max method argument, we have that
combining with the fact that v Er = 1 and
Thus, J is bounded from above on M. 
as m → ∞, and then
Lemma 6.2. J| M satisfies the (P S) + condition.
Proof. Let {v m } ⊂ M be a (P S) + sequence for J, that is,
as m → ∞ and for any ϕ ∈ E r ,
By lemma 6.1, we have that
together with the weak convergence of {v m }, yield
be the fact that
Since v m ⇀ v in E r , we have that E r is compactly embedded in L q (R N ), where 2 ≤ q < 2 ♯ and
thus, we have that
So we have that Next we show that b k > 0 for each k ≥ 1. Indeed, for k ≥ 1, we denote
Since π k−1 is homeomorphic to S k−1 by an odd homeomorphism, it follows that γ(π k−1 ) = k.
The following result is due to Berestycki and Lions.
Lemma 6.3. For all k ≥ 1, there exists a constant R = R(k) > 0 and an odd continuous mapping τ : π k−1 → H 1 0 (B R (0)) such that (i) π ( l) is a radial function for all l ∈ π k−1 and 0 τ (π k−1 ); (ii) there exist p, C > 0 such that ρ ≤ ∇u L 2 (B R(0) ) ≤ C for u ∈ τ (π k−1 ); (iii) for u ∈ τ (π k−1 ), R N |u(x)| q dx ≥ 1. Proof. Letπ k−1 = τ (π k−1 ) and define for each u ∈ H 1 0 (B R (0)) an extensionũ ∈ H 1 (R N ) of u such thatũ = u on B R (0) andũ = 0 on R N \B R (0). Denoteũ σ (x) =ũ( x σ ). For u ∈π k−1 , we define χ(u) = (1 − y)(I α * |ũ σ | p (x))|ũ σ (x)| p and χ(u) = 0 if y ∈ R\(0, 1), where σ = σ(u) > 0 is determined by requiring χ(u) ∈ M , that is, Since the right hand side is increasing in σ > 0, we find a unique σ > 0 so that χ ∈ M . By (ii) of lemma 6.3, we obtain
Hence, there existsσ > 0 independent of u ∈π k−1 , such that σ(u) ≤σ. By Poincare's inequality, there holds 1 ≤ C(σ N −2 + σ N ), which implies that σ(u) has a lower boundσ > 0 independent of u. Now we prove b k > 0 for each k ≥ 1. In fact, we observe that
