Abstract
Introduction
Cassell's research [6] shows that humans are more likely to consider computers to be human-like when those computers understand and display appropriate nonverbal communicative behavior. Therefore, the interaction between humans and computers will be more natural if computers are able to understand the nonverbal behavior of their human counterparts and recognize their affective state.
Automatic emotion recognition has attracted the interest of artificial intelligence and computer vision research communities for the past decade. Significant research results have been reported in recognition of emotions using facial expressions (e.g. [2] ). Emotion recognition via body movements and gestures has only recently started attracting the attention of computer science and HCI communities [12] . However, the interest is growing with works similar to that presented in [1] . So far, most of the work in affective computing has focused on only a single channel of information (e.g. facial expression). However, reliable assessment typically requires the concurrent use of multiple modalities (i.e. speech, facial expression, gesture, and gaze) occurring together [12] .
Integrating multiple modalities for emotion recognition is motivated by human-human interaction (HHI). People naturally communicate multimodally by combining language, tone, facial expression, gesture and head movement, body movement and posture and possess a refined mechanism for data fusion. Machines, to date, are less able to emulate this ability. This issue is central to the current research in affective multimodal HCI [19] . Multimodal interfaces operate in a more efficient and reliable way, modalities usually complement each other and help improve the accuracy and robustness of affective and perceptual interfaces.
Despite the common usage of multiple modalities in HHI, relatively few papers have focused on implementing emotion recognition systems using affective multimodal data [12] . The most common approach has been to combine facial expression with audio information [19] . There exist several works in the literature (e.g. [7, 8] ) that combined facial video and audio information either at a feature-level [7] or at a decision-level [8] . In this paper instead, we consider the effect of the expressive body information as the second modality. Kapoor et al. [13] also focused on machine recognition of affect using multiple modalities. They look at the problem of detecting the affective states of high-interest, low-interest and "refreshing" in a child who is solving a puzzle. They combine sensory information from the face video, the posture sensor and the game being played in a probabilistic framework. However, they extract the relevant facial features manually and use posture information from a chair sensor. Instead, we use face and body gestures from video and extract the features automatically. More recently, Balomenos et al. [1] combined facial expressions and hand gestures for recognition of six prototypical emotions by using facial points from MPEG-4 compatible animation and defining certain hand movements under each emotion category. They fuse the results from the two subsystems at a decision-level using pre-defined weights.
Taking into account these findings, the aim of our research is to combine face and upper-body gestures in a bimodal manner to distinguish between various expressive cues that will help computers recognize particular emotions. Compared to the work in [1] , we use a higher number of hand gestures and postures combined with the displacement of the other bodily parts (e.g. shoulders). Moreover, we compare the experimental results from feature-level and decision-level fusion of the face and body modalities to determine which fusion approach is more suitable for our work. Our motivation is based on the fact that the aforementioned studies have improved the performance of their emotion recognition systems by the use of multimodal information [1, 7, 8, 13] .
Initially, we focus on facial expressions and body gestures (i.e. shoulder shrug) separately and analyze the static images, namely neutral and expressive frames. After describing the feature extraction techniques for face and body briefly, classification results from three subjects are presented. Firstly, individual classifiers are trained separately with face and body features for monomodal classification into labeled emotion categories. Then we fuse affective face and body modalities for classification into combined emotion categories (a) at a feature-level, in which the data from both modalities are combined before classification and (b) at a decision-level, in which the outputs of the monomodal systems are integrated by the use of product, sum and weight criteria. We observe that the emotion classification using the two modalities achieves a better recognition accuracy outperforming the classification using the individual facial modality.
Methodology
Initially, we analyze the two modalities, namely facial expressions and body gestures separately, as described in the following sections. Our task is to analyze expressive cues within HHI and HCI which mostly take place as dialogues in a sitting position; hence, we focus on the expressiveness of the upper part of the body in our work. We assume that initially the person is in frontal view, the complete upper body, two hands and the face are visible and not occluding each other. The general system framework for both monomodal and bimodal emotion recognition is depicted in Figure 1 .
Modality 1: Facial Expression
The leading study of Ekman and Frisen [9] formed the basis of visual automatic facial expression recognition. Their studies suggested that anger, disgust, fear, happiness, sadness and surprise are the six basic prototypical facial expressions recognized universally.
Brave and Nass provide details of the facial cues for the displayed emotions in [5] . We base our facial feature extraction module on distinguishing these cues from the neutral face and from each other. Table 1 provides the list of the facial emotion categories recognized by our system based on the changes that occur on the face.
Modality 2: Body Gestures
Propositional expressive gestures are described as specific movements of certain bodily parts or postures corresponding to stereotypical emotions (e.g. bowed head and dropped shoulders showing sadness) [3] . Nonpropositional expressive gestures are, instead, not coded as Table 1 . List of the facial emotions recognized by our system and the changes that occur on the face when they are displayed (the list is based on [5] Table 2 . List of the bodily emotions recognized by our system and the changes that occur on the body when they are displayed ("+" signifies the co-occurrence of the movements). specific movements but form the quality of movements (e.g. direct/flexible) [16] . In this paper, we focus on the propositional gestures only since they can be easily extracted from static frames. Table 2 provides the list of the body gestures and the correlation between the gestures and the emotion categories recognized by our system.
We defined the body gestures used in our system in terms of features grouped under specific emotion categories taking into account the psychological studies (e.g. [3, 16, 18, 21] ) together with the results obtained from our experiments, in [10] .
Feature Extraction
In our experiments we select a whole frame sequence where an expression is formed in order to perform feature extraction and tracking. Our feature vector consists of displacement measures between two major frames; namely a frame with the neutral expression ("neutral frame") and one where the expression is at its apex ("expressive frame"). We assume that initially the person is in frontal view, the upper body, hands and face are visible and not occluding each other. We apply a segmentation process based on a background subtraction method in each frame in order to obtain the silhouette of the upper body. We then apply thresholding, noise cleaning, morphological filtering and connected component labeling [20] . We generate a set of features for the detected foreground object, including its centroid, area, bounding box and expansion/contraction ratio as reference for body movement (see Fig. 2 ). We extract the face and the hands automatically from still images of the face and body independently, by exploiting skin color information. The hand position consists of the position of the centroid and in-plane rotation. We employ the Camshift algorithm [4] for tracking the hands and predicting their locations in the subsequent frames (see Fig.  3 ). Orientation feature helps to discriminate between different poses of the hand together with the edge density information. For the face, we detect the key features in the neutral frame and define the bounding boxes for each facial feature (forehead, eyes, eyebrows, nose, lips and chin).
Once the face and its features are detected, for tracking the face and obtaining its orientation for the next sequence we use again the Camshift algorithm. We also calculate the optical flow by comparing the displacement from the neutral face to the expressive face using the Lucas-Kanade algorithm [17] . Details of our feature extraction procedure for face and body are explained in [11] .
Monomodal Emotion Recognition
For emotion recognition we used Weka, a tool for automatic classification [22] . We created a separate class for each emotion, for face and body separately. For face, we created eight classes based on our experimental data from three subjects: anger, disgust, fear, happiness, sadness, surprise, happy_surprise and uncertainty. The six basic emotion classes are based on [5] and [9] . If the face displays a combination of happiness and surprise then we classify it as "happy_surprise". Moreover, the three subjects manipulated their faces in various ways, therefore for the expressions that did not match any of the seven categories mentioned above we created an extra category and named it as "uncertainty". For the emotion classification based on the body gestures we created classes that are combinations of two or three emotion categories. This is done due to the fact that the facial modality is the primary mode and the body modality is an auxiliary mode in our system. We are not intending to use the body classification results alone for the final emotion classification. Emotion categories used for upper-body are anger_disgust, anger_fear, anger_happiness, fear_sadness_surprise, uncertainty_fear_surprise and uncertainty_surprise. We then classified the data from expressive face and body into labeled emotion categories. We trained the classifiers with 156 samples and tested with 50 samples from three subjects. Amongst the various classifiers provided by Weka [22] , C4.5 and BayesNet provided the best classification results for face and body, respectively. The results are presented in Table 3 . 
Bimodal Emotion Recognition
In general, modality fusion is to integrate all incoming single modalities into a combined single representation [23] . One of the key issues in multimodal data processing is to decide when to combine the information. Typically, fusion is either done at the feature-level or deferred to the decision-level [23] . To make the fusion issue tractable the individual modalities are usually assumed independent of each other. This simplification ignores the relationship between the modalities (i.e., using the facial expression recognition information to inform the gesture recognition processing).
In order to fuse the affective face and body information we implemented two different approaches: feature-level fusion, in which a single classifier with features of both modalities are used; and, decision-level fusion, in which a separate classifier is used for each modality, and the outputs are combined using some criteria (see Fig. 1 ).
Feature-level Fusion
Feature-level fusion is performed by using the extracted features from each modality and concatenating these features into one large vector. We transform the images into a representation that decomposes the images into features (e.g. movement of facial features, shoulders, hands etc.) and perform fusion in this domain. The resulting feature set can be quite large (in our case increases from 67 and 140 to 206). Therefore, it is mandatory to use a feature selection technique to find the features from both modalities that maximize the performance of the classifier. We apply attribute selection on combined input data with Best-first search method in Weka [22] . The selection method searches the space of attribute subsets by greedy hill-climbing augmented with a backtracking facility. Setting the number of consecutive non-improving nodes allows control of the level of backtracking done. Best first may start with the empty set of attributes and search forward, or start with the full set of attributes and search backward, or start at any point and search in both directions (by considering all possible single attribute additions and deletions at a given point) [22] . In our case, it evaluated a total number of 8259 subsets and found the subset with a merit of 83%. The number of features selected was 45 among 206 features. This selection criterion is good in terms of decreasing the dimensionality of the problem. For more extensive training, it would be necessary to increase the number of training samples. However, in our application domain the collection of such samples is inherently very time consuming.
After the feature selection process the resulting vector is input to a single classifier which uses the combined information to assign the testing samples into appropriate classes. We fuse face and body features only if the category for the face vector and that for the body vector are the same, or the body category includes the face category (such as "anger_happiness" for body; and "anger" or "happiness" for face). In such a case, the fused vector inherits the face category.
We experimented various classifiers on a dataset that consists of 156 training and 50 testing instances. We firstly tested the classifiers with a dataset that consists of 206 combined features and later with the dataset that consists of the reduced number of 45 features. For the feature set with 206 attributes, C4.5 provided the best classification accuracy. The results are presented in Table 4 . Once we used the feature selection criterion and obtained the reduced feature set with 45 features, recognition with BayesNet improved significantly. The individual emotion recognition results with BayesNet using the 50 testing samples are presented in Table 5 . 
Decision-level Fusion
If the modalities are asynchronous but temporally correlated, like in our case with face and body gesture, decision-level (late) integration is the most common way of integrating such modalities [23] . With this form of integration, each modality is first pre-classified independently and the final classification is based on the fusion of the outputs from the different modalities. Late integration has been used often for speech and gesture combination [23] .
Usually, performing late integration is chosen over performing early integration for two primary reasons [23] . First, the feature concatenation used in early integration would result in a high dimensional data space, making a large multi-modal dataset necessary for robust training of the classifier. Second, late integration provides greater flexibility in modeling. For instance in our case, with late integration it is possible to train the face and body classifiers on different data sources and different classifiers thus providing the best accuracy for each modality separately. However, designing optimal strategies for decision-level fusion is still an open research issue. Various approaches have been proposed: product rule, sum rule, using weights, maximum/minimum/median rule, majority vote etc. [14, 15] .
We used the first three techniques mentioned above for our system: product, sum and weight criteria. We describe the general approach of late integration of the individual classifier outputs as follows. X = (x f , x b ) represents the overall feature vector consisting of the face feature vector, x f , and the body feature vector, x b . X must be assigned to one of M possible classes, (
having maximum posterior probability p(ω k |X). An early integration approach would compute such a probability explicitly. In late integration, instead, two separate classifiers provide the posterior probabilities p(ω k |x f ) and p(ω k |x b ) for face and body, respectively, to be combined into a single posterior probability p(ω k |X) with one of the fusion methods described in the following. Moreover, in the infrequent case in which the combined p(ω k |X) fires the same value for two or more classes, we resort to the classification provided by the face classifier since this is the major mode in our bimodal approach.
When using the product rule, the posterior probabilities are multiplied and the maximum is selected. This is equivalent to assuming that the posterior probabilities for face and body are statistically independent. Under this assumption, the way we apply the product rule can be described as:
With the sum rule, the sum of the posterior probabilities is calculated and the maximum is selected. In our case, this can be defined as:
Eventually, using the weight criterion is based on adaptation of weights and is meant to reflect the different "importance" of the output from the face and body classifiers:
In our case, the face modality has the lead and the body modality needs to be integrated. Thus, we assigned arbitrary weights as follows:
for the face modality The late fusion results for product, sum and weight criteria are all presented in Table 6 . 
Discussion and Conclusions
Results show that emotion classification using the two modalities achieves better recognition accuracy in general, outperforming the classification using the face modality only, thus confirming that using expressive body information adds accuracy to the emotion recognition based on the face alone. Moreover, by comparing Tables 5 and 6 , early fusion seems to achieve a better recognition accuracy compared to late fusion. Amongst the various fusion approaches, Table 6 shows that the sum rule proved the best way to fuse the two modalities. When the recognition results for individual emotion categories are compared, we observe that some samples that are labeled as "anger" were classified as "sadness" by the classifiers and vice versa. This has caused a major decrease in accuracy for the recognition of these two emotion categories. This result could almost certainly be improved by increasing the size of the training set. Hence, as a future work, we plan to extend the size of our datasets to provide more extensive testing. The possibility that these emotions are actually less separable than others has also to be taken into consideration.
In this work, we have combined information from both the face and the body as if it co-occurred exactly at the same time. In future extensions, we will consider an approach able to provide fusion of information from the different modalities coming from disjoint time frames. A variety of stochastic methods have been proposed in the literature (i.e. coupled-hidden Markov models, linkedhidden Markov models, Bayesian Nets) which will be able to provide us with an adequate framework for such a task. 
