Simulation of ultrasound (US) images from volumetric medical image data has been shown to be an important tool in medical image analysis. However, there is a trade off between the accuracy of the simulation and its realtime performance. In this paper, we present a framework for acceleration of ultrasound simulation on the graphics processing unit (GPU) of commodity computer hardware. Our framework can accommodate ultrasound modeling with varying degrees of complexity. To demonstrate the flexibility of our proposed method, we have implemented several models of acoustic propagation through 3D volumes. We conducted multiple experiments to evaluate the performance of our method for its application in multi-modal image registration and training. The results demonstrate the high performance of the GPU accelerated simulation outperforming CPU implementations by up to two orders of magnitude and encourage the investigation of even more realistic acoustic models.
INTRODUCTION
Ultrasound is one of the most widely used imaging modalities in today's clinical practice. As a cost effective, radiation free, non-invasive, real-time imaging modality it is used in diagnosis and image guided intervention. However extensive training is needed for the effective use of ultrasound, since image acquisition quality and interpretation is to a large extent dependent on the operator's experience. In recent publications, 1, 2 the importance of patient specific simulated ultrasound, mainly from CT scans, for medical training simulators was demonstrated. Such training systems allow many medical apprentices to practice the acquisition of US images of various pathologies without relying on available US systems and real patients. In addition those simulators can be extended to simulation of US image guided interventions. Several recent publications deal with the simulation of ultrasound-guided needle insertion, one of the most common minimally invasive interventions in clinical practice. The standard training methods for these procedures, require the supervision of an experienced physician, which is both highly costly and time consuming.
In Hostettler et al., 3 US images were simulated using a ray-casting approach. The resulting images seem to cover only very basic US phenomena and were used for the training of young physicians. Soler and Marcescaux, 2 use a ray-casting based US simulation from CT for the simulation of needle insertion procedures and training of young physicians. In Zhu et al. 4 a training system was introduced that simulates US images by raster scanning, whereas user interaction was realized by a tracked US probe and a tracked biopsy needle on a latex phantom. Vidal et al. 1 propose a training system combining haptic hardware with US simulation from CT and the rendering of mesh models generated from the CT volume in an off-line pre-processing step. GPU acceleration is used to a very limited extent, namely for the generation of 2D multi planar reconstruction (MPR) images from CT needed for the US simulation algorithm.
Besides its application in training simulators, US simulation could play a central role for multi-modal image registration of US and CT image data. In Wein et al.,
5 a simplified US model was used for US simulation from CT for rigid registration of a set of tracked 2D US images with a 3D CT scan. Diagnosis is improved by fusion of information provided from CT and US. Additionally fusion of CT and US can aid in US image guided interventions by simultaneous display of registered pre-interventional CT planning data and interventional US image data.
A decisive factor for the practical usability of a US simulation for any clinical application is that it meets the performance constraints defined by the application. US simulation is computationally expensive, even when ignoring most US specific imaging phenomena. The acceleration potential of GPUs for parallel, numerically complex and computationally costly algorithms has been demonstrated for various problems, leading to the new field of General-Purpose computations on GPUs.
6 However, to unlock the acceleration potential algorithms have to be ported and adapted to the computational model of the GPU (for a detailed treatment of the subject we refer to http://www.gpgpu.org * ). In this paper, we present a framework for GPU accelerated patient specific US simulation from CT image data. As we will show the framework is highly flexible, and can be used to accelerate simple and complex ray-based US simulation approaches using standards graphics hardware.
METHODS
There exist mainly two approaches for the simulation of ultrasound, namely the wave-based and the ray-based approach. The wave-based approach 7 yields the most physically correct simulation results, however at high computational cost even on recent hardware.
8 Ray-based US simulation approaches simulate acoustic phenomena by modeling sound waves as rays and adopting the physics for ray traversal through mediums well known from optics. Recent publications 5, 8 for patient specific fast US simulation from CT data encourage the use of a ray-based approach. The volume traversal algorithm for ray-based US simulation models has much in common with ray-casting for direct volume rendering (DVR) 9, 10 of 3D data. However, what makes the key difference for US simulation is that all values along the ray must be stored. For DVR only a single value accumulated along the sampling ray is stored. This poses a problem for a GPU US simulation using current computer graphic application programming interfaces (API), e.g. OpenGL and DirectX. Current computer graphic APIs permit only a limited number of outputs from a fragment shader. Direct write access to global GPU memory is currently not supported yet. For this reason, it is not possible to compute the simulated US values in a straightforward fashion as for DVR. Recently NVIDIA and ATI introduced CUDA and CTM † , GPGPU APIs, for their Geforce and Radeon graphic cards. Both allow programming in standard C programming language, offer closer and advanced access to the GPU hardware, e.g. direct read/write access to GPU memory, thread level programing, and shared memory between threads. However the benefits of the greater programming freedom are alleviated by the vendor and GPU hardware dependencies, and incompatibility between the two APIs.
As we will show it is nevertheless possible to realize GPU accelerated ultrasound simulation platform, and GPU manufacturer independent using standard computer graphic APIs on recent GPUs. By employing a multi render pass algorithm one can circumvent the lack of direct GPU memory writes in current computer graphic APIs, and efficiently implement the ultrasound simulation algorithm. Before we describe in detail the GPU accelerated ultrasound simulation framework we briefly explain the common mathematical basics for ray-based ultrasound simulation models.
Ray-based Ultrasound Simulation Basics
Ray-based ultrasound simulation models have been developed to simulate the major ultrasound imaging effects, reflection, scattering, refraction and attenuation, of the sound wave during tissue traversal by casting rays through a data set. In the following paragraph we will explain in detail the mathematical background for simulation of large scale reflections at tissue interfaces and discuss how to model scattering, refraction and attenuation effects.
A sound wave, modeled by a set of rays, is reflected at the interface between two media with different acoustic impedances and its reflection, is proportional to the difference in acoustic impedances. The acoustic impedance Z is defined as * http://www.gpgpu.org -Community website on GPU for General Purpose computations † CUDA -Compute Unified Device Architecture, CTM -Close to Metal
where p is the density of the medium and c is the speed of sound in the medium. The reflected intensity at the k − th sample along the ray is given by
where I k i is the incoming sound intensity, Z 1 the previous and Z 2 the next impedance value in ray direction from the k − th sample.
Part of the incoming intensity is reflected back to the source, whereas the remaining intensity is transmitted further into the medium. The transmitted intensity at the k − th sample is defined as
The incoming intensity is calculated recursively in the ray direction as
if refraction of the ray at the interface is not considered.
Hence, for the simulation, a 3D impedance field is needed. However any 3D scalar field can be used if its values are mapped to acoustic impedances using e.g. classification or labeling. We denote f (x) as the value of the scalar field at a given point in space and m(f (x)) as the mapped value from the scalar field. Therefore the acoustic impedances Z 1 and Z 2 are defined as
where Δs is the distance between the sample points.
The intensity of the received reflection by the US transducer, is proportional to the angle between the interface surface normal and the incident angle of the ray.
where cos(θ) is defined as
with r denoting the incoming ray direction.
The simulation of refraction, scattering and attenuation is much more complex and requires more precise knowledge of the tissue during ray traversal. To correctly simulate refraction of the ray at interfaces one has to know the tissue interface specific refraction coefficient. Using this coefficient and the incident angle one can compute the refracted beam direction using Snell's law. However, as the simulation of it requires the creation of an additional, data set specific, coefficient image or volume, and refraction contributes only to a small part to the overall visual appearance of an ultrasound image it is often neglected in ray-based ultrasound simulation models.
Scattering, reflections from very small objects (the size of the wavelength or smaller), is one of the most prominent ultrasound imaging effects. Scattering is tissue, number of scatterers per unit volume, the acoustic impedance differences at the scatterer interfaces, the size of the scatterers, and frequency dependent. As the creation of a dataset containing the scatterer information is very difficult and very hard to assess, most methods approximate scattering by various means. Wein's 5 method remaps the CT intensity with an empirically estimated transfer function, Shams 8 creates a scattering map in a computationally highly expensive pre-processing step,
Zhu et al. 4 use texture banks of real ultrasound images for creating realistic appearing simulated ultrasound images, other models employ random generated noise data sets, e.g. Perlin or Rayleigh noise.
Attenuation describes the reduction of the sound wave amplitude and intensity during tissue traversal with increasing distance from the source. There exist two sources of attenuation in tissue (a) reflection and scattering at interfaces, and (b) absorption. Attenuation in tissue can be described by a, frequency dependent, attenuation coefficient. Although the attenuation coefficient for most tissues is almost proportional to the frequency the simulation of attenuation is complex. For patient specific simulation of attenuation an attenuation coefficient map of the data set is needed. In most cases this map is created by a time consuming semi automatic segmentation from a CT or MRI data set.
For a more detailed treatment of ultrasound physics and imaging we refer the interested reader to. 
GPU Implementation
Our framework is implemented in C++, OpenGL 2.1 12 and GLSL ‡ . 13 For storing the results of the computations on the GPU, we use 2D and 3D textures, and the OpenGL FramebufferObject (FBO) Extension § to efficiently update these textures. The simulation pipeline (cf. fig. 1 ) consists of five stages. The scan line simulation, scan-conversion, pre-and post-scan conversion post processing and compositing stages. The scan line simulation and scan conversion stage are always executed. The other stages are optional and executed dependent on the used simulation model. A major benefit of the separation of volume traversal and scan conversion stages of the algorithm is that the same scan line simulation algorithm can be used for the simulation of a single 2D US image, multiple 2D US images or a 3D US volume. 
Initialization:
In the initialization phase of our algorithm textures storing the volume data and simulated US image data, transmission, reflection and intensity components, are allocated and initialized. For storing the scan line data of each component of a single 2D US image, a 2D texture is used, where the number of columns is set to the number of transducer elements and the number of rows to the number of samples per scan line (see Fig. 2 (a) and 2(b) for an example of the component image data textures). When multiple 2D US images are simulated simultaneously, or a 3D US volume is simulated a single large 2D texture is used to store the complete scan line data. In the case of multiple 2D US images the 2D texture is divided into tiles, each tile storing the scan line data of a separate 2D US image. (see Fig. 2 (c) and 2(d) for an example of 4x4 tiles storage in GPU texture memory) In case of a 3D US volume the 2D scan line data texture is split into multiple horizontal blocks of scan lines from top to bottom.
Scan Line Simulation Stage:
Whenever the position or orientation of the virtual US transducer or the simulation parameters are changed the simulated image has to be recomputed. The scan line data is computed in multiple render passes, where the number of render passes exactly corresponds to the number of samples along each scan line. In each pass a line primitive, covering a row of pixels of the render target, is rendered activating a fragment shader to compute the values at the current beam penetration depth from the 3D data set and previous transmission value. Two transmission render targets are used as alternating read and write textures to make ‡ GLSL -OpenGL's built in high level shading language § http://www.opengl.org/registry/specs/EXT/framebuffer object.txt sure that all computations for row n have finished before executing the computations for row n + 1 on the GPU. If a larger number of scan lines is simulated, e.g. simulation of multiple 2D images or 3D US simulation, a line primitive for each horizontal block of image tiles is used to optimize the performance of the simulation algorithm.
Scan Conversion Stage:
For display or further processing of the simulated US image data one has to scan convert the scan line data to a Cartesian 2D image or 3D volume, e.g. for a curvilinear transducer. The GPU is directly used for the scan conversion of the simulated scan lines to a Cartesian representation, using backward warping in a fragment shader. Hardware built-in linear filtering is used to reduce the number of texture fetches and for optimal performance. 3D US volume data is scan converted voxel by voxel rendering slices along the z-axis of a 3D texture in multiple render passes, or in a single render call on most recent graphics hardware supporting geometry shaders. 
Pre/Post Scan Conversion and Compositing

RESULTS
The performance of our US simulation framework was evaluated for two application domains, simulation and visualization for training simulators and multi-modal registration of CT and US image data, on three different GPUs (Ati Radeon 1950Pro (256MB), Nvidia Quadro FX3600M (512MB, mobile) and Geforce 8800GTX (768MB)). As the domain requirements are very different, Sham's model 8 was used for simulation and visualization for training and Wein's model 5 for multi-modal image fusion. Table 1 depicts the performance, in frames per second, for Sham's model on the test GPUs for an abdominal CTA data set (256x256x242), for simulating a single 2D ultrasound image with 512 scan lines with 512 samples , and immediate display of scan converted US image (640x480 pixels) on screen. Shams method employs a more complex model and requires post-processing of several component images, thus utilizes all stages of the simulation pipeline. The results show, using current mid and high performance GPUs, that sufficient GPU resources are available for further tasks, e.g. concurrent 3D visualization of the CT data set. Fig. 3 (a-f) depict the resulting simulated ultrasound images of simulated scans of the liver, kidney and heart using Shams model for application in medical training.
In a second experiment we evaluated the performance of our framework for application as ultrasound simulation component for multi-modal registration of CT and ultrasound using Wein's model. 5 The performance of the simulation of a single US image (128x96 pixels), taking 3.5 ms on a 2.2 GHz mobile Core 2 Duo processor, was used to compare it to the per image timings on the GPU when simulating multiple images of the same resolution simultaneously. Fig.4(a) depicts the performance, measured by throughput (number of simulated 2D images) on four different test GPUs (Radeon 1950 Pro, Quadro FX3600M, Quadro FX 5600, Geforce GTX 280). Fig.4(b) depicts the extrapolated speed up of the GPU results to the CPU version of the algorithm.
The, with the number of simultaneously simulated images, increasing speed-up factor can be explained by a better GPU hardware utilization, due to higher number of fragments processed at the same time. More fragments result in more threads executed on the many cores of the GPU and thus hide the latency of GPU texture memory accesses by additional calculations. (For more detailed information specific for NVIDIA's GPUs we refer the interested reader to 14, 15 ) 
CONCLUSION
In this paper we have presented a framework for GPU-accelerated US simulation for ray-based US models. We have demonstrated the flexibility of the framework by the integration of two, simple and complex, US simulation models. The current results clearly show the superior performance achieved by using GPU ray-casting and GPU image processing for US simulation. We expect the large speed up of our algorithm to be also applicable to the problem of multi-modal image registration, e.g. CT to US registration. Using our framework for US simulation, we can easily increase the number of simulated US images by one magnitude, yet not impacting the performance. The combination of the GPU-accelerated US simulation and evaluation of the similarity measure directly on the GPU is already under investigation. Further future work investigates the simulation of ultrasound cine sequences from 4D CT data by adding streaming of CT volumes to the simulation framework. 
