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The aim of this paper is to answer the open question of Wang and Parkan (Information Sciences
175 (2005), 20–29) that the solutions of maximum entropy OWA operator problem under given
orness level and the minimax disparity OWA operator problem under given orness level are equiv-
alent. They both have the same equidiﬀerent form, which composes a weighting vector of nonneg-
ative arithmetic progression and zeros. This equidiﬀerent OWA weighting vector generating
method can also be seen as an improved solution method for the minimum variance and minimax
dispersion problems respectively.
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themselves to be useful for modeling diﬀerent kinds of aggregation problems. Many exten-
sions and applications in the areas of decision making, expert systems, data mining,
approximate reasoning, fuzzy system and control have been proposed [2–9].
One of the appealing points about OWA operators is the concept of orness [1]. The
orness measure reﬂects the andlike or orlike aggregation result of an OWA operator,
which is very important both in theories and applications [10–15]. An important issue
in OWA operator research is to determine the OWA weighting vector under a given
orness level [13–19]. O’Hagan [16] suggested a problem of constraint nonlinear program-
ming with a maximum entropy procedure, the resulting OWA operator is called a
MEOWA (Maximum Entropy OWA) operator. Filev and Yager [17] further analyzed
the properties of the MEOWA operator, and proposed a method to generate MEOWA
weighting vector by an immediate parameter. Recently, Fulle´r [18] transformed the max-
imum entropy model into a polynomial equation, which can be solved in an analytical
way. Liu and Chen [15] proposed general forms of the MEOWA operator with a para-
metric geometric approach. The analytical solution methods and aggregation properties
were discussed.
Apart from MEOWA operator, Fulle´r and Majlender [14] suggested a minimum var-
iance approach to obtain the minimal variability OWA weighting vector under given
orness level with a quadratic programming problem. They also proposed an analytical
method to get the optimal solution. A closely related work is that of Wang and Parkan
[20]. They proposed a linear programming model (which seems more simple) with
minimax disparity objective function to get the OWA weighting vector under a desired
orness level. The problem can be solved with linear programming software such as
EXCEL or LINDO. They observed that the weighting vector of minimax disparity solu-
tion and that obtained by the minimum variance approach are exactly the same. This
phenomenon was veriﬁed by some examples with diﬀerent dimensions and orness levels.
But they did not conﬁrm whether the solutions of these two problems were always
equivalent.
The purpose of this paper is to answer the open question whether the minimum vari-
ance problem and the minimax disparity problem always produce exactly the same
weighting vector, regardless if they have the forms of the L2 norm and the L1 norm in
their objective functions respectively. We will prove that both of these solutions have
the same equidiﬀerent form, which is composed of a weighting vector of nonnegative
arithmetic progression and zeros. These equidiﬀerent form OWA weighting vectors can
be obtained in an analytical way instead of solving the quadratic or linear programming
problem. With equidiﬀerent OWA operator, the solutions of these two problems can be
expressed more clearly as all the parameters of the OWA weighting vector can be obtained
directly.
The remainder of this paper is organized as follows. Section 2 gives some necessary
backgrounds on the OWA operator. Section 3 proposes the concept of equidiﬀerent
OWA operator and a method to get maximum spread equidiﬀerent OWA (MSEOWA)
weighting vector under given orness level in an analytical way. Section 4 proves that the
MSEOWA weighting vector is the optimal solution of the minimum variance OWA oper-
ator problem under given orness level. Section 5 proves that the MSEOWA weighting vec-
tor is the optimal solution of the minimax dispersion OWA operator problem under given
orness level. Section 6 summarizes the main results and gives some discussions.
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An OWA operator of dimension n is a mapping F : Rn ! R that has an associated
weighting vector W = (w1,w2, . . . ,wn) having the properties
w1 þ w2 þ    þ wn ¼ 1; 0 6 wj 6 1 j ¼ 1; 2; . . . ; n
and such that
F ðx1; x2; . . . ; xnÞ ¼
Xn
j¼1
wjyj
with yj being the jth largest of xi. In what follows, we will always assume that
x1P x2P   P xn, and we will denote this expression as FW(X), where
X = (x1,x2, . . . ,xn).
The degree of ‘‘orness’’ associated with this operator is deﬁned as
ornessðW Þ ¼
Xn
j¼1
n j
n 1wj: ð1Þ
The max, min and average correspond to W*, W* and WA respectively, where
W* = (1,0, . . . , 0), W* = (0,0, . . . , 1) and W A ¼ ð1n ; 1n ; . . . ; 1nÞ. Obviously, orness(W*) = 1,
orness(W*) = 0 and ornessðW AÞ ¼ 12.
The orness measure of the OWA operator has the following properties:
Proposition 1 [21, page 127]. For an OWA weighting vector W = (w1,w2, . . . ,wn),
orness(W) = a, then for the reverse of W, bW ¼ ðwn;wn1; . . . ;w1Þ; ornessð bW Þ ¼ 1 a.
Proposition 2 [15, page 169, Theorem 3]. For an OWA operator W = (w1,w2, . . .,wn).
1. If w1P w2P   P wn, then ornessðW ÞP 12;
2. If w1 6 w2 6   6 wn, then orness(W)6 12.3. Equidiﬀerent OWA operator
The equidiﬀerent OWA operator was proposed in [22], which corresponds to the
equidiﬀerent RIM quantiﬁer in the discrete case [23]. The weighting vector generating
methods, the equivalence to minimum variance OWA operator and their aggregation
properties were discussed and they were extended to some general forms [22]. Here we will
prove that the solutions of the minimum variance OWA operator problem under given
orness level and the minimax disparity problem for OWA operator are equivalent, both
of them have the same form of maximum spread equidiﬀerent OWA operator. We will
give the concept of maximum spread equidiﬀerent OWA operator and prove its equiva-
lence to the minimum variance OWA operator as brieﬂy as possible. For more discussions
readers can see [22].
Equidiﬀerent OWA operators are a class of monotonic OWA operators with the
weighting vector that is composed of a series of nonnegative arithmetic progression real
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OWA weighting vector with diﬀerent orness level.
An equidiﬀerent OWA weighting vector W = (w1,w2, . . . ,wn) can be expressed as
wi ¼
aþ ði 1Þd if aþ ði 1Þd P 0;
0 otherwise

ð2Þ
with
Pn
i¼1wi ¼ 1.
From Proposition 2, when d 6 0, ornessðW ÞP 1
2
, when dP 0, ornessðW Þ 6 1
2
; when
d = 0, W =WA, ornessðW Þ ¼ 12. .
If we suppose that an equidiﬀerent OWA operator has m nonnegative arithmetic pro-
gression (equidiﬀerent) elements, then it can be expressed by the following two cases:
1. When d 6 0
wi ¼
aþ ði 1Þd; if 1 6 i 6 m;
0; if mþ 1 6 i 6 n:

ð3Þ
2. When dP 0
wi ¼
0; if 1 6 i 6 n m;
a ðn iÞd; if n mþ 1 6 i 6 n;

ð4Þ
where a > 0.
It is obvious that these two forms of equidiﬀerent OWA weighting vectors have
reversed order. If the weighting vector has only one nonzero element, it can also be
regarded as equidiﬀerent combines with 0. We will always assume that nP mP 2.
In the following, we will ﬁrstly consider the case of (3) with d 6 0. To keep
Pn
i¼1wi ¼ 1,
and wiP 0 (i = 1,2, . . . ,n), from (3), a and d should satisfy the following conditions:Xm
i¼1
ðaþ ði 1ÞdÞ ¼ 1; ð5Þ
aþ ðm 1Þd P 0; ð6Þ
we can get that
a ¼ 2þ dm dm
2
2m
; ð7Þ
2
m m2 6 d 6 0: ð8Þ
With (7) and (3), we can compute orness(W) as
ornessðW Þ ¼ 12n 6 6mþ dm dm
3
12ðn 1Þ : ð9Þ
From (9), when n and m are speciﬁed, orness(W) is monotone decreasing with d, which
means that when d changes from 2mm2 to 0, orness(W) changes from
3nm1
3ðn1Þ to
2nm1
2ðn1Þ . For
the interval series
Dm ¼ 2n m 1
2ðn 1Þ ;
3n m 1
3ðn 1Þ
 
; m ¼ 2; . . . ; n:
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on the left side of Dk, and
3nk2
3ðn1Þ  2nk12ðn1Þ ¼ k16ðn1Þ > 0, they intersect each other, and cover
the half unit interval ½1
2
; 1. So for any X 2 ½1
2
; 1, there will exist at least one equidiﬀerent
OWA operator W, that makes orness(W) = X, m can be determined with
2nm1
2ðn1Þ 6 X 6 3nm13ðn1Þ ;
2 6 m 6 n;
(
ð10Þ
that is
maxf2; 2n 1 2Xðn 1Þg 6 m 6 minfn; 3n 1 3Xðn 1Þg: ð11Þ
From (9), d can be determined if orness(W) = X is given,
d ¼ 6ð2n m 1 2nXþ 2XÞ
mðm2  1Þ : ð12Þ
Similarly, for the equidiﬀerent OWA weighting vector (4) with X 2 ½0; 1
2
, we can get that
a ¼ 2 dmþ dm
2
2m
; ð13Þ
0 6 d 6 2
m2  m ; ð14Þ
ornessðW Þ ¼ dm
3 þ dmþ 6m 6
12ðn 1Þ : ð15Þ
For given orness level orness(W) = X, m and d should satisfy
maxf2; 1þ 2Xðn 1Þg 6 m 6 minfn; 2þ 3Xðn 1Þg; ð16Þ
d ¼  6ð2nX 2X mþ 1Þ
mðm2  1Þ : ð17Þ
From (11) and (16), we can see that for a given orness level X, there may exist more than
one m. For the OWA weighting vector obtained with the maximum value of m, we call it
the maximum spread equidiﬀerent OWA(MSEOWA) weighting vector. From (11) and (16),
for a MSEOWA weighting vector, m can be determined with the interval where X belongs,
that is
m ¼
½3Xðn 1Þ þ 2 if X 2 ½0; 1
3
Þ;
n if X 2 1
3
; 2
3
 
;
½3n 3Xðn 1Þ  1 if X 2 ð2
3
; 1;
8><>: ð18Þ
where [*] represents the ﬂoor of a real number.
Considering (12), (17) and (18), d can also be expressed in an uniform expression
d ¼
6ð2X2nXþm1Þ
mðm21Þ if 0 6 X < 13 ;
6ð12XÞ
nðnþ1Þ if
1
3
6 X 6 2
3
;
6ð2X2nXþ2nm1Þ
mðm21Þ if
2
3
< X 6 1:
8>><>>: ð19Þ
X. Liu / Internat. J. Approx. Reason. 45 (2007) 68–81 73Since m and d can be determined explicitly, considering (7) and (3), (13) and (4), the
process to generate MSEOWA weighting vector W with given orness level X can be sum-
marized as follows:Algorithm 1
Step 1: Determine m with (18).
Step 2: Determine d with (19).
Step 3: If d 6 0, generate OWA weighting vector with
wi ¼
2þdmdm2
2m þ ði 1Þd if 1 6 i 6 m;
0 if mþ 1 6 i 6 n:
8<: ð20Þ
Otherwise, generate OWA weighting vector with
wi ¼
0 if 1 6 i 6 n m;
2dmþdm2
2m  ðn iÞd if n mþ 1 6 i 6 n:
(
ð21ÞExample 1. Determine the MSEOWA weighting vector W = (w1,w2, . . . ,w10) with
ornessðW Þ ¼ 7
9
.
(1) Set n = 10, X ¼ 7
9
in (18), we can get m = 8.
(2) Set n = 10, m = 8, X ¼ 7
9
in (19), we can get d ¼  1
28
.
(3) From (20), we can get that W ¼ ð 7
28
; 6
28
; 5
28
; 4
28
; 3
28
; 2
28
; 1
28
; 0; 0; 0Þ ¼ ð1
4
; 3
14
; 5
28
; 1
7
; 3
28
;
1
14
; 1
28
; 0; 0; 0Þ.
In what follows, we will prove that the MSEOWA weighting vector is the optimal
solutions of the minimum variance and minimax disparity problems under given orness
level respectively.4. Minimum variance OWA operator problem
In this section, we will prove the MSEOWA operator is the optimal solution of the min-
imum variance problem for OWA operator which was proposed by Fulle´r and Majlender
[14].
The variance of an OWA operator is deﬁned as
D2ðW Þ ¼
Xn
i¼1
1
n
ðwi  EðW ÞÞ2 ¼ 1n
Xn
i¼1
w2i 
1
n
Xn
i¼1
wi
 !2
¼ 1
n
Xn
i¼1
w2i 
1
n2
; ð22Þ
where EðW Þ ¼ ðw1þw2þþwnÞn ¼ 1n stands for the arithmetic mean of the weighting vector.
To obtain minimum variance OWA weighting vector under given orness level, we need
to solve the following constrained mathematical programming problem
74 X. Liu / Internat. J. Approx. Reason. 45 (2007) 68–81min D2ðW Þ ¼ 1
n
Xn
i¼1
w2i 
1
n2
;
s:t: h1ðW Þ ¼ ornessðW Þ ¼
Xn
i¼1
n i
n 1wi ¼ X 0 6 X 6 1;
h2ðW Þ ¼
Xn
i¼1
wi ¼ 1;
giðW Þ ¼ wi 6 0; i ¼ 1; 2; . . . ; n:
ð23Þ
Next, we will prove that the MSEOWA operator is the unique optimal solution of (23).
The proof is similar to that of [14]. With the uniqueness of the optimal solution, this proof
can also be seen as an equivalence of the two weighting vector generating methods in the
MSEOWA operator and the analytical process of [14]. The main diﬀerence is that we just
verify that the MSEOWA operator satisﬁes the optimal solution conditions of the problem
instead of trying to solve the problem in an analytical way.
Obviously, the variance does not change if we reverse the order of W, we only need to
consider the case ornessðW Þ ¼ XP 1
2
, that is d 6 0 with the form (3).
The Lagrange function of constrained optimization problem (23) is
LðW ; k; lÞ ¼ 1
n
Xn
i¼1
w2i 
1
n2
þ k1
Xn
i¼1
n i
n 1wi  X
 !
þ k2
Xn
i¼1
wi  1
 !
þ
Xn
i¼1
liðwiÞ: ð24Þ
We will show that the MSEOWA weighting vector W = (w1,w2, . . . ,wn) with form (3) sat-
isﬁes the Kuhn–Tucker second-order suﬃciency conditions for optimality [24, page 58].
Since the problem (23) is a convex programming problem, there is a unique global opti-
mal solution for it. We can also verify that the MSEOWA weighting vector W is a regular
point in the feasible domain, so we only need to prove that there exist k1, k2 2 R and
liP 0 (i = 1,2, . . . ,n) such that
rD2ðW Þ þ k1rh1ðW Þ þ k2rh2ðW Þ þ
Xn
i¼1
lirgiðW Þ ¼ 0; ð25Þ
ligiðW Þ ¼ 0; ð26Þ
that is
2
n
wi þ n in 1 k1 þ k2  li ¼ 0 i ¼ 1; 2; . . . ; n:; ð27Þ
liwi ¼ 0 i ¼ 1; 2; . . . ; n: ð28Þ
We can set k1, k2 and li as
k1 ¼ 2ðn 1Þn d; ð29Þ
k2 ¼  2n a
2ðn 1Þ
n
d ð30Þ
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li ¼
2
n
wi þ n in 1 k1 þ k2 i ¼ 1; 2; . . . ; n: ð31Þ
(31) is generated from (27), we only need to verify that liP 0, and liwi = 0, i = 1,2, . . . ,n.
For i 6 m, as wi = a + (i  1)d, from (29)–(31),
li ¼
2
n
ðaþ ði 1ÞdÞÞ þ n i
n 1 k1 þ k2 ¼ 0:
For iP m + 1, as wi = 0 and d 6 0,
li ¼
n i
n 1 k1 þ k2 ¼
n i
n 1
2ðn 1Þ
n
d  2
n
a 2ðn 1Þ
n
d ¼  2
n
ðaþ ði 1ÞdÞ
P  2
n
ðaþ mdÞ:
Replacing a and d with (7) and (12) respectively, we can get that
li P
12ðn 1ÞXþ 4mþ 8 12n
mnðm 1Þ :
From (18), m > 3n  3X(n  1)  2, XP 3nm2
3ðn1Þ , it can be veriﬁed that liP 0. So W is the
global optimal solution of (23).
Fulle´r and Majlender [14] proposed an analytical approach for (23) by dividing (0,1]
into 2n  1 subintervals to decide which subinterval the given level of orness lies in. The
MSEOWA weighting vector generating method can be seen as an alternative expression
of the unique optimal solution, with the parameters being expressed directly.
Some properties of the MSEOWA operator associated with the minimum variance
objective function were discussed in [22].5. Minimax disparity OWA operator problem
In this section, we will prove that the MSEOWA operator is the optimal solution of the
minimax disparity OWA operator problem with given orness level.
The minimax disparity OWA operator problem was proposed by Wang and Parkan
[20], which minimizes the maximum disparity. In other words, the disparities between
two adjacent weights are made as small as possible:
min max
i2f1;...;n1g
jwi  wiþ1j
 
;
s:t:
Xn
i¼1
n i
n 1wi ¼ X;
Xn
i¼1
wi ¼ 1;
wi P 0; i ¼ 1; 2; . . . ; n;
ð32Þ
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min z ¼ d;
s:t:
Xn
i¼1
n i
n 1wi ¼ X;Xn
i¼1
wi ¼ 1;
wi  wiþ1  d 6 0 i ¼ 1; 2; . . . ; n 1;
 wi þ wiþ1  d 6 0 i ¼ 1; 2; . . . ; n 1;
wi P 0; i ¼ 1; 2; . . . ; n:
ð33Þ
The dual problem of (33) is
max x ¼ Xk1 þ k2;
s:t: k1 þ k2 þ l1  l2 6 0;
n i
n 1 k1 þ k2  l2i3 þ l2i2 þ l2i1  l2i 6 0 i ¼ 2; 3 . . . ; n 1;
k2  l2n3 þ l2n2 6 0;

X2ðn1Þ
i¼1
li ¼ 1;
li 6 0; i ¼ 1; 2; . . . ; 2ðn 1Þ:
ð34Þ
With the dual theory of linear programming, if there exists a pair of feasible solutions of
the primal and dual problems respectively, and they have a common objective value, then
this pair of solutions must be the optimal solutions for the primal and dual problems
respectively [25, p. 275, Lemma 2].1 To prove that the MSEOWA operator is also the opti-
mal solution of (32), we only need to ﬁnd a pair of feasible solutions for (32) and (34)
respectively, and verify that both the objective functions have a common value for this pair
of feasible solutions. With Algorithm 1 and especially (18), we will prove this in the fol-
lowing ﬁve cases for diﬀerent orness levels X respectively.
Case 1: X 2 f0; 1
2
; 1g
With Algorithm 1, we can get for X ¼ 0; 1
2
; 1, the MSEOWA weighting vectors are
W = (0,0, . . . , 0,1), W = (1,0, . . . , 0) and W ¼ ð1n ; 1n ; . . . ; 1nÞ, respectively. We can
prove that these OWA weighting vectors are also the optimal solutions of (33),
which is the conclusion of Theorem 1 in [20, page 24].
Case 2: X 2 ð0; 1
3
Þ
As d > 0 and m < n, W ¼ ð0; 0; . . . ; 0
ðnmÞth
; a ðm 1Þd; . . . ; a d; aÞ. From (17)
and (13), wnmþ1  wnm  d ¼ a ðm 1Þd  d ¼ 2ð3Xðn1Þþ1mÞmðm1Þ , with (18),
m = [3(n  1) + 2], wnm+1  wnm  d < 0, that is jwnm  wnm+1j < d, so max-
i2{1,. . .,n1}j wi  wi+1j = d. W is a feasible solution of (32) with objective value d,
where d ¼  6ð2nX2Xmþ1Þmðm21Þ .
In the next step, we will show that (34) also has a feasible solution with objective
value d = d. Considering that wi  wi+1  d(d) < 0 for i = 1,2, . . . ,n  1 and1 This can also be deduced with weak duality property directly.
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programming, we can get that l2i1 = 0, for i = 1,2, . . . , n  1 and l2i = 0
for i = 1,2, . . . ,n  m. Similarly, as wi5 0 for i = n  m + 1, . . . ,n, so
ni
n1 k1 þ k2  l2i3 þ l2i2 þ l2i1  l2i ¼ 0 for i = n  m + 1. . .,n  1, and
k2  l2n3 + l2n2 = 0. The last m + 1 constraints of (34) becomes:
m1
n1 k1 þ k2  l2ðnmþ1Þ ¼ 0;
ni
n1 k1 þ k2 þ l2ði1Þ  l2i ¼ 0; i ¼ n mþ 2; . . . ; n 1;
k2 þ l2n2 ¼ 0;
 Pn1
i¼nmþ1
l2i ¼ 1
8>>><>>>:
ð35Þ
and the ﬁrst n  m becomes
k1 þ k2 6 0;
ni
n1 k1 þ k2 6 0; i ¼ 2; . . . ; n m:
(
ð36Þ
Solving (35), we can get that k1 ¼  12ðn1Þmðm21Þ, k2 ¼ 6mðmþ1Þ, l2i ¼ 6ðniÞðnmiÞmðm21Þ ; i ¼
n mþ 1; n 1. It can be veriﬁed that nin1 k1 þ k2 ¼  6ð2n2imþ1Þmðm21Þ ¼
 6ððniÞþðnmþ1iÞÞmðm21Þ 6 0 for i = 1,2, . . . ,n  m, which satisfy (36) and l2i 6 0 for
i = n  m + 1, . . . ,n  1. Here we ﬁnd a feasible solution of (34), and the objective
value is
Xk1 þ k2 ¼  6ð2nX 2X mþ 1Þmðm2  1Þ :
So (33) and (34) have the same objective value for their feasible solutions, the
MSEOWA weighting vector is the optimal solution of (33).
Case 3: X 2 ½1
3
; 1
2
Þ
As d > 0 and m = n, W = (a  (n  1)d, . . . ,a  d,a), maxi2{1,. . .,n1}
jwi  wi+1j = d. W is a feasible solution of (32) with objective value d. Let
m = n in (17),
d ¼  6ð2X 1Þ
nðnþ 1Þ : ð37Þ
Now, we will show that (34) also has a feasible solution with objective value d = d.
Considering that wi  wi+1  d(d) < 0 for i = 1,2, . . . ,n  1 in (33), with dual the-
ory of linear programming, we can get that l2i1 = 0, for i = 1,2, . . . ,n  1. Sim-
ilarly, as wi5 0 for i = 1,2, . . . ,n, all the ﬁrst n inequality constraint of (34) should
be equal. The n + 1 constraints of (34) becomes:
k1 þ k2  l2 ¼ 0;
ni
n1 k1 þ k2 þ l2ði1Þ  l2i ¼ 0; i ¼ 2; . . . ; n 1;
k2 þ l2n2 ¼ 0;
 Pn1
i¼nmþ1
l2i ¼ 1:
8>>><>>>:
ð38Þ
Solving (38), we can get that k1 ¼  12nðnþ1Þ ; k2 ¼ 6nðnþ1Þ ; l2i ¼  6iðniÞnðn21Þ ; i ¼
1; . . . ; n 1. It can be veriﬁed that l2i 6 0 for i = 1, . . . ,n  1. Here, we ﬁnd a fea-
sible solution of (34), and the objective value is
78 X. Liu / Internat. J. Approx. Reason. 45 (2007) 68–81Xk1 þ k2 ¼  6ð2X 1Þnðnþ 1Þ :
Comparing with (37), (33), and (34) have the same objective value for their feasi-
ble solutions, so the MSEOWA weighting vector is the optimal solution of (33).
Case 4: X 2 ð1
2
; 2
3

As d < 0 and m = n, W = (a, a + d, . . . ,a + (n  1)d), maxi2f1;...;n1g
jwi  wi+1j = d. W is a feasible solution of (32) with objective value d = d.
Let m = n in (12),
d ¼ 6ð2X 1Þ
nðnþ 1Þ : ð39Þ
In the next, we will show that (34) also has a feasible solution with objective value
d. Considering that wi + wi+1  d(d) < 0 for i = 1,2, . . . ,n  1 in (33), with
dual theory of linear programming, we can get that l2i = 0, for
i = 1,2, . . . ,n  1. Similarly, as wi5 0 for i = 1,2, . . . , n, all the ﬁrst n equality
constraints of (34) should be equal. The n + 1 constraints of (34) become:
k1 þ k2 þ l1 ¼ 0;
ni
n1 k1 þ k2 þ l2i3  l2i1 ¼ 0 i ¼ 2; . . . ; n 1;
k2 þ l2n3 ¼ 0;
Pn1
i¼1
l2i1 ¼ 1:
8>>><>>>:
ð40Þ
Solving (40), we can get that k1 ¼ 12nðnþ1Þ, k2 ¼  6nðnþ1Þ,
l2i1 ¼  6iðniÞnðn21Þ ; i ¼ 1; . . . ; n 1. It can be veriﬁed that l2i1 6 0 for
i = 1, . . . ,n  1, so we ﬁnd a feasible solution of (34), and the objective value is
Xk1 þ k2 ¼ 6ð2X 1Þnðnþ 1Þ :
Comparing with (39), (33), (34) have the same objective value for their feasible
solutions, so the MSEOWA weighting vector is the optimal solution of (33).
Case 5: X 2 ð2
3
; 1Þ
As d < 0 and m < n, W ¼ a; aþ d; . . . ; aþ ðm 1Þd; 0
ðmþ1Þth
; . . . ; 0
 	
. From (12)
and (7), wm  wmþ1  ðdÞ ¼ aþ ðm 1Þd þ d ¼ 2ð3n3Xðn1Þ2mÞmðm1Þ , from (18),
m = [3n  3X(n  1)  1], wm  wm+1 + d < 0, that is jwm  wm+1j 6d, so
maxi2{1, . . .,n1}jwi  wi+1j = d. W is a feasible solution of (32) with objective
value d. In the next, we now show that (34) also has a feasible solution with
objective value d = d. From (12),
d ¼ 6ð2nX 2X 2nþ mþ 1Þ
mðm2  1Þ : ð41Þ
Considering that wi + wi+1  d(d) < 0 for i = 1,2, . . . ,n  1 and
wi  wi+1  d(d) < 0 for i = m + 1, . . . ,n in (33), with dual theory of linear
programming, we can get that l2i = 0, for i = 1,2, . . . ,n  1 and l2i1 = 0
for i = m, . . . ,n. Similarly, as wi5 0 for i = 1, . . . ,m, so k1 + k2 + l1  l2 = 0
and nin1 k1 þ k2  l2i3 þ l2i2 þ l2i1  l2i ¼ 0 for i = 2, . . ., m  1, and
X. Liu / Internat. J. Approx. Reason. 45 (2007) 68–81 79k2  l2n3 + l2n2 = 0. The ﬁrst m constraints and the last constraint of (34)
becomes:
k1 þ k2 þ l1 ¼ 0;
ni
n1 k1 þ k2  l2i3 þ l2i1 ¼ 0; i ¼ 2; . . . ;m 1;
nm
n1 k1 þ k2  l2m3 ¼ 0;
Pm1
i¼1
l2i1 ¼ 1:
8>>>><>>>:
ð42Þ
and the rest n  m becomes
ni
n1 k1 þ k2 6 0; i ¼ mþ 1; . . . ; n 2;
k2 6 0:

ð43Þ
Solving (42), we can get that k1 ¼ 12ðn1Þmðm21Þ, k2 ¼  6ð2nm1Þmðm21Þ , l2i1 ¼ 6ðimÞmðm21Þ ; i ¼
1; . . . ;m 1. It can be veriﬁed that nin1 k1 þ k2 ¼  6ð2im1Þmðm21Þ 6 0 for
i = m + 1, . . . ,n  1, which satisfy (43) and l2i1 6 0 for i = 1, . . . ,m  1, so we
ﬁnd a feasible solution of (34), and the objective value is
Xk1 þ k2 ¼ 6ð2nX 2X 2nþ mþ 1Þmðm2  1Þ :
Comparing with (41), (33), and (34) have the same objective value for their feasi-
ble solutions, the MSEOWA weighting vector is the optimal solution of (33).
By considering all these ﬁve possible cases with diﬀerent orness levels X together, we can
get the MSEOWA weighting vector is always the optimal solution of (33) for any X.0 0.2 0.4 0.6 0.8 1
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Fig. 1. The minimax disparity jdj changes with orness level.
80 X. Liu / Internat. J. Approx. Reason. 45 (2007) 68–81From the above proof, we can also see that the minimax dispersion objective value for
the optimal solution of (32) is actually the absolute value jdj in the MSEOWA weighting
vector. The minimax dispersion jdj changes with the orness value for diﬀerent n is plotted
in Fig. 1. This is also similar to the variance criterion that was discussed in [22], but the
minimax dispersion is always bounded on [0,1].
6. Conclusions and remarks
By introducing the OWA weighting vector in equidiﬀerent form, we prove the solution
equivalence of the minimum variance and the minimax dispersion problems for OWA
operator under given orness level. A direct weighting vector generating method is pro-
posed, which avoids solving the quadratic or linear programming problems. We also do
not need to divide the unit interval into small subintervals to decide which subinterval
the given orness level lies in.
As the OWA weighting vector has a ﬁxed mean value 1n, the variance is also a certain
form of dispersion, we think this should be the inner mechanism that these two problems
have equivalent solutions despite they have the L2 and the L1 norm objectives
respectively.
Similar to the properties of maximum entropy OWA weighting vector which have a
geometric form [15], the OWA operator in equidiﬀerent form also has some interesting
aggregation properties and can be extended to some general forms. These conclusions
were discussed in another paper of the author [22].
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