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ABSTRACT
In this thesis, we study two stochastic reaction diffusion models - the diffusion limited
reaction model of Smoluchowski, and a second approach popularized by Doi. Both models
treat molecules as points undergoing Brownian motion. The former represents chemical
reactions between two reactants through the use of reactive boundary conditions, with
two molecules reacting instantly upon reaching the boundary of a properly embedded
open set, termed the reaction region (or more generally some fixed lower dimensional
sub-manifold). The Doi model uses reaction potentials, supported in the reaction region,
whereby two molecules react with a fixed probability per unit time, λ, upon entering the
reaction region.
The problem considered is that of obtaining estimates for convergence rates, in λ, of the
Doi model to the Smoluchowski model. We show that this problem fits into the theory of
singular perturbation or optimization, depending on which reactive boundary conditions
one considers, and we solve it - at least for the bimolecular reaction with one stationary
target.
vi
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Chapter 1
Introduction and Overview
It is unfortunate for the world we live
in that all of the operators that arise
naturally are not bounded.
John Conway
Many physical and chemical systems are modeled by means of partial differential equations
(PDEs). One very important feature of these systems that we wish to capture accurately
is the possible “interactions” between the physical units that make up the system - be
they fermions or bosons as in quantum mechanics, or, more classically, reacting chemical
species in a biological cell as we consider in this thesis. In either case, the main object of
study is the “state of the system” and its time evolution which is governed by systems of
PDEs. Roughly speaking then, we want to understand the different ways of capturing the
interactions in the physical or biological system. Of interest, as well, is quantifying the
relationship between these different methods.
Before making all this precise and stating some of our results, we give the following illus-
trative example which explain some of the terms in the title of this work and gives some
general ideas (see also svendsen [49]). Consider two quantum-mechanical point particles
and let the pair (x, y) ∈ R2m denote the location of the particles in phase space, with
x ∈ Rm the location of the first and y ∈ Rm that of the second. The interaction between
2the particles is said to be a point interaction if the particles can only interact when they
are at the same point. Thus the manifold Γ = {(x, y) ∈ R2m |x = y}, determines the
interactions of the system. In particular, if the particles are Schro¨dinger particles, they
will satisfy the so called Schro¨dinger equation,
i
∂Ψ
∂t
= ∆xΨ+∆yΨ,
away from Γ with additional boundary conditions on Γ. Here Ψ(x, y, t) is the wave function
and ∆x and ∆y are the Laplacians in x and y respectively. The wave function, in quantum
mechanics, is effectively what describes that state of the system. The boundary conditions
are posed either in the classical sense (such as the vanishing of Ψ or some of its derivatives)
or in the wider sense in that Ψ satisfies restrictions imposed only on Γ.
The problem we consider is not so much one of the characterization of all possible boundary
conditions and the corresponding interactions they describe. Rather, we are concerned with
the relationship between two methods of modeling stochastic chemical interactions - one
via classical boundary conditions and the other via an “interaction function”. To fix ideas
and some notation, let Ω ⊂ Rm be an open and bounded set with, for now, smooth enough
boundary, Γ0. We will always assume in this work that m ≥ 3. Let Ω+ ⋐ Ω, that is, the
closure Ω
+
is compact and bounded away from Γ0. Let Γ denote the boundary of Ω
+ and
write Ω− = Ω\Ω+, so that Ω = Ω+ ∪ Γ ∪ Ω−. We then consider the following parabolic
problem whose origins go back to smoluchowski [48]:
∂ρ
∂t
= κ∆ρ(x, t), x ∈ Ω− t > 0, (1.1)
with either the interior boundary condition
ρ(x, t) = 0, x ∈ Γ, t > 0 (1.2)
3or
∂ρ
∂nˆ
(x, t) = σρ, x ∈ Γ, (1.3)
and the exterior boundary conditions
∇ρ(x, t) · nˆ = 0, x ∈ Γ0, t > 0, (1.4)
with the initial conditions ρ(x, 0) = g(x). x ∈ Ω− describes the location of the particle
and ρ(x, t) is the probability density that the particle is located at x at the time t. Ω− is
oriented in such a way that nˆ points into Ω+ on Γ. In analogy to the previous example, the
domain Ω− is the phase space of the system. The equations describe a diffusing particle,
with diffusion constant κ, which can undergo a bimolecular reaction. The diffusion is
described by (1.1) and the reaction is specified by the boundary conditions on Γ: the
Dirichlet boundary conditions, (1.2), corresponds to a pure and instantaneous absorption
or annihilation reaction A+B → ∅, and the Robin boundary conditions, (1.3), corresponds
to a partial absorption/reflection of the particle on Γ. The exterior Neumann boundary
conditions (1.4) simply encode that the particle cannot leave Ω. The equations describe
diffusion to a stationary absorbing target in the case of (1.1), or a partially absorbing target
in the case of (1.3). Hence, we will sometimes refer to Ω+ as the target or binding region.
Sometimes, instead of “Smoluchowski diffusion limited reaction” we will abbreviate these
models as SDLR and SDLR2 respectively.
A related model of this bimolecular reaction, due to doi [12, 13], is given by
∂pλ
∂t
= κ∆pλ(x, t)− λ1Ω+(x)pλ(x, t), x ∈ Ω, t > 0, (1.5)
now with only the exterior boundary condition (1.4), and the modified initial condi-
4tion
pλ(x, 0) = E0 [g] (x) :=

g(x), x ∈ Ω−;
0, x ∈ Ω+.
Here 1
Ω
+(x) denotes the characteristic function of the set Ω+ and λ is the (fixed) probability
per unit time that the diffusing particle will react once it enters the binding region, Ω+.
We will refer to λ as the bimolecular reaction rate and λ1
Ω
+(x) is the interaction function
referred to in the title of this thesis. Similar to the previous case, pλ(x, t) is the probability
density that the diffusing particle is at location x ∈ Ω at time t.
In the sequel, we will be primarily occupied with the infinite λ limit of the Doi model.
Intuitively speaking, since λ is a reaction rate, we expect that as λ gets arbitrarily large,
the reaction occurs quicker, on average. In other words, the particle, on entering the
binding domain, is very quickly absorbed and we expect that solutions to (1.5) converge in
some sense to (1.1). The goal of this work is to make the preceding heuristics qualitatively
and quantitatively precise. In particular, we try to determine in what sense and at what
rate (in λ) the solutions of the Doi model converge to those of the SDLR model. In other
words we want to obtain estimates of the type:
‖p−λ − ρ‖⋆ = O(λ−β)
where p−λ is the restriction, pλ|Ω− , and ⋆ denotes some norm to be specified. Naturally,
these two issues are intimately related and indeed we will see later that the convergence
rate will largely depend on the sense in which one asks for convergence, i.e., β will depend
on the norm chosen. It is important to keep in mind that pλ and ρ are both probability
densities for stochastic processes and thus control any realization of the process. In practice
these realization or sample paths are simulated via Monte-Carlo and related algorithms.
Recently, it has been proposed to use numerical methods based on the Doi equations as a
5numerical approximation to the Smoluchowski model. Before doing this, it is important to
quantify the relationship between the two models and this was part of our motivation for
studying this problem
1.1 Some Related Work
We pause here to briefly discuss some work related to that considered here. The problem
of the large λ limit can evidently be viewed as a singular perturbation problem. In the
physics literature, quantum mechanics in particular, it is studied under the heading of
“large coupling limits” of Schrd¨inger operators. In this context, the parameter λ is usually
referred to as the “coupling constant” (this innocent change in nomenclature was actually
a deterrence - it took a while to find out what had been done on this topic). The treatment
of this problem, as far as I know, splits roughly into:
i) whether one considers the time dependent or independent problem, i.e. the parabolic
or the associated elliptic problem,
ii) whether the domains Ω+ and/or Ω are bounded or not ( including issues about their
regularity, the dimensions of the underlying Euclidean space, and so forth),
iii) the allowable class of “potentials”, or interaction functions as we are calling them
here. For example, one could consider potentials with singular support, point support
or compact support.
A monotone convergence theorem of kato [33] essentially gives the convergence of the
elliptic part of the “Schro¨dinger” operator (corresponding to the elliptic part of the Doi
model). Indeed, in gesztsey et al [19] this idea is used to prove, under mild assumptions,
strong resolvent convergence as well as convergence of the discrete spectrum of ∆+V (x)+
λW (x). Explicit convergence rates were given in this paper for the 1-d case. Still on
6the elliptic case, in ben amor and brasche [3] and belhadjali et al [4] the authors
consider more general large coupling problems and also study convergence rates.
For the more relevant, at least with respect to this thesis, time dependent case, the works
of demuth et al [8, 9, 10, 11] contain the most complete results that I am aware of.
It is important to note that they study the case Ω = Rm which, though it presents its
own difficulties, is different from the case considered here. Their main technical tool is the
Feynman-Kac formula and the use of stochastic spectral analysis - in particular estimates
for occupation and hitting times of Brownian motion. In their analysis, the regularity and
shape of the domain play a crucial role.
The literature on large coupling limits and Schro¨dinger operators in general is vast. Con-
cerning the former we will further mention grubi˘sic´ [26] and bruneau and carbou [6]
and the interested reader is directed to the survey article of simon [46] concerning the
latter topic.
1.2 Thesis Outline
The rest of this work is organized as follows: In Chapter 2 we give some background for the
models and formulate them for slightly more general reactions other than the bimolecular
reaction with a stationary target. In particular, we will show that the model equations
are a coupled, high dimensional (possibly infinite) system of boundary value problems of
partial integro-differential equations (PIDEs). Thus the general question of convergence of
the SDLR to the Doi model for arbitrary chemical reactions is a rather difficult one and it is
for this reason we have first considered the annihilation reaction with a stationary particle.
We feel that this simple reaction is still rich enough to give insight into the relationship
between the two models. Much of the material in this chapter is taken from isaacson
[31].
7In Chapter 3 we give an essentially complete treatment of the even more special (but,
arguably, more relevant case from the modeling point of view) case where the probability
densities are defined in (concentric) balls in R3 and are also radially symmetric spatially.
This additional assumption of radial symmetry allows us to use eigenfunction expansions,
which in turn allow for an elementary but ultimately tedious analysis of the problem. We
include most of the gory details in this Chapter for three reasons - i) the results seem to
be new, ii) they serve as a guide post for what sort of rates in general one should expect,
and iii) they hint at a possible generalization which we have not carried out here. Parts of
this chapter will appear in agbanusi and isaacson [2].
In Chapter 4 we remove the restriction of radial symmetry and we consider the binding
problem to a stationary target in more general domains Ω+and Ω in Rm. Under certain
regularity assumptions on the binding region we obtain convergence and are able to derive
estimates on the rates of convergence. The chapter uses functional-analytic ideas and our
main technical tools are the theory of Sobolev spaces, a parabolic trace theorem and the
theory of interpolation spaces which we apply after obtaining various “energy estimates”
for the solutions. Methods similar in spirit and with similar convergence rates, though for
quite different problems, are treated by greenlee [23, 24, 25], huet [28] and friedman
[17]. This Chapter was heavily influenced by lions and magenes [37].
In Chapter 5 we attempt a derivation of a formal asymptotic expansion of the solution to
the Doi model.
We then cursorily treat, in Chapter 6, the case of the partial absorption boundary con-
ditions (1.3). In this situation, convergence is not possible in general. Rather, we will
formulate an optimization problem: can one choose the parameters λ and σ so as to mini-
mize various quantities of interest such as the norm of the difference of the solutions, the
mean first time for a reaction to take place, etc.
Chapter 2
The Doi and Smoluchowski Models
The behavior and function of many biological systems is controlled by chemical and physical
processes. As such, it is important to develop reasonable models of chemical kinetics
in order to understand these various processes and the mechanisms behind them. Of
paramount importance is that these models be amenable to being solved accurately and
efficiently via appropriate numerical methods.
As a first approximation, one usually treats a biological system (e.g. a cell) as a well
mixed volume and models the change in the cellular chemical concentrations via ordinary
differential equations (ODEs). However, cells are not entirely homogenous and it may so
happen that the number of molecules of the reacting species might be small compared to
the size of the cell. Indeed, if the number of molecules is small compared to the cellular
volume, then the molecules have to “find each other in space” in order for a reaction to
occur. It turns out that such spatial effects play an important role and thus have to be
taken into consideration. Such chemical reactions are called diffusion limited.
Furthermore, it is now widely held that the chemical reaction process is inherently stochas-
tic [39]. The state of the system is given by the number of molecules, the types of molecules,
i.e.,their species, the positions and, say for instance, their internal state depending on the
system in question. We then think of the state as being a random variable, X. One then
studies evolution equations for probability densities for the state of the system, that is, evo-
9lution equations for the probability density that X(t) = x. There are two main mathemat-
ical models to study stochastic diffusion limited reactions: the spatially-continuous reac-
tion diffusion models and the spatially-discrete reaction diffusion master equation (RDME)
models, see isaacson[30, 29] and the references cited therein. We focus on the stochastic
spatially continuous models in this thesis..
The spatially continuous models were first studied in the work of smoluchowski [48] and
as such we label them the Smoluchowski diffusion limited reaction (SDLR). There is also
a more recent spatially continuous model first expounded by doi [13, 12] (note that he
attributes the model to teramoto [50]). We will refer to this model as the Doi model.
For the SDLR model particles diffuse in space and react instantaneously upon reaching
some fixed separation. The reactions are modeled by boundary conditions: the Dirichlet
(for instantaneous absorption) and the Radiation/Robin (for partial absorption) boundary
conditions.
On the other hand, in the Doi model reactions are modeled by a reaction interaction
function. In both models, as mentioned before, the state of the system is the number
of each chemical species and the location of each particle of each species. Once the time
evolution of this density function is known, then various other quantities of interest may be
computed such as the mean time it takes for a reaction to occur or the mean distribution
of the molecules.
We first review the Smoluchowski diffusion limited reaction (SDLR) model [48] for the
bimolecular reaction A + B → C occurring in R3. The stochastic process for the total
number of molecules of species A at time t is denoted by A(t), with B(t) and C(t) defined
similarly. A possible value of A(t) is denoted by a (i.e. A(t) = a), with b and c defined
analogously. When A(t) = a, we let xa represent the vector containing the positions of
each molecule of species A. That is, if xai ∈ R3 is the location of the i-th molecule of
species A, then xa = (xa1, . . . ,x
a
a) ∈ R3a. yb and zc are defined similarly.
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Denote by p(a,b,c)(xa,yb,zc, t) the probability density for there to be a molecules of species
A, b molecules of species B, and c molecules of species C at time t located at the positions
xa, yb, zc, respectively. Molecules of the same species are assumed indistinguishable. The
evolution of p(a,b,c) is given by
∂p
∂t
(a,b,c) (
xa,yb,zc, t
)
= (L+R) p(a,b,c)(xa,yb,zc, t) (2.1)
with the Dirichlet boundary condition,
p(a,b,c)(xa,yb,zc, t) = 0 if |xai −ybj | = rbind, for any i, j (2.2)
which models the instantaneous reaction mechanism. The (free) diffusion operator, L, is
defined by
L[u(xa,yb,zc)] := DA
a∑
i=1
∆xai +DB
b∑
j=1
∆
y
b
j
+DC
c∑
k=1
∆zc
k
[
u(xa,yb,zc)
]
.
The constant DA is the diffusion constant and ∆xai is the regular Laplacian in the coordi-
nates xai , and so on.
The boundary condition captures leaving the state (a, b, c), but we need equations for
coming into that state. To define the operator R, we introduce the following notation to
represent removing or adding a specific molecule to the state xa. Let
xa \xai = (xa1, . . . , xai−1,xai+1, . . .xaa), xa ∪x = (xa1, . . . ,xaa,x).
We define Sck = {w ∈ R3 : |zck −w| = rbind/2} to be the set of points reactants could
be at to produce a molecule of species C at the location zck. We are thus assuming
that when particles react the product is placed at their center. For w ∈ Sck, denote by
Φ
(a+1,b+1,c−1)
k (x
a ∪w,yb ∪(2zck−w),zc\zck, t) the diffusive flux along the inward normal to
the surface Sck from p
(a+1,b+1,c−1)(xa ∪w,yb ∪(2zck −w),zc \ zck, t). RSmol, may be defined
11
by,
RSmol[p(a,b,c)(xa,yb,zc, t)] =
c∑
k=1
∫
Sc
k
Φ
(a+1,b+1,c−1)
k (x
a ∪w,yb ∪(2zck −w),zc \ zck, t) dw
The Doi model [12, 13] modifies (2.1) by replacing the reactive boundary condition (2.2)
with a sink term in the reaction operator. The original formulation was given for general
interacting systems by means of a (Bosonic) Fock space formulation. We do not repeat
that formulation here, but rather give a flavor for what the equations look like for this
reaction. Denote by 1[r≤rbind](r) the characteristic function of the interval [0, rbind], and let
Bck = {z ∈ R3 : |zck − z| ≤ rbind/2} label the set of points a reactant could be at to produce
a molecule of species C at zck. Finally, denote by λ the probability per unit time for two
reactants within a distance rbind of each other to react. We will subsequently refer to λ
as a bimolecular reaction rate. The reaction operator, RDoi, is then (see also isaacson
[32])
RDoi[p(a,b,c)(xa,yb,zc, t)]1 = 8λ
c∑
k=1
∫
Bc
k
p(a+1,b+1,c−1)(xa ∪w,yb ∪(2zck −w),zc \ zck, t) dw
− λ
a∑
i=1
b∑
j=1
1[r≤rbind](|xai −ybj |)p(a,b,c)(xa,yb,zc, t)
For both models, we see that the probability density of being in a particular state satisfies
a coupled system of partial integro-differential equations (PIDEs). Indeed it may also turn
out that this system is infinite dimensional as is the case when one considers spontaneous
reactions which could in theory be unbounded. Once the time evolution of this density
function is known, other statistical quantities of interest may be computed such as the
mean time it takes for a reaction to occur, mean distribution of molecules, etc.
1If the reaction were in Rm then the factor 8 will be replaced with 2m
Chapter 3
Radially Symmetric Case
The Mean Value Theorem is the
midwife of calculus - not very
important or glamorous by itself, but
often helping to deliver other theorems
that are of major significance.
E. Purcell and D. Varberg
In the case where the the domains Ω+ and Ω are concentric spheres of radii rb and R,
respectively, the SDLR model reduces to:
∂ρ
∂t
= ∆rρ, rb < r < R, t > 0, (3.1)
where ∆r denotes the spherically symmetric Laplacian in three-dimensions,
∆r :≡ 1
r2
∂
∂r
(
r2
∂
∂r
)
.
This equation is, as we’ve seen already, coupled with the boundary conditions
ρ(rb, t) = 0,
∂ρ
∂r
(R, t) = 0, t > 0.
Finally, we denote by g(r) the initial condition, ρ(r, 0) = g(r), with the normalization
13
∫ R
rb
g(r)r2 dr = 1.
Let pλ(r, t) label the corresponding spherically-symmetric probability density for the Doi
model. In the special case we are considering, the PIDEs for the Doi model reduce to
∂pλ
∂t
= ∆rpλ − λ1[0,rb](r) pλ(r, t), 0 ≤ r < R, t > 0, (3.2)
with the Neumann boundary condition,
∂pλ
∂r
(R, t) = 0, t > 0,
and the initial condition that
pλ(r, 0) = g˜(r) =

g(r), r > rb,
0, r ≤ rb.
For simplicity, in what follows, we assume that the diffusion constant is unity. Equa-
tions (3.1) and (3.2) can be solved explicitly by separating variables. In solving (3.2) we
impose continuity of the function and its derivative across the surface of discontinuity as
justified by the results of girsanov [21] and olenik [43] (for more on this see Chapter 4).
The computations are longish but straightforward so we give only the final results. Denote
by (u(r), v(r)) =
∫ R
0 u(r)v(r)r
2 dr, the usual L2 inner product. We can then write the
solutions as
ρ(r, t) =
∞∑
n=1
an(g(r), φn(r))φn(r)e
−αnt (3.3)
and
pλ(r, t) =
∞∑
n=1
bn(g(r), ψn(r))ψn(r)e
−µn(λ)t. (3.4)
Here
φn(r) =
1
r
[
sin(
√
αn(R − r))
R
√
αn
− cos(√αn(R− r))
]
, rb < r < R (3.5)
14
are the eigenfunctions for the Smoluchowski model (3.1). The corresponding eigenvalues,
αn, solve the equation f(αn) = 0, where (see Figure 3.1
f(µ) =
R
√
µ− tan(√µ(R− rb))
Rµ tan(
√
µ(R− rb)) +√µ. (3.6)
The eigenfunctions for the Doi model (3.2) are given by
ψn(r) =

ψinn (r), 0 < r < rb,
ψoutn (r), rb < r < R,
where
ψinn (r) =

1
R
√
µn
sin(
√
µn(R − rb))− cos(√µn(R − rb))
sinh(rb
√
λ− µn)
(
sinh(r
√
λ− µn)
r
)
, µn < λ,
1
R
√
µn
sin(
√
µn(R − rb))− cos(√µn(R − rb))
sin(rb
√
µn − λ)
(
sin(r
√
µn − λ)
r
)
, µn > λ,
(3.7)
and
ψoutn (r) =
1
r
[
sin(
√
µn(R − r))
R
√
µn
− cos(√µn(R − r))
]
. (3.8)
The Doi eigenvalues, µn, solve the equation f(µn) = A(µn, λ) (see Figure 3.1). with
A(µ, λ) =

√
1
λ− µ tanh
(√
λ− µrb
)
, µ < λ,√
1
µ− λ tan
(√
µ− λrb
)
, µ > λ.
(3.9)
We denote the dependence of the eigenvalues on λ by µn(λ). The constants an and bn are
given by
an =
1
(φn(r), φn(r))
, bn =
1
(ψn(r), ψn(r))
.
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Figure 3.1: Plot of the function A(µ, λ) and f(µ)
Throughout, we implicitly assume that the eigenvalues αn and µn are simple.
We will now quantify the relationship between the Doi and SDLR models. The main
strategy is as follows: in Section 3.1 we give a error bound on the rate of convergence of
the Doi eigenvalues, µn(λ), to the Smoluchowski eigenvalues, αn, as λ → ∞. This turns
out to be the crucial estimate in the proof and we derive it using the properties of the
functions f(µ) and A(µ;λ). In Section 3.2 we bootstrap the eigenvalues estimates to obtain
similar estimates for the convergence of the Doi eigenfunctions, ψoutn , to the Smoluchowski
eigenfunctions, φn by using the explicit representations (3.5) and (3.8) . We obtain our
main result in Section 3.3 where we use these eigenvalue and eigenfunction estimates to
show the uniform convergence in space and time of the solution to the Doi model (3.2),
pλ(r, t), to the solution of the Smoluchowski model (3.1), ρ(r, t), as λ→∞.
16
3.1 Eigenvalue Estimates
In this subsection we derive estimates for the difference between the Doi, µn(λ), and Smolu-
chowski, αn, eigenvalues. We start by proving some properties of the functions A(µ, λ) and
f(µ) that we will find useful. These properties are in a sense just a “mathemization” of
Figure 3.1.:
Proposition 3.1.1. A(µ, λ) is monotone increasing. Furthermore for 0 < µ ≤ λ, A is
positive.
Proof. Positivity is trivial since tanh is positive. Note also that A(0, λ) = tanh(
√
λrb)/
√
λ.
A simple computation shows that for µ < λ
d
dµ
A =
tanh
(√
λ− µrb
)− rb√λ− µ (sech2 (√λ− µrb))
2 (λ− µ)3/2
=
sinh
(
2
√
λ− µrb
)− 2rb√λ− µ
4 cosh2
(√
λ− µrb
)
(λ− µ)3/2
and for µ > λ
d
dµ
A =
rb
√
µ− λ (sec2 (√µ− λrb))− tan (√µ− λrb)
2 (λ− µ)3/2
=
2rb
√
µ− λ− sin (2√µ− λrb)
4 cos2
(√
µ− λrb
)
(µ− λ)3/2
.
The result follows since for u ≥ 0, sinh(u) ≥ u and sin(u) ≤ u.
Let the vertical asymptotes of f(µ) be denoted by βn. They satisfy the equation
Rβn tan(
√
βn(R− rb)) +
√
βn = 0; βn > 0.
Proposition 3.1.2. We have the following
1. 0 < α1 < β1 < α2 < . . . < βn < αn+1 < . . .
2. f ′(µ) < 0 and f(µ) > 0 on [0, α1) and (βn, αn+1) for n ≥ 1.
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Proof. 1. Let κ = 1 − rb/R and x = R√µ. We make the change of variable in f(µ) and
obtain
f(µ) ≡ f˜(x) = R (x− tan(κx))
x2 tan(κx) + x
=
R
(
1− tan(κx)x
)
x tan(κx) + 1
≡ N(x)
D(x)
.
Let dn be such that N(dn) = 0 and ηn be such that D(ηn) = 0. In terms of the old variable,
we have dn = R
√
αn and ηn = R
√
βn. N(x) = 0 imply that tan(κx) = x and D(x) = 0
imply that tan(κx) = − 1x . Note that the functions tan(κx), x and − 1x are all monotone
increasing. Finally if we let θn =
π
2κ(2n − 1) be the vertical asymptotes of tan(κx) one
easily checks that we have
0 < d1 < θ1 < η1 < . . . < dn < θn < ηn . . .
This proves 1.
2. N > 0 on
⋃
n≥1
(θn, dn+1) ∪ (0, d1), and N < 0 on
⋃
n≥1
(dn, θn). Similarly, D > 0 on⋃
n≥1
(ηn, θn+1) ∪ (0, θ1) and D < 0 on
⋃
n≥1
(θn, ηn). Thus it follows that f˜(x) > 0 if and only
if x ∈
⋃
n≥1
(ηn, dn+1) ∪ (0, d1). Next, we show that f ′ < 0. Note
N ′(x) =
R
(
tan(κx) − κx sec2(κx))
x2
=
R (sin(2κx)− 2κx)
2x2 cos2(κx)
,
and
D′(x) = tan(κx) + κx sec2(κx) =
sin(2κx) + 2κx
2 cos2(κx)
.
Since |sin(θ)| ≤ |θ| it follows that N ′(x) ≤ 0 and that D′(x) ≥ 0, with equality in both
only when x = 0. From what we have shown above, f˜(x) > 0 if and only if both N(x) > 0
and D(x) > 0 so that
f ′(µ) = f˜ ′(x) · dx
dµ
=
[
D(x)N ′(x)−N(x)D′(x)
D(x)2
]
· dx
dµ
< 0.
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Proposition 3.1.3. The Doi eigenvalues µn(λ) satisfy for n such that µn(λ) ≤ λ
0 < µ1(λ) < α1 < β1 < µ2(λ) < α2 < . . . < βn−1 < µn(λ) < αn
Proof. This follows from the fact that f(µ) is decreasing wherever it is positive and that
A(µ;λ) is increasing.
Remark 1. It turns out that for all n we actually have µn(λ) ≤ αn (see the digression in
chapter 4)
We will also have need for the following
Proposition 3.1.4. Let {γn} denote the eigenvalues for the (positive) radially symmetric
Laplacian in [0, R), with zero Neumann boundary conditions on the ball of radius R. Let
αn and µn be as above. Then the following hold:
1. The µn(λ) are continuous and monotone increasing in λ for all n ≥ 1
2. For all n ≥ 1 and any fixed λ, we have that
µn(0) = γn =
(
(n− 1)π
R
)2
≤ µn(λ)
Proof. We prove this in Chapter 4 after we’ve developed some other machinery. It is
basically an application of Poincare´ min-max principle.
Proposition 3.1.5. For any L ∈ R+, define the index set A(L) = {n|αn ≤ L}. If we let
|A(L)| := card(A(L)) then given δ > 0 there exist constants C∗1 (δ) and C∗2 (δ) such that for
L ≥ δ
C∗1 (δ)
√
L ≤ |A(L)| ≤ C∗2 (δ)
√
L (3.10)
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Proof. Write L˜ = R
√
L and again define κ = 1− rb/R. Then |A(L)| is just the number of
solutions to tan(κx) = x which lie in the interval [0, L˜]. This number is well approximated
by the number of vertical asymptotes of tan(κx). It then follows that
κL˜
π
− 1 ≤ |A(L)| ≤ κL˜
π
+ 1
so that
√
L
(
R− rb
π
− 1√
L
)
≤ |A(L)| ≤
√
L
(
R− rb
π
+
1√
L
)
.
If L ≥ δ the choice C∗1 (δ) =
R− rb
π
− 1√
δ
and C∗2 (δ) =
R− rb
π
+
1√
δ
gives the proposition.
Remark 2. In practice we will choose δ = 4π2/(R − rb)2 so that C∗1 = (R− rb)/2π.
We now give our main convergence estimate for the eigenvalues of the Doi model. The
following theorem can be regarded as the heart of the subsequent computations.
Theorem 3.1.1. Let 0 < σ0 <
1
4 and define M(λ) ≡ K0λσ for K0 > 1. For any fixed σ ∈
(0, σ0] there exists λ0 > 0 and a constant C such that for λ ≥ λ0, M(λ)λ ≤ 12 . Furthermore,
for αn ≤M(λ), we have that
|αn − µn(λ)| ≤ C
λ
1
2
−2σ .
Remark 3. Note that in the remainder C will denote an arbitrary constant that may depend
on R, rb, and λ0. We will also subsequently assume λ0 > 1.
Proof. Recall that the Doi eigenvalues µn(λ) satisfy
f(µn(λ)) = A(µn(λ), λ).
As before let κ = 1− rb/R and let x = R√µ. Recalling the definitions of D(x) and N(x)
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from Proposition 3.1.2, define
B(x;λ) = D(x)A˜(x, λ) :=
[x tan(κx) + 1] tanh
(
rb
√
1− x2
λR2
)
√
λ
√
1− x2
λR2
.
It follows that the rescaled Doi eigenvalues xn(λ) satisfy
N(xn(λ)) = B(xn(λ), λ).
For K0 > 1 we choose λ ≥ (2K0)
1
1−σ0 so that M(λ)λ ≤ 12 . We restrict to {x : x
2
R2 ≤
M(λ), f˜ (x) ≥ 0}, and let h(u) = (1− u)−1/2. Since h is monotone it follows that
1
√
λ
√
1− x2
λR2
≡ h(
x2
R2λ
)√
λ
≤ h(
1
2 )√
λ
=
√
2√
λ
.
As shown in Proposition 3.1.2, f˜(x) ≥ 0 implies − 1x ≤ tan(κx) ≤ x so that
|B(x;λ)| ≤ [1 + x tan(κx)]
√
2√
λ
≤
[
1 + x2
]√
2√
λ
.
Write xn(λ) = dn − ǫn. (Recall dn = R√αn and ηn = R
√
βn.) We use a Taylor expansion:
N(dn − ǫn) = B(xn(λ), λ).
Applying the mean value theorem we get, for some en ∈ (xn(λ), dn), that
N(dn)−N ′(en)ǫn = B(xn(λ), λ).
As N(dn) = 0 and N
′(en) < 0,
∣∣N ′(en)∣∣ ǫn ≤ [1 + x2n]√2√
λ
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which gives that
ǫn ≤
√
2
[
1 + x2n
] (
2e2n cos
2(κen)
)
R
√
λ (2κen − sin(2κen))
≤
√
2
[
1 + d2n
]
en
κR
√
λ
(
1− sin(2κen)2κen
) ≤ C [1 + d2n] dn√
λ
(
1− sin(2κen)2κen
) (3.11)
For any c > 0 we may choose λ0 sufficiently large that monotonicity of the eigenvalues
implies 0 < c2κ ≤ x1(λ0) ≤ xn(λ) < en < dn. Note this implies c < 2κen. Define
l(θ) = 1− sin(θ)
θ
. It follows easily that for θ ≥ c there exists 0 < m < 1 such that
m ≤ l(θ) ≤ 1
Using this bound in (3.11), in the original unscaled variables we find that
R(
√
αn −√µn) ≤
CR
√
αn
[
1 +R2αn
]
√
λ
(3.12)
which implies
αn − µn ≤
2Cαn
[
1 +R2αn
]
√
λ
.
For αn ≤M(λ) ≡ K0λσ we have
αn − µn ≤ C(M(λ))
2
√
λ
=
CK20
λ
1
2
−2σ .
Remark 4. Of interest is the possibility of tighter estimates here. In fact, one can show
that if f ′′(µ) > 0 wherever f(µ) > 0 we actually have
αn − µn ≤ Cαn
λ
1
2
.
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Theorem 3.1.1 and Proposition 3.1.4 immediately implies
Corollary 3.1.1. For any fixed n, we have that µn(λ) converges monotonically to αn as
λ→∞.
3.1.1 Smooth dependence of the Doi Eigenvalues
We may now ask if the Doi eigenvalues µ depend smoothly on λ. Fix λ0 and some µj(λ0)
arbitrary. Define the function G(µ, λ) := f(µ)−A(µ;λ). Then we can compute
∂G
∂µ
=
df
dµ
− ∂A
∂µ
and
∂G
∂λ
= −∂A
∂λ
The eigenvalues satisfy G(µ, λ) = 0 and if G(µj(λ0), λ0) is well defined (i.e. neither f nor
A is unbounded) we have that
∂G
∂µ
(µj(λ0), λ0) < 0 (since f is decreasing away from its
asymptotes and A is increasing away from its asymptotes as well). The Implicit Function
Theorem guarantees some neighborhood of λ0 about which the function µ(λ) is actually
C1. That is, there exists some ǫ > 0 and a C1 function µj(λ) on the interval Nǫ(λ0) :=
(λ0 − ǫ, λ0 + ǫ) and satisfying G(µj(λ), λ) = 0 on Nǫ(λ0). Moreover one has that
dµ
dλ
= −
∂G
∂λ
∂G
∂µ
=
∂A
∂λ
df
dµ − ∂A∂µ
,
and the previous computations show that dµdλ > 0 and thus furnish a direct proof of Propo-
sition 3.1.4 at least for µ ≤ λ. It is tempting to iterate this scheme to show that µj(λ) is C1
on (0,∞). That is we may choose λ1 ∈ Nǫ(λ0) and apply the IFT again to get ǫ1 > 0 and
a neighborhood Nǫ1(λ1) so that µ(λ) is C
1 on Nǫ1(λ0) ∪Nǫ1(λ1). By induction, we obtain
the sequence of neighborhoods Nǫm(λm) for which µ(λ) is C
1 on
∞⋃
m=0
Nǫm(λm). Since the
ǫm may tend to zero, there is no a priori reason that the sequence of neighborhoods so
constructed will cover the half line. The problem is that
∂A
∂µ
could get arbitrarily small
as λ → ∞. Moreover direct computation shows f ′(µ) gets arbitrarily small close to large
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values of αj (as j → ∞). It follows that ∂G
∂µ
could get arbitrarily small leading to the
so called small divisor problem. So the eigenvalues as a family may not be smooth with
respect to λ. For certain types of singular perturbations, the same point was made in
moser [40].
3.2 Eigenfunction Estimates
In this section we carry over the estimates for the eigenvalues obtained in the last subsection
to obtain the uniform convergence in r of the eigenfunctions as λ→∞.
Lemma 3.2.1. The Doi and Smoluchowski eigenfunctions given by (3.8) and (3.5) satisfy
sup
r∈[rb,R]
∣∣φn(r)− ψoutn (r)∣∣ = O (λ−( 12− 3σ2 ))
for µn < M(λ) = K0λ
σ as λ→∞
Proof.
∣∣φn − ψoutn ∣∣ ≤ 1r
∣∣∣∣sin(√αn(R− r))R√αn − sin(
√
µn(R− r))
R
√
µn
∣∣∣∣+
+
1
r
∣∣∣∣ cos(√µn(R − r))− cos(√αn(R− r))∣∣∣∣
:= I + II
Note that
I ≤ 1
rb
∣∣∣∣sin(√αn(R− r))R√αn − sin(
√
µn(R− r))
R
√
αn
∣∣∣∣+ 1rb
∣∣∣∣sin(√µn(R− r))R√αn − sin(
√
µn(R− r))
R
√
µn
∣∣∣∣
:= Ia + Ib.
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Using (3.12) we find
Ia ≤ 1
Rrb
√
αn
∣∣∣∣2 sin((R− r)√αn −√µn2
)
cos
(
(R− r)
√
αn +
√
µn
2
)∣∣∣∣
≤ (R− rb)
(√
αn −√µn
)
Rrb
√
αn
.
Similarly we have
Ib ≤
∣∣sin(√µn(R− r))∣∣
Rrb
[
1√
µn
− 1√
αn
]
≤ (R− rb)
Rrb
[√
αn −√µn√
αn
]
.
Combining these we find
I ≤ C
[
1 +R2αn
]
√
λ
≤ CM(λ)√
λ
=
CK0
λ
1
2
−σ .
For II we have
II ≤ 1
rb
[
2 sin
(
(R− r)
√
αn −√µn
2
)
sin
(
(R− r)
√
αn +
√
µn
2
)]
≤ R− rb
rb
(
√
αn −√µn)
≤ C(R− rb)
√
αn
[
1 +R2αn
]
rb
√
λ
≤ C (M(λ))
3
2√
λ
=
CK
3
2
0
λ
1
2
− 3σ
2
.
It follows that
∣∣φn(r)− ψoutn (r)∣∣ ≤ CK0
λ
1
2
− 3σ
2
[
1
λσ/2
+
√
K0
]
≤ C1(rb, R,K0)
λ
1
2
− 3σ
2
(3.13)
This concludes the proof.
We now prove several uniform properties of the eigenfunctions we will use in the next
subsection.
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Lemma 3.2.2. 1. There exist a λ0, C2 = C2(rb, R), such that for all λ ≥ λ0 and
n ∈ Z+
max
(
sup
r∈[rb,R]
∣∣ψoutn (r)∣∣ , sup
r∈[rb,R]
|φn(r)|
)
≤ C2. (3.14)
2. Let bn = ‖ψn‖−22 and an = ‖φn‖−22 . Then there exists C3 such that for all λ ≥ λ0
max
(
sup
n
{an}, sup
n
{bn}
)
≤ C3. (3.15)
Proof. 1. We start by defining for z ≥ 0, and rb ≤ r ≤ R the auxiliary function
H(z, r) :=
1
r
[
sin(
√
z(R− r))
R
√
z
− cos(√z(R− r))
]
.
Note φn(r) ≡ H(αn, r) and ψoutn (r) ≡ H(µn, r). Now for z ≥ z0 > 0 we have that
|H(z, r)| = 1
r
∣∣∣∣[sin(√z(R− r))R√z − cos(√z(R− r))
]∣∣∣∣
≤ 1
rb
[
1
R
√
z
+ 1
]
≤ 1
rb
[
1
R
√
z0
+ 1
]
=: C2(z0).
By Corollary 3.1.1 there exists λ0 such that for λ ≥ λ0
α1 ≥ µ1(λ) ≥ µ1(λ0) ≥ α1
2
> 0.
Note that we are using the fact that both the Doi and Smoluchowski eigenvalues can be
written in non-decreasing order. Choosing z0 = α1/2, proves the first part of the lemma.
2. To prove the second part start by defining
h(z) :=
R∫
rb
(H(z, r))2 r2 dr.
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Once again we have that ‖ψoutn ‖22 ≡ h(µn) and ‖φn‖22 ≡ h(αn). A priori we have that
h(z) > 0 for all z ≥ 0. An explicit computation shows that for z > 0, h(z) is continuous,
lim
z→∞h(z) = (R− rb)/2 > 0, and limz→0h(z) = (R
3 − r3b)/3R2. With the positivity of h(z) on
[0,∞), these results imply that A := inf h(z) > 0. It then follows that
an =
1
‖φn‖22
≡ 1
h(αn)
≤ 1
A
=: C3
and
bn =
1
‖ψn‖22
≤ 1‖ψoutn ‖22
≡ 1
h(µn)
≤ 1
A
=: C3.
This concludes the proof of the lemma.
These results imply that
Lemma 3.2.3. There exists C4 such that for n with µn(λ) ≤ αn ≤M(λ)
|bn − an| ≤ C4
λ
1
2
− 3σ
2
.
Proof. We start by noting that
∣∣‖ψoutn ‖22 − ‖φn‖22∣∣ =
∣∣∣∣∣∣
R∫
rb
(
(ψoutn )
2 − φ2n
)
r2 dr
∣∣∣∣∣∣
≤
R∫
rb
∣∣ψoutn − φn∣∣ ∣∣φn + ψoutn ∣∣ r2 dr
≤ C1(rb, R,K0)
λ
1
2
− 3σ
2
[
sup
(∣∣ψoutn ∣∣+ |φn|)] R∫
rb
r2 dr =
2C1C2(R
3 − r3b)
3λ
1
2
−σ
2
.
To get the last line, we have used Lemmas 3.2.1 and 3.2.2. A direct computation shows
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that
∣∣‖ψoutn ‖22 − ‖ψn‖22∣∣ :≡ ‖ψinn ‖22 =
( 1
R
√
µn
sin(
√
µn(R − rb))− cos(√µn(R− rb))
sinh(rb
√
λ− µn)
)2
×
×
rb∫
0
sinh2(r
√
λ− µn) dr
≤ C
(
sinh(2rb
√
λ− µn)− 2rb
√
λ− µn
)
√
λ− µn sinh2(rb
√
λ− µn)
≤ C
λ
1
2
Using these bounds we get that,
|bn − an| =
∣∣∣∣ 1‖ψn‖22 − 1‖φn‖22
∣∣∣∣ =
∣∣‖φn‖22 − ‖ψn‖22∣∣
‖φn‖22‖ψn‖22
≤
∣∣‖ψoutn ‖22 − ‖ψn‖22∣∣
‖ψn‖22‖φn‖22
+
∣∣‖ψoutn ‖22 − ‖φn‖22∣∣
‖ψn‖22‖φn‖22
≤ CC
2
3
λ
1
2
+
2C1C2C
2
3 (R
3 − r3b)
3λ
1
2
− 3σ
2
=
1
λ
1
2
− 3σ
2
[
CC23
λ
3σ
2
+
2
3
C1C2C
2
3 (R
3 − r3b)
]
.
The choice C4 = CC
2
3 + 2C1C2C
2
3 (R
3 − r3b)/3 gives the lemma.
3.3 Convergence Estimate
We now show the uniform convergence of the Green’s function of the radially symmetric
Doi PDE (3.2) to the Green’s function of the radially symmetric Smoluchowski PDE (3.1)
model. The error bound we give shows that the convergence of the Doi model to the
Smoluchowski model can not be expected to be faster than O(λ−1/2) as λ→∞.
Theorem 3.3.1. Fix 0 < σ0 <
1
4 and let the initial condition g(r) = δ(r − r0)/r2, where
r0 ∈ (rb, R) . For t ≥ δ > 0, there exists a function u(t) and λ0 (which depends on σ) such
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that for all λ ≥ λ0 we have:
sup
r∈[rb,R]
|ρ(r, t) − pλ(r, t)| ≤ u(t)
λ
1
2
−2σ . (3.16)
Moreover, for t ∈ [δ,∞), u(t) is uniformly bounded.
Proof. The main idea is to use the series representation of the solutions to both models
to estimate the error. There will be a proliferation of constants which we shall repeatedly
and unceremoniously denote by C. We begin by writing:
pλ(r, t) − ρ(r, t) =
∑
{n|αn<M(λ)}
bnψn(r0)ψ
out
n (r)e
−µn(λ)t − anψn(r0)φn(r)e−αnt
+
∑
{n|αn≥M(λ)}
bnψn(r0)ψ
out
n (r)e
−µn(λ)t − anψn(r0)φn(r)e−αnt
:= I + II.
We deal with the finitely indexed sum, I, first. Define the index set Aλ = {n : αn < M(λ)}.
From now on, for simplicity of presentation, we write ψn for ψ
out
n . Let I = Ia+ Ib+ Ic+ Id,
where
Ia =
∑
Aλ
bn (ψn(r0)− φn(r0))ψn(r)e−µn(λ)t, Ib =
∑
Aλ
bnφn(r0) (ψn(r)− φn(r)) e−µn(λ)t,
Ic =
∑
Aλ
(bn − an)φn(r0)φn(r)e−µn(λ)t, Id =
∑
Aλ
anφn(r0)φn(r)
(
e−µn(λ)t − e−αnt
)
.
Recalling that γn denotes the nth eigenvalue of the radically symmetric Laplacian on [0, R)
with a zero Neumann boundary condition at R (see Proposition 3.1.4), we find
|Ia| ≤
∑
Aλ
|bn| |ψn(r)| |ψn(r0)− φn(r0)| e−µnt ≤ C
λ
1
2
− 3σ
2
∞∑
n=1
e−γnt.
Here we have applied Proposition 3.1.4, Lemma 3.2.1, and Lemma 3.2.2 (in particu-
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lar (3.13), (3.14), and (3.15)). The same argument shows
|Ib| ≤
∑
Aλ
|bn| |ψn(r)− φn(r)| |φn(r0)| e−µnt ≤ C
λ
1
2
− 3σ
2
∞∑
n=1
e−γnt,
and using Lemma 3.2.3 too we find
|Ic| ≤
∑
Aλ
|bn − an| |φn(r0)| |φn(r)| e−µnt ≤ C
λ
1
2
− 3σ
2
∞∑
n=1
e−γnt.
Finally, we have that
|Id| ≤
∑
Aλ
|an| |φn(r)| |φn(r0)|
∣∣∣1− e−(αn−µn)t∣∣∣ e−µnt.
For s ≥ 0, 1− e−s ≤ |s| so that, using the same lemmas as before and Theorem 3.1.1,
|Id| ≤ C
∑
Aλ
e−µnt |αn − µn| t ≤ C
λ
1
2
−2σ
∞∑
n=1
t e−µnt.
We now bound the tail of the series, II. First define the index set Bλ = {n : αn ≥M(λ)}.
We now specify the choice K0 > 4π
2/(R − rb)2 which guarantees that
√
K0C
∗
1 > 1 (see
Remark 2 after the proof of Proposition 3.1.5). Using the uniform bounds on ψn, φn, an,
and bn and Proposition 3.1.5 we find
|II| ≤ C1
∑
n≥C∗1
√
K0λ
σ
2
e−µnt + C2
∑
n≥C∗1
√
K0λ
σ
2
e−αnt ≤ C
∑
n≥λσ2
e−γnt.
We thus obtain the error estimate that
|ρ(r, t) − pλ(r, t)| ≤ C
 1
λ
1
2
− 3σ
2
∞∑
n=1
e−γnt +
1
λ
1
2
−2σ
∞∑
n=1
t e−µnt +
∑
n≥λσ2
e−γnt
 . (3.17)
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We estimate the terms in (3.17) one at a time. First
∞∑
n=1
e−γnt =
∞∑
n=0
exp
[
−n
2tπ2
R2
]
≤ 1 +
∞∫
0
exp
[
−x
2tπ2
R2
]
dx = 1 +
R√
4πt
,
while
∞∑
n=1
te−µnt ≤ te−µ1(λ)t +
∞∑
n=2
te−γnt
≤ te−µ1(λ0)t +
∞∑
n=1
t exp
[
−n
2tπ2
R2
]
≤ 1
eµ1(λ0)
+
R2
eπ2
∞∑
n=1
1
n2
≤ C¯.
Finally, we bound the third term in (3.17):
∑
n≥λσ2
e−γnt =
∑
n≥λσ2 −1
exp
[
−n
2tπ2
R2
]
≤
∞∫
λ
σ
2 −2
exp
[
−x
2tπ2
R2
]
dx
≤ R√
4πt
erfc
(
(λσ/2 − 2)√tπ
R
)
≤ CˆR√
4πt
e−C˜λ
σt.
Combining the preceding estimates we have
|ρ(r, t)− pλ(r, t)| ≤ C
λ
1
2
−2σ
[
1
λσ/2
(
1 +
R√
4πt
)
+ C¯ + Cˆλ
1
2
−2σ R√
4πt
e−C˜λ
σt
]
≤ C
λ
1
2
−2σ
[
1√
t
(
1 +
C(σ)
t
1
2σ
−2
)
+ 1
]
.
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Here we absorbed the maximum of the many constants into C and
C(σ) ≡
(
1
C˜e
[
1
2σ
− 2
]) 1
2σ
−2
.
Letting
u(t) := C
[
1√
t
(
1 +
C(σ)
t
1
2σ
−2
)
+ 1
]
,
for t ≥ δ > 0, we see that u(t) is uniformly bounded, concluding the proof.
Remark 5. Note that even for t ≥ δ > 0, u(t) → ∞ as σ → 0 because u(t) blows up like(
1√
δσ
) 1
σ
.
Entirely similar calculations allow us, with more restrictive assumptions on the initial
distribution g(r), to obtain the following slightly stronger, uniform in time result:
Theorem 3.3.2. Fix 0 < σ0 <
1
4 and σ ∈ (0, σ0]. Then for any fixed 0 < T < ∞, there
exists λ0 and k0 = k0(σ) ∈ N such that if λ ≥ λ0 and g(r) ∈ C2kc for k ≥ k0, then
sup
t∈[0,T ]
r∈[rb,R]
|ρ(r, t) − pλ(r, t)| ≤ C
λ
1
2
−2σ (3.18)
Chapter 4
Sobolev Space Estimates
Math is a lot like Love: a simple idea,
but it can get complicated.
R. Drabek
This aim in this chapter is to obtain convergence estimates in Sobolev spaces. The main
idea is as follows: we think of the Doi problem as a boundary coupled PDE and we obtain
integral estimates in the binding region, Ω+ (in the notation of Chapter 1), which we
then transfer to estimates on the boundary by “trace theorems”. We will show that the
boundary behavior then forces the convergence of the two models in the exterior region,
Ω−. We first spend some time developing (anisotropic) Sobolev spaces particularly suited
to studying parabolic problems as well as develop some facts about them.
4.1 Preliminaries
4.1.1 The Basic Function Spaces
In this section we will collect some function spaces which will be relevant in this chapter
and in the sequel. Much of this material is standard.
Let V be an arbitrary open subset of Rm. As usual, for 1 < p <∞, Lp(V ) will denote the
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Lebesgue space of p-th power integrable functions in V - that is, measurable functions, u,
on V such that:
‖u‖Lp(V ) :=
∫
V
|u|p dx

1
p
<∞.
These functions are, of course, defined modulo sets of null measure. For k ∈ N, W k,p(V )
will denote the Sobolev space defined as:
W k,p(V ) = {u |Dαu ∈ Lp(V )∀αwith |α| ≤ k},
where, as is standard, α = (α1, . . . , αm) is a multi index with |α| = α1 + . . . + αm, and
Dα :=
∂|α|
∂xα11 . . . ∂x
αm
m
denotes a mixed (weak) distributional derivative of order k.
We have just defined the derivative as a distribution and since it will always be hanging
around in the background, we will just say a few words. As usual C∞comp(V ) denotes the
space of infinitely differentiable functions on V with compact support contained in V . For
any K ⋐ V , that is K has compact closure and is bounded away from the boundary of V ,
put
E(V ) := C∞(V ); DK(V ) := C∞K (V ); D(V ) := C∞comp(V ).
For φ ∈ DK(V ) we define the (semi) norms
ρj(φ) := sup
x∈K
|α|≤j
|Dαφ(x)| , j = 0, 1, 2, . . . ,
which make DK(V ) into a Fre´chet space. We provide D(V ) with the inductive limit
topology as K ranges over a family of (increasing) compact subsets. We then define
D∗(V ) := (strong) dual of D(V ) := space of distributions inV,
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and if F ∈ D∗(V ) and φ ∈ D(V ), the evaluation of F on φ will be denoted by
< F,φ >:= F (φ),
and its derivative DαF , as a distribution, is defined by
< DαF, φ >:= (−1)|α| < F,Dαφ > .
Returning to our previous discussion of Sobolev spaces, we endow W k,p(V ) with the
norm:
‖u‖W k,p(V ) =
∑
|α|≤k
‖Dαu‖pLp(V )

1
p
.
It is also standard to define:
W 0,p(V ) := Lp(V ).
Because we will need some result about traces of Sobolev functions we now give an “in-
trinsic” definition of fractional order Sobolev-Slobodecki˘i spaces due to Slobodecki˘i [47].
Let V be as before and first assume that 0 < µ < 1. We define the Slobodecki˘i semi-
norm:
[u]µ,p,V :=
∫
V
∫
V
|u(x)− u(y)|p
|x− y|m+pµ dx dy

1
p
.
Now if r = k + µ where k is nonnegative integer and µ is its positive fractional part, we
define
W r,p(V ) = {u | [Dαu]µ,p,V <∞, ∀αwith |α| = k},
with the norm
‖u‖W r,p(V ) :=
(
‖u‖p
W k,p(V )
+
∑
α=k
[Dαu]pµ,p,V
)1
p
.
In addition, we shall also deal with the Banach-space valued function spaces. Let 0 < T <
∞ be a real number and I := (0, T ) be the associated open interval. If X is an arbitrary
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Banach space with norm ‖ · ‖X , Lp(I;X) consists of functions u(·, t) that take values in
X for almost every t ∈ I and such that the Lp norm of ‖u(t, ·)‖X is finite. We define the
norm then as follows:
‖u‖Lp(I;X) :=
 T∫
0
‖u(t, ·)‖pXdt
1/p (4.1)
Just as before, if l is a positive integer we can define
W l,p(I;X) = {u | d
ju
dtj
∈ Lp(I;X) for 0 ≤ j ≤ l}
with the norm
‖u‖W l,p(I;X) =
 l∑
j=0
‖d
ju
dtj
‖pLp(I;X)

1
p
.
We also define the fractional order Sobolev spaces for Banach-space valued functions similar
to the usual case. First the Slobodecki˘i semi norm is defined as
[u]µ,p,X :=
 T∫
0
T∫
0
‖u(t, ·) − u(s, ·)‖pX
|t− s|1+pµ dt ds

1
p
,
and the space W s,p(I;X) is then defined in the obvious way. In this work we will consider
the case p = 2 for which the Sobolev-Slobodecki˘i spaces are separable Hilbert spaces
denoted by Hr(V ) and Hs(I;X), where V is the open set from before and X is an arbitrary
Banach space.
4.1.2 Interpolation Spaces
We now give a brief description of real interpolation spaces .The standard reference for this
material are the books by lions and magenes [37] and adams [1] although our discussion
follows more closely the description of mclean [38].
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Let X0,X1 be normed spaces contained in a vector space V. Equip the spaces X0∩X1 and
X0 +X1 with the norms:
‖u‖2X0∩X1 := ‖u‖2X0 + ‖u‖2X1
‖u‖2X0+X1 := infu=u0+u1
u0∈X0;u1∈X1
(‖u0‖2X0 + ‖u1‖2X1)
Consider the K functional for t > 0 defined by:
K(t, u) := inf
u=u0+u1
u0∈X0;u1∈X1
(‖u0‖2X0 + t2‖u1‖2X1)12 ,
and, for 0 < θ < 1, 1 ≤ q < ∞ the (real) interpolation spaces Xθ,q := [X0,X1]θ,q with
norm:
‖u‖Xθ,q :=
(∫ ∞
0
∣∣∣t−θK(t, u)∣∣∣q dt
t
)1
q
(Note that some authors define the spaces X˜θ,q = [X1,X0]θ,q but it is a simple matter to
show that X˜θ,q = X1−θ,q).
The main results we will need are (again see mclean [38])
Lemma 4.1.1. Let u ∈ X0 ∩X1 , then u ∈ Xθ,q and there exists a constant C = C(θ, q)
such that
‖u‖Xθ,q ≤ C‖u‖1−θX0 ‖u‖θX1
and
Lemma 4.1.2. For 0 < θ < 1, the fractional order Sobolev-Slobodeckii˘ space can be char-
acterized by interpolation as
Hθ(Rm) =
[
L2(Rn),H1(Rm)
]
θ,2
with equivalent norms
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Remark 6. There are many many ways to define interpolation spaces, via both real and
complex methods, which, depending on the parameter values, may or may not yield equiv-
alent spaces. We refer the interested reader to peetre [44] and the references cited there.
4.1.3 Trace Theorems
We now define some natural (anisotropic) Sobolev spaces that are particularly useful for
parabolic and other time dependent problems (see [37]). Define the cylinder VT = I × V .
Let r, s > 0 and define Hr,s(VT ) = L
2(I;Hr(V )) ∩Hs(I;L2(V )) with the norm
‖u‖Hr,s(VT ) :=
 T∫
0
‖u(t, ·)‖2Hr(V ) dt+
∫
V
‖u(·, x)‖2Hs(I) dx

1
2
It is convenient to also consider the case V = Rm and I = R. Let
Hr,s(Rm+1 := Rt × Rmx ) := L2(R;Hr(Rm)) ∩Hs(R;L2(Rm))
be the space of temperate distributions on Rm+1 such that if we let u˜(τ, x) and û(τ, ξ)
denote the Fourier transform of u in t and (t, x) respectively, we have that
‖u‖2Hr,s(Rm+1) :=
∫ ∞
−∞
‖u˜(τ, ·)‖2Hr(Rm) +
(
1 + τ2
)s ‖u˜(τ, ·)‖2L2(Rm) dτ
:≡
∫
Rm+1
[(
1 + τ2
)s
+
(
1 + |ξ|2
)r]
|û(τ, ξ)|2 dτ dξ <∞.
Hr,s(Rm+1) with this norm is then given the structure of a Hilbert Space. We could have de-
fined the fractional order Sobolev spaces by using the Fourier transform. However in general
only a slightly weaker form of the interpolation inequality obtains in Lemma 4.1.1.
The following theorem is well known. Generalizations and a proof can be found in [37].
Because it is an important tool in this chapter we will give a sketch of a direct proof:
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Theorem 4.1.1 (Parabolic Trace Theorem). For
1. r > 12 , s ≥ 0, the restriction map
Rxj : D(Rm+1)→ D(Rm)
φ(t, x′, xm) 7→ ∂
jφ
∂xjm
∣∣∣∣
(t,x′,0)
extends by density to a bounded linear map
T xj : Hr,s(R × Rm)→ Hµj ,νj(R × Rm−1)
where µj = r − j − 1
2
and νj = s
(
1− j
r
− 1
2r
)
2. and s > 12 , r ≥ 0, the restriction map
D(Rm+1)→ D(Rm)
φ(t, x) 7→ φ(0, x)
also extends to a bounded linear map
R : Hr,s(R× Rm)→ Hr(1− 12s )(Rm)
Proof. We prove only the first part and for j = 0. The other cases follow by induction.
Note that
φ(t, x′, 0) =
1
(
√
2π)(m+1)
∞∫
−∞
∫
Rm−1
∞∫
−∞
eitτ+x
′·ξ′φˆ(τ, ξ, ξm) dξm dξ′ dτ
=
1
(
√
2π)(m+1)
∞∫
−∞
∫
Rm−1
eitτ+x
′·ξ′
 ∞∫
−∞
φˆ(τ, ξ, ξm) dξm
 dξ′ dτ
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This implies that the partial Fourier transform with respect to (t, x′) is
φ˜(τ, ξ′) =
1√
2π
∞∫
−∞
φˆ(τ, ξ, ξm) dξm,
from which Ho¨lder’s inequality gives
|φ˜(τ, ξ′)|2 ≤ 1√
2π
∞∫
∞
dξm
(1 + τ2)s + (1 + |ξ|2)r
 ∞∫
−∞
∣∣∣φˆ(τ, ξ′, ξm)∣∣∣2 [(1 + τ2)s + (1 + |ξ|2)r] dξm

Write A = (1+τ2)1/2 and B = (1+|ξ|2)1/2 and note that polynomial (1 + p
2)r
1 + p2r
is uniformly
bounded above and below with bounds depending only on r. A change of variables then
gives that:
∞∫
∞
dξm
(1 + τ2)s + (1 + |ξ|2)r ≤
C(r)
(A2s +B2r)
2r−1
2r
∞∫
0
z
1
r
−1
1 + z2
dz
≤ 4rmax{2
|r−1|, 1}
2r − 1
1
(A2s +B2r)
2r−1
2r
,
where we have evaluated the last integral which converges if and only if r > 1/2. Thus we
get that
‖φ˜(τ, ξ′)‖2
Hr−
1
2 ,s(1−
1
2r )(Rm)
≤ C(r)
∫
Rm
A2s(1−
1
2r
) +B2r−1
(A2s +B2r)
2r−1
2r
∞∫
−∞
|φˆ(τ, ξ)|2 [A2s +B2r] dξmdξ′dτ
≤ C(r)‖φˆ(τ, ξ)‖2Hr,s(Rm+1).
The conclusion then follows from Plancherel’s theorem.
We will need to specify some properties of the boundaries under consideration. Recall that
a map is Ck,γ for some 0 ≤ k ≤ ∞ and 0 < γ ≤ 1 if it is k times continuously differentiable
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with Ho¨lder continuous k-th order derivates with exponent γ. Let Rm+ = {x ∈ Rm |xm >
0}and we identify the boundary ∂Rm+ :≡ {x ∈ Rm|xm = 0} with Rm−1. We then say
(see also gilbarg and trudinger [20]) that the domain V ⊂ Rm is of class Ck,γ when
every boundary point x ∈ ∂V has an open neighborhood U with an associated Ck,γ-
diffeomorphism Φ (a bijective mapping with Ck,γ inverse) such that Φ(x) = 0, Φ(U ∩V ) ⊂
R
m
+ and Φ(U ∩ ∂V ) ⊂ Rm−1. In particular this implies that V is “locally on one side” of
∂V . Note that a C0,1 domain is just a Lipschitz domain. Sometimes it useful to consider
uniformly Ck,γ domains which are those for which the Ho¨lder norms of the diffeomorphisms
can all be controlled uniformly. If the domain is bounded, we get this for free.
Using local charts and a partition of unity we obtain the following as a corollary the
previous theorem:
Corollary 4.1.1. Let ∂V be a Ck−1,1 boundary and 12 < r ≤ k, s ≥ 0, then there exists a
bounded trace map:
T : Hr,s(VT )→ Hr−
1
2 ,s
(
1− 12r
)
(∂VT )
where ∂VT = I × ∂V is the lateral boundary
We also note that stronger results for Lipschitz domains have been obtained by costabel
in [7]. We will also need the following slightly modified version of the Trace theorem in the
case s = 0 and for slightly more regular domains. The proof is just a slight modification
of the one in evans [14]:
Theorem 4.1.2 (Modified Trace Theorem). Let V be bounded open subset of Rm with C1
boundary. Then there exist a bounded linear operator T : H1,0(VT ) → L2(∂VT ) such that
given ǫ > 0 and arbitrary u ∈ H1,0(VT ) there exists a constant Cǫ (independent of u) with
‖T [u] ‖L2(∂VT ) ≤ Cǫ‖u‖L2(VT ) + ǫ‖Du‖L2(VT ). (4.2)
Proof. Since ∂V is compact, there is a finite cover of ∂V by bounded open sets {Uj} which
form local charts. Moreover, by hypothesis, for each x0 ∈ ∂V ∩ Uj := Γj there exists
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a suitable change of variable, Φj : Vj → Rm+ , where Vj := V ∩ Uj , that “flattens” the
boundary near x0. That is Φj(Γj) ⊂ Rm−1. Assuming that u is C1, we find that
T∫
0
∫
Φj(Γj)
∣∣u(y′, t)∣∣2 dy′ dt = − T∫
0
∫
Φj(Vj)
(|u|2)ym dy dt
= −
T∫
0
∫
Φj(Vj)
[2 |u| (sgn u)uym ] dy dt
≤
T∫
0
∫
Φj(Vj )
[
1
ǫ2
|u|2 + ǫ2 |uym|2
]
dy dt
≤ 1
ǫ2
‖u‖2L2(I;L2(Φj(Vj))) + ǫ2‖Du‖2L2(I;L2(Φj(Vj)))
The first equality obtains from the divergence theorem applied to the vector function
|u|2 em, where em is the mth standard basis vector. The third inequality follows by
Cauchy’s Inequality. Now (4.2) follows by using the simple inequality (a+ b)
1
2 ≤ a12 + b12 ,
valid for any a, b ≥ 0. Using a partition of unity {φj} subordinate to the open cover {Uj},
the result holds all over the boundary. The theorem now follows for all u ∈ H1,0(VT ) by
density.
Remark 7. Theorem 4.1.2 is really an interpolation theorem in disguise. Note also that
the theorem remains true if the boundary is only C0,1 - that is, if the boundary is only
assumed to be Lipschitz. We have given the proof for C1 domains to avoid some measure
theoretic discussions about outer normals and Rademacher’s theorem which can be found
in the book by evans and gariepy [15].
Because we will be dealing with spaces defined by some boundary conditions, we will now
set some (rather nonstandard) notation for certain subspaces of Sobolev Spaces. As usual
Hs0(V ) is defined as the completion of D(V ) with respect to theHs norm defined above. Let
S ⊂ ∂V be any subset of the boundary with nonzerom−1 dimensional Lebesgue/Hausdorff
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measure. Let
H1S(V ) = {u ∈ H1(V ) | u|S = 0}
We note that on H1S(V ) we have the following Poincare´ type inequality (see for instance
(ladyzhenskaya and ural‘tseva [35])
‖u‖L2(V ) ≤ C‖Du‖L2(V )
As is well known, if ∂V is sufficiently smooth, we get that H1∂V (V ) = H
1
0 (V ). We also
define Hr,sS (VT ) = L
2(I;HrS(V )) ∩Hs(I;L2(V ))
To conclude this section we state the following extension theorem for cylindrical do-
mains:
Theorem 4.1.3. Let U ⋐ V , then there exists a bounded linear extension operator
E : Hr,s(UT )→ Hr,s(VT )
In particular if r > 12 then E[u] ∈ Hr,s0 (VT ) and u|∂U+ = E[u]|∂U−
4.2 Digression: Proof of Proposition 3.1.4
Because we have tools from the theory of Sobolev spaces, we will now give a proof of
Proposition 3.1.4 used in Chapter 3. The notation follows that from Chapter 1. We start
with the following well known lemma whose proof can be found in kato [33] or gohberg
and kre˘in [22]:
Lemma 4.2.1. Assume that S and T are two operators acting in a separable Hilbert space,
H and S ≤ T , that is ((T − S)u, u) ≥ 0 for all u ∈ H. Then
µn(S) ≤ µn(T )
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where µn(S) and µn(T ) denote the nth eigenvalue (with multiplicity) of the operators S
and T respectively.
With this in hand, we can prove the following
Claim 1. 1. The Doi eigenvalues µn(λ) are monotonic in λ
2. The Doi eigenvalues depend continuously on λ
Proof. 1. The bilinear form defined in H1(Ω) by
B(u;λ) =
∫
Ω
|∇u|2 dx+ λ
∫
Ω+
u2 dx
is easily seen to be monotonic and thus the first part follows from the previous lemma.
2. Next note that for u ∈ H1(Ω) with ‖u‖2L2 = 1
|B(u;λ1)−B(u;λ2)| =
∣∣∣∣∣∣(λ1 − λ2)
∫
Ω+
u2 dx
∣∣∣∣∣∣ ≤ |λ1 − λ2|
which implies
B(u;λ2)− |λ1 − λ2| ≤ B(u;λ1) ≤ B(u;λ2) + |λ1 − λ2| .
Applying the Poincare mini-max principle we get
µn(λ2)− |λ1 − λ2| ≤ µn(λ1) ≤ µn(λ2) + |λ1 − λ2|
which in turn implies that
|µn(λ1)− µn(λ2)| ≤ |λ1 − λ2|
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Remark 8. Of course, continuity is not too surprising once monotonicity has been shown -
it’s well known that a monotone function of a real variable has at most a countable number
of jump discontinuities.
Now define the following two natural maps:
P− : L2(Ω)→ L2(Ω−)
f 7→ f |Ω−
We already seen the map E0, the extension by 0 defined as
E0 : L
2(Ω−)→ L2(Ω)
g 7→ g1Ω−(x) :=

0, x ∈ Ω+
g(x), x ∈ Ω−
It is easily checked that both E and P− are bounded linear operators. Note that P−E0 [g] =
g for all g ∈ L2(Ω−). However, one easily checks that E0 [P−f ] = f if and only if f = 0
for a.e x ∈ Ω+. Since H1(Ω−) ⊂ L2(Ω−) and H1(Ω) ⊂ L2(Ω) both maps act naturally on
the subspaces H1(Ω−) and H1(Ω). But, as we shall soon show, while P− maps H1(Ω) into
H1(Ω−), E0 maps H1(Ω−) into a larger set. Indeed, we have the following lemma which is
a multidimensional analogue of the fact the derivative of the Heaviside function 1(0,∞)(x)
(x ∈ R) is a delta function.
Lemma 4.2.2. Let D denote the distributional derivative. Suppose that f ∈ H1(Ω−),
then, as distributions, we have that
D(E0 [f ]) = E0 [Df ]− T [f ] nˆ(y)⊗ δ(y ∈ Γ)
where nˆ is the unit outward pointing normal to the surface Γ.
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Proof. Let φ ∈ C∞c (Ω) such that Ω+ ⋐ supt(φ) ⋐ Ω. Write K := supt(φ). Let F = fφei,
where ei = (0, . . . , 1, . . . , 0) is the i-th standard basis vector. Then
∫
K\Ω+
∂f
∂xi
φdx+
∫
K\Ω+
∂φ
∂xi
f =
∫
K\Ω+
∇ · F =
∫
∂{K\Ω+}
F · nˆ ds(y)
This implies that
<
∂φ
∂xi
, E0 [f ] >=
∫
Ω
∂φ
∂xi
E0 [f ] ≡
∫
K\Ω+
∂φ
∂xi
f
=
∫
∂{K\Ω+}
F · nˆ ds(y)−
∫
K\U
∂f
∂xi
φ
=
∫
Γ
φT [f ]ei · nˆ ds(y)−
∫
K\U
∂f
∂xi
φ
= −
∫
Ω
E0
[
∂f
∂xi
]
φ−
∫
Γ
φT [f ]ei · nˆ ds(y)

= − < E0
[
∂f
∂xi
]
− T [f ] nˆiδ(y ∈ Γ), φ >
This proof is original though the lemma is very well known, as I later found out. In any
case we get the following important and also well known
Corollary 4.2.1. DE0 [f ] = E0 [Df ] iff T [f ] = 0.
What these two previous results basically say is that although we can decompose L2(Ω) as
the direct sum: L2(Ω) = L2(Ω+)
⊕
L2(Ω−) by writing u = {u+, u−}, in general H1(Ω) 6=
H1(Ω+)
⊕
H1(Ω−).
Now let {φj}nj=1 denote the Smoluchowski eigenfunction and αn the eigenvalues. We are
now ready to prove
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Claim 2. For all λ ≥ 0 we have that
µn(λ) ≤ αn
Proof. Denote the span of {φj}nj=1 by S. Since the Smoluchowski eigenfunction vanish
on Γ, by the previous corollary we have that E0 [φj] ∈ H1(Ω) for 1 ≤ j ≤ n. Moreover
{E0 [φj ]}nj=1 is easily seen to span an n dimensional subspace of H1(Ω). Denote this
subspace by S′. It follows that:
µn(λ) := min
Kn⊂H1(Ω)
dim(Kn)=n
max
u∈Kn
‖u‖=1
∫
Ω
|∇u|2 dx+ λ
∫
Ω+
u2 dx

≤ max
u∈S′
‖u‖=1
∫
Ω
|∇u|2 dx+ λ
∫
Ω+
u2 dx

≡ max
u∈S
‖u‖=1
∫
Ω
|∇E0 [u]|2 dx+ λ
∫
Ω+
|E0 [u]|2 dx

= max
u∈S
‖u‖=1
∫
Ω
|∇u|2 dx
 = αn
4.3 Generalized Solutions
First we recall some notation from Chapter 1 (some of which was used in the digression
above) that will be used in the rest of what follows. Let Ω ⊂ Rm (m ≥ 3) be an open and
bounded set with, C∞ boundary, Γ0. Let Ω+ ⋐ Ω and define Γ := ∂Ω+ and Ω− := Ω \Ω+.
Recalling that we have defined I = (0, T ), we also write
Q := Ω× I; Q± := Ω± × I; Σ0 = Γ0 × I; Σ = Γ× I; Ω±{t} = Ω± × t
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Γ will always be assumed to be at least a Lipschitz boundary. For easier reference we now
rewrite the SDLR and Doi equations:
∂ρ
∂t
= κ∆ρ(t, x), (t, x) ∈ Q− (4.3)
with initial and boundary conditions
ρ(t, x) = 0, (t, x) ∈ Σ
∇ρ(t, x) · n = 0, (t, x) ∈ Σ0
ρ = g, on Ω−{0}

(4.4)
and
∂pλ
∂t
= κ∆pλ(t, x)− λ1Ω+(x)pλ, (t, x) ∈ Q (4.5)
with initial and boundary conditions
∇pλ(t, x) · n = 0, (t, x) ∈ Σ0
pλ = E0 [g] , on Ω{0}
 (4.6)
We will now define what we mean by a solution to the IBVP.
We say that ρ is a generalized solution of the Smoluchowski problem if
1. ρ ∈ H1,0Γ (Q−)
2.
−
∫
Q−
ρ∂tψ + κ
∫
Q−
∇ρ · ∇ψ −
∫
Ω−
{0}
gψ = 0
for all ψ ∈ H1,1(Q−) ≡ H1(Q−) with ψ|Σ = 0 and ψ|Ω−
{T}
= 0
We point out here that this notion of a generalized solution is not the only one possible.
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From here onwards, we will always assume the existence and uniqueness of ρ.
We will say that pλ is a generalized solution of the Doi problem if
1. pλ ∈ H1,0(Q)
2.
−
∫
Q
pλ∂tφ+ κ
∫
Q
∇pλ · ∇φ−
∫
Ω{0}
E0 [g]φ+ λ
∫
Q+
pλφ = 0
for all φ ∈ H1(Q) with φ|Ω−
{T}
= 0 and where E0 is the extension by 0 into Ω
+.
A crucial fact is that we can also think of the Doi problem as a boundary coupled PDE as
follows (see Olenik [43], girsanov [21] and ladyzhenskaya et al [42]):
Lemma 4.3.1. Let p+λ = pλ|Ω+ and p−λ = pλ|Ω− . Then the solution to the Doi problem
can be obtained by finding p±λ ∈ H1,0(Q±) such that
∂p+λ
∂t
= κ∆p+λ (t, x)− λ p+λ (t, x), (t, x) ∈ Q+,
∂p−λ
∂t
= κ∆p−λ (t, x), (t, x) ∈ Q−,
 (4.7)
with the coupling condition,
p+λ (t, x) = p
−
λ (t, x), (t, x) ∈ Σ,
∇p+λ (t, x) · nˆ = ∇p−λ (t, x) · nˆ, (t, x) ∈ Σ,
 (4.8)
and the external boundary condition ∇p−λ (t, x) · nˆ = 0, for x ∈ Σ0 as well as the initial
conditions p+λ (x, 0) = 0 and p
−
λ (x, 0) = g(x).
Proof. This follows by an integration by parts argument and the use of Corollary 4.2.1.
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4.4 The Basic Estimates
We will now derive some simple integral estimates that the solutions to the model prob-
lem should satisfy. These estimates are at the heart of all the results in the subsequent
sections.
Lemma 4.4.1 (Uniform L2 Bounds). Let pλ(t, x) satisfy (4.5). Given initial condition
E0 [g] (x) in L
2(Ω) then pλ is uniformly bounded in L
∞(I;L2(Ω)) and ∇pλ(t, x) is uniformly
bounded in L2(Q). Moreover, ‖pλ‖L2(Q+) → 0 as λ→∞
Proof. Multiply (4.5) by pλ(t, x) and integrating over Ω we obtain
∫
Ω
∂pλ
∂t
pλ dx = κ
∫
Ω
pλ∆pλ dx− λ
∫
Ω
1
Ω
+(x)p2λ dx
Hence it follows that
1
2
d
dt
∫
Ω
p2λ dx = κ
∫
Ω
pλ∆pλ dx− λ
∫
Ω+
p2λ dx
Using the definition of the norm on the first term and integrating by parts on the second
term we have that
1
2
d
dt
‖pλ(·, t)‖2L2(Ω) = κ
[∫
Γ0
pλ (∇pλ · nˆ) ds(x)−
∫
Ω
|∇pλ|2 dx
]
− λ‖pλ(·, t)‖2L2(Ω+)
The boundary conditions on ∂Ω imply that the first term in the square bracket vanishes.
Integrating from 0 to T in t and applying the fundamental theorem of calculus (FTC),
recalling the definition of the norm (4.1), we get after rearranging
1
2
‖pλ(t)‖2L2(Ω) + κ‖∇pλ‖2L2(I;L2(Ω)) + λ‖pλ‖2L2(I;L2(Ω+)) =
1
2
‖pλ(0)‖2L2(Ω) (4.9)
Recall that pλ(x, 0) ≡ E0 [g] (x) and note that from (4.9), since all the terms on the LHS
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are positive, it follows that
sup
t∈[0,T ]
‖pλ(t)‖2L2(Ω) ≤ K1 (4.10)
‖∇pλ‖2L2(I;L2(Ω)) ≤ K2 (4.11)
‖pλ‖2L2(I;L2(Ω+)) ≤
K1
2λ
(4.12)
Here K1 = ‖g(x)‖2L2(Ω) and K2 = K1/2κ. The above estimates then show that pλ(t, x)
is uniformly bounded in L∞(I;L2(Ω)), ∇pλ(t, x) is uniformly bounded in L2(Q) and that
‖pλ‖L2(Q+) → 0, O
(
λ−1/2
)
, as λ→∞ thus proving the theorem.
Lemma 4.4.2 (More Uniform L2 Bounds). Let pλ(t, x) satisfy the conditions of Lemma 4.4.1.
Additionally, suppose that the initial condition E0 [g] (x) is in H
1(Ω). Then for (almost)
every t > 0 we have that pλ(·, t) and ∇pλ(·, t) are uniformly bounded in L2(Ω+) and L2(Ω)
respectively with ‖pλ(t)‖L2(Ω+) → 0 as λ → ∞. In addition,
∂pλ
∂t
is uniformly bounded in
L2(Q).
Proof. In the same vein as the proof of Lemma 4.4.1 we multiple equation (4.5) by
∂pλ
∂t
and integrate over Ω to obtain
∫
Ω
(
∂pλ
∂t
)2
dx = κ
∫
Ω
∂pλ
∂t
∆pλ dx− λ
∫
Ω+
pλ
∂pλ
∂t
dx
Again we perform an integration by parts on the second term
∫
Ω
(
∂pλ
∂t
)2
dx = κ
[∫
Γ0
∂pλ
∂t
∇pλ · nˆ dσ −
3∑
i=1
∫
Ω
∂pλ
∂xi
∂2pλ
∂xi∂t
dx
]
−λ
∫
Ω+
pλ
∂pλ
∂t
dx (4.13)
Again by the boundary conditions the first term in the square bracket vanishes. We deal
with the second term by noting that by a theorem of olenik [21, 43] we can switch the
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order of the time and space differentiation so that
3∑
i=1
∫
Ω
∂pλ
∂xi
∂2pλ
∂xi∂t
dx =
3∑
i=1
∫
Ω
∂pλ
∂xi
∂2pλ
∂t∂xi
dx =
1
2
d
dt
∫
Ω
|∇pλ|2 dx ≡ 1
2
d
dt
‖∇pλ‖2L2(Ω)
Hence it follows that (4.13) becomes
‖∂pλ
∂t
‖2L2(Ω) = −
κ
2
d
dt
‖∇pλ‖2L2(Ω) −
λ
2
d
dt
‖pλ‖2L2(Ω+)
Integrate from 0 to T to get rid of the time derivatives of the norm and as before apply
the FTC we then obtain
‖∂pλ
∂t
‖2L2(I;L2(Ω))+
κ
2
‖∇pλ(·, t)‖2L2(Ω)+
λ
2
‖pλ(·, t)‖2L2(Ω+) =
λ
2
‖pλ(0)‖2L2(Ω+)+
κ
2
‖∇pλ(0)‖2L2(Ω)
(4.14)
From(4.14) since pλ(x, 0) = E0 [g] (x) ≡ 0 it follows that
sup
t∈[0,T ]
‖∇pλ(·, t)‖2L2(Ω) ≤ C1 (4.15)
‖∂pλ
∂t
‖2L2(I;L2(Ω)) ≤ C2 (4.16)
sup
t∈[0,T ]
‖pλ(·, t)‖2L2(Ω+) ≤
C3
λ
(4.17)
The above estimates show that ∇pλ(t, x) is uniformly bounded in L∞(I;L2(Ω)), ∂pλ
∂t
(t, x)
is uniformly bounded in L2(Q) and pλ(t, x)→ 0 in L∞(I;L2(Ω+)), O(λ−1/2) as λ→∞
Entirely similar computations to the ones in the preceding Lemmas allow us to obtain:
Lemma 4.4.3. The Solution to the SDLR model, satisfies ρ(t, x) ∈ L∞(I;H1(Ω−)) ∩
H1(I;L2(Ω−)). In particular
1
2
sup
t∈I
‖ρ(·, t)‖2L2(Ω−) + κ‖∇ρ‖2L2(Q−) =
1
2
‖g‖2L2(Ω−)
and
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‖∂ρ
∂t
‖2L2(Q−) +
κ
2
sup
t∈I
‖∇ρ(·, t)‖2L2(Ω−) =
κ
2
‖∇g‖2L2(Ω−).
4.5 Convergence Result I
We can now derive various results as implications of the preceding Lemmas. We will always
implicitly assume that the conditions under which Lemmas 4.4.1 and 4.4.2 were derived
hold. We begin with:
Theorem 4.5.1 (Weak Convergence). There exist p∗ and subsequence {pλ} such that
pλ ⇀ p
∗ weakly in H1,1(Q) and pλ ⇀ p∗ weak - ∗ in L∞(I;H1(Ω))
Proof. Lemmas 4.4.1 and 4.4.2 imply that pλ is uniformly bounded in L
∞(I;H1(Ω)). Thus
weak -∗ convergence follows: that is for each φ ∈ L1(I;H1(Ω)) and, passing, if necessary,
to a subsequence, we have that
T∫
0
∫
Ω
[pλφ+∇pλ · ∇φ] dx dt −→
T∫
0
∫
Ω
[p∗φ+∇p∗ · ∇φ] , dx dt
Now as T is finite, we have the elementary embedding,
L∞(I;L2(Ω)) →֒ L2(Q) (4.18)
since
‖u‖2L2(Q) :=
T∫
0
∫
Ω
|u(t, x)|2 dx dt ≤ T‖u‖2L∞(I;L2(Ω)).
This implies that pλ is also a uniformly bounded sequence in L
2(I;H1(Ω)). We also have
that pλ is a uniformly bounded sequence in H
1(I;L2(Ω)) and thus uniformly bounded in
H1(I;L2(Ω)) ∩ L2(I;H1(Ω)) as well. By weak compactness, since bounded sequences in
a reflexive Banach space have a weakly convergent subsequence, the existence of a weak
limit then follows.
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Remark 9. Of course, by the Sobolev embedding theorem, it follows that pλ is also a
uniformly bounded sequence in C0([0, T ];L2(Ω)) and we will always have this in mind.
We shall presently show that in the binding region Q+ and on the boundary Σ we can get
convergence in more regular Sobolev spaces at different rates which turn out to depend on
the regularity demanded by the space in question.
Lemma 4.5.1. Let 0 < ǫ1, ǫ2 < 1 be fixed. Then ‖pλ‖Hǫ1,ǫ2 (Q+) → 0, O(λ−ǫ0). If in
addition 12 < ǫ1 < 1, then ‖T
[
p+λ
] ‖Hσ1,σ2(Σ) → 0, O(λ−ǫ0), where ǫ0 := min (1−ǫ12 , 1−ǫ22 ),
σ1 = ǫ1 − 12 and σ2 = ǫ2(1− 12ǫ1 ).
Proof. This basically follows from the interpolation lemmas. First note that since p+λ is
uniformly bounded in H1,1(Q+) we have by Lemma 4.1.2 that
[
L2(Q+),H1(I;L2(Ω+))
]
ǫ2,2
= Hǫ2(I;L2(Ω+)),
and by Lemma 4.1.1 that
‖p+λ ‖Hǫ2 (I;L2(Ω+)) ≤ C‖p+λ ‖1−ǫ2L2(Q+) ‖p+λ ‖ǫ2H1(I;L2(Ω+))
≤ Cλ−
(1−ǫ2)
2 .
Similarly we have, again by interpolation, that
[
L2(Q+), L2(I;H1(Ω+))
]
ǫ1,2
= L2(I;Hǫ1(Ω+)),
and
‖p+λ ‖L2(I;Hǫ1 (Ω+)) ≤ C‖p+λ ‖1−ǫ1L2(Q+) ‖p+λ ‖ǫ1L2(I;H1(Ω+))
≤ Cλ−
(1−ǫ1)
2 .
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Hence
‖p+λ ‖Hǫ1,ǫ2 (Q+) =
(
‖p+λ ‖2L2(I;Hǫ1(Ω+)) + ‖p+λ ‖2Hǫ2 (I;L2(Ω+))
)1
2
≤
(
Cλ−(1−ǫ1) + Cλ−(1−ǫ2)
) 1
2
= O(λ−ǫ0),
where ǫ0 is as defined in the statement of the lemma. With these estimates a direct
application of the trace theorem, Theorem 4.1.1, now yields that for ǫ1 >
1
2
‖T [p+λ ] ‖Hσ1,σ2(Σ) ≤ C‖p+λ ‖Hǫ1,ǫ2 (Q+) = O(λ−ǫ0), (4.19)
where σ1 = ǫ1 − 12 and σ2 = ǫ2(1− 12ǫ1 )
We have so far shown the existence of a weak limit p∗. We would very much like for this
limit to coincide with the solution of the Smoluchowski problem, ρ. This is the content of
the next lemma:
Lemma 4.5.2. pλ ⇀ E0 [ρ] weakly.
Proof. Lemma 4.5.1 implies that for any 0 ≤ σ1, σ2 < 12 , ‖p+λ ‖Hσ1,σ2(Σ) → 0 or in other
words that ‖p∗‖Hσ1,σ2 (Σ) = 0. Since pλ is uniformly bounded in H1,1(Q+), we have that
pλ|Σ is uniformly bounded in H
1
2
, 1
2 (Σ). Since H
1
2
, 1
2 (Σ) →֒ Hσ1,σ2(Σ) embeds compactly
for 0 ≤ σ1, σ2 < 12 , it follows that p∗|Σ = 0 in H
1
2
, 1
2 (Σ) and thus p∗ ∈ H1,0Γ (Q−)
Now for any ψ ∈ H1(Q−) with ψ|Σ = 0 and ψ|Ω−
{T}
= 0, let φ = E0 [ψ] and note that
φ ∈ H1(Q) in view of Corollary 4.2.1. By weak convergence we have that:
0 = −
∫
Q
pλ∂tφ+ κ
∫
Q
∇pλ · ∇φ−
∫
Ω{0}
E0 [g]φ+ λ
∫
Q+
pλφ −→
−→ −
∫
Q−
p∗∂tψ + κ
∫
Q−
∇p∗ · ∇ψ −
∫
Ω−
{0}
gψ
Hence p∗ is a weak solution to the Smoluchowski equation and by uniqueness p∗ = ρ
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Since 1/2 < ǫ1 < 1, it follows that 0 < ǫ0 < 1/4. Our immediate goal is to deal with the
right endpoint case, i.e. the possibility of ǫ0 = 1/4. As we have said before, our estimates
don’t allow us to get strong convergence in H1,1. However, if we seek convergence in less
regular space, we can still obtain this seemingly optimal rate.
Define the error, e between the two solutions outside the binding region: e(t, x) := p−λ (t, x)−
ρ(t, x) for x ∈ Ω−. It follows from equations (4.3) and (4.7) that e satisfies
∂e
∂t
= κ∆e, (t, x) ∈ Q− (4.20)
with the boundary conditions:
e(t, x) = p+λ (t, x), (t, x) ∈ Σ,
∇e(t, x) · nˆ = 0, (t, x) ∈ Σ0
 (4.21)
And the initial condition e(x, 0) ≡ 0. Thus e satisfies a homogenous heat equation in Q−
and is basically controlled by the behavior of pλ on Σ. We begin by noting that
Lemma 4.5.3 (L2 boundary convergence).
‖T [p+λ ] ‖L2(Σ) = O(λ−14 ), asλ→∞.
Proof. By Theorem 4.1.2 we have that
‖T [pλ] ‖L2(Σ) ≤ Cǫ‖pλ‖L2(Q+) + ǫ‖∇pλ‖L2(Q+) (4.22)
By Lemmas 4.4.1 and 4.4.2 we have that ‖∇pλ‖L2(Q+) is uniformly bounded and that
‖pλ‖L2(Q+) ≤
C√
λ
,
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which tends to 0 as λ→∞. Thus it follows from (4.22) that for suitable choice of ǫ > 0
lim sup
λ→∞
‖T [pλ] ‖L2(Q+) ≤ C˜ǫ (4.23)
and this gives
lim
λ→∞
‖T [pλ] ‖L2(Q+) = 0.
Given that we want (4.23) to hold, we require from (4.22) that
lim sup
λ→∞
2CǫK√
λ
= 0.
However, Cǫ = 1/ǫ and thus the above equation is satisfied only if ǫ is O(λδ−
1
2 ) for any
0 < δ < 1/2. The optimal choice is δ = 1/4 from which we get that ‖T [pλ] ‖L2(Σ) =
O(λ−1/4).
Since pλ → 0 on Σ, and e in some sense will be controlled by the behavior of the data
on Σ ,we expect that that e → 0 as well, by parabolic regularity. However, our estimates
thus far are too weak. The classical case in which the boundary data is in H3/2,3/4 was
widely studied in ladyzhenskaya et al [34]. Thus we need to expand our notion of a
weak solution to allow for less regular boundary data. There’s more than one way to do
this - see, for example, nowakowski and zajaczkowski [41] where solutions are found,
in local coordinates, using a boundary integral representation via convolution with the
fundamental solution of the heat equation given by the formula
G(t, x) =

1
(4πt)
m
2
e−
|x|2
4t , t > 0
0 t < 0
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4.5.1 Very Weak Solutions
Consider the following abstract problem
(∂t −∆)u = f (t, x) ∈ Q−
u = g (t, x) ∈ Σ
∇u · nˆ = 0 (t, x) ∈ Σ0
u(0, x) ≡ u0(x)

(4.24)
We will now give a way to define solutions with rather rough inhomogenous data f(t, x),
g(t, x) and u0(x). The technique is essentially a time reversal and transposition argument
and is due to lions and magenes [37] but we follow the development of [16] and [5]. Let
v ∈ L2(Q−) be arbitrary. Consider first the solution operator
S : L2(Q−)→ H2,1Γ (Q−)
v 7→ w
where w(t, x) the unique solution of the auxiliary problem:
(−∂t −∆)w = v (t, x) ∈ Q−
w = 0 (t, x) ∈ Σ
∇w · nˆ = 0 (t, x) ∈ Σ0
w(T, x) = 0.

(4.25)
We assume that the map S exists and is bounded. Using this solution operator we now
define the following map:
L : L2(Q−)→ H1Γ(Ω−)×H
1
2
, 1
4 (Σ)
v 7→
(
Sv|Ω{0} ,
∂(Sv)
∂n
∣∣∣∣
Σ
)
(4.26)
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It follows from Theorem 4.1.1 that L is a bounded linear map since it is a composition of
bounded linear maps.
Now suppose that the data f(t, x), g(t, x) and u0(x) of (4.24) are in L
2(Q−), H−
1
2
,− 1
4 (Σ)
and (H1Γ(Ω
−))∗ respectively the dual spaces of L2(Q−), H
1
2
, 1
4 (Σ) and H1Γ(Ω
−). We can
then define the linear functional:
Bf,g,u0(v)
1 :=
∫
Ω
u0(x)w(x, 0) dx +
∫
Q−
f(t, x)w(t, x)−
∫
Σ
g(t, x)
∂w
∂n
(t, x) (4.27)
where w = S(v).
Definition 4.5.1. We say that u is a very weak solution of (4.24) if
Bf,g,u0(v) =
∫
Q−
u(t, x)v(t, x) ∀v ∈ L2(Q−) (4.28)
As motivation for our definition of very weak solutions, let w and v satisfy (4.25). For any
φ smooth enough satisfying ∇φ · n|Σ0 = 0 an integration by parts gives
∫
Q−
φ(t, x)v(t, x) ≡
∫
Q−
(−∂t −∆)w(t, x)φ
= −
 ∫
Ω{T}
φw −
∫
Ω{0}
φw −
T∫
0
∫
Ω−
w∂tφ
− T∫
0
 ∫
∂Ω−
φ∇w · n −
∫
Ω−
∇w · ∇φ

=
∫
Ω{0}
φw +
∫
Q−
∂tφw −
∫
Σ
φ
∂w
∂n
+
T∫
0
 ∫
∂Ω−
w∇φ · n−
∫
Ω−
w∆φ

=
∫
Ω{0}
φw +
∫
Q−
(∂t −∆)φw −
∫
Σ
φ
∂w
∂n
Remark 10. This definition for a weak solution should be contrasted with the one previously
given. First of all, the regularity requirement of the solution is weaker. Second of all the
1Strictly speaking these integrals should be parings between the spaces and their duals
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“test functions” and the solution lie in the same space.
Theorem 4.5.2. The equations (4.24) admit a unique very weak solution u ∈ L2(Q−)
Proof. First we note that Bf,g,u0 is a bounded linear functional on L
2(Q−) since
|Bf,g,u0(v)| =
∣∣∣∣∣∣∣
∫
Ω
u0(x)w(x, 0) dx +
∫
Q−
f(t, x)w(t, x) dx dt −
∫
Σ
g(t, x)
∂w
∂n
(t, x) dx dt
∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∫
Ω
u0(x)w(x, 0) dx
∣∣∣∣∣∣ +
∣∣∣∣∣∣∣
∫
Q−
f(t, x)w(t, x) dx dt
∣∣∣∣∣∣∣ +
∣∣∣∣∣∣
∫
Σ
g(t, x)
∂w
∂n
(t, x) dx dt
∣∣∣∣∣∣
≤ ‖u0‖(H1Γ(Ω−))∗‖w(0, ·)‖H1Γ(Ω−) + ‖f‖L2(Q−)‖w‖L2(Q−)
+ ‖g‖
H−
1
2 ,−
1
4 (Σ)
‖∂w
∂n
‖
H
1
2 ,
1
4 (Σ)
≤ C1‖u0‖(H1Γ(Ω−))∗‖w‖H2,1(Q−) + ‖f‖L2(Q−)‖w‖H2,1(Q−)
+ C2‖g‖
H−
1
2 ,−
1
4 (Σ)
‖w‖H2,1(Q−)
≤ C
(
‖u0‖(H1Γ(Ω−))∗ + ‖f‖L2(Q−) + ‖g‖H− 12 ,− 14 (Σ)
)
‖w‖H2,1(Q−)
≤ C
(
‖u0‖(H1Γ(Ω−))∗ + ‖f‖L2(Q−) + ‖g‖H− 12 ,− 14 (Σ)
)
‖v‖L2(Q−)
It then follows by the Riesz representation theorem that there exists a unique u ∈ L2(Q−)
such that
Bf,g,u0(v) = (u, v)L2(Q−) :=
∫
Q−
u(t, x)v(t, x) ∀v ∈ L2(Q−)
and we have the estimate that
‖u‖L2(Q−) ≤ C
(
‖u0‖(H1Γ(Ω−))∗ + ‖f‖L2(Q−) + ‖g‖H− 12 ,− 14 (Σ)
)
(4.29)
Thus, we immediately obtain the following which can be regarded as the main contributions
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of this chapter:
Theorem 4.5.3 (Main result I). The difference, e, between the two models satisfies:
‖e‖L2(Q−) := ‖p−λ − ρ‖L2(Q−) ≤ C‖T
[
p+λ
] ‖L2(Σ) = O(λ−14 ) (4.30)
Proof. Simply apply Theorem 4.5.2 with f = 0, u0 = 0 and g = p
+
λ
∣∣
Σ
and use (4.29).
Theorem 4.5.4 (Main result II). Let 0 < ε1, ε2 < 1 be fixed. Then ‖p−λ −ρ‖Hε1,ε2 (Q−) → 0,
O(λ−ε0) where ε0 := min
(
1−ε1
4 ,
1−ε2
4
)
,
Proof. Since pλ − E0 [ρ] ⇀ 0 weakly in H1,1 it follows p−λ − ρ is a uniformly bounded
sequence and that, for some C (which can be obtained from Lemmas 4.4.1 and 4.4.2), we
have ‖p−λ − ρ‖H1,1(Q−) ≤ C. Theorem 4.5.3 now gives ‖p−λ − ρ‖L2(Q−) = O(λ−
1
4 ) and the
result follows by interpolation as in the proof of Lemma 4.5.1.
We end this section with a few remarks. We, just very recently, became aware of a book by
lions [36] while this was being written up. It seems like quite general singular perturbation
problems are considered also from the functional analytic frame work. It is unclear if this
problem could be put in the general framework considered in that book.
Of course there is still the question of optimality of the rates derived. The careful reader
will note that our estimates all follow from the basic a priori estimates of Lemmas 4.4.1
and 4.4.1 which we have systematically milked for as much information as we could. It’s
not immediately clear to me if these rates in the norms considered are optimal and if not
how they can be sharpened. A possible step in this direction may follow from some of the
considerations in the next section.
61
4.6 Convergence Results II
We will now focus some more attention on the behavior in the binding region. We start
by showing that on sets strictly contained in the binding region we have a faster rate of
convergence. First a familiar definition. Let d(x,Γ) denote the distance from x to the
boundary Γ. For V ⋐ Ω+ we define
d(V,Γ) = inf
x∈V
d(x,Γ)
We then have the following:
Lemma 4.6.1 (Interior Estimates). Let pλ(t, x) solve the Doi problem and satisfy the
conditions of Lemmas 4.4.1 and 4.4.2. Let V ⋐ Ω+, i.e. V has compact closure and is
bounded away from Γ. Then there exists a C > 0 such that
‖pλ‖L2(I;L2(V )) ≤
C
d(V,Γ)λ
(4.31)
‖∇pλ‖L2(I;L2(V )) ≤
C
d(V,Γ)λ1/2
(4.32)
Proof. Let V and W be open smoothly bounded sets such that V ⋐ W ⋐ Ω+. Choose
a smooth bump function η such that η(x) ≡ 1 on V and η(x) ≡ 0 on Ω+\W . As in the
proofs of the previous Lemmas, multiply equation (4.5) by η2(x)pλ(t, x) and integrate over
Ω+ to obtain:
∫
Ω+
∂pλ
∂t
pλ(t, x)η
2(x) dx = κ
∫
Ω+
∆pλ(pλ(t, x)η
2(x)) dx− λ
∫
Ω+
p2λη
2(x) dx
Again for convenience we suppress the independent variables. We use an integration by
parts on the first term on the RHS to obtain
∫
Ω+
∂pλ
∂t
pλη
2 dx = κ
[∫
Γ
(pλη
2)(∇pλ · nˆ) dσ −
∫
Ω+
∇pλ · ∇(pλη2) dx
]
− λ
∫
Ω+
p2λη
2 dx
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By the choice of η the integral over ∂U vanishes. It follows that the above equation becomes
1
2
d
dt
∫
Ω+
(ηpλ)
2 dx+ λ
∫
Ω+
(ηpλ)
2 dx = −κ
∫
Ω+
∇pλ ·
(
η2∇pλ + 2ηpλ∇η
)
dx
Rearranging slightly we obtain
1
2
d
dt
∫
Ω+
(ηpλ)
2 + λ
∫
Ω+
|ηpλ|2 + κ
∫
Ω+
(η∇pλ)2 = −κ
∫
Ω+
2ηpλ∇pλ · ∇η
≤ κ
∫
Ω+
|2ηpλ∇pλ · ∇η|
≤ 2κ
[
1
2θ
∫
Ω+
|pλ∇η|2 + θ
2
∫
Ω+
|η∇pλ|2
]
The last inequality follows by Cauchy’s inequality and holds for arbitrary θ > 0. Choosing
θ = κ/2, we get
1
2
d
dt
‖ηpλ(·, t)‖2L2(Ω+) + λ‖ηpλ‖2L2(Ω+) +
κ
2
‖η∇pλ‖2L2(Ω+) ≤
2
κ
‖(∇η)pλ‖2L2(Ω+)
Note that we can choose η such that |∇η| ≤ 2
d(V,Γ)
. Again integrating the inequality and
using (the proof of) Lemma 4.4.2 we get
‖pλ‖L2(I;L2(V )) ≤ ‖ηpλ‖L2(I;L2(Ω+)) ≤
C
d(V,Γ)λ
,
and
‖∇pλ‖L2(I;L2(V )) ≤ ‖η∇pλ‖L2(I;L2(Ω+)) ≤
C
d(V,Γ)λ1/2
,
where C = C(κ, ‖g‖L2). This concludes the proof.
Remark 11. The proof of the last lemma actually shows, by an application of Gronwall’s
inequality, that
‖ηpλ(·, t)‖2L2(Ω+) ≤
4
κ
∫ t
0
∫
Ω+
e−2λ(t−s) |∇η|2 |pλ(x, s)|2 dx ds
Chapter 5
An Asymptotic Expansion
Do, or do not. There is no try.
Master Yoda, STAR WARS
Our goal now is to try to construct an asymptotic expansion of the Doi solution pλ(x, t)
which will be valid in a neighborhood of the boundary, Γ of the binding region. Our
approach closely follows the method developed by visik and lyusternik in [51, 52, 53] for
elliptic problems. Let λ = ǫ−2, so that instead of thinking about an asymptotic expansion
about λ =∞, we think of an expansion about ǫ = 0. Note that the Doi model equation (1.5)
can be written as
Lǫpǫ(x, t) = 0
with
Lǫ =

L0 :=
∂
∂t
− κ∆, x ∈ Ω+
L0 + ǫ
−2 x ∈ Ω−
and Lǫ has the Neumann boundary conditions on ∂Ω. It is important to note that L0 in
Ω−, with the Neumann boundary conditions, is just the Smoluchowski operator. A few
things need to be done in order to obtain an asymptotic expansion:
a) One needs to construct, at least formally, a local asymptotic expansion
b) “Patch” the local expansions constucted and show that at least formally it still solves
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the PDE
c) Find estimates for remainder terms when the local/global expansions are truncated
We will only focus on the first task in this Chapter and even so the treatment will not be
complete. We will point out what needs to be done if it is to all work out.
5.1 Preliminaries
Fix a point x0 ∈ Γ. We assume, as in Chapter 4 that x0 is in the domain of a Ck,l
diffeomorphism. Let the change of variable be y = Φ(x). Let B := Bδ(x
0) and we write
this change of variables, after a possible rotation, translation and/or relabeling as:
yi = xi, i ≤ m− 1
yi = xi − φ(x1, . . . , xm−1), i = m
 (5.1)
Here φ is a local representation of Γ as a graph. We can cover Γ by a finite open cover of
such balls, Bl := Bδ(x
0
l ), and we have the associated diffeomorphisms, Φ
l, for l = 1 . . . N .
Let {ψl}Nl=1 be a partition of unity subordinate to the cover {Bl}Nl=1. We now need to
prescribe a choice of δ. Again, since Γ is compact, it has a tubular neighborhood Nh(Γ)
and we choose δ > 0 such that Bl ⊂ Nh(Γ).
By construction the coordinates y are local coordinates in Nh and h is such that the
normals, on Γ, do not intersect. Let y′ = (y1, . . . , ym−1) and we let N+h = Ω
+ ∩ Nh, the
part of the tubular neighborhood in the binding region Ω+. Let B˜l = Φl(Bl) and note that
Φl(x0l ) = 0. Also let Γ˜
l = Φl(Bl ∩ Γ). By construction, on Γ˜l we have in local coordinates
that ym = 0. Also, we define B˜
l± = {y ∈ B˜l| ± ym > 0}.
For an arbitrary real valued function u(x) ∈ C(Bl) we can defined its “pullback” ((Φl)−1)∗ :
C(Bl) → C(B˜l) by ((Φl)−1)∗[u](y) = u((Φl)−1(y)) and similarly, for a function v(y) ∈
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C(B˜l), (Φl)∗[v](x) = v((Φl)(x)). Since our goal is to analyze the Doi model in local
coordinates we will need the following:
uxi =
∂
∂xi
v(y) =
∂
∂xi
v(Φl(y)) =
m∑
j=1
vyj
∂Φlj
∂xi
(uxi)xi =
∂
∂xi
 m∑
j=1
vyj
∂Φlj
∂xi
 = m∑
j=1
(
m∑
k=1
[
vyjyk
∂Φlj
∂xi
∂Φlk
∂xi
]
+ vyj
∂2Φlj
∂xi2
)
And that
∆u ≡
m∑
i=1
uxixi =
m∑
i=1
 m∑
j=1
(
m∑
k=1
[
vyjyk
∂Φlj
∂xi
∂Φlk
∂xi
]
+ vyj
∂2Φlj
∂xi2
)
=
m∑
i,j,k=1
vyjyk
∂Φlj
∂xi
∂Φlk
∂xi
+
m∑
i,j=1
vyj
∂2Φlj
∂xi2
Define
Aljk =
m∑
i=1
∂Φlj
∂xi
∂Φlk
∂xi
≡ ∇Φlj · ∇Φlk
blj =
m∑
i=1
∂2Φlj
∂xi2
≡ ∆Φlj
Using eq (5.1) we have explicitly that:
Aljk =

0, 1 ≤ j 6= k ≤ m− 1
1, j = k ≤ m− 1
−φlxk , j = m, k ≤ m− 1
1 +
∣∣∇φl∣∣2 j = k = m
blj =

0, for j ≤ m− 1
−∆φl, for j = m

(5.2)
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The following should be obvious and allows us to simplify the expression for the conormal
derivative:
Lemma 5.1.1. Let f1(x) and f2(x) be C1 functions up to the boundary such that f1
∣∣
Γ˜l
=
f2
∣∣
Γ˜l
, then ∇f1 · n∣∣
Γ
= ∇f2 · n∣∣
Γ
⇐⇒ f1xm(x′, φl(x′)) = f2xm(x′, φl(x′))
Proof. This is a simple computation. Define F (x) = xm − φl(x′). In Bl, the boundary is
given by the level set of F = 0. It follows that ∇F = (−∇φl, 1). is a vector normal to the
surface. Define hj(x′) = f j(x′, φl(x′)), j = 1, 2 and note that:
∂hj
∂xi
(x′) =
[
∂f j
∂xi
+
∂f j
∂xm
φlxi
]∣∣∣∣
(x′,φl(x′))
We then have:
∇f j · n∣∣
Γ
=
[
∂f j
∂xm
−
m−1∑
i=1
∂f j
∂xi
φlxi
]∣∣∣∣∣
(x′,φl(x′))
≡ −
m−1∑
i=1
∂hj
∂xi
(x′)φlxi(x
′) +Almmf
j
xm(x
′, φl(x′))
The result then follows by noting that by hypothesis h1(x′) ≡ h2(x′) and ∇x′h1(x′) ≡
∇x′h2(x′) and that Almm 6= 0
For an arbitrary function w(y, t) defined in B˜l, in local coordinates the equations are
wt =
∑
j,k
Ajkwyjyk(y, t) +
∑
j
bjwyj(y, t)−
w
ǫ2
, y ∈ B˜l+
wt =
∑
j,k
Ajkwyjyk(y, t) +
∑
j
bjwyj(y, t), y ∈ B˜l−
 (5.3)
w(y, 0) =

0, y ∈ B˜l+
g˜(y) := ((Φl)−1)∗[g](y), y ∈ B˜l−
(5.4)
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w(y′, 0, t)
∣∣+
Γ˜l
= w(y′, 0, t)
∣∣−
Γ˜l
∂w(y′, 0, t)
∂ym
∣∣∣∣+
Γ˜l
=
∂w(y′, 0, t)
∂ym
∣∣∣∣−
Γ˜l
 (5.5)
where we have used Lemma 5.1.1. Now we further scale the variables in the subdomain
B˜l+ × [0, T ] by letting r = ym/ǫ and s = t/ǫ2 :≡ βǫ(t) so that we have
ws
ǫ2
=
1
ǫ2
[
Amm(y
′)wrr − w
]
+
1
ǫ
[
m−1∑
k=1
2Amkwryk + bmwr
]
+
m−1∑
j,k=1
Ajkwyjyk+
m−1∑
j
bjwyj (5.6)
Denote this change of variable by the above scaling by Sǫ, that is Sǫ(y
′, ym, t) := (y′, r, s).
Using (5.2) and (5.6) we have, in local coordinates, that
L˜ǫ =

ǫ−2
(
M0 + ǫM1 + ǫ
2M2
)
, (y′, r, s) ∈ Sǫ(B˜l+ × (0, T ])
L˜0, (y, t) ∈ B˜l− × (0, T ]
(5.7)
where
M0 =
∂
∂s
−Amm(y′) ∂
2
∂r2
+ 1
M1 = −2
m−1∑
k=1
Amk
∂2
∂r∂yk
− bm ∂
∂r
M2 = −
m−1∑
k=1
∂2
∂yk∂yk

(5.8)
Let W l be the set defined by W l := {y ∈ Rm : y′ ∈ Γ˜l, and, ym ≥ 0}.
Remark 12. We point out here that it may be more expedient to assume that the local
coordinate maps all map to the same fixed set such as a ball.
5.2 The Asymptotic Expansion
Now let u˜ǫ(y
′, ym, t) be the solution in local coordinates and consider the expansion:
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u˜+ǫ (s, y
′, r) = v˜0(s, y′, r) + ǫv˜1(s, y′, r) + ǫ2v˜2(s, y′, r) + . . . , (y′, r, s) ∈ Sǫ(B˜l+ × (0, T ])
u˜−ǫ (t,y) = u˜0(t,y) + ǫu˜1(t,y) + ǫ
2u˜2(t,y) + . . . , (y, t) ∈ B˜l− × (0, T ]

(5.9)
and
p+ǫ (t, x) = (Sǫ ◦ Φl)∗[u˜+ǫ ]
p−ǫ (t, x) = (Φ
l)∗[u˜−ǫ ]
Subsitituting (5.9) it follows that we have
L˜0
(
u˜0 + ǫu˜1 + ǫ
2u˜2 + . . .
)
= 0, (y, t) ∈ B˜l− × (0, T ]
ǫ−2
(
M0 + ǫM1 + ǫ
2M2
) (
v˜0 + ǫv˜1 + ǫ
2v˜2 + . . .
)
= 0, (y′, r, s) ∈ Sǫ(B˜l+ × (0, T ])

(5.10)
The boundary conditions become
u˜0(t, y
′, 0)+ǫu˜1(t, y′, 0)+. . .+ǫnu˜n(t, y′, 0)+. . . = v˜0(t, y′, 0)+ǫv˜1(t, y′, 0)+. . .+ǫnv˜n(t, y′, 0)+. . .
(5.11)
∂u˜0
∂ym
(t, y′, 0) + ǫ
∂u˜1
∂ym
(t, y′, 0) + ǫ2
∂u˜2
∂ym
(t, y′, 0) . . . =
∂v˜0
∂ym
(t, y′, 0)+ (5.12)
+ ǫ
∂v˜1
∂ym
(t, y′, 0) + ǫ2
∂v˜2
∂ym
(t, y′, 0) + . . .
≡ 1
ǫ
∂v˜0
∂r
(t, y′, 0) +
∂v˜1
∂r
(t, y′, 0) + . . .
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and the initial conditions
u˜0(0,y) + ǫu˜1(0,y) + ǫ
2u˜2(0,y) + . . . = gˆ(y)
v˜0(0, y
′, r) + ǫv˜1(0, y′, r) + ǫ2v˜2(0, y′, r) + . . . = 0
 (5.13)
The idea is to consider the equation at each power of ǫ and obtain equations to determine
the v˜i and the u˜i. Using equations (5.10)-(5.13) we get
M0v˜
l
0 = 0, inSǫ(B˜
l
+ × (0, T ])
∂v˜l0
∂r
∣∣∣∣
r=0
= 0
v˜l0(0, y
′, r) ≡ 0

(5.14)
L˜0u˜0 = 0
u˜0(t, y
′, 0) = v˜0(t, y′, 0)
u˜0(0,y) = gˆ(y)

in B˜l− × (0, T ] (5.15)
Note that the equation (5.15) is really valid in local coordinates only. However, we now
make the ad hoc assumption that (5.15) is valid in Ω− and we use the local representation
only to couple the u˜ and v˜ equations1. Indeed, let ϑl be a smooth bump function supported
in B˜l such that ϑl = 1 for y ∈ Φl(supt(ψl)). Define
v0(t, x) =
N∑
l=1
(Φl)∗[ϑlS∗ǫ [v˜
l
0]] (5.16)
We can the rewrite (5.15) as
1There seems to be a slight problem with this since it’s not clear how the boundary conditions all fit in
together. But we proceed anyway.
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L0u0 = 0, (t, x) ∈ Q−
u0(t, x)|Γ = v0(t, x)|Γ
∇u0 · nˆ|Γ0 = 0
u0(0, x) = g(x)

(5.17)
For j ≥ 1, note that
uj−1|Bl =
∑
{k:x∈Bk∩Bl}
ψl(x)uj−1(t, x)
Set v˜−1(t, y′, r) = 0. Hence for j ≥ 1 we get the coupled recursion
M0v˜j = −M1v˜j−1 −M2v˜j−2, inSǫ(B˜l+ × (0, T ])
∂v˜j
∂r
(s, y′, 0) =
∂
∂ym
(
((βǫ ◦Φl)−1)∗[uj−1|Bl ]
)∣∣∣∣
ym=0
v˜j(0, y
′, r) ≡ 0

(5.18)
By defining:
vj(t, x) =
N∑
l=1
(Φl)∗[ϑlS∗ǫ [v˜
l
j]] (5.19)
we then solve the equation
L0uj = 0, (t, x) ∈ Q−
uj(t, x) = vj(t, x), (t, x) ∈ Σ
∇uj · nˆ = 0 (t, x) ∈ Σ0
uj(0, x) = 0

(5.20)
The strategy is to solve the interior problem (5.18) for v˜j and to use this solution to solve
the exterior problem (5.20) for u˜j and to proceed recursively. We will need the following
71
which we state without proof:
Lemma 5.2.1. The solution of the constant coefficient heat type equation
(
∂
∂s
− a ∂
2
∂r2
+ k
)
w = f1(r, s), 0 ≤ r <∞, s > 0
w(0, r) = f2(r),
∂w
∂r
(s, r)
∣∣∣∣
r=0
= f3(s),

(5.21)
is
w(s, r) =
s∫
0
∞∫
0
f1(ξ, τ)G(r, ξ, s − τ) dξ dτ +
∞∫
0
f2(ξ)G(r, ξ, s) dξ −a
s∫
0
f3(τ)G(r, 0, s − τ) dτ
(5.22)
where
G(r, ξ, s) =
e−ks
2
√
aπs
{
exp
[
−(r − ξ)
2
4as
]
+ exp
[
−(r + ξ)
2
4as
]}
(5.23)
Lemma 5.2.2 (Existence, Uniqueness and Regularity for Exterior Problem). Let L0 :=
∂
∂t
− κ∆ be the usual heat operator. Then the boundary value problem:
L0w = 0 (t, x) ∈ Q−
w = h1 (t, x) ∈ Σ
∇w · nˆ = 0 (t, x) ∈ Σ0
w(0, x) = h2(x)

(5.24)
has a unique solution
5.2.1 The case j = 0
We apply Lemma 5.2.1 with f1 = f2 = f3 ≡ 0 to obtain that v˜l0 ≡ 0 for each l = 1 . . . N
and hence that v0 = 0. We then see that u0(t, x) ≡ ρ(t, x), i.e. u0 is just the solution of
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the Smoluchowski equation.
5.2.2 The case j = 1
Again we apply Lemma 5.2.1 with k = 1, a = Amm(y
′), f1 = 0, f2 = 0 and f3 =
Dym
(
((βǫ ◦Φl)−1)∗[ρ|Bl ]
)
which we get by substituting into (5.18). Using (5.22) we get
that
v˜l1 = −
√
Amm(y′)
π
s∫
0
Dym
(
((βǫ ◦ Φl)−1)∗[ρ|Bl ]
)
(τ, y′, 0)
e
− r
2
4Amm(y′)(s−τ) e−(s−τ)√
s− τ dτ
(5.25)
Unravelling the definitions we get that
Dym
(
((βǫ ◦ Φl)−1)∗[ρ|Bl ]
)
(τ, y′, 0) = Dym
[
ρ|Bl (βǫ(τ),Φl(y))
]∣∣∣
ym=0
=
∂(ρ|Bl)
∂xm
(ǫ2τ, y′, φl(y′))
≡
(
∂ρ
∂xm
)∣∣∣∣
Bl
(ǫ2τ, y′, φl(y′))
and that
(Φl)∗[ϑlS∗ǫ [v˜
l
j ]](t,x) = ϑl(Φ
l(x)) v˜l(ǫ−2t, x′, ǫ−1(xm − φl(x′))
which implies that
v1(t, x) =
N∑
l=1
(Φl)∗[ϑlS∗ǫ [v˜
l
j ]]
= −
N∑
l=1
tǫ−2∫
0
√
Almm(x
′)
π
ϑl(Φ
l(x))
∂ρ
∂xm
(ǫ2τ, x′, φl(x′))
ǫe
− (xm−φl(x′))2
4Almm(x
′)(t−ǫ2τ) e−
(t−ǫ2τ)
ǫ2√
t− ǫ2τ dτ
= −
N∑
l=1
t∫
0
√
Almm(x
′)
π
ϑl(Φ
l(x))
∂ρ
∂xm
(τ, x′, φl(x′))
e
− (xm−φ
l(x′))2
4Almm(x
′)(t−τ) e−
(t−τ)
ǫ2
ǫ
√
t− τ dτ
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Now that v1 is known, the boundary condition is determined and we may then solve for u1
using (5.20). We also see that
∣∣∣vl1(t, x)∣∣∣2 ≤
∣∣∣∣∣∣∣
√
Almm(x
′)
π
t∫
0
∂ρ
∂xm
(t− τ, x′, φl(x′))e
− (xm−φ
l(x′))2
4Almm(x
′)τ e−
τ
ǫ2
ǫ
√
τ
dτ
∣∣∣∣∣∣∣
2
This in turn implies that
 T∫
0
∫
Bl
∣∣∣vl1(t, x)∣∣∣2 dx dt
1/2 ≤
 T∫
0
∫
Bl
∣∣∣∣∣∣
√
Almm(x
′)
π
t∫
0
ρxm(t− τ, x′, φl(x′))
e−
τ
ǫ2
ǫ
√
τ
dτ
∣∣∣∣∣∣
2
dx dt

1/2
Now an application of the generalized Minkowski inequality (see hardy, littlewood
and polya [27, Theorem 202]) yields
‖vl1‖L2(I×Bl) ≤
1√
π
t∫
0
e−
τ
ǫ2
ǫ
√
τ
 T∫
0
δ∫
0
∫
Blm−1
Almm(x
′)
∣∣∣ρxm(t− τ, x′, φl(x′))∣∣∣2 dx′ dxm dt

1/2
dτ
≤ (1 + ‖φl‖C1(Blm−1))
√
δ√
π
t∫
0
e−
τ
ǫ2
ǫ
√
τ
 T∫
0
‖ρxm(t− τ, ·)‖2L2(Γl)
1/2 dτ
≤ ‖ρxm‖L2(I×Γl)
C
√
δ√
π
t∫
0
e−
τ
ǫ2
ǫ
√
τ
dτ
≤ ‖ρxm‖L2(I×Γl)
2C
√
δ√
π
√
T
ǫ∫
0
e−τ
2
dτ
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≤ C
√
δ‖ρxm‖L2(I×Γl) erf
(√
T
ǫ
)
≤ C
√
δ‖ρxm‖L2(I×Γl),
which tells us that v1(t, x) is O(δ) (in the L2 topology) if, for example, ρ ∈ Hr,s(Q−) for
r > 3/2 (recall that δ was the “width” of the tubular neighborhood).
This computation shows us that we have to figure out the exact mapping properties of the
solution operators we are using. For if v1 is only in L
2, then the process breaks down since
in that case classical regularity result will only imply
• The trace of v1 is not well defined in which case we can’t solve (5.20) for u2
• u2 ∈ H 12 ,0 (if one looks for a very weak solution as in Chapter 4) in which case we
can’t take the trace of the normal derivative to use in (5.18) in order to determine v2
• We can’t apply the operator M1 to v1( in (5.18)) in order to solve for v2 since M1 is
a first order differential operator.
Of course it is possible to proceed in a formal manner and obtain the asymptotic expansion
but all these issues and more (especially the ones highlighted in the preamble to this
Chapter) still have to be addressed. We leave that for further investigation.
Chapter 6
Some Related Optimization Problems
Our goal in this chapter is to formulate what we feel is an interesting problem which, after
only an admittedly mild search, appears not to have been considered before - at least in the
context of stochastic reaction diffusion. Thus far, in the previous chapters, we’ve mainly
studied the problem of binding to a stationary target using the Smoluchowski model with
a Dirichlet boundary condition. As was hinted at in the Chapter 1, one could also consider
using a partial reflection Robin boundary condition on the boundary of the binding region.
Roughly speaking, the problem is: how close can the solution of the two equations be made
in theory and in simulations?
Of course we will no longer be only considering the limit problem λ → ∞ since, as we
just spent the last few chapters showing, we obtain the problem with Dirichlet boundary
conditions. Indeed, at least formally, the Dirichlet problem also corresponds to σ = ∞.
Thus we have the interesting fact that both models can me made to agree, at least formally
for now, when λ = σ =∞. Now for fixed 0 < λ <∞ can one choose σ in such a way that
the solutions of the two models are “optimally close”?
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6.1 A General Optimization Problem
We will try to formulate this a bit more precisely. We keep some of the notation from
Chapter 4. Define the two maps Sσ and Sλ by
Sσ : H
1(Q−)→ L2(Q)
h 7→ pσ
and
Sλ : H
1(Q)→ L2(Q)
g 7→ pλ
where as usual pλ is the solution to the Doi model (4.5) and pσ solves (4.3) with Robin
boundary conditions. Assuming for now that they are well defined, linear maps, we wish
to compare the maps Sσ and Sλ. However, because they are defined over different spaces,
we need some way to compare them. To this end recall the restriction map
P− : L2(Ω)→ L2(Ω−)
f 7→ f |Ω−
and the extension map
E0 : L
2(Ω−)→ L2(Ω)
g 7→ g1Ω−(x) :=

0, x ∈ Ω+
g(x), x ∈ Ω−
As we saw in Chapter 4, these maps are bounded and they both extend naturally as maps
P− : L2(Q) → L2(Q−) and E0 : L2(Q−) → L2(Q), which we have just denoted by the
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same symbols.
we can consider the operators
A1 : L
2(Ω−)→ L2(Q−)
g 7→ P−Sλ(E0 [g])− Sσ(g)
A2 : L
2(Ω−)→ L2(Q)
g 7→ Sλ(E0 [g])− E0 [Sσ(g)]
B1 : L
2(Ω)→ L2(Q−)
g 7→ P−Sλ(g)− Sσ(P−g)
B2 : L
2(Ω)→ L2(Q)
g 7→ Sλ(g)− E0
[
Sσ(P
−g)
]
Define the functionals
Ii(σ, λ, g) := ‖Ai(g)‖L2(Q−)
Ji(σ, λ, g) := ‖Bi(g)‖L2(Q);
and the associated functions
I˜i(σ, λ) = ‖Ai‖op := sup
g∈L2(Ω−)
‖g‖=1
Ii(σ, λ, g)
J˜i(σ, λ) = ‖Bi‖op := sup
g∈L2(Ω)
‖g‖=1
Ji(σ, λ, g),
for i = 1, 2. We now pose the following
1. Fix 0 < λ < ∞ and the initial condition g ∈ L2(Ω). Can one find σ∗i such that for
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all 0 < σ <∞ one has
Ji(σ
∗
i , λ, g) ≤ Ji(σ, λ, g)?
2. Fix 0 < λ <∞. Can one find σ∗∗i such that for all 0 < σ <∞ one has
J˜i(σ
∗∗
i , λ) ≤ J˜i(σ, λ)?
6.2 A (More) Concrete Minimization Problem
We will now formulate an optimization question which we feel is more tractable and also
more relevant for modeling stochastic reaction diffusion. It is related to minimizing the
“first reaction time”. Let y ∈ Ω− be fixed and let δ(x − y) denote the usual Dirac delta
distribution. Consider the above equations with initial condition g = δ(x − y), i.e. the
following equations for the Greens functions:
∂Gσ
∂t
= κ∆xGσ(x, y, t) (x, t) ∈ Q−
σGσ(x, y, t) = ∇Gσ(x, y, t) · nˆ, (x, t) ∈ Σ
∇Gσ(x, y, t) · nˆ = 0 (x, t) ∈ Σ0,
Gσ(x, y, 0) = δ(x− y)
and
∂Gλ
∂t
= κ∆xGλ(x, y, t)− λ1Ω+(x)Gλ(x, y, t) (x, t) ∈ Q
∇Gλ(x, y, t) · nˆ = 0 (x, t) ∈ Σ0,
Gλ(x, y, 0) = δ(x − y)
Hence Gσ (Gλ) is the probability density that a diffusing particle starting at y ∈ Ω− is
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located at the position x ∈ Ω− (resp.Ω) at time t. Let τσ(y) (resp. τλ(y)) denote the first
time that the diffusing particle leaves the domain, given that it was initially located at
position y. τσ(y) is a random variable which will depend on the sample (Brownian) path
chosen. Let ωσ(t) : [0,∞) → Ω− be such a path, then it follows that the first exit time is
given by
τσ(y) = inf{t |ωσ(t) /∈ Ω−, ω(0) = y}
For a path ωλ(t) : [0,∞)→ Ω, τλ(y) is similarly defined.
We will be ultimately interested in the mean first passage/exit time or mean first reaction
time. First define the survival probability Hσ(t; y) := Prob{τσ(y) ≥ t} and note that
Hσ(t; y) =
∫
Ω−
Gσ(x, y, t) dx
Note that Hσ(0; y) = 1 and that Hσ(∞; y) = 0. It then follows that the CDF for the exit
time Prob{τσ ≤ t|y} = 1−Hσ(t; y). Hence the exit time density satisfies
Prob{τσ(y) = t} = −dHσ
dt
It follows that the Mean First Passage Time (MFPT) which is the expectation of τσ is
given by
E [τσ] (y) :=
∞∫
0
−tdHσ
dt
dt
=
∞∫
0
−t d
dt
∫
Ω−
Gσ(x, y, t) dx
 dt
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=
∞∫
0
∫
Ω−
Gσ(x, y, t) dx
 dt
It turns out (see, for example, schuss [45] and gardiner [18]) that the MFPT satisfies,
in the SDLR2 model,
κ∆yE [τσ] (y) = −1 y ∈ Ω−
with the boundary conditions
∇E [τσ] · nˆ = σE [τσ] , for y ∈ Σ
∇E [τσ] · nˆ = 0, y ∈ Σ0
and in the case of the Doi model it satisfies
κ∆yE [τλ] (y)− λ1Ω+(y)E [τλ] (y) = −1, y ∈ Ω
with the boundary condition
∇E [τλ] · nˆ = 0, y ∈ Σ0.
The problem now is to minimize the difference between the MFPTs.
6.2.1 The Radially Symmetric Case
We will now consider the radially symmetric case. To simplify our notation, define
v1(r) ≡ E [τ∞] (r)
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v2(r) ≡ E [τσ] (r)
v3(r) ≡ E [τλ] (r)
It follows that v1(r) satisfies
∆rv1 = −1
κ
, rb < r < R
with the boundary conditions,
v1(rb) = 0,
∂v1
∂r
(R) = 0
A direct computation shows that the solution is
v1(r) =
r2b − r2
6κ
+
R3
3κ
[
1
rb
− 1
r
]
Similarly, we have that v2(r) satisfies
∆rv2 − λ
κ
1{r<rb}(r)v2 = −
1
κ
, 0 < r < R, (6.1)
with the boundary condition,
∂v2
∂r
(R) = 0,
A slightly more tedious computation shows that the solution is given by
v2(r) =

v+2 (r), 0 < r < rb,
v−2 (r), rb < r < R.
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Where
v+2 (r) =
1
λ
+
sinh
(
r
√
λ
κ
)
r
 R3 − r3b
3κ
(
rb
√
λ
κ cosh
(
rb
√
λ
κ
)
− sinh
(√
λ
κrb
))

and
v−2 (r) =
r2b − r2
6κ
+
R3
3κ
[
1
rb
− 1
r
]
+
+
1
λ
+
sinh
(
rb
√
λ
κ
)
rb
 R3 − r3b
3κ(rb
√
λ
κ cosh(rb
√
λ
κ)− sinh(
√
λ
κrb))

We also have that v3(r) satisfies
∆rv3 = −1
κ
, rb < r < R (6.2)
with the boundary conditions,
σv3(rb) =
∂v3
∂r
(rb),
∂v3
∂r
(R) = 0
The solution is given by:
v3(r) =
r2b − r2
6κ
+
R3
3κ
[
1
rb
− 1
r
]
+
1
σ
[
R3
3κr2b
− rb
3κ
]
We then get, after a slight simplification, that
v−2 (r)− v3(r) =
1
λ
+
R3 − r3b
3κrb
 1
rb
√
λ
κ coth(rb
√
λ
κ)− 1
− 1
σrb

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And thus by setting
σ =
 rb
rb
√
λ
κ coth(rb
√
λ
κ)− 1
+
3κr2b
λ(R3 − r3b)
−1 (6.3)
we can get the difference between the MFPTs to be zero!
Chapter 7
Summary and Conclusion
We have not succeeded in answering all
our problems. The answers we have
found only serve to raise a whole new
set of questions. In some ways we feel
we are as confused as ever, but we
believe we are confused on a higher
level and about more important things.
Author Unknown
We have considered two models of a diffusion limited bimolecular reaction with one of
the reactants stationary. Both models are stochastic in the sense that they are evolution
equations for the probability density for the location of the diffusing particle given that
it has not yet reacted with the stationary particle. We saw that in the Smoluchowski
diffusion limited reaction model, one uses boundary conditions to capture the reaction
mechanism. The other model we consider, the Doi model, captures the reaction mechanism
via so called interaction functions. We have carried out a somewhat careful study of the
use of arbitrarily large interaction functions (or potentials) to capture Dirichlet boundary
conditions i.e., instantaneous reactions - the so called large coupling limits.
We also pointed out in Chapter 6 an interesting optimization problem in the case where
we consider Robin boundary conditions. In order to consider more general boundary con-
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ditions and interaction functions, or obtain tighter estimates, some more work needs to be
done. Indeed, it seems we would need to carry out a more detailed study of general elliptic
boundary value problems - with the hope to gain insight into parabolic boundary value
problems. The sort of methods used hint towards parabolic boundary integral equations
as was done implicitly in Chapter 4 and explicitly (but very hastily) in Chapter 5. The
ideas in Chapter 5 seems to me to be the ones that need a thorough fleshing out.
We have only considered the bimolecular reaction with a stationary target. It would be an
interesting mathematical problem to treat the large coupling problem for more general, but
finite reaction systems, i.e., finite systems of PIDEs which were derived in Chapter 2. It is
here that we really see the need for a more careful study of boundary value problems for
parabolic systems. It is also an important question as to the possible rigorous derivation
(and validity) of the two models considered in this thesis.
Unfortunately, not all the results have been phrased in the best possible way nor have we
always given the best possible explanations of our ideas and methods. Hopefully, this will
come naturally as we gain a better understanding of our problems.
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