Long-standing difficulties in estimating item parameters in item response theory (IRT) (Mislevy, 1986) , suggest that this procedure may solve many of the remaining estimation problems in item response theory (IRT) (e.g., poorly determined parameter estimates even for large numbers of examinees).
Long-standing difficulties in estimating item parameters in item response theory (IRT) Mislevy (1986) presented a marginalized Bayesian procedure for estimating item parameters that is a direct extension of the approach of Bock and Aitkin (1981) . A distinguishing characteristic of Mislevy's procedure is its ability to constrain item parameter estimates (e.g., discrimination) from assuming unreasonable values. The conceptual and mathematical advantages of the Bayesian approach over earlier procedures, along with preliminary empirical evidence (Mislevy, 1986) , suggest that this procedure may solve many of the remaining estimation problems in item response theory (IRT) (e.g., poorly determined parameter estimates even for large numbers of examinees).
The implementation of the key components of the marginalized Bayesian procedure in the BILOG computer program (Mislevy & Bock, 1986 ) allows practitioners to take advantage of its comprehensive nature and mathematical elegance. However, relatively little is known about the performance of BILOG in estimating item parameters for small datasets (e.g., small numbers of items or examinees). Furthermore, little empirical evidence is available about the effects of different prior distribution variances on item parameter estimation in BILOG or the extent to which the default prior variance in BILOG is appropriate for small datasets.
The purpose of this study was to investigate the ability of BILOG to recover known item parameters for different numbers of items, examinees, and variances of the prior distributions of discrimination parameters for the two-parameter logistic IRT model. The intent was to determine the lower limit (in terms of numbers of examinees, items, and prior variance) at which the program satisfactorily recovers item parameters. The results should help to define limits on the appropriate use of BILOG and its default prior variance for small datasets. The two-parameter model was selected because of its applicability in a variety of settings (e.g., constructing multiple-choice items that respondents are unlikely to guess correctly) and because parameter estimation in this model is less intractable than in the three-parameter model. Once the effects of small datasets and varying prior variances have been documented for the two-parameter model, the research focus would naturally be expected to shift to the more complex three-parameter model.
Characteristics of BILOG Prior Distributions
A distinguishing characteristic of BILOG is its ability to impose prior distributions on the discrimination parameters. The default option in BILOG is designed to impose a prior distribution on discrimination parameters but no prior distribution for location parameters; it also permits prior distributions to be imposed on location parameters if desired. Ability (0) is assumed to be a continuous random variable with a prior distribution. Imposing a prior distribution on discrimination parameters has the effect of constraining estimates of these parameters from assuming unreasonable values, which is a problem that has plagued item parameter estimation in IRT (Mislevy, 1986 (Swaminathan & Gifford, 1985) . It is also assumed that such parameters are exchangeable (i.e., the prior probability distribution for a particular parameter is no different from that of any other parameter of the same type). By comparison, the estimation of location parameters usually proceeds smoothly and there is less need to impose prior distributions on these parameters (Mislevy, 1986) . (Mislevy & Stocking, 1989 (Swaminathan & Gifford, 1985) .
Parameter Estimation
Consider the probability of a correct response under a two-parameter logistic IRT (Harwell, Baker, & Zwarts, 1988 (75, 100, 150, 250, 500, or 1,000), number of items (15 or 25), and variance of the prior distributions for c~, (no prior, .75~, .5 , .25~, or .12 in a lognormal metric). The number of examinee conditions was selected to represent a range from a small (n = 75) to a moderately large sample (n = 1,000). The n = 250 condition was included because this value often appears when Bayesian estimation methods are employed (e.g., Mislevy, 1986) . The number of items conditions were believed to represent very short (i.e., 15) and moderately short tests.
In the no-prior-variance case, parameter estimation took place in the absence of prior information for o!;. In this condition, item parameter estimation (assuming that an appropriate prior is imposed for abilities and that the IRT model is correct) is equivalent to the marginalized maximum likelihood solution of Bock and Aitkin (1981) . The remaining prior variances (.75~, .5~, .25~, and .F) represent increasingly strong (i.e., informative) prior distributions (Mislevy & Stocking, 1989 (1) item response data corresponding to a two-parameter logistic model were generated for a specified number of examinees and items using the GENIRV (Baker, 1982) computer program; (2) aj and bj were sampled randomly for each item and Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ (Figure lb) .
The accuracy of parameter estimation for the 25-item test (Figure 2 ) was very similar to the results obtained for the 15-item test (Figure 1 ). The various prior variances had little effect on the accuracy of estimation once n > 100. In fact, the RMSD values for the smallest prior variance were slightly larger than those for the remaining prior variance conditions for larger numbers of examinees; this pattern persisted for the RMSD' values. This may result from the fact that such a small prior variance causes the slopes comprising the prior distribution to be very close to the mean of the distribution. This produces, in effect, a one-parameter IRT model with varying bj and a common slope. Parameter estimation of slopes in this model would not be as sensitive to increasing numbers of examinees as it would be in a model in which slope variability in the prior distribution was greater.
One aspect of Tables 3 and 4 Table 5 for each condition.
The results for a; in Table 5 suggest that the apparent prior variance by test length interaction is attributable to sampling error. In particular, the variability in the aj in Table 5 is very similar for both the 15-and 25-item cases; it is also similar to the variability in the aj for 25 items in Table 2 . However, the variability in the a; in Table 2 for 15 items is noticeably less than that reported in Table  5 . This suggests that the a; that were initially randomly sampled in GENIRV for 15 items were less variable than would be expected. 
