Abstract-Developing vigorous mathematical equations and estimating accurate parameters within feasible computational time are two indispensable parts to build reliable system models for representing biological properties of the system and for producing reliable simulation. For a complex biological system with limited observations, one of the daunting tasks is the large number of unknown parameters in the mathematical modeling whose values directly determine the performance of computational modeling. To tackle this problem, we have developed a datadriven global optimization method, nonlinear RANSAC, based on RANdom SAmple Consensus (a.k.a. RANSAC) method for parameter estimation of nonlinear system models. Conventional RANSAC method is sound and simple, but it is oriented for linear system models. We not only adopt the strengths of RANSAC, but also extend the method to nonlinear systems with outstanding performance. As a specific application example, we have targeted understanding phagocyte transmigration which is involved in the fibrosis process for biomedical device implantation. With well-defined mathematical nonlinear equations of the system, nonlinear RANSAC is performed for the parameter estimation. In order to evaluate the general performance of the method, we also applied the method to signalling pathways with ordinary differential equations as a general format.
I. INTRODUCTION
Computational modeling and simulation have been highlighted in biomedical researches for decades since they can provide blueprints for biological insights and new knowledge discovery without carrying out astronomically expensive biological experiments. They have played an important role in not only discovering biological components' nature but also providing quantitative prediction. However, the complexity and intractability of biological systems have made the desired goals challenging, which is followed by research endeavors utilizing mathematical system models. A typical system model is constructed based on biological hypotheses that are conventionally obtained from biological experiments and/or reported literature. The hypotheses may consist of several consecutive, causal stages reflecting relations among biological components of the system. Computational simulation with the maximum likelihood method can conduct quantitative prediction of biological components which are visible or invisible. Eventually, the simulation can provide evolutionary prediction over time, the evidence for the biological component's property, and discovery of system mechanism.
One of the major challenges for computational system modeling is the definition of system parameters. Parameter estimation has been dealt with as an optimization problem with methods categorized as linear or nonlinear optimization. Since most biological systems can not be represented by linear systems, in this study, we leave linear systems out of the discussion. We provide a simple but robust methodology for parameter estimation of a complex nonlinear system. To inherit the simplicity and outlier-resistent strengths of original RANSAC and to overcome the non-linear system limitation of RANSAC, we develop a nonlinear RANSAC method which turns out to be computationally efficient and better fitting results.
As a specific application example, parameter estimation for a phagocyte transmigration system is conducted. With remarkable development and increasing demands of medical implants such as breast implants, and encapsulated tissues/cells, medical implants are becoming more common. However, the increasing number of medical implants failure also has been reported. Medical implants provoke unpredicted responses and reactions from the immune system, and tend to lead fibrotic capsule formation surrounding the medical device. Phagocyte transmigration is one of the key steps involved in fibrosis formed around an implanted biomedical device. Accurate modeling and simulation of the phagocyte transmigration will disclose the contributing components and predict the evolution of foreign body responses, which will eventually lead to the failure rate reduction in implantation.
To evaluate the method with general applications, signaling pathway models with dynamic observations are synthetically generated, and the parameters which represent their signaling relations between components in the systems are estimated by the proposed nonlinear RANSAC method.
II. METHOD A. RANdom SAmple Consensus
Least squares approaches are commonly used for model fitting solutions in over-determined systems where there are more equations than unknown variables. Least squares approaches minimize the sum of residuals between data points and estimations. However, one of drawbacks of least squares is that least squares approaches are very sensitive to outliers, which consequently produce distorted results.
Random sample consensus was proposed by Fischler et al [1] to tackle the linear least squares problem that are sensitive to outliers. Unlike common numerical approaches based on least squares, RANSAC is a very simple and strong datadriven method to estimate reliable linear regression solution by ignoring outliers. RANSAC randomly selects s number of points from whole samples, and then fit the model with the selected subset of the samples through several iterations. For each iteration, it counts the number of points which are located within a certain distance between the fitted model and points of the sample subset. When the number of points accepted by the criteria is more than a threshold T or it meets a predefined maximum iteration k, it stops. The threshold T is the minimum inlier number in the sample subset in order to accept that the model is correct. In RANSAC method, there are three input parameters required to be pre-defined, which are the number of iteration trials k, the threshold T , and the error-tolerance ξ for the tolerance distance between estimations and observations to check if the data point is inlier or not. To compute k, it assumes that w is the probability that a certain data point is within the error tolerance of the model, b is the probability that the s selected data points in the sample subset are all inliers (i.e., b = w s ), and z is the desired probability to have enough good samples.
Moveover, it needs to calculate T which is the least number of inliers for the sample subset belonging to error tolerance of the model. In other words, when the number of inliers reaches T , the iteration would terminate early.
where N is the total number of the data points. Error-tolerance ξ is usually determined empirically.
B. Nonlinear RANSAC for nonlinear systems
While RANSAC is suggested for linear systems, biological system modeling is mainly built by using nonlinear mathematical functions due to biological complexity. In this paper, nonlinear RANSAC is introduced which extends RANSAC method to complex nonlinear systems. The overall process is described in the following. 1) Generate sample subsets.
2) Solve minimizing the score function with constraints.
3) Count the number of samples belong to the error tolerance of the model. 4) If the count number is larger than T , it terminates. 5) If the iteration number is larger than k, it terminates. 6) Otherwise repeat (1) - (5) iteratively. 7) A local optimizer is performed with inliers. The method targets the parameter estimation solution of nonlinear systems fitting the model to the observation data.
Like RANSAC, it produces k subsets of samples randomly selected using uniform distribution, where the size of samples subset s is defined in Eq. (3). s = min (P, γ) (3) where P is the number of parameters, and γ is the threshold of the maximum sample size. Then, each subset generates constraints with the selected samples. The score function is defined in Eq. (4) by least squares function but only with sample subsets. At least P number of sample subsets are normally required to determine the function. However, the cost would be exponentially increasing with large sample size since the large sample size produces tremendous constraints. Therefore, the threshold of maximum sample size γ is used.
Let S i be a sample subset, i.e.,
, and S ∈ . f (x; p) is the nonlinear function to represent the model where x is a state variable, and p is a parameter vector;
where F (x, S; p) is the least square function with only sample subsets, ξ is the error tolerance to determine acceptance of the sample points which means the data points are compatible to the system as inliers. The minimization problem with inequality constraints can be solved by Lagrange multiplier.
The inequality constraints and small size of observations limit the boundary of hyperspace for parameter p, and reduce computational complexity with only selected samples without sensitivity to outliers. It produces approximately estimated parameter p which makes the error residual to be minimized with sample subsets. Meanwhile, it also counts the number of observations belonging to within error tolerance of the model with the estimated parameter. Nonlinear RANSAC also has the same criteria to terminate the iterations: (1) the number of iterations is more than k by Eq. (1); (2) the number of samples within the error tolerance of the model is satisfied with T in Eq. (2) with a prior probability w.
Although nonlinear RANSAC algorithm results in reliable parameter estimation, the result, however, may not be the best solution since the solution is still biased to sample subsets. Therefore, Levenberg-Marquardt algorithm (a.k.a. LMA) is adopted for a maximization step. However, the drawback of LMA is that LMA is a local optimizer not global. In other words, only if initial estimation starts within the convex set where the optimal solution is present, LMA could find the optimum of the function. Nonlinear RANSAC may provide a good initial parameter input to LMA. To maximize the performance of nonlinear RANSAC, LMA is used in the final step with input of the initial parameter which is estimated by nonlinear RANSAC. Moreover, only the observations which are determined as inliers by nonlinear RANSAC are passed to LMA to minimize the sensitivity of least squares approaches to outliers.
III. PHAGOCYTE TRANSMIGRATION
Excessive fibrotic responses around medical implants can interfere the functionality of the implants. Phagocyte transmigration is known as one of the major reactions of the immune system. In our experiment, phagocytes in the capillaries are induced to peritoneal space by the immune system when a device is implanted and subsequently lead fibrotic formation surrounding the biomaterial. Tang et al [2] had conducted experiments to recognize components involved in foreign body reactions and to discover their responses and reactions. From hypotheses of previous studies and experiments [3] , [4] , [5] , [6] , [7] , it is believed that different components -mast cells, histamine, histamine receptors, and P/E selectins -and their interactions are involved in the process of phagocyte transmigration. Based on current biological experiments and reporting, for the diverse components involved in the process of phagocyte transmigration, mathematical equations for the system are organized in Eq. (6) [8] .
whereĊ * represents the first order derivative of the function, k * s are parameters to describe either their promotion or degradation rates. C h (t), C hr (t), C s (t), C pmnp (t), C pmn (t), C mpp (t), and C mp (t) are the time-related concentration functions of histamine, histamine receptors, P/E selectins, permeability of PMN, PMN, permeability of MΦ, and MΦ, respectively. Nonlinear RANSAC is performed to estimate parameters of the system, which consists of seven equations and 15 unknown parameters with observations for PMN and MΦ. Fig. 1 illustrates that nonlinear RANSAC provides more reliable results which are not biased to outliers than least square approaches. For example, there are four observations at 16th hour in Fig. 1a in which one data point is a likely outlier. However, least squares approaches take all data points account into the score function, so it produces more outlier sensitive results.
IV. EVALUATION WITH SYNTHETIC PATHWAYS
To quantitatively test the performance of the proposed method, evaluation was carried out for the general case, especially parameter estimation of the signalling pathways in bioinformatics. For a typical signaling pathway, we assume that there are c nodes which may represent significant proteins, genes, or any components with strong relations between them in biology, where c 2 number of parameters are present The system can be modeled with c nonlinear functions using ordinary differential equations in Eq. (7).
where p ij denotes the signalling rate of relation between x i and x j . For the result of nonlinear RANSAC algorithm with the synthetic data, the computational cost is not exponentially increased as the number of parameter is increasing, but it increases rather linearly in Fig. 2a . The number of parameters is the square of the number of nodes. Since nonlinear RANSAC is a data-driven method, the number of parameters does not affect the computational cost more sensitively. The scores with different numbers of parameters are plotted in Fig. 2b . The score is calculated by the least squares function with observation data which are identified as inliers. The quantitative parameter estimation results for signalling pathways with two to four nodes are listed in Table I and Fig. 3 , where nonlinear RANSAC (N.R.) and least squares approaches (L.S.) are compared for their performance. Noise Table I , we list the absolute values of estimated parameters for the two-node signaling pathway by both nonlinear RANSAC and least squares approaches. In addition, for easy comparison, the estimated parameter values are compared for their error rates (| ground truth−estimated ground truth | * 100). Nonlinear RANSAC outperforms least squares with less error rates. Because the synthetic data are generated with Gaussian error distribution and the errors are evenly distributed, least squares performance can be as good as nonlinear RANSAC. However, observation data is generally not evenly distributed with good balance rather but irregular with outliers in practice. Thus, nonlinear estimation would provide better performance as the non-biased solution in real.
V. DISCUSSION AND CONCLUSION
In this paper, we presented a nonlinear RANSAC scheme for optimal parameter estimation. Nonlinear RANSAC is oriented from data-driven algorithms identifying inliers to avoid the sensitivity of outliers. Observable data typically have either high measurement error or observation noise. Therefore, the complexity of feasible models is exponentially increasing as the unknown parameter number is increasing. However, nonlinear RANSAC performs with linear computational cost for high dimensional spaces of the parameters. Although the number of parameter is increasing exponentially, the cost is still increasing linearly according to the result of the experiment. This is attributed to the fact that nonlinear RANSAC performance depends on picked sample subsets and ignores outliers, which consequently makes efficient computation.
As a typical application, phagocyte transmigration is evaluated with existing mathematical equations and the proposed nonlinear RANSAC method. Since nonlinear RANSAC filters outliers, the more likely precise properties of the mechanism are re-estimated. Erroneous estimation of the parameters can lead to unexpected prediction of the system. By applying nonlinear RANSAC, we can produce a reliable system model for phagocyte transmigration, and the computational simulation can be used to predict the evolution of phagocyte transmigration over time for the predictable surgical procedures.
