Un Nuevo Algoritmo Evolutivo en Programación Multiobjetivo para Aproximar el Frente Optimo de Pareto. by Luque-Gallego, Mariano et al.
Un Nuevo Algoritmo Evolutivo en
Programacio´n Multiobjetivo para Aproximar
el Frente O´ptimo de Pareto
Mariano Luque, Ana B. Ruiz y Rube´n Saborido
Resumen— En este trabajo, presentamos un nuevo
algoritmo evolutivo para Programacio´n Multiobjeti-
vo que intenta aproximar todo el frente o´ptimo de
Pareto. En dicho algoritmo, consideramos como fun-
cio´n fitness una funcio´n escalarizada de logro, que es
una extensio´n de la distancia Tchebychev o minimax.
Paralelamente, tomamos dos puntos de referencia, el
utop´ıa y el nadir, para clasificar los individuos de ca-
da generacio´n en distintas fronteras. Para asegurar
la diversidad de soluciones, se emplea un conjunto de
vectores de pesos en la funcio´n de logro, que verifican
que los vectores formados por las componentes inver-
sas esta´n distribuidos uniformemente. Finalmente, se
muestra el funcionamiento del algoritmo propuesto
a trave´s de un estudio comparativo con MOEA/D y
NSGA-II para varios problemas con tres y cinco fun-
ciones objetivo, respecto a la me´trica hipervolumen.
Palabras clave— Optimizacio´n multiobjetivo, Algo-
ritmo evolutivo, Pareto optimalidad, Funcio´n escala-
rizada de logro, Punto de referencia.
I. Introduccio´n
Numerosos problemas reales de decisio´n requieren
optimizar varios criterios al mismo tiempo que, por
lo general, suelen estar en conflicto. A trave´s de la
modelizacio´n matema´tica de estos criterios, conse-
guimos formular un problema de optimizacio´n mul-
tiobjetivo, que consiste en maximizar o minimizar
dichos criterios, denominados funciones objetivo, ba-
jo ciertas restricciones. Por lo general, es imposible
encontrar una u´nica solucio´n que optimice todas las
funciones objetivo al mismo tiempo. Sin embargo,
existe un conjunto de soluciones o´ptimas de Pareto
en las que no es posible mejorar una funcio´n obje-
tivo sin empeorar alguna otra. El conjunto de todas
las soluciones o´ptimas de Pareto en el espacio de de-
cisio´n se denomina conjunto o´ptimo de Pareto y su
imagen en el espacio de objetivos es el frente o´ptimo
de Pareto.
Desde los an˜os ochenta, la Optimizacio´n Multiob-
jetivo Evolutiva [Alba et al., 2009], [Coello et al.,
2007], [Deb, 2001] (Evolutionary Multiobjective Op-
timization (EMO) en ingle´s) ha tratado de resolver
los problemas de optimizacio´n multiobjetivo. Estas
te´cnicas trabajan con una poblacio´n de individuos
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(soluciones) y evolucionan de una poblacio´n a otra a
trave´s de operadores como mutacio´n, recombinacio´n
y seleccio´n. El principal propo´sito de los algoritmos
EMO es aproximar todo el frente o´ptimo de Pareto
a trave´s de un conjunto de soluciones no dominadas
entre s´ı. Para que dichas soluciones representen ade-
cuadamente el frente o´ptimo de Pareto, deben estar
pro´ximas al frente y estar distribuidas uniformemen-
te. Pero conseguir convergencia y diversidad al mis-
mo tiempo no es tarea fa´cil, especialmente cuando
aumenta el nu´mero de objetivos. Algoritmos evolu-
tivos como NSGA-II [Deb et al., 2002a] y MOEA/D
[Zhang and Li, 2007], entre otros, han sido aplicados
y se siguen aplicando con e´xito a numerosos pro-
blemas de optimizacio´n multiobjetivo y aplicaciones
reales.
En este trabajo, proponemos un nuevo algorit-
mo evolutivo, que denominamos Global WASF-GA
(GWASF-GA), que extiende las ideas ba´sicas del al-
goritmo evolutivo basado en preferencias propues-
to en [Ruiz et al., 2014]. En el nuevo algoritmo, se
aproxima el frente o´ptimo de Pareto considerando la
funcio´n escalarizada de logro sugerida en [Wierzbic-
ki, 1980] como funcio´n fitness. Una funcio´n de logro
es una funcio´n real que combina las funciones obje-
tivo originales con un punto de referencia formado
por niveles de aspiracio´n para cada objetivo. Mini-
mizar la funcio´n de logro propuesta en [Wierzbic-
ki, 1980] significa, en la pra´ctica, proyectar el punto
de referencia sobre el frente o´ptimo de Pareto en la
direccio´n determinada por los inversos de los pesos
considerados.
En dicha funcio´n de logro, nuestro algoritmo em-
plea simulta´neamente los vectores utop´ıa y nadir co-
mo puntos de referencia, y considera un conjunto
de vectores de pesos que determinan internamen-
te un conjunto de direcciones de bu´squeda de las
nuevas soluciones. En base al significado pra´ctico de
los pesos en la funcio´n de logro, GWASF-GA consi-
dera vectores de pesos cuyos vectores formados por
sus componentes inversas esta´n uniformemente dis-
tribuidos. De esta forma, mediante el uso simulta´neo
del utop´ıa y el nadir y los vectores de pesos indica-
dos, la poblacio´n final puede adaptarse mejor a la
topolog´ıa del frente o´ptimo de Pareto, alcanzando
una buena distribucio´n de soluciones.
A continuacio´n, en la Seccio´n II introducimos los
conceptos necesarios de Programacio´n Multiobjeti-
vo. El nuevo algoritmo GWASF-GA se describe en
la Seccio´n III, sen˜alando la contribucio´n de nuestro
me´todo respecto a los ya existentes. En la Seccio´n
IV, se muestran varios experimentos computaciona-
les, en los que se compara GWASF-GA con los algo-
ritmos MOEA/D y NSGA-II. Finalmente, conclui-
mos en la Seccio´n V con las conclusiones.
II. Programacio´n Multiobjectivo
Un problema de optimizacio´n multiobjetivo viene
dado por la siguiente formulacio´n:
minimizar {f1(x), f2(x), . . . , fk(x)}
sujeto a x ∈ S, (1)
donde se optimizan k ≥ 2 funciones objetivo fi :
S → R en conflicto. Los vectores de decisio´n
x = (x1, x2, . . . , xn)
T pertenecen al llamado con-
junto factible S ⊂ Rn, el cual puede ser continuo
o no dependiendo del tipo de variables (continuas
o discretas) y/o el tipo de restricciones. La imagen
z = f(x) = (f1(x), f2(x), . . . , fk(x))
T de cualquier
x ∈ S contiene los valores en las funciones objetivo
y se denomina vector criterio. El conjunto de todos
los vectores criterio Z = f(S) ⊂ Rk constituye el
espacio de objetivos.
En la mayor´ıa de los casos, el conflicto existente
entre los objetivos imposibilita encontrar una solu-
cio´n en la que todos los objetivos alcancen sus o´pti-
mos individuales simulta´neamente. Sin embargo, hay
un conjunto de soluciones compromiso: las denomi-
nadas soluciones eficientes o Pareto o´ptimas. Para
un problema multiobjetivo como (1), dados dos vec-
tores z, z′ ∈ Rk, decimos que z domina a z′ si y solo
si zi ≤ z′i para todo i = 1, . . . , k y existe algu´n j tal
que zj < z
′
j . Se considera que x ∈ S es una solucio´n
Pareto o´ptima del problema (1) si no existe ningu´n
x′ ∈ S tal que f(x′) domine a f(x). El conjunto
de todas las soluciones Pareto o´ptimas se denomina
conjunto eficiente o conjunto o´ptimo de Pareto, de-
notado por E. Su imagen en el espacio de objetivos
se conoce como frontera eficiente o frente o´ptimo de
Pareto, denotado por f(E).
Otros conceptos importantes en programacio´n
multiobjetivo son los vectores ideal y nadir. Res-
pectivamente, sus componentes proporcionan cotas
inferiores y superiores para las funciones objetivo
y representan los mejores y peores valores que ca-
da funcio´n puede lograr en el frente o´ptimo de Pa-
reto. El vector ideal, z? = (z?1 , . . . , z
?
k)
T ∈ Rk, se
calcula minimizando cada funcio´n objetivo indivi-
dualmente en el conjunto factible, esto es, z?i =
mı´nx∈S fi(x) = mı´nx∈E fi(x) para todo i = 1, . . . , k.
El vector nadir, znad = (znad1 , . . . , z
nad
k )
T , se obtiene
maximizando cada funcio´n en el conjunto eficiente,
znadi = ma´xx∈E fi(x) para todo i = 1, . . . , k. En la
pra´ctica, el vector nadir es dif´ıcil de calcular y por
ello se suele estimar [Deb and Miettinen, 2010]. A
veces, es u´til trabajar con un vector que domina a
cualquier solucio´n o´ptima de Pareto, lo cual se pue-
de conseguir construyendo un vector que domina es-
trictamente al vector ideal. Este vector se denomina
vector utop´ıa, z?? = (z??1 , . . . , z
??
k )
T , y se define co-
mo z??i = z
?
i −εi para todo i = 1, . . . , k, donde εi > 0
es una cantidad real pequen˜a.
Como sen˜ala´bamos anteriormente, el nuevo al-
goritmo propuesto en este trabajo se basa en el
uso de la funcio´n escalarizada de logro propuesta
en [Wierzbicki, 1980]. Para un punto de referencia
q = (q1, . . . , qk)
T , formado por valores de aspiracio´n
qi deseables para cada funcio´n objetivo, y un vector
de pesos µ = (µ1, . . . , µk)
T , con µi > 0 para todo
i = 1, . . . , k, esta funcio´n viene dada por:
s(q, f(x), µ) = ma´x
i=1,...,k
{µi(fi(x)− qi) }+
ρ
∑k
i=1 µi(fi(x)− qi).
(2)
donde ρ > 0 un valor real suficientemente pequen˜o
(normalmente ρ = 0,001). Esta´ probado que la so-
lucio´n factible que minimiza (2) es una solucio´n efi-
ciente del problema original (1) [Miettinen, 1999].
Conviene tener en cuenta que si los rangos de las
funciones objetivo esta´n en escalas muy diferentes,
los valores de las funciones objetivo deben normali-
zarse en (2), por ejemplo, dividiendo fi(x) − qi por
znadi − z?i , para todo i = 1, . . . , k.
En la pra´ctica, si q es alcanzable (esto es, si existe
alguna solucio´n Pareto o´ptima en la que se alcanzan
o se mejoran todos los valores de aspiracio´n de q),
la solucio´n que minimiza (2) mejora los valores de
aspiracio´n tanto como sea posible. En caso contra-
rio, si q es inalcanzable, minimizar (2) equivale a la
distancia minmax. Adema´s, si los pesos considerados
son estrictamente positivos, minimizar (2) significa
proyectar q sobre el frente o´ptimo de Pareto en la
direccio´n determinada por los inversos de los pesos.
Esta´ demostrado que se puede obtener cualquier
solucio´n o´ptima de Pareto minimizando (2) sobre S,
usando el vector ideal z? como punto de referencia (o
cualquier vector que lo domine), y variando el vec-
tor de pesos [Miettinen, 1999], [Wierzbicki, 1986].
Esto permite generar todo tipo de frentes o´ptimos
de Pareto, incluidos aquellos con zonas convexas ya
que es capaz de generar las llamadas soluciones no
soportadas [Steuer, 1986]. Todo esto tambie´n es va´li-
do si consideramos el vector nadir znad como punto
de referencia (o cualquier vector dominado por e´l)
[Miettinen, 1999].
III. Global WASF-GA
El nuevo algoritmo Global WASF-GA (GWASF-
GA) que describimos a continuacio´n puede consi-
derarse como una extensio´n del algoritmo evolutivo
basado en preferencias WASF-GA [Ruiz et al., 2014]
para aproximar todo el frente o´ptimo de Pareto. En
te´rminos generales, en cada generacio´n de GWASF-
GA, se hace una clasificacio´n de los individuos en
fronteras en base a los valores que alcanzan en la
funcio´n escalarizada de logro (2), considerando si-
multa´neamente dos puntos de referencia: un vector
utop´ıa y el vector nadir. En dicha clasificacio´n, se
prefieren las soluciones con lo valores ma´s pequen˜os
de (2) para cada uno de los dos puntos de referencia.
Por otro lado, la diversidad de soluciones se asegura
a trave´s de un conjunto de vectores de pesos que se
genera inicialmente. Dichos vectores de pesos se em-
plean en la clasificacio´n de los individuos a trave´s de
la funcio´n de logro, de tal forma que cada vector de-
fine una direccio´n de bu´squeda de nuevas soluciones
pro´ximas al frente o´ptimo de Pareto.
Como ya hemos indicado, si consideramos un pun-
to de referencia que domina el vector ideal, por ejem-
plo un vector utop´ıa, se puede generar cualquier solu-
cio´n o´ptima de Pareto minimizando (2) y variando el
vector de pesos [Miettinen, 1999], [Wierzbicki, 1986].
El mismo resultado es va´lido si el punto de referencia
es el vector nadir o cualquier vector dominado por e´l
[Miettinen, 1999]. De acuerdo con esto, GWASF-GA
aproxima el frente o´ptimo de Pareto de la siguiente
forma: en cada generacio´n, se minimiza la funcio´n de
logro (2), tomando al mismo tiempo el utop´ıa y el
nadir como puntos de referencia, y considerando un
conjunto de vectores de pesos. Consecuentemente,
cualquier solucio´n o´ptima de Pareto puede ser gene-
rada por nuestro algoritmo en base a los resultados
anteriores.
Para asegurar la diversidad de soluciones, se tie-
ne en cuenta que la funcio´n (2) proyecta el punto
de referencia sobre el frente o´ptimo de Pareto en la
direccio´n dada por los inversos de los pesos usados,
como ya se sen˜alo´ en la Seccio´n II. Debido a ello, es
importante que los vectores de pesos considerados
en GWASF-GA definan un conjunto de direcciones
de proyeccio´n distribuidas uniformemente. La idea
es que, si las direcciones de proyeccio´n esta´n distri-
buidas de manera uniforme, es bastante probable que
las soluciones no dominadas obtenidas este´n tambie´n
distribuidas por todo el frente o´ptimo de Pareto en
la mayor´ıa de los problemas. En problemas con fren-
tes o´ptimos de Pareto discontinuos es donde puede
ser que la distribucio´n de soluciones no sea tan bue-
na. Esto se debe a que en esos casos, minimizar la
funcio´n (2) en el conjunto factible S nos puede dar
la misma solucio´n para vectores de pesos distintos
(ve´ase [Luque et al., 2007], [Luque et al., 2015]).
Respecto a la manera de generar los pesos, sea Nµ
el nu´mero de vectores de pesos que queremos gene-
rar (en las pruebas computacionales haremos coin-
cidir con el nu´mero de pesos del MOEA/D). Sea
{u1,u2, . . . ,uNµ} un conjunto de vectores de pesos
equidistribuidos en el espacio (0, 1)k, los cuales pue-
den ser generados de varias maneras [Scheffe, 1958],
[Scheffe, 1963], [Wagner et al., 2013]. El conjunto de
vectores de pesos {µ1, . . . , µNµ} que vamos a consi-
derar en Global WAS-GA son los inversos de las com-
ponentes de los uj = (uj1, . . . , u
j
k), es decir, para todo
j = 1, . . . , Nµ, el vector de pesos µ
j = (µj1, . . . , µ
j
k)
considerado en la funcio´n (2) viene definido por:
µji =
1
uji
for every i = 1, . . . , k. (3)
La manera de generar {u1,u2, . . . ,uNµ} en nuestro
caso ha sido a trave´s de un me´todo uniforme sobre el
conjunto [ε, 1− ε]k con ε > 0 una cantidad pequen˜a
(por ejemplo ε = 0,01), evitando as´ı componentes
nulas. Este conjunto de vectores ha sido filtrado por
el me´todo de las k-medias [MacQueen, 1967] para
obtener el nu´mero de vectores buscado. Para ma´s
detalles, ve´ase [Ruiz et al., 2014].
La Figura 1 ofrece una idea gra´fica del funciona-
miento de GWASF-GA para un problema de optimi-
zacio´n biobjetivo, donde hemos representado el vec-
tor nadir y un vector utop´ıa. Las flechas representan
las direcciones de bu´squeda definidas por un con-
junto de vectores de pesos dado. Desde el punto de
vista pra´ctico, se puede observar co´mo el frente o´pti-
mo de Pareto se aproxima mediante la proyeccio´n
simulta´nea del utop´ıa y el nadir, teniendo en cuenta
las mu´ltiples direcciones de bu´squeda. Debe decir-
se que en nuestro algoritmo consideramos el vector
utop´ıa en lugar del ideal porque puede resultar ma´s
fa´cil aproximar los extremos de el frente o´ptimo de
Pareto en este caso [Miettinen, 1999]. Asimismo, en
lugar del vector nadir, emplearemos un vector domi-
nado por e´l. Para obtener dicho vector, se han em-
peorado ligeramente las componentes del nadir. Sin
embargo, para simplificar la notacio´n, hemos seguido
denotando dicho vector por znad.
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Fig. 1
Idea gra´fica del GWASF-GA para un problema de
optimzacio´n biobjetivo.
Sea N la dimensio´n de la poblacio´n, h la actual
generacio´n, Ph la poblacio´n de individuos en la ge-
neracio´n h, Qh la poblacio´n de hijos en la genera-
cio´n h y Fhn la n-e´sima frontera en la generacio´n h.
Denotaremos por #(A) el numero de elementos del
conjunto A. El Algoritmo 1 describe los principales
pasos de GWASF-GA.
Inicialmente, los vectores ideal y nadir se apro-
ximan considerando, respectivamente, los mejores y
peores valores que alcanzan las funciones objetivo en
la poblacio´n inicial creada aleatoriamente. Posterior-
mente, se obtienen el utop´ıa y la ligera modificacio´n
del nadir (por ejemplo, sumando a cada componen-
te la cantidad εi que se considera para obtener el
utop´ıa). El hecho de considerar ambos puntos de re-
ferencia hace que si alguno de los dos no este´ bien
estimado, sea compensando con el otro a la hora de
obtener una buena aproximacio´n del frente o´ptimo
de Pareto. Es poco probable que se consideren malas
estimaciones de ambos vectores al mismo tiempo y,
en dicho caso, suele corregirse a medida que avanzan
las iteraciones.
Como puede observarse, en cada generacio´n h,
despue´s de generar la poblacio´n de hijos Qh a trave´s
de los operadores de seleccio´n, recombinacio´n y mu-
tacio´n, disponemos de una poblacio´n total P =
Ph ∪Qh de dimensio´n 2N (padres e hijos). Esta po-
blacio´n P se divide a continuacio´n en varias fronte-
ras segu´n los valores que alcanzan los individuos en
la funcio´n de logro, clasificando inicialmente las so-
luciones factibles y luego las infactibles. La primera
frontera esta´ formada, por un lado, por las soluciones
factibles de P que alcanzan los menores valores de
(2) para z?? considerando la mitad de los vectores de
pesos (los impares) y, por otro lado, por las solucio-
nes factibles de P que consiguen los menores valores
de (2) para znad considerando la otra mitad de los
vectores de pesos (los pares). Estas soluciones se eli-
minan de P y, posteriormente, se forma una nueva
frontera siguiendo el mismo procedimiento. As´ı se
seguir´ıa sucesivamente hasta acabar con las solucio-
nes factibles de P . Luego, se procede a clasificar las
soluciones infactibles en fronteras teniendo en cuen-
ta la violacio´n global de las restricciones, segu´n el
procedimiento descrito en [Deb et al., 2002a].
Finalmente, se incluyen en la poblacio´n Ph+1 de
la siguiente generacio´n los N individuos de las pri-
meras fronteras. En caso de que la u´ltima frontera
considerada contenga ma´s soluciones que el nu´mero
de soluciones que se pueden incluir en Ph+1 para te-
ner N individuos, se incluyen aquellas soluciones de
dicha frontera con los menores valores de (2).
Te´ngase en cuenta que puede ocurrir que una mis-
ma solucio´n logre el mı´nimo valor de (2) para ma´s
de un vector de pesos. En ese caso, para lograr una
mayor diversidad, no se permite repetir dicha solu-
cio´n en la misma frontera y se tomar´ıa la siguiente
solucio´n con el menor valor de (2).
Conviene decir que, en base a nuestros experimen-
tos, se consiguen mejores resultados cuando el utop´ıa
y el nadir se consideran al mismo tiempo, que cuan-
do so´lo se emplea uno de ellos. Usar ambos puntos
permite al proceso de bu´squeda adaptarse mejor a
la forma de el frente o´ptimo de Pareto.
A continuacio´n, sen˜alamos las diferencias de
GWASF-GA con respecto a algunos algoritmos evo-
lutivos con los que comparte ciertos aspectos:
1. El algoritmo WASF-GA, en el que esta´ basado
GWASF-GA, concentra la bu´squeda de soluciones
en una regio´n concreta del frente o´ptimo de Pare-
to (la regio´n de intere´s definida por las preferencias
del decisor). A diferencia, GWASF-GA esta´ disen˜ado
para aproximar el frente o´ptimo de Pareto en su to-
talidad. Adema´s, GWASF-GA considera dos puntos
Algoritmo 1 Algoritmo GWASF-GA
Entrada: Nµ vectores de pesos (µ
j para j =
1, . . . , Nµ) y el criterio de parada.
Salida: Un conjunto Pfinal que aproxima el frente
o´ptimo de Pareto.
1: h = 0.
2: Generar de forma aleatoria una poblacio´n inicial
P 0 con N individuos.
3: para i = 1, . . . , k hacer
4: z?i = mı´nx∈P 0 fi(x) y z
nad
i = ma´xx∈P 0 fi(x).
5: z??i = z
?
i − εi y znadi = znadi + εi.
6: fin para
7: mientras criterio de parada = falso hacer
8: P = ∅.
9: Aplicar los operadores de seleccio´n, recombina-
cio´n y mutacio´n a la poblacio´n Ph para generar
una poblacio´n Qh con N hijos. Sea P = Ph∪Qh.
10: Si existe x ∈ Qh tal que fi(x) < z?i para algu´n
i = 1, . . . , k, actualizar z?i = fi(x). Posterior-
mente, actualizar z??i = z
?
i − εi.
11: Si h > 0 y existe x ∈ Qh tal que fi(x) > znadi
para algu´n i = 1, . . . , k, actualizar znadi = fi(x)+
εi.
12: Para cada x ∈ P y cada j = 1, . . . , Nµ2 , calcular
s(z??, f(x), µ2j−1) y s(znad, f(x), µ2j).
13: n = 0.
14: mientras P 6= ∅ y existe alguna solucio´n factible
en P hacer
15: n = n+ 1.
16: Fhn = ∅.
17: para j = 1, . . . ,
Nµ
2 hacer
18: Si x ∈ P la solucio´n factible con el menor valor
de s(z??, f(x), µ2j−1), entonces Fhn = F
h
n ∪ {x}
y eliminar x de P .
19: Si x ∈ P la solucio´n factible con el menor valor
de s(znad, f(x), µ2j), entonces Fhn = F
h
n ∪ {x} y
eliminar x de P .
20: fin para
21: fin mientras
22: mientras P 6= ∅ y existe alguna solucio´n infac-
tible en P hacer
23: Clasificar las soluciones infactibles de P en ba-
se a la violacio´n global de las restricciones [Deb
et al., 2002a].
24: fin mientras
25: Ph+1 = ∅.
26: m = 1.
27: mientras #(Ph+1 ∪ Fhm) ≤ N hacer
28: Ph+1 = Ph+1 ∪ Fhm.
29: m = m+ 1.
30: fin mientras
31: Para el valor m con #(Ph+1∪Fhm) > N , introdu-
cir en Ph+1 los individuos de Fhn con los valores
ma´s pequen˜os de (2) hasta que #(Ph+1) = N .
32: h = h+ 1.
33: fin mientras
34: Pfinal = F
h−1
1 .
de referencia simulta´neamente, el utop´ıa y el nadir
(que no contienen preferencias), mientras WASF-GA
emplea u´nicamente uno que proporciona el decisor.
2. GWASF-GA y NSGA-II comparten la idea de cla-
sificar los individuos en varias fronteras. Sin embar-
go, GWASF-GA lo hace en funcio´n de los valores que
alcanzan los individuos para una funcio´n escalariza-
da de logro y NSGA-II clasifica los individuos en ba-
se a la relacio´n de dominancia existente entre ellos.
Es conocido que los algoritmos evolutivos basados
en dominancia tienen problemas de convergencia en
presencia de un nu´mero elevado de funciones objeti-
vo [Ishibuchi et al., 2008a], [Ishibuchi et al., 2008b].
Estas dificultades para converger se pueden aliviar
en cierta medida si se emplean funciones escalariza-
das como funciones fitness, porque permiten la esca-
labilidad del problema multiobjetivo a un problema
mono-objetivo, sea cual sea el nu´mero de objetivos.
Por otro lado, para mantener la diversidad, GWASF-
GA emplea un conjunto de direcciones de bu´squeda
uniformemente distribuidas (las que definen los vec-
tores de pesos) y NSGA-II hace uso de una distancia
’crowding’.
3. Por u´ltimo, GWASF-GA y MOEA/D tambie´n
tienen ciertas similitudes. Ambos algoritmos usan
funciones escalarizadas como funciones fitness y,
adema´s, emplean varios vectores de pesos para ge-
nerar nuevas soluciones. Sin embargo, el criterio pa-
ra seleccionar las mejores soluciones de cada gene-
racio´n es totalmente diferente. MOEA/D minimi-
za la funcio´n escalarizada para cada vector de pe-
sos y el vector ideal, basa´ndose en la idea de que
vectores de pesos cercanos poseen soluciones cerca-
nas. En cambio, GWASF-GA clasifica los individuos
por fronteras y selecciona aque´llos que esta´n en las
primeras fronteras, que son los que alcanzan meno-
res valores de la funcio´n escalarizada de logro para
el utop´ıa y el nadir y para cada vector de pesos.
Otro aspecto a considerar son las funciones de lo-
gro consideradas en GWASF-GA (la funcio´n (2)) y
en MOEA/D (la distancia de Tchebychev), aunque
esto realmente no se puede considerar como una di-
ferencia intr´ınseca entre ambos algoritmos ya que, en
ambos casos, podr´ıamos emplear otras funciones. Sin
embargo, conviene tener en cuenta la diferencia entre
ambas funciones, que esta´ en el te´rmino aumentado
y sirve para asegurar la eficiencia de la solucio´n obte-
nida. En muchos problemas, donde no hay soluciones
deb´ılmente eficientes1 que no sean eficientes, lo ma´s
normal es que las dos funciones produzcan resultados
ide´nticos. Sin embargo, en problemas con soluciones
de´bilmente eficientes que no sean eficientes, los re-
sultados s´ı que pueden diferir ya que la distancia de
Tchebychev so´lo permite asegurar la eficiencia de´bil
de la solucio´n (para ma´s detalle, ve´ase [Miettinen,
1999].
1Una solucio´n x ∈ S es de´bilmente eficiente o de´bilmente
Pareto o´ptima si no existe ningu´n x′ ∈ S tal que f(x′) domine
estrictamente a f(x), esto es, no existe x′ ∈ S tal que fi(x′) <
fi(x) para todo i = 1, . . . , k.
IV. Experimientos computacionales
Se han llevado a cabo una serie de experimentos
computacionales en los que se ha comparado las po-
blaciones obtenidas por GWASF-GA, MOEA/D y
NSGA-II2. Se han considerado problemas test con
tres y cinco funciones objetivo de las familias DTLZ
[Deb et al., 2002b], WFG [Huband et al., 2007], LZ09
[Li and Zhang, 2009] y CEC09 [Zhang et al., 2008].
La calidad de las poblaciones finales se ha compa-
rado en funcio´n de la me´trica hipervolumen (HV)
[Zitzler and Thiele, 1999] obtenida en 30 ejecuciones
independientes. Para una poblacio´n P , HV (P ) es el
hipervolumen del espacio de objetivos que esta´ do-
minado por las soluciones de P y esta´ acotado por
un punto de referencia r dominado por todas las so-
luciones de P . En cada problema, se ha considerado
que r es el vector nadir znad. Cuanto ma´s grande
sea el hipervolumen, mejor sera´ la aproximacio´n del
frente o´ptimo de Pareto.
A. Para´metros empleados
Se han realizado 30 ejecuciones independientes de
cada algoritmo para cada problema.
Para los problemas con tres objetivos, hemos con-
siderado 300 individuos y se han ejecutado 400 gene-
raciones. En el caso de cinco objetivos, hemos usado
1000 individuos y 600 generaciones.
En GWASF-GA y NSGA-II, el operador de recom-
binacio´n ha sido el SBX [Deb, 2001], con ηc = 20 y
Pc = 0,9. En MOEA/D, se ha considerado el opera-
dor diferencial [Li and Zhang, 2009] como operador
de recombinacio´n, con CR = 1,0 and F = 0,5.
El operador de mutacio´n polinomial [Deb, 2001]
se ha empleado en los tres algoritmos, con ηm = 20
y Pm = 1/n, donde n es el nu´mero de variables.
El criterio de parada considerado en todos los al-
goritmos ha sido alcanzar el nu´mero ma´ximo de ge-
neraciones.
En GWASF-GA y MOEA/D, hemos considerado
tantos vectores de pesos como taman˜o de poblacio´n,
esto es, Nµ = 300 para los problemas con tres ob-
jetivos y Nµ = 1000 para los de cinco objetivos. En
GWASF-GA, los vectores de pesos han sido gene-
rados siguiendo el procedimiento descrito en [Ruiz
et al., 2014], y en MOEA/D se han obtenido de
acuerdo con [Zhang and Li, 2007].
Para obtener el vector utop´ıa z?? y la ligera mo-
dificacio´n del nadir en GWASF-GA, hemos tomado
εi igual al 0,1 % de la diferencia entre los corres-
pondientes valores del nadir y del ideal, para cada
i = 1, . . . , k.
En MOEA/D, hemos empleado los siguientes va-
lores para los para´metros de control: T = 20, δ = 0,9
y nr = 2.
2GWASF-GA se ha implementado en Java y se ha incor-
porado a la plataforma jMetal [Durillo et al., 2010], [Duri-
llo and Nebro, 2011], que proporciona implementaciones de
MOEA/D y NSGA-II.
En nuestros experimentos, los vectores de pesos
considerados en GWASF-GA se han generado si-
guiendo el procedimiento descrito en [Ruiz et al.,
2014] porque, tras realizar varias pruebas compa-
rando los resultados obtenidos al usar otros procedi-
mientos, e´ste fue el que alcanzo´ mejores resultados.
B. Resultados
La Tabla I muestra el valor medio y la desviacio´n
t´ıpica alcanzados por el HV en 30 ejecuciones de ca-
da algoritmo. Para cada problema, se ha resaltado
en negrita el algoritmo que ha obtenido el mejor va-
lor medio. De acuerdo a esta tabla, para los proble-
mas con tres objetivos, GWASF-GA alcanza el mejor
valor medio del HV en 14 problemas, mientras que
MOEA/D y NSGA-II solo consiguen mejor HV me-
dio que el resto de algoritmos en tres casos cada uno.
En los problemas con cinco objetivos, GWASF-GA
obtiene el mejor valor medio del HV en ocho proble-
mas, MOEA/D en un problema y NSGA-II no gana
en ningu´n caso.
Para validar los resultados presentados, hemos
realizado el test estad´ıstico Wilcoxon [Wilcoxon,
1945]. Este test estad´ıstico es una prueba no pa-
rame´trica que compara dos muestras y determina
si existen diferencias entre ellas. En nuestro caso, es-
te test se ha llevado a cabo para determinar si la
diferencia entre los valores medios de HV alcanza-
dos por cada par de algoritmos es estad´ısticamente
significativa o no. La Tabla II muestra los resulta-
dos obtenidos para los problemas con tres y cinco
funciones objetivo. Se ha usado un nivel significati-
vo del 5 % y la hipo´tesis nula es ’los dos algoritmos
alcanzan el mismo valor medio del HV’. Si p-valor
< 0,05, la hipo´tesis nula se rechaza y entonces los
valores medios del HV alcanzados por los dos algo-
ritmos considerados son comparables. En este caso,
en la Tabla II, el s´ımbolo N indica que el algoritmo
de la fila (GWASF-GA) alcanza el mejor valor me-
dio del HV, mientras que el s´ımbolo O aparece si el
algoritmo de la columna (MOEA/D o NSGA-II, res-
pectivamente) obtiene el mejor valor medio del HV.
Si la hipo´tesis nula es cierta (p-valor ≥ 0,05), se em-
plea el s´ımbolo – para indicar que la comparativa no
es estad´ısticamente significativa.
De acuerdo con la Tabla II, se puede observar
que los datos son estad´ısticamente significativos en
la mayor´ıa de los casos. En cuanto a los proble-
mas con tres objetivos, los resultados indican que,
de los 20 problemas considerados, GWASF-GA ob-
tiene mejor HV medio que MOEA/D en 16 proble-
mas, MOEA/D gana a GWASF-GA u´nicamente en
dos problemas y la diferencia entre ambos datos no
es significativa en dos casos. En comparacio´n con
NSGA-II, GWASF-GA alcanza mejor HV medio en
16 problemas, NSGA-II so´lo gana en dos casos y di-
chos valores no son significativamente diferentes en
otros dos problemas. En relacio´n a los nueve proble-
mas con cinco objetivos, GWASF-GA alcanza me-
jores valores medios del HV que MOEA/D en ocho
casos, mientras que MOEA/D so´lo le gana en un
problema. El mismo ana´lisis se observa al comparar
GWASF-GA con NSGA-II.
Teniendo en cuenta que la me´trica hipervolumen
mide tanto la diversidad como la convergencia de las
poblaciones finales, los resultados obtenidos en este
estudio sugieren que GWASF-GA aproxima el frente
o´ptimo de Pareto alcanzando mejores niveles de con-
vergencia y diversidad que MOEA/D y NSGA-II, en
los problemas con tres y cinco objetivos considera-
dos.
V. Conclusiones
En este trabajo, se ha propuesto un nuevo algo-
ritmo evolutivo de optimizacio´n multiobjetivo deno-
minado Global WASF-GA (GWASF-GA). Tenien-
do en cuenta un conjunto de vectores de pesos, un
vector utop´ıa y el vector nadir, en cada generacio´n,
GWASF-GA divide la poblacio´n de padres e hijos en
diferentes fronteras en base a los valores que dichos
individuos alcanzan para una funcio´n escalarizada
de logro. Son preferibles aquellas soluciones que al-
canzan los menores valores de la funcio´n de logro
para el utop´ıa y el nadir, y cada uno de los vectores
de pesos. Para conseguir una buena aproximacio´n
del frente o´ptimo de Pareto, los vectores de pesos
considerados en GWASF-GA han de cumplir la si-
guiente propiedad: deben definir un conjunto de di-
recciones de proyeccio´n uniformemente distribuidas
en el espacio de objetivos. De esta forma, GWASF-
GA aproxima el frente o´ptimo de Pareto mediante
la proyeccio´n simulta´nea del utop´ıa y del nadir sobre
dicho frente, considerando un conjunto de direccio-
nes de proyeccio´n distribuidas de forma uniforme.
Se puede decir que la convergencia del algoritmo se
asegura mediante la minimizacio´n de la funcio´n de
logro en cada generacio´n, y la diversidad se mantie-
ne a trave´s del conjunto de direcciones de proyeccio´n
que pretenden cubrir el frente o´ptimo de Pareto en
su totalidad.
En los experimentos computacionales realizados,
se ha mostrado el funcionamiento de GWASF-GA
para varios problemas test con tres y cinco obje-
tivos. Se ha comparado las poblaciones obtenidas
con las proporcionadas por los algoritmos evoluti-
vos NSGA-II y MOEA/D con respecto a la me´trica
hipervolumen obtenida en 30 ejecuciones indepen-
dientes. En base al estudio realizado, los resultados
concluyen que nuestro algoritmo ha proporcionado
mejores aproximaciones del frente o´ptimo de Pareto
que los otros dos algoritmos en la mayor´ıa de los pro-
blemas considerados, lo cual demuestra su potencial.
Pese a que no podemos asegurar que GWASF-GA
sea superior que NSGA-II y MOEA/D en cualquier
problema de optimizacio´n multiobjetivo, los resulta-
dos obtenidos han sido bastante prometedores.
Posibles l´ıneas de investigacio´n futuras pueden ser
la aplicacio´n de GWASF-GA a problemas de opti-
TABLA I
Valores medios y desviaciones t´ıpicas obtenidos para la me´trica hipervolumen
Problema Objetivos GWASF-GA MOEA/D NSGA-II
DTLZ1 3 8,01e− 013,8e−04 7,83e− 013,9e−04 7,95e− 012,0e−03
DTLZ2 3 4,38e− 011,8e−04 4,19e− 018,3e−04 4,17e− 012,3e−03
DTLZ3 3 4,38e− 015,4e−04 4,20e− 011,4e−03 4,21e− 012,9e−03
DTLZ4 3 4,32e− 013,6e−04 4,09e− 013,1e−02 4,16e− 012,2e−03
DTLZ5 3 9,49e− 025,7e−07 9,38e− 029,7e−06 9,53e− 023,9e−05
DTLZ6 3 9,58e− 026,3e−07 9,47e− 021,4e−06 9,62e− 024,2e−05
DTLZ7 3 3,15e− 017,9e−05 2,56e− 017,0e−04 3,12e− 019,4e−04
WFG1 3 9,13e− 013,1e−03 7,35e− 015,2e−02 9,13e− 012,0e−03
WFG2 3 9,19e− 011,6e−04 8,94e− 013,4e−03 9,14e− 019,3e−04
WFG3 3 3,29e− 016,7e−05 3,16e− 019,8e−05 3,25e− 019,7e−04
WFG4 3 4,36e− 011,2e−04 4,03e− 013,6e−03 4,12e− 012,5e−03
WFG5 3 3,91e− 011,9e−03 3,58e− 011,3e−03 3,74e− 012,3e−03
WFG6 3 4,33e− 011,7e−03 4,05e− 012,5e−03 4,14e− 013,2e−03
WFG7 3 4,36e− 011,4e−04 4,07e− 011,6e−03 4,08e− 012,9e−03
WFG8 3 3,88e− 014,7e−02 3,22e− 014,6e−02 2,94e− 013,9e−02
WFG9 3 4,31e− 011,2e−03 3,96e− 012,0e−03 4,02e− 012,3e−03
LZ09F6 3 3,53e− 012,2e−02 3,98e− 018,2e−03 3,00e− 011,3e−02
CEC09UF8 3 2,67e− 014,7e−02 3,12e− 011,2e−02 1,98e− 015,2e−02
CEC09UF9 3 6,02e− 015,9e−02 6,10e− 015,8e−02 5,14e− 019,3e−02
CEC09UF10 3 1,05e− 019,9e−02 4,76e− 022,2e−02 2,80e− 023,1e−02
WFG1 5 9,99e− 019,7e−05 9,96e− 011,9e−03 9,99e− 011,2e−04
WFG2 5 9,92e− 011,8e−04 9,93e− 015,1e−04 9,92e− 016,5e−04
WFG3 5 1,99e− 011,4e−05 1,91e− 016,3e−04 1,89e− 011,4e−03
WFG4 5 6,60e− 015,2e−04 6,10e− 012,8e−03 5,71e− 017,2e−03
WFG5 5 6,29e− 014,3e−04 5,94e− 012,2e−03 5,57e− 015,2e−03
WFG6 5 7,03e− 011,5e−03 6,78e− 011,1e−03 6,16e− 014,5e−03
WFG7 5 6,69e− 016,5e−04 6,41e− 018,9e−04 5,79e− 013,9e−03
WFG8 5 6,79e− 012,6e−03 6,58e− 012,2e−03 5,37e− 018,0e−03
WFG9 5 6,60e− 012,6e−03 6,14e− 012,2e−03 5,75e− 015,8e−03
TABLA II
Test Wilcoxon de la me´trica hipervolumen para los problemas con tres objetivos
MOEA/D NSGA-II
G
W
A
S
F
-G
A
DTLZ1, DTLZ2, DTLZ3, DTLZ4, DTLZ5, DTLZ6, DTLZ7 (3 objetivos)
N N N N N N N N N N N O O N
WFG1, WFG2, WFG3, WFG4, WFG5, WFG6, WFG7, WFG8, WFG9 (3 objetivos)
N N N N N N N N N – N N N N N N N N
LZ09F6,CEC09UF8, CEC09UF9, CEC09UF10 (3 objetivos)
O O – – N N N –
WFG1, WFG2, WFG3, WFG4, WFG5, WFG6, WFG7, WFG8, WFG9 (5 objetivos)
N O N N N N N N N N O N N N N N N N
mizacio´n con ma´s objetivos, e incluso a problemas
reales. Asimismo, una posible mejora del algoritmo
podr´ıa ser la reorganizacio´n de los vectores de pesos
cada cierto nu´mero de generaciones, con la intencio´n
de mejorar la convergencia del algoritmo mediante la
adaptacio´n de la bu´squeda de nuevas soluciones a la
topolog´ıa del frente o´ptimo de Pareto.
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