






ОБЕСПЕЧЕНИЕ ОТКАЗОУСТОЙЧИВОСТИ ПОТОКОВЫХ СИСТЕМ  
НА ОДНОТИПНЫХ ВЫЧИСЛИТЕЛЬНЫХ МОДУЛЯХ 
 
Предлагаются методы автоматической реконфигурации потоковых вычислительных систем с 
различной организацией сред формирования команд. Показана возможность исправления ошибок, 
вызванных отказом вычислительных модулей, на аппаратном уровне без дополнительного расхода 
команд. Процесс вычислений продолжается, пока в системе остается хотя бы один работоспособный 
вычислительный модуль. 
 
Methods of automatic reconfiguration for data-flow systems with different instruction generation envi-
ronment configuration are proposed. Possibility to fix errors caused by computation unit failure without ad-
ditional instruction use at hardware level is shown. Computation process is active until there is at least one 
operable computation unit.  
 
Введение 
Для систем управления процессами и объ-
ектами в реальном времени важными харак-
теристиками является быстродействие и на-
дежность. Как известно, возможным подхо-
дом к ускорению обработки информации яв-
ляется распараллеливание вычислительных 
процессов на различных уровнях. В системах 
реального времени зачастую возникает не-
обходимость реализации алгоритмов с мел-
козернистой структурой. К ним относятся, 
например, алгоритмы интерполяции функ-
ций, расчета траектории объектов, преобра-
зования координат в многомерном простран-
стве. Ускорения вычислений в этом случае 
можно добиться распараллеливанием вычис-
лений на уровне операций. Использование 
вычислительных систем, в которых распре-
деление заданий между вычислительными 
узлами осуществляется под управлением 
программы с использованием статических 
средств программирования, неэффективно 
ввиду большого числа обмена данными ме-
жду узлами, выполняющими отдельные опе-
рации. Объединение операций, связанных по 
данным, в программный модуль уменьшает 
число пересылок данных, но снижает воз-
можности распараллеливания вычислений.  
В работе [1] показано, что эффективным 
подходом к ускорению реализации мелко-
зернистых алгоритмов является использова-
ние динамических средств распределения 
операций между вычислительными узлами, 
основанных на потоковой модели вычисле-
ний (вычислений, управляемых потоком 
данных). В потоковых системах, реализую-
щих указанную модель вычислений, распре-
деление операций осуществляется динами-
чески в процессе вычислений на аппаратном 
или микропрограммном уровне. При подго-
товке задачи нет необходимости в прямой 
форме описывать процедуры синхронизации 
процессов и обмена данными между ветвями 
алгоритмов. Все это создает предпосылки 
для ускорения обработки информации. 
Эффективным подходом к проблеме по-
вышения надежности систем и достоверно-
сти результатов обработки информации яв-
ляется обеспечение отказоустойчивости сис-
тем. Наиболее экономичными с точки зрения 
аппаратуры являются программные способы 
повышения отказоустойчивости. Однако для 
систем реального времени зачастую времен-
ные затраты при таком подходе оказываются 
неприемлемыми. В данном случае более эф-
фективными являются методы динамической 
реконфигурации систем при отказе оборудо-
вания. Проблеме обеспечения отказоустой-
чивости систем посвящено множество пуб-
ликаций, в том числе, монографий [2-4]. Од-
нако, эта проблема не разработана для сис-
тем, управляемых потоком данных, ввиду 
специфики организации вычислительных 
процессов в таких системах.  
Таким образом, разработка методов и 
средств обеспечения отказоустойчивости 
вычислительных потоковых систем, в кото-
рых обеспечивается динамическое распреде-
ление заданий между вычислительными уз-
лами и динамическая реконфигурация при 
отказе оборудования является актуальной 
задачей.  
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Модель вычислений, управляемых  
потоком данных 
К первым работам в области организации 
систем, управляемых потоком данных, мож-
но отнести публикации [5-8]. Несмотря на 
особенности архитектуры потоковых систем, 
они объединены общей концепцией, связан-
ной со способом формирования и порядком 
выполнения команд.  
В системах, управляемых потоком дан-
ных, команды выполняются не в заданной 
программой последовательности, а по мере 
поступления полной информации о команде 
и операндах, то есть определяющим для вы-
полнения команды является доступность 
данных, а не заданный программой порядок 
выполнения команд.  
Данные для вычислений могут быть под-
готовлены на основе потокового графа, вер-
шины которого определяют операции, а дуги 
– потоки данных. Таким образом, связь меж-
ду командами осуществляется только по 
данным. 
Операции описывается информационным 
словом, которое называют актором (actor). В 
общем случае он может быть представлен в 
виде следующего кортежа 
PNFIA ,,,= ,                         (1) 
где I – идентификатор актора; F  – функция 
преобразования данных; N  – имя актора, 
для которого передается результат в качестве 
операнда, а P – совокупность признаков 
данного операнда. 
В свою очередь, данные описываются в 
следующем виде 
PNQID ,,,= ,                        (2) 
где Q  – значение операнда. 
На аппаратном уровне потоковая вычис-
лительная система состоит из среды форми-
рования команд, нескольких вычислитель-
ных модулей и блока управления. Связь ме-
жду структурными компонентами и вычис-
лительной системой более высокого уровня 
осуществляется через коммутационную сре-
ду. Различные аппаратные решения опреде-
ляют различный способ формирования и ак-
тивизации команд. В систему поступают ак-
торы и данные. С использованием опреде-
ленных средств и алгоритмов формируются 
команды, которые выполняются в свободном 
вычислительном модуле.  
 
Постановка задачи 
Несмотря на общую модель вычислений, 
потоковые системы имеют существенные 
отличия, связанные со способом активизации 
команд. Существуют различные подходы к 
структурной организации СФК. Известны 
методы формирования команд в СФК на ос-
нове ассоциативной памяти (АП) [7] и памя-
ти с произвольным адресным доступом к 
ячейкам (ППД) [9]. Целью работы является 
исследование возможности обеспечения от-
казоустойчивости потоковых систем на од-
нотипных ВМ, использующих разные меха-
низмы формирования команд.  
 
Автоматическая реконфигурация  
потоковых систем с АП 
В потоковых системах подготовка задачи 
осуществляется без учета количества вычис-
лительных модулей. Это создает предпосыл-
ки в случае отказа ВМ продолжать вычисле-
ния до тех пор, пока в системе не останется 
хотя бы один работоспособный ВМ. Учиты-
вая, что методы обеспечения отказоустойчи-
вости памяти разработаны достаточно хоро-
шо (см., например, [10]), основное внимание 
уделяется аппаратным средствам автомати-
ческой реконфигурации системы при отказе 
ВМ. При этом основной проблемой является 
восстановление информации о команде, уте-
рянной в связи с отказом ВМ. 
Пусть для определенности ВМ выполня-
ют двуместные операции (для одноместных 
может быть введен фиктивный операнд). То-
гда команды из акторов (1) и данных (2) 
формируются в формате 21,, DDA . 
Организация системы поясняется укруп-
ненной структурной схемой (рис. 1). В со-
став системы входят вычислительные моду-
ли (ВМ), среда формирования команд (СФК) 
на базе ассоциативной памяти (АП), регист-
ры для временного хранения информации 
(РВ), блок управления (БУ) буферная память 
(БП) и коммутационные среды (КС).  
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Рис. 1. Организация системы с АП 
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Формирование команд производится сле-
дующим образом. Акторы и данные в любом 
порядке поступают через КС1 в СФК. С ис-
пользованием процедуры адресной записи 
акторы и данные для i –й команды записы-
ваются в одну ячейку АП по адресу iI , кото-
рый в соответствии с (1) и (2) совпадает для 
всех объектов одной команды. Одновремен-
но с записью актора и данных устанавлива-
ются признаки их наличия в соответствую-
щих разрядах ячейки памяти ( add ,, 12 ). Зна-
чения признаков 11112 =add  указывает на 
наличие в АП готовой команды для ВМ. Го-
товая команда считывается из АП с помо-
щью процедуры ассоциативного чтения и 
переписывается в БП типа FIFO. Цикл без-
адресного чтения данных из БП значительно 
меньше цикла ассоциативного чтения из АП, 
что дает возможность ускорить вычисления. 
Свободный jBM  принимает команду из 
БП и приступает к ее выполнению. Адрес iI  
на время выполнения команды сохраняется в 
РВ j . Одновременно с этим сбрасываются в 
нулевое состояние признаки в соответ-
ствующей ячейке АП и блокируется запись 
новой информации в указанную ячейку. По-
ка признаки снова не будут установлены в 
единицу, команда считается неготовой и не 
может быть считана повторно другим ВМ. 
Вместе с этим в БУ запускается таймер Т j  
на время, которое достаточно для выполне-
ния самой продолжительной команды. Число 
таймеров должно быть равно числу ВМ.  
После успешного выполнения команды 
результат из jBM  через КС1 записывается в 
АП по адресу iN . Вместе с этим сбрасыва-
ется таймер Т j  и разблокируется адресная 
запись в ячейку с адресом iI , то есть эта 
ячейка может быть использована для форми-
рования другой команды с соответствующим 
именем. 
В случае отказа jBM  срабатывается тай-
мер jT  (заканчивается лимит времени на вы-
полнения команды). jBM  отключается от 
КС  и команда активируется путем установ-
ки признаков 11112 =add  в ячейке АП с ад-
ресом iI , который сохранялся в РВ j . Сво-
бодный ВМ считывает эту команду и она 
выполняется повторно, как указано выше. 
Поскольку подготовка алгоритма к реали-
зации для потоковой системы выполняется 
без учета конкретного числа ВМ в системе, 
то имеется возможность продолжения вы-
числений до тех пор, пока в системе будет 
оставаться хотя бы один работоспособный 
ВМ. 
Основным недостатком системы является 
сложность ассоциативной памяти и большая 
длительность цикла ассоциативного поиска 
данных, что ограничивает объем памяти и 
снижает производительность системы.  
Трудность реализации ассоциативных за-
поминающих устройств большого объема 
приводит к необходимости их эмуляции с 
применением других технических средств, 
например, специализированных процессоров 
[6], что позволяет увеличить объем памяти, 
но существенно снижает производитель-
ность, поскольку процесс эмуляции требует 
больших временных затрат. Кроме того, при 
такой организации системы невозможно ис-
пользовать ячейки АП после считывания ко-
манды для других команд, что требуется, на-
пример, при итерационных вычислениях и 
вычислениях в конвейерном режиме. Все это 
снижает эффективность параллельных вы-
числений.  
 
Реконфигурация систем с ППД 
Уменьшение объема оборудования для 
активизации акторов и ускорения циклов об-
ращения к памяти для формирования команд 
может быть достигнуто с использованием 
СФК на основе механизма адресного чтения 
и записи [1, 9] с использованием ППД. Воз-
можны различные варианты организации 
систем. 
Первый вариант. Укрупненная структура 
системы с ППД показана на рис. 2. Рассмот-
рим особенности активации команд для та-
кой системы. Команда начинает формиро-
ваться в ячейках ППД, два разряда которых 
( d и a ) являются признаками, показываю-
щими наличие в ППД одного операнда 1D  и 
актора. Запись указанных объектов для i –й 
команды производится по адресу iI . При по-
ступлении из КС1 второго операнда 2D  для 
данной команды, он записывается непосред-
ственно в соответствующие разряды регист-
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ра буферной памяти (БП) типа FIFO, куда 
одновременно из ППД переписываются 
A и 1D .  
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Акторы и данные 
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Рис. 2. Организация системы с ППД  
по первому варианту 
Таким образом, в БП формируется готовая 
для выполнения команда, которая затем че-
рез КС2 передается в свободный ВМ. При 
этом содержимое соответствующей ячейки 
ППД сохраняется для обеспечения повтор-
ного формирования команды в случае отказа 
ВМ. Одновременно с поступлением команды 
21,, DDA  в ВМ j  ее часть 2D , которая не 
сохраняется в ППД, записывается в регистр 
временного хранения РВ j  на входной шине 
соответствующего вычислителя. При успеш-
ном выполнении операции, то есть когда 
время ее выполнения не превысило лимит 
времени выполнения команды в ВМ j  уста-
новленный соответствующим таймером Т j  
блока управления БУ, результат операции 
поступает через КС1 в ППД по адресу iN , а 
содержимое соответствующей ячейки ППД 
по адресу iI  обнуляется.  
Если при выполнении операции произо-
шел отказ ВМ j , то есть лимит времени вы-
полнения операции, заданный соответст-
вующим Т j , был превышен, ВМ j  считается 
отказавшим и блокируется (отключается  от 
КС1 и КС2), а значение 2D  из РВ j  снова пе-
редается в СФК. Поскольку значения A  и 
1D  утеряны не были (соответствующая 
ячейка ППД не была изменена), то команда 
повторно записывается в БП, что дает воз-
можность реализовать следующую успеш-
ную попытку выполнения команды в ис-
правном ВМ. 
К недостаткам описанного метода следует 
отнести необходимость хранения компо-
нентов команды в ячейках ППД до полного 
завершения выполнения данной команды, в 
том числе, с учетом времени реконфи-
гурации системы при отказе ВМ и повторно-
го выполнения команды. Это замедляет вы-
числения, если соответствующую ячейку 
памяти необходимо использовать для других 
команд, например, для очередной итерации 
или очередной реализации алгоритма в кон-
вейерном режиме. 
Второй вариант. Для устранения указан-
ного недостатка предлагается в РВ записы-
вать не только операнд 2D , а всю команду из 
БП (рис. 3) [11]. При этом принцип форми-
рования команды остается прежним. После 
записи данных в БП освобождается место в 
ППД для записи следующих данных. По 
аналогии с предыдущим вариантом, при от-
казе ВМ j  он будет блокирован, а данные из 
РВ j  будут переданы обратно непосредст-
венно в БП, что даст возможность реализо-
вать следующую попытку выполнения ко-
манды. 
Таким образом, при таком подходе ресур-
сы системы используются более эффективно. 
Нет необходимости сохранять фрагменты 
команды в СФК. Ячейки ППД могут исполь-
зоваться для других алгоритмов или другой 
итерации. Это в свою очередь разрешает со-
вмещать вычислительные процессы не толь-
ко на уровне команд, но и на уровне алго-
ритмов, что обеспечивает сокращение вре-
мени преобразования информации.  
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Рис. 3. Организация системы с ППД 
 по второму варианту 
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Тем не менее, с точки зрения затрат вре-
мени на реконфигурацию системы, при отка-
зе ВМ данный подход, как и рассмотренные 
ранее, является недостаточно эффективным. 
Действительно, время ожидания срабатыва-
ния таймера может быть гораздо больше, 
чем время, реально необходимое для выпол-
нения команды. Это вносит дополнительную 
временную задержку при реконфигурации 
системы. 
Третий вариант. Для решения вышеука-
занной проблемы формат команды, переда-
ваемой в ВМ, преобразуется к виду: 
TDDA ,,, 21 , где T  – время ожидания ре-
зультата выполнения конкретной команды 
(рис. 4). Фактически T  и A  могут рассмат-
риваться как один информационный  объект. 
Часть РВ выполнена в виде таймера, кото-
рый запускается непосредственно с записью 
команды в РВ и ВМ. При этом необходи-
мость таймеров в БУ отпадает. 
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Рис. 4. Организация системы с ППД  
по третьему варианту 
 
Сравнительная оценка систем  
с разной организацией СФК 
Механизмы повторного выполнения ко-
манды при отказе ВМ, описанные во втором 
и третьем варианте организации систем с 
ППД, могут быть применены и для системы 
с АП (рис. 1), то есть системы с АП и ППД 
имеют сравнимые функциональные возмож-
ности. В связи с этим целесообразно срав-
нить системы по быстродействию и аппара-
турным затратам.  
В рассматриваемых системах используют-
ся разные структуры СФК. Поскольку БП 
могут иметь одинаковую организацию, то 
основное отличие СФК заключается в орга-
низации АП и ППД. Как известно, АП усту-
пает в быстродействии ППД и требует для 
построения больших аппаратурных затрат. 
Это объясняется тем, что кроме адресных 
операций АП должна выполнять ассоциа-
тивный поиск ячеек по признакам. Это, в 
свою очередь, требует более сложной орга-
низации как структуры памяти в целом, так и 
запоминающих ячеек. Из-за этого увеличи-
вается и цикл обращения к памяти. 
Таким образом, системы с ППД содержат 
меньше оборудования и являются более бы-
стродействующими, чем системы с АП. 
 
Выводы 
Предложенные методы реконфигурации и 
восстановления систем при отказе ВМ реа-
лизуются на аппаратном уровне без расхода 
дополнительных команд. Особенности архи-
тектуры потоковых систем не требуют заме-
ны отказавшего модуля резервным путем его 
подключения в определенное место системы. 
Если все модули имеют одинаковые функ-
циональные возможности, то команда, кото-
рая не выполнилась в отказавшем ВМ, по-
вторно выполняется в другом ВМ, работаю-
щем в обычном режиме. В системе сохраня-
ется полная информация для осуществления 
повторного выполнения команды. Таким об-
разом, реконфигурация системы после отка-
за ВМ в основном сводится к отключению 
отказавшего модуля, что не требует больших 
затрат времени. 
При построении систем может быть ис-
пользован основополагающий принцип по-
строения отказоустойчивых систем – прин-
цип расширяемого ядра, защищенного аппа-
ратными методами повышения надежности 
[12]. В качестве защищенного ядра в рас-
сматриваемом случае может служить среда 
формирования команд. Данный компонент 
системы реализован на основе запоминаю-
щих устройств, для которых хорошо разра-
ботаны аппаратные методы контроля и ис-
правления ошибок [10]. С учетом указанного 
предложенные методы автоматической ре-
конфигурации потоковых вычислительных 
систем для разных сред формирования ко-
манд дают возможность продолжать вычис-
ления до тех пор, пока в системе остается 
хотя бы один работоспособный модуль. Это 
повышает достоверность результатов вычис-
лений, что является важным фактором, оп-
ределяющим эффективность применения 
вычислительных систем.  
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Таким образом, для реализации алгорит-
мов с мелкозернистой структурой в реаль-
ном времени могут быть эффективно ис-
пользованы потоковые вычислительные сис-
темы, обеспечивающие автоматическое рас-
пределение операций между вычислитель-
ными модулями и автоматическую реконфи-
гурацию системы при отказах оборудования. 
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