In the last decade Hawkes processes have received much attention as models for functional connectivity in neural spiking networks and other dynamical systems with a cascade behavior. In this paper we establish a renewal approach for analyzing this process. We consider the ordinary nonlinear Hawkes process as well as the more recently described age dependent Hawkes process. We construct renewal-times and establish moment results for these. This gives rise to study the Hawkes process as a Markov chain. As an application, we prove asymptotic results such as a functional CLT and a time-average CLT.
as the time passed since the last time it jumped, and thus, it resets to zero at each jump time.
In the present paper we consider a one-dimensional Hawkes process. It may be an ordinary nonlinear type as in [3] , or an age dependent one as in [4, 9] . The Hawkes process may be described as a random counting measure Z on R + with an associated intensity process λ. The intensity is colloquially speaking the conditional probability of a jump of Z, given the history F t of Z, λ t dt ≈ P (Z has a jump in (t, t + dt] |F t ).
The age dependent Hawkes process is characterized by having an intensity which is a function of a weighted average of the time since past jumps, i.e.:
where ψ is a function which is Lipschitz in the first coordinate, and the so called age process A is the time since the last jump of Z. In general we denote this process as the "age dependent Hawkes process" (ADHP). It was introduced by [4] and its stability properties were dicussed in [9] . If ψ does not depend on its 2nd coordinate, we obtain the "nonlinear Hawkes process", which we in the article shall denote as the ordinary Hawkes process to distinquish it from the age dependent Hawkes process. Many aspects of this process have been studied by various authors. Stability was discussed in [3] , a CLT result was discussed in [27] , and a wide range of mean-field results have been discussed in [7] . A multiclass setup was discussed in [8] focusing on mean-field limits and oscillatory behavior. Finally, if we take ψ = c + Lx + , we obtain the Linear Hawkes process. This was the process studied first by Alan G. Hawkes in [17] . It can be represented as a Poisson Branching process where the centre process is a homogeneous Poisson process of intensity c, and the offspring processes are inhomogenous Poisson processes of intensity h. See also [23, 6 ].
Purpose and Results
In this paper we discuss stability of Hawkes processes from a renewal perspective. When h is of compact support and Z is an ergodic linear Hawkes process, it will happen infinitely often that Z [t − supp (h) , t] = 0, at which point a renewal occurs. It was shown in [5] that these renewal times have exponential moment under certain regularity assumptions. However, when the weight function h does not have compact support, it is no longer straightforward to find timepoints where the past can be eliminated. In this article we show how to construct such renewal times. The procedure is not unlike the Athreya-Ney technique for Markov Chains in the sense that we wait for some stopping-time α 0 to occur, which may be interpreted as a minorization criteria. Here we let random variables independent of Z decide whether we obtain a renewal α 0 at this point, or we jump to a new state of Z by moving time forward to a stopping time τ 1 . This procedure is repeated, until a renewal has occured after a random number of iterations η. The renewal time α η will be a stopping time w.r.t. the enlarged filtration induced by Z and the independent decisions. June 6, 2019
Introduction
The renewal approach to discussing stability of Hawkes processes turn out to be beneficial for establishing a number of key results for Hawkes processes. Here we give a brief overview of the results:
• It is well known from [3] that two Hawkes processes driven by the same Poisson random measure with sufficiently fast decaying initial signals couple eventually. The coupling time is bounded by the renewal time α η . We use this to formulate moment results for the coupling time in terms of the distribution h dt. Moreover, α η is constructed explicitly so that it can be simulated.
• We prove a CLT for processes of the time average type: 
for appropiate µ ∈ R, σ > 0. This was done for the linear Hawkes processes in [5] assuming compact support of h, and for such h our results coincide.
• We prove a functional CLT for Hawkes processes. This was done for ordinary Hawkes processes in [27] with slightly weaker integrability assumptions on h compared to what we impose. However, we do not need positivity of h, nor do we need that h itself is decreasing.
Notation, Definitions and Core Assumptions
Throughout this article, we will be working on a background probability space (Ω, F , P ) and all random variables are assumed to be defined on this space. A random variable X is said to have q'th moment for some q ≥ 0 if E |X q | < ∞, and it is said to have exponential moment if E exp (cX) < ∞ for some c > 0. Likewise, we say that a function f : R → R have q'th moment, respectively exponential moment, if x q f (x) dx < ∞, respectively exp (cx) f (x) dx < ∞. We recall the basic Stieltjes integration notation. A function of finite variation f : R → R induces a Stieltjes signed measure µ f satisfying µ f ((a, b]) = f (b) − f (a). We use the notation |df | for the corresponding variation measure. The Lebesgue-Stieltjes integral is defined as
, see e.g. [16] . If ν is a measure on R 2 we shall also use the following notation for the integral over semi-closed boxes A is a c.s.m.s as well, when equipped with an appropiate metric. See chapter 9 and/or appendix 2 in [6] for an overview of properties for this space. For n ≥ 0 we introduce the shift operator θ from the space M c R×R n onto itself, as the map
where e 1 ∈ R × R n is the first unit vector. For a measure ν ∈ M c R×R n and t ∈ R we also define the increment measure ν t+ ∈ M c R + ×R n by
For the sake of clear notation, we shall agree that θ r ν t+ (C) := (θ r (ν t+ )) (C) .
Let T ⊂ R (with possible equality) be an interval and let ν be a locally bounded measure on T × R + . The random variable Π :
It is assumed that the mean measure is the Lebesgue measure unless otherwise mentioned. Moreover, let (G t ) t∈T be a filtration such that Π(A ∩ (−∞, t] × R + ) is G t measurable for all A ∈ B T ×R + . We call Π a G t -PRM, if Π t+ is a PRM such that Π t+ |= G t for all t ∈ T . In the following we introduce the core mathematical objects and assumptions needed to discuss the Age Dependent Hawkes process.
π | π and π are independent PRM's on R × R + with Lebesgue intensity measure.
(F t ) | We assume (F t ) t≥0 is a filtration such that π, π are F t -PRM's.
h | The weight function h : R + → R is a locally integrable function.
R | The initial signal (R t ) t≥0 is an F 0 ⊗ B measurable process on R + such that E t 0 |R s |ds < ∞ for all t ≥ 0.
ψ | The rate function ψ : R × R + → R + is a measurable function which is increasing in both variables and satisfying a Lipschitz-like condition : For all x ≤ y ∈ R and a ≤ b ∈ R + it holds that
for some constants L, c pre ψ > 0 and a decreasing function g bounded by 1. A 0 | The initial age A 0 is a F 0 −measurable random variable with support in R + .
We observe that (4) implies that ψ is sublinear since
so with c ψ := c pre ψ + ψ (0, 0) we have
We may now define the ADHP. For convenience in proofs we also define the D-delayed ADHP for D ≥ 0, which is essentially an ADHP where the intensity is killed until time D. •
The proof of theorem 0.1 [9] implies that the ADHP is indeed well-defined. When D = 0 we obtain the regular ADHP. If it also holds that ψ (x, a) does not depend on a, then it is the ordinary nonlinear Hawkes process. If moreover ψ (x) = ψ (0) + Lx + is linear, then we obtain the linear Hawkes process.
Let now Z * be the ADHP that we wish to obtain a regeneration point for. It is well known that depending on the parameters h, ψ, Hawkes processes can either be in the subcritical regime where lim sup t→∞ Z * (0, t] /t < ∞ or in the supercritical regime where the limit is ∞. To succeed we must ensure that Z * is in the subcritical regime. We shall treat two different setups that will ensure this. The first setup assumes that R + h + (s) ds < L −1 . For the Linear Hawkes process with
this has the interpretation that each direct child of a parent jump induces < 1 new child on average. The second setup assumes that the ADHP has a refractory period, i.e. the intensity is bounded for a period after each jump (this includes the case where ψ is uniformly bounded).
Setup (Ordinary Hawkes process).
We assume that
•
Setup (Age dependent Hawkes process).
There exist K ≥ 0, δ ∈ {1/n : n ∈ N} s.t.
• We shall establish a renewal time for each of these setups. While some variables will vary slightly in their definitions for each setup, the approach is similar so the renewal time will be constructed simultaneously. We shall refer to the two setups above as setup (O) or (AD) respectively.
Example 2.2.
Consider the rate function given by
where l, ϕ are increasing, l is Lipschitz and ϕ is bounded by 1 for all x ∈ R, a ∈ R + . Moreover, we assume ϕ converges to 1 in the sense that there is a function g :
for all x ∈ R, a ∈ R + . For ϕ ≡ 1 we obtain the ordinary Hawkes process, so for general ϕ we may interpret the ADHP as an ordinary Hawkes process with rate function l, but inhibited by its own age process with a factor ϕ (x, a).
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To show that it satisfies (4) we take arbitrary x ≤ y and a = b and obtain
We use this, and the fact that
which fits into (4). The most principal example of ϕ is the simple ½ {A ≤ δ) corresponding to a hard refractory period, and in this case Z * is in setup (AD). Although this is a rather simple example, it is important due to its application for modelling neural spike-trains.
As mentioned previously, if ϕ ≡ 1 then
and one obtains the ordinary Hawkes process. We may assume that h + L 1 < L −1 in which case the parameters fits under setup O, or we can assume ψ is bounded in which case it fits under setup AD.
• For each setup, we impose two assumptions. The first one restricts the randomness in the initial signal.
Assumption 1.
There is an a.s. finite F t -stopping time α 0 and a deterministic decreasing function r : R + → R + such that for all t ≥ α 0
• The next assumption puts integrability assumptions on r, h, g. It will be split in two. One where h, r have power tails, and one where they have exponential tails.
Assumption 2.
Let γ : R + → R + be an increasing and right continuous function and define h(t) := sup s≥t |h(s)| . We assume that h ∈ L 1 loc and either (A) or (B) below holds.
Assumption 2 (A):
There exists p ≥ 0 s.t.
• 
where
Assumption 2 (B):
• The functions r, g and h have exponential moments.
• We assume that
If
• We now define some key functions to be used in the construction of a regeneration time, and with assumption 2 we immediately determine their integrability properties. Define
(with convention δ = ∞ in the (O)-system). For convenience we write f (t) instead of f (t, ∞). Define also • An important example for which assumption 1 is satisfied is the stationary ADHP:
The classical method of studying stability of Hawkes processes, due to Brémaud & Massoulié [3] has been to find a solution
s . See [3, 9] for criterias of existence. In both of the cited papers, it is proven that when Z I exists, it is stationary and ergodic, and if Z * is another Hawkes process driven by π, with a signal R * satisfying E ∞ 0 |R * s | ds < ∞, then Z * couples with Z I eventually. We shall see in theorem 3.2 that there is a suitable choice of α 0 ,r such that assumption 1 is satisfied for Z I . In proposition 4.1 we prove that the coupling time has p'th moment and even exponential moment under assumption 2B.
Renewal for Hawkes processes
The purpose of this section is to develop a renewal time point ρ for a given Hawkes process, which we do in section 3.1. In section 3.2 we use this to write the Hawkes process as a function of a Markov process.
Constructing a renewal timepoint for a Hawkes process
In this section we are given an ADHP Z * . The goal is to prove the main result theorem 3.1 which gives a random time ρ satisfying that Z * ρ+
. This is done by introducing a point process Z which regenerates at stopping times α n . Then, by using the specific construction of α n and Z, we are able to throw a biased coin deciding whether α n should be the renewal time point for Z * or not.
The first step is to construct Z. Given either of the two setups, we shall simultaneously define Z, the sequences of stopping times (τ n ) , (α n ), and intensities λ, λ as a system. While the system is defined slightly different for each of the two setups, they are very similar. Only the α's differs in the definition, depending on whether we discuss the (O) system or the (AD) system. Recall the split PRM's π ↑ , π ↓ defined in the first section of the appendix. We also note that we make use of the convention inf{∅} = ∞.
The system is defined as follows: Define λ t = λ t = 0 for t ∈ (0, α 0 ] and Z (0, α 0 ] = 0. For n ∈ N s.t. α n−1 < ∞ we define Z as the D-delayed ADHP with initial conditions
when t ∈ (α n−1 , τ n ]. Moreover, we set τ n = inf t > α n−1 :
= inf t > α n−1 :
Under setup (AD) we choose
where N is the K-poisson process driven by π ↓λ,λ . For setup (O), let ς τn−α n−1 be the Diracmeasure on τ n − α n−1 and let Z n,pre be the linear Hawkes process driven by π ↓λ,λ α n−1 + with weight function h + , rate function ψ L and initial signal
If τ n = ∞ we set α n = ∞ in either setup.
Notice that Z, λ, λ, λ are all well-defined and F t -progressive processes on R + . By construction of the system above there is a map H 1 such that
In particular, this implies that (α n − α n−1 , τ n − α n−1 ) |= F α n−1 given α n−1 < ∞. Note also that the process is reversible in the sense that λ αn+s , λ αn+s may be computed from π
so by construction of the system, there is a map
for all n ∈ N 0 s.t. α n < ∞.
The rest of this section is dedicated to presenting our main result theorem 3.1, and its related results 3.2 -3.5. Before we state it, we colloquially explain the essence of the result. The purpose of the α's is to have points in time, where the intensity contribution from the past of Z * may be replaced by something deterministic. More preciesly α n should satisfy
We prove that this property holds for both setups in theorem 3.2. The inequality (31) combined with the properties of ψ gives that λ ≤ λ * , at least locally in time after α n . We will also be able to control the difference λ * − λ locally after α n , and establish that Z mimics Z * in that same interval. In fact, the purpose of τ n+1 is to act as a conservative right end of an interval starting at α n on which Z and Z * are equal. All this will be proved in proposition 3.3. We then proceed to study the distributions of τ n , α n . In theorem 3.4 we study τ n+1 − α n |α n < ∞ and prove P (τ n+1 = ∞, α n < ∞) > 0 along with moment properties of the distribution τ n+1 − α n |τ n+1 < ∞. In theorem 3.5 we investigate the law of α n − τ n |τ n < ∞. Here we prove that P (α n − τ n < ∞|τ n < ∞) = 1, and we characterize its moments. Combining these results implies that
is finite almost surely, and we will be able to show that
is a point of regeneration for Z * . In fact, we have Z
Figure 1: An illustration of the system with D = 0. The points of the PRM π is depicted by ( ), and the three intensities λ, λ * , λ. is colored in blue, black and red respectively. The red band illustrates the area relevant for τ 1 , τ 2 .
The precise result is as follows: Define
It is clear that (F * t ) defines a filtration and without changing notation, we extend it to satisfy the usual hypothesis. 
It holds that
Under assumption 2B it holds that ρ−α 0 has exponential moment.
• To prove Theorem 3.1 we establish the results below and combine them in the end. The proofs of these results, and the main result, may be found in the proof section. 
2. Consider setup (O) and recall ψ L from (11) . It holds that α n , n ∈ N satisfies (31 Renewal for Hawkes processes weight/rate h + , ψ L (see [3] 
theorem 1 and remark 8). Then assumption 1 is satisfied with
Under either setup it holds a.s. for all n ∈ N such that α n < ∞ and t ∈ (α n , τ n+1 ] that
and
• Theorem 3.4.
Under either setup it holds that
In particular the conditional distribution τ n − α n−1 |τ n < ∞ has p'th moment. Under assumption 2 (B) it has exponential moment.
• It turns out that the α n 's defined above may be analyzed using a discrete Markov chain. In fact one may rewrite α I 0 and α n − τ n as return times to state 0 for a specific Random Exchange process (see Appendix). This yields precise distribution results as given in the next proposition. •
Hawkes Processes In a Markov Chain Framework
In this section we first apply theorem 3.1 iteratively to obtain consecutive renewal time points ρ i , which partition Z * into independent bits. Afterwards, we construct a Markov chain that contains the information of Z * , and where the ρ i 's acts as the return times to an atom. The purpose is to use Markov chain theory to obtain results for Z * , which we do in the next section.
Choose D > 0 and set ρ 0 := ρ, π 0 := π, π 0 := π and π 1 = π ↓λ,λ 
Continuing this way gives sequences (π
are i.i.d for i ∈ N, each being the Hawkes process initialized with A 0 = D, R : t → −f (t + D) and driven by π i .
In fact, we can study Z * from a Markov chain perspective. Define
t). Consider the stochastic processes on the state-space
for n ∈ N. Recall now that H from (30) allows us to retrieve π
. Also, by construction of ρ i , the indicator function J (n + ρ 0 + 1) − J (n + ρ 0 ) may be written as some map H J (Φ n ). It follows that Φ is a Markov chain with an atom
Consider the subspace
and let P Φ be the kernel of Φ. By definition of X, any chain with kernel P Φ started in X eventually hits Ξ, and by theorem 3.1 Φ almost surely returns to Ξ once hitting it. Thus X is an absorbing state for chain Φ, and we shall from now on always refer to Φ, P Φ as the restricted kernel to X (see proposition 4.2.4. [20] ). Since Ξ is an accesible atom for this chain, it is irreducible (Prop. 5.1.1 [20] ) and aperiodic. The return time to Ξ is distributed as ρ 1 , so by Kac's theorem it follows that P Φ is positive with invariant lawP for p ≥ 1. Not surprisingly it turns out thatP agrees with Z I from example 2.5 with parameters h, ψ, whenever they both exist. 
Applications
In this section we apply the Markov chain construction from section 3.2 to establish asymptotic results for Z * . We show distribution results of the coupling time. Then we present a functional CLT, a time-average CLT, and a LIL for Z * .
Bound on coupling time
In [9] we showed that a broad range of ADHPs couple to the invariant version. our construction of ρ gives moment results for this coupling time. More preciesly, a direct consequence of the construction of α η is the following proposition. •
Asymptotics
The Markov chain Φ n from (43) can be used to establish various asymptotic results for Z * in a general setting. Let G :
× N → R be a measurable function which we normalize with G = G −P G whereP is the invariant measure from proposition 3.6. We shall discuss asymptotic results of the sum
provided of course that G is a function s.t. G (Φ pre n ) is a well-defined variable for all n ∈ N. DefineS
Theorem 4.2.
Assume that p ≥ 2. Define µ ρ = Eρ 1 and
Assume that σ 2 is finite and nonzero.
The following CLT holds
2. The following LIL holds: Almost surely,
Define S t G for t ∈ (n, n + 1) as the linear interpolation between S n G and S n+1 G , and put
The following functional CLT holds [20] on Φ n gives the desired results forS n inplace of S n . Standard arguments extends these results to hold for S n as well.
Example 4.3.
We give two applications of theorem 4.2.
1.
It is straightforward to show a sufficient criteria for σ 2 < ∞ is that either p > 2 in the (O) setup or p ≥ 2 in the (AD) setup. Also it is easy to see that for non-degenerate choices of h, ψ we have σ 2 > 0.
2.
Fix m ∈ N, and let T : M 
To obtain σ 2 < ∞ we need a growth condition depending on the setup:
Consider first setup (AD). Recall that
It follows that 
Notice that for each fixed j = 1, . . . , D, the sequenceỸ Consider now setup (O), and take γ (t) = C ln + t for C so large that (18) is satisfied. Note that x → x/ ln (x + 1) is increasing for x > 0 so sup
Notice that for our choice of γ, we have the inequality 
again for a possibly larger constant C > 0. From here it follows that σ 2 < ∞. One would have to check σ 2 > 0 for the given T , but for most practical applications, this is a triviality.
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Discussion and Outlook
Discussion and Outlook
In the following, we shall discuss generalizations and limitations of the presented results, and suggest further research topics.
Multivariate Hawkes Processes
It is straight forward to generalize the regeneration procedure to a multivariate Hawkes Process with N units (see [7] , [8] or [9] for an introduction to these). One should split each π i , i ≤ N into π ↑i , π ↓i for i = 1, ..., N -analogous to what was done in the start of section 3.1. The τ i n 's should be generalized in the obvious way, while α n should be modified so that it ensures that
In setup (AD) this is achieved by substituting π ↓λ,λ in (28),(35) with
π ↓i which will be a PRM with mean intensity N dzds. in setup (O), the clusters Z i should be dominating linear N-dimensional Hawkes processes. While the total progeny distribution of Z i is no longer Borel distributed, it is well known that it has exponential moment, which is sufficient to complete the proof.
Stability for more general setups
A significant observation is that the setups (AD) and (O), essentially only affects the construction of ρ through the choice of α's and f . For other and more general setups in the univariate or multivariate case, one may adapt this procedure to establish stability regimes. For example it might be a method to explore other multivariate systems where inhibition from either the weight or the age have a potential effect on the stability regime.
Optimizing the Regeneration Scheme
These results establish a regeneration scheme for weight functions h s.t.
∞ 0 |h (t)| t p+1 ln + tdt < ∞. However, invariant solutions to Z exists already for h with first moment i.e. ∞ 0 t |h (t)| dt < ∞. Also, the CLT result for ordinary Hawkes processes by Zhu [27] , assuming that h decreasing and positive, only requires that t → th (t) is integrable. This corresponds to p = 0, instead of p ≥ 2 which we require in theorem 4.2. These facts indicate that there may exist renewal times with better moment properties, than those discussed in this article.
Implementation and Practical Computation
While this article focus on the theoretical development of regeneration times, the method is constructive and ρ may be simulated in either setup. It would be of interest to study the efficiency of this algorithm.
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Proofs of Section 2 Results
Proof of proposition 2.4 To show the claimed result for f under assumption 2 (A), substitute the inner variable with u = s + t and apply Tonelli to obtain
≤ (p + 1)
which proves the desired. Under assumption 2 (B) it is straightforward to show that f has exponential moment. The claimed result for F p , F follows immediately.
proofs of section 3.1 results
Proof of theorem 3.2
if α n < ∞. We prove this by induction over n ∈ N 0 . The induction start n = 0 is per assumption 1. To prove the induction step, we split the integral of interest
By the induction assumption, the 2nd term is bounded by f (t − α n−1 ) for all t > α n−1 . The first term above can be split up to whether jumps of Z * happen when A * t ≤ δ or not
Consider the first term. By the (AD) criteria we have
On the interval t ∈ (α n−1 , τ n ) we have per definition of τ n that
. It follows that for t > α n , we have June 6, 2019
For the second integral in (68), recall that δ −1 ∈ N and notice that the interdistance between jumps of Z * with A s > δ is at least δ per definition. We obtain the bound
The sum of the two right-hand sides of (74),(78) are less than f (t − α n−1 , α n − α n−1 − 1) .
The induction claim now follows by inserting this back into (67).
To prove that α I 0 satisfies assumption 1, repeat the proof above with −∞ in place of α n−1 and α I 0 in place of α n . We omit the details.
Consider now the (O) setup. We claim again for
As before we proceed by induction over n ∈ N 0 . The induction start follows from assumption 1. Assume now the claim holds for n−1. By the induction assumption and the definition of f we have
It is seen per induction over jumps of
inserting back into (80), and using the definition of f gives the desired result.
The statement about α I 0 is a direct implication of the claim that
for all t ∈ R almost surely. To prove this claim, let Z 1 , Z 2 be Hawkes processes with weight h + , h and rate functions ψ L , ψ respectively, with common intialization R ≡ 0, A 0 = 0. By the coupling property from example 2.5 We have almost surely that Z 0
for t large enough. On the other hand, per induction over jumps of Z 1 it is straightforward to prove that
The claim now follows from the fact that Z 0 , Z I is stationary and ergodic.
Proof of proposition 3.3
DefineZ = |d (Z * − Z)| and letÃ be its age process. We have for t ∈ (α n−1 , τ n ]
Applying (31) gives
We claim that τ * n ≥ τ n almost surely. Notice that A *
we combine (31) and (7) to see that
which shows that τ * n ≥ τ n ∧(α n−1 + D) . For all t in the (possibly empty) interval (α n−1 + D, τ * n ] we have
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Since ψ is increasing we get the following inequality
If A * t > A t the definition of τ * n gives that A * t , A t ≥ t − α n−1 . Therefore (82) and (83) gives
Likewise, if A * t = A t we have
By definition of τ n , this implies τ * n ≥ τ n . Thus, in between two consecutive τ stopping times, the two Hawkes processes agrees.
Proof of theorem 3.4
The results (38),(39) is a straightforward consequence of the strong Markov Property and [3] lemma 1. The density of the conditional distribution τ n − α n−1 |τ n < ∞ is proportional to
which shows the desired moment results for the distribution .
Proof of theorem 3.5
To structure the proof, we discuss the following four variables, in written order 
Figure 2: An illustration of M i . It describes how many right-shifts we need to apply to the curve j → γ (i − j) before it bounds the entire partition (
We see that α 0 = inf {i > 0 : M i = 0} i.e α 0 is the first time M i hits 0. Notice that M 0 is a well-defined random variable by a Borel-Cantelli argument. Observe also that M is in fact an RE-process with update scheme
By corollary 7.4 M has a unique invariant distribution µ and since
The result follows from corollary 7.4 part 2.
2. Notice that α n − τ n has p'th-moment / exponential moment iff α n − ⌈τ n ⌉ has as well. For any realization such that τ n < ∞ we may write
We now proceed as previously. Define M ′ i for i ≥ 0 as the process
Notice that α n − ⌈τ n ⌉ is the first time M and thus τ n − α n−1 is independent of N α n−1 + . Observe also that M ′ is an RE-process defined by
To study the distribution of M 
Proofs Let P * be the conditional distribution of ⌈τ n − α n−1 ⌉ given τ n < ∞. If φ is a positive increasing function and P k x is the k-step Markov kernel for M ′′ then
From theorem 14.1.4 [20] it follows that if µ (φ) < ∞, then the 2nd term above is finite. The desired result now follows from theorem 3.4 and corollary 7.4.
3.
We now analyze α I 0 under setup (O). Here we utilize that the law of the stationary Linear Hawkes process Z 0 has a cluster process representation which we now describe; Let N be a Poisson process on R with intensity c ψ and for i ∈ Z let (Z i ) be independent Hawkes processes with weight/rate h + , x → Lx and initialized with a single jump at t = 0 (i.e.
where C i is a random measure given by C i (A) = Z i (A − s i ) and s i is the i'th jump of N for i ∈ Z\ {0}. Then Z is distributed as the stationary linear Hawkes process with weight/rate h + /ψ L . See [6] , [23] for more details on this construction. It follows that α
Let s i , i ∈ Z \ {0} be the ith jump of N before/after zero. We shall use the following fact, coming from section 1.1 in [23] and the proof of proposition 1.2 in same refrence: We may assume that the clusters
j=1 X i,j and W 1 is distributed as the total progeny of a Poisson branching process, with mean offspring h + −1
By the Otter-Dwass formula (see [11] 
The stirling approximation for n! gives that
If assumption 2 (B) holds, take any c 0 > 1. Otherwise, let c 0 > 1 be a constant satisfying γ (t) ≥ c 0 (p + 1) c 
We claim thatα 0 ≤ α 0 . This follows from the calculations for t > α 0
Note that (106) implies that for all clusters C Ns with s ∈ (α 0 − j − 1,
0 j . Since h + ≤ h and h is decreasing we conclude that
Again, by the inequalities defining α 0 we get
which proves the claim.
To describe the moment of α 0 define
Indeed, M 0 < ∞ by a Borel-Cantelli argument. As before α 0 is the return time to 0 for the RE-process M i with update-variables
and started at M 0 , carrying the invariant distribution of M. Under assumption 2 (A) we have (γ * ) −1 (t) ≤ exp c h (p + 1) −1 t for t large. It follows that the update variables have June 6, 2019
Proofs (p + 1)th moment and the starting distribution has p'th moment, so it follows from corollary 7.4 that α 0 has p'th moment. Likewise, under assumption 2 (B) the update variables have exponential moment and the starting distribution has exponential moment as well. It follows from corollary 7.4 that α 0 has exponential moment.
4.
We now analyze α n under setup (O). To outline the similarity we shall re-use some of the notation from the previous proof, but for slightly modified random variables. Notice that Z n [t, t] is dominated by the Hawkes process Z ′ with the same weight function h + , rate function ψ L and initial signal R ′ t = f (t − ⌊t⌋) + h + (t − (τ n − α n−1 )). The law of Z ′ has a cluster process representation given as follows: Let N be an inhomogeneous Poisson Process with intensity c ψ + Lf (t − ⌊t⌋), and let ξ ∼ (τ n − α n−1 ) | (τ n < ∞). Define Z i as before, and let C i , C ξ be the mutually independent clusters given by
Then Z D = Z ′ and hence also
as before, we have i.i.d. variables (W i , X i,j ), (W ξ , X ξ j ) and also independent of N, ξ such that
and notice that (Y i , W i ) for i ∈ N is an i.i.d. sequence. Define now c 0 , γ * as previously and set
Define now the random time ζ s.t. ζ + ⌈ξ⌉ is equal to (120). We claim that ζ ≤ ζ. To prove this, we apply similar arguments as in the part of 3) where we showed that 
Likewise, the support constraint on C Ns mentioned above must imply that
This proves our claim. To analyze ζ define
This is an RE-process started at M 0 = 0 and with update variables max{(γ
As in the proof of 2) it follows that M [ξ]−1 has p'th moment, and under assumption 2 B) it has exponential moment. The same therefore holds for the variable
Now realize that ζ is the return time to 0 for the RE-process with update variables
and started at M ′ 0 . The desired result now follows from corollary 7.4
Proof of theorem 3.1
1. To prove that ρ is a F * stopping time, we notice that
So it suffices to show (α η = i) ∈ F * i . Indeed, this is true since 3. We introduce an IID sequence of random variables (β i ) with distribution β 1 ∼ α 1 − α 0 |τ 1 − α 0 < ∞. We then introduce another sequence of random variables given byβ
Recall from (29) and the surrounding text that (α j − α j−1 ) 1≤j≤i are conditionally i.i.d. given τ i < ∞. From this we see thatβ is an IID sequence of variables distributed as β 1 , and which is also independent of η. We may now write
From theorem 3.4 1) it follows that η is distributed as a negative binomial, and in particular it has exponential moment. To study the distribution ofβ 1 , we use that
Theorem 3.4 and theorem 3.5 gives that β has p'th moment so the desired result follows from theorem 5.2, chapter 1 [15] . Under Assumption 2B, one may conclude the proof by writing for small c > 0
Since η has exponential moment, the above expression is finite for small c.
Proofs of Section 3.2 Results
Proof of proposition 3.6
The proof is a coupling argument. Consider the Hawkes process Z * driven by a fixed PRM for all n ≥ n 0 . It follows that
and the desired result follows from uniqueness of limits.
Appendix

Splitting Two PRM's
Let π, π be two independent PRM's on R 2 + . For any two functions
It may be shown directly that both of the above set functions are PRM's with π
. Theorem 7.1 shows that these independence properties generalizes to when f 1 , f 2 are predictable, but random, intensities. Theorem 7.1. Let (F t ) t∈R + be a filtration, and π, π be two independent F t -PRMs on
The proof will be done in several steps.
Step 1. Let (t i ) i∈N 0 be a fixed partition where 0
is F t i−1 −measurable, taking values in a finite state space Y ⊂ R, and assume that
Fix m ∈ N and take k 
Take E ∈ F 0 . and set
It is sufficient to show that the projection E has the correct distribution, i.e.:
where P (c, ·) is the Poisson density with mean c. This will be proved using induction. The induction claim over N = 0, ..., n is that
The induction start N = 0 is clear (where the empty product is 1 per convention). Assume that the claim holds for some N − 1. Since E N |=
Straightforward calculations show that indeed
Notice that the right side does not depend on c, d implying that E N |= F t N−1 .Thus, by conditioning (150) w.r.t. F t N−1 and inserting this result, the induction step follows and the proof is completed.
Step 2. Assume now that λ, λ ′ is bounded and continuous in t for all discrete measures. We use some dyadic approximation by putting
for all t ∈ [0, T ] . Almost surely, the graphs of λ, λ ′ are π, π null-sets. It follows that almost surely
It is now straightforward to prove the claim by applying step 1 for each n.
Step 3.
Assume the same set up as before, except for continuity in t. Define for n ∈ N
Note that the processes
is Lipschitz continuous since λ, λ ′ is bounded. By Rademacher's theorem there is a Lebesquefull set on which the above map is differentiable. It follows that almost surely, λ n , λ ′n converges almost everywhere in t to λ, λ ′ . The remaining part of step 2 is similar to step 3.
Step 4. Assume now that λ, λ ′ are given as in the assumptions. One may define λ n = λ∧n, λ ′ n = λ ′ ∧n, and repeat the procedure from the previous steps to complete the proof, which we leave to the reader.
The Random Exchange Process
The purpose of this section is to study the Markov Chain given by
where M 0 , X i are non-negative and mutually independent variables such that (X i ) are i.i.d. This process is going under the name Random Exchange Process with constant decrements. RE-processes have been treated in [19] where it was shown that M is positive recurrent when X has finite expectation. See also [26] for a null-recurrence characterization. We are interested in moments of the return time σ = inf {n > 0 : M n ≤ 0}, and moments of the invariant distribution µ. To the best knowledge of this author, there has been no published result about such.
Let F, S be the distribution function and survival function of X 1 . Let q ≥ 0 be a real number. Clearly the transition kernel of M i is given by
Let φ : [0, ∞) → [0, ∞) denote an increasing and differentiable function. Valid choices of φ include φ (x) = x q+1 and φ (x) = exp (cx) .
Theorem 7.2.
Assume that φ is convex and Eφ (X) < ∞. Then M i is positive recurrent with stationary distribution µ and φ ′ (y − 1) dµ (y) < ∞.
Proof.
We use a Lyapounov argument. 
Notice that the first term above converges to 0 for x → ∞. The second term can be controlled using the mean value theorem. Indeed, for x so large that F (x − 1) ≥ 2 −1 we have
We may apply Proposition 14. 
whenever it exists. In particular when X has support on N 0 we have
We now discuss the hitting time σ. We need an intermediate result that gives a peculiar relation between the return time to 0, and the hitting time given general distributions for a RE-process, when the update variables have support on N 0 .
Theorem 7.3.
Assume that X has support on N 0 . Define for i, j ∈ N 0 e i,j = E i φ (σ + j). Assume that e i,j < ∞ for all i, j. For any probability measure ν on N 0 it holds that
where S ν is the survival function of ν.
Proof.
note that
We claim that e i,j − e i−1,j = F (i − 2) (e i−1,j+1 − e i−2,j+1 ) , i ≥ 2.
This follows from coupling two Markov chains M 
The result follows from adding ±ν (0) φ (0) and interchanging the two sums.
Corollary 7.4. 123 • If EX q+1 < ∞ then an invariant distribution µ of M exists and x q dµ (x) < ∞. Also, if there is c X > 0 such that exp (c X X) < ∞ then exp (cx) dµ (x) for all c < c X and M is geometrically ergodic.
• Assume still that EX q+1 < ∞. It holds that E ν σ q * ∧(q+1) < ∞ for all q * ≥ 0 and all initial measures ν with q * 'th moment. Moreover, if ν and X have exponential moment then so has σ.
• Proof. The 1st point follows directly from theorem 7.2.
To prove the 2nd point notice that we can without loss of generalization assume X, M 0 has support on N 0 by replacing X and M 0 with ⌈X⌉ and ⌈M 0 ⌉ .
We start with the power-moment case. For z ∈ R write e z i,j for the variable e i,j with φ (x) = x z . Write q = r + n, r ∈ [0, 1). We show by induction over m = 0, . . . , n + 1 that E ν σ qm∧q * < ∞ with q m = r + m, and for all q * ≥ 0 and ν with q * 'th moment.
The induction start n = 0; if r = 0 or q * = 0 the claim is trivial. Otherwise, note that e r 0,0 ≤ e 1 0,0 < ∞ by Kac's theorem. We can apply theorem 7.3 and the mean value theorem to obtain
where C > 0 is sufficiently large Assume now that the induction claim holds for some m ≤ n. Since q m ≤ q, and π have q'th moment, we can use the induction assumption to see that E π σ qm < ∞. It is well known that P π (σ = i) = P 0 (σ ≥ i) for i ≥ 0 (see section 10.3.1 [20] ). It follows that e qm+1 0,0 < ∞ and hence also e qm+1 i,j < ∞. We may now apply theorem 7.3 and the mean value theorem to obtain
where C > 0 is sufficiently large.
Consider now the case where exp (c ν y) dν (y) < ∞. For c < c ν we consider the function φ (x) = exp (cx). Combining theorem 7.2 above and theorem 15.0.1 ii) in [20] we get that E 0 φ (inf {j > 0 : M j ≤ K}) < ∞ for some K > 0 large and small c > 0. It follows that e 0,0 < ∞ for a possibly smaller c and hence also e i,j < ∞ for i, j ∈ N 0 . By dominated convergence, we can choose C large so that ∀i ∈ N 0 : E 1 σφ ′ (σ + i) ≤ C exp (c ′ i)
for all c ′ > c. Choose now c ′ ∈ (c, c ν ), insert the above inequality into (173) and apply Markovs inequality to obtain the desired result. .
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