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A scheme is presented that enables a description of a paramagnetic Mott insulator in terms of
free fermions. The main idea is to view the physical fermions as a part of a multi-band system and
to allow for a correlation between the physical fermions and the auxiliary ones. Technically this
is implemented through a non-linear canonical transformation, which is conveniently formulated in
terms of Majorana fermions. The transformed Hamiltonian is in the next stage approximated with
a free fermion theory. The approximation step is variational and provides an upper bound on the
ground state energy at zero or the Free energy at finite temperature.
Introduction. To understand and describe the corre-
lation driven Mott metal-insulator transition is a widely
known difficult problem [1, 2]. Identifying and writing
down a simple theory for the unstable paramagnetic Mott
insulator (PMI) fixed point would go a long way towards
a qualitative solution of this problem [3]. Indeed, if this
fixed point theory was known, it should be possible to
study how different perturbations take the system away
from it. For example, the PMI is typically expected to be
unstable towards long-range ordered antiferromagnetism
in dimensions d ≥ 3 for low temperatures at half filling.
Going instead away from half filling superconductivity
should appear at some point if the cuprates are to be
described as doped Mott insulators [4].
The fixed point theories for metals and band insula-
tors are free fermion theories and therefore both simple
to understand and calculate with. Many theories for the
PMI have been proposed over the years. The Gutzwiller
wave function [5, 6], for example, provides a simple phys-
ically motivated variational wave function for the PMI.
A recent body of works describes the Mott insulator in
terms of fermions and charged bosons [3]. Approximate
theories can also be obtained by Green’s function decou-
pling schemes of different kinds, see e.g. Ref. [2]. Unfor-
tunately none of these descriptions are in terms of free
fermions only. Indeed, a Mott insulator is by definition
insulating, although according to simple band theory it
should be a metal, so it is often claimed that the fixed
point theory of a PMI can not be described in terms of
free fermions. In this work, however, we propose such a
free fermion description.
We consider the Mott insulator in the framework of
the single band Hubbard model [7]. The ground state
of the half-filled Hubbard model in d = 1 is a param-
agnetic Mott insulator for any value of the repulsion.
This can be understood both from the exact solution [8]
and bosonization arguments [9]. In d → ∞ the Hub-
bard model can be solved exactly with dynamical mean
field theory (DMFT) [10], which gives a metal-insulator
transition. In this case one can get a description of
a PMI by enforcing paramagnetism by hand or by in-
troducing frustration. The main feature of DMFT is
that the effect of the interaction is described by a lo-
cal frequency-dependent self-energy Σ(ω). The single
particle Green’s function of DMFT could be obtained
by considering the physical fermions to be a part of a
multi-band system. Integrating out the auxiliary bands
(note that this fermion bath is different from that used
to parametrize the “Weiss function” of the correspond-
ing impurity problem [10]) one obtains the local Σ(ω)
of DMFT if the additional bands only have local dy-
namics. The key feature of DMFT is that it provides
a self-consistent scheme to determine the parameters of
the auxiliary multi-band system. An alternative, con-
ceptually very attractive scheme, that relies on a dynam-
ical variational principle for the self-energy, has also been
proposed [11]. In principle the multi-band system should
have an infinite number of bands to be able to describe
any Σ(ω), but keeping a few bath sites often gives qualita-
tively good results. This way of looking at DMFT, which
is not how it is conventionally presented, allows one to
make connections with other popular methods such as
the density matrix renormalization group (DMRG) and
holography. In these techniques the physical density ma-
trix or boundary degrees of freedom are obtained by inte-
grating out the unphysical auxiliary degrees of freedom:
i.e., taking the trace over the additional matrix space in
the matrix product state representation of the DMRG
fixed point [12, 13], or getting rid of the bulk degrees of
freedom in holography.
In this letter we propose an alternative way of intro-
ducing auxiliary degrees of freedom for fermion theories.
Like in the viewpoint on DMFT mentioned above, we
consider the physical fermions to be a part of a larger
M -band system. Note that this is opposite to the more
familiar approach of reducing a physical interacting M -
band system down to a single-band Hubbard model [14].
We introduce no dynamics for the auxiliary system to
start with, although it is certainly allowed to do so and
this would provide additional variational freedom. The
crucial step is to allow for a correlation between the phys-
ical and auxiliary systems without any explicit coupling
in the Hamiltonian. Technically this is implemented by a
direct product of local non-linear canonical transforma-
tions on the fermions that describe the system [15–17].
Once this is done we determine the best free fermion the-
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2ory to describe the system with. Here “best” is with re-
spect to the variational upper bound on the ground state
energy at T = 0 or the Free energy at T > 0. In this way
we are able to describe a PMI as a band insulator in the
extended multi-band system.
Hubbard model. Our method is applicable to generic
lattice fermion models, but for definiteness we focus on
the single-band Hubbard model on simple cubic lattices
in d dimensions at half filling, parametrized by the near-
est neighbor hopping energy t > 0 and the local interac-
tion strength U > 0. The Hamiltonian is
H = −t
∑
〈i,j〉,σ
c†i1σcj1σ+U
∑
i
(
ni1↑− 1
2
)(
ni1↓− 1
2
)
, (1)
where, as is conventional, the first sum goes over nearest
neighbors and ni1σ = c
†
i1σci1σ. The main idea behind
our method is to view this Hamiltonian as a part of a
multi-band system, where the rest of the bands have no
dynamics to start with. This is already put into the
notation we use for the fermion creation operators c†iµσ:
i = 1, . . . , N is the spatial unit cell index, µ = 1, . . . ,M
the band index, and σ =↑, ↓ the spin index.
Majorana fermion representation. To perform and
classify the non-linear transformations that we are going
to use, it is convenient (but not necessary) to first re-
formulate the theory in terms of Majorana fermions [18].
Let us define Majorana operators γiµa (a = 1,2,3,4 is
the Majorana flavor index) via
c†jµ↑ = e
iχjµ
γjµ1 + iγjµ2
2
,
c†jµ↓ = e
iχjµ
γjµ3 + iγjµ4
2
.
(2)
We use the usual definition of Majoranas in condensed
matter physics, i.e., they are real γ†iµa = γiµa and satisfy
the Clifford algebra {γiµa, γjνb} = 2δijδµνδab. Within
each unit cell we use the phase convention χjµ = χj −
pi(µ − 1)/2. On bipartite lattices, which we focus on in
this letter, it is convenient to pick a gauge such that eiχj
is purely imaginary on one sublattice and purely real on
the other one. The actual assignment of the phases is
a matter of convenience and does not affect the physics.
For simple cubic lattices a simple choice is χj = pi ·xj/2,
then the Majorana representation of H in (1) becomes
H = − t
4
∑
〈i,j〉,a
ei(χi−χj)γi1aγj1a − U
4
∑
i
γi11γi12γi13γi14.
(3)
This form makes the well-known global SO(4) symmetry
[19] of this model manifest; the six global SO(4) symme-
try generators are Qab =
∑
i,µ iγiµaγiµb (a > b).
Generators of canonical transformations. To restrict
the class of canonical transformations we will in this
letter only allow those that leave the theory SO(4)-
symmetric and time-reversal invariant. We build these
by considering a direct product of identical local trans-
formations acting independently on every unit cell; in
the following we will therefore momentarily drop the unit
cell index when possible. The set of all the local canon-
ical transformations is generated by the set of even Her-
mitean combinations of Majoranas {Sα} by exponentia-
tion V = ei
∑
α θαSα/2 with real parameters θα [18]. En-
forcing the symmetries demands that the generators sat-
isfy [Sα, Qab] = 0 and ΘSαΘ
−1 = −Sα, with Θ the antiu-
nitary time-reversal operator [20]. The standard choice
of the action of the time-reversal operator for spin-1/2
fermions Θciµ↑Θ−1 = ciµ↓ and Θciµ↓Θ−1 = −ciµ↑ is re-
alized on our Majoranas as
Θγjµ1Θ
−1 = sjµγjµ3, Θγjµ3Θ−1 = −sjµγjµ1,
Θγjµ4Θ
−1 = sjµγjµ2, Θγjµ2Θ−1 = −sjµγjµ4,
(4)
with sjµ = e
i2χjµ = ±1. In the following we will call op-
erators that are SO(4)-symmetric “white”. For each pair
of bands µ, ν there is one white bilinear that we denote
Hµν =
∑
a iγµaγνa. Hµν is odd (even) under Θ when µ
and ν are on the same (different) sublattice. From within
each band only one quadrilinear can be formed; these
are the “band parity operators” Pµ = γµ1γµ2γµ3γµ4 [21],
which are white and even under Θ. This implies that
there are no allowed transformations if we restrict our-
selves to a single band. With two bands it is easy to spot
two allowed generators
S1 = iH12P1, S2 = iH12P2. (5)
They commute and one can check that there are no ad-
ditional generators that are allowed with operators from
only two bands, most easily using a computer algebra
package [22]. Alternatively the number of generators are
easily counted by enumerating the states that are allowed
to mix [23]. To illustrate the power of this approach we
will work out the 2-band case in detail by performing a
generic transformation with the generators S1 and S2,
i.e., V = ei(θ1S1+θ2S2)/2. The transformed interaction
term of (3) follows directly from
V P1V
† = A0P1 +A1H12 +A2H12P1P2
+A3
([
H12
]2 − 4)P1 +A4P2. (6)
Ai are functions of the transformation parameters θ1 and
θ2, explicit expressions are provided in the supplemental
material [23]. As evident, the interaction term has be-
come partly quadratic in the new fermions; this is a key
feature of this approach. To understand how the trans-
formation acts on the hopping term in (3) we work out
(denoting ha = iγ1aγ2a)
V γ11V
† =
[
B1 +B2(h2h3 + h3h4 + h4h2)
+B3h1P2 +B4(h2 + h3 + h4)P1
]
γ11. (7)
3The Bi are functions just like the Ai [23]. Using this
we generate the transformed Hamiltonian. The hopping
term generally becomes a correlated hopping term. In
mean-field this term can in principle generate non-local
pairing terms (for example extended s-, p-, or d-wave) as
well as spin-spin interaction terms, although we do not
consider these possibilities further here.
Trial Hamiltonian. We now write down a quadratic
trial Hamiltonian H˜ that we will use to approximate the
transformed theory with. It can be represented as
H˜ = −
∑
〈i,j〉,σ
a†iµσTµνajνσ −
∑
i,σ
a†iµσΛµνaiνσ. (8)
The aiµσ are formed from the transformed Majoranas
according to (2), Tµν and Λµν are matrices and the sums
over µ, ν are implied. By construction this Hamiltonian
is also manifestly SO(4)-symmetric when written out in
terms of the transformed Majoranas if T and Λ connect
different sublattices only. Broken symmetry states can
obviously also be constructed. In the 2-band case there
are three variational parameters in the trial Hamiltonian
that we denote by t1, t2, λ, so that
T =
(
t1 0
0 t2
)
, Λ =
(
0 λ
λ 0
)
. (9)
Since H˜ is quadratic and translationally invariant it is
easily diagonalized and all expectation values can be eval-
uated exactly using Wicks theorem; some details are pro-
vided in the supplemental material [23]. One particular
result is the expression for the original local Green’s func-
tion G in terms of the local transformed ones G˜
G11 = ZG˜11 + 4B
2
3G˜
3
22 + 12B3B4G˜22(G˜
2
21 + G˜
2
12)
+ 12B24G˜11(G˜11G˜22 + 2G˜12G˜21)
+ 48B22 h¯
2G˜11(G˜11G˜22 − G˜12G˜21)
+ 48B22G˜11(G˜11G˜22 − G˜12G˜21)2. (10)
Here the indices denote the bands, and all components
have the same imaginary time difference τ , i.e., G˜µν =
G˜µν(τ). The coefficient Z = (B1 + 3B2h¯
2)2 can be inter-
preted as a kind of quasiparticle weight.
Variational study. By searching for local minima of the
energy functional E¯(θ1, θ2, t1, t2, λ), which is the expec-
tation value of H per unit cell in the transformed trial
ground state, we find two different insulating solutions
that we denote by MI1 and MI2. This procedure can, if
one so prefers, be implemented as a mean-field scheme
for the parameters t1, t2, and λ. The energies of these
solutions are plotted for d = 1 in Fig. 1 together with the
energies of a static antiferromagnetic mean-field solution,
the exact result [8], and the result of the variational self-
energy approach [11] with the Hubbard-I self-energy [7].
MI1 and MI2 cross around U/t ≈ 5.85. Clearly both MI1
and MI2 get the leading term (∼ −U/4) correctly in the
MI1
MI2
AF
Exact
Hubbard-I
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FIG. 1. Variational energies for different trial states in d = 1:
MI1, MI2, AF (static antiferromagnetic mean-field), exact,
self-energy functional result with Hubbard-I self-energy. The
energy is shifted so that it goes to zero in the limit U →∞.
strong coupling limit, but neither MI1 nor MI2 are par-
ticularly good descriptions of the ground state since they
do not have the correct spin correlations. When the MI2
solution exists, the energy gain with respect to the lo-
cal limit is to a very good approximation −Jd/4, where
J = 4t2/U is the exchange energy. This corresponds
to the constant term generated in the mapping to the
Heisenberg model [24]. The energy gain due to the spin
correlations is therefore not captured by MI2. MI1, on
the other hand, does not capture any energy processes of
order J at strong coupling. In d = 1 MI2 only exist as
a local minimum for U >∼ 3.7, while on the Bethe lattice
MI1 does not exist for U >∼ 4.
Both solutions are insulators, but for all practical pur-
poses MI1 is metallic up to about U ≈ 1.7 (for d = 1)
since the gap is exponentially small. Indeed, solving the
mean field equations we find that the single particle gap
is ∆ ≈ 16t exp[−3(1− 4/pi2)(4t/U)2] for small U/t [23].
Similar results are obtained also for higher d, where a
metallic state is expected for weak interactions. This
tiny gap is the best that our 2-band system, which is
generically gapped, can do to mimic a metal.
In Fig. 2 we plot the quasiparticle weight Z and the ex-
pectation value of the local parity P = 〈P1〉. Z quantifies
how much of the spectral weight of the original fermions
that is described by free transformed fermions, c.f. (10);
P instead is a measure of the amount of correlation in
the states [2]. From the figure it is clear that Z is always
close to unity for MI2. For MI1 Z starts out close to
one for small U/t and decreases as U/t grows, as a result
the excitations of the MI1 are largely incoherent for large
and intermediate U/t. The correlation of both states is
sizable for high and intermediate U/t, especially for MI2.
The spin-spin correlation function of the original
fermions can also be evaluated using Wicks theorem, and
is always found to be small for MI2 [23]. This allows us
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FIG. 2. Quasiparticle weight Z = (B1 + 3B2h¯
2)2 and band
parity expectation value P = −〈(2n1↓ − 1)(2n1↑ − 1)〉 for the
two states in d = 1.
to draw important conclusions about the nature of the
MI2 state. When P ≈ 1 there is one fermion per site,
and since the spins are largely uncorrelated there is an
extensive entropy of approximately ln 2 per site in the
physical subsystem. This pushes down the Free energy
of the MI2 state below that of any fully ordered state for
temperatures T >∼ J , as is expected for a PMI.
Some representative results for the spectral functions
on the d → ∞ Bethe lattice are plotted in Fig. 3. For
small U/t MI1 starts out resembling the non-interacting
case with a tiny gap. Increasing U/t the gap grows and
tails coming from the incoherent 3-particle contribution
appear. MI2 mainly consists of two coherent Hubbard
bands centered at energy ≈ ±U/2. In addition there are
high-energy features around±3U/2 and±5U/2 with very
small spectral weight (not shown). We would also like to
stress that the spectral weight sum rule for the fermion
Green’s function is obeyed exactly when all contributions
to the spectral weight are taken into account [23].
Conclusions and future directions. We have proposed
a rather general method that can be used to generate cor-
related trial states (density matrices) that are potentially
useful to understand and describe many strongly corre-
lated systems. The method is easily generalized to treat
broken symmetry states, systems away from half filling,
and finite temperatures. In this work we have focused on
the simplest description of a paramagnetic Mott insula-
tor that it provides, which appears to be similar to the
Hubbard-I approximation [7] in some aspects, although
our solution is obtained in a completely different way. Let
us conclude with some comments about possible future
applications of the method.
A description of the Mott metal-insulator transition
at half filling within our scheme would, in the simplest
setting, involve 3-band model, which generically leads to
a metal. The allowed transformation becomes consider-
able more complex in this case since it in general involves
26 angles [23]. A preliminary study of a particular sub-
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FIG. 3. Evolution of the local density of states on the d→∞
Bethe lattice with U . Energies are measured in units of t.
On this lattice a first order transition between MI1 and MI2
takes place at U ≈ 3.2 in the 2-band model.
class of these transformations indicates that the insulat-
ing state becomes unstable to the presence of a third band
for weak enough interactions [25]. This implies a param-
agnetic metal-insulator transition that is consistent with
the DMFT scenario [10].
Although we do not consider doped Mott insulators
in this work, we wish to remark that dynamical spectral
weight transfer, which is a characteristic of Mott physics
[3], is straightforwardly captured within our multi-band
scheme. This is already clear from Fig. 3 where there
is a large rearrangement of the spectral weight at the
transition between MI1 and MI2. Tuning the chemical
potential µ in the gapless case the parameters of the non-
linear canonical transformation will also change (away
from half filling a generic local transformation in the 2-
band model involves 5 angles). As a result the coupling of
the physical fermions to the different bands changes. At
half filling the coupling to the upper and lower Hubbard
bands are equal. Going away from half filling by hole
doping the coupling to the lower (upper) Hubbard band is
expected to increase (decrease). This can be interpreted
as dynamical spectral weight transfer.
Let us finally speculate about the consequences of the
form of the transformed Green’s function when the sys-
tem is gapless. At low enough energies the spectral func-
tion will be dominated by the coherent single-particle
contribution, even if Z is small, as long as it is nonzero.
This is consistent with the Landau Fermi liquid phe-
nomenology. For intermediate energies it is certainly pos-
sible (in particular for small Z) that the spectral func-
tion is dominated by incoherent 3-particle excitations,
which could possibly lead to strange metallic behavior.
We leave a thorough investigation of this scenario for a
future study.
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SUPPLEMENTARY MATERIAL
In this supplemental material we provide some details
and derivations that did not fit into the main text.
SIMPLE CUBIC LATTICES
The effective lattice Hamiltonian is severely con-
strained if we assume that all symmetries [SO(4), time-
reversal, and full lattice point group] are unbroken. On a
generic lattice the trial Hamiltonian can then be written
in Fourier space as
H˜ = −
∑
k,σ
a†kµσTµν(k)akνσ −
∑
k,σ
a†kµσΛµνakνσ, (11)
where the sums over the band indeces are implied, but
suppressed. In particular, for a fully symmetric simple
cubic lattice in d dimensions one has
Tµν(k) = 2Tµνχk, χk =
d∑
j=1
cos(aˆj · k). (12)
In the 2-band model parametrized by the matrices in
Eq. (9), there are two energy bands with energies
E±(k) = −(t1 + t2)χk ±
√
(t1 − t2)2χ2k + λ2. (13)
The system is gapless if there exists a k such that χk =
χc ≥ 0 with 4t1t2χ2c = λ2. Therefore the system is always
gapped in d dimensions when
4t1t2d
2 < λ2. (14)
In the gapped case the E+ band is empty and the E−
band is filled in the ground state. Averages can be ex-
pressed in a compact way using the density of states of
the dimensionless energy χ
N(χ) =
1
N
∑
k
δ(χ− χk). (15)
For simple cubic lattices in 1D and 2D the expressions
are
N1D(χ) =
1
pi
√
1− χ2 , (16)
N2D(χ) =
1
pi2
K(1− χ2/4). (17)
In many cases the results for the Bethe lattice in d →
∞ with a proper (i.e., 1/√d) rescaling of the hopping
term can be obtained from the formulas for the simple
cubic lattices by a substitution of the N(χ). In the Bethe
lattice the support of NBethe(χ) is [−1, 1] and
NBethe(χ) =
2
pi
√
1− χ2. (18)
Trial Green’s functions
In Fourier space the trial Matsubara Green’s function
(dropping the diagonal spin index) is given by
G˜k(iωn) =
(
iωn + 2t1χk λ
λ iωn + 2t2χk
)−1
. (19)
6Inverting this matrix we get the explicit expression
G˜k(iωn) =
1
2
[ 1
iωn − E−(k) +
1
iωn − E+(k)
]
1
+
1
2Fk
[ 1
iωn − E−(k)−
1
iωn − E+(k)
](t12χk λ
λ −t12χk
)
,
(20)
where
Fk =
√
t212χ
2
k + λ
2, t12 = t1 − t2. (21)
Given the Green’s function all averages can be calculated
using standard machinery, see e.g. [26].
Majorana Green’s functions
The normal fermion Green’s functions and those of the
Majoranas are related in a simple way. In particular the
imaginary time real space Green’s function is [26]
G˜iµ;jν(τ) = −〈Tτaiµσ(τ)a†jνσ(0)〉
= −e
i(χjν−χiµ)
2
〈Tτγiµa(τ)γjνa(0)〉, (22)
where the phases χiµ where introduced after Eq. (2). For
the (transformed) Majoranas we define the corresponding
Green’s function via
g˜iµ;jν(τ) = −〈Tτγiµa(τ)γjνa(0)〉. (23)
Note that since G˜i1;j2 = G˜i2;j1 we have g˜i1;j2 = −g˜i2;j1.
For the local Green’s function we have g˜iµ;iµ = 2G˜iµ;iµ
and and g˜i1;i2 = −g˜i2;i1 = 2iG˜i1;i2.
Determination of the parameters –
Variational mean field theory
Following the scheme developed in unpublished work
by O¨stlund (see also Appendix of [27]) we introduce a
trial Hamiltonian H˜ =
∑
i µ˜iAi and the corresponding
trial density matrix ρ˜ ∝ e−βH˜ . Denoting αi = TrAiρ˜
the variational parameters that extremize (minimize) the
trial Free energy are given by
µ˜i =
∂
∂αi
TrHρ˜. (24)
An important consequence of this equation is that only
terms that are generated in the Wick expansion can be
present in the mean field theory.
CANONICAL TRANSFORMATION –
2-BAND CALCULATIONAL DETAILS
Let us consider the transformation generated by V =
ei(θ1S1+θ2S2)/2 and denote h = H12. It is now straight-
forward to calculate the transformed Hamiltonian, using
for example
V P1V
† = V 2P1. (25)
Working out the algebra we find that (recall the definition
ha = iγ1aγ2a)
V 2 = A0 +A1hP1 +A2hP2
+A3(h1h2 + permutations) +A4P1P2. (26)
The functions are given by the following expressions
A0 =
cos(4θ1 + 4θ2) + 4 cos(2θ1 − 2θ2) + 3
8
, (27a)
A1 =
− sin(4θ1 + 4θ2)− 2 sin(2θ1 − 2θ2)
8
, (27b)
A2 =
− sin(4θ1 + 4θ2) + 2 sin(2θ1 − 2θ2)
8
, (27c)
A3 =
cos(4θ1 + 4θ2)− 1
8
, (27d)
A4 =
cos(4θ1 + 4θ2)− 4 cos(2θ1 − 2θ2) + 3
8
. (27e)
The calculation of the transformed hopping term is also
straightforward and the result is presented in the main
text in Eq. (7), rewritten here for convenience
V γ11V
† =
[
B1 +B2(h2h3 + h3h4 + h4h2)
+B3h1P2 +B4(h2 + h3 + h4)P1
]
γ11. (28)
where
B1 =
cos(3θ1 + θ2) + 3 cos(θ1 − θ2)
4
, (29a)
B2 =
cos(3θ1 + θ2)− cos(θ1 − θ2)
4
, (29b)
B3 =
− sin(3θ1 + θ2) + 3 sin(θ1 − θ2)
4
, (29c)
B4 =
− sin(3θ1 + θ2)− sin(θ1 − θ2)
4
. (29d)
AVERAGES IN THE 2-BAND MODEL
To perform the variational calculation we need to com-
pute the averages that appear in the Wick decomposition
of the Hamiltonian. In the 2-band model there is one
local average and two non-local ones. In this section we
denote the Majoranas on two neighboring units cells with
and without a prime. The averages are
h¯ = 〈iγ1aγ2a〉 = 〈a†1σa2σ + h.c.〉, (30a)
k¯1 = e
i(χ−χ′)〈γ1aγ′1a〉 = 〈a†1σa′1σ + h.c.〉, (30b)
k¯2 = e
i(χ−χ′)〈γ2aγ′2a〉 = 〈a†2σa′2σ + h.c.〉. (30c)
7In writing these expressions we have used the flavor and
spin symmetries. The bond averages are also indepen-
dent of their direction since we have assumed full lattice
symmetry. To avoid confusion we stress that these ex-
pressions hold for the averages, not on the operator level.
The average of the local term in the Hamiltonian is
−U
4
〈V P1V †〉 = −U(A1h¯+A2h¯3), (31)
while the average of the hopping term becomes
b¯ = ei(χ−χ
′)〈V γ1γ′1V †〉 = (B1 + 3B2h¯2)2k¯1
+ 3B22 k¯
2
1 k¯2(k¯1k¯2 − 4h¯2)− k¯2(B23 k¯22 + 3B24 k¯21). (32)
The energy functional to minimize at T = 0, which is
nothing but energy expectation value per unit cell, is
E¯ =
〈V HV †〉
N
= −t2db¯− U(A1h¯+A2h¯3). (33)
The factor 2 in the first term is due to spin. The vari-
ational mean field theory introduced above implies that
the parameters of the trial Hamiltonian are given by
λ = −1
2
∂E¯
∂h¯
, tµ = − 1
2d
∂E¯
∂k¯µ
. (34)
Explicitly the resulting expressions are
t1 = t
[
(B1 + 3B2h¯
2)2 + 9B22 k¯
2
1 k¯
2
2
− 6k¯1k¯2(B24 + 4B22 h¯2)
]
, (35a)
t2 = −3t
[
B23 k¯
2
2 +B
2
4 k¯
2
1 + 4B
2
2 k¯
2
1h¯
2 − 2B22 k¯31 k¯2
]
, (35b)
λ =
U
2
(A1 + 3A2h¯
2)
+ 12dtk¯1B2h¯(B1 + 3B2h¯
2 − 2B2k¯1k¯2). (35c)
Clearly, to minimize the expectation value of the kinetic
term (recall that t > 0) it is best if k¯1 ≥ 0 and k¯2 ≤ 0.
This in turn implies that in the mean field equations t1 ≥
0 and t2 ≤ 0, and therefore the system is always gapped
if λ 6= 0. At T = 0 there is also the relation k¯2 = −k¯1
which follows from the form of the Green’s function in
Eq. (20). Let us specialize to this case, denoting k¯ = k¯1
and setting t12 = t1 − t2. The averages can then easily
be obtained from Eq. (20) with the result
h¯ =
∫ d
−d
dχN(χ)
λ√
t212χ
2 + λ2
, (36a)
k¯ =
t12
d
∫ d
−d
dχN(χ)
χ2√
t212χ
2 + λ2
. (36b)
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FIG. 4. Evolution of the transformation angles θ1 and θ2 for
the two Mott insulating states in d = 1.
Note that the magnitudes of these only depend on the
quantity r = t12/λ, thus E¯ = E¯(θ1, θ2, r). This implies
that minimization of the energy functional typically de-
termines the values of three of the variational parameters
θ1, θ2, and r. The value of r can also be obtained by solv-
ing the mean field equations for t1, t2 and λ. Mean field
theory therefore provides one consistent way of determin-
ing the parameters of the trial Hamiltonian; but it is not
the only possible scheme that can be considered.
The transformation angles for d = 1 are presented in
Fig. 4. MI1, which is connected with the non-interacting
limit, is best for small U/t. It starts out with small val-
ues of the transformation angles for small U/t, while for
larger values of U/t the angles saturate at θ1 = −3pi/16
and θ2 = pi/16. MI2, which is good for large U/t has
values of the angles that are close to θ1 = pi/16 and
θ2 = −3pi/16, which is appropriate for the local limit.
In the following subsections we analyze a few special
cases where we can get partly analytical results.
Local limit
To get the energy of the local problem correctly one
may set use a trial Hamiltonian H˜ = −λH12/2, and as-
suming λ > 0 one gets h¯ = 1 and to minimize the energy
one should set sin(4θ1 + 4θ2) = −1. The trial energy is
then independent of the angle difference θ2 − θ1. To fix
λ we may use mean field theory which leads to
λ =
U
2
(A1 + 3h¯
2A2)
=
U
2
− sin(4θ1 + 4θ2) + sin(2θ1 − 2θ2)
2
=
U
2
1 + sin(2θ1 − 2θ2)
2
. (37)
We may maximize this by picking sin(2θ1 − 2θ2) = 1. A
possible choice is θ1 = pi/16 and θ2 = −3pi/16, which
8corresponds to the asymptotic behavior of MI2. Let us
now consider a state where ha|Ω〉 = h¯|Ω〉. When acting
on such a state we immediately have that
V γ11V
†|Ω〉
= (B1 + 3B2h¯
2)γ11|Ω〉 − P1(B3h¯3 + 3B4h¯)γ11|Ω〉.
(38)
With our choice of angles and using the fact that h¯ = 1
this gives
V γ11V
†|Ω〉 = γ11|Ω〉. (39)
This implies that the transformed γ11 only creates single-
particle excitations on top of the new vacuum. The sec-
ond term in Eq. (38) will for general angles create a three-
particle excitations. In particular, when the angles are
exchanged so that θ1 = −3pi/16 and θ2 = pi/16, which
corresponds to the asymptotic behavior of MI1, one finds
that V γ11V
†|Ω〉 = γ12γ13γ14|Ω〉.
Using Eq. (39) it is straightforward to calculate the
Green’s function for the Majoranas. Using O(τ) =
eH˜τOe−H˜τ with λ = U/2 (corresponding to MI2 in the
strong coupling limit) we get
g11(iωn) = g˜11(iωn) =
1
iωn − U/2 +
1
iωn + U/2
, (40)
which exactly reproduce the correct Green’s function in
the local limit. The exact local Green’s function can also
be obtained from the angles corresponding to MI1 if one
sets λ = U/6; this is however not possible using a mean
field decoupling scheme since according to Eq. (37) λ = 0
for the angles corresponding to MI1.
Large U/t limit
For large U/t we expect r = t12/λ to be small. In this
case we have (assuming λ > 0)
h¯ ≈ 1− r2I2/2, k¯ ≈ rI2/d. (41)
Here we introduced the integral I2 =
∫ d
−d dχN(χ)χ
2,
which for simple cubic lattices in d dimensions evaluates
to I2 = d/2. To leading order in r the variational energy
becomes
E¯ ≈ −U(A1 +A2) + U(A1 + 3A2)I2r2/2
− 2t(B1 + 3B2)2I2r. (42)
Viewed as a function of α = 4(θ1+θ2) and β = 2(θ1−θ2)
this function always have extrema at α, β = ±pi/2; two of
these combinations have low energies. One with α = β =
−pi/2 has energy −U/4. The other one, corresponding to
MI2, has α = −β = −pi/2 and its energy is
E¯ = −U
4
+
UI2r
2
2
− 2I2rt. (43)
Minimizing this we find r = 2t/U and the energy E¯ =
−U/4− 2I2t2/U .
In the large U limit the Hamiltonian can be mapped
onto a Heisenberg model [24]
H → −N U
4
+HJ , HJ = J
∑
〈i,j〉
(Si · Sj − 1
4
), (44)
with J = 4t2/U . We can therefore conclude that in the
strong coupling limit the energy of the MI2 state is that
of the Heisenberg model without any nearest neighbor
spin-spin correlations.
Small U/t limit
In this limit we expect δ = r−1 = λ/t12 to be small.
We then have (assuming λ, t12 > 0) that
h¯ = δ
∫ d
−d
dχN(χ)
1√
χ2 + δ2
, (45a)
k¯ =
1
d
∫ d
−d
dχN(χ)
χ2√
χ2 + δ2
. (45b)
In 1D this implies that
h¯ ≈ 2δ ln(4/δ)
pi
, (46a)
k¯ ≈ 2
pi
+
δ2[1− 2 ln(4/δ)]
2pi
, (46b)
while on the Bethe lattice in d→∞
h¯ ≈ 4δ
pi
[
ln(4/δ)− 1], (47a)
k¯ ≈ 1√
d
( 4
3pi
+
δ2
pi
[3− 2 ln(4/δ)]
)
. (47b)
The expansion on the simple cubic lattice in d = 2 is
more cumbersome because of the van Hove singularity.
In addition we know that the transformation angles
are also small in this limit from the numerical solution of
MI1. Using this we may expand the energy functional in
δ, θ1 and θ2; the resulting expression becomes
E¯ ≈ −2tdk¯ + 2tdk¯(1− k¯2)(3θ21 + θ22) + Uh¯θ1. (48)
A similar expansion of the mean field equations gives
t12 ≈ t
[
1− (3θ21 + θ22)(1− 3k¯2)
]
, (49a)
λ ≈ −Uθ1/2, (49b)
so that δ ≈ −Uθ1/(2t). Since k¯2 < 1 we may set θ2 = 0
and it remains only to minimize E¯ with respect to θ1 (or
δ). On the Bethe lattice
E¯ ≈ − 8t
3pi
+
2δ2
pi
[
1 + (4t/U)2 − 2 ln(4/δ)]t, (50)
9so that
θ1 ≈ −8(t/U) exp
[−1− 8(t/U)2], (51)
therefore the resulting single particle gap is (since t2 = 0)
∆ = 2
(√
t21 + λ
2−t1
)
≈ 16t exp[−2−(4t/U)2]. (52)
On the simple cubic lattice in d = 1 a similar calcula-
tion gives
E¯ ≈ −4t
pi
+
δ2
pi
[
48
(
1− 4
pi2
)
(t/U)2 − 1− 2 ln(4/δ)]t,
(53)
so that
θ1 ≈ −8(t/U) exp
[−24(1− 4/pi2)(t/U)2], (54)
and hence the single particle gap is (since t2 ≈ 0)
∆ = 2
(√
t21 + λ
2−t1
)
≈ 16t exp[−48(1−4/pi2)(t/U)2].
(55)
We also obtain E¯ ≈ −4t/pi −∆/pi. The asymptotic ex-
pressions in this subsection are found to be a good ap-
proximation to the numerical solutions also for moderate
values of U/t.
GREEN’S FUNCTIONS
It is just a matter of some straightforward but te-
dious algebra to work out the Green’s function of the
original operators in terms of the Green’s functions of
the transformed ones. For brevity we will suppress the
site and time indeces, i.e., we use the shorthand nota-
tion g˜µν = g˜iµ;jν(τ) where the first index goes with i, τ
and the second with j, τ = 0 [see definition in Eq. (23)].
Using Eq. (28) and Wicks theorem the original Majo-
rana Green’s function becomes the following polynomial
in terms of the new ones
gi1;j1(τ) = g11 = Zg˜11
+ 12B22 h¯
2g˜11(g˜11g˜22 − g˜12g˜21)
+ 3B22 g˜11(g˜11g˜22 − g˜12g˜21)2
+B23 g˜
3
22
− 3B3B4g˜22(g˜221 + g˜212)
+ 3B24 g˜11(g˜11g˜22 + 2g˜12g˜21). (56)
Recall that Z = (B1 + 3B2h¯
2)2, as stated in the main
text. This implies that the total Green’s function consists
of a coherent part and an incoherent part built up from
3- and 5-quasiparticle excitations.
Incoherent contributions
The frequency dependence of the incoherent contribu-
tions is easily obtained working with the imaginary time
Green’s functions in the Lehmann represenation, as we
outline in this subsection. A generic component of a Mat-
subara Green’s function g(iωn) can be written as
g(iωn) =
∫
d
A()
iωn −  , (57)
where A() is a real weight function, which is not neces-
sarily positive. In the imaginary time interval −β < τ <
β the corresponding imaginary time Green’s function be-
comes [n = 1/(1 + e
β)] [26]
g(τ) =
∫
dA()e−τ
[
n −Θ(τ)
]
. (58)
This implies that the Matsubara Green’s function corre-
sponding to a product of three different imaginary time
Green’s functions g1(τ)g2(τ)g3(τ) becomes
[g1g2g3](iωn) =
∫
d1d2d3A1(1)A2(2)A3(3)
× n1n2n3 + (1− n1)(1− n2)(1− n3)
iωn − (1 + 2 + 3) . (59)
This formula is easily generalized to products of higher
order. To get the corresponding spectral function we
make the usual replacement 1/(iωn − ) → δ(ω − ), so
that
− 1
pi
Im[g1g2g3](ω+i0
+) =
∫
d2d3A1(1)A2(2)A3(3)
× [n1n2n3 + (1− n1)(1− n2)(1− n3)]1=ω−2−3 .
(60)
Sum rule check
It can be demonstrated that the local Green’s func-
tion in Eq. (56) satisfies the spectral weight sum rule
− 1pi
∫
dωImgi1;i1(ω + i0
+) = 2. Using the symme-
tries A˜11(−) = A˜11(), A˜22(−) = A˜22(), A˜12(−) =
−A˜12() and the formulas above we find that (for any
temperature) it is allowed to substitute g˜11 = g˜22 = 1
and g˜212 = −h¯2 everywhere and include an overall factor
of 2. The resulting expression is always equal to 2 be-
cause of the structure of the B’s. This is a consequence
of that the transformation is canonical and provides a
useful consistency check on the theory.
SPIN CORRELATIONS
The spin operators are also easy to work out. We will
drop the site index for brevity in this section, consider
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for example
S1z =
iγ12γ11 − iγ14γ13
4
. (61)
Let us define symmetric and antisymmetric combinations
B±ab = iγ1aγ1b ± iγ2aγ2b, (62)
so that
S1z =
S1z + S2z
2
+
B−21 −B−43
8
. (63)
Transforming this we have
V S1zV
† =
S1z + S2z
2
+
V B−21V
† − V B−43V †
8
, (64)
since the transformation conserves total spin. Working
out the transformation we find
V B−21V
† =
[
C1 + C2h3h4
]
B−21
+ (h1 + h2)(C3B
−
43 + C4B
+
43), (65)
where
C1 =
cos(2θ1 + 2θ2) + cos(2θ1 − 2θ2)
2
, (66a)
C2 =
cos(2θ1 + 2θ2)− cos(2θ1 − 2θ2)
2
, (66b)
C3 =
sin(2θ1 + 2θ2)
2
, (66c)
C4 =
sin(2θ1 − 2θ2)
2
. (66d)
The formula for the transformed B−43 is analogous with
the exchange 1,2 ↔ 3,4. This implies that averages of
spin correlation functions can be factorized using Wicks
theorem with the result
〈V S1zS′1zV †〉 =
1
32
×
∑
s,s′=±
〈Bs21B′s
′
21 〉〈Qs(h3, h4)Qs′(h′3, h′4)〉, (67)
where we denote two unit cells (and possibly different
imaginary times) with and without a prime, and we in-
troduced
Q+(h1, h2) = 1− C4(h1 + h2), (68a)
Q−(h1, h2) = C1 + C2h1h2 − C3(h1 + h2). (68b)
For the first factor in Eq. (67) we have
〈Bs21B′s
′
21 〉 = g˜211 + ss′g˜222 + s′
(
g˜212 + ss
′g˜221
)
, (69)
so that (because g˜212 = g˜
2
21)
〈V SzS′zV †〉 =
g˜211 + g˜
2
22
32
∑
s=±
〈Qs(h3, h4)Qs(h′3, h′4)〉
+
g˜211 − g˜222
32
∑
s=±
〈Qs(h3, h4)Q−s(h′3, h′4)〉
+
g˜212
16
∑
s=±
s〈Qs(h3, h4)Qs(h′3, h′4)〉. (70)
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FIG. 5. Nearest neighbor static spin-spin correlation function
〈SzS′z〉 in d = 1 for the two states. The dashed line is the
non-interacting result 1/(2pi2).
The remaining needed averages can also be computed,
for example
〈Q+(h3, h4)Q+(h′3, h′4)〉
= Q2+(h¯, h¯) + 2C
2
4 (g˜11g˜22 − g˜12g˜21), (71a)
〈Q−(h3, h4)Q−(h′3, h′4)〉
= Q2−(h¯, h¯) + C
2
2 (g˜11g˜22 − g˜12g˜21)2
+ 2(C3 − C2h¯)2(g˜11g˜22 − g˜12g˜21), (71b)
Static spin-spin correlation function
Let us specialize to the static case at T = 0 and i 6= j,
then g˜11 = −g˜22. When i and j are on different (the
same) sublattices we have g˜12 = 0 (g˜11 = 0). For different
sublattices the result is therefore
〈V S1zS′1zV †〉 =
g˜211
16
(
Q2+ +Q
2
−
− 2[C24 + (C3 − C2h¯)2]g˜211 + C22 g˜411), (72)
while on the same sublattice
〈V S1zS′1zV †〉 =
g˜212
16
(
Q2+ −Q2−
+ 2
[
C24 − (C3 − C2h¯)2
]
g˜212 − C22 g˜412
)
. (73)
For the nearest neighbor spin correlation we may use
g˜211 = g˜
2
22 = −b¯2 and g˜12 = 0, the result in d = 1 is
plotted in Fig. 5.
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MULTI-BAND BETHE LATTICE
On the Bethe lattice in d dimensions the quadratic trial
Hamiltonian H˜ can be represented compactly as
H˜ = −
∑
〈i,j〉,σ
a†iµσTµνajνσ√
d− 1 −
∑
i,σ
a†iµσΛµνaiνσ. (74)
By construction this is also manifestly SO(4)-symmetric
when written out in terms of Majoranas when T and Λ
only connect different sublattices. The matrices T and
Λ will be determined variationally later. In the following
we will drop the diagonal spin index for brevity.
We will now study the effective Hamiltonian in Eq. (74)
using the standard Green’s function method [10]. Inte-
grating out everything but two neighboring sites we get
an effective 2M × 2M Green function
G−12M×2M =
(
G˜−1 T/
√
d− 1
T/
√
d− 1 G˜−1
)
=
(
Guc Gnn
Gnn Guc
)−1
,
(75)
where Guc is the Green’s function of the unit cell and Gnn
the Green’s function that connects two nearest neighbor
unit cells. G˜ is the Green’s function of a unit cell when
one of the neighbors have been removed. To leading order
in 1/
√
d− 1 this leads to the relations
Guc = G˜, Gnn = − 1√
d− 1 G˜T G˜. (76)
A closed equation for G˜ is obtained by integrating out
everything but one unit cell, which gives (z = iωn)
G˜−1 = z1 + Λ− TG˜T. (77)
One straightforward way to solve this equation, which
we use below, is to use the cofactor method in the basis
where T is diagonal.
Bethe lattice – 2-band model
In the 2-band case there are 3 parameters in the
most generic time reversal invariant SO(4)-symmetric
trial Hamiltonian that we denote t1, t2, λ so that
T =
(
t1 0
0 t2
)
, Λ =
(
0 λ
λ 0
)
. (78)
Using the cofactor method to invert the matrix the solu-
tion to Eq. (77) with the matrices in Eq. (78) becomes
G˜ =
1
(t1t2)2 −D2
(
z(t22 −D) λ(t1t2 +D)
λ(t1t2 +D) z(t
2
1 −D)
)
, (79)
with D = 1/det G˜.
Let us first consider the case that t2 = 0 and t1 ≥ 0,
which is appropriate if one uses mean field theory where
t2 vanishes as d → ∞. In this case the Green’s function
reduces to
G˜(z) =
1
D2
(
zD −λD
−λD z(D − t21)
)
, (80a)
D =
z2 − λ2 +
√
(z2 − λ2)2 − 4t21z2
2
. (80b)
To have the proper behavior of the diagonal components
when z → ∞ the square root should be picked so that
D ∼ z2 in this case. The branch cuts are sitting on the
real axis between −z+ ≤ z ≤ −z− and between z− ≤
z ≤ z+, with z± =
√
t21 + λ
2 ± t1. This implies that the
system is always gapped if λ 6= 0, this is however not
always the case when t2 6= 0. From the above equations
we can extract the weight functions [see Eq. (57)]
A˜11() =
√
(2 − z2−)(z2+ − 2)
2pit21||
, (81a)
A˜12() = −
λ
√
(2 − z2−)(z2+ − 2)
2pit21||
, (81b)
A˜22() =
λ2
√
(2 − z2−)(z2+ − 2)
2pit21|3|
. (81c)
where the support is z− ≤ || ≤ z+.
For reference we also provide some results for the gen-
eral case that also t2 is nonzero. Let y = D+ (t1t2)
2/D,
for which there is a quadratic equation
y2 − (z2 − λ2)y + z2(t21 + t22) + 2λ2t1t2 − 4t21t22 = 0.
(82)
The square root should be picked so that D ∼ y ∼ z2
when z → ∞; the solution can therefore be represented
as
D =
y +
√
y2 − (2t1t2)2
2
, (83a)
y =
z2 − λ2
2
+
√
z2(z2 − 2λ2 − 4t21 − 4t22) + (4t1t2 − λ2)2
2
. (83b)
Nearest neighbor Green’s function
From Eq. (76) we get (again specializing to t2 = 0)
Gnn,11 =
−t1√
d− 1 G˜
2
11, (84a)
Gnn,12 = Gnn,21 =
−t1√
d− 1 G˜11G˜12, (84b)
Gnn,22 =
−t1√
d− 1 G˜
2
12. (84c)
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Using the symmetries we find that this implies
〈a†1xia2xi+δ〉 = 〈a†2xia1xi+δ〉 = 0, (85)
independently of the temperature. This is consistent
with the imposed particle-hole symmetry.
At zero temperature the frequency integrals needed for
the averages can be performed analytically: using formu-
las 3.152.10, 3.153.7, 3.155.1, 3.156.6 in [28] we obtain
h¯ =
λ
pit21
[
z2+ + z
2
−
z+
K
(
1− z
2
−
z2+
)
−2z+E
(
1− z
2
−
z2+
)]
,
(86a)
k¯ =
4
2pi3t31
√
d− 1
[
z+(t
2
1 + 2λ
2)E
(
1− z
2
−
z2+
)
− λ
2(3t21 + 2λ
2)
z+
K
(
1− z
2
−
z2+
)]
. (86b)
Here K and E are complete elliptic integrals of the first
and second kind. Alternative and equivalent formulas
can be obtained much more directly from Eq. (36) with
the Bethe lattice DOS in Eq. (18) after a proper rescaling
of the parameters. This gives (recall that r = t12/λ)
h¯ =
4
[
(1 + r2)K
(−r2)− E(−r2)]
pir2
, (87a)
k¯ =
4
[
(2 + r2)E(−r2)− 2(1 + r2)K(−r2)]
3pir3
√
d− 1 . (87b)
TRANSFORMATION CLASSIFICATION
A physical way of understanding and classifying the
transformations is to consider, given the imposed sym-
metries, which states that are allowed to mix. Using
charge conservation we know that the total charge N is
a good quantum number. Using spin conservation the
states can be classified further according to total spin
Stot and the spin projection Sz. If in one such class with
given values of N,Stot, Sz there are n states a generic
transformation within that class, which is connected to
the identity transformation, can be parametrized with an
SU(n) matrix. The transformation matrices for each spin
projection Sz must be the same because of spin rotation
symmetry. Demanding that time-reversal invariance is
also preserved each matrix must be real and therefore
SU(n) is restricted down to SO(n). The results of the
application of this scheme to local 2- and 3-band models
are presented in Tables I and II.
Additional constraints are obtained if we demand that
the transformation respects charge conjugation (particle-
hole) symmetry. In an M -band system this means that
N Stot # / Sz Nc Transformation
0 0 0 1 1
1 1/2 2 4 SO(2)
2 0 3 3 SO(3)
2 1 1 3 1
3 1/2 2 4 SO(2)
4 0 0 1 1
TABLE I. Classification of states in the 2-band model using
total charge N , total spin Stot, and spin projection Sz. Trans-
formations are allowed to mix states with a given value of the
spin projection Sz of which there are #/Sz. We also list total
number of states in each class Nc
N Stot # / Sz Nc Transformation
0 0 0 1 1
1 1/2 3 6 SO(3)
2 0 6 6 SO(6)
2 1 3 9 SO(3)
3 1/2 8 16 SO(8)
3 3/2 1 4 1
4 0 6 6 SO(6)
4 1 3 9 SO(3)
5 1/2 3 6 SO(3)
6 0 0 1 1
TABLE II. Classification of states in the 3-band model using
charge and spin. Same convention as in Table I.
the transformations in the charge sectors with N = n and
N = 2M−n are related. In particular, if n 6= 2M−n the
transformation with N = 2M −n is uniquely determined
by the transformation with N = n. In the half-filled
sector where N = M charge conjugation also splits up
the original transformation in an non-trivial way.
In our case the symmetry is even larger and the SO(4)
symmetry can be decomposed in terms of spin and pseu-
dospin into SU(2)×SU(2). Each state is then a mem-
ber of a multiplet in both the spin and pseudospin sec-
tors. The pseudospin symmetry enlarges the discrete
charge conjugation symmetry into a continuous SU(2).
This breaks down the symmetry further according to Ta-
bles III and IV.
Let us now count the number of transformations in the
SO(4)- and time reversal-symmetric case. According to
Table III a generic transformation in the 2-band model is
parametrized by two real numbers. This agrees with the
Majorana formulation in the main text where there are
two allowed generators. Consulting Table IV we see that
the total number of symmetry generators in the 3-band
case are those of 2 SO(3) and 2 SO(5) which is
Ngc = 2× 3 + 2× 10 = 26. (88)
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N Stot # / Sz Itot Iz Nc Transformation
0 0 1 1 1 1 1
1 1/2 2 1/2 1/2 4 SO(2)
2 0 2 0 0 2 SO(2)
2 0 1 1 0 1 1
2 1 3 0 0 3 1
3 1/2 2 1/2 -1/2 4 inherited from Iz = 1/2
4 0 1 1 -1 1 1
TABLE III. Classification of states in the 2-band model, ex-
tending Table I to include the total pseudospin Itot and pseu-
dospin projection Iz. The transformation matrix in the same
pseudospin multiplet with different Iz must be the same.
In the Majorana language one can check, most easily us-
ing computer algebra [22], that there are 1 bilinear, 8
quadrilinears, and 8 hexalinears. By symmetry there are
also 8 octalinears and 1 decalinear. In total there is there-
fore
Ngm = 2× 1 + 2× 8 + 8 = 26, (89)
independent generators. It is reassuring that the two
methods give the same number of independent allowed
transformations.
N Stot # / Sz Itot Iz Nclass Transformation
0 0 1 3/2 3/2 1 1
1 1/2 3 1 1 6 SO(3)
2 0 5 1/2 1/2 5 SO(5)
2 0 1 3/2 1/2 1 1
2 1 3 1/2 1/2 9 SO(3)
3 1/2 5 0 0 10 SO(5)
3 1/2 3 1 0 6 inherited from Iz = 1
3 3/2 1 0 0 4 1
4 0 5 1/2 -1/2 5 inherited from Iz = 1/2
4 0 1 3/2 -1/2 1 1
4 1 3 1/2 -1/2 9 inherited from Iz = 1/2
5 1/2 3 1 -1 6 inherited from Iz = 1
6 0 1 3/2 -3/2 1 1
TABLE IV. Classification of states in the 3-band model us-
ing charge, spin, and pseudospin. Same convention as in Ta-
ble III.
