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０ ８ 2４ 3２
図７計算時間の変化（kroA100）
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６．４ＴＳＰＬＩＢによる評価
表４にTSPLIBから都市サイズ48～2392都市までの30問を取り上げ，ＮＮ法で得られれ
た初期解に対して，３２個のＣＰＵを使用し，ＰＨＧＡ(MUh-X)，ＰＨＧＡ(IER-X)とＰＨＧＡ
（CSE-X)が算出した，解の質(最良，最悪，平均値)を示し，図８は，都市サイズ48～2392
都市の計算時間の変化を表す。表４から，Miih-X，ＩＥＲ－ＸとCSE-Xを比較した場合，
問題サイズが比較的小さい場合では解の質にあまり大きな違いは見られないが，問題サイ
ズが大きくなるに従い徐々にCSE-Xが良好な解を算出していることがわかる。さらに図
８から，比較的都市サイズが小さいときに各ＰＨＧＡは視覚的に見るとあまり計算時間に
差はないが，都市サイズが大きくなるにつれてＰＨＧＡ（MUh-X）はＰＨＧＡ（CSE-X）
の約２倍，ＰＨＧＡ（IER-X）はＰＨＧＡ（CSE-X）の約３倍もの計算時間が必要になると
いうことがわかる。
表４各ＰＨＧＡの実験結果（試行回数：各20回，３２CPU使用）
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６．５考察
表１，２，３，図６，７から，加速率と計算時間に対して考察する。３つの交叉法につ
いて，１ＣＰＵでの計算時間を比較すると，ＰＨＧＡ（MUh-X）とＰＨＧＡ（IER-X）は，
PＨＧＡ（CSE-X）の約２倍もの計算時間が必要となってくる。これは，ＰＨＧＡ（Miih-X）
の場合ハイブリッドしたLocalSearchの処理部分でかなりの計算時間が必要になり,ＰＨＧＡ
（IER-X)の場合は，交叉の処理部分でかなりの計算時間が必要になるからだと思われる。
またＣＰＵ数を増やし，３２CPUを用いた並列化の場合では，ＰＨＧＡ（MUh-X）はＰＨＧＡ
（CSE-X）の約1.5倍，ＰＨＧＡ（IER-X）はＰＨＧＡ（CSE-X）の約1.7倍の計算時間を要
している。ＰＨＧＡ（MUh-X）は，並列処理部分が高い割合で並列化きれ，１ＣＰＵのとき
に比べ効率的にＰＨＧＡ（MUh-X）に働いたものと考えられる。次に加速率については，
32CPUのとき，MUh-Xで12.8倍，ＩＥＲ－Ｘで10.7倍，CSE-Xで9.9倍であった。このこ
とより，ＰＨＧＡ（CSE-X）とＰＨＧＡ（IER-X）よりＰＨＧＡ（Miih-X）が，並列処理す
ることにより高い割合で並列化が行われていることがわかる。これは，LocalSearchの処
理部分においてＣＰＵの数を増やすことにより計算時間が効率よく分散されていくからだ
と考えられる。ＰＨＧＡ（CSE-X）とＰＨＧＡ（IER-X）がＰＨＧＡ（MUh-X）より加速率
が劣るのは，ＰＨＧＡ（CSE-X）とＰＨＧＡ（IER-X）においてそれほどLocalSearchの
処理部分で計算時間を費やしていないことが考えられる。しかし，図８では，ＰＨＧＡ(Ｍｉｉｈ
－Ｘ）よりＰＨＧＡ（IER-X）の方が計算時間を必要としているのは，ＰＨＧＡ（IER-X）は交
叉の処理部分（EdgeTableの作成，子孫の生成）でかなりの計算時間を費やしていると
考えられる。また，CSE-XとＩＥＲ－Ｘは交叉時にあまり親から離れていない子孫を生成
し，Miih-Xは，ＣＳＥ－ＸとＩＥＲ－Ｘより比較的離れた子孫を生成しているために，Local
Searchで局所最適解を算出する処理に時間が必要なのである｡表４に示した比較的大きな
問題群にも同様なことが考察できる。
次に，これらの加速率を更に向上させる方法について考察する。本ＰＨＧＡでは，最後
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に処理が終了したＣＰＵに合わせて同期を取っている。よって，ＣＰＵ数を増加しても加速
率は上がらないと考えられる。交叉とLocalSearchの処理部分では，LocalSearchの方
が処理を終える時間がまちまちなので,LocalSearchの処理部分において計算時間のかか
るＣＰＵを無視し，いくつかのＣＰＵが処理を終了した時点で次の処理に移ることによっ
て，ある程度のスピードアップが可能であると考えられる。
更にＧＡの並列化に関しては，さまざまな場合が考えられる。LocalSearch（LS）を
複数回繰り返す方法として，MultipleStartLocalSearch（MSLS）がある。これは比較
的簡単に実装でき(並列処理も可能)，その効果については極めて期待できる'3,15)。従って，
今回取り上げたＨＧＡを，MultipleStartHGA（ＭＳＨＧＡ）として，並列処理すること
などが考えられる。つまり，ＨＧＡ処理を各プロセッサに割り当て実行し，最良の結果を算
出する方法である。
７．むすび
本論文は，巡回セールスマン問題（TSP）に対する並列ハイブリッド遺伝的アルゴリズ
ム（ＰＨＧＡ）について検討した。ＰＨＧＡの実験では，逐次処理で算出された解の精度を劣
化することなく並列化したことを確認し,並列化による計算時間の短縮が逐次処理に比べ，
32個のＣＰＵを使用した我々の並列化実装形態においては，MUhlenbeinらの交叉（ＭＵｈ－
Ｘ）で約１／13,改良されたEdgeRecombinationCrossover（IER-X）で約１／11,完全
サブツアー交換交叉(CSE-X)で約１／10の時間で算出可能であることを示した。更に，基
本的な枠組みを用いて，ＴＳＰに対して有望とされるMiihlenbeinらの交叉（Mtih-X）と，
Starkweatherらの分析によって優れた交叉法とされる,改良されたEdgeRecombination
Crossover（IER-X）そして最近提案された完全サブツアー交換交叉（CSE-X）の並列化
における効率性の相違を比較した結果そこでは，各交叉法のアプローチの相違によって，
並列化に対して加速率や計算時間に大きな違いが表れることなどを示した。
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Inthispaper，weinvestigateparallelefficiencｙｏｆｔｈｅｃｏｍｐｕｔａｔｉｏｎｔｉｍｅａｎｄｔｈｅ
ａｃｃelerationpercentageforthecrossoveroperatorofgeneticalgorithm(ＧＡ).There
havebeenproposedvariouscrossoversoperatorforthetravelingsalesmanproblem
(TSP).Amongthesecrossoveroperators，followingthreecrossoveroperatorsare
consideredtobemostcompetentones：acrossoverofMUhlenbeinetaL（MUh-X),an
improvededgerecombinationcrossover(IER-X),andacompletesubtourexchange
crossover(CSE-X）
Wepresentthecomputationresultsofefficiencyofthesethreecrossoveroperators
byusingaparallelsupercornputer，Paragon,IntelCorporationandcomparethem
Asaconsequenceofthecomparisonfortheabovementionedpromisingcrossover
operators,ourproposedCSE-Xisconcludedasmostefficientone．
