Abstract. Understanding the evolving user session profile is key to maintaining service performance levels. Clustering techniques have been used to automatically discover typical user profiles from Web access logs. But it is a challenging problem that many clustering algorithms yield poor results because the session vectors are usually high dimensional and sparse. Although standard non-negative matrix factorization (SNMF) can be used in reducing the dimensionality of the session-URL matrix, the clustering results is not precise, because the basis vectors SNMF gets are not orthogonal and usually redundancy. In this paper, we apply local nonnegative matrix factorization (LNMF), which get basis vectors as orthogonal as possible, to reduce the dimensionality of the session-URL matrix. The experiment results show that LNMF performs better than SNMF for mining typical user session profile.
Introduction
Many web servers keep a access log of their users. Analysis of these logs can provide information on how to restructure a Web site for better performance [1] . Recently, new techniques [2] have been proposed to automatically discover "typical user session profiles", which are temporally compact sequences of Web accesses users often visit.
In the context of discovering Web user profiles based on clustering, a vector space model is used to represent the user sessions by assigning each vector attribute to a given URL on the Web site. However, in the case of Web sessions, the user sessions form extremely high dimensional and sparse data matrices. The key problem lies in the fact that many clustering algorithms yield poor results because of the high dimensionality [3] . To solve this problem, one method is applying standard nonnegative matrix factorization (SNMF) method, often called NMF [5] , to reduce the dimensionality of the session-URL matrix as presented in [4] * This work was supported in part by the NSFC (60373066, 60303024), National Grand Though the approach in [4] is effective, there are still some problems remained, among which a major one is that the SNMF do not require the base vectors be orthogonal. This may cause information redundancy and weaken the precision of results. In this paper, we apply local nonnegative matrix factorization (LNMF) [6] , which get basis vectors as orthogonal as possible, to reduce the dimension of the session-URL matrix. Also, we propose a metric to measure the clustering results. The experimental results show that the LNMF performs better than SNMF in mining typical user session profiles.
Mining Typical User Session Profiles
Now, we describe all the steps of mining typical user session profiles: first cluster the URL-session vectors. Then measure the clustering results and find the best one. Third summarize typical user session profile from the best clustering result.
Clustering the URL-Session Vectors
First, like the steps in [4] , we can get user sessions from server access logs, and form a URL-session matrix. Here, a user session is defined as accesses from the same IP address, such that the duration of elapsed time between two consecutive accesses in the session is within a prespecified threshold. Each URL in the site is assigned a unique number Third, we use the spherical k-means algorithm [4] to cluster the vectors in V. There are four steps: i) normalize all vectors v j to a unit vector which is still denoted as v j . ii) apply spherical k-means algorithm to cluster these vectors into k partitions
where each
contains, and discard the clusters whose number of vectors are less than q. Then we get the clustering result
, where
denotes the number of left clusters. vi) repeat ii) and iii) several times, and select the best clustering result according to their relative distance, which is defined in session 2.2
Measuring the Clustering Results
Here we present a metric to measure the "compactness" and "distinctness" of the clusters. It is the ratio of the "average intercluster distance" to the "average intracluster distance". The formal definition of these concepts are given below: Definition 1. Suppose the primary vector of the i th and j th sessions are x i and x j respectively, then the distance between the two sessions are defined as:
, its intracluster pair set D 1 (P) and its intercluster pair set D 2 (P) are defined as:
Suppose i and j (i<j) are two session numbers. " , let D 1 (P)and D 2 (P) denote its intracluster pair set and intercluster pair set respectively , and n 1 , n 2 denotes the number of pairs in D 1 (P) and D 2 (P), then the average intracluster distance L 1 (P) and the average intercluster distance L 2 (P) are defined as follows, where S(i 1 ,i 2 ) denote the distance between the i th and j th session:
Definition 4. The metric relative distance RD(P) is as follows:
Clusters in a clustering results with low relative distance are tight, compact and well-separated from others, and can be seen better than the ones with high relative distance.
Summarizing Typical User Session Profile
Suppose we got the best clustering result, which contain k clusters
, here we present a method to summarize typical user session profile from each cluster. Let . We use the primary vectors to construct a m dimensional vector P i =(P 1i ,P 2j ,…,P mi ) T as follows:
Generally the components of P i represent the probability of access of each URL during the profile, where P ki measure the significance of the k th URL to the profile. 
Experimental Results
In our experiments, we use the log data during a period of 1/1/98 to 6/1/98 downloaded from http://www.cs.washington.edu/research/adaptive. First, we set the maximum elapse time of a session to 45 minutes and totally get 449 valid URLs and 7577 sessions from the logs, for these URLs and sessions, we get the session-URL matrix X. Then we apply the SNMF and LNMF respectively to reduce the high dimension of the session-URL matrix X. Third, for each projecting matrix V, we set k=400 and q=100 and get the all clustering results, listed in table 1 and 2. At last we compare these clustering results, and mine typical user session profiles from the best one, which are listed in table 3. Table 1 and Table 2 show the cluster numbers n and the relative distance RD of the clustering results based on SNMF and LNMF with different projecting vector dimension r. From the tables, we can see that value of n fluctuate wildly in The reason of the difference may be that the SNMF makes the basis matrix U generated more randomly and cause information redundancy. So that the clustering results based on SNMF fluctuate wildly and have less precision. While the LNMF adds more additional constrains on the basis vectors and solves these problems. From this, we get the conclusion that the cluster method based on LNMF is more suitable in mining typical session profile.
Conclusions
In this paper, LNMF is proposed instead of SNMF in the field of mining typical user session profiles. The experimental results show that the method based on LNMF performs better than the method based on SNMF. In the future we will take more consideration into the impact of other constraints in this field.
