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PERFORMING ORGANIZATION REPORT NUMBER(S) S MONITORING ORGANIZATION REPORT NUMBER(S) % l
Technical Report CERC-88-5 This report describes methods to calculate the approximate upper limit of runup on N Ir riprap revetments caused by irregular wave action. A formula to predict the maximum runup is developed from one laboratory study and compared to data from a second study. The formula is found to fit the data of both studies quite well. A slightly improved version of the formula is then developed by combining the data from both studies. 
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APPROXIMATE UPPER LIMIT OF IRREGULAR WAVE RUNUP ON RIPRAP PART I: INTRODUCTION
I. In many locations riprap is the preferred type of shore protection against wave attack. The two reasons for this are the low cost and nigh durability of stone, and the effectiveness of randomly placed stone, because of its roughness and porosity, in dissipating wave energy and attenuating runup.
Because of these reasons, riprap has been the most studied type of revetment, --and its performance is well documented.
2. Runup is one of the most important factors affecting the design of revetments exposed to wave action. Generally, riprap revetments are designed so that little or no runup exceeds the top of the protection. Because of the--inherent complexity of natural wave trains and the interaction of incident waves and the return flow of previous runup on a rough, porous slope, it is difficult to predict the upper limit of wave uprush on riprap. This report summarizes the most important results from two unpublished studies, and presents formulas to calculate the approximate limit of wave runup. Both studies included laboratory tests of riprap exposed to irregular wave action. The formulas can be used to compute the elevation to which protection needs to be S extended to prevent exceedance by runup or to estimate the potential severity of wave overtopping.
e PART II: SOURCES OF DATA, TEST SETUPS, AND
A.
TEST CONDITIONS
3. The sources of data for this report came from model studies conducted S primarily for two US Army Corps of Engineer Districts, Detroit (NCE) and Jacksonville (SAJ).
4. Model studies conducted for NCE were to investigate wave runup on riprap-protected dredge disposal dikes in the Great Lakes. The scope of this S study was expanded to include an unusually wide range of water depths at the toe of the structure d s , zero-moment wave heights Hmo , and period of peak energy density of the incident wave spectrum Tp By expanding the scope of this study beyond the immediate problems occurring on the Great Lakes, the opportunity to develop a general wave-runup prediction method was provided. A summary of test conditions for both the NCE and SAJ studies is given in Table 1 , and data collected on both studies are tabulated in Appendix A. proper flow-regime in the model filter layer when the revetment is exposed to wave action; see Broderick and Ahrens (1982) . Large-sized filter stone and a 1:16 scale were used in both the NCE and the SAJ studies to minimize the in-S fluence of scale effects.
7. Tests for this study and the SAJ study were conducted in a 61-cm-wide channel within the Coastal Engineering Research Center's (CERC's) 1.2-by 4.6-by 42.7-m wave tank. Wave conditions were measured offshore by using three 0 parallel wire-resistance wave gages. Incident and reflected wave spectra were % be resolved using the method of Goda and Suzuki (1976) . Figure 2 shows a plan % view of the wave tank setup for this study. Details relating to spectral wave generation and the analysis of wave conditions in this wave tank are given by 0 Seelig (1980) .
Maximum wave runup elevations were obtained by visual observations
made by an experienced observer, and quantified by using a point gage. The observer stood immediately adjacent to the structure in a wave absorber chan-S nel as shown in Figure 2 . The duration of the runup observation was 256 sec, (0 corresponding to the data acquisition system's sampling interval for the wave gages to obtain the wave information. The observer tried to measure the extreme excursion of "green" water near the middle of the structure. Observations were not intended to measurc the upper limit of spray or splash. Prior to using visual observations, some effort had been expended in trying to use various types of continuous wave gages positioned just above the armor surface, but runup elevations that were measured by the wave gages proved to be 0 unreliable. After some initial observations and discussion, two experienced observers could obtain maximum runup elevations to within about a difference of 3 percent or less of each other. Additional information about the NCE study is given in Ahrens and Seelig (1980) .
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9. The SAJ study was conducted to investigate the stability of and wave runup on riprap to be used to protect Herbert Hoover Dike on Lake Okeechobee, Fiorida. Two structural slopes wcre tested during this study, 1 on 4 and 1 on 3. Figure 3 shows a profile view of the 1-on-4 slope tested. Figure 4 shows the cut and fill strategy used to construct a l-on-3, riprap-protected slope
.Q%"-on the embankment. Figure 5 shows a profile view of the 1-on-3 slope tested and the location of the wave gages. Figure 6 shows a plan view of the test setup. .
10.
Since the armor stone planned to protect the dike was marine limestone to be quarried in Florida, this type of stone was used in the model tests. This stone has a density of 2.55 g/cm 3 . The armor stone had a median ,6
weight which ranged from about 57 to 67 g during the course of the study (see Table 1 ). Filter stone had a median weight of about 12 g and a layer thickness of 2.5 cm. Additional details relating to test procedures and setup are given in Ahrens and Zirkle (1982) . 
11.
The biggest difficulty with analyzing the data from the NCE study was making accurate estimates of the zero-moment wave height Hm at the toe of the structure. In the NCE study the wave heights were measured offshore in If N a water depth 25 cm greater than at the toe of the structure. Due to shoaling and breaking, a wide range of offshore wave conditions can yield the same zero-moment wave height in shallow water. Therefore, the offshore wave height is not as useful as the wave height at the toe of the riprap structure. The wave conditions near the structure correlate well with the runup and often can be estimated accurately by depth-limited considerations. Originally in the NCE study the wave heights at the toe were estimated by using the method of Goda (1975) which accounts for shoaling and breaking of irregular waves.
However, after scrutinizing the information generated by Goda's model, it was ' observed that for some situations the method yielded values of Hmo/ds greater than 0.8 which is higher than has been observed in any of CERC's wave tank calibration tests. Because of this limitation, it was decided to try and develop another method to estimate Hmo at the toe of the structure.
12. Several methods were tested to account for the wave shoaling and breaking between the offshore gages and the toe of the structure. The method that worked best was a hybrid method which combined linear-wave shoaling with %-% the relation given by Hughes (1984) 
where d is the water depth at or near the structure toe. The procedure used to calculate the zero-moment wave height at the toe of the structure was to calculate the value by using both linear shoaling and Equation 1 prior to a study of wave overtopping of a seawall (Ahrens, Heimbaugh, and Davidson 1986) . This calibration data included a wide range of wave periods 0
and an extensive amount of wave shoaling and breaking for many conditions . between the offshore wave gages and an inshore gage located in front of a wave -a absorber beach. For the calibration data shown in Figure 7 , the offshore water depth ranged from 61.9 to 66.2 cm; the inshore water depth ranged from 4 22.9 to 27.2 cm; the offshore Hmo ranged from 1.6 to 21.5 cm; the inshore Hmo ranged from 1.5 to 16.4 cm; and the period of peak energy density ranged from 1.75 to 3.00 sec. The hybrid method given above appears to work well for CERC calibration data because linear shoaling tends to overestimate inshore
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Hmo while Equation 1 tends to underestimate inshore Hmo , and Equation 2 provides a logical limiting value on Hmo . Based on the success of the hybrid model in predicting known data, the model was applied to the NCE study to estimate Hmo at the toe of the structure. Subsequent analysis of pre-0 dicted and observed maximum runup elevations suggests that the hybrid method makes good estimates of Hmo in shallow water.
14. The wide range of water depths tested in the NCE study had been included partly to investigate the influence of water depth on wave runup.
S
This concern is strongly reflected in the discussion of wave runup in the -.
Shore Protection Manual (1984) . From previous studies it was known that runup would be strongly influenced by the surf condition on the structures (Ahrens and McCartney 1975) , but it also seemed logical that the maximum runup would _ be dependent on the shape of the wave-height distribution and nonlinear effects. The last two influences would be very dependent on the water depth at the toe of the structure and the wave periods. To investigate the influence of surf characteristics on runup, the surf parameter for irregular waves .
is defined as Figure 8 shows the predicted values of Rmax versus the observed values of Rmax by using different symbols to identify the two studies. The good fit to the NCE data is _ gratifying considering the problem related to estimating the Hm at the toe of the structure. The good fit to the SAJ data is somewhat surprising considering that the thickness of the armor layer for the SAJ test was considerably thinner than the armor layer used in the NCE tests. In addition, the struc-0 tural slopes tested for SAJ were 1 on 3 and 1 on 4 compared with a slope of I on 2 for the NCE tests. These findings indicate that the maximum runup may not be too sensitive to the armor-layer thickness, and that the surf parameter properly accounts for differences in the structural slopes. It should also be recalled that the runup coefficients were obtained from the NCE study so that the SAJ data provide a rather severe test for the runup model's predictive ability.
16. By lumping the data from the two studies together, somewhat better 
17.
To investigate systematic error in predicting the maximum runup and to identify possible ways to improve the prediction method based on the modi-@ fied surf parameter L , a series of error plots was made. In these plots, the percent error %E in predicting the maximum runup is defined as 13 , Figure 9 . Rma x predicted, using coefficients from both NCE and SAJ data, versus Rma x observed for NCE and SAJ data (R ma) It can be seen in Figure 12 that 20. Since the standard surf parameter has been frequently used to predict wave runup, it is useful to provide a prediction formula based on that . s.
method to allow comparison to earlier studies. Using Equation 3 to define the surf parameter in Equation 5, the runup coefficients were determined for the combined NCE and SAJ data sets as a = 1.022 and b = 0.247 . Figure 13 shows the predicted and observed values of Rmax/Hmo versus the standard surf parameter. It can be seen that the predicted values follow the trend of the observed data very well. Using the same method to evaluate errors as was used Figure 13 . Comparison of the prediction of Rmax using ,
for the Equation 4 model, it was found that there were no systematic errors %.d, associated with the model which used the standard surf parameter. Figure 14 shows that the standarized percent errors for this model also seem to have a normal distribution. Performing the K&S test once again showed that these data were also normal at the 20-percent significance level and thus, could be assumed to have a normal distribution. Figure 15 shows the more conservative curve which could be expected to envelop 97.7 percent of the data and represents an increase of two standard deviations over the expected mean curve.
The coefficients for this conservative curve are a = 1.285 and b = 0.247'
Once again, this curve is only one of many more conservative curves that could be constructed depending upon the design situation. Using the runup coefficients with the standard surf parameter would be an easy way to estimate Rmax using a small calculator. The more accurate model would require the calculation of L for use in the modified surf parameter which would be more p difficult than calculating the deep-water wave length for the standard surf parameter. 
PART IV: SUMMARY
21.
All the equations presented within this report were developed from two unpublished laboratory studies. These equations provide an easy way to 0 calculate the Riax of irregular waves on riprap-protected embankments. Table 2 summarizes the important information about two runup equations which b =0.247
represent the most accurate existing method to determine the approximate upper 0 limit of wave uprush on a riprap revetment. The two equations are presented as a recommended method and an alternate method to compute Rmax . The recommended method has little or no systematic error such as might be associated with the influence of water depth or nonlinear effects and is slightly more • accurate than the alternate method. The alternative method is easier to calculate and can serve as a "rule of thumb" estimate. In Table 2 the runup coefficients are to be used in the general runup equation (Equation 5) by using either the standard or modified surf parameter as noted. A method was developed which provides a reasonable way to make the predicted values of Rmax more conservative. It was found that the errors in predicting Rmax have a normal distribution, and this fact was used to adjust the runup coefficient a so that any predetermined exceedance level for Rmax could be achieved.
For example, by increasing the coefficient a by two standard deviations of the percent error gives Rmax predictions which would be expected to exceed 97.7 percent of the observed values of Rmax * This technique produces a logical envelope for the data. the percent error which was used in this method and the correlation squared 
