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NONPARAMETRIC MULTI-LEVEL CLUSTERING
OF HUMAN EPILEPSY SEIZURES1
BY DRAUSIN F. WULSIN, SHANE T. JENSEN AND BRIAN LITT
University of Pennsylvania
Understanding neuronal activity in the human brain is an extremely dif-
ficult problem both in terms of measurement and statistical modeling. We
address a particular research question in this area: the analysis of human in-
tracranial electroencephalogram (iEEG) recordings of epileptic seizures from
a collection of patients. In these data, each seizure of each patient is defined
by the activities of many individual recording channels. The modeling of
epileptic seizures is challenging due the large amount of heterogeneity in
iEEG signal between channels within a particular seizure, between seizures
within an individual, and across individuals. We develop a new nonparamet-
ric hierarchical Bayesian model that simultaneously addresses these multiple
levels of heterogeneity in our epilepsy data. Our approach, which we call
a multi-level clustering hierarchical Dirichlet process (MLC-HDP), clusters
over channel activities within a seizure, over seizures of a patient and over
patients. We demonstrate the advantages of our methodology over alternative
approaches in human EEG seizure data and show that its seizure clustering
is close to manual clustering by a physician expert. We also address impor-
tant clinical questions like “to which seizures of other patients is this seizure
similar?”
1. Introduction. Over 50 million people worldwide suffer from epilepsy
[Saraceno, Avanzini and Lee (2005)], and 20–40% of those cases are not effec-
tively treated by medications [French (2007)]. Resective brain surgery is currently
the only alternative to pharmacological treatment, but determining what area(s)
of brain tissue to remove is a difficult task. To this end, patients usually undergo
continuous intracranial electroencephalogram (iEEG) monitoring for up to several
weeks in a hospital epilepsy monitoring unit after implantation of up to several
hundred intracranial electrodes. The goal of monitoring is to record seizures so
that neurologists specializing in epilepsy can observe the seizure dynamics and
use them in their clinical decision-making.
The iEEG data come from individual implanted electrodes (also known as chan-
nels) penetrating into the brain or under the dura on the brain’s surface to record
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1Supported by grants from the US National Institutes of Health (National Institute of Neurologi-
cal Disorders and Stroke RO1-NS041811, RO1-NS48598 and U24-NS063930-03), the Julie’s Hope
Award from the Citizens for Research in Epilepsy, and the Dr. Michel and Mrs. Anna Mirowski
Discovery Fund for Epilepsy Research.
Key words and phrases. Epilepsy, seizures, intracranial electroencephalogram (iEEG), Dirichlet
process, nonparametric Bayes, clustering.
667
668 D. F. WULSIN, S. T. JENSEN AND B. LITT
electrophysiologic potentials relative to a reference channel. These recordings are
sampled at a frequency of at least 200 Hz and collected continually for a period of
up to a few weeks. A patient often has more than one hundred individual electrodes
implanted at once. These electrodes are uniquely placed for each patient. The num-
ber of seizures recorded during continuous monitoring can vary from only one to
over fifty per patient.
The clinical decision process for epilepsy surgery is still quite inexact due to
the heterogeneity of the disease, the many modalities of patient data (including
clinical history, MRIs, CTs, scalp EEG and intracranial EEG), and the numerous
physicians and subspecialties involved. These challenges most likely contribute to
the low seizure-freedom rates following resective surgery, particularly for seizures
arising outside of the temporal lobes [de Tisi et al. (2011)].
In reviewing a patient’s iEEG, an epileptologist must determine which areas of
the brain should be removed to reduce and hopefully eliminate a patient’s future
seizures [Engel and Pedley (2008), Chapters 166–169]. Many factors go into this
decision. Epileptologists pay particular attention to which channels seem involved
with the onset of the seizure and the way in which other channels later join the
seizure activity. Simplistically, the epileptologists manually cluster the channels
into different groups that include onset channels, delayed onset channels and non-
involved channels, to name but a few different types. On a higher level, epileptolo-
gists look at the collection of seizures a patient displays to understand the different
seizure types a patient tends to display, including seizures with focal onset (a few
very specific channels initiate the seizure), diffuse onset (many or all of the chan-
nels involved from the start) and many gradations in between. Understanding the
full range of seizure types a patient can display is important in determining how
removing particular brain tissue may affect a patient’s prognosis.
Finally, from a very high level, the epileptologist considers how likely the pa-
tient is to benefit from the extremely invasive resective surgery given the outcomes
of previous patients with a similar pattern of seizures. For example, patients with
exclusively very focal onset seizures tend to have much higher seizure freedom
rates than those with more of a variety of seizure etiologies [Engel and Pedley
(2008), Chapter 167].
In current clinical practice, this analysis process is almost entirely manual and
varies greatly depending on the center of treatment and individual training of the
epileptologists. We believe statistical models can help reduce some of the uncer-
tainty in this process and provide objective clinical decision support. On some
level, one can think of the clinical analysis process described above as a clustering
procedure done on a number of levels: the channel level, the seizure level and the
patient level.
Most existing quantitative approaches to seizure modeling focus on individual
seizures since generalizing across seizures and especially across patients is so dif-
ficult. Many models aim to understand relationships between the channel activi-
ties [cf., Bartolomei et al. (2010), Chaovalitwongse (2008), Hegde et al. (2007),
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Ossadtchi et al. (2010), Paramanathan and Uthayakumar (2008)] in a seizure.
Other models focus on the problem of seizure onset detection [cf., Chan et al.
(2008), Klatchko et al. (1998), Quyen et al. (2005)], a well-studied but still very
difficult problem in the epilepsy domain.
Models for a single seizure from one patient are not at all analogous to a physi-
cian’s representation of the same seizure. That physician has—over the course
of his or her training—seen the iEEGs of hundreds or thousands of seizures from
many patients. This experience informs the physician’s interpretation of the current
seizure of interest. We believe that any model that hopes to reasonably represent
the iEEG of seizures must also integrate information from many seizures over a
diverse patient population. A model that clusters a multi-patient dataset of iEEGs
from seizures on the channel level, the seizure level and the patient level would
achieve our desired information sharing across seizures and patients.
Hierarchical Bayesian approaches provide a ready solution for the information-
sharing problem in that each level in the hierarchy is a blend of local information
(e.g., the channel activities in a particular seizure) and also global information
(e.g., the other seizures of that patient and even the other seizures of other patients).
Nonparametric Bayesian methods are also attractive since they reduce the amount
of necessary model selection. Nonparametric Bayesian methods often build off the
Dirichlet process (DP) [Ferguson (1973)], a discrete probability distribution over
distributions. In particular, the hierarchical Dirichlet process (HDP) of Teh et al.
(2006) and the nested Dirichlet process (NDP) of Rodríguez, Dunson and Gelfand
(2008) provide ways of sharing information across a hierarchy and clustering on
multiple levels of a dataset, respectively, and thus help inspire the model developed
in this work. All of these approaches are agnostic to the observational model used
at the bottom level, allowing the practitioner to choose the observational model
most suitable for the specific application.
In this work, we develop a new hierarchical Bayesian model inspired by the
problem of sharing information between multiple, diverse patients to effectively
model seizures and the iEEG channel activities that comprise those seizures. Our
model builds off nonparametric models like the hierarchical and nested Dirichlet
processes, in some sense combining the efficient information sharing across data
groups of HDP with the NDP’s ability to perform multiple levels of clustering.
Since the model uses an HDP for this clustering on each level (e.g., the iEEG
channels, the seizure and the patient level) of the data, we call it the multi-level
clustering hierarchical Dirichlet process (MLC-HDP).
In Section 2, we outline our dataset of intracranial electroencephalogram
(iEEG) recordings from human epileptic seizures and the preprocessing that we
apply to this data. We develop our multi-level clustering hierarchical Dirichlet pro-
cess (MLC-HDP) model and its implementation in Section 3. The results from our
dataset of intracranial electroencephalogram (iEEG) recordings are presented in
Section 4 along with comparisons of our inferred seizure clusters to manual clus-
tering by physician experts. We also examine our model inferences in the context
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of several relevant clinical questions in Section 4 before concluding with a brief
discussion in Section 5.
2. Data and preliminary processing. Our available data is 193 intracranial
EEG (iEEG) seizure records from 10 patients from the Children’s Hospital of
Philadelphia. These patients display attributes common to most epileptic seizure
iEEG recordings: (1) unique electrode placement for each patient, (2) large differ-
ences in the number of seizures per patient, and (3) differences in the number of
usable channels across the seizures for each patient. Table 1 describes the num-
ber of seizures per patient as well as whether a patient’s seizures contain the same
number of active electrodes.
We chose to work with iEEG clips of all channels −30 seconds before to +90
seconds after the start of the seizure, with start of the seizure being manually de-
fined by an epileptologist. An example of the raw iEEG recording with 128 chan-
nels is given in the top left plot of Figure 1. Rather than modeling these raw iEEG
channel voltage traces directly, we chose to extract a set of simple features from
each channel. Specifically, we extracted the log10 power in four clinically rele-
vant frequency bands (4–8, 8–13, 13–30, 30–100 Hz) for each channel over the
120 seconds, using a sliding window of 500 ms with 50% overlap.
While rich literature exists on EEG features [cf., Adeli, Zhou and Dadmehr
(2003), Ghosh-Dastidar, Adeli and Dadmehr (2008), Reijneveld et al. (2007),
Srinivasan, Eswaran and Sriraam (2007), Stam (2005)], we chose these features
because they closely resemble what we believe actual epileptologists consider
when reading iEEG recordings. As an example, the middle right plot of Figure 1
gives one of these frequency features (13–30 Hz) for the 128 channels of the same
seizure shown in the top left plot of Figure 1.
TABLE 1
The number of recorded seizures for each patient and
whether all the seizures for that patient contained the
same number of active channels
Patient # Seizures Same # channels
A 1 yes
B 9 yes
C 4 yes
D 18 no
E 61 no
F 50 no
G 1 yes
H 22 yes
I 13 no
J 14 yes
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FIG. 1. Top left: An example of 128 iEEG voltage traces over time for a seizure, where the start of the seizure is indicated with a vertical black line.
Top middle: The log10 power in the 13–30 Hz frequency band for each channel of that same seizure, where red corresponds to larger values and blue to
smaller values. Top right: A scree plot showing the cumulative proportion of variance of the first 50 principal components of the channel activities. Middle
and bottom rows: Two-dimensional (each of four frequency bands at each time point) representations of the mean and first five principal components of
the channel features.
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For each channel, the four frequency features at each of the 479 time points
were concatenated into a 1916-dimensional feature vector representing that chan-
nel’s activity during the seizure. Principal Components Analysis (PCA) was then
applied to these feature vectors over all the seizures in our data in order to reduce
the dimensionality of the channel features. The top right plot in Figure 1 gives the
scree plot for the first 50 principal components of the channel features.
Based on this scree plot, we decided to focus our modeling on the first 5 princi-
pal components, which retained 68% of the original variance in the channel feature
vectors.2 In the middle and bottom rows of Figure 1, we represent these 5 principal
components by plotting their value for the four frequency bands at each time point,
along with the mean value for the four frequency bands at each time point. These
two-dimensional representations show how different time points and frequency
band powers are emphasized in different principal components.
Thus, our raw iEEG data has been reduced to a five-dimensional vector of
principal component values that are the channel observations xtj i for channel i
in seizure j of patient t . In Section 3, we develop a hierarchical Bayesian non-
parametric model that shares information across channels within a seizure, across
seizures within a patient and across patients.
3. Model and implementation. Given the complexity of epilepsy as a disease
and the unique electrode placement for each patient, any model of seizure activity
across patients will necessarily involve a number of simplifying assumptions to
make it tractable. First and foremost, we assume that the channels of each seizure
and the seizures of each patient are exchangeable. In reality, the spatial relation-
ships between the channels and the temporal relationships between the seizures
add considerable nuance to this already complex data. Nevertheless, we believe
the most important information about a patient’s seizures lies in the channel iEEG
itself, so it should be the basis for our modeling approach.
As detailed in Section 2, our processed intracranial EEG (iEEG) seizure data
consists of a five-dimensional vector of channel observations xtj i ∈ R5, where
i = 1, . . . ,Ntj indexes each channel within a particular seizure, j = 1, . . . , Jt in-
dexes each seizure with a particular patient, and t = 1, . . . , T indexes each patient.
Specifically, we have T = 13 patients, each with a different number of seizures Jt
as outlined in Table 1.
We use a multivariate normal likelihood with diagonal covariance to model
these channel features,
xtj i ∼N (μtj i ,σ 2tj i),(1)
2We found that our results presented in Section 4 are reasonably similar when focusing our mod-
eling on either 5, 10 or 20 principal components, which is not surprising given the small marginal
increase in cumulative variance going from 5 to 20 principal components.
A MULTI-LEVEL CLUSTERING HDP MODEL 673
FIG. 2. A schematic of the structure of our epilepsy iEEG data, with a set of patients that each
contain a set of seizures that each contain a set of channel observations. The clusters at each level
are shared horizontally across the hierarchy.
where we collect the parameters of the mean vector μtj i and diagonal covari-
ance matrix σ 2tj i into a single parameter vector φk = (μtj i ,σ 2tj i). For more details
about the likelihood, refer to our supplementary materials [Wulsin, Jensen and Litt
(2016)].
We need to model the parameters φtj i of each channel observation xtj i so
that we share information across channels within a seizure and across seizures
within a patient. In Section 3.1, we outline our model for sharing information
across seizures within a single patient. In Section 3.2, we extend our model to
also share information across multiple patients. In Figure 2, we present an illus-
trative schematic of the three levels of information sharing in our epilepsy iEEG
data: the channel observation level, the seizure level and the patient level.
Although every patient’s seizures are unique, enough similarities exist on the
channel and seizure level that we would like to share information between the mod-
els for each patient. However, the clinical aspects of a particular patient’s seizures
on the iEEG are much more similar to some patients than others, so we would
like some way to more selectively share information across patients. For example,
some patients display diffuse onset seizures, where most of the channels become
hyperactive almost simultaneously. In other patients, activity on a small core of
channels initiates the seizure and is joined later into the seizure by higher activ-
ity in other channels. In still other patients, the seizure is well localized only to
a specific brain region, so channels located far from that region have barely any
heightened activity during the seizure. We would ideally like to share information
mostly between seizures within patients and between patients with a preference
for finding common onset patterns.
Our approach to this desiderata is the development of a Bayesian hierarchical
model that shares information at the multiple levels of channels within seizures,
seizures within patients and across patients. As much as possible, we will avoid
strong assumptions about the functional form of the distributions that underly
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our parameters φk but instead build off of recent advancements in nonparamet-
ric Bayesian modeling [e.g., Rodríguez, Dunson and Gelfand (2008), Teh et al.
(2006)].
3.1. Sharing information across seizures within a single patient. We begin our
development by first considering only a single patient t . We model the underlying
parameters φtj i of each channel observation xtj i as sharing a common distribution
φtj i ∼ G
across channels i within a seizure and across seizures j within that patient t . The
conventional nonparametric Bayesian approach for this common distribution G
would be the Dirichlet process [Ferguson (1973)], where G is given a Dirichlet
process prior, G ∼ DP(γ,H), with base measure H for the parameters φtj i and
scalar concentration parameter γ .
The stick-breaking construction of Sethuraman (1994) defines a realization G ∼
DP(γ,H) from a Dirichlet process as
G =
∞∑
k=1
πkδφk ,(2)
where δφk represents a unit measure concentrated at each sample φk from the base
measure φk ∼ H . In our iEEG application, we use a normal inverse-χ2 base mea-
sure for the parameters φk that has a mean and diagonal covariance set using the
method of moments to be equal to those across all the channel feature observations
of all seizures and patients. This empirical prior setting provides a reasonable prior
location while ensuring that it is sufficiently vague thanks to the large diversity in
channel observations.
The π are weights for each sample φk derived from the probabilistic breaking
of a stick,
πk = bk
k−1∏
l=1
(1 − bl) where bk ∼ Beta(1, γ ).(3)
This generative scheme for the weights π is denoted π ∼ GEM(γ ) after Griffiths,
Engen and McCloskey [Pitman (2002)].
This stick-breaking construction clearly illustrates that under a Dirichlet process
model, the distribution G is discrete: the parameters φtj i for each channel observa-
tion are generated from a set of atoms φk ∼ H with πk specifying the probability
of atom φk . The discrete nature of our model permits information sharing across
channels i within a seizure and across seizures j by clustering our channel ob-
servations into groups that share the same underlying parameter atoms φk . We
introduce the additional notation ztji = k to specify which of the unique parameter
atoms φk underlies the channel observation xtj i .
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However, a key disadvantage of the generic DP model is that it contains only
one level of clustering: it would consider channel observations of all the seizures
at once, without distinguishing between channel observations belonging to one
seizure or another. While clustering channel activity alone is indeed a relevant
enterprise, it is not as well suited for the more high-level clinical analysis of deter-
mining similarities (and differences) between seizures, especially for patients with
many recorded seizures. This disadvantageous aspect of the DP model is illustrated
with an example in the top left section of Figure 3.
We need to add more structure to our model in order to address the heterogeneity
at multiple levels of our seizure data. The hierarchical Dirichlet process of Teh
FIG. 3. A comparison of how four different models—the Dirichlet process (DP), the hierarchical
Dirichlet process (HDP), the nested Dirichlet process (NDP) and our multi-level clustering HDP
(MLC-HDP)—would be applied to three seizures of a single patient. Top left: The DP yields a single
discrete measure G over the channel observations, producing a clustering over the channels (shown
by the color under each channel) that is indiscriminate of the seizure to which each channel belongs.
Top right: The HDP yields a global discrete measure G0 and measures {Gj }3j=1 for each seizure that
shares atoms with G0 which produces a clustering over channel observations with unique weights
for each seizure. However, there is still only a single clustering at the level of channel observations
and no direct clustering of seizures. Bottom left: The NDP yields a collection of measures (G) that
each contain a collection of unique atoms and weights, resulting in a clustering over the seizure types
and the channel types but without any sharing of channel atoms between seizures. Our MLC-HDP
model also yields a collection of measures (G), but they share the same collection of atoms while
each having unique weights. Like the NDP, the MLC-HDP produces a clustering over the seizure
types and the channel types.
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et al. (2006) is a natural extension of the DP model to grouped data, where the
groups in this context would be the seizures within a patient. In the HDP, the
channels of each seizure j would be grouped together and modeled by an unknown
distribution that is unique to each seizure,
φtj i ∼ Gj,
where we employ a Dirichlet process prior Gj ∼ DP(α,G0) to each seizure-
specific distribution Gj . Information is shared between seizures via the com-
mon base measure G0 that is itself modeled using a Dirichlet process prior
G0 ∼ DP(γ,H).
The stick-breaking representation defines a realization from the HDP as
Gj =
∞∑
k=1
πjkδφk and G0 =
∞∑
k=1
βkδφk ,(4)
where δφk again is a unit measure concentrated at each sample φk from the base
measure φk ∼ H . The weights β for the global measure G0 are generated from
the same stick-breaking process as in the DP model, β ∼ GEM(γ ). The weights
π j = (πjk) for each seizure-specific distribution Gj are themselves a sample from
a Dirichlet process, π j ∼ DP(α,β).
A key aspect of the HDP model is that the same set of parameter atoms δφk
are shared by both the global measure G0 and the seizure-specific distributions
Gj , though each seizure can have a unique set of weights π j for those parameter
atoms. Thus, the HDP model is still only clustering at the level of the channel
observations, just as in the DP model.
If we also desire to cluster at the level of entire seizures, we could only do
this with the HDP model by downstream analysis of the clustered channel obser-
vations. The lack of an explicit clustering of seizures is a potential disadvantage
of the HDP model that we illustrate with an example in the top right section of
Figure 3.
The nested Dirichlet process (NDP) of Rodríguez, Dunson and Gelfand (2008)
is an alternative approach that allows for explicit clustering at both the level of
channel observations and the level of seizures. The stick-breaking construction for
the NDP is
G =
∞∑
k=1
πkδφk and G

0 =
∞∑
k=1
βkδG.(5)
In the NDP, the parameter atoms φk are unique for each measure G but still
sampled from the base measure φk ∼ H . The associated weights πk ∼ GEM(α)
for each parameter atom are also unique for each group. The global measure G0 is
a mixture of these measures G with weights β
 ∼ GEM(γ ).
There are two key distinctions between the NDP and HDP approaches. First, the
measures (G)
∞
=1 of the NDP contain both unique parameter atoms and unique
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weights, whereas the measures {Gj }Jj=1 of the HDP contain only unique weights,
with their parameter atoms all defined by the global measure G0. Second, multiple
seizures j can be assigned by the NDP to a particular measure G, which allows
for the clustering of seizures. In contrast, each seizure j has its own unique mea-
sure Gj in the HDP. Unlike the DP and the HDP, the NDP is indeed a two-level
clustering model, where the channel observations are clustered on one level, and
the seizures are clustered on another level. The NDP model is thus more clini-
cally useful because the seizure level clusters can be used to organize the seizures
directly.
Unfortunately, the assumption of the NDP that each seizure cluster G contains
its own unique parameter atoms φk is not realistic for our seizure application.
A clinician may deem two seizures to be fundamentally different even if a subset
of their channels are behaving quite similarly. We would like to share channel-
type atoms across the seizure-type clusters, which is not possible with the NDP.
Furthermore, the unique channel-type atoms for each seizure-type mixture can
lead to a large number of total channel-type atoms, making practical computational
issues a potential barrier to scaling the model up to a realistic number of seizures.
We illustrate this disadvantage of the NDP model with an example in the bottom
left section of Figure 3.
To address the disadvantages of both the HDP and NDP approaches, we pro-
pose a new hierarchical nonparametric Bayesian model. Recall that we need to
model the underlying parameters φtj i of each channel observation xtj i for a single
patient t . We model the collection of underlying channel parameters φtj i as a set
of atoms from a seizure-type measure G,
G =
∞∑
k=1
πGkδφk ,(6)
where each parameter atom φk is generated from the base measure φk ∼ H and
represents the different types of channel observations. Unlike the NDP, these chan-
nel parameter atoms φk can be shared across different seizure-type measures G.
The weights πG associated with measure G are a sample from a Dirichlet process,
πG ∼ DP(αG,βG) with βG ∼ GEM(γ G).
Next, we model the collection of seizure-type measures G as a set of atoms
from an overall measure F shared across seizures,
F =
∞∑
=1
πF δG,(7)
where the weights πF are generated from a Dirichlet process πF ∼ DP(αF ,βF )
with βF ∼ GEM(γ F ). This formulation is similar to the NDP in that it implies
a mixture of mixtures, but our weights πF are sampled from a DP, whereas the
analogous weights in the NDP are sampled from a GEM stick-breaking process.
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Also, our model shares channel parameter atoms φk across different seizure-type
measures G unlike the NDP.
We can think about our model’s generative process as each seizure j selecting a
G from the mixture F . The mixture F shares information across seizures within
a patient (with parameters πF ,αF and βF ). The selected G can be thought of as
the seizure-type cluster to which seizure j is assigned.
Within that seizure type, particular parameter atoms φk (which we may think of
as describing the channel type) are chosen from G as the underlying parameters
for each channel observation xtj i in seizure j . The mixture G shares information
across channels within a seizure (with parameters πG,αG and βG). In Section 3.2,
we will add an additional level to our model where information is shared across
patients.
We call our model the multi-level clustering hierarchical Dirichlet process
(MLC-HDP). Our MLC-HDP blends the desirable aspects of the HDP and NDP
for our seizure iEEG application. It incorporates the multiple levels of clustering
introduced by the NDP, but—as in the HDP—the different seizure type mixtures
G share a common set of channel-type atoms φk , allowing for both across seizure-
type sharing of channel information and efficient scaling as the number of seizure
types grows.
Our two-level MLC-HDP model is actually equivalent to the hybrid NDP-HDP
model described by James’ comment to the NDP paper of Rodríguez, Dunson and
Gelfand (2008). The final panel (bottom right) of Figure 3 depicts our MLC-HDP
model applied to the same example dataset as the DP, HDP and NDP. We have
explored the differences between our two MLC-HDP and the NDP with a simu-
lation study in our supplementary materials. Under the same simulation settings
as Rodríguez, Dunson and Gelfand (2008), our MLC-HDP model is able to better
estimate subtle mixture densities.
3.2. Sharing information across patients. In Section 3.1 above, we developed
a multi-level clustering hierarchical Dirichlet process model for sharing informa-
tion across seizures within a single patient. We now extend this model to share
information across the ten different patients in our iEEG data. Specifically, we add
another hierarchical Dirichlet process layer to our model that contains a mixture
of patient types.
Instead of a single patient mixture F over the seizure-types (δG)∞=1, as we had
in equation (7), we define a mixture Ft ,
Ft =
∞∑
=1
πFtδG,(8)
with weights πFt ∼ DP(αF ,βF ) where βF ∼ GEM(γ F ). These mixtures Ft rep-
resent a patient-type, which we link together with a mixture E over our population
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of patients,
E =
∞∑
t=1
πEt δFt ,(9)
with weights πE ∼ DP(αE,βE) where βE ∼ GEM(γ E). Note that in equation (8)
each patient-type t uses different weights πFt over the same seizure-types (δG),
a representation that parallels the fact that each seizure-type  uses different
weights πG over the same channel-parameter atoms (δφk ) in equation (6).
In total, our MLC-HDP model induces clustering at three different levels of
the iEEG data: channel observations are clustered within a particular seizure and
seizures are clustered both within a particular patient as well as across our popu-
lation of ten patients. Referring back to Figure 2, we have used different colors to
illustrate the clustering induced by our MLC-HDP model at the levels of channels,
seizures and patients. While the DP, HDP and NDP models can also be applied to a
multi-patient dataset of seizures, those approaches suffer from the same problems
discussed previously for those models in Section 3.1.
3.3. Model implementation. Our model implementation is based on the Gibbs
sampler, a Markov chain Monte Carlo sampling strategy that iteratively samples
from the conditional distributions of each parameter given current values of the
other parameters [Geman and Geman (1984)]. We divide the parameters that need
to be estimated into several sets: (1) the channel observation parameters φk , (2) the
mixture weights π and their shared parameters β at each of the three model levels,
(3) the concentration parameters γ and α at each of the three model levels, and
(4) a set of indicator variables zEt , zFtj and zGtji that indicate the current clusters of
patient-types, seizure-types and channel-types, respectively.
Following Teh et al. (2006), we use a Rao–Blackwellized direct assignment
sampler (also known as a collapsed Gibbs sampler) at each level that marginal-
izes out the mixture weights π at each of the three model levels, as well as the
channel observation parameter atoms φk . Such marginalization has been shown
to improve efficiency of Gibbs samplers [Casella and Robert (1996), Gelfand and
Smith (1990), Liu, Wong and Kong (1994)]. Below, we briefly summarize the three
steps of our collapsed Gibbs sampler, with full details given in our supplementary
materials. Matlab code implementing our model is also available from the first
author’s website.3
Sampling cluster indicators at each level. At the level of the channel observa-
tions, we sample the cluster indicator zGtji for channel observation i in seizure j of
patient t from a multinomial where the probability of selecting cluster k is
p
(
zGtji = k| · · ·
)∝ dk(xtj i)(αGβGk + nGk),
3www.seas.upenn.edu/~wulsin
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where  is the current cluster indicator for the seizure j , that is, zFtj =  from
the seizure level of the model. The count variable nGk represents the number of
channel observations assigned to channel type k across all the seizures in seizure
type . The value dk(x) is the posterior predictive likelihood which, under our Rao–
Blackwellized scheme, is a multivariate Student-t [Gelman et al. (2004), page 88].
The conditional distributions for the seizure-level indicators zFtj and patient-level
indicators zEt are similar, with details given in our supplementary materials.
Sampling global parameters at each level. As mentioned above, the mixture
weights π are marginalized out of our sampling scheme, but we must still sam-
ple the global parameters β for those weights at each level of the model. For the
channel-type parameters βG, we first generate values
mGk =
nGk∑
s=1
θs where θs | · · · ∼ Ber
(
αGβGk
αGβGk + s
)
,
and then use those values to sample the channel-type parameters βG,
βG ∼ Dir(mG·1, . . . ,mG·K,γG),
where mG·k =
∑
 m
G
k . The sampling of the seizure-type global parameters β
F and
patient-type global parameters βE proceeds similarly.
Sampling concentration parameters at each level. If we set Gamma prior dis-
tributions for each of our concentration parameters (αE , αF , αG) and (γ E , γ F ,
γG), then the conditional posterior distribution of these parameters is also Gamma.
Details are provided in our supplementary materials.
In our EEG seizure application, we used Gamma(1,1) priors for αE , αF , γ E
and γ F and Gamma(5,1) priors for αG and γG. In our supplementary materials,
we evaluate the sensitivity of our results to different prior distributions for our six
concentration parameters α and γ . We find very little difference in our posterior
clustering results when we employ priors for α and γ that differ substantially in
their prior predictive characteristics.
In a standard (i.e., noncollapsed) Gibbs sampler, we would also need to obtain
posterior samples of the channel observation parameter atoms φk . We outline an
alternative sampler that does not marginalize out the level weights and observation
model parameters π and φk in our supplementary materials, and we show that
our collapsed Rao–Blackwellized (RB) sampler is superior to several alternative
sampling schemes in terms of convergence and autocorrelation of the sampled
values.
4. Application to intracranial EEG of human epileptic seizures. Our avail-
able data is 193 intracranial EEG (iEEG) seizure records from 10 patients from the
Children’s Hospital of Philadelphia. As outlined in Section 2, the raw iEEG data
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was reduced to a five-dimensional vector of channel observations for each chan-
nel i (i = 1, . . . ,Ntj ) in seizure j (j = 1, . . . , Jt ) of patient t (t = 1, . . . ,10). Our
MLC-HDP model was fit to this data using the collapsed Gibbs sampler that we
briefly outlined in Section 3.3. We ran 25 chains, each yielding 200 samples after
a burn-in of 500 iterations and thinning every 20 iterations.
4.1. The advantages of a hierarchical model. Since we were aware of no
other hierarchical models that share information across seizures and patients in
the epilepsy modeling literature, we explored the extent to which this information
sharing improves the model for a subset of patient seizures that are held out of
the model estimation. In particular, we are interested in comparing our MLC-HDP
model to a nonhierarchical alternative, the Dirichlet process (DP), that does not
address the grouped structure in our data, similar to the comparison given in Teh
et al. (2006).
We compared the MLC-HDP trained on the full hierarchy over all patients and
seizures to the DP trained with two different datasets: one with only the channel
activities from the seizures of a single patient t and another with channel activities
from all patients. We denote the MLC-HDP’s modeling scenario as M3 and the
two DP modeling scenarios as M1 and M2, respectively. For a given patient t , we
created Jt − 1 training and testing sets for each of these three modeling scenarios.
We summarize these three scenarios below:
M1: The channel observations from seizures 1, . . . , Jt of patient t are used to
train a standard DP mixture model,
M2: The channel observations from seizures 1, . . . , Jt of patient t and all the
seizures j ′ ∈ {1, . . . , Jt ′ } of all the other patients t ′ = t are used to train a standard
DP mixture model,
M3: The same data as M2 is used but our full MLC-HDP model is implemented
on the full data.
To evaluate these three models, similarly to Teh et al. (2006), we use the con-
ditional perplexity—the log of the Shannon entropy [MacKay (2003), Shannon
(1948)]—of the future held out seizures {j + 1, . . . , Jt } given the cluster index for
each channel observation
PP(Stj+1, . . . , StJt | · · ·) = exp
(
− 1
Jt − j
Jt∑
j ′=j+1
logp
(
Stj ′ |zGtj ′1, . . . , zGtj ′Ntj ′
))
,
where
p
(
Stj ′ |zGtj ′1, . . . , zGtj ′Ntj ′
)=
Ntj ′∏
i=1
f(zG
tj ′i )
(xtj ′i ),
with the notation Stj = {xtj i}Ntji=1 denoting the set of channel observations occurring
in seizure j of patient t . Lower perplexity values indicate a better model.
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FIG. 4. Left: The mean log-perplexity of patient’s B future seizures as a function of the number of
previous training seizures. The results for three models are displayed: M1, a DP with training data
from previous seizures from the patient; M2, a DP using training data from previous seizures from
the patient as well as all the seizures from all the other patients; M3, a MLC-HDP model with its
full patient-seizure-channel clustering. The supplementary materials contain image representations
of each of patient’s B seizures. Right: The seizure clustering similarity between an expert’s clustering
and the other expert clustering, as well as the clusterings found by the DP and MLC-HDP models.
Patients A and G are excluded because they only had one seizure. Error bars bound the region of one
standard error.
The left side of Figure 4 shows the results for a single patient (patient B), with
the corresponding plots for other patients being similar. For low amounts of train-
ing data, the DP model with only patient’s B seizures (M1) suffers relative to the
other models. As more and more seizures are added to the training set, the DP
model with only patient’s B seizures (M1) improves considerably. The DP model
incorporating training data from all other patients (M2) demonstrates much better
performance than M1 when the amount of training data from patient B is small
but becomes slightly worse than M1 after the first five seizures of patient B are
included in the training set.
Though it has the same training data as M2, the hierarchical MLC-HDP (M3)
model has consistently lower perplexity (better performance) than both M1 and M2
models across every number of patient B training seizures. These results show the
value of a hierarchical model for our iEEG seizure application. The multiple levels
of clustering allow the model to intelligently blend local data (e.g., the seizures for
a particular patient) with global data (e.g., the seizures from all other patients). This
hierarchical sharing of information is particularly appropriate for this application
where the number of seizures varies widely between patients.
4.2. Seizure clustering performance. To assess how well the MLC-HDP clus-
ters the 193 seizures from 10 patients, we had the seizures for each patient manu-
ally clustered by two board-certified epileptologists. This task is inherently subjec-
tive and uncertain, so we used two physicians to quantitatively assess the natural
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uncertainty in this task. These two physicians have trained and worked with each
other for over ten years, so their markings should be as close as two separate hu-
man markers can be. For our subsequent analysis, we arbitrarily chose one of the
physicians as the “gold standard.” Our results do not change substantially when
the markings of the other physician are used as the gold standard instead.
In addition to the MLC-HDP and physician-seizure clusterings, we also de-
sired a baseline-seizure clustering from another model. Of the related models we
have previously considered (DP, HDP, NDP), the NDP is the only other one that
naturally yields an explicit seizure clustering when channel activities are used as
the observations. Unfortunately, the NDP involves assumptions and computational
burdens that are impractical for this problem, as we discuss in Section 3.1. For the
baseline-seizure clustering, we thus decided to work with a parameterization of a
seizure that is agnostic to the number of channel activities in that seizure. Such a
setting allows us to straightforwardly compare seizures with a single patient and
across multiple patients. It also allows us to cluster seizures using a standard DP.
We believe this method for producing baseline-seizure clusterings is the closest
reasonable alternative to those produced by our MLC-HDP.
For the seizure parameterization, we worked with the six features of Schiff et al.
(2005) since we believe they capture the most important dynamics of a seizure,
namely, the synchronization of different areas of the brain and their frequency
characteristics. These features were calculated using the same sliding window as
our frequency-band features for individual channels and are described in the sup-
plementary materials. As with the channel features, these seizure features were
concatenated across time windows and reduced to the top 20 principal compo-
nents, retaining 72.3% of the variance.
We use the c-statistic of Rand (1971) to determine the similarity between each
seizure clustering and the gold standard because it elegantly handles different num-
bers of clusters and labels between two differ clusterings. The c-statistic between
two clusterings Y and Y ′ of N objects is given by
c
(
Y,Y ′
)= 1 − 1(N
2
)
(1
2
∑
i
(∑
j
nij
)2
+ 1
2
∑
j
(∑
i
nij
)2
−∑
i
∑
j
n2ij
)
,(10)
where nij is the number of points simultaneously in the ith cluster of Y and the
j th cluster of Y ′.
We estimated both the MLC-HDP and DP models using the seizures from each
patient separately as well as using all patients together, and both models yield
superior clustering performance relative to the gold standard manual clustering
when all the seizures across patients are clustered together. We interpret this result
by considering the performance of human experts who, in their clustering of each
patient’s seizures separately, do not forget about the many thousands of seizures
they have seen before this task, and so the MLC-HDP and DP models that combine
across patients are more effective. Clusterings over all patients are used for both
the MLC-HDP and DP models for our subsequent results.
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The right side of Figure 4 compares the MLC-HDP and DP clustering perfor-
mance to the gold standard clustering from one physician, as well as the manual
cluster from the other physician. The physicians tend to agree best with each other,
as one would expect, but the MLC-HDP’s clusterings are often close to those of
the physicians. The DP model does not perform nearly as well as our MLC-HDP
model in terms of similarity to the physician clusterings.
Patient H is an interesting exception to the general trend. The two physicians
disagreed most on this patient. The seizures of patient H are extremely similar, and
it seems that the models and the experts disagreed on the best way to split them
up (we give the seizure images for patient H in our supplementary materials). The
gold-standard expert and the DP had fewer clusters in the seizures of patient H,
whereas the MLC-HDP and the other expert split them more.
We believe the main difference between the MLC-HDP and DP clusterings
comes from the differences in how each method represents a seizure. In the seizure
features used by the DP, the activity of a few channels can be washed out by the
majority of the channels. Since the MLC-HDP explicitly models the activity of
each individual channel, a few important channels can more easily sway the en-
tire model of the seizure. Both physicians indicated that they followed the clinical
practice of defining a seizure in large part by the activity of a few “leading” chan-
nels. These results incline us to believe that any attempt to model seizures must
begin with modeling the activity of individual channels and build from there. We
also believe that the absence of such methods until now explains the limited usage
of seizure clustering within and between patients in the epilepsy literature.
4.3. Finding similarities between seizures of different patients. We can use
the seizure clusterings over the 5000 samples (200 samples from each of the 25
chains) to derive a similarity metric between seizures. Similarity metrics that gen-
eralize between patients have received scant attention in the epilepsy literature.
This metric is simply the posterior probability that two seizures occur in the same
cluster. We use the posterior probability of the two seizures not clustering together
as a distance metric. We then use least squares multidimensional scaling [Hastie,
Tibshirani and Friedman (2001), page 502] to find a 2-dimensional projection of
the seizures, where seizures closer together in the 2D space are more similar.
The seizure images corresponding to the 193 seizures in our dataset are plotted
in Figure 5. We note that the seizures of the same patients (which share the same
color outline) are often situated near each other, though they can also vary greatly.
This 2D representation also allows us to find seizures of different patients that are
similar to each other. For example, patients A, B, C, D and H all have seizures that
are close in the 2D representation (top right area of Figure 5). This clustering task
would be considerably more difficult if one had to manually wade though all the
193 seizures individually or manually examine them all simultaneously. We hope
that our MLC-HDP model will be helpful in the future of organizing and mining
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FIG. 5. A 2D representation of the similarities between seizures across all patients in the
MLC-HDP model, where seizure images closer together indicate more similarity. Image positions
are slightly jittered to make more seizures visible. Each seizure image depicts the 13–30 Hz feature
(blue: low intensity, red: high intensity) across all the channels (rows) at each time point (columns).
The image border colors denote the patient for each seizure. The channel order of the seizures is
consistent within a patient but not so between patients. Note that seizures from different patients can
have quite similar dynamics. A few examples of these similar seizures are explicitly marked with the
corresponding patient letter for each seizure.
much larger intracranial EEG datasets with hundreds of patients and thousands of
seizures.
In this work we have introduced a model meant for describing the data of many
epilepsy patients, but when the number of patients is relatively small and cluster-
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ing on them does not necessarily make sense (or is not useful), a slightly simpler
model could also be appropriate. In this case, we would replace the clustering at
the patient level with instead a single HDP on the seizure-type clusters, where each
patients has its own weights over those seizure-type clusters. We plan to explore
this alternative in future work.
In our supplementary materials, we investigate the influence of individual pa-
tients on our results by fitting our model after removing the seizures from a single
individual from the data (and then repeating this procedure for each individual).
We find that our MLC-HDP results are less sensitive to the influence of individual
patients than the DP model that we also considered in this section.
5. Discussion. In this paper we introduce a new Bayesian nonparametric
model: the multi-level clustering hierarchical Dirichlet process (MLC-HDP),
which simultaneously shares information across multiple levels of a dataset via
clustering. We applied our MLC-HDP model on an iEEG seizure dataset of 193
seizures from 10 patients. We find that the hierarchical aspect of the model has
advantages over less structured alternatives such as the DP model, and we also
show how the model clusters seizures reasonably well, compared to manual clus-
tering by physician experts which is the standard method used in assessing patients
undergoing iEEG monitoring.
Our model-based seizure clusterings can be used to produce visualizations help-
ful in answering questions like “what seizures from other patients is this seizure
similar to?” and “what are the different types of seizures present in this dataset?”
These questions have important implications for clinical care and decision-making
during evaluation for epilepsy surgery. We also show in our supplementary materi-
als that the MLC-HDP model has desirable properties such as low dependence on
individual patients, low prior sensitivity and low autocorrelation. We believe these
results show the model’s use in organizing and understanding large, multi-level
datasets like iEEG seizures from a number of patients.
Our MLC-HDP approach does not explicitly model the spatial relationships of
channels since physical location of each channel is unique for each patient and
difficult to determine exactly. Nevertheless, we plan to use the channel clusterings
produced by MLC-HDP inference in conjunction with a 3D brain visualization
tool developed by our research group to see whether any spatial patterns become
apparent, as we would expect. We expect this analysis to aid practicing epilep-
tologists when they determine the physiologic extent of seizure onset and spread
regions for individual patients. We can also use the MLC-HDP’s seizure cluster-
ings to explore whether seizures that occur close to each other in time tend to also
be of the same seizure type. Anecdotal evidence suggests that this is the case for
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some patients. Such an analysis would aid epileptologists in visualizing ways in
which a patient’s seizures change over longer periods of time (days or weeks).
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SUPPLEMENTARY MATERIAL
Supplement to “Nonparametric multi-level clustering of human epilepsy
seizures” (DOI: 10.1214/15-AOAS851SUPP; .pdf). We present visual summaries
of the seizures for each of our patients. We provide details of our Normal model
and conjugate prior. We explore the sensitivity of our results to different priors
for the concentration parameters as well as the influence of individual patients.
We outline detailed algorithms of our MCMC model implementation as well as a
comparison to alternative sampling schemes. We gives mathematical expressions
for the 6 Schiff features mentioned in our results section. We provide a synthetic
data comparison to the NDP model.
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