This work proposes a normalized least-mean-squares (NLMS) algorithm for online estimation of bandlimited graph signals (GS) using a reduced number of noisy measurements. As in the classical adaptive filtering framework, the resulting GS estimation technique converges faster than the least-mean-squares (LMS) algorithm while being less complex than the recursive least-squares (RLS) algorithm, both recently recast as adaptive estimation strategies for the GS framework. Detailed steady-state mean-squared error and deviation analyses are provided for the proposed NLMS algorithm, and are also employed to complement previous analyses on the LMS and RLS algorithms. Additionally, two different time-domain data-selective (DS) strategies are proposed to reduce the overall computational complexity by only performing updates when the input signal brings enough innovation. The parameter setting of the algorithms is performed based on the analysis of these DS strategies, and closed formulas are derived for an accurate evaluation of the update probability when using different adaptive algorithms. The theoretical results predicted in this work are corroborated with high accuracy by numerical simulations.
Introduction
Although traditional signal processing provides a useful framework for handling data defined on regular domains, such as time series and image grids, some modern problems are better represented by more general structures. For instance, irregular datasets arise from popular research fields, such as Internet of things and big data applications, and usually require performing processing tasks on their irregular domains [1] - [2] . In order to model these data points and their complex interactions, the signal processing community has recently turned its attention to a general mathematical structure called graph, and has been extending classical results to this irregular-structure domain, giving rise to the so-called graph signal processing (GSP) [2] - [21] .
GSP involves the definition of a graph signal (GS) along with some analytical tools, such as its frequency-domain representation [3] - [5] , bandlimited properties, as well as sampling [8] - [11] and reconstruction ideas [12] - [21] . In particular, the online reconstruction method proposed in [14] suggests the use of a procedure based on the least-mean-squares (LMS) algorithm [24] - [27] for a bandlimited GS estimation context, which represents the first attempt to merge the GSP field with the well-established adaptive filtering area [26] - [27] . This blending work is further extended in [15] - [20] , where the authors present centralized and distributed GS reconstruction strategies, consolidating the use of adaptive methods in GSP. Besides the LMS algorithm, centralized and distributed versions of the recursive least-squares (RLS) algorithm [26] - [28] are also proposed for the same reconstruction scenarios.
The appeal for using adaptive filtering ideas in the GS estimation problem arises from the expected benefits of enabling online reconstruction and tracking time-varying graph signals in noisy environments. Although traditional interpolation methods like Kriging [29] can be used for handling signal inference in irregular domains with static reference values, adaptive algorithms seem more suitable for dealing with dynamic GSs due to their reduced complexity and benefit of online estimation. Moreover, recent papers extend the adaptive filtering concepts to cover time-varying sampling scenarios [17, 18] , highlighting the flexibility and potential of the adaptive approach when employed in the GS estimation context.
Like their classical counterparts [26] - [27] , the LMS algorithm from [14] is much slower than the centralized RLS in [17] - [18] , as verified in [21] for both static and time-varying reference GS. The RLS main drawback is its large computational complexity, which imposes a practical problem in applications with many nodes. Aiming at proposing an adaptive technique for GS estimation that has faster convergence speed than the LMS, while inducing a lower computational burden than the RLS, we propose a normalized least-mean-squares (NLMS) algorithm, which resembles its classical version [26] - [27] , [30] - [31] and provides a trade-off between the GSP LMS and RLS algorithms. In particular, when considering the scenario with fixed and known sampling nodes, one observes that the proposed implementation of the NLMS algorithm results in a procedure that converges much faster than the LMS in [14] , but with the very same complexity.
Besides its derivation, this work provides a detailed theoretical analysis on the steady-state behavior of the proposed NLMS algorithm, presenting a range of values for the underlying convergence factor that guarantee the algorithm stability and ability to provide asymptotically unbiased GS estimates, as well as closed-form expressions for estimating the corresponding mean-squared error (MSE) and mean-squared deviation (MSD). Moreover, based on the NLMS study, we employ the same methodology and further complement the LMS and RLS analyses in [18] by obtaining more general steady-state expressions for the related figures of merit (FoMs) such as the MSE and MSD.
An important concern in several practical applications is power consumption. As some classical adaptive filtering algorithms implement the data-selection idea in order to obtain power savings [32] - [34] , we propose tailoring this idea to the GSP context. Although some data-selection adaptive algorithm families like the set-membership [32] - [33] perform more complex computations involving the estimation of a solution set, in this first approach we propose the use of a simpler family called data-selective (DS) [34] - [36] , which involves a more direct implementation based on a point update. Since the GS estimation problem presents some differences in comparison to the classical adaptive filtering problem, the novelty test at each algorithm iteration uses an error vector instead of a scalar value as in [34] . Thus, we propose two novelty tests: one based on the individual error component values, namely the component-wise error constraint strategy, and another that uses the vector squared 2 -norm as a reference, the so-called 2 -norm error constraint strategy. For both DS strategies we show how to define constraint parameters that allow an accurate estimate of the update probability when using not only the proposed GSP NLMS, but also the GSP LMS and RLS algorithms [18] . This paper is organized as follows: Section 2 presents some basic GSP concepts and highlights some aspects of classical adaptive filtering. Section 3 blends these two different areas by discussing the use of adaptive procedures, like the LMS and RLS algorithms, for the online reconstruction of bandlimited GS. The proposals of this work start to be detailed in Section 4 with the derivation and analysis of the NLMS algorithm for the GS context. In Section 5 we complement the analysis in [18] and provide important steady-state results about the GSP LMS and RLS algorithms. Section 6 describes two proposals of DS strategies with respect to time for GSP NLMS, LMS, and RLS algorithms; constraint parameters related to these DS strategies are also proposed based on the corresponding estimation of steady-state error variance, allowing accurate estimates of the underlying update probability of each algorithm. Section 7 describes some numerical simulations using a bandlimited approximation [21] of the Brazilian temperature dataset in [22] - [23] to validate the theoretical predictions from Sections 4-6. Additionally, Section 7 also compares the GSP adaptive algorithms' tracking performance when handling real-world data taken from the U.S. climate normals dataset [37] . At last, some conclusions are drawn in Section 8. 
Background on GSP and Adaptive Filtering

Graph Signal Processing
For describing the connection strength between nodes v n and v m ∈ V, each edge ' v n v m ∈ E is associated with a weight a nm ∈ R, which can be understood as a proximity or similarity metric. The N × N matrix formed by elements a nm in its n th row and m th column is called the adjacency matrix A and stores information about the graph connections in a compact representation, being widely used in GSP approaches [4] - [6] . Although some problems might require the use of directed graphs (digraphs) for which a nm = a mn for some n, m ∈ N = {1, 2, . . . , N }, this work only considers undirected graph structures, from which one concludes that A is symmetric. Additionally, an alternative representation for undirected graph structures is given by the Laplacian matrix L ∈ R N ×N defined as L = K − A, where K is a diagonal matrix with diagonal entries k n = N m=1 a nm [6] . Considering a graph G = (V, E) with N vertices, the graph signal (GS) x : V → R defined on the nodes of G can be represented as a vector x ∈ R N , whose n th entry, x n , contains the function value at vertex v n ∈ V [3] . An example of a practical GS representation is displayed in Figure 1 , where the graph nodes indicate the geographical location of Brazilian weather stations and the color of each vertex v n represents its average monthly temperature x n according to the color scale [21] - [23] .
Motivated by the classical signal processing framework, one can define the graph Fourier transform (GFT) of a GS x ∈ R N as its projection onto a set of orthonormal vectors {u n } ⊂ R N , where n ∈ N . Those basis vectors are usually chosen as the orthonormal eigenvectors of either the adjacency matrix A [4]- [5] or the Laplacian matrix L [3] , so that the information inherent to the graph structure is naturally embedded in the resulting frequency-domain representation. As we only consider undirected graphs here, the spectral decomposition of L (or A) assumes the form UΛU T , where Λ ∈ R N ×N is the diagonal eigenvalue matrix and U ∈ R N ×N is the orthonormal eigenvector matrix formed by {u n }. Thus, the GFT of a GS x is given by [3] - [4] 
and for recovering x from its frequency-domain representation s, one defines the inverse graph Fourier transform (IGFT) as
A GS x o ∈ R N is bandlimited or spectrally sparse (ssparse) when its frequencydomain representation s has zero entries. If one selects F as an index subset of N , a GS x o is called F-ssparse if s is such that s N \F is a null vector [11] , i.e., the components of s with indices in N \ F are equal to zero, where N \ F represents the complementary set of F with respect to N . In other words, this frequency set or support of F is mathematically defined as F = {f ∈ N | s f = 0} [14] . Thus, considering that U F ∈ R N ×|F | and s F ∈ R |F | are, respectively, the matrix whose columns are in {u n } n∈F and the frequency-domain representation indexed by the elements in F, from (2) one gets
In terms of sampling and reconstruction of bandlimited graph signals, some works [10, 19] describe these operations over a GS x o as the result of premultiplying it by a sampling matrix D S ∈ R N ×N and an interpolation matrix Φ ∈ R N ×N . Sampling is the operation of collecting only a limited number of values from the GS, whose reading positions are determined by the sampling set S ⊆ V. In this context, let D S ∈ R N ×N denote a diagonal matrix with entries d n , where d n = 1 if v n ∈ S and d n = 0 otherwise. Thus, one can write the sampled vector x S ∈ R N as
Considering the representation in (3), in order to achieve perfect reconstruction for any F-ssparse signal x o -that is x o = ΦD S x o -, the product D S U F must be full rank, thus requiring |S| ≥ |F| [7, 10] . This fact indicates the importance of an adequate choice for the sampling set S and its connection to the graph structure U F .
It is important, however, to remember that in many practical applications the sampled signal comes from noisy measurements and the impact of a proper selection of S is even bigger. In fact, many papers consider the use of optimal sampling strategies that minimize specific metrics of the reconstructed GS [10]- [11] . Particularly, this work employs online recovery strategies for reconstructing the original GS from its sampled noisy version, which can be seen as a time-varying interpolation matrix Φ[k], and a few optimal sampling strategies have already been proposed in this context [14, 19] , even covering time-varying probabilistic sampling [16, 18] - [19] .
Hence, by taking into account the rich literature addressing sampling strategies, this paper does not propose new graph sampling schemes, it simply considers the existence of a possibly time-varying sampling set S[k], whose instantaneous node selection is not further explored. In particular, when handling stationary scenarios, we presume that S[k] converges to a static set S in steadystate. Moreover, we assume a previous knowledge of the graph structure and consider that F does not change with time and is a priori known, for the sake of simplicity. This assumption results in a constant matrix U F .
Adaptive Signal Processing
In a supervised adaptive filter system identification configuration [27] 
i.e., it is the difference between the desired signal and the adaptive filter output. Based on the instantaneous error signal e[k] in (5) it is possible to define different error metrics and, for each one of them, an alternative adaptive algorithm is derived following its minimization. This is the case for two particularly famous adaptive algorithms, the LMS and the RLS, which arise from the minimization of the mean square error via stochastic gradient and weighted least-square error, respectively [26] - [27] . For comparing the performance of different adaptive algorithms, some commonly used metrics are the mean-square error (MSE) and mean-squared deviation (MSD) defined as
in which E[g(w)] denotes the expected value of a generic function g(·) of a random vector w with realizations denoted as w. Both MSE and MSD indicate how far, on average, the current estimateĥ o [k] is from generating the desired output and from the unknown system parameters, respectively. Additionally, computational complexity is also a concern, since an improvement on convergence speed usually comes at the cost of increasing the number of arithmetic operations performed at each iteration.
Adaptive Estimation of Graph Signals
Consider the problem of estimating a bandlimited, or approximately bandlimited, reference GS x o [k] ∈ R N from a reduced set S[k] ⊆ V of noisy measurements. In this context, the N -dimensional noisy reference (random) signal is 
whereŝ F [k] ∈ R |F | is the current frequency-domain estimate.
Although both standard and GSP adaptive scenarios are motivated by similar ideas, the corresponding instantaneous errors in (5) and (8) have distinct dimensions. Besides that, (8) replaces the influence of the input signal in (5) with the graph structure represented by U F , taken here as time invariant. Thus, due to these slight differences, we expect the GS estimation algorithms to resemble their classical counterparts, yet presenting some peculiarities. To investigate these differences, we present the GSP LMS [14] and RLS [17] algorithms and establish the equivalent FoMs for evaluating the performance of adaptive methods for GS estimation.
LMS Algorithm
Among a large number of traditional adaptive filtering methods, the LMS algorithm [24] - [27] stands out as one of the most popular techniques due to its simple implementation and reduced computational complexity. Based on the theoretical Wiener filter formulation, the LMS method takes a practical approach by replacing the minimization of the MSE in (6) with the minimization of the instantaneous squared error in (5) to define its update equation.
In an attempt to obtain an LMS-based equivalent algorithm for the GS reconstruction context, [14] considers the error signal available as e[k] from (8) and, with a clear inspiration from the Wiener filter idea, defines a reference convex problem as min.
in whichs F represents a free optimization variable corresponding to the algo-
Similarly to the original LMS, the GSP LMS algorithm in [14, 18] employs a stochastic gradient approach to solve (9) and finds an update expression for s F [k + 1]. Then, from the IGFT (2) one easily obtains a vertex-domain estimatê
, which corresponds to the GSP LMS update equation [14, 18] x
where µ L ∈ R + is a design parameter called convergence factor whose purpose is to control the trade-off between increasing the convergence speed and reducing the steady-state error. An analysis about the range of µ L that guarantees algorithm stability is presented in [14, 18] .
In terms of traditional adaptive strategies, many LMS-based algorithms have been proposed in order to take advantage of unexplored features of the original method, mainly for enhancing its convergence speed. A particular LMSbased algorithm that is worth mentioning is the normalized least-mean-squares (NLMS) algorithm [26] - [27] , which usually improves the convergence speed by using a time-varying convergence factor. We shall extend the idea of finding LMS-based strategies for GS estimation [14, 20] and propose the GSP NLMS algorithm in Section 4.
RLS Algorithm
An alternative approach to enhance convergence speed with respect to the LMS algorithm is to consider a different cost function, like the weighted leastsquares (WLS) from which the original RLS algorithm is derived [26] - [27] . By following a similar idea, the authors in [18] propose the GSP RLS via a centralized version of the RLS method for online reconstruction of graph signals, which results in an algorithm with faster convergence but higher computational burden than the GSP LMS.
Instead of finding an instantaneous solution to the convex problem (9), the GSP RLS [18] evaluates its frequency-domain update estimateŝ F [k + 1] by minimizing the objective function min.
wheres F represents a free optimization variable, the forgetting factor β R is in the range 0 β R ≤ 1, and the regularization matrix Π, which is usually taken as Π = δI with a small δ > 0, is included to account for ill-conditioning in the first iterations.
An online method for evaluating the WLS solution of (11) employs the ancillary variables Ψ[k] ∈ R |F |×|F | and ψ[k] ∈ R |F | defined recursively as
From these variables, the solutionŝ
has full rank, one finds from (2) that the estimatex o [k + 1] for the RLS algorithm isx
In fact, it is worth mentioning that equations in (12) are more general than the ones in [17] - [18] because they allow the symmetric matrix C w [k] to assume non-diagonal structures. This generic case is not covered in [17] - [18] because the diagonal assumption actually simplifies the task of designing optimal sampling strategies, which is one of the goals of those papers. Moreover, though the GSP RLS algorithm in [17] - [18] suggests the use of (12) and (13) for computing the estimatex o [k + 1], Appendix A shows that these expressions are equivalent to
In particular, by considering (14) as
Additionally, as k → ∞, one has that β k
, then when k increases, the GSP RLS update tends to the form (to be further explored)x
Figures of Merit
The extension of the traditional MSE and MSD in (6) to the GSP estimation context is straightforward, being given by
is the difference between the current estimator x o [k] and the original GS x o [k], and we use the subscript G for avoiding confusion with (6) . Moreover, due to the property U T F U F = I, if we consider (3) and define
from (17) we find that the MSD G is also given as
A disadvantage of using the scalar metrics in (17) is that they potentially hide the occurrence of large error entries in (8) ; an alternative FoM should be defined for estimating each component of the error vector. This more general FoM relies on statistics of e n [k], the n th component of e[k] in (8) , and provides a more accurate insight of the algorithm overall performance. Note that, from (7), (8) , and (18), one has [18] , and by recalling that the noise vector w[k] has zero mean, then one has E[e n [k]] → 0 as k grows to infinity.
By assuming that w[k] is uncorrelated with ∆ŝ F [k] and that S[k] converges to a constant sampling set S, then taking the expected value of the squared expression in (20) allows one to compute the steady-state error variance
thus yielding, from (17), the following steady-state MSE G :
Based on the MSD G in (19), one can also define
in which the matrix trace tr{·} operator is employed to show the dependency of this FoM on the steady-state matrix
]. Thus, this matrix plays a central role when computing the FoMs in (21), (22) , and (23). In the analyses conducted in Subsection 4.4 and Section 5, we first estimate
] for each algorithm and then evaluate its respective FoMs according to (21) , (22) , and (23) .
In particular, from the three FoMs covered in this subsection, only the MSD * G in (23) has been previously considered in [14, 17, 18] . The error component variances σ 2 en and MSE G in (21) and (22), respectively, are natural extensions of standard FoMs appearing in the adaptive filtering literature and are employed in this work for providing a deeper understanding of the GS estimation problem.
NLMS Graph Signal Estimation Algorithm
In this section we propose and analyze the GSP NLMS algorithm for GS estimation.
Algorithm Derivation
Inspired by the traditional NLMS algorithm derivation [27] , we search for a possibly time-varying factor µ L ∈ R + that improves the overall convergence rate of the GSP LMS algorithm described in Subsection 3.1. However, as in the GSP context one has to deal with an error vector e[k] instead of a scalar parameter, we generalize this idea of a convergence factor µ L and adopt a symmetric convergence matrix M ∈ R |F |×|F | . Then, from (10) the frequency-domain update equation becomeŝ
Following the same reasoning for defining e[k] in (8), we can also define the a posteriori reconstruction error vector
In order to avoid confusion with the a posteriori error ε[k], we shall call e[k] as the a priori error. According to equations (24) and (25), the a posteriori error ε[k] can be rewritten as function of the a priori error, i.e.
Since an instantaneous estimate of how close the error vectors are to each other is given by ∆ẽ 2 2 2 , when using equation (26) we find that
In order to select the symmetric matrix M that minimizes ∆ẽ 2 [k], we take the derivative of (27) with respect to M [38] , yielding
so that the symmetric matrix
. Based on this result, the frequency-domain update expression given bŷ
should be able to yield faster convergence to its steady-state value than the GSP LMS in [14, 18] . As in the original NLMS algorithm [27] , we also include an additional fixed convergence factor µ N ∈ R + , resulting in the GSP NLMS in Algorithm 1, in which we employ the vertex-domain update equation
Algorithm 1 NLMS estimation of graph signals
5:
k ← k + 1 6: end Remark: Alternatively, a different derivation of the GSP NLMS algorithm can be obtained by solving the following constrained convex problem in the frequency domain: to minimize the distance between the currentŝ F [k] and the updated estimateŝ F [k + 1] (minimum disturbance principle), such that the Fourier transform of the a posteriori error ε[k] is equal to zero on the frequency support F. Mathematically, one has
whose solutionŝ F [k + 1] is given by (29) .
Stability and Convergence to Unbiased Solution
As the GSP NLMS in Algorithm 1 allows one to select different normalized convergence factors for controlling the trade-off between convergence speed and steady-state FoM values, it is essential to determine for which range of µ N valuesŝ F [k] is guaranteed to be asymptotically unbiased. This information is summarized, along with further results, in Proposition 1.
the GSP NLMS algorithm converges to an unbiased solution when its factor µ N is selected in the range 0 < µ N < 2. Additionally, by assuming that S[k] tends to a constant sampling set S, for such
Proof. See Appendix B.
Therefore, the µ N parameter range that assures a stable behavior for the proposed NLMS algorithm is more straightforward than the range predicted in [14] for the GSP LMS algorithm, which depends on the eigenvalues of U T F D S[k] U F . In fact, this well defined convergence range is also an advantage of the traditional NLMS algorithm in comparison to its LMS counterpart [26] - [27] . Furthermore, the convergence range of the traditional NLMS algorithm agrees with the predicted interval of 0 < µ N < 2 for the GSP NLMS algorithm.
Computational Complexity Analysis
In order to provide a fair comparison of the computational complexity among the GSP LMS, RLS, and NLMS algorithms, we estimate the amount of floatingpoint operations (FLOPs) required to evaluate the estimatex o [k + 1] at each iteration. As all algorithms present some common steps, we focus on the differences among them, which consist basically in how the update ofx o [k + 1] is performed.
For the sake of comparison, we consider that the product between a T 1 × T 2 matrix and a T 2 × T 3 matrix results in T 1 T 2 T 3 multiplications and T 1 T 3 (T 2 − 1) sums, or a total of T 1 T 3 (2T 2 − 1) FLOPs. In particular, by taking two vectors b, c ∈ R N , with one vector having at most |S| non-zero elements, as the sampled [39] . Thus, the computational complexity, in terms of FLOPs, for obtaining the estimate update when using the GSP LMS, RLS, and NLMS adaptive algorithms is summarized in Table 1 . One can observe in Table 1 that the computational complexity required for evaluating the GSP LMS update in (10) is significantly smaller in comparison to the other adaptive algorithms because it is obtained by simple matrix-vector products. On the other hand, the computation of the RLS and NLMS expressions in (14) and (30) , respectively, is more complex since it requires matrixmatrix products and the inversion of a |F| × |F| matrix; yet, the proposed GSP NLMS algorithm requires less FLOPs than the GSP RLS algorithm. Additionally, it is worth mentioning that though the GSP RLS and NLMS algorithms are more complex than the GSP LMS, when the graph signal is properly represented by a few frequency components (|F| N ), the order of complexity of both algorithms is also dominated by a linear term in N .
A scenario of practical interest occurs when the sampling set S[k] happens to be static and known a priori, as in the case of interpolation problems. In these cases, the evaluation of the GSP NLMS update in (30) is considerably simplified by rewriting the constant matrix (U T F D S U F ) −1 as L N L T N , where L N ∈ R |F |×|F | is a lower triangular matrix obtained using the Cholesky decomposition. Then, after defining the ancillary matrix B N ∈ R N ×|F | as B N = U F L N , one verifies that the GSP NLMS update can be implemented in static sampling set scenarios, where S[k] = S is known a priori, according to the expression
Therefore, by considering that matrix B N in (33) is a pre-evaluated structure stored for efficient algorithm implementation, one easily concludes from comparing (10) to (33) that the complexity required for the NLMS algorithm resembles that of the LMS method in the static sampling set scenario, being both given by |F| 2(|S| + N ) − 1 + N FLOPs per iteration.
Steady-State FoM Analysis
By assuming that S[k] → S and C w [k] → C w , in this subsection we derive the steady-state values of the FoMs σ 2 en , MSE * G , and MSD * G discussed in Subsection 3.3, when using the GSP NLMS.
From (21) and (32), and by defining σ 2 wn = E{w 2 n [k]}, the steady-state value for σ 2 en is given by
Moreover, according to (22) , we find the MSE * G for the GSP NLMS by simply summing σ 2 en for all n ∈ N . Finally, based on (23) and (32), the MSD * G is In the GSP LMS algorithm, the error signal e[k] is multiplied by matrix µ L B L = µ L U F U T F , thus yielding, in the frequency domain, the correction term
Remarks
is essentially noise after processing. 1 As for the GSP NLMS algorithm, the error signal is multiplied by matrix
F , thus yielding, again in the frequency domain, the correction term
. By comparing expressions (36) and (37) one can see that the estimation error within the frequency support F in the NLMS has a clean and direct impact on the correction of the previous estimateŝ F [k], without distortions as in the LMS case, imposed by M −1 [k]. The so-called normalization of the NLMS is responsible for this effect, which turns out to be a key aspect for enhancing the algorithm performance, as will be clear in Section 7.
In addition, it is noticeable that the proposed NLMS update equation in (30) resembles the RLS long-term expression in (16) , thus indicating that the inclusion of M brings about some RLS-like features to the resulting algorithm. Particularly, when the covariance matrix is given by C w = σ 2 w I, with σ 2 w > 0, and S[k] = S, both algorithms present an equivalent performance for large k if the NLMS convergence factor µ N and the RLS forgetting factor β R follow the relation
Differently from its traditional counterpart, whose normalization term is usually time-varying since it depends on the system input signal, in static sampling set scenarios the GSP NLMS algorithm relies on a fixed normalization term M for a constant graph structure, yielding an update expression that requires the same computational complexity as the GSP LMS algorithm. Besides, the GSP NLMS has a strong practical appeal since it presents a well-defined range of values for its convergence factor µ N that guarantees the method stability, in opposition to the equivalent factor choice for the LMS algorithm [14] .
GSP LMS and RLS Complementary Analysis
The analyses of the GSP LMS and RLS algorithms in [18] cover the possibility of signal reconstruction via sparse sampling and the MSD analysis, along with of optimal sampling proposals. Here, we assume that S[k] → S and extend those analyses to incorporate the steady-state FoMs σ 2 en and MSE G from Subsection 3.3. Based on the accurate estimates for the error variances evaluated in this section, the GSP LMS and RLS algorithms can also be used with data-selection strategies, as we shall see in Section 6.
LMS Algorithm Error Analysis
From (10) and (18), one can write
thus implying that
If µ L is in the range that guarantees the algorithm stability [14] , then matrix
one can write the steady-state form of expression (40) as
which is the generalized Lyapunov matrix equation [40] , being equivalent to
where ⊗ indicates the Kronecker product [41] and vec(S * L ) represents the vectorization of S * L , performed by stacking its columns into a single column vector. When the left-hand side matrix of (43) has full rank, vec(S * L ) is obtained by
After recovering matrix S * L from its vectorized version, the n th variance σ 2 en for the GSP LMS algorithm is computed by replacing S * L in (21), yielding
and from (22)
Moreover, an additional result that comes straightforwardly from the knowledge of S * L is the MSD * G in (23), so that
Although a steady-state MSD G analysis for the LMS algorithm is presented in [14, 18] , it requires µ L to be relatively small. On the other hand, as the derivation of (47) does not rely on this assumption, it is more general, being valid for any µ L that guarantees the algorithm stability.
RLS Algorithm Error Analysis
Similarly, the GSP RLS analysis starts by rewriting (16) as
where we recall that
Then, by considering the convergence of E[∆ŝ F [k]∆ŝ T F [k]] to S * R ∈ R |F |×|F | as k grows to infinity, one gets
allowing us to write
Time-domain Data-selective Estimation Algorithms
Based on the assumption that not all acquired data brings novelty to the current system estimate, the data-selection (DS) idea [32] - [34] labels the received information according to its usefulness and updates the algorithm parameters only when the input data is classified as valuable. This section describes timedomain DS versions of the adaptive GSP LMS, RLS, and NLMS algorithms.
As the update decision on the traditional adaptive algorithms depends on the scalar error (5) and the GS estimation problem deals with the error vector e[k] in (8) , it is necessary to first define how to measure data novelty in the GSP scenario. Thus, we consider two approaches: the first one performs componentwise comparisons between the error vector e[k] and a threshold vectorγ ∈ R N + , while the second one compares a squared 2 -norm error-based metric with a scalarγ ∈ R + . These strategies are respectively called component-wise error constraint (CW-EC) and 2 -norm error constraint ( 2 N-EC). The main difference between these complementary strategies is that the CW-EC is more concerned with local innovation checking, while the 2 N-EC method provides an average assessment of data novelty, being less sensitive to local changes. Thus, selecting the most suitable approach heavily depends on the application requirements. We now detail these strategies for GS estimation and suggest practical choices for the thresholds that allow to control the mean update rate.
Component-wise Error Constraint Strategy
The first update idea consists in defining a threshold vectorγ = [γ 1γ2 . . .γ N ] T such that the n th error component e n [k] from (8) is compared to its respective boundγ n ∈ R + . If all absolute components |e n [k]| are smaller than their respectiveγ n , the strategy assumes the input data does not bring enough innovation to the current system. In other words, considering that function abs(·) performs a component-wise modulus operation on its argument vector, when
is true, there is no algorithm update. Otherwise, if any e n [k] has a larger absolute value than its respectiveγ n , we evaluate the new estimate according to (10) , (13) , or (30), depending on the choice of the LMS, RLS, or NLMS algorithms.
Although the constraint vectorγ can be defined in different ways, its choice influences the algorithm behavior in terms of the update probability/rate. In order to provide a fair estimate of the update rate for the component-wise strategy, we consider the particular scenario in which the noise signal w[k] in (7) is Gaussian 2 and assume that each component e n [k] in (20) is modeled as a zeromean Gaussian random variable (RV) with variance σ 2 en . Based on expressions (34), (45), and (51) for the NLMS, LMS, and RLS algorithms, respectively, we find the variances σ 2 en for the particular algorithm and defineγ as
in which the so-called update factor κ ∈ R + is a design parameter included to fine tune the update rate. The probability that all error entries will be in their respect intervals [−κ σ en , κ σ en ] is erf(κ/ √ 2) |S| , since only |S| components of e[k] are non-zero, and the error function erf Äγ n /( √ 2σ en ) ä describes the probability of e n [k] to fall in the interval [−γ n ,γ n ] [42] . However, as the update rate is the complement of this value, the update probability P up for the CW-EC DS estimation algorithm is
Alternatively, if the designer expects an update rate P up , we find that
The proposed CW-EC strategy in Algorithm 2 adds 2|S| FLOPs per iteration (|S| modulus operations and |S| comparisons) to the algorithm complexity due to the test condition (54). However, it provides a considerable reduction of the overall complexity by avoiding unnecessary updates when condition (54) holds.
2 -Norm Error Constraint Strategy
An alternative to the CW-EC strategy consists in representing the instantaneous error vector e[k] by a single scalar value, which is directly compared to a scalar thresholdγ ∈ R + . In order to map e[k] into a scalar value we first define the normalized error vectorē[k] ∈ R N according to its individual components e n described byē
where σ en comes from (34) By choosing an update expression based on either the NLMS, LMS, or RLS algorithms, we once again consider the particular case of a Gaussian input noise and assume that each e n [k] is modeled as a zero-mean Gaussian RV with variance σ 2 en . As the square of a normal RV results in a chi-squared RV χ 2 1 with one-degree of freedom [43] , then ē[k] 2 2 is described by a χ 2 |S| distribution, i.e., a chi-squared distribution with |S| degrees of freedom.
For an update factor κ ∈ R + , if we consider the threshold valuē
and remember the cumulative distribution function (CDF) of a chi-squared distribution with |S| degrees of freedom [43] , the probability P up for the 2 N-EC strategy is estimated as
where Γ(·) denotes the standard gamma function, and Γ i (0.5κ|S|) = ∞ 0.5κ|S| t 0.5|S|−1 e −t dt is an upper incomplete gamma function. Alternatively, if the designer expects a P up update rate, we find that
Algorithm 3 summarizes the proposed 2 N-EC DS strategy.
Numerical Simulations
We performed numerical experiments using real-world-based scenarios that require the estimation of temperature values according to noisy measurements from nearby weather stations. Since the underlying GSs have spatial correlation, k ← k + 1 12: end which is illustrated by the smooth temperature variations in Figure 1 , we recast these problems into a bandlimited GS online reconstruction context, where we used the NLMS, LMS, and RLS adaptive algorithms discussed in this work to estimate the unknown temperature measurements.
For assessing the theoretical predictions from Sections 4-6, we first consider a partially synthetic graph signal in Subsection 7.1. Then, for comparing the behavior of the adaptive algorithms in tracking real data, Subsection 7.2 provides simulations with static and time-varying reference graph signals. All the experiments discussed in this section have been implemented in a MATLAB environment and the scripts are available at [44] .
Brazilian Climate Normals Dataset
Based on the monthly average temperature dataset for Brazilian weather stations in the 1961-1990 period [22] - [23] , we obtained a graph with N = 299 nodes where each vertex spatial location is described by its latitude and longitude coordinates. Using these geographical coordinates, the graph structure was formed by connecting each node to its 8 closest neighbors and assigning the edge weights {a nm } according to the Gaussian kernel weighting function [3] 
where d H (n, m) is the Haversine distance between vertices v n and v m , θ was taken as 2 · 10 3 and the conditionv n v m ∈ E checks if the edge connecting nodes v n and v m is part of the set E. After verifying that the original temperature measurements comprise an approximate bandlimited GS, i.e., that the majority of their spectrum is concentrated on a limited number of frequencies, we assumed that a reconstruction error of 2.5% satisfies the current application requirement. Based on this assumption, we selected the 200 most relevant frequencies of the GS frequencydomain representation of the July measurements (Figure 1) to define F. The sampling set size was taken as |S| = 210, and the indices of this set were obtained by a greedy approach that maximizes the minimum non-negative eigenvalue of (U T F D S∪{n} U F ) at each internal iteration n, a procedure suggested in [10, 14] and discussed in [21] , eventually yielding a static set S[k] = S.
We then took the indices in F of the original GS representation s from (1) to obtain s F ∈ R |F | and defined an vertex-domain bandlimited GS x o as (3). This bandlimited approximation was performed with a didactic intention since we are more concerned in evaluating the behavior of the GSP NLMS, LMS, and RLS adaptive algorithms in this subsection, rather than in directly dealing with the original signal (as done in Subsection 7.2). For an explicit definition of the bandlimited reference x o , the edge weights forming the adjacency matrix A, the frequency set F, the sampling set S, and their respective matrices U F and D S , see [44] .
Noise Scenarios
In order to evaluate the adaptive GSP algorithms in different noise scenarios, we use a generic covariance matrix C w as
where 1 ∈ R N is a vector with all components equal to 1, r w ∈ R N is a realization of a random vector whose entries follow a uniform distribution between [0, 1], and σ 2 wa , σ 2 w b ∈ R + are variances that scale the elements of 1 and r w , respectively.
Although the theoretical predictions provided are valid for any symmetric C w , we focus on diagonal matrices because we do not expect the influence of correlated noise on more than one graph vertex measurement, since we consider sensor positions that are not close to each other. For C w in (64), σ 2 wa represents the noise variance observed in all nodes, which might be caused by the same type of sensor device being used in all locations, while σ 2 w b accounts for the noise variance differences among nodes.
Thus, we defined the noise signal w[k] used for each simulation as zero-mean Gaussian according to three scenarios: (i) σ 2 wa = 0.001 and σ 2 w b = 0.000; (ii) σ 2 wa = 0.010 and σ 2 w b = 0.000; and (iii) σ 2 wa = 0.005 and σ 2 w b = 0.010.
Convergence Speed and Complexity Comparison
We performed numerical simulations based on the noise scenarios (i) and (iii) to analyze the overall performance of the proposed GSP NLMS algorithm, when using both the general implementation (30) and the particular approach (33) , in comparison to the LMS [14] and RLS [17] strategies. For each noise scenario we used the three adaptive GSP algorithms, with respective convergence/forgetting factors adjusted in order to provide a similar MSD * G . At each simulation run we evaluated 5000 iterations, where we scaled the reference GS x o by a 1.2 factor at k = 2500 to observe the algorithms' tracking abilities. We considered that: the algorithm has converged after reaching 1.025 · MSD * G for the first time, the steady-state FoMs are computed using the last 1000 iterations of each run, and the update time uses the "tic/toc" MATLAB functions to provide the reader with a rough idea of how long it takes to computex o [k + 1] for each algorithm in our simulations. Based on the average values of a 1000-run ensemble, we obtained the numerical results presented in Table 2 .
From Table 2 we observe that the GSP NLMS algorithm converges considerably (more than 10 times) faster than the LMS algorithm, but slightly (about twice) slower than the RLS algorithm. This convergence speed comparison is made clear by the MSD G [k] plots in Figure 2 , where we only compare the NLMS and LMS methods in Figure 2a and display the three algorithms in Figure 2b . A particular point about Figure 2b is that the transition at k = 2500 indicates that the NLMS algorithm behaves like the RLS for large k, as pointed out in Subsection 4.5. Another conclusion from Table 2 is that the computation complexity for performing the GSP LMS update is noticeably smaller than the one required for computing the general implementation of the GSP NLMS in (30) , which is still about 2.9 times faster than the RLS approach. 3 In particular, one verifies in Table 2 that the GSP NLMS approach in (33) provides the same fast converging characteristic of its general implementation while being as complex as the GSP LMS algorithm, however, it requires S[k] to be static and a priori known. Additionally, it is worth mentioning that the large difference in update time among the adaptive algorithms occurs because the current simulation scenario does not rely on the condition |F| N (|F| ≈ 0.7N ), where the dominant term in Table 1 becomes N .
Steady-State FoM Predictions
Next, we investigate the accuracy of the steady-state MSE * G and MSD * G predicted for the NLMS algorithm in Subsection 4.4 and for the LMS and RLS algorithms in Section 5. By using the noise scenarios (ii) and (iii) described in Subsection 7.1.1, we employed different convergence/forgetting factors (µ N , µ L , and β R ) to assess the theoretical predictions in diverse conditions. At each simulation run we evaluated 3000, 12000, and 1500 iterations for the NLMS, LMS, and RLS algorithms, respectively, where we considered the last 1000 iterations of each run to be part of the steady state. By taking an average of the MSE G [k] and MSD G [k] measurements at steady state for an ensemble of 1000 runs, we obtained the experimental results presented in Table 3 . These results are com- 
From Table 3 we verify that the MSE * G and MSD * G predictions provided for the NLMS, LMS, and RLS algorithms are accurate across all different simulation scenarios. In particular, all results present an RE smaller than 0.25% with respect to their theoretical estimates. Although both the MSE * G and MSD * G predictions have been obtained in this work for all three adaptive GSP algorithms, it is worth mentioning that the MSD * G for the LMS and RLS algorithms has been previously presented in [18] . However, the analysis for the LMS algorithm requires µ L to be small and it presents an approximation that provides worse estimates of MSD * G as µ L increases. On the other hand, we observe from Table 3 that the accurate predictions for the LMS algorithm using (47) do not degrade with large µ L factors.
Update Rate Steady-State Predictions
Finally, we performed a few numerical simulations to observe the behavior of the DS strategies presented in Section 6 and to verify the accuracy of update rate expressions (56) and (61). We will refer to the CW-EC strategy in Subsection 6.1 as DS scheme (I) and the 2 N-EC strategy from Subsection 6.2 as DS scheme (II). By using the noise scenarios (ii) and (iii) described in Subsection 7.1.1, we employed different values of update factor κ for each DS scheme. For each of these environments we used either the NLMS, LMS, or RLS as the adaptive algorithm with factors µ N = 0.1, µ L = 0.5, and β R = 0.9, in a total of 2500, 10000, and 2000 iterations for run, respectively. To compute P up we only considered the last 1000 iterations of each run, and evaluated the average across an ensemble with 1000 runs. The scenario descriptions, theoretical predictions, and experimental results for the DS adaptive GSP strategies are in Table 4 . Based on Table 4 we conclude that the estimates (56) and (61) provide fair predictions about the update probability, where the largest RE evaluated is less than 2.5%. For both DS strategies we observe that a κ increase implies a reduction of the P up , which is an interesting feature since it enhances the overall computational complexity reduction. However, the trade-off for increasing κ is a reduction in the algorithm convergence speed, as can be noted in the MSD G behavior for the CW-EC strategy in Figure 3 . Therefore, as Table 4 and Figure 3 indicate, one may reduce the overall complexity of the adaptive GSP algorithm by increasing the update factor of the DS strategy, at the cost of slowing down the convergence.
U.S. Climate Normals Dataset
For assessing the adaptive algorithms' performance with real data, we considered the dataset in [37], from which we extracted meteorological information of weather stations distributed on the United States' territory, as done in [18] . We collected the temperature hourly records from the first 95 hours of January 2010 and, after discarding the stations with missing inputs, we obtained a total of N = 205 stations in the US mainland. By employing all of these data for representing the graph signal in the current scenario, the graph structure is obtained through a procedure similar to the one described in Subsection 7.1, but using a 7-nearest-neighbor approach, as in [18] . According to this procedure, we found the graph structure illustrated in Figure 4 , where it is shown the temperature measurements at 01:00 from January 1 st 2010. Figure 4 : Graph structure inferred for the dataset [37], with the temperature (degree Celsius) hourly record from January 1 st 2010 at 01:00 as the graph signal.
Assuming an acceptable reconstruction error of 5%, we found that |F| = 125 resulted in a suitable approximation. The sampling set S was obtained as in Subsection 7.1, where we have used |S| = 130. In order to first compare the GSP LMS, RLS, and NLMS algorithms in a static real data scenario, we have employed the temperature values at 01:00 January 1 st 2010 with an incident noise following the noise scenario (ii) from Subsection 7.1.1. By using the factors µ L = 1.5 and β R = 0.5 suggested in [18] , and µ N = 0.5, the behavior of MSD G [k] is displayed for the adaptive algorithms in Figure 5 . The undershoot behavior of the GSP LMS method in Figure 5 might be justified by a large value of µ L taking the algorithm closer to its instability region; yet, the GSP LMS still requires a much longer time for settling in comparison to the proposed GSP NLMS algorithm, which is almost as fast as the GSP RLS procedure. Additionally, for assessing the performance of these adaptive strategies in tracking real data, we have employed the GSP LMS, RLS, and NLMS algorithms for estimating unobserved weather stations using the dataset from 01:00 January 1 st 2010 until 23:00 January 4 th 2010. The estimation of a randomly picked unobserved node, which have not been sampled according to the index set S, is presented in Figure 6 . Based on this result, we observe that the behavior of the GSP NLMS resembles the GSP RLS algorithm (apart from a slight difference in the first iterations), while presenting a better performance in estimating most unobserved nodes in comparison to the GSP LMS method. 
Conclusion
In this paper we proposed an adaptive strategy for online reconstruction of bandlimited graph signals based on the NLMS algorithm and two time-domain data-selective methods for reducing the overall computational complexity of general adaptive GSP algorithms. The proposed GSP NLMS algorithm presents much faster convergence than the LMS algorithm and is introduced with a comprehensive analysis that predicts some steady-state figures of merit. The same analysis methodology allows the estimation of steady-state metrics for the LMS and RLS algorithms, complementing prior results. These steady-state values are used for predicting the update probability of the proposed dataselective strategies when they are implemented with all three GSP adaptive algorithms. Simulation results indicate that the metric estimations provided in the analyses and the update probability predicted for data-selective techniques are accurate.
Appendix A. RLS Estimation Alternative Update Equations
In this part we represent Ψ[k] and ψ[k] from (12) and (13) with subscript indices k as Ψ k and ψ k , respectively, for simplicity sake. Additionally, due to its initialization as a diagonal matrix, from (12) we find that Ψ k is symmetric.
Based on (12), by taking G k = D S[k] U F Ψ −1 k−1 U T F D S[k] , the matrix inversion lemma states that Ψ −1 k can be written as
From (2) When right-multiplying (A.1) by U T F D S[k] C −1 w it follows that
which allows us to rewrite expression (A.2) aŝ Considering that E{∆ŝ F [0]} can be any vector, to guarantee that E{∆ŝ F [k]} in (B.2) converges to a null vector as k increases, we must choose a parameter µ N such that |1 − µ N | < 1. As a result, the interval that guarantees convergence to an unbiased solution is 0 < µ N < 2 . 
