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Abstract 
A line & is called a stabbing line for a set 98’ of convex polyhedra in R3 if it intersects every 
polyhedron of 49. This paper presents an upper bound of 0(n3 log n) on the complexity of the 
space of stabbing lines for ~3, where n is the number of edges in the polyhedra of 65’. We solve 
a more general problem that counts the number of faces in a set of convex polyhedra, which are 
implicitly defined by a set of half-spaces and a set of hyperplanes. We show that the former 
problem is a special case of the latter problem. We also apply this technique to obtain an upper 
bound on the number of distinct faces that ever appear on the intersection of a set of half-spaces 
as we insert or delete half-spaces dynamically. 
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1. Introduction 
Let 9? be a set of convex polyhedra in R3. A line L in R3 is called a stubbing he for 
9? if it intersects every polyhedron of SJ. A line in R3 can be represented by four real 
parameters (see e.g. [12]), so it can be mapped to a point in R4. For each polyhedron 
B E 8, we can define S(B) c R4 to be the set of points corresponding to lines in R3 that 
intersect B. The boundary of S(B) corresponds to lines that are tangent to B. 
S(B) = n B E ,S(B), called the stabbing region of B’, is the set of all points correspond- 
ing to the stabbing lines for 69. If the polyhedra of G? are in general position, then each 
vertex of S(g) corresponds to a line that intersects every polyhedron of 93 and touches 
four edges of C& such a line is called an extremal stabbing line for B. Let IS(B)1 denote 
the combinatorial complexity of S(B). It is easily seen that IS( is proportional 
to the number of extremal stabbing lines. Avis and Wenger [4] proved that 
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IS( = 0(n410g n). The bound was slightly improved by McKenna and O’Rourke 
[S] to 0(n4a(n)), where a(n) is the inverse Ackermann function. Recently Pellegrini 
and Shor [l l] proved that IS(.5?)I = O(n”2&). In this paper we prove that 
I S(B)1 = 0(n3 log n). Since a lower bound of Q(n3) is known (see e.g. [9]), our bound is 
optimal within a logarithmic factor. 
Tamir [ 131 posed the following problem: “Let G be a set of half-spaces in iWd, which 
is initially empty. Perform a sequence of y1 insert and delete operations on G, and 
maintain the intersection of half-spaces that are currently in G. What is the maximum 
number of (distinct) vertices that ever appear on the intersection of half-spaces in G?” 
Tamir proved an upper bound of O(nlogn) and a lower bound of fl(na(n)) on this 
quantity for d = 2 [13]. However, no nontrivial bounds are known in higher dimen- 
sions. We show that the maximum number of distinct vertices that ever appear on the 
intersection of half-spaces in G, as we perform a sequence of IZ update operations, is 
0(nrdi21 logs n), where p = (d + 1) mod 2. We also prove a lower bound of 0(nrd’21), 
thereby implying that our bounds are asymptotically tight for odd values of d, and are 
close to optimal for even values of d. 
We will show that both of these problems are special cases of a more general 
problem, which we refer to as the implicit polyhedra problem. Roughly speaking, the 
implicit polyhedra problem is defined as follows: Let H+ be a set of half-spaces in (Wd, 
and let 9 be a set of convex polyhedra, each of which is formed by the intersection of 
a subset of half-spaces of H+ satisfying certain conditions. (The exact conditions, used 
to define the polyhedra of 9, will be described in the next section.) Bound the number 
of distinct faces in the polyhedra of 9. 
The paper is organized as follows. In Section 2 we give a formal description of the 
implicit polyhedra problem, and obtain an upper bound on the number of distinct 
faces in the polyhedra of 9’. This result yields an upper bound of 0(nrdi21 log” n), 
where p = (d + 1) mod 2, for Tamir’s problem. In Section 3 we prove an upper bound 
of O(n3 log n) on the combinatorial complexity of the space of stabbing lines for a set 
of convex polyhedra. For the sake of exposition, we first prove an upper bound on the 
number of extremal stabbing line for a set of triangles in [w3, and then for a set of 
convex polyhedra in iw3. 
2. The implicit polyhedra problem 
We begin by defining the implicit polyhedra problem formally. Let 
H+ = {h:, . . . . hz } be a collection of n open half-spaces in [Wd, and let H = {h, , . . . , h,) 
be the set of hyperplanes bonding the half-spaces in H+. We associate with each 
half-space h+ a wedge wi = e,‘i_ i n /li in [Wb, for some b < d, where e:i_ i, /zi are 
half-spaces in IWb bounded by the hyperplanes eZi_ 1, eZi, respectively. We allow Wi to 
be degenerate, i.e., wi can be a strip, or a half-space, or even the entire [Wb itself. For the 
sake of consistency, we assume that wi is always bounded by two hyperplanes. (If 
Wi = 2: is a half-space, we assume that the other hyperplane bounding Wi is Alpa, where 
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/zy is the hyperplane at infinity parallel to Ai and contained in 2:. Similarly if wi is 
the entire Rb, we assume that Wi is bounded by two parallel hyperplanes each 
at infinity.) We allow the same wedge to be associated with more than one 
half-space. Let W = {Wi 11 d i < n> be the resulting multi-set of IZ wedges in lRb, 
and let 3 = {ej( 1 < j < 2n) be the multi-set of 2n hyperplanes bounding the 
wedges of W. For each (b-dimensional) cell c E &‘(3’), we define a convex 
polyhedron 
i.e., P, is the (closure of the) intersection of half-spaces corresponding to the wedges 
that contain the cell c; see Fig. 1 for a two-dimensional example. Let 
.!Y=PP(H+, W)= {P,JCE&q9)} 
If W consists of n copies of the same wedge (e.g., for b = 0, W always consists of 
n copies of a single point), then 9 is a single convex polyhedron defined by the 
intersection of half-spaces in Hf. 
Let F,(H+, W) be the set of all (distinct) k-faces that appear on the boundary of 
polyhedra in P’; let $JH+, W) = (F,(H+, W)l. (If a face appears on the boundary of 
more than one polyhedra, it is counted only once.) Set 
&(n, 4 b) = max $#Z+, W), 
where the maximum is taken over all sets of n half-spaces in Rd and over all multisets 
of n wedges in Rb.i 
The main result of this section is the following. 
Theorem 2.1. For 0 d k, b d d, 
t,//k(n, d, b) = O(UL(~ + b)‘2 1 logy n), 
where y = L(d + b)/2 J mod 2. 
It is not too difficult to see that the number of distinct k-faces that ever appear on 
the intersection of a set of half-spaces, as we perform a sequence of y1 updates, is at 
most $,Jn, d, 1). Indeed, let G = (gr , . . . , g,,,} be a collection of m d n half-spaces in lRd 
that are inserted to G. For the sake of convenience, assume that each half-space is 
inserted only once. Let t,: (resp. tf ) be the time at which gj was inserted (resp. deleted); 
if gj is never deleted, set t,? = cc. Let Zj = [tj, t,?], and let Z = {Zjl 1 <j < n}. The 
intervals of I partition the real axis into a set A of m + 1 atomic intervals. For each 
1 It will become clear in the following sections (e.g. Section 3.2) as to why we have used wedges to define 
the polyhedra of 8. Although, for the applications described here, it suffices to obtain a bound on $Jn, d, b) 
for b < 2, for the sake of generality, we will obtain a bound for all values of b < d. 
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Wl,w2,Wg=X;nx~,w4=x~,W,=x,nx,,W6=x,+nx~ 
,C = {Xl, x2, Xl, x2, Xl, x2, x3, A?, x4, X5r x4, X5) 
P,, = n(H+ - {hz)),pC, = n(H+ - (~0 
Fig. 1. An example of B(H+, W): (i) d(Y), L+, is the half-space lying above ii, %; is the translate of A3 at 
+ cc. (ii) P,,, Pc2. 
atomic interval 6 E A, let Pa = (7 6 I ,,gj. Let P = P(G, I) = {Pa 16 E A}. Observe that 
a l-dimensional wedge is an interval, so the number of distinct k-faces in P(G, I) is 
equal to Z$(G, I). Moreover, F,(G, I) is the set of k-faces that ever appear on the 
intersection of half-spaces. Hence, by Theorem 2.1, we obtain the following. 
Corollary 2.2. Ifwe perform a sequence of n insert and delete operations on a set G of 
half-spaces in Rd (assuming that initially G = @), and maintain the intersection of 
half-spaces in G, then the total number of distinct faces that ever appear on the 
intersection of G is O(n M21 log” n), where b = (d + 1) mod 2. 
It is easy to construct a set G = {g,, . . . ,g,} of n half-spaces in Rd and a set 
Z = {Ii,... ,I,} of n intervals such that P = P(G, I) has Q(nrd/21) distinct faces. Let 
G’ = {g;, . . . ,ghiz} be a set of n/2 half-spaces in Rd-’ such that n G’ has R(nLCd- ‘)j2J) 
faces. We construct a set {g,, . . . , g,,,*} of n/2 vertical half-spaces by erecting a vertical 
hyperplane from each hyperplane bounding gi, i.e., gj = gi x [ - co, + a]. It is easily 
seen that each k-face of 0 G’ is a (k + 1)-face of n;‘$gj. Let Zj = [ - cc, + co] for 
1 d j < n/2. For n/2 < j < n, we define 
gj : xd 3 j - n/2 and Zj = [ j - n/2, CC 1. 
It can be checked that the intersection of each k-face of n G’ gives rise to n/2 
distinct k-faces in P, namely the intersection of the corresponding (k + I)-face 
of the polyhedron fl y” i gj with g1 for every 1 > n/2. Hence, P(G, I) has 
n/2x a(nL(dp iY21) = Q(nr@l) 
distinct faces. 
The following special case of Theorem 2.1 will be useful in the next section when we 
study stabbing lines for a set of triangles in R3. Let H + = {h:, . . . , h,f } be a collection 
of n half-spaces in Rd and let _Y = {.8,, . . . ,8,,} be a set of n hyperplanes in [W’. Let 
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Fig. 2. Illustration of Q(H’, 3). For the sake of clarity only some of the cells in d(Z) are labeled; the 
corresponding cells in d(Z) have been shaded. 
t+ (resp. 4;) denote the half-space lying above (resp. below) ei, and let hi be the other 
half-space bounded by the hyperplane hi (i.e., the closure of Rd - h:). For each cell 
c E d(Y) we define a d-dimensional convex polyhedron 
QC = {I$ c s k’p, C-J E { - , + }, and 1 < i d n}, 
Notice that QC is a cell of d(H), where QC c h+ (resp. QC c /I;) if and only if c c e+ 
(resp. c c e,). Let 
Since there are O(nb) cells in 9(H+, 5?), a result of Aronov et al. [l] implies that the 
number of distinct faces in the polyhedra of Z?(H+, 9’) is O(ncd + ‘)I* log(Ld’21P ‘)/*ti) 
(See Fig. 2). However, one can obtain an improved upper bound, especially when 
d + b is odd, by using Theorem 2.1. 
Let G = {gr, . . . , gin} be a set of 2n half-spaces in Rd, where gli_ 1 = !I:, g2i = hi- 
and wzi_ 1 = e’, wzi = e;, and let W = {Wi 11 < i < 2n). Then the number of distinct 
k-faces in $(H+, 54’) = F,(G, W) is at most $,(2n, d, b) = O(nLcd + ‘)/*A logYn), where 
r=L@+b)Pl mod 2. Hence, we obtain the following. 
Corollary 2.3. Let H+ be a set of n half-spaces in Rd and let 9 be a set of n hyperplanes 
in Rb. Then for 0 < k < d the number of distinct k-faces in Z?(H+, 9) is 
O(n L Cd + bh’2 1 logy n). 
We now turn to the proof of Theorem 2.1. The proof is based on the induction 
scheme introduced by Edelsbrunner et al. [7] for obtaining an upper bound on the 
complexity of the zone of a hyperplane in an arrangement of hyperplanes; see also 
[l-3]. We first prove an auxiliary lemma that we will need for proving Theorem 2.1. 
For a facefE F,(H+, W), let 
cp(f; 9) = {c E &(_YlIfis a face of PC}. 
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Fig. 3. Illustration of Lemma 2.4. 
Lemma 2.4. Let H+, H, W, 2’ be the same as defined above, and let f be a face of some 
polyhedron in 9 = 9(H+, W). If a hyperplane e c Rb does not intersect any cell of 
cp(J; T), then all cells of cp(f, 9) lie on the same side of e. 
Proof. (See Fig. 3.) For the sake of contradiction, assume that 8 does not intersect 
any cell of cp(f; P), but there are two cells ci, c2 E ~(f, 9) that lie on the opposite 
sides of 8. Let pi, for i = 1, 2, be an arbitrary point in ci, then the segment p1p2 
intersects 8. Let c3 be the cell of d(9) that contains the intersection point of / and 
p1p2. Since p1p2 mtersects cj, no hyperplane can separate c3 from c1 u c2 (i.e., there is 
no hyperplane el such that cj lies on one side of e’ and ci, c2 lie on the other side of 
8’). This implies that there is no wedge wj E W such that ci, c2 lie in wj and cj does not 
lie in Wj, or vice-versa (because then at least one of /2j_ 1 and e2j separates cg from 
cl ” c2). 
Obviously, c3 $ cp(f; 9’)) because 8 does not intersect any cell of cp(f; _Y), and 
therefore f is not a face of P,,. Iff is not a face of P,,, then there are two possibilities: 
(i) f~ P,,: There is a face of P,, (possibly P,, itself) that (strictly) containsf: This is 
possible only if one of the hyperplanes hi E H supporting’ f does not support P,,, 
which can happen only if cj does not lie in wi. On the other hand, f is incident on both 
P,,, P,,, so hi supports both of them and P,,, P,, G h:. Consequently, cr, c2 lie in 
Wi and c3 does not lie in wi, a contradiction. 
(ii) f$ PC3: In this case there is a hyperplane hj supporting P,, such that f$ hf , 
which implies that P,, , P,, $4 hf. In other words, c1 , c2 do not lie in Wj but c3 lies in Wj, 
again a contradiction. 
Hence, the lemma is true. 0 
As in [7], we first obtain a recurrence relation for $,Jn, d, b), and then solve the 
recurrence. 
’ We say that a hyperplane h supports a facefif the closure offintersects h andfis contained in one of the 
(closed) half-spaces determined by h. 
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Lemma2.5. ForO<k<dandforl<b<d, 
$dn, d b) d n _ ; + kCh(n - 1, d, b) + ti,dn - 1, d - 1, b - 1)l. (2.1) 
Proof. Let H+, H, W, 2? be the same as defined above. We can assume that the 
hyperplanes in H are in general position. Fix an i < n. We will count the number of 
faces g in Fj(H+, W) that are not contained in hi. It is easily seen that each such face 
g is contained in a k-facef of F,(H+ - {h’}, W - {wi}) and that each cell of q(g, 9) is 
contained in a cell of q(J 9’ - (ezi~ 1, ~2i)). Therefore we will delete h,? from H, wi 
from W, and e,i _ 1, fzi from .JZ’, and then see what happens to the k-faces of polyhedra 
in Y(H+ - (hi+}, w- {wi}) as we re-insert h+ to Hi, wi to IV, and ezi_ 1, ezi to 2’. 
Letfbe a face of F,(H’ - {hi+}, W- {wi})> let 4(f) = CPM 2 - {e,ipl, ezi}), and 
let 
Ci = C,(f) = (c’ E &J(s)1 C’ C C for some C E cp’( f)}. 
The face f contributes a k-face only to those polyhedra P,, for which c’ E Ci. 
If Wi is the entire space Rb, thenfcontributes at most one face to F,(H+, W), namely 
fnhi, so assume that Wi c Rb. There are three cases to consider: 
(i) wi n c = 8, for all c E q’(f): In this case f gives rise to exactly one k-face in 
Fk(H+, W), namely f itself. 
(ii) hinf=~ d i an w n c # 0 for some c E cp’( f ): In this case f gives rise to at most 
one k-face in Fk(H+, W). Iffz ht or Wi n c = fi for some c E cp’( f ), then there is a cell 
c’ E Ci such that f is face of P,,, and therefore f gives rise to one face in F,(H+, W), 
namely itself. Otherwise,f does not give rise to any k-face in &(H+, W). 
(iii) f n hi # 0 and wi n c # 0 for some c E q’( f ): If neither e2i~ 1 nor ezi intersects 
any cell of cp’( f ), then, by Lemma 2.4, all cells of cp’( f ), and therefore all cells of Ci, lie 
in one of the (at most) four wedges defined by ezi_ 1 and Ezi. Since one of the cells of 
q’(f) intersects Wi, all cells of q’(f) lie inside wi. Therefore,fgives rise to exactly one 
face in F,(H+, W), namely f n h:. 
Next, if ezi_ 1 or ezi intersects some cell c of q’(f) then f may give rise to two faces in 
F,(H +, W), namely f and f n ht, because some of the cells of Ci may lie in Wi while 
some of them may not. Suppose ezi (relabel ezi_ 1 and e2i if necessary) intersects c. Let 
H+ = {hj’ n hi[wj n fzi # @,j # i}. 
It is easily seen that Wi is a multiset of wedges in RdP ‘. (There may be multiple copies 
of a wedge Wj n ezi even if there is only one copy of wj in W.) Let pi denote the 
multiset of hyperplanes in R b-1 bounding the wedges of Wi. Let Ci = c n e2i. Obvi- 
ously, ci is a cell of I. Let F’,, be the polyhedron in B(HT, Wi), corresponding to 
the cell ci. It can be checked that PC& = P, CT hi. Furthermore, f n hi # 0, sofn hi is 
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a (k - 1)-face of P, n hi = P,,, i.e.,f n hi E Fk- l(H:, Wi). We can therefore charge the 
increase in F,(H+, W) to the (k - I)-facef n hi. 
Repeating this step for all faces f~ F,(H+ - {h:}, W - {Wi}), we obtain that the 
total number of faces in Fk(Hf, W), which are not contained in hi, is at most 
$/c(~+ - {h+}, w- {wif) + lClk-lCHf, wi). 
We repeat the analysis for each i, sum up the bounds for all i d n, and observe that 
each facefof F,(H+, W) is counted exactly n - d + k times (fis not counted for only 
those d - k hyperplanes that containf), thus 
$k(n, 4 b) G n _ ; + kC+h(n - 194 b) + $k-l(n - 1, d - 1, b - 111. 0 
Proof of Theorem 2.1. Using the Dehn-Sommerville relation one can show that, for 
any convex polyhedron P in [Wd, fk(P) d C*frd,Il(P) for some constant C*, see Cl] or 
[6] for a proof. Therefore it suffices to show that 
t+hrd,z$n, d, b) < A,.nL(d+h)‘2J logYn, (2.2) 
where Ab is a suitable constant depending on b. (As we will see below, Ab = Cb for 
some constant C.) We will prove (2.2) by induction on b. If b = 0, Y(H’, W) is 
a convex polyhedron formed by the intersection of n half-spaces, therefore by the 
Upper Bound Theorem 
I+@I, d, 0) < C’ntd’2~ (2.3) 
for some constant c’ > 0 [6]. Hence, (2.2) holds for b = 0, provided that A0 is chosen 
appropriately. 
Define 
n! 
h(n, d, b) = (n _ d + k)! oh> d, b). 
Substituting (2.4) in (2.1), we obtain 
o&z, d, b) d O&I - 1, d, b) + c+~(~I - 1, d - 1 b- 1) 
n-l 
d C q+l(i,d- l,b- 1) 
i=l 
“~%A,d-Lb-l) 
i=l 
id-k 
Or 
(2.4) 
tiktn, d, b) < cnd-kn-ff+k-l(ir dd;k17 b - I), 
i=l 
(2.5) 
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where C is a constant depending on k and d. For k = [d/21, (2.5) becomes 
$rd,2,(n,d, b) d Cnd-rd,2i~~1~rd/21-I(i~d- ‘, b- I) 
i=l id-r41 
= cnLd!2J c np1 @d/21- l(i, d - 1, b - 1) 
i=l iL4’21 
For b = 1, we obtain 
(2.6) 
< cnLd/2J 1 c’.iLk-W2J-Ldi2J 
i=l 
where the last inequality follows from (2.3). If d is odd, then L (d - 1)/2 1 = L d/2 J and 
y=d+ 1 (mod2)-0,so 
n-l 
$rd/21(n,d, 1) d Cnld/21 c C’= ~c’.~L(d+ UPJ Logan, 
i=l 
If d is even, then L (d - 1)/2 J = L d/2 J - 1 and y = d + 1 (mod 2) = 1, which implies 
n-l 
$rdpl(n, d, 1) < CC’. nLdj2j i;lf< CC’.nL(d+‘)~~4og+L 
Hence, (2.5) holds for b = 1, provided that Al 3 C. C’. 
Assume that the claim is true for all b’ -c b. Now let b’ = b 3 2. 
$r&q(a,d,b)< cnLWn~1+rd/21- II';;,, '2 b - I), 
i=l 
If d is odd then r d/2 1 - 1 = L (d - 1)/2 1, SO 
$r d/2 I(% 4 b) d Cn 
Ld~2jn~1 $r+ 1)/2ji, d - 1, b - 1) 
i=l it&J 
Since (d + b - 2) mod 2 = (d + b) mod 2 = y, we obtain by the induction hypothesis 
n-l 
$rdpl(n,d, b) < CnLd/2j c A,~,iL(d+h)i21~Ld/2J-110gYi, 
i=l 
For b 3 2, L(d + b)/2 J 3 Ld/2 J + 1, therefore 
$f@l(fi, d, b) d A,.nL(d+h)/2~logYn, 
provided that Ab 3 C& 1. 
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On the other hand, if d is even, then r d/2 1 - 1 = r (d - 1)/2 1 - 1. By the inductive 
hypothesis and the Dehn-Sommerville equation, we obtain 
$rd/21- 1(6 d - 1, b - 1) = $r(d- 1)/21~ 16, d - 1, b - 1) 
< c*A,~liL(d+h)/2J~110gYi. 
Therefore 
n-l 
$Ld,q(n,d, b) d Cntdj21 c c*A,_1it(d+h)/2J~Ld/21~110g’i, 
i=l 
provided that Ab 3 CC*. A, 1. 
This completes the proof of the theorem. 0 
3. Complexity of the space of stabbing lines 
In this section we prove an upper bound on the maximum number of extremal 
stabbing lines for a set of convex polyhedra in R3. For the sake of exposition, we first 
obtain an upper bound on the number of extremal stabbing lines for a collection of 
triangles in R3, and then for a collection of convex polyhedra in R3. 
3.1. Stabbing lines for triangles 
Let A = {A,, . . . , A,,} be a set of n triangles in R3. Let II be a plane in R3 such that all 
triangles in A lie above II and none of them is parallel to II. It suffices to bound the 
number of extremal stabbing lines that intersect II, because there are three planes, 
each satisfying the above two conditions, such that each line in R3 intersects at least 
one of these three planes. Without loss of generality assume that II is the xy-plane 
(i.e., 2 = 0). 
The relative orientation of two oriented lines /, 3. in R3 is defined to be the 
orientation of any simplex abed, where a, b E L, c, d E 2, so that 8 is oriented from a to 
b and 2 is oriented from c to d. Equivalently, it is also the sign of the inner product 
between the two vectors in projective 5-space representing the Pliicker coordinates of 
the two lines. (For the sake of convenience, we will not distinguish between the 
projective 5-space and the affine 5-space R5.) To be more precise, 8 can be mapped to 
a point n(c), called a Pliicker point, and /z can be mapped to a hyperplane m(n), called 
a Pliicker hyperplane, in [w’, so that / has positive orientation with respect to I if and 
only if rc(Q lies in the positive half-space bounded by the hyperplane a(n). The Plucker 
points of all lines in R3 lie on a quadric surface, known as the Pliicker surface, in 5X5. 
More details concerning Plucker’s coordinates and relative orientations can be found 
in [S, 121. 
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Let 8i denote the intersection line of II and the plane containing Ai, and let 
9 = {/i 11 d i d n}. Let /i (resp. 8;) denote the half-plane lying above (resp. below) 
8. Let 2 be a line oriented in the positive z-direction, which intersects Ai and whose 
intersection point with II lies in I+. We orient the edges of Ai such that II has positive 
relative orientation with respect to the (oriented) lines supporting the oriented 
edges of Ai. It can be checked that the orientation of the edges of Ai is independent 
of the choice of i (over the set of lines that satisfy the above properties). Let aji_z, 
u3i- 1, u3i be the (oriented) lines containing the edges of Ai. Let 
H = (h3iPj = m(a3i-j)lO <j d 2, 1 < i d n} be a set of 3n hyperplanes in lV. We set 
hf, for 1 < ,j < 3n, to be the positive half-space bounded by hj. A line 1, whose 
intersection point with II lies in 8: (resp. e;) intersects Ai if n(1) E hli_ 2 n h3fi- 1 n h$ 
(resp. n(A) E hyi-2 n h,- 1 n h:i) (see e.g. [ll]). Hence, a line Jb, whose intersection 
point with II lies in the cell c E d(9), is a stabbing line for A if 
where c E { - , +}. Moreover, 1* is an extremal stabbing line if rc(n) is an intersection 
point of an edge of Qc and the Plucker surface. Since each edge of Qc intersects the 
Plucker surface in a constant number of points, the total number of extremal stabbing 
lines for A is proportional to the number of edges in 9(H+, LP), where 9 is obtained 
by making three copies of each line in 9’. Here d = 5 and b = 2, so Corollary 2.3 
implies that the following. 
Theorem 3.1. The combinatorial complexity of the stabbing lines for a set of triangles in 
lQ3 is 0(n310gn). 
3.2. Stubbing lines for convex polyhedra 
LetB= {Bi,..., B,} be a set of convex polyhedra in [w3 with a total of n edges. For 
the sake of simplicity we assume that each face of $9 is triangulated. This assumption 
increases the number of edges only by a constant factor, but simplifies the argument 
significantly. Let II be a plane lying below all polyhedra in 98, such that it is not 
parallel to any face of 98. Without loss of generality assume that II is the xy-plane (i.e., 
z = 0). As in the previous subsection, it suffices to bound the number of extremal 
stabbing lines that intersect II. 
Let A = {Ai, . . . , A,,} be the set of faces of polyhedra in 99, and let 
9 = (8i = II n aff(Ai)I 1 < i < u}; 
aff(Ai) is the plane supporting Ai. Restricted to points on II, Ai is visible from one of 
the half-planes ei bounded by 8:; let /,r denote the other half-plane bounded by ei 
(i.e., the closure of [w2 - 8’). We orient the edges of ~?8 in the positive z-direction. Let 
I-=(71,..., yn) denote the set of oriented lines containing the edges of 49, and let 
H = {a( 1 d i ,< n}; H is a set of hyperplanes in [w’. 
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Definition 3.2. For a point p E n the silhouette, B:(p), of & is the set of edges e of Bi 
such that one of the faces incident on e is visible from p and the other face incident on 
e is not visible from p. Let &(p) E I- denote the set of (oriented) lines containing the 
edges of B:(p); set E(p) = U iET(p). 
By the definition of B?(p), an edge e incident on the faces A,, and A, is in B:(p) for all 
Pee,+ of:, where @ denotes the symmetric difference of two sets. In other words, 
e is in B?(p) for all points lying in one of the double wedges bounded by 8, and e,, and 
therefore the silhouette B:(p), 1 < i < m, is the same for all points in any cell c E &4(L). 
With a slight abuse of notation, we will use B:(c) to denote the silhouette of Bi for (all) 
points in the cell c; define Ei(c), E(c) in an analogous manner. 
Next, we define a convex polyhedron P, for each cell c E d(L) as follows. Let yi be 
a line in E(c) corresponding to an edge ei, and let Aj be the face incident on ei which is 
visible from points in c. Let @(y, c) denote the positive (resp. negative) half-space 
bounded by the Pliicker hyperplane m(yi) if Aj lies to the left (resp. right) of ei. We set 
P, = n ‘/i E ECcj ~(ri, c). The following lemma is easy to prove. 
Lemma 3.3. A line L oriented in the positive z-direction, whose intersection point with 
II lies in the cell c E Se(L), is a stabbing line for g if and only n(e) E P,. 
Lemma 3.3 implies that it suffices to bound the number of distinct edges in the set 
P&q = {PC 1 c E d(L)}. 
If A,, A, are the faces incident on an edge ei of a polyhedron, then ~(yi, c) is the same 
half-space, say EJ+(Y;), for all cells c E d(L) lying in the wedge e: n e;, and 
4(yi, c) = a (yi), for cells c E d(L) contained in the wedge 8: n c!;. Let 
G = {sl, . . . > g2,,} be a set of 2n half-spaces defined as follows: gzi_ 1 = a+(yi), 
gzi = m-(yi) for 1 < i < n. Let A,,, A, be the faces incident on the polyhedral edge 
supported by yi. Set wzi_ 1 = t: n e;, w2i = 8,’ n e; (resp. W2i_ 1 = 8: n t,, 
wli = t: n 6’;) if A,, (resp. A,) lies to the left of yi. It is easily seen that 
P(g) = Y(G, W). Since d = 5, b = 2, by Theorem 2.1, P(B) has at most 0(n3 log n) 
edges. Hence, we can conclude the following. 
Theorem 3.4. The combinatorial complexity of the space of stabbing lines for a set of 
convex polyhedra in lR3 with a total of n edges is 0(n3 log n). 
4. Conclusion 
In this paper we presented an upper bound on the number of distinct faces in a set of 
convex polyhedra, which are implicitly defined by a set of half-spaces and an arrange- 
ment of hyperplanes. We reduced the two very different looking problems - (i) 
complexity of S(g), and (ii) number of distinct faces in the intersection of half-spaces, 
as we update the set of half spaces - to the above problem. 
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We believe that the problem of bounding the complexity of cells in an arrangement 
of hyperplanes, which are implicitly defined by some other objects, is quite general and 
should have a number of other applications. Recently, Pellegrini [lo] has shown that 
the combinatorial complexity of the space of lines that are ‘free’ with respect to a given 
set 3 of lines (a line is called free with respect to 3 if it can be moved to infinity in 
some direction without intersecting any line of 9) is O(n”2’4G). This bound can 
also be improved to 0(n310gn) by reducing the problem to the implicit polyhedra 
problem. Although much work has been done on bounding the complexity of an 
arbitrary subset of cells in an arrangement of hyperplanes, the implicit polyhedra 
problem has received little attention. 
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