Abstract: Fusarium head blight (FHB), one of the most important diseases of wheat, mainly occurs in the ear. Given that the severity of the disease cannot be accurately identified, the cost of pesticide application increases every year, and the agricultural ecological environment is also polluted. In this study, a neural network (NN) method was proposed based on the red-green-blue (RGB) image to segment wheat ear and disease spot in the field environment, and then to determine the disease grade. Firstly, a segmentation dataset of single wheat ear was constructed to provide a benchmark for the segmentation of the wheat ear. Secondly, a segmentation model of single wheat ear based on the fully convolutional network (FCN) was established to effectively realize the segmentation of the wheat ear in the field environment. An FHB segmentation algorithm was proposed based on a pulse-coupled neural network (PCNN) with K-means clustering of the improved artificial bee colony (IABC) to segment the diseased spot of wheat ear by automatic optimization of PCNN parameters. Finally, the disease grade was calculated using the ratio of the disease spot to the whole wheat ear. The experimental results show that: (1) the accuracy of the segmentation model for single wheat ear constructed in this study is 0.981. The segmentation time is less than 1 s, indicating that the model can quickly and accurately segment wheat ear in the field environment; (2) the segmentation method of the disease spot performed under each evaluation indicator is improved compared with the traditional segmentation methods, and the accuracy is 0.925 in the disease severity identification. These research results can provide important reference value for grading wheat FHB in the field environment, which also can be beneficial for real-time monitoring of other crops' diseases under near-Earth remote sensing.
Introduction
Fusarium head blight (FHB) caused by Fusarium graminearum Sehw, is a worldwide epidemic disease in global wheat production [1] . The disease is particularly serious in China's Yangtze and Huai Rivers basin [2] . In addition, the toxin secreted by Fusarium is deoxynivalenol (DON), which network was used to accurately segment the wheat ear in a complex background and the PCNN-based segmentation method was used to segment lesions in a simple background.
The PCNN model was proposed by Johnson et al. [24] in 1999, which has been widely used in image processing to segment images [25, 26] . The PCNN achieves image segmentation by igniting a neuron in the image and capturing the characteristics of the neurons of the same region and its similar properties. However, the parameters of the network require initialization and are difficult to set, greatly affecting the results. Therefore, an intelligent optimization algorithm must be used to automatically optimize the initialization settings of the parameters. For intelligent optimization algorithms, Kennedy [27] proposed a particle swarm optimization (PSO) algorithm based on the principle of social psychology. The particles move around the space where new parameter values are tested and clustered together in the best areas of the search space. Holland [28] proposed a genetic algorithm (GA) based on the idea of evolution to search for optimal solutions by simulating natural evolutionary processes. Karaboga et al. [29] proposed an artificial bee colony (ABC) algorithm by imitating the foraging behavior of bee colonies. The algorithm has a few parameter settings, fast convergence, high precision, and local and global bidirectional search functions for each iterative process. This strategy has become a research hotspot in the field of intelligent optimization algorithms. Cong et al. [30] enhanced an ABC algorithm by mutation operation using the global optimal solution as a guide. They then clustered the data with K-means in each iteration to obtain the best solution, which improved the ABC, and K-means enhanced the cluster solution. Bose et al. [31] used the fuzzy membership function to search for the optimal clustering center of the ABC algorithm and realize efficient optimization ability. Therefore, in this study, we optimize the PCNN parameter settings by improving the ABC algorithm to achieve the efficient segmentation of FHB.
The aim of the study mainly is to investigate a method for grading the severity of wheat FHB in the field environment. Firstly, a segmentation model of single wheat ear was established based on the FCN to accurately segment a wheat ear in the field environment. Based on the segmentation results, the PCNN with K-means clustering of the improved artificial bee colony (IABC) (IABC-K-PCNN) segmentation method was proposed to explore the possibility of the PCNN on the segmentation of disease spot after parameter optimization. The disease severity of single wheat ear under different methods was evaluated and analyzed through a series of evaluation indicators. The rest of this study was arranged as follows. Section 2 introduces the experimental method for data collection of wheat FHB based on RGB image in detail. Section 3 shows the experimental results of the proposed and other methods. Section 4 provides an in-depth analysis of the advantages and disadvantages of the developed method. Finally, Section 5 concludes this paper.
Materials and Methods

Study Area and Data Collection
Wheat was planted in the experimental base of the Anhui Academy of Agricultural Sciences (117 • 14 E, 31 • 53 N). The experimental period was from 26 April 2019 (flowering period) to 13 May 2019 (filling period). Two wheat areas included were inoculated with FHB and exposed to natural growth conditions. Using a Nikon D3200 SLR camera (effective pixels 6016 × 4000, focal length: 4 mm, aperture: f/2.2, exposure time: 1/2000 s) to collect image data under conditions of fine weather and few clouds, the possibility of image distortion due to weather conditions was eliminated ( Figure 1 ). Among them, 1720 RGB images of wheat FHB in the field were collected. Since the semantic segmentation network based on the FCN requires a large amount of annotation data, 1600 images were selected for constructing a segmentation dataset of single wheat ear. The remaining 120 images were used to test the disease grading results of the proposed method. At the same time, the true disease grade of 120 images was manually identified. Among them, includes 60 disease images of the flowering period and 60 disease images of the filling period. To provide an optimal model for wheat ear segmentation in the complex background and to ensure the accuracy of the training model, we designed an image acquisition experiment of single wheat ear in a targeted manner. In the field environment, only one wheat ear exists in the camera angle, and the shooting angle is 90°. To analyze the disease grade of FHB, we employed the GBT 15796-2011 Rules for Monitoring and Forecast of the Wheat Head Blight. We divided the disease severity into six grades based on the ratio of the disease spot to the whole wheat ear area. Grade 0: 0% ≤ R ≤ 1%, Grade 1: 1% < R ≤ 10%, Grade 2: 10% < R ≤ 20%, Grade 3: 20% < R ≤ 30%, Grade 4: 30% < R ≤ 40%, Grade 5: R > 40%, where R is the ratio of the disease spot to single wheat ear ( Figure 1 ).
Image Preprocessing of Single Wheat Ear
In this study, 1600 images of single wheat ear were used to construct the segmentation dataset, which was manually marked in Windows drawing software. The dataset was provided as a benchmark for wheat ear segmentation. First, the outline of single wheat ear was marked with red (R: 225, G: 0, B: 0), and the binary image was obtained by filling the outline of the wheat ear with the morphological area fill [32] to mark the entire wheat ear. The edge of the binary image was padded with 0 to have an aspect ratio of 1 and finally resampled to 256 × 256 by bilinear interpolation [33] . And then, the preprocessing image was grayscaled [34] for network training (Figure 2) . In this study, all test images via the input image processing and were determined. First of all, the edge of the input image was padded with 0 to have an aspect ratio of 1. Moreover, the image was resampled to 256 × 256 pixels by the bilinear interpolation method, and finally was grayscaled as the test images. To provide an optimal model for wheat ear segmentation in the complex background and to ensure the accuracy of the training model, we designed an image acquisition experiment of single wheat ear in a targeted manner. In the field environment, only one wheat ear exists in the camera angle, and the shooting angle is 90 • . To analyze the disease grade of FHB, we employed the GBT 15796-2011 Rules for Monitoring and Forecast of the Wheat Head Blight. We divided the disease severity into six grades based on the ratio of the disease spot to the whole wheat ear area. Grade 0: 0% ≤ R ≤ 1%, Grade 1: 1% < R ≤ 10%, Grade 2: 10% < R ≤ 20%, Grade 3: 20% < R ≤ 30%, Grade 4: 30% < R ≤ 40%, Grade 5: R > 40%, where R is the ratio of the disease spot to single wheat ear ( Figure 1 ).
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In this study, 1600 images of single wheat ear were used to construct the segmentation dataset, which was manually marked in Windows drawing software. The dataset was provided as a benchmark for wheat ear segmentation. First, the outline of single wheat ear was marked with red (R: 225, G: 0, B: 0), and the binary image was obtained by filling the outline of the wheat ear with the morphological area fill [32] to mark the entire wheat ear. The edge of the binary image was padded with 0 to have an aspect ratio of 1 and finally resampled to 256 × 256 by bilinear interpolation [33] . And then, the preprocessing image was grayscaled [34] for network training (Figure 2) . In this study, all test images via the input image processing and were determined. First of all, the edge of the input image was padded with 0 to have an aspect ratio of 1. Moreover, the image was resampled to 256 × 256 pixels by the bilinear interpolation method, and finally was grayscaled as the test images. In this study, all test images via the input image processing and were determined. First of all, the edge of the input image was padded with 0 to have an aspect ratio of 1. Moreover, the image was resampled to 256 × 256 pixels by the bilinear interpolation method, and finally was grayscaled as the test images.
Methods
In this study, an FCN-based segmentation model of single wheat ear was established to segment the test image. The segmentation image was binarized [35] to generate a binary image. The pseudo color image of wheat ear was synthesized by the multiplication of a binary image with the input image. IABC-K-PCNN was used to segment the disease spot of single wheat ear for the pseudo color image, and disease grade was calculated on the basis of the ratio of disease spot to the whole wheat ear. The workflow of the study was shown in the Figure 3 .
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The left side of the training network consists of nine 3 × 3 convolution layers and four 2 × 2 maximum pooling layers. The right side contains nine 3 × 3 convolution layers, one 1 × 1 convolution layer, and four 2 × 2 deconvolution layers. The convolution result of each convolution layer was filled with 0 to ensure that the input and output sizes remain unchanged, and rectified linear unit nonlinearity (ReLU) as the activation function. We employed Python 3.5.4, IDE: PyCharm 2017, OS: Ubuntu 18.04 64-bit, CPU: Intel i7-6800K 3.40GHz, GPU: NVIDIA GeForce GTX 1080 Ti, RAM: 16 GB as the working environment of the single wheat ear segmentation model. On the basis of the segmentation result, the resulting image was binarized and restored to a pseudo color image of single wheat ear (Equations (1)- (3)), which was used as the target image for the segmentation of the disease spot.
where R' is a pseudo color red channel, G' is a pseudo color green channel, B' is a pseudo color blue channel, R is the red channel of the input image, G is the green channel of the input image, B is the blue channel of the input image, and IBW is a binary image of single wheat ear.
Segmentation Method of IABC-K-PCNN
Based on the above target image, we proposed the IABC-K-PCNN segmentation method to segment the disease spot of single wheat ear. PCNN is a simplified neural network model based on cat's visual principle [37] . PCNN greatly affects the image segmentation results due to a large number of standard PCNN model parameters [38] and the difficulty in setting each parameter. Numerous parameters also increase the amount of computation, and real-time processing is not applicable. Therefore, this study used the simplified PCNN model [39] (Equations (4)- (8)). The left side of the training network consists of nine 3 × 3 convolution layers and four 2 × 2 maximum pooling layers. The right side contains nine 3 × 3 convolution layers, one 1 × 1 convolution layer, and four 2 × 2 deconvolution layers. The convolution result of each convolution layer was filled with 0 to ensure that the input and output sizes remain unchanged, and rectified linear unit nonlinearity (ReLU) as the activation function. We employed Python 3.5.4, IDE: PyCharm 2017, OS: Ubuntu 18.04 64-bit, CPU: Intel i7-6800K 3.40GHz, GPU: NVIDIA GeForce GTX 1080 Ti, RAM: 16 GB as the working environment of the single wheat ear segmentation model.
On the basis of the segmentation result, the resulting image was binarized and restored to a pseudo color image of single wheat ear (Equations (1)-(3)), which was used as the target image for the segmentation of the disease spot.
Based on the above target image, we proposed the IABC-K-PCNN segmentation method to segment the disease spot of single wheat ear. PCNN is a simplified neural network model based on cat's visual principle [37] . PCNN greatly affects the image segmentation results due to a large number of standard PCNN model parameters [38] and the difficulty in setting each parameter. Numerous parameters also increase the amount of computation, and real-time processing is not applicable. Therefore, this study used the simplified PCNN model [39] (Equations (4)- (8)).
Remote Sens. 2019, 11, 2375 7 of 17
where F ij (n) is the feedback input; S ij is the external input excitation; L ij (n) is the connect input; U ij (n) is the internal activity term; Y ij (n) is the pulse output value; θ ij (n) is the dynamic threshold; W ij,kl is the connection weight matrix; β is the connection coefficient; and V θ and Y ij are the amplitude constants and time decay constants of the dynamic threshold, respectively. Only four parameters, namely, β, α θ , V θ , and W ij,kl are difficult to set. For improvement, these parameters should be automatically set. In this study, the K-means clustering of the IABC (IABC-K) algorithm was used to optimize the parameters. Compared with the ABC algorithm, IABC-K can better initialize the bee colony, optimizes the fitness function for improved image segmentation, and introduces the global factor position to update equation for increased accuracy. When the honey source is updated, the K-means clustering algorithm [40] is further optimized to find the optimal solution. The principle of IABC-K-PCNN is shown in the Figure 5 .
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The sample set was initialized by the maximum and minimum distance method [41] , and N initial feasible solutions are generated.
(c) To obtain improved image segmentation results, we used the linear weighting function of minimum cross-entropy [42] and maximum entropy [43] as the fitness function. The Equations are as follows:
where H 1 (p) and H 2 (p) represent the minimum cross-entropy and maximum entropy in the fitness function, respectively. p 1 and p 0 indicate the probability that the output value of the simplified PCNN network is 1 and 0, respectively. p 0 is the simplified PCNN output. Considering that the number of pixels of 0 minus the number of pixels in the background and the ratio of the number of pixels in the whole wheat ear, p 1 is the probability of subtracting 0 from 1. ρ is the weighting coefficient of the fitness function, and ρ ∈ [0,1], where ρ is 0 or 1, respectively. The minimum cross-entropy and maximum entropy are used; f it is the evaluation function, and Fit is the fitness function based on IABC-K.
The channel grayscale image of the target image in the lab color space [44] is substituted into the simplified PCNN. The feasible solution is considered as a parameter in the simplified PCNN. The corresponding result was then calculated according to Equation (13) . The fitness of each bee is sorted according to fitness size, with the first half as the lead bee and the second half as the follower.
(d) The location update equation determines whether the bee can quickly and accurately find new sources of honey. The position update equation of the ABC algorithm has a strong searching ability, but its exploration ability is lacking. The algorithm has the disadvantages of iterative randomness and can easily fall into a local optimal solution and slow update speed when searching for its neighborhood. Therefore, for this problem, this study introduces the following location update Equation of the global factor:
where V i,j represents a new position generated near x i,j ; k, m, and j are random numbers; r i,j ∈ [−1,1], ϕ ∈ [−1,1] is a random number; and x max,j represents the honey source with the largest fitness value. The bee searches for its neighborhood are conducted using Equation (14) to obtain a new location. According to the greedy selection principle, if the fitness of the new location is greater than the fitness of the original location, then the original location is updated with the new location; otherwise, the original location is maintained. The original position is unchanged. If a lead bee does not change after the Limit iteration, then the lead bee becomes a scout bee and a new position is randomly generated to replace the original position. When all lead bees complete the neighborhood search, the probability P i [45] is calculated according to Equation (15) .
where P i is the probability that the bee chooses to lead the bee, i = 1, 2, . . . , N.
(e) The bee is followed using the calculated probability P i to choose to lead the bee. In principle, the larger the P i is, the greater the fitness value of the lead bee I, and the greater the probability of being followed by the bee will be. After following the bee to complete the lead selection, we use equation (14) to search for the neighborhood and select the location with high adaptability according to the principle of greedy selection.
(f) After all of the followers complete the search, the obtained position is considered as the cluster center. K-means iterative clustering is then performed on the dataset. According to the cluster division, the bee colony is updated with each new cluster center.
(g) If the current number of iterations is greater than the maximum number of times of MCN, then the iteration ends and the algorithm ends; otherwise, it turns to (d).
Evaluation Method
The performance of the segmentation was evaluated by four indicators, namely, quality rate (QR), over-segmentation rate (OR), under-segmentation rate (UR), and comprehensive measurement rate (D) [46] (Equations (16)- (19)). Time was efficiently evaluated using the segmentation time. QR indicates the accuracy of the segmentation algorithm, and D is used to comprehensively evaluate OR and UR. The larger the values of QR, OR, UR, and D, the better the segmentation performance is. The accuracy evaluation algorithm was used to grade performance. The closer the value is to 1, the better the performance is (Equation (20)).
where C s represents the overlapping part of the segmentation result pixel and the real result pixel in the image, O s represents that the real result in the image is the pixel position of the background, but these positions are segmented into the parts of the wheat ear pixel, U s represents that the real result in the image is the pixel position of the wheat ear, but these positions are segmented into the background pixel. z represents the number of images in the test set, and n represents the number of images that are incorrectly graded.
Results
In order to explore the effectiveness of the single wheat ear segmentation model and the disease segmentation method, we conducted experiments on 120 wheat FHB images in the field environment. The evaluation indicators such as QR, OR, UR, D, and accuracy were used to compare the proposed method and other methods.
Results of Single Wheat Ear Segmentation
The test image was segmented by the model, and the segmentation result was binarized. Finally, the pseudo color image of single wheat ear was synthesized, and the result was shown in the As shown in the Figure 6 , the dataset was trained through the FCN to segment the wheat ear in the field and achieved good segmentation result. The wheat ear in the field environment can be accurately segmented. To illustrate the effectiveness of the single wheat ear segmentation method proposed in this study, which was compared with the traditional K-means [40] and edge detection [13] methods. The segmentation results were shown in the Figure 7 . As shown in the Figure 6 , the dataset was trained through the FCN to segment the wheat ear in the field and achieved good segmentation result. The wheat ear in the field environment can be accurately segmented. To illustrate the effectiveness of the single wheat ear segmentation method proposed in this study, which was compared with the traditional K-means [40] and edge detection [13] methods. The segmentation results were shown in the Figure 7 . As shown in the Figure 6 , the dataset was trained through the FCN to segment the wheat ear in the field and achieved good segmentation result. The wheat ear in the field environment can be accurately segmented. To illustrate the effectiveness of the single wheat ear segmentation method proposed in this study, which was compared with the traditional K-means [40] and edge detection [13] methods. The segmentation results were shown in the Figure 7 . As shown in the Figure 6 , the dataset was trained through the FCN to segment the wheat ear in the field and achieved good segmentation result. The wheat ear in the field environment can be accurately segmented. To illustrate the effectiveness of the single wheat ear segmentation method proposed in this study, which was compared with the traditional K-means [40] and edge detection [13] methods. The segmentation results were shown in the Figure 7 . 
Results of Disease Spot Segmentation
Based on the results of the segmentation model, the IABC-K-PCNN algorithm was used to segment the disease spot of wheat ear. The parameters are MCN = 10, Limit = 50, M = 50, and N = 20. To compare the advantages, disadvantages, and effectiveness of the disease spot segmentation algorithm, we compared it with the largest inter-class variance method (Otsu) [35] , genetic algorithm (GA) [47] , super green feature (SG) [48] , and pulse coupled neural network based on the ABC (ABC-PCNN) [49] algorithm. The segmentation results of the above methods were presented in the Figure 9 .
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Discussion
Analysis of the Shadow and Soil Effects on Wheat Ear Segmentation
Generally speaking, when the image of crop organs such as ear, leaf, and stem is collected in the field environment, the effect factors like illumination, shadow, wind speed/direction, and soil background usually affect the image quality. The aim of this study is to propose a stable recognition model of wheat FHB for a single wheat ear, which can overcome the effects of common environmental factors. The shadow-affected and soil-affected 30 images, were respectively selected to analyze the effects of shadow and soil background on the disease segmentation. The segmentation results were shown in Figure 12 , and the segmentation performance was also analyzed by QR, OR, UR, and D, as shown in Figure 13 . Figure 11 indicates that the classification accuracy of the proposed method is higher than that of other methods. Among them, the classification accuracy of this method is 0.925. The grading time is about 5 s, which is longer than Otsu and SG, but because of the disease grade of wheat FHB in the field can be effectively identified, so the proposed method in the study could be used for wheat FHB detection in the actual wheat production.
Discussion
Analysis of the Shadow and Soil Effects on Wheat Ear Segmentation
Generally speaking, when the image of crop organs such as ear, leaf, and stem is collected in the field environment, the effect factors like illumination, shadow, wind speed/direction, and soil background usually affect the image quality. The aim of this study is to propose a stable recognition model of wheat FHB for a single wheat ear, which can overcome the effects of common environmental factors. The shadow-affected and soil-affected 30 images, were respectively selected to analyze the effects of shadow and soil background on the disease segmentation. The segmentation results were shown in Figure 12 , and the segmentation performance was also analyzed by QR, OR, UR, and D, as shown in Figure 13 . From Figure 12 , we can see that the background parts are basically segmented correctly for those shadow-affected and soil-affected samples, and the segmentation error only occurs at the edge of the wheat ear, as shown in the Figure 12a3 and Figure 12b3 . Here an ideal segmentation result was obtained. In Figure 13 , the model performs well for the evaluation indicator OR. In this study, deep learning method was used because it can deeply mine the characteristics of the target, enrich the performance of the target in the network, and accurately segment the target in the image [50] . Although the proposed model performed slightly worse on the other evaluation indicators such as QR, UR, and D, the basic segmentation of wheat ears is correct. Here the edge information of wheat ears is poorly divided, resulting in lower QR, UR, and D index values, which may be due to the fact that the data set does not adequately reflect wheat ears under the influence of shadow and soil. Secondly, the input image after the preprocessing greatly reduces the resolution, which may lead to the loss of edge information, thereby causing the reduction of the recognition accuracy [51] . In the study, the final classification can be correctly performed as long as the ratio of the disease spot to the whole wheat ear is divided into the corresponding disease grade. Therefore, the segmentation error of the segmentation model under the effect of shadow and soil only has a limited effect on the final result.
Analysis of Disease Grading Effect on the Wheat FHB Detection
Rapid and accurate identification of wheat FHB disease grade is of great significance to national food safety. When the disease severity is low, scientific prevention and control means can effectively reduce the spread of the disease. When the disease is extremely serious, effectively eradicating the diseased wheat ears and treating them in a targeted manner can improve food quality. In this study, disease grade was calculated using the ratio of the area of the lesion to the area of the wheat ear, and the disease in the field was effectively identified. Certain errors occur in the segmentation of the wheat ear area and disease spot area in each segmentation. However, when the disease is graded, the influence of the segmentation error is weakened to some extent, and the accuracy of the final classification is 0.925. This result may be due to a certain range among disease levels. Even if the segmentation is incorrect, the ratio of the disease spot to the area of the wheat ear is not, as long as it is between the corresponding disease grade levels, and the classification is successful. The error caused by the method and multiple segmentation does not have a remarkable effect on the From Figure 12 , we can see that the background parts are basically segmented correctly for those shadow-affected and soil-affected samples, and the segmentation error only occurs at the edge of the wheat ear, as shown in the Figure 12a3 ,b3. Here an ideal segmentation result was obtained. In Figure 13 , the model performs well for the evaluation indicator OR. In this study, deep learning method was used because it can deeply mine the characteristics of the target, enrich the performance of the target in the network, and accurately segment the target in the image [50] . Although the proposed model performed slightly worse on the other evaluation indicators such as QR, UR, and D, the basic segmentation of wheat ears is correct. Here the edge information of wheat ears is poorly divided, resulting in lower QR, UR, and D index values, which may be due to the fact that the data set does not adequately reflect wheat ears under the influence of shadow and soil. Secondly, the input image after the preprocessing greatly reduces the resolution, which may lead to the loss of edge information, thereby causing the reduction of the recognition accuracy [51] . In the study, the final classification can be correctly performed as long as the ratio of the disease spot to the whole wheat ear is divided into the corresponding disease grade. Therefore, the segmentation error of the segmentation model under the effect of shadow and soil only has a limited effect on the final result.
Rapid and accurate identification of wheat FHB disease grade is of great significance to national food safety. When the disease severity is low, scientific prevention and control means can effectively reduce the spread of the disease. When the disease is extremely serious, effectively eradicating the diseased wheat ears and treating them in a targeted manner can improve food quality. In this study, disease grade was calculated using the ratio of the area of the lesion to the area of the wheat ear, and the disease in the field was effectively identified. Certain errors occur in the segmentation of the wheat ear area and disease spot area in each segmentation. However, when the disease is graded, the influence of the segmentation error is weakened to some extent, and the accuracy of the final classification is 0.925. This result may be due to a certain range among disease levels. Even if the segmentation is incorrect, the ratio of the disease spot to the area of the wheat ear is not, as long as it is between the corresponding disease grade levels, and the classification is successful. The error caused by the method and multiple segmentation does not have a remarkable effect on the identification of disease grades. Meanwhile, the classification time is about 5 s, which can be accepted to apply for rapid disease detection in the field.
Analysis of the Influence of Different Growth Stages on Grading Results
In this study, we also explored the influence of different growth stages on grading results. To achieve this, 60 images were respectively collected and processed from the flowering period and the filling period. The number of misclassifications for each disease grade is shown in Table 1 . As shown in Table 1 , the misclassification numbers at the filling period are less than that at the flowering period. This finding may be due to a large number of small flowers on the wheat ears at the flowering period, it leads to more segmentation errors and final grading failure. In this study, the proposed method obtains different segmentation performance for two key disease occurrence stages, the overall grading result is above 0.9, indicating that the method has strong robustness and to some extent, overcomes the effects of different growth stages.
Conclusions
Thinking of the complex environment in the field (wheat straw, leaves, shadow, soil), we constructed a segmentation model of a single wheat ear with a segmentation accuracy of 0.981, which could well segment the wheat ear in the field environment. The IABC-K-PCNN method was proposed based on the correct segmentation of the wheat ear to identify wheat Fusarium head blight. Compared with the traditional segmentation methods, the proposed algorithm shows certain improvements in the recognition accuracy of disease severity. The ratio of disease spot to the whole wheat ear was calculated on the basis of the results of wheat ear and disease spot segmentation, and the disease grade was obtained. The method obtained a classification accuracy of 0.925, which could effectively grade the wheat Fusarium head blight in the field environment. The above results are highly relevant for the rapid detection of wheat FHB based on near-Earth remote sensing observation methods, which is conducive to promote the mechanization of large-scale precision control of wheat FHB in China and ensure national food security.
