The design of embedded systems is a complex activity that involves a lot of decisions. With high performance demands of present day usage scenarios and software, they often involve energy hungry state-of-the-art computing units. While focusing on power consumption of computing units, the physical properties of software are often ignored. Recently, there has been a growing interest to quantify and model the physical footprint of software (e.g. consumed power, generated heat, execution time, etc.), and a component based approach facilitates methods for describing such properties. Based on these, software architects can make energy-efficient software design solutions. This paper presents power consumption and execution time profiling of a component software that can be allocated on heterogenoeus computing units (CPU, GPU, FPGA) of a tracked robot.
INTRODUCTION
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ECSAW '15, September 07 -11, 2015, Dubrovnik/Cavtat, Croatia requirement and consumption of resources, e.g. time to execute, the power consumed, the generated heat, etc. [12] . For software architects this presents additional considerations in the software design process. Component based software engineering facilitates techniques for expressing these system characteristics in the form of extra-functional properties [3] , based on which software architects perform software design decisions.
This paper presents the collection process and analysis of extra-functional properties for a component based software architecture deployable on multiple computing units within a heterogeneous computing environment. The focus is on execution time which reflects the system performance and power consumption which is increasingly important in both everyday computing and remote-hazardous environments.
Background
This research is the continuation of an effort to create a decision making framework for allocation of component based software on a heterogeneous computing platform [10] . The allocation decision is based on the specified extra-functional properties by the software architect. Assuming that one software component can be allocated on different computing units within a computing platform, software architect is faced with a large decision space m n (where m is the number of computing units and n is the number of software components). Therefore, we have created a multi-criterion framework that presents a software architect with an optimal allocation. However, it was only tested on computer generated data, so in order to improve the reliability of the framework, this paper provides information about collecting real-world data that will be used to fine tune it.
System description
The software components profiled in this paper are the part of the software architecture, which is designed for a tracked robot, carrying a heterogeneous computing platform. The platform is composed of commercial off-theshelf components (COTS), selected in a way to minimize power consumption. It consists of a multicore CPU (Intel i3-3240), a GPU (Radeon HD7750 1GB low profile) and an FPGA (Xilinx Spartan 6)
1 . These components are hosted by a mini-ITX Asus P8H61-I motherboard with Kingston HyperX SSD (256GB) and RAM (8GB). For computer vision it currently uses Microsoft Kinect, and the operating system is Linux Ubuntu 14.10 LTS. Figure 1 presents an overview of the software components. In this paper, only two components are analyzed; Image filtering and Object detection. The Image filtering component can be allocated on (i.e. is implemented for) a CPU, a GPU and an FPGA, while the Object detection component can be allocated on a CPU and a GPU. The following section presents the collection of data for an average execution time and an average power consumption of these components. The collected data is intended to be used by software architects to make decisions about software component allocation.
MEASUREMENT AND RESULTS
The Image filtering and the Object detection components are implemented in Java, however both use Java native interface (JNI) to access OpenCL (AMD's C++ implementation) and OpenCV (C++ implementation). Image filtering component provides OpenCL kernels for Gaussian blur, Sobel, Erode, Dilate and Hysteresis filters, while Object detection component uses OpenCL extensions for OpenCV to detect objects (using a custom Haar's classifier for arrow detection). For the FPGA, IP cores for Gaussian blur, Sobel, Erode, Dilate and Hysteresis filters are provided by LogiPi.
Power consumption
The method used to profile the power consumption of the software components is similar to the one presented by Collange et al. [2] . While measuring the voltage and current of the system 2 , power consumption of the CPU was monitored by Intel's Power Gadget tool. Repeated measurements have shown that while idling the average power consumption of the entire system was 32.38W , however with the GPU removed it was only 13.59W . Hence, the average power consumption of the idling GPU was 18.78W .
Image filtering component
To acquire the average power consumption of a component, the functions from the components were called 25 times, while measuring voltage and current. 25 repetitions are rounded up from 21, necessary to statistically achieve confidence level of 95% with 10% error margin. Table 1 shows the results; average power consumption of the system, SD, variance and the average power consumption of the active software component, i.e. a raise of the average power consumption while the component was active. Figure 2 shows the comparison of an average power consumption for different function calls and different allocations of the Image filtering component. For the FPGA, the IP cores only supported small images, but regardless of this 2 With UNI-T UT151C multimeter it consumed at least 10 times less power than other options. Surprisingly, while filtering high-resolution images, the CPU consumed the most power (which is related to execution time, addressed in subsection 2.2). To further test this (not displayed on Figure 2 ), both the CPU and the GPU software allocations were presented with a 8192×8192 px (8K) image to perform the Sobel filter. In that case (see Table 1 ), GPU consumed more power. An interesting observation is shown in Figure 3 . When allocated on the GPU, the Image filtering component processing small sized images consumes less power than the CPU, which is attributed to data handling operations, as shown by Collange et al. [2] . For software architects this means, that while a component is allocated on a GPU, in reality the code cannot be executed without a CPU host. Therefore, components allocated on a GPU will always attribute to power consumption from both a CPU and a GPU. The spikes visible on the graph represent 25 function calls.
Object detection component
The average power consumption of the Object detection component is shown in Table 2 . Since this measurement was automated, the number of repetitions could be increased, so the measurement consisted of 400 function calls of the Ob- ject detection component to achieve statistical confidence level of 99% with error margin of 2.5% (rounded up from 315). From the power consumption perspective, even for smaller images, the execution of the component on the CPU consumes less power than the component on the GPU. Although the average power consumption by the GPU was 37.32W for big images, measurements have shown that for short bursts it peaks at 51.18W , while for the CPU the peak was at 29.45W .
Execution time

Image filtering component
While measuring power consumption, execution time for each function call was recorded by software, so for both components the number of repetitions is the same as for power consumption measurement. Table 3 shows the results. For the same filter configuration the average execution time for the component allocated on the GPU is better than the one allocated on the CPU, in all cases, for both small and big images. Nonetheless, it is noticeable that the average execution time largely depends on the filter configuration (Figure 4) . Consequently, in some occasions the CPU performed better than the GPU (e.g. CPU 'Gaussian blur' vs. GPU 'Gaussian blur, Sobel and Dilate'). The results show that with filter addition, the average execution time grows almost in proportion, the most likely reason for which is the implementation. In order to perform two filters, the component is called twice because the component interface exposes single filters, and not their combinations. To avoid this, pipelining should be implemented, however it would produce larger number of functions (all combinations) or reduce flexibility of a component. The implementation of the component for the FPGA is pipelined, so regardless of the filter size, one can notice the fairly even execution time of about 21.8ms. For FPGA standards this is a lot, and with better implementation it can be fairly close to times from CPU and GPU. To fully stress the Image filtering component allocated on the CPU and the GPU, 8K image was also tested. As shown in Table 3 , the Sobel filter executed on the GPU is on average 5.5 times faster (without any particular optimizations) than on the CPU.
Object detection component
The average execution time of the Object detection component is presented in Table 4 . In all configurations, component allocated on the GPU outperformed the one allocated on the CPU. Strictly from the execution time perspective the GPU is more efficient in performing the algorithm, however, measurements have shown that using the same Haar classifier the CPU performed better in finding the pattern within the image (the OpenCV version used was 2.4.11). 
RELATED WORK
There are numerous studies that compare the performance of CPUs, GPUs and FPGAs. Since the results of the performance are ambiguous in deciding which platform is the best, authors tend to focus on specific use cases, e.g. image processing, basic linear algebra subroutines, etc.
A research by Asano et al. reports that for image processing (2D filters), a GPU is by far the best platform, followed by a CPU, but only for filters up to a certain size, beyond which an FPGA surpasses both a CPU and a GPU [1] . However, the experiment results by Pauwels et al., show that for real-time image processing an FPGA is without doubt the most suitable platform [6] . A comparison between a CPU and a GPU by Lee et al., showed that the performance gap between these platforms is not different in orders of magnitude as it is often considered [5] .
For software architects this means that the current software models must support multiple criteria. There are several papers that take into consideration software profiling from the perspective of energy consumption [8] , and a lot more from the perspective of execution time [9, 4] , however additional research in this area is required for component based frameworks.
CONCLUSION AND FUTURE WORK
This paper presents the result of power consumption and execution time profiling for the software components that can be allocated on a heterogeneous computing platform. Solely based on the average power consumption, an FPGA seems to be the best choice to allocate the Image filtering component. Based on execution time, the GPU is the best choice for both Image filtering and Object detection components, in most cases. In some occasions (Table 1) , since it performs the tasks much faster, the GPU consumed on average less power than the CPU. But, since the upper limit of the power consumption of the CPU is much less than for the GPU, for larger tasks the GPU consumed more power than CPU. However, in cases with less data to handle, the CPU performs just as well. The CPU has proven to be the all-round platform in the middle, efficient from both power consumption and execution time perspective.
Considering the software components in this paper, it is not resolved which platform is the absolute winner. Each one is well suited for a particular purpose, i.e. scenario. The software architect faced with the decision to allocate software components to a particular computing platform therefore needs: a) a scenario based decision approach, b) a decision support framework capable of handling multiple criteria. Consequently, the extra-functional properties of a component should reflect its internal implementation, because its performance is dependent on different scenarios. With a knowledge of usage scenario and the behavior of components in a particular scenario, software architects can make better design decisions.
Finally, the research presented in this paper will be continued in future focusing on: a) performing power consumption and execution time profiling for all the components, b) performing profiling for communication channels between the components, c) improving the measurement technique and d) creation of a decision support framework for guiding software architects faced with a challenge of allocating software components on heterogeneous computing environments.
