We propose a new method for ordering the candidate nodes in label correcting methods for shortest path problems. The method is equally simple but much faster than the D' Esopo-Pape algorithm. It is similar to the threshold algorithm in that it tries to scan nodes with small labels as early as possible, and performs comparably with that algorithm. Our algorithm can also be combined with the threshold algorithm thereby considerably improving the practical performance of both algorithms.
A NEW NODE SELECTION STRATEGY FOR LABEL CORRECTING METHODS
In this paper we propose a new label correcting method for finding shortest paths in a directed graph. The set of nodes is denoted N and the set of arcs is denoted A. The numbers of nodes and arcs are denoted A and N , respectively. The nodes are numbered 1, . . . , N . Each arc (i, j) ∈ A has a cost or "length" a ij associated with it. The length of a path (i 1 , i 2 , . . . , i k ), which consists exclusively of forward arcs, is equal to the length of its arcs
We want to find a shortest (minimum length) path from a single origin (node 1) to all other nodes. We assume throughout that there exists a path from the origin to each other node and that all cycles have nonnegative length. This guarantees that the problem has a solution.
Most of the major shortest path methods can be viewed as special cases of a prototype shortest path algorithm given by Gallo and Pallottino [GaP86] , [GaP88] . The algorithm maintains a label vector (d 1 , d 2 , . . . , d N ), starting with
and a set of nodes V , called the candidate list , starting with
The algorithm proceeds in iterations and terminates when V is empty. The typical iteration (assuming V is nonempty) is as follows:
Typical Iteration of the Generic Shortest Path Algorithm
Remove a node i from the candidate list V . For each outgoing arc (i, j) ∈ A, with j = 1, if dj > di + aij, set
and add j to V if it does not already belong to V .
Different algorithms are distinguished by the method of selecting the node to exit the candidate list V at each iteration. In one major class, the label setting or Dijkstra methods, the node exiting V is a node whose label is minimum over all other nodes in V . Methods that do not follow this node selection policy are called label correcting. There are several label setting 1. A New Node Selection Strategy for Label Correcting Methods algorithms, which are distinguished by the data structures used to compute the minimum label node from V ; see [GaP86] , [GaP88] , or [Ber91a] . When the arc lengths aij are nonnegative, these methods require N iterations; each node i = 1 enters and exits V exactly once. Otherwise, the number of iterations can be proportional to 2 N as shown by example in Shier and Witzgall [ShW81] .
In label correcting methods, the selection of the node to be removed from V is faster than in label setting methods, at the expense of multiple entrances of nodes in V . These methods use a queue Q to maintain the candidate list V . Nodes can be inserted or removed from the queue in O(1) operations; some kind of linked list data structure is needed for this. At each iteration the node removed from V is the top node of Q. The methods differ in the method for choosing the queue position to insert a node that enters V . We describe three popular methods.
a) The Bellman-Ford method (actually a variant of the original method of [Bel57] and [For56] ).
Here, the node that enters V , is added at the bottom of Q. Thus, nodes enter and exit V in first-in/first-out fashion. This method can be shown to require at most N 2 iterations
and O(N A) operations. Despite the generally larger number of iterations required by the Bellman-Ford method over Dijkstra's method, in practice the Bellman-Ford method can be superior because of the smaller overhead per iteration [Gol76] . Note also that for acyclic graphs the number of iterations of the Bellman-Ford method is exactly N , the same as for Dijkstra's method. However, our discussions in this paper implicitly assume that the graph is not acyclic, so that there is significant room for reduction of the number of iterations required by the Bellman-Ford algorithm.
b) The D'Esopo-Pape method [Pap74] . Here a node that enters V for the first time is added to Q at the bottom; a node that reenters V is added to Q at the top. The number of iterations required by this method is proportional to 2 N in worst case, even when the arc lengths are nonnegative, as shown through examples by Kershenbaum [Ker81] , and Shier and Witzgall [ShW81] . Despite this fact, the D'Esopo-Pape algorithm performs very well in practice. For sparse graphs, it usually outperforms the Bellman-Ford method, and it is competitive with the best label setting methods [DGK79] , [GaP88] . No definitive explanation has been given for this behavior. We will refer to the original version of the D'Esopo-Pape algorithm as the 1st version to distinguish it from another polynomial version [O(N 2 A) operations] given in [Pal79] , [Pal84] , [GaP88] , which we refer to as the 2nd version. In the latter version the queue Q is partitioned in two disjoint queues, Q 1 and Q 2 ; the node exiting V is the top node of Q 1 if Q 1 is nonempty, and otherwise it is the top node of Q 2 ; a node that enters V for the first time is added at the bottom of Q 2 ; a node that reenters V is added at the c) The threshold algorithm of Glover, Glover, and Klingman [GGK86] . Here the queue Q is partitioned in two disjoint queues, Q 1 and Q 2 . At each iteration, the node removed from V is the top node of Q 1 and a node entering V is added to the bottom of Q 2 or to the bottom of Q 1 depending on whether its label exceeds or does not exceed a certain threshold parameter, respectively. When Q 1 becomes empty, the nodes of Q 2 whose labels do not exceed the current threshold parameter are removed from Q 2 and entered into Q 1 . The threshold parameter is adjusted to a level above the minimum of the labels of nodes in Q2 according to some heuristic scheme; see [GGK85b] and [GaP88] . The algorithm requires at most N 3 iterations and O(N 2 A) operations; see [GaP88] , p. 20. We call the preceding algorithm the 1st version of the threshold method to distinguish it from another and apparently less effective version, which we call the 2nd version of the threshold algorithm. In the 2nd
version, a node entering V is always added to the bottom of Q 2 , regardless of whether its label exceeds the current threshold or not. When the arc lengths are nonnegative, this algorithm requires at most N 2 iterations and O(N A) operations; see [GKP85a] , [Ber91].
The 1st version of the threshold algorithm has performed extremely well in computational tests with randomly generated problems [GKP85b] , [GaP88] . However, its performance is quite sensitive to the threshold adjustment scheme as well as to the cost structure of the problem. In particular, if the threshold is chosen too small, the method becomes equivalent to an unsophisticated version of Dijkstra's algorithm, while if the threshold is chosen too large, the method becomes equivalent to the Bellman-Ford method. Thus one may have to experiment with the threshold selection policy for a given class of problems, and even after considerable experimentation, one may be unable to find an effective adjustment scheme;
as an example, in the Euclidean grid/random problems discussed in the next section it is difficult to fine-tune the threshold selection because of the large cost range. It should be noted, however, that a particular method to select the threshold, given in [GKP85b] and used in our experiments, has proved very effective for broad classes of randomly generated problems.
The new method proposed in this paper is based on the hypothesis that for many types of problems, the number of iterations of a label correcting method strongly depends on the average rank of the node exiting V , where nodes are ranked in terms of the size of their label (nodes with small labels have small rank). Thus, for good performance, the queue insertion strategy used should try to place nodes with small labels near the top of the queue. The performances of label setting and threshold methods are consistent with this hypothesis. We offer additional 1. A New Node Selection Strategy for Label Correcting Methods experimental evidence for our hypothesis in the next section. For a supporting heuristic argument, note that for a node j to reenter V , some node i such that di + aij < dj must first exit V . Thus, the smaller d j was at the previous exit of j from V the less likely it is that d i +a ij will subsequently become less than d j for some node i ∈ V and arc (i, j). In particular, if d j ≤ min i∈V d i , and the arc lengths a ij are nonnegative, it is impossible that subsequent to the exit of j from V we will have di + aij < dj for some i ∈ V .
We now formally describe our algorithm. It is the label correcting method that uses the following strategy for inserting nodes in the queue Q, called Small Label to the Front (SLF for short):
SLF Strategy
Whenever a node j enters Q, its label dj is compared with the label di of the top node i of Q. If dj ≤ di, node j is entered at the top of Q; otherwise j is entered at the bottom of Q.
The SLF strategy can also be combined with the 1st version of the threshold algorithm. In particular, whenever a node j enters the queue Q 1 , it is added to the top or the bottom of Q 1 depending on whether dj ≤ di or dj > di, where i is the top node of Q1. This policy is also used when transferring to Q 1 the nodes of Q 2 whose label does not exceed the current threshold parameter; that is, when Q 1 becomes empty, the nodes of Q 2 are checked sequentially from first to last, and if a node j satisfies the test for entry into Q 1 , it is inserted at the top or the bottom of Q 1 depending on whether
where i is the top node of Q 1 . Also, whenever a node j enters the queue Q 2 , it is added to the top or the bottom of Q 2 depending on whether 
COMPUTATIONAL EXPERIMENTS
We have coded the SLF and SLF-threshold algorithms by modifying in a minimal way the codes LDEQUE and LTHRESH of Gallo and Pallottino [GaP88] , which implement the 1st versions of the D'Esopo-Pape and the threshold algorithms, respectively. In summary, the results are very encouraging for our algorithms. In particular, in our experiments, the SLF algorithm is consistently faster than the D'Esopo-Pape method and requires consistently fewer iterations than the Bellman-Ford method. The SLF-threshold algorithm also requires consistently fewer iterations than the threshold algorithm, although both methods often perform so well that their effectiveness is indistinguishable. However, for problems where choosing an appropriate threshold is difficult, the SLF-threshold algorithm is significantly faster than the threshold algorithm.
We have tested the following five codes. The first three were obtained by minor modifications (a few FORTRAN statements) of the LDEQUE code of [GaP88] , and the last two by minor Also there are 2 · N additional arcs with random starting node and random ending node. The execution times and the numbers of iterations for the five codes are given in Table 2 . It can be seen that for these problems the two threshold algorithms are again much faster than the others.
Euclidean Grid/Random Problems
In these problems the nodes and arcs were generated in the same way as in the preceding grid/random problems. The length of each arc connecting grid node (i, j) to grid node (k, l) is r · e ij,kl , where e ij,kl is the Euclidean distance
and r is an integer chosen according to a uniform distribution from the range [1, 1000]. The execution times and the numbers of iterations for the five codes are given in Table 3 . There several surprises here. First, the D'Esopo-Pape algorithm performs very poorly; we have not 8 2. Computational Experiments seen in the literature any report of a class of randomly generated sparse problems where this algorithm exhibits such poor behavior. Second, the threshold and SLF-threshold algorithms work only slightly better than the Bellman-Ford and SLF algorithms, respectively, because the threshold adjustment scheme is not working effectively (the cost range here is very broad). We have therefore conducted some experimentation with the parameter x of the threshold adjustment scheme, and we were able to reduce the number of iterations of the threshold and SLF-threshold algorithms (see Table 4 ). However, the optimal value of x was highly problem dependent and varied by several orders of magnitude depending on the number of nongrid arcs, as can be seen from Table 4 . Note that for this class of problems, the SLF-threshold algorithm is considerably faster than the others, except when the threshold is set to a very low value. The length of each nongrid arc connecting node (i, j) to node (k, l) is r · e ij,kl , where e ij,kl is the Euclidean distance e ij,kl = (i − k) 2 + (j − l) 2 and r is an integer chosen according to a uniform distribution from the range [1, 1000].
Fully Dense Problems
In these problems all the possible N (N − 1) arcs are present. The computational study [GaP88] showed that high problem density favors label setting over label correcting methods. It is therefore interesting to test whether the SLF strategy increases the effectiveness of label correcting methods to the point where they can challenge the best label setting methods. We have thus compared in Table 4 the five label correcting codes with the code SHEAP of [GaP88] , which is a label setting method based on a binary heap implementation. SHEAP gave the best performance for fully dense problems in the tests of [GaP88] . We have also included a comparison with AUCT-GR, which is an implementation of a version of the author's auction algorithm for shortest paths [Ber91b] . This version uses graph reduction as developed by Bertsekas, Pallottino, and Scutella'
[BPS92], has complexity O(N 2 log N ), and is particularly effective for dense problems. execution times for the seven codes are given in Table 5 . Again, the D'Esopo-Pape algorithm performs poorly relative to the Bellman-Ford method, similar to the results of [GaP88] . The SLF strategy is particularly effective for these dense problems. In particular, the SLF-threshold algorithm is much faster than the threshold algorithm and slightly outperforms the heap-based label seting algorithm. However, the auction code maintains an edge over all the other codes.
Correlation of Average Rank and Number of Iterations
We mentioned earlier that the ideas of this paper are based on the hypothesis that the number of iterations of a label correcting method strongly depends on how successful the method is in selecting nodes with relatively small labels to exit V . To substantiate experimentally this where i is the node exiting V (the ratio is defined to be zero if there are no remaining nodes in V after i exits V ). The average rank of a method for a given problem is the sum of these ratios over all iterations, divided by the number of iterations. Thus, the average rank of a label setting method is 0 for all problems, and the closer the average rank of a label correcting method is to 0, the more successful the method is in selecting nodes with relatively small label to exit V . Tables 1, 2 , and 5, and the five label correcting methods. The results for the problems of Table 3 were qualitatively similar, but they were not plotted because the excessive number of iterations for the D'Esopo-Pape method would extend the horizontal axis of the plot excessively.
Overall the SLF-threshold method attained consistently the smallest average rank as well as the smallest number of iterations. As Fig. 1 shows, the positive correlation between average rank and number of iterations is consistent and very strong. of iterations divided by the number of nodes) for the five label correcting methods tested. Each data point corresponds to a problem of Table 1 or 2 or 5.
