Abstract. We use methods from time-frequency analysis to study the structural and linear topological properties of the space 9 B 1ω of ultradistributions vanishing at infinity (with respect to a weight function ω). Particularly, we show the first structure theorem for 9 B 1ω under weaker hypotheses than were known so far. As an application, we determine the structure of the S-asymptotic behavior of ultradistributions.
Introduction
The space B 1 pR d q of bounded distributions and its subspace 9 B 1 pR d q of distributions vanishing at infinity, introduced by Schwartz [25] , play an important role in the convolution theory for distributions [18, 19, 20] and the asymptotic analysis of generalized functions [22] . The analogues of these spaces in the setting of ultradistributions were first considered in [21] and further studied in [1, 4, 8, 9, 17] . In [8] , the second structure theorem for these spaces (and their weighed variants) was shown by means of the parametrix method. This technique imposes heavy restrictions on the defining weight sequence, namely, the assumptions [13] pM.1q, pM.2q, and pM.3q. The last two named authors have recently provided in [17] the first structure theorem for the space of bounded ultradistributions (with respect to a weight function ω) under the weaker assumptions pM.1q, pM.2q
1 , and pM.3q 1 . The main goal of this article is to show the first structure theorem for the space of ultradistributions vanishing at infinity (with respect to a weight function ω). More precisely, we shall prove the following result; we refer to Sections 2 and 3 for the definition of unexplained notions. If ω is a weight function satisfying ess sup
then Assumption 3.1 holds for M p and ω, where M p is any log-convex weight sequence satisfying lim pÑ8 M´1 {p log p " 0; see Remark 3.2. In particular, in this case the Assumption 3.1 is fulfilled when p! σ Ă M p for some σ ą 0. The proof of Theorem 1.1 is based on a well-known criterion for the surjectivity of a continuous linear mapping in terms of its transpose (Theorem 2.1). In order to be able to verify the conditions in this criterion, we must first show that the strong dual of 9 B 1ω is given by DL 1 ω . The latter is achieved in this article by exploiting the mapping properties of the short-time Fourier transform (STFT) on the spaces 9 B 1ω and DL 1 ω . The STFT has recently proved to be a powerful tool to study the structural and linear topological properties of (generalized) function spaces; see [6, 7, 14, 16, 17] .
As an application of Theorem 1.1, we determine the structure of the S-asymptotic behavior of ultradistributions. Theorem 5.1 below may be interpreted as the first structure theorem for S-asymptotics, whereas [22, Theorem 1.10, p. 46] may be seen the second structure theorem for S-asymptotics. As a consequence, we obtain that all results from [15] essentially hold under the weaker assumptions pM.1q, pM.2q 1 and pM.3q
1 on the defining weight sequence; see Remark 5.2. This paper is organized as follows. In the preliminary Section 2, we first present a criterion for the surjectivity of a continuous linear mapping in terms of its transpose, after which we introduce Gelfand-Shilov spaces and their duals, and discuss the mapping properties of the STFT on these spaces. In Section 3, we define DL 1 ω and 9 B 1ω and characterize these spaces via the STFT. The equality p 9
and Theorem 1.1 are shown in Section 4. Finally, in Section 5, we present our results about the S-asymptotic behavior of ultradistributions.
Preliminaries
Given a lcHs (= locally convex Hausdorff space) E, we denote its dual by E 1 . Unless explicitly stated otherwise, we endow E 1 with the strong topology. 
We will make use of some of the following conditions on weight sequences:
The reader is referred to [13] for the meaning of these conditions. For a multi-index α P N d , we simply write M α " M |α| . As usual, the relation M p Ă N p between two weight sequences means that there exist C, ε ą 0 such that M p ď Cε p N p for all p P N. The stronger relation M p ă N p means that the latter inequality remains valid for all ε ą 0 and suitable C " C ε ą 0. The associated function of M p is defined as Next, we discuss the short-time Fourier transform (STFT); see [12] for an extensive overview. We denote the translation and modulation operators by T x f ptq " f pt´xq and M ξ f ptq " e 2πiξ¨t f ptq for x, ξ P R d . We also writef ptq " f p´tq for reflection about the origin. The STFT of a function f P L 2 pR d q with respect to the window ψ P L 2 pR d q is given by
2d q is continuous. The adjoint of V ψ is given by the weak integral
We now study the mapping properties of the STFT on the spaces S pMpq pApq pR d q and
). We need some preparation. Given two lcHs E and F , we write E p b π F and E p b ε F for the completion of the tensor product E b F with respect to the projective topology and ε-topology, respectively. If either E or F is nuclear, we simply write 
Proof. This can be shown in a similar way as [17, Proposition 3.1]; the details are left to the reader.
The STFT of an ultradistribution f P S 1: pR d q with respect to a window function
Clearly, V ψ f is a smooth function on R 2d . We define the adjoint STFT of
Notice that Vψ F P S 
Moreover, if ψ ‰ 0 and γ P S pMpq pApq pR d q is a synthesis window for ψ, then the reconstruction formula
is valid and the desingularization formula
holds for all f P S 1: pR d q and ϕ P S: pR d q. A measurable function ω : R d Ñ p0, 8q is called a weight function if ω and ω´1 are locally bounded. Given a weight sequence A p , a weight function ω is said to be pA p q-admissible (tA p u-admissible) if
Next, we introduce various function and ultradistribution spaces associated to a weight function ω (cf. [9] ). We define L 1 ω pR d q as the Banach space consisting consisting of all measurable functions ϕ on R d such that
Its dual is given by the space L
We write
is a complete and, thus, regular pLBq-space (cf. [8,
1 , a standard argument shows that DL 1 ω Ă E˚pR d q with continuous inclusion.
We introduce the following set of assumptions on a weight sequence M p and a weight function ω. 
Proof
, which will complete the proof. Obviously,
We start by estimating the first term in the right-hand side of (3.2). We have that
where the last step follows by applying Lebesgue's dominated convergence theorem twice. Next, we estimate the second term in the right-hand side of (3.2). For any n ě 1 we have that
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The strong dual of DL 
Then, the function
Proof. For any α P N d we have that
Hence, (2.1) implies that ż ż
Ap,λH
We are now able to characterize DL 1 ω via the STFT. 
where the switching of the integrals in the last step is permitted because of (3.3). Hence,
and we may conclude that f P DL 1 ω by applying Lemma 3.5 to F " V ψ f .
Next, we treat 9 B 1ω . We need some preparation. We denote by C ω pR d q the Banach space consisting of all f P CpR d q such that }f } L 8 ω ă 8 and by C 0,ω pR d q its closed subspace consisting of all elements f such that lim |x|Ñ8 f pxq{ωpxq " 0. We endow
where B C 0,ω denotes the unit ball in C 0,ω pR d q. We define
C pMpq pR d q is a complete pLBq-space (this follows from (2.1) and [3, Theorem 2.6]), while C tMpu pR d q is a Fréchet space. The following canonical isomorphisms of lcHs hold
Similarly, in view of (2.1), [3, Theorem 3.1(d)] and [3, Theorem 3.7] yield the following canonical isomorphisms of lcHs
We are ready to establish the mapping properties of the STFT on 9 B 1ω .
Proposition 3.7. Let ψ P S pMpq pApq pR d q. The following mappings are continuous
Proof. We first consider V ψ . Using a similar argument as in the proof of [17, Lemma 4.1], one can show that the mapping V ψ :
ξ q, the result follows from Proposition 2.2 and the inclusion S pApq pR Hence, the claim is a consequence of the following general fact: Let E, E 0 , F, F 0 be lcHs such that E 0 Ď E and F 0 Ď F with dense continuous inclusions. Then, (
Proof. p1q ñ p2q: Since S: pR d q is Montel, it suffices to show that lim |h|Ñ8 T´hf {ωphq " 0 weakly in S 1: pR d q. Take any ϕ P S: pR d q and let ε ą 0 be arbitrary. The set tT h ϕ{ωphq : 
, we obtain that
whence (2.1) implies that (3.5) holds for any q ą q 1 . p3q ñ p1q: p3q means that
The result therefore follows from Proposition 3.7 and the reconstruction formula (2.3).
In the non-quasianalytic case, we additionally have that:
Proof. Necessity follows immediately from Theorem 3.9. To show sufficiency, we notice that f P B 1ω Ă S 1: pR d q by [17, Theorem 4.4] . Next, one may obtain (3.5) for some q ą 0 (for all q ą 0) by taking a window function ψ P D pMpq pR d qzt0u and following the proof of p2q ñ p3q in Theorem 3.9. Hence, the result follows from Theorem 3.9.
4. The structure of 9 B
1ω
The goal of this section is to prove Theorem 1.1. As before, we fix a weight sequence M p satisfying pM.1q and pM.2q
1 and a weight function ω such that Assumption 3.1 holds. We will work with the following spaces of vector-valued multi-sequences. Let E be a Banach space. For ℓ ą 0 we define Λ Mp,ℓ pEq as the Banach space consisting all (multi-indexed) sequences pe α q αPN d P E N d such that
We define Our next goal is to determine the transpose of S. To this end, we first show that, similarly as in the distributional case [25] , the dual of 9 B 1ω is given by DL 1 ω . 
Proposition 4.3. The canonical inclusion mapping
Proposition 3.6 implies that for every q ą 0 (for some q ą 0)
so that another application of Proposition 3.6 shows that f P DL 1 ω . is a Fréchet space. We now consider the Beurling case. We shall prove that X " Im S is infrabarreled and, thus, Mackey. We need to show that every strongly bounded set B in X 1 is equicontinuous. Since X is dense in 9 B
1pMpq ω (as S t is injective), Proposition 4.
For ℓ ą 0 arbitrary we consider the set
V ℓ is bounded in X because S is continuous, so that sup ϕPB sup gPV ℓ | ϕ, g | ă 8. The relation (3.4) yields that 
ω for all α P N d (the derivatives should be interpreted in the sense of distributions). The equality (3.4) implies that µ 0 P D L 1 ω and that
which means that µ 0 P DL 1 ω . Hence, pµ α q αPN d " pµ pαq 0 q αPN d P Im S t .
The structure of S-asymptotics
We now determine the structure of the S-asymptotic behavior of ultradistributions, effectively a variant of [22, Theorem 1.10, p. 46] . Throughout this section, we fix a weight sequence M p satisfying pM.1q, pM.2q
1 and pM.3q 1 . Let ω be a weight function. We consider a convex cone Γ (with vertex at the origin). For R ą 0, we write Γ R " Γ`Bp0, Rq. We will work with the following assumption on ω: the limits f px`hq, ϕpxq ωphq " gpxq, ϕpxq , @ϕ P D˚pR d q.
If g ‰ 0, one readily obtains (5.1) must hold uniformly for x in compact subsets. We now apply Theorem 1.1 to find the structure of the S-asymptotic behavior of ultradistributions. Proof. The conditions are clearly sufficient. To show necessity, let us first verify that there is a constant C such that f 0 " f´Cω has S-asymptotic behavior with respect to ω on Γ with limit 0. By [22, Proposition 1.2, p. 12], there is y P R d such that the limits (5.1) equal e y¨x for each x P R d and and gpxq " Ce y¨x . Thus, f 0 with this C satisfies the requirement. We consider further the case Γ " R d , the general case can be reduced to this one by applying the same technique as in the proof of [17, Theorem 4.5] . Notice that ω is pp!q-admissible (see Remark 3.2). As pM.1q and pM.3q 1 imply that p! ă M p , we obtain that M p and ω satisfy Assumption 3.1. We obtain f 0 P 9 B 1ω by Theorem 3.10. Hence, the desired structure of f follows from Theorem 1.1.
Remark 5.2. In [15] , the last two named authors obtained structural theorems for the so-called quasiaymptotic behavior of ultradistributions upon reducing their analysis to the S-asymptotic behavior via an exponential substitution. Hence, as a direct consequence of Theorem 5.1, we obtain that assumptions pM.1q, pM.2q and pM.3q in [15] can be everywhere relaxed to pM.1q, pM.2q
1 and pM.3q 1 .
