A Measurement Instrument for Process Modeling Research: Development, test and procedural model by Recker, Jan & Rosemann, Michael
Scandinavian Journal of Information Systems
Volume 22 | Issue 2 Article 1
12-31-2010
A Measurement Instrument for Process Modeling
Research: Development, test and procedural model
Jan Recker
Queensland University of Technology, j.recker@qut.edu.au
Michael Rosemann
Queensland University of Technology, m.rosemann@qut.edu.au
Follow this and additional works at: http://aisel.aisnet.org/sjis
This material is brought to you by the Journals at AIS Electronic Library (AISeL). It has been accepted for inclusion in Scandinavian Journal of
Information Systems by an authorized administrator of AIS Electronic Library (AISeL). For more information, please contact elibrary@aisnet.org.
Recommended Citation
Recker, Jan and Rosemann, Michael (2010) "A Measurement Instrument for Process Modeling Research: Development, test and
procedural model," Scandinavian Journal of Information Systems: Vol. 22 : Iss. 2 , Article 1.
Available at: http://aisel.aisnet.org/sjis/vol22/iss2/1
© Scandinavian Journal of Information Systems, 2010, 22(2), 3–30
Accepting editor: Keld Bødker
A Measurement Instrument for Process 
Modeling Research
Development, test and procedural model
Jan Recker
Queensland University of Technology, Australia 
j.recker@qut.edu.au
Michael Rosemann
Queensland University of Technology, Australia 
m.roseman@qut.edu.au
Abstract. Process modeling is an emergent area of Information Systems research that is 
characterized through an abundance of conceptual work with little empirical research. 
To fill this gap, this paper reports on the development and validation of an instrument to 
measure user acceptance of process modeling grammars. We advance an extended model 
for a multi-stage measurement instrument development procedure, which incorporates 
feedback from both expert and user panels. We identify two main contributions: First, we 
provide a validated measurement instrument for the study of user acceptance of process 
modeling grammars, which can be used to assist in further empirical studies that investi-
gate phenomena associated with the business process modeling domain. Second, in doing 
so, we describe in detail a procedural model for developing measurement instruments that 
ensures high levels of reliability and validity, which may assist fellow scholars in executing 
their empirical research.
Keywords: Process modeling, empirical research, perception measurement
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1 Introduction
Well-designed and -executed empirical methods are undisputedly of paramount importance to 
achieving rigorous and relevant research results. This insight holds also in the area of modeling 
for the analysis and design of process aware information systems (Dumas et al. 2005), an im-
portant and evolving research and application discipline in Information Systems. A wide range 
of scholars report on, and discuss, the role of phenomena related to this so-called area of process 
modeling (e.g., Recker et al. 2009; Soffer and Wand 2007). However, by far the largest share of 
research in this space is of conceptual nature, with studies advancing our empirical knowledge 
being the minority to date.
We realize that a comprehensive body of knowledge in this domain can only be realized by 
means of appropriate empirical research strategies. The execution of these strategies, however, 
is dependent on the availability of adequate empirical research tools. Most notably, valid and 
reliable measurement instruments are required for empirical studies to be successfully executed 
(Chau 1999; Lewis et al. 2005). Accordingly, the aim of this paper is to develop such a measure-
ment instrument for research in the area of process modeling. Our long-term research program 
concerns the adoption of process modeling tools and methods. In this paper, specifically, we 
report on the development of an instrument to measure user acceptance of process modeling 
grammars, and we describe in detail the procedural model that we followed in this endeavor, 
with the view that the procedural model can assist fellow researchers in creating similar measure-
ment instruments.
In reporting our research, we proceed as follows. The next section sets the scene for our 
research by reviewing relevant work in the area of process modeling and empirical measure-
ment. Next, we introduce the procedural model and discuss briefly the different stages, inputs 
and outputs as well as the relevant tasks. Then, we report in detail how we used this procedural 
model in the development of a measurement instrument in the process modeling domain, by 
developing measurement instruments on the basis of the technology acceptance model (Davis 
1989). We then provide a discussion of the economics and challenges associated with the in-
troduced procedural model, before we conclude the paper with a summary of contributions, 
research limitations, and a presentation of how the instrument may be used in future research.
2 Background and related work
Process modeling is widely used within organizations as a method to increase awareness and 
knowledge of business processes, and to deconstruct organizational complexity. It is an approach 
for describing how businesses conduct their operations, be it as part of an effort to understand 
or analyze current ‘as is’ operations, or as part of an effort to design improved blueprints for fu-
ture operations (‘to be’ modeling). In either case, process modeling typically includes graphical 
depictions of at least the activities, events/states, and control flow logic that constitute a business 
process.
Process models are designed using so-called process modeling grammars, i.e., sets of graphi-
cal constructs and rules about how to combine these constructs. Such grammars are widely 
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available and differ considerably in terms of ‘how’ process models can be designed (Rosemann 
et al. 2006).
Prior research on process modeling grammars has considered mostly extensions to the gram-
mars, e.g., to improve context-awareness (Rosemann et al. 2008), or to better support service-
oriented technology (Decker et al. 2009). Very little research has been carried out to understand 
process modeling in practice. Bandara et al. (2005) report on the critical success factors for 
process modeling projects. Indulska et al. (2009b) discuss the perceived issues and challenges as-
sociated with process modeling, as well as the perceived benefits that can be obtained (Indulska 
et al. 2009a). We aim to contribute to this emerging stream of empirical research by examining 
the user acceptance of process modeling grammars, to extend the share of empirical work in the 
process modeling area, which reportedly amounts to less than 20 per cent (Moody 2005).
One of the potential reasons for limited empirical research is the lack of validated mea-
surement instruments that could be used in the execution of empirical research in the process 
modeling domain. This is not to say that measurement is a new topic let alone that combining 
measurements with process thinking is new. In the software process improvement literature, 
for instance, there has been a long tradition of using metrics to review, manage and improve 
the processes with which software is being built (e.g., Fenton and Pfleeger 1998; Pulford et al. 
1996). Measures in this process are used, for instance, to demonstrate capability to achieve excel-
lent usability of the final product (e.g., by embedding measurement tasks such as product expert 
screen reviews or usability tests with mock-ups into the process, see Lauesen and Vinter 2001). 
A wide body of literature is indeed available on the use of measurements in the software process 
management literature (e.g., Pulford et al. 1996; Weinberg 1993). Our work, however, is dif-
ferent in a number of ways. First, we are concerned with the area of business process modeling, 
which is a way of capturing knowledge about current or future business operations, rather than 
procedures involved in the development of software systems. Second, more importantly, we con-
sider measurement instruments not to evaluate a specific product (e.g., a software application), 
and also not a specific process (a business process or a development process), but rather those 
instruments that allow researchers to explore the underlying meaning of user acceptance, and to 
appropriately measure all corresponding dimensions of meaning of user acceptance. Such mea-
surement instruments are vital to the conduct of empirical studies because they allow scholars 
to bring greater clarity to the formulation and interpretation of research questions and findings. 
In a sense, measurement instruments are tools for a ‘reality check’ in that they allow researchers 
to evaluate how well conceptualizations of problems or solutions match with actual practitioner 
experiences (Straub 1989).
While the topic of measurement of theoretical concepts is by no means a new one, several 
popular and relevant domains of IS research still lack rigorous development procedures as well 
as reliable and valid measurement instruments (Boudreau et al. 2001; Froehle and Roth 2004; 
Lewis et al. 2005). Of course, a number of positive examples exist (e.g., Burton-Jones and Straub 
2006).
IS research to date has mostly used the methodological guides for measurement instrument 
development articulated by Churchill Jr. (1979) in the field of marketing. Yet, in the actual 
instantiation and implementation of his guidelines, an extraordinarily varied and disparate set 
of techniques has been put to use (Lewis et al. 2005). Table 1 reviews some of the measurement 
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instrument development procedures reported in IS, and also describes the extent to which these 
procedures involved users during measurement instrument development.
Reference Techniques used User involvement
(Bailey and Pearson 1983) Literature review
Pre-test interviews
Ranking test
Questionnaire
Organizational Managers
(Davis 1989) Literature review
Pre-test interviews
Index card sorting test
Field survey
Students
End users
(Moore and Benbasat 1991) Literature review
Own category test
Index card sorting test
Pilot test
Field survey
Academic staff
Faculty users
End users
(Sethi and King 1994) Literature review
Pilot test
Field survey
IS Executives
(Goodhue 1998) Pre-test
Interviews
Field survey
End users
(Stratman and Roth 2002) Literature review
Questionnaire
Sorting test
Ranking test
Field survey
Expert panel
End users
(Wang et al. 2008) Literature review
Field survey
End users
This research Literature review
Own category test
Ranking exercise
Index card sorting test
Pre-test
Pilot test
Field survey
Expert panel
Practitioner panel
Students
End users
Table 1: Reported measurement instrument procedures used in information systems research, 
and extent of user involvement in these procedures
Perusal of Table 1 indicates a wide variety of procedures, and a mixed and sometimes limited 
extent of user involvement in the development of measurement instruments in IS research. To 
that end, in the following we advance a procedural model that consolidates some of the existing 
approaches, and extends these in terms of the incorporation of user feedback at various stages 
of the procedure.
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3 A procedural model for measurement instrument 
development
In this section we describe a procedural model for developing valid and reliable measurement 
instruments for theoretical constructs. This procedural model is proposed for use by researchers 
who wish to create new measurement instruments for conceptually defined theory constructs. 
The procedural model is not concerned with developing theory, be it through literature study, 
conceptual analysis, case study, grounded theory or another form of theory-building research 
method; instead, it applies to the stage of the research where such theory exists and is sought 
to be empirically tested. In other words, the procedural model described below requires the 
existence of a well-defined theoretical domain and the existence of well-specified theoretical 
constructs.
To that end, we describe a procedural model that extends, and consolidates, suggestions 
for measurement instrument development reported in previous attempts of measurement in-
strument development (see Table 1 for an overview). Our procedural model consolidates prior 
attempts in that it considers various techniques and tests (e.g., literature review, index card sort-
ing tests) previously used, and it extends prior attempts in that it involves a wider range of user 
feedback (e.g., from experts, students, end users). We believe, specifically, that our procedural 
model assists greatly in demonstrating content validity of the measurement instrument, in that 
it prescribes various techniques and tests to establish content validity within the design of the 
measurement instrument—a practice that has so far been largely neglected in IS (Straub et al. 
2004).
Figure 1 shows the procedural model. This model describes in five stages the different tasks 
to be performed (grey rounded boxes), related inputs and outputs (white rectangles), and the 
source of decision making, i.e., the relevant literature or the source of empirical data where ap-
plicable (dark grey rectangles).
As shown in Figure 1, the first stage of the procedural model is item creation, which is con-
cerned with specifying the theoretical constructs for which measurement items are to be devel-
oped, and to derive pools of candidate items for each construct. This task is carried out through 
an analysis of the relevant literature. The next stage is substrata identification, the purpose of 
which is to sort the candidate items into meaningful separate domain sub categories to display 
construct, convergent and discriminant validity. This task is carried out with the help of a panel 
study with experts of the selected domain of study, which provides input to the sorting task. The 
third stage is item identification, the purpose of which is to identify from the pool of candidate 
items a revised set of items that show good potential for high content validity. This task is also 
carried out by means of a expert panel study, which provides input to the ranking task. The 
fourth stage is item revision, the purpose of which is to re-specify and further improve the set of 
candidate items as well as to get an initial indication of reliability and validity. This task is carried 
out through a practitioner panel study, to obtain input from a sample representative of the target 
research population. The last stage is instrument validation, which is concerned with obtaining 
statistical evidence for reliability and validity of the developed measurement items. This task 
is carried out by means of the survey research method to obtain a sufficiently large number of 
responses from the target population of the respective study.
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Figure 1. Instrument development procedural model
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Having defined the procedural model in general terms, in the following section we further 
describe this procedural model, and each of the required steps, through an application of the 
model in the development of an instrument to measure user acceptance of process modeling 
grammars.
4 Application of the procedure model: The case of 
process modeling grammar acceptance
4.1 Background and setting
In this section we further detail the procedural model described above in an application of the 
procedural model in the development of a measurement instrument to examine user acceptance 
of process modeling grammars.
As a target grammar we selected the Business Process Modeling Notation (BPMN) (BPMI.
org and OMG 2006). BPMN is an important modeling standard in the design of process-
oriented software systems (Ouyang et al. 2009), web services (Ouyang et al. 2008) and service-
oriented architectures (Rabhi et al. 2007) alike. BPMN has enjoyed significant uptake in the 
community of system, business and process analysts and is now used for typical IS application 
areas such as business analysis, workflow specification, requirements analysis and systems con-
figuration (Recker 2010).
Our interest lies in understanding the factors that motivate an individual analyst to use the 
BPMN process modeling grammar. We selected this research question because the phenomenon 
of individual acceptance of IS artifacts denotes a widely established and popular stream of IS 
research (e.g., Lee et al. 2003), and because the individual acceptance and adoption decision is 
an important consideration in standardization efforts (Nickerson and zur Muehlen 2006), and 
will ultimately determine the longevity and success of the BPMN grammar.
As we describe in the section above, the application of our procedural model requires a 
thorough theoretical basis. We selected as a theoretical basis the Technology Acceptance Model 
(TAM) (Davis 1989). While other theoretical models exist that explain individual user accep-
tance of IS artifacts (e.g., Bhattacherjee 2001; Venkatesh and Bala 2008; Venkatesh et al. 2003) 
we selected the original TAM in this paper for four main reasons. First, TAM features only 
three main latent constructs, viz., Perceived Usefulness, Perceived Ease of Use and Intention 
to Use, which we deemed sufficient for illustrating our measurement instrument development 
procedural model. Developing new measurement instruments for a wider range of theoretical 
constructs would have added only marginal additional insights into the procedure. Second, 
King and He (2006) found that, despite recent extensions to TAM, for example, the TAM3 
model (Venkatesh and Bala 2008), and revisions, for example, the UTAUT model (Venkatesh 
et al. 2003), primarily, the classical model is of high reliability and explanatory power and also 
obtains high levels of robustness, making TAM a suitable basis for an illustrative application 
case. Third, existing measurement items for TAM have repeatedly been shown to be robust, and 
7
Recker and Rosemann: A Measurement Instrument for Process Modeling Research
Published by AIS Electronic Library (AISeL), 2010
10 • Recker & Rosemann
to display excellent reliability and validity, in a wide variety of settings (e.g., King and He 2006; 
Lee et al. 2003; Schepers and Wetzels 2007). We deemed this to be an excellent case for validat-
ing our development procedural model because the final measurement items generated through 
the procedure can be matched against the benchmark set by measurement items used in prior 
studies. Fourth, TAM has previously been applied to phenomena typically associated with the 
act of modeling information systems, for instance, modeling methodologies (Riemenschneider 
et al. 2002), modeling tools (Chau 1996), or modeling methods (Tan and Siau 2006), suggest-
ing that TAM could also be applied to the case of modeling grammar acceptance.
The basic premise of TAM is that an individual’s acceptance of an information system-
related artifact (such as a process modeling grammar), measured by the intention to use (ItU) 
the artifact, is determined by the two major variables Perceived Usefulness (PU) and Perceived 
Ease of Use (PEOU). Hence, as a theoretical basis for measurement instrument development, 
we thus consider the following latent theory constructs in our effort to examine process model-
ing grammar acceptance:
• an individual’s intention to continue to use a process modeling grammar (ItU),
• an individual’s perception of the usefulness of a process modeling grammar (PU), and
• an individual’s perception of the ease of use of a process modeling grammar (PEOU).
Note that, similar to the studies reported in (Kim and Malhotra 2005; Premkumar and 
Bhattacherjee 2008; SeJoon et al. 2006), we slightly changed the definition of ItU to also in-
clude scenarios in which users have already been confronted with a process modeling grammar 
and make a decision to continue to use it. We see a need for altering the construct in the fact 
that the initial adoption of a process modeling grammar is often an organizational decision (Tan 
and Siau 2006) and not up to the discretion of the individual. Ultimately, however, individual 
modelers are the ones who use a language and evaluate its acceptability (Ambler 2004). 
In the following, we report on how we carried out the measurement instrument develop-
ment using the procedural model shown in Figure 1. In doing so, we consistently refer to the 
process modeling grammar BPMN introduced above. While this limits the scope of our research 
effort, we have no reason to believe that our findings cannot be generalized and adopted in stud-
ies of other process modeling artifacts (such as other grammars, methods or scripts), or even to 
other domains of conceptual modeling (Wand and Weber 2002).
4.2 Stage one: Item creation
The objective of the item creation step is to ensure content validity of the measurement items, 
defined as “the degree to which the scope or scale being used represents the concept about which 
generalizations are to be made” (Bohrnstedt 1970). A sound specification of the theoretical con-
structs to be measured is the origin of any operationalisation (Stone 1981). Thus, items should 
be prepared to fit the content domains of the construct definitions to display content validity 
(Anastasi 1986). Accordingly, the deliverables of the first stage should be a conceptual definition 
of each construct of interest, and a list of initial candidate items that (potentially) closely match 
the dimensions of these construct definitions (Lewis et al. 2005).
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Table 2 gives the original and adopted construct definitions used in this study. Note here that 
the adapted definition of PU deviates from the original definition. Moody (2003) argues that 
the original definition of PU should be extended to reflect the objectives of the particular task 
for which the artifact is being used. Adopting this insight to the context of process modeling, the 
definition given in Table 2 reflects the notion of rational selection (Rescher 1973), which states 
that, generally, those methods or tools (here: languages) will be adopted that outperform others 
in achieving intended objectives, viz., which are more effective. Thus, PU represents a percep-
tual judgment of an artifact’s effectiveness (Rescher 1973). This was deemed to be of particular 
relevance to process modeling given the wide range of purposes for which process modeling is 
being used, and hence the definition was slightly modified.
Construct Original definition Adopted definition for study
PU
The degree to which a person believes that 
using a particular system would enhance his 
or her job performance (Davis 1989).
The degree to which a person believes that 
a particular process modeling grammar 
will be effective in achieving the intended 
modeling objective.
PEOU
The degree to which a person believes that 
using a particular system would be free of 
effort (Davis 1989).
The degree to which a person believes 
that using a particular process modeling 
grammar would be free of effort.
ItU
The extent to which a person intends to use 
a particular system (Davis 1989).
The extent to which a person intends 
to continue to use a particular process 
modeling grammar for process modeling 
tasks.
Table 2: Construct definitions
Forthcoming from the specification of the construct definitions is the need to pursue ap-
propriate measurement instruments for these constructs. To that end, candidate items for each 
of the three introduced constructs (PU, PEOU and ItU) were generated from past literature. 
In doing so, we referred to the use of the Spearman-Brown Prophecy formula in Davis’ (1989) 
original study as an indication of how many items to create. He suggests that at least ten items 
per construct are needed to achieve reliability levels of at least 0.80.
As per specification of the candidate items, Ajzen and Fishbein’s (1980) suggestions were fol-
lowed to include into the definition of the items the actual behavior (i.e., using a process model-
ing grammar), the target at which the behavior is directed (i.e., BPMN as the process modeling 
language under observation), the context in which the behavior occurs (i.e., for process modeling 
tasks) and, where applicable, a time frame (i.e., current and most recent process modeling initia-
tives). The latter element was not explicitly included in the definitions as the general instructions 
of the test advised the participants to refer in their responses to the most recent process modeling 
initiative they have actively been part of. Again note that we used the example of BPMN in our 
specifications so as to make the items more tangible and understandable.
In preparing the candidate items, we examined literature in two domains of IS research. 
First, we reviewed previous studies on IS acceptance to identify the set of candidate items that 
previous acceptance studies have shown to obtain highest levels of validity and reliability. Sec-
ond, we reviewed conceptual and process modeling literature in order to derive candidate items 
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from relevant concept definitions in the process modeling domain. This was done to appro-
priately reflect the particularities of our research context and to ensure that all dimensions and 
domain substrata of the respective construct definition were covered. Given the wide range of 
application areas for process modeling, we would argue that the multiplicity of purposes for 
which process modeling can be used must be reflected in the measurement items to ensure ap-
propriate content validity across all potential dimension substrata of the construct.
In the interest of brevity, we omit an in-depth discussion of the measurement instrument 
development procedure for all three constructs considered (PU, PEOU and ItU) and instead 
report on illustrative examples (taking the case of perceived usefulness). Table 3 gives the initial 
item pool for perceived usefulness. Item creation for the remaining two constructs was accom-
plished in a similar fashion and results can be obtained from the contact author upon request.
4.3 Stage two: Substrata identification
Forthcoming from the generation of an initial pool of candidate items is the establishment of 
construct validity in terms of convergent and discriminant validity. In order to display convergent 
and discriminant validity, we employed a procedure called ‘own category test’ (Sherif and Sherif 
1967). In this test, a panel of domain experts is asked to sort candidate items into a number 
of construct categories so that the statements within a category are most similar in meaning to 
each other and most dissimilar in meaning from those in other categories. The categories are 
also to be labeled. The labels are then used to assess whether the identified substrata appropri-
ately reflect the item’s intent. Categorization provides a simple yet powerful indicant of cluster 
similarity that helps to reflect on the domain substrata for each construct and thus to assess 
coverage and representativeness of the items. Incorporating labeling into this procedure further 
minimizes the risk of interpretational confounding (Burt 1976), which occurs when study par-
ticipants assign to a measurement item a meaning other than the a priori intended.
At this stage of the instrument development procedure, it is important to identify a number 
of experts familiar with the relevant domain of study (in our case: process modeling). This is 
because for the identification of relevant theory domain substrata, a sound and thorough un-
derstanding of the particularities and characteristics of relevant domain phenomena is required. 
Accordingly, criteria for the selection of members for the panel should include, amongst oth-
ers, experience and expertise in the domain of study, type of engagement in the domain (e.g., 
education, consultancy, management or actual field work), and level of training/education back-
ground in the domain of study.
In our case, the panel consisted of sixteen members with various yet strong backgrounds in 
process modeling, including academic staff conducting research in the area of Business Process 
Management, BPM-affiliated senior consultants and experienced business analysts. By includ-
ing members with different theoretical and practical expertise we sought to incorporate adequate 
proxies for process modeling experts in the areas teaching, consultancy and application.
We proceeded in several steps. First, four panel members were in face-to-face interviews 
asked to perform the tasks categorization and labeling. The respondents were also to report on 
given instructions and testing procedures, which were previously pre-tested with a separate panel 
member to ensure comprehensiveness and comprehensibility. Based on responses received, the 
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testing procedure and the instructions were revised before handed out electronically to the re-
maining eleven panel members. Each test contained an example case of a trial test related to vari-
ous aspects of an automobile, which were to be categorized and labeled. This was done to ensure 
the mechanics of the test procedures were fully understood by the participating panel members.
The categorization task was conducted in order to identify items that do not display suffi-
cient discriminant and convergent validity, viz., to identify domain substrata that the item pool 
No Item definition Adapted from
PU1
I find BPMN to provide an effective solution 
to the problem of representing business 
processes
(Moody 2003)
PU2 I find BPMN useful for process modeling (Davis 1989; Davis et al. 1989; Moody 2003; 
Venkatesh and Davis 1996; 2000)
PU3
I find BPMN useful for the task of designing 
process models for the purpose of supporting 
communication between stakeholders
(Kung and Sølvberg 1986; Mylopoulos 1992; 
Siau 2004; Wand and Weber 2002)
PU4
I find BPMN useful for the task of designing 
process models for the purpose of helping 
domain understanding
(Kung and Sølvberg 1986; Mylopoulos 1992; 
Siau 2004; Wand and Weber 2002)
PU5
I find BPMN useful for the task of designing 
process models for the purpose of providing 
input to systems design
(Kung and Sølvberg 1986; Mylopoulos 1992; 
Siau 2004; Wand and Weber 2002)
PU6
I find BPMN useful for the task of 
designing process models for the purpose of 
documenting requirements
(Kung and Sølvberg 1986; Mylopoulos 1992; 
Siau 2004; Wand and Weber 2002) 
PU7
I find that using BPMN enables me to 
accomplish my process modeling task more 
quickly
(Davis 1989; Moore and Benbasat 1991)
PU8
I find that using BPMN for process modeling 
improves the quality of my process modeling 
work
(Moore and Benbasat 1991)
PU9
I find that using BPMN improves my process 
modeling performance
(Davis 1989; Davis et al. 1989; Moore and 
Benbasat 1991; Venkatesh and Davis 1996; 
2000)
PU10
I find that using BPMN increases my process 
modeling effectiveness
(Davis 1989; Davis et al. 1989; Moore and 
Benbasat 1991; Venkatesh and Davis 1996; 
2000)
PU11 I find that using BPMN increases my process modeling productivity
(Davis 1989; Davis et al. 1989; Venkatesh and 
Davis 1996; 2000)
PU12 I find that using BPMN makes it easier for me to do process modeling
(Davis 1989; Moore and Benbasat 1991)
PU13 I find using BPMN to be advantageous for process modeling
(Moore and Benbasat 1991)
Table 3: Initial candidate items for perceived usefulness
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has excessive, or not enough, coverage of. For the categorization task, panel members were asked 
to place the candidate items in up to five categories so that the statements within a category are 
similar in meaning to each other and dissimilar to statements in the other categories. Follow-
ing Davis (1989) the similarity data was analyzed by assigning to a cluster items that at least 
seven members (equaling 44 %) placed in the same category. By comparing and reflecting on 
the chosen labels for the associated categories, the resulting clusters were given an appropriate 
label. In effect, the resulting clusters can be considered to adequately reflect distinct domain 
substrata for the considered construct and thus serve as a basis for identifying a set of items to 
comprehensively cover the domain content of the construct. In performing the clustering of the 
categories obtained from the panel members, two coders separately coded the given categories 
into clusters, then met to defend their clusters and created a joint draft, thereby reducing sub-
jectivity in the coding procedure.
Again, we here exemplarily report on the item pool for perceived usefulness1. Most notably, 
our coding of the categorizations resulted in a cluster that twelve (75 %) panel members iden-
tified from the pool of PU candidate items. This cluster, named relevance to modeling purpose, 
in turn reflects a substratum for the PU construct that has to be covered by the measurement 
item pool. The coding of the other categories given indicated the existence of two more clusters, 
related to the effectiveness and efficiency of a process modeling grammar and the general usefulness 
of a grammar. However, both clusters failed to obtain the required overall support (38 %, re-
spectively), but merging these two clusters to a new cluster, overall usefulness, resulted in support 
of 63 %. This in turn indicated that the notions of usefulness and effectiveness/efficiency are 
strongly related to each other and may not denote distinct substrata.
In summation, the categorization task resulted in two supported substrata for the PU con-
struct, relevance to modeling purpose and overall usefulness, both of which obtained good sup-
port in the panel categorization exercise (75 % and 63%, respectively). A second step was to 
assess whether panel members repeatedly placed the same candidate items in the clusters into 
which we coded the original categorizations. Following the recommendations of Moore and 
Benbasat (1991), we demonstrate reliability of the coded cluster scheme by assessing the per-
centage of items placed in the target cluster across all panel members, which in turn indicates 
the degree of inter judge agreement. Also, the items that obtained high placement percentages 
across the panel show high potential for high construct validity and reliability. Similar to the 
identification of the overall clusters, we placed items in a cluster if at least seven panel members 
(equaling 44 %) categorized the item accordingly.
Situations, in which the required reliability thresholds (e.g., category placement ratio > 44%) 
are not met, suggest that the domain substrata of the theoretical construct in question cannot 
unequivocally be identified. Such a situation, in turn, indicates problems in the conceptual 
specification of the theoretical domain, or could indicate a potential conceptual confounding of 
the construct in question. Davis (1989), for instance, reports a similar situation when he exam-
ined the domain substrata of the Perceived Ease of Use construct. If such a situation manifests, 
researchers should examine the construct, and its potential dimensions of meaning, in a more 
elaborate, formal way, for example, by means of exploratory factor analysis (Gorsuch 1997). 
There are a number of studies (Gable et al. 2008; Wang et al. 2008) that could assist researchers 
in such an endeavor.
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The categorization data for the PU construct is summarized with the ranking data (see next 
section) in Table 4. In similar fashion, the categorization tasks for PEOU and ItU were conduct-
ed and resulted in items that fall into three and two clusters, respectively. More precisely, similar 
to (Davis 1989), it was found that the ease of use construct embraces the domain substrata effort 
of using (100 % support) and effort of learning (75 % support). In addition, the categorization 
task resulted in the identification of a third cluster, effort of understanding (50 % support), that 
refers to the ease with which users find the modeling process and the resulting process model 
clear and understandable. This, in hindsight, seems only reasonable and logical in the context of 
process modeling. With regards to ItU, we identified the two domain substrata intention (88 % 
support) and preference (81 % support) , with the former referring to an individual’s plan or 
intent to use a process modeling grammar and the latter referring to the fact that an intention to 
use may also be affected by alternative available process modeling grammars. In such a case the 
decision to continue using a grammar may involve a reflection or reasoning about the advan-
tages or disadvantages of a given process modeling grammar in comparison to others.
4.4 Stage three: Item identification
The goal of the item identification stage was to establish differences in content validity between 
the candidate items in order to be able to drop items that show little potential for high validity. 
To that end, the panel of process modeling experts described above was asked to assess, on a 
7-point scale, the correspondence between the candidate items and the definitions of the con-
structs they are intended to measure. This step followed the procedures firstly documented by 
Bailey and Pearson (1983).
For the ranking task, the responses of the panel members were averaged and then ranked to 
obtain an order of candidate items with respect to their content validity, and to identify potential 
candidates for elimination. In eliminating items, however, it had to be considered whether the 
remaining item pool contains appropriate representativeness of the identified domain substrata 
of the theoretical construct (Bohrnstedt 1970). Hence, in analyzing the results attention was 
paid to the results of the categorization task (see previous section) in order to identify domain 
substrata of which the item pool may have excessive, or inadequate, coverage. As an example, 
PU1 received a relative good ranking but was found not to resemble any of the identified two 
domain substrata. Hence, it was decided to drop the item (see Table 4). Overall, the ranking task 
resulted in an order of content validity of the candidate items that can be used to eliminate items 
that demonstrate low validity (e.g., items PU1, PU7, PU9, PU11). The ranking and categoriza-
tion data for the PU items are summarized in Table 4.
In reaching a decision on item identification, we considered the ranking data together with 
the categorization data as well as informal, qualitative feedback from the panel that the members 
were asked to provide via free form text boxes.
The ranking and categorization exercise obtained allowed us to select from the initial item 
pool candidate items that show a high potential for validity and reliability. In terms of PU, for 
instance, items PU1, PU7, PU10 and PU11 were dropped because they failed to receive priority 
rankings and did not cluster with other items. As to the identified domain substrata, the two top 
ranked items were selected for ‘overall usefulness’, i.e., PU2 and PU8. The other items that fell 
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into this substratum were dropped due to low priority rankings. As to the domain substratum 
‘relevance to modeling purpose’ we had to consider that the initial item pool contained several 
items for several purposes (items PU3-PU6). Based on the responses obtained and the cluster 
identified as well as to pick up the content of all these items we decided to merge these items 
into two new items, “I find BPMN useful for the task of designing process models that serve 
my modeling purpose” and “I find BPMN useful for the purpose of serving my modeling ob-
jective”. The creation of two items was done to be able to pick up different conceptions about 
the similarity or dissimilarity of the notions ‘modeling purpose’ and ‘modeling objective’. In 
summation, we were able to identify from our pool of thirteen candidate items four items, cor-
responding to two identified domain substrata of the PU construct, that appear to be suitable 
and promising candidates as measurement item in an empirical instrument. In a similar vein, we 
identified high potential items for PEOU and ItU.
4.5 Stage four: Item revision
The fourth stage of the process was to revise the reduced set of candidate items to a final set of 
‘high potential candidate items’, in order to improve their potential validity and reliability. An 
appropriate procedure for this type of task is the index card sorting test established by Moore 
and Benbasat (1991).
At this stage of the procedure, the panel should be indicative of the target population of 
the final field study. This is because stage four is concerned with assessing, and improving, the 
item specificity and wording of the potential measurement items. The objective is to specify 
measurement items that are most likely to be well understood in the final field test. Accordingly, 
it is imperative to identify the key characteristics of the intended target population (e.g., novice 
Item # Ranking Average Rank Identified Substratum
Placement 
Ratio New Item #
PU1 5 5 - dropped
PU2 4.1875 6 Overall usefulness 44 % nPU1
PU3 5.53125 1 Relevance to modeling purpose 69 % merged: nPU3
PU4 5.53125 1 Relevance to modeling purpose 63 % merged: nPU3
PU5 5.21875 4 Relevance to modeling purpose 75 % merged: nPU4
PU6 5.46875 3 Relevance to modeling purpose 63 % merged: nPU4
PU7 3.4375 10 - dropped
PU8 4 7 Overall usefulness 44 % nPU2
PU9 3.4375 10 Overall usefulness 44 % dropped
PU10 3.5 9 - dropped
PU11 3.3125 12 - dropped
PU12 3.3125 12 Overall usefulness 44 % dropped
PU13 3.6875 8 Overall usefulness 44 % dropped
Table 4: Panel results for perceived usefulness
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versus experts, managers versus field workers, professionals versus students etc.), and to select 
members for the panel so that these key characteristics can be met.
In our case, we selected sixteen panel members, including professional staff, consultants, 
analysts and post-graduate students, to participate in the panel, none of them familiar with 
the study2. By including members with different levels of expertise we sought to incorporate 
adequate proxies for varying types of modeling practitioners, which is the target population for 
our overarching field study. In each of the four rounds in this panel study (see below), the panel 
size varied between three and five members. In each round, the panel of judges met in a face-to-
face setting to explain the intent and mechanics of the test. Two trial sorts were conducted prior 
to the actual sorting to increase familiarity with the procedure.
In the sorting test, the panel of judges was randomly given the items printed on index cards 
and asked to sort these cards into categories, witch each category intended to reflect one of the 
latent constructs (i.e., PU, PEOU, ItU). In four different rounds of this test, target categories for 
the items were either provided to the panel of judges or not. In the former case, judges indepen-
dently had to make up categories, which were later compared to the originally intended catego-
ries. In the latter case, judges were asked to sort items into given categories, and to identify items 
that are ambiguous or indeterminate. Moore and Benbasat (1991) recommend four rounds of 
sorting, each with a different panel, and alternating between given and not given categories. This 
recommendation was adopted in our study.
Measure Round 1 Round 2 Round 3 Round 4
Average Kappa 0.61 0.85 0.73 0.84
Placement ratio summary
Perceived usefulness 91.67% 100.00% 75.00% 100.00%
Perceived ease of use 86.67% 100.00% 81.25% 93.33%
Intention to continue to use 58.33% 87.50% 100.00% 93.33%
Average 78.89% 95.83% 85.42% 95.57%
Table 5: Coding results from index card sorting test
To assess the reliability of the sorting conducted by the judges, two measurements were 
established. Table 5 summarizes coding reliability results in terms of placement ratio summaries 
across all four rounds of sorting, and also displays inter-judge agreements measured using Cohen’s Kap-
pa (Cohen 1960). In each round, minimally recommended Kappa levels of 0.60 were exceeded. 
Round by round revisions helped improve reliability so that at the end of test, a very good value 
of 0.84 was achieved, indicating an excellent result (Landis and Koch 1977).
From Table 5 it can be observed how results vary between Rounds 1, 3 and 2, 4, respec-
tively. This situation was to be expected given that in rounds 1 and 3 judges were not given item 
categories, which made it harder to categorize the items correctly. The obtained Kappa levels, 
however, indicate sufficient reliability of the results of the four sorting rounds.
After each round, each set of items was inspected and, if deemed necessary, reworded. Some 
items (e.g., nPU4, nPEOU4, nItU4; see Table 4) that were repeatedly misplaced (and thus 
showed only little potential for high validity) were dropped. Table 6 gives an overview of the 
resulting top three candidate items for each construct after these four stages of instrument devel-
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opment. We selected three items per construct for a number of reasons. Keeping a measurement 
instrument short and concise is an effective way of minimizing response bias (Chami-Castaldi et 
al. 2008). Scales with too many items can also demand more time in empirical study design and 
administration (Carmines and Zeller 1979). Measurement instruments of three items have been 
shown to consistently achieve adequate reliabilities (Cook et al. 1981) and to meet the require-
ment of minimum number of items for appropriate measurement model estimation (Jöreskog 
and Sörbom 2001). Meta-analyses in domains such as organizational science (Hinkin 1995) 
further show that most studies employ measurement instruments with a length of three items 
per construct. Table 6 displays the items in their final wording after pre and pilot tests.
Theory 
Construct No Item Definition
Perceived 
usefulness
PU1 Overall, I find BPMN useful for modeling processes. 
PU2 I find BPMN useful for achieving the purpose of my process modeling.
PU3 I find BPMN helps me in meeting my process modeling objectives.
Perceived 
ease of use
PEOU1 I find it easy to model processes in the way I intended using BPMN.
PEOU2 I find learning BPMN for process modeling is easy.
PEOU3 I find creating process models using BPMN is easy.
Intention to 
continue to 
use
ItU1 If I retain access to BPMN, my intention would be to continue to use it for 
process modeling.
ItU2 In the future, I expect I will continue to use BPMN for process modeling.
ItU3 I prefer to continue to use BPMN for process modeling over other process 
modeling grammars.
Table 6: Resulting top three candidate items per construct
4.6 Stage five: Instrument validation
Up to this point, the measurement instrument development procedure described is more of a 
qualitative analysis than a rigorous statistical test of validity and reliability of the measurement 
items. Of course, without full scale tests of the complete measurement instrument there is no 
way of establishing beyond concern whether or not the items in fact measure what they intend 
to measure.
Accordingly, the next step was to conduct a confirmatory factor analysis of the measurement 
instrument developed with a sample of process modeling practitioners. The objective was to 
ensure that the mechanics of compiling the measurement instrument had been adequate and to 
obtain formal measures for reliability and validity. To that end, we implemented the candidate 
items listed in Table 6 using the example of the BPMN modeling grammar in a survey instru-
ment, which is the typical way of validating measurement instruments in IS (Grover et al. 1993)
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4.7 Pilot test
We ran a pre-test and a pilot test before administering the field study. In the pre-test four aca-
demics with knowledge of the study were asked to complete a paper-based version of the survey 
instrument in face-to-face meetings. During survey completion, notes were taken based on com-
ments received. After instrument revision, the measurement instrument was pilot tested with a 
sample of 41 post-graduate students with knowledge of the target grammar. After exploratory 
factor analysis, changes were made to the measurement instrument and to the items that indi-
cated problems in meeting required validity and reliability thresholds.
4.8 Field test
The population of interest for the final data collection included process and business analysts 
who have knowledge of a certain modeling grammar, viz., BPMN. To that end, a web-based 
survey instrument was crafted and announced via modeling practitioner forums and online 
groups. Overall, 590 usable results were obtained over a period of four months during 2007.
Of all respondents, 58.3% worked for private sector companies. Over 40% of respondents 
worked in large organizations with more than 1000 employees, while 22.7% and 26.8% of re-
spondents worked for middle- and small-sized organizations, respectively. In terms of modeling 
experience, the distribution of respondents roughly matched the general distribution of concep-
tual modelers in terms of modeling experience as reported by Davies et al. (2006). The reported 
average amount of experience in modeling was 6.4 years (with a median of 5). Experience in 
BPMN modeling specifically ranged from 15 days to 5 years (with an average of 9 months and a 
median of 4 months). Other key demographic demographics are summarized in Table 7.
Reliability and validity for the three measurement instruments (PU, PEOU and ItU) was as-
sessed via confirmatory factor analysis (CFA) techniques implemented in LISREL Version 8.80 
(Jöreskog and Sörbom 2001). Each measurement item was modeled as a reflective indicator 
of its hypothesized latent construct. All constructs were allowed to co-vary in the CFA model. 
Table 8 gives the results from the item validation and Table 9 gives the corresponding factor 
correlation matrix.
Based on the data obtained and displayed in Table 8 and Table 9, four tests can be per-
formed. Regarding uni-dimensionality, Cronbach’s α should be greater than or equal to 0.70 to 
consider items to be uni-dimensional and to be combinable in an index (Nunnally and Bern-
stein 1994). Table 8 shows that all constructs have α of at least 0.80, thereby meeting the test of 
uni-dimensionality.
Reliability refers to the internal consistency of a measurement instrument. Again, the most 
widely used test for internal consistency is Cronbach’s α, which—as a measure of reliability—
should be higher than 0.80 (Nunnally and Bernstein 1994). A second test uses the composite 
reliability measure ρc, which represents the proportion of measure variance attributable to the 
underlying trait. Scales with ρc greater than 0.50 are considered to be reliable (Jöreskog et al. 
2001). Table 8 shows that all constructs obtained α of at least 0.80 and also well exceed the re-
quired ρc cut-off value of 0.50. These results suggest adequate reliability.
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Aspect Values Percentage
Organizational Demographics
Type Public sector 31.5 %
Private sector 58.3 %
Unspecified 10.2 %
Size Less than 100 26.8 %
Between 100 and 1000 22.7 %
More than 1000 40.3 %
Size of modeling team Less than 10 64.4 %
Between 10 and 50 21.7 %
More than 50 3.8 %
Unspecified 10.2 %
Personal Demographics
Continent of origin Africa 2.4 %
Asia 6.1 %
Europe 29.7 %
North America 22.5 %
Oceania 22.4 %
South America 6.8 %
Unspecified 10.2 %
Type of training Formal/certified BPMN course 9.5 %
Internal/in-house BPMN course 5.1 %
University BPMN course 4.1 %
On the job training 13.2 %
Learnt the technique myself 35.9 %
Read the specification 19.7 %
Other 2.4 %
Unspecified 10.2 %
Table 7: Survey respondent demographics
Construct Item Item loading
t-statistic 
(for λ) Cronbach’s α ρc AVE
PU
PU1 0.797 30.334 0.865 0.819 0.908
PU2 0.803 22.852
PU3 0.776 24.009
PEOU
PEOU1 0.740 26.787 0.932 0.818 0.904
PEOU2 0.863 31.157
PEOU3 0.862 27.516
ItU
ItU1 0.821 20.903 0.887 0.843 0.923
ItU2 0.843 29.605
ItU3 0.716 31.588
Table 8: Item validation results
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Construct PU PEOU ItU
PU 1.000
PEOU 0.511 1.000
ItU 0.706 0.568 1.000
Table 9: Factor correlation matrix
Convergent validity tests if measures that should be related are in fact related. Convergent 
validity can be tested using three criteria suggested by Fornell and Larcker (1981): (1) all indica-
tor factor loadings (λ) should be significant and exceed 0.60, (2) construct composite reliabilities 
ρc should exceed 0.80 and (3) average variance extracted (AVE) by each construct should exceed 
the variance due to measurement error for that construct (i.e., AVE should exceed 0.50). Table 
8 shows that all factor loadings λ are significant at p < 0.001 (see the reported t-values) and ex-
ceed the recommended threshold of .6. In terms of composite reliabilities, Table 8 shows that ρc 
exceeded 0.80 for all constructs. As reported in Table 8, AVE for each construct is higher than 
0.90 suggesting that for all constructs AVE well exceeded the variance due to measurement error. 
Overall, it is concluded that the conditions for convergent validity were met.
Discriminant validity tests if measures that should not be related are in fact unrelated. For-
nell and Larcker (1981) recommend a test of discriminant validity, where the AVE for each con-
struct should exceed the squared correlation between that and any other construct considered in 
the factor correlation matrix.
In the present study, based on the factor correlation matrix reported in Table 9, we see that 
the largest squared correlations between any pair of constructs within the measurement model 
is 0.498 (between PU and ItU), while the smallest obtained AVE value is 0.904 (PEOU). These 
results suggest that the test of discriminant validity is met.
Overall, the statistical results confirm that the developed measurement instruments are of 
excellent validity and reliability. This finding, in turn, suggests that the employed development 
procedure is of high quality and thereby potential usefulness for other researchers.
For the interested reader, the Appendix displays the results from the structural model esti-
mation, showing the power of the TAM model to explain individual acceptance of the BPMN 
process modeling grammar. As can be seen from the reported r2 values (for instance, the r2 value 
for ItU is 0.319), TAM is an adequate model, which, however, should be extended with other 
factors to explain more comprehensively the acceptance decision and to achieve even higher 
explanatory power.
5 Discussion
In recommending the described procedural model for measurement instrument development 
for uptake in IS research practice, a few caveats and challenges should be discussed. First and 
most notably, the procedural model is reliant on the existence of a previously established body of 
knowledge, and extant theory, related to the phenomenon of interest, so as to be able to derive 
potential measurement items in the initial stage of the procedural model.
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If such body of knowledge does not exist (i.e., if there is no theory available), then such 
has to be developed prior to applying the procedural model. While this is not the focus of this 
paper, such effort could be guided, for instance, by recommendations for grounded theory, 
ethnography, literature studies or other guidelines for theory building. We do not wish to make 
any definite recommendations here as there may be a variety of ways for identifying appropriate 
theories or conceptualizations. However, we would like to point the interested reader to two 
recent examples from IS research. The first reference is to the work of Bhattacherjee (2001) 
who draws upon consumer behavior literature as a reference discipline to conceptualize, and 
operationalize, a theory of expectation-confirmation in IS. As a second example we refer to 
the work by Clark Jr. et al. (2007) on theory development for constructs pertinent to manage-
ment support systems, using a systems perspective. Both examples discuss in detail the construct 
definitions and potential substrata and interpretations that could form the basis for identifying 
appropriate measurement items.
Second, there are a number of challenges associated with the execution of the suggested 
procedural model. Most importantly, the procedure, in its essence, relies on the availability, and 
access to, various target audiences for the panel studies as well as for a final field test. Access to 
various bodies of practitioners is one of the most prevalent challenges in conducting empirical 
research, and may results in extensive time- and resource-commitment, which should be taken 
into consideration when planning to employ the procedural model.
Third, associated with the challenges of the procedural model is the caveat of the econom-
ics of applying the procedure. Applying the procedural model is a time- and resource-intensive 
task. The procedural model stipulates an extensive literature review as well as the organization, 
and conduct, of various forms of empirical studies (expert panel study, practitioner panel study 
and final field test). Again, these economical challenges should be taken into consideration when 
planning a research project. As an indication, the application reported in this paper spanned a 
timeframe well beyond twelve months from design to finalization. It should be noted, however, 
that the conduct of adequate and rigorous research commands such investment in terms of time 
and resources. The economic challenges with a procedural model such as the one described in 
this paper should not prohibit fellow scholars from engaging in such research.
6 Conclusions
6.1 Contributions
The instrument development procedure described in this paper provides several contributions. 
First, and perhaps most notably, we reported on the process of developing a valid and reli-
able instrument to measure user acceptance of process modeling grammars. We believe that 
this instrument can be used in various studies to investigate how users perceive the factors 
determining individual acceptance, and ultimately usage, of process modeling grammars, and 
really, other artifacts pertaining to process modeling. For instance, studies on usage behavior 
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in process modeling domains (e.g., Recker et al. 2011) can leverage the instrument to measure 
some of the most important factors determining continued usage, such as usefulness and ease of 
use. Also, studies on the critical success factors of process modeling projects (e.g., Bandara et al. 
2005) can use the instrument to understand how project stakeholders develop acceptance and 
usage intentions related to the process modeling artifacts employed in these projects, and how 
these factors contribute to overall project success. Similarly, the ongoing stream of research that 
investigates the quality of process modeling (e.g., Krogstie et al. 2006) can use the instrument to 
understand how user perceptions influence the quality of process modeling processes, and ulti-
mately of the model produced. We would also like to invite scholars to examine the question of 
the value proposition of process modeling (Indulska et al. 2009b) in greater detail; for instance, 
by studying the relationship between individual acceptance of process modeling grammars, and 
the cost-benefit ratio of the process modeling initiative itself.
Second, we described in detail an extended procedural model for instrument development 
that consolidates techniques used in prior research. We found this procedural model helpful and 
rigorous, and we wish fellow researchers to be able to successfully adopt this procedural model 
in their empirical studies. 
Third, we identify some interesting findings regarding the developed measurement items 
themselves, which suggest that the procedural model is helpful in adopting existing measure-
ment items to new research contexts. For instance, some of the items that previous TAM studies 
(e.g., Davis 1989; Moore and Benbasat 1991; Venkatesh and Davis 1996; 2000) found to be 
very explanatory and useful (e.g., PU10 and PU11 in Table 3), appear not to be of required 
adequateness to the domain of process modeling. This in turn provides some empirical evidence 
in support of the argument that ‘blind’ adoptions of measurement instruments to research do-
mains other than the original can lead to biased results (Segars and Grover 1993). 
In the specific case of perceived usefulness of a process modeling grammar, we can speculate 
that notions such as ‘productivity’ (i.e., an increased ability to produce more models in a given 
timeframe), or ‘value proposition’ (i.e., the ability of process modeling to deliver benefits to the 
organization) are not typical performance measurements for the analyst that creates the process 
models. The task of creating process models with a grammar may thus be different from the us-
age of an IT-system to increase work performance or productivity—which is the original appli-
cation area of the technology acceptance model. We speculate that the task of process modeling 
is inherently different from performing work in an organizational setting on basis of the use of a 
certain IT-system (e.g., a decision support system, or a word processing system). The difference 
is that such work tasks typically have to be performed independent from whether an IT-system 
is being used or not (e.g., claims have to be assessed, or requests approved, independent from 
whether an IT-system is being used).. The usage of IT-systems, however, may assist users in being 
productive, and may therefore be perceived as useful.
In process modeling, the situation is different. Process modeling grammars are required 
means for creating process models—there is thus no relative advantage to be gained from the 
application of a process modeling grammar over doing such a task without a grammar. Accord-
ingly, the perception about a grammar’s usefulness concerns meeting modeling objectives (such 
as facilitating improvement ideas, assisting process analysis or improving inter-departmental 
communication) rather than typical individual work performance metrics, or organizational 
value assessment metrics.
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6.2 Limitations
We identify a number of limitations in our work. First, in our application case we used as a 
theoretical basis Davis’ (1989) model of technology acceptance. TAM has, over the last years, 
been subjected to criticism (e.g., Benbasat and Barki 2007), which, in turn, could also be said 
to apply to the research presented in this paper. Also, TAM’s parsimony and simplicity restricts 
the explanatory power of the model in contrast to more recent extensions and revisions (e.g., 
Venkatesh and Bala 2008; Venkatesh et al. 2003), thereby potentially limiting the complete-
ness of the work presented in this paper. However, our endeavor was to apply the measurement 
instrument development procedure using the example of a widely known theoretical model on 
which to base the development of measurement items. For this purpose TAM appears more than 
adequate. We would also like to point the interested reader to a related study of ours in which 
we developed and tested a more comprehensive theory of process modeling grammar acceptance 
(Recker 2008).
Second, while we took all possible precautions to develop the measurement instrument to be 
as general as possible, in our development procedure we used the example of a specific grammar 
as a process modeling artifact. Yet, while we lack evidence for this claim, we would not expect 
major difficulties in adopting our procedures or the final instrument to the case of other gram-
mars, modeling methods, scripts or tools.
Third, we acknowledge that the measurement instrument development procedure presented 
in this paper does not include any feedback loops or similar interactions between the five stages. 
Clearly, we can envisage that, depending on the outcome of each stage, scholars may be re-
quired, or encouraged, to revisit an earlier stage. Most notably, such a situation could occur in 
stage five, when the confirmatory factor analysis may reveal that the developed measurement 
items do not meet required validity and/or reliability levels. We realize that, at the discretion of 
any researcher working with the described procedure, each stage offers opportunities to revisit an 
earlier stage of the measurement instrument development procedure to improve the outcomes.
In conclusion, we believe that we have contributed with our work and we hope that its con-
tributions are helpful for fellow scholars in their study of process modeling practice.
7 Notes
1. Results for the remaining item pools can be requested from the authors.
2. Obviously, the second panel did not consist of members that participated in the ranking 
and categorization exercise.
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9 Appendix: Explanatory Power of the TAM Model
Perceived Ease of 
Use
Perceived 
Usefulness
R2 = 0.255
Intention to 
Continue to Use
R2 = 0.319
***
**
*
ns
p < 0.01
p < 0.001
p < 0.05
non significant
0.281***
0.505***
0.561***
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