Abstract. This paper shows how Gröbner basis techniques can be used in coding theory, especially in the construction and decoding of linear codes. A simple algorithm is given for computing the reduced Gröbner basis of the vanishing ideal of a given set of finitely many points, and it is used for finding Padé approximation of any polynomial (given implicitly), which is a major step in decoding. A new method is given for construction of a large class of linear codes that can also be decoded efficiently. These codes include as special cases many of the well known codes such as Reed-Solomon codes, Hermitian codes and, more generally, all one-point algebraic geometry codes.
Introduction
Let q be a prime power and F q denote the finite field with q elements. A general framework for constructing linear codes over F q is as follows. Suppose V = {P 1 , . . . , P n } is a set of n distinct points in F m q and L a vector space over F q of functions on V with values in F q . Thus, f (P i ) ∈ F q for all i and for f ∈ L. Define C = {(f (P 1 ), . . . , f(P n )) : f ∈ L}; that is, C is the image of L under evaluation at the points in V . Then C is a linear subspace in F n q , thus a linear code of length n over F q . It is well known that every linear code can be obtained this way.
To obtain useful codes, one has to choose the point set V and the function space L carefully. A powerful method is to use algebraic geometry, namely, to require the points to lie on a certain curve (or an algebraic variety) and the functions in L to have certain pole orders. Results from algebraic geometry enable one to get bounds on the minimum distance of the codes constructed. Many families of good codes have been constructed this way. This approach requires significant study in algebraic geometry. For more details, the reader is referred to the excellent surveys [6, 17] and textbooks [16, 25] . There is an effort to introduce an elementary approach that is more accessible to engineers. The idea is to still use points on curves but to introduce order and weight functions in place of pole orders in the algebraic geometry setting. Here one needs to find an appropriate weight function (which may not exist at all in certain cases). Work in this direction is well described in the survey paper [17] .
In this paper, we describe our recent effort to get a simpler approach for construction and decoding of linear codes. We use monomial orders (corresponding roughly to the order functions mentioned above) and Gröbner basis theory. The novelty in our construction is that we have a natural decoding algorithm. Our construction includes codes from algebraic geometry as special cases. We can also construct a large class of random codes, and for them our decoding algorithm performs well compared with Shannon's entropy bound.
The rest of the paper is organized as follows. In Section 2, we give a brief introduction to Gröbner bases with the basic notations and results. This is intended for readers who are not familiar with this area. In Section 3, we present a simple algorithm for computing Gröbner bases for a special class of ideals, and in the following section we show how our algorithm can be used in multivariate Padé approximation, which is a major step in our decoding algorithm. In Section 5, we present our construction of linear codes using Gröbner basis theory, and we give a decoding algorithm for these codes. In the final section, we make a few comments on our method and some further research problems.
Gröbner Bases
Let F be any field, and let R = F[x 1 , . . . , x m ] denote the polynomial ring in m variables x 1 , . . . , x m . A nonempty subset I ⊆ R is called an ideal if (i) a, b ∈ I ⇒ a + b ∈ I, and (ii) a ∈ I ⇒ ab ∈ I for every b ∈ R.
Any collection of polynomials f 1 , . . . , f n ∈ R generates an ideal of R in a natural way, namely, the set of all polynomials of the form
where h i ∈ R are arbitrary. This ideal is denoted as f 1 , . . . , f n . For an ideal I of R, if I = f 1 , . . . , f n then we say that I is generated by f 1 , . . . , f n , or {f 1 , . . . , f n } is a basis for I. An ideal may have many bases, and different bases may have different number of elements. Also, the elements of a basis for an ideal need not be linearly independent over F but can be easily reduced to linearly independent ones. Hilbert's basis theorem guarantees that every ideal I in R can be generated by finitely many polynomials.
The ideal I = f 1 , . . . , f n captures the common zeros of f 1 , . . . , f n nicely in the sense that 1. every common zero of f 1 , . . . , f n is a zero of every g ∈ I; and 2. if I has another basis, say I = g 1 , . . . , g s , then a point in F m is a common zero of f 1 , . . . , f n if and only if it is a common zero of g 1 , . . . , g s .
A Gröbner basis for an ideal I ⊆ R is some "nice" basis for I that enables us to better "control" the common zeros of the ideal and to perform computation related to the ideal (e.g. testing whether a given polynomial g ∈ R belongs to I). As a simple example, consider two polynomials
itself is a basis for the ideal, and it is nice in the sense that the degree of d(x) is equal to the number of common zeros of f 1 (x) and f 2 (x) (in the algebraic closure of F) and a polynomial g(x) ∈ F[x] belongs to I if and only if g(x) is divisible by d(x). For multivariate polynomials, a Gröbner basis for an ideal provides similar information and much more. To properly define a Gröbner basis, we first need to introduce orders among monomials.
2.1. Monomial orders. We use the following notations. Let N = {0, 1, 2, . . . }, Z = {0, ±1, ±2, . . . }, and R be the set of real numbers. For α = (α 1 , . . . , α m ) ∈ N m ,
Hence, there is a one-to-one correspondence between monomials in F[x 1 , . . . , x m ] and elements in N m .
A monomial order on F[x 1 , . . . , x m ] is any total ordering > on all the monomials such that
By "total ordering" above, we mean that any two monomials should be comparable; that is, they are either equal or one is bigger than the other. The second condition implies that if a polynomial is multiplied by a monomial, the ordering of its terms will not change. This property is important for long division of polynomials. Also, the two conditions imply that if x α is divisible by x β then x α ≥ x β .
A natural way to define a monomial order is to use weighted degrees. Let w = (w 1 , . . . , w m ) ∈ R m be a vector of real numbers. For any monomial x α = x α1 1 . . . x αm m , its w-weighted degree, or simply w-degree, is defined to be
When w = (1, · · · , 1), then the w-degree is the same as the the total degree. When w is the i-th unit vector (which has all coordinates zero but the i-th being 1), then the w-degree is equal to the degree in x i . We use a sequence of weight vectors w 1 , . . . , w ∈ R m to define a monomial order as follows. We say that
This means that a monomial is bigger if it has higher w-degree: using first w 1 -degree, then w 2 -degree (to break tie), then w 3 -degree, . . . , and finally w -degree. The weight vectors w 1 , . . . , w are usually presented as an × m matrix whose ith row is w i , 1 ≤ i ≤ . One can check that the matrix W defines a monomial order if and only if the following conditions are satisfied:
(a) there is no nonzero α ∈ Z m such that w i · α = 0 for all 1 ≤ i ≤ , and (b) the first nonzero entry of each column of W is positive. 
where π = 3.1415926 · · · . The first matrix defines the lexicographical order with x 1 > x 2 > x 3 , and the second the graded lex order with x 1 > x 2 > x 3 . It is a challenge for the reader to prove that the third matrix satisfies the condition (a) above. 
where a, a β ∈ F are nonzero. The first term ax α is called the leading term of f , denoted by LT(f ); x α is called the leading monomial of f ; denoted by LM(f ), and the coefficient a of the leading term is called the leading coefficient of f , denoted by LC(f ). Also, if I is a set of polynomials then
Let I be any ideal in F[x 1 , . . . , x m ], and fix any monomial order. A set of polynomials g 1 , . . . , g s ∈ I is called a Gröbner basis if LT(I) = LT(g 1 ), . . . , LT(g s ) .
That is, the leading term of every nonzero polynomial in I is divisible by some LT(g i ), 1 ≤ i ≤ s. Intuitively, a Gröbner basis of I contains the smallest polynomials in I under a given monomial order. By this definition, a Gröbner basis remains a Gröbner basis if more polynomials are added to it, so an ideal may have many Gröbner bases. One can prove that an ideal in F[x 1 , . . . , x m ] always has a Gröbner basis.
For any f ∈ F[x 1 , . . . , x m ], we may perform long division on f using the polynomials in the Gröbner basis G as divisors. This process is called "reducing f by G," and the resulting fully-reduced polynomial is said to be in normal form, denoted N ormal(f, G). We call a Gröbner basis reduced if every polynomial in the basis is reduced with respect to each other. The reduced Gröbner basis for an ideal with respect to a given monomial order is unique and will be the focus of our attention in later sections.
Quotient rings and monomial bases. Let
For example, if f ∈ I, then f ≡ 0 (mod I). The following properties on congruence are easy to verify.
Note that the converse of property (3) is not true, that is,
The congruence relation above is an equivalence relation, so F[x 1 , . . . , x m ] is partitioned into equivalence classes, called congruence classes modulo We can make F[x 1 , . . . , x m ]/I into a ring by defining the two operations:
which are simply polynomial addition and multiplication modulo I. The properties (1) and (2) above imply that the two operations are well-defined and make F[x 1 , . . . , x m ]/I into a ring. This ring is commutative and contains the field F. In the following, we shall omit the brackets; that is, we view the elements in F[x 1 , . . . , x m ]/I as polynomials in F[x 1 , . . . , x m ] but with two polynomials f and g identified whenever f ≡ g (mod I).
Fix any monomial order on
Suppose an ideal I is generated by the polynomials in G, i.e., I = G . Then B(I) ⊆ B(G), and the equality holds if and only if G is a Gröbner basis. The monomials in B(I) have a special property: for any finite number of distinct monomials x α1 , . . . , x αt ∈ B(I), there are no elements c 1 , . . . , c t ∈ F, not all zero, such that
That is, the monomials in B(I) are linearly independent modulo I. In fact, B(I) is a basis (in the sense of linear algebra) for F[x 1 , . . . , x m ]/I as a vector space over F. We call B(I) the monomial basis for F[x 1 , . . . , x m ]/I under the given monomial order. In the following, we simply say that B(I) is a monomial basis for I. One can prove that B(I) is finite if and only if the polynomials in I have only finitely many common zeros (over the algebraic closure of F). In the case that B(I) is finite, we say that I is zero-dimensional. Note that if the monomial order changes, the corresponding monomial basis may vary as well. These properties of B(I) are very important, and they will be used later in the construction of codes.
The above is an extremely brief introduction to the basics of Gröbner bases and their applications. There are many other issues that we cannot even touch upon here. The reader is referred to [2, 8, 19 ] for more details.
Vanishing Ideals of Distinct Points
We now consider a special class of ideals. Again, let F be any field. For any subset V ⊆ F m , define
that is, the set of polynomials that vanish on all the points in V . One can easily check that I(V ) is an ideal in F[x 1 , . . . , x m ]; it is called the vanishing ideal of V . If V = {P 1 , . . . , P n }, I(V ) is also written as I(P 1 , . . . , P n ). In coding theory and other applications (see, for example, [24] for statistics and [23] for biology), the points are given, and one is interested in polynomials that vanish on the points and are "smallest" in a certain sense. Gröbner basis methods provide an efficient tool for this purpose.
More precisely, the problem we consider is, given any distinct points P 1 , . . . , P n ∈ F m and any monomial order on F[x 1 , . . . , x m ], to compute the reduced Gröbner basis for the vanishing ideal I(P 1 , . . . , P n ). A polynomial time algorithm for this problem was first given by Buchberger and Möller (1982) [7] and significantly improved by Marinari, Möller and Mora (1993) [21] and Abbott, Bigatti, Kreuzer and Robbiano (2000) [1] . These algorithms perform Gauss elimination on a generalized Vandermonde matrix and have a polynomial time complexity. Recently, O'Keeffe and Fitzpatrick (2002) [22] studied this problem from a coding theory point of view. They present an algorithm that is exponential in the number of variables, and the Gröbner basis which they compute is not reduced.
We present an alternate method that is a generalization of Newton's interpolation for univariate polynomials. Our algorithm is similar to the approach of O'Keeffe and Fitzpatrick but computes the reduced Gröbner basis. Even though the time complexity of our algorithm is still exponential, its practical performance improves upon both O'Keeffe and Fitzpatrick's algorithm and the linear algebra approach mentioned above when the number of variables is relatively small compared to the number of points. We provide running time comparisons based on computer experiments for various monomial orders. We also present a preprocessing technique that significantly enhances the performance of our algorithm, the O'Keeffe-Fitzpatrick algorithm and, surprisingly, even the Gauss elimination algorithms.
3.1. Algorithm. In this section we present a solution to the problem of computing a Gröbner basis for the vanishing ideal of a finite set of distinct points. Throughout this section, we fix an arbitrary monomial order on F[x 1 , . . . , x m ], and P 1 , . . . , P n are n distinct points in F m .
We first state a result that gives a simple criterion on when a set of polynomials form a Gröbner basis for I = I(P 1 , . . . , P n ). For g 1 , . . . , g s ∈ I = I(P 1 , . . . , P n ), {g 1 , . . . , g s } is a Gröbner basis for I if and only if |B(g 1 , . . . , g s )| = n.
Lemma 1.
The proof is omitted, as it follows from standard results in the literature. Our algorithm is based on the following lemma.
Lemma 2. Suppose G = {g 1 , . . . , g s } is a Gröbner basis for I(V ), for a finite set V ⊂ F m . For a point P = (a 1 , . . . , a m ) / ∈ V , let g i denote the polynomial in G with smallest leading term such that g i (P ) = 0, and definẽ
=i, and
. . , g im } is a Gröbner basis for I(V ∪ {P }).
Proof: Since P / ∈ V , at least one polynomial in G must be nonzero when evaluated at P ; hence, g i exists.
Certainly, G ⊆ I(V ∪ {P }) as the new and modified polynomials evaluate to zero at all points in V ∪ {P }. Denote LT(g i ) by x α . We claim that
By the choice of i, LT(g j ) = LT(g j ), for all j = i. Also, since g i was replaced in G by g i1 , g i2 , . . . , g im , whose leading terms are x α x 1 , x α x 2 , . . . , x α x m , we know that x α is the only monomial not in B(I(V )) that is in B(I(V ∪ {P })). Thus, (1) is satisfied, and |B( G)| = |B(G)| + 1. Since G is a Gröbner basis for I(V ), we have |B(G)| = |V |, and the conclusion follows from Lemma 1.
Notice that for some of the g ik , LT(g ik ) may be divisible by the leading term of another polynomial in G. In such a case, g ik may be omitted from G. In fact, we can check for this property before computing g ik so that we save ourselves needless computation. In so doing, we also guarantee that the resulting G is a minimal Gröbner basis for I(V ∪ {P }).
We must, however, be even more careful if we wish to compute the (unique) reduced Gröbner basis. Notice that the reduction of any polynomial g ∈ G with respect to G\{g} requires the use of only those polynomials in G which have leading term smaller than LT(g). Thus, it is easily seen that theg j , j = i, are already in normal form since G was reduced to begin with. Any of the g ik , though, may need to be reduced. If upon computing g ik we immediately reduce it with respect to the "current" G (before computing the remaining g i(k+1) , . . . , g im ), then we must recompute the normal form of g ik if one of the later g ik is smaller than g ik . To circumvent this situation, we order the variables so that x 1 < x 2 < · · · < x m . Thus, in Algorithm 1 G is always stored in such a way that the leading terms of all of its polynomials are in increasing order; hence, each g ik need only be reduced once. In the algorithm below, N ormal(h, G) denotes the unique remainder of h when reduced by polynomials in G.
Lemma 2 and the above remarks imply the following theorem.
Theorem 3. For a finite set V ⊆ F m and a given monomial order, Algorithm 1 returns the reduced Gröbner basis for I(V ).
3.2.
Time complexity and comparison with current methods. In the reduction step in line 13, we use the standard long-division technique, sometimes called Buchberger reduction. This reduction has a worst-case time complexity that may be exponential in the number m of variables. However, in practice the performance of Algorithm 1 is much better than this.
As we mentioned earlier, the methods in Buchberger and Möller (1982) [7] , Marinari, Möller and Mora (1993) [21] , and Abbott, Bigatti, Kreuzer and Robbiano Algorithm 1: Vanishing ideals of distinct points 1 Input: P 1 , P 2 , . . . , P n ∈ F m , and a monomial order. Label the variables so that x 1 < x 2 < · · · < x m . 2 Output: G, the reduced Gröbner basis for I(P 1 , . . . , P n ), in increasing order. 3 4 /* Initialization */ 5 G := {1}; / *the ith polynomial in G is denoted g i */ 6 7 FOR k from 1 to n DO 8
Find the smallest i so that g i (P k ) = 0; 9 The Gröbner basis found via the method of O'Keeffe and Fitzpatrick [22] is minimal in the sense that the number of polynomials in the basis is the smallest possible, but the length of the polynomials computed may grow exponentially in the number m of variables. Hence, it has an exponential time complexity. For example, for 200 random points in F 10 5 , the largest polynomial in O'K-F's Gröbner basis typically has roughly 300 terms for glex order, and roughly 1500 terms for pure lex order. So, most of the computing time in O'K-F is taken up with dealing with large polynomials, and most of the time in Algorithm 1 involves the reduction step, i.e., computing N ormal(g, G) .
Computer experiments (for details, see [10] ) indicate that as long as the number of variables is small with respect to the number of points, say m ≤ 12 for up to 1000 points, Algorithm 1 has an advantage over both MMM and O'Keeffe-Fitzpatrick. When m is very small, say m < 5, the advantage of Algorithm 1 over MMM is significant: by a factor ranging from two to ten. When the number of variable climbs above 12, the linear algebra approach of MMM is faster than O'K-F and Algorithm 1. In most practical applications of coding theory, m is usually small, say m ≤ 3.
Padé Approximation
The classical Padé approximation theory for univariate polynomials says that for any polynomials f, g ∈ F[x], where F is any field and g has degree n > 1, and for any positive integers n 1 and n 2 with n 1 + n 2 = n + 1, there are polynomials a ∈ F[x] of degree < n 1 and b ∈ F[x] of degree < n 2 so that
and the ratio b/a is unique for all the solutions a and b. Furthermore, the extended Euclidean algorithm can be used to find a minimal solution a and b.
Multivariate polynomials have a similar theory. Given a function f (x 1 , . . . , x m ), the generalized Padé approximation problem is to find suitable polynomials a, b ∈ F[x 1 , . . . , x m ] so that f ≡ b a modulo some predetermined conditions. The details of the requirements for a and b vary for different types of problems. A general approach is to consider solutions of the form
where I ⊂ F[x 1 , . . . , x m ] is a given ideal. In the univariate case above, I is the ideal generated by g in F[x]. In the multivariate case, the ideal I is more complicated. For different choices of ideals, (3) generalizes various forms of approximation that are studied in the literature.
The straightforward approach to finding a suitable Padé approximant is to recognize (3) as a homogeneous linear system (where the coefficients of a and b are unknowns) and to apply Gauss elimination. This linear algebra approach has cubic complexity in the number of coefficients in a and b. We measure the degree of approximation by the total number of coefficients in a and b. When the number of variables is small compared to the degree of approximation, a more efficient approach is via Gröbner bases [14, 20, 11] . We describe below the most recent results from [11] .
We fix an arbitrary monomial order on F[x 1 , . . . , x m ]. As mentioned in the introduction section, B(I) is a monomial basis for the quotient ring F[x 1 , . . . , x m ]/I as a vector space over F. For the Padé approximation problem in (3), I is a zerodimensional ideal in F[x 1 , . . . , x m ], so the quotient ring F[x 1 , . . . , x m ]/I is finite dimensional as a vector space over F. We call this dimension the degree of I. The degree of I corresponds to the degree of approximation mentioned above. The Padé approximation problem is to find certain "minimal" solutions a and b for any given monomial order.
Let z be a new variable and define
In other words, M f is the collection of all the polynomials in F[x 1 , · · · , x m , z] that have degree at most one in z and becomes zero modulo I when z is replaced by f . One can check that M f has the following properties: 
Furthermore, the reduced Gröbner basis for M f under a certain term order contains a solution az + b of the above form.
The main problem in the above theorem is to define an appropriate term order on polynomials of the form az + b that extends any given monomial order on F[x 1 , . . . , x m ]. The basic idea is to introduce weights on the variable z based on the weights of x αn 1 and x αn 2 imposed by the given monomial order on F[x 1 , . . . , x m ]. For more details on this, we refer the reader to [11] . We should mention that the ratio b/a is in general not unique any more for multivariate polynomials. Also, when the monomial order used changes, the solution will often change as well.
In our coding theory application, the polynomial f is given implicitly. Given points P 1 , . . . , P n ∈ F m and n values r 1 , . . . , r n ∈ F, the polynomial f is defined to be any polynomial in F[x 1 , . . . , x m ] such that
That is, f is an interpolation polynomial.
In several applications, one needs to find an explicit interpolation polynomial that is smallest in a certain sense. In such a case, Algorithm 1 can be used to find a desired interpolation polynomial simply by computing the reduced Gröbner basis for the vanishing ideal of the augmented points (P 1 , r 1 ) , . . . , (P n , r n ). The following theorem indicates how an interpolation polynomial arises in such a Gröbner basis. F[x 1 , . . . , x m ] , and let G be the reduced Gröbner basis for I = I(P 1 , . . . , P n ) and B(I) = {x α1 , . . . , x αn }, the corresponding monomial basis.
Theorem 5. Fix any monomial order on
(i) For any r 1 , . . . , r n ∈ F, there is a unique polynomial f = n i=1 f i x αi , where f i ∈ F, satisfying (5).
(ii) Define a new variable z and the unique monomial order on F[x 1 , . . . , x m , z] that extends the given monomial order on F[x 1 , . . . , x m ] and that has z larger than all monomials in x 1 , . . . , x m . Then the reduced Gröbner basis for I ((P 1 , r 1 ) , . . . , (P n , r n )) is of the form G ∪{z −f}, where f is the unique polynomial in (i).
In our decoding application, however, we don't need to find any interpolation polynomial f explicitly. Note that if f is an interpolation polynomial satisfying (5), then az + b ∈ M f if and only if az + b vanishes on the points (P 1 , r 1 ) , . . . , (P n , r n ); that is,
Hence, Algorithm 1 can be used to find a desired solution az + b ∈ M f from the augmented points (P 1 , r 1 ) , . . . , (P n , r n ) directly without first finding an explicit form for f . One needs simply to restrict the degree of the last variable z to be at most one in the process of the algorithm. The more subtle part is to define appropriate weights on z, for details on this the reader is again referred to the paper [11] . Theorem 4 guarantees that minimal solutions az + b ∈ M f can indeed be computed via Gröbner basis techniques. This approach is more efficient than linear algebra approach when the number of variables is small compared to the number n of points.
Construction and Decoding of Linear Codes
In this section, we show how Gröbner basis techniques can be used to construct linear codes that can be decoded efficiently. These codes includes the well-known Reed-Solomon codes, Hermitian codes, and, more generally, any one-point algebraic geometry code. More detail may be found in [12] . 5.1. Construction. For a given block length n, dimension k and alphabet size q, we use the following method to construct (n, k) linear codes over any finite field F q .
Choose any set of n distinct points V = {P 1 , P 2 , . . . , P n } from F m q , where m is any integer such that q m ≥ n. Let I = I(V ) be the vanishing ideal of V . Fix a monomial order on F[x 1 , . . . , x m ] (which may depend on the geometric structure of the points in V ), and let the elements in the corresponding monomial basis of I be x α1 , . . . , x αn which are arranged in increasing order. Recall that these monomials are linearly independent modulo I, which implies that the matrix     
. . .
has rank n, where x α (P ) denotes the value of a monomial x α at a point P . Define L k ⊆ F[x 1 , . . . , x m ] to be the linear span over F q of the first k monomials, that is,
Then we define a code C by
Equivalently, C is the linear space spanned by the first k rows of the above matrix, hence C is an (n, k) q linear code. Hereafter, we refer to such a code as a polynomial code. The reader is reminded that this term may carry different meanings in other coding theory contexts; for example, see [18, 5, 4] .
Note that there is a lot of freedom in this construction. The alphabet size q can be any prime power, the block length n can be arbitrary, likewise for the point set V and the monomial order. The error correction capability of a polynomial code depends highly on the point set and the monomial order used. As the examples below indicate, certain sets of points result in codes with large minimum distances, in fact, in maximum distance separable codes. The other extreme is also possible. Of course most randomly constructed polynomial codes have a minimum distance that lies somewhere between. In general, determining the minimum distance of these codes seems to be a difficult problem.
5.2.
Examples. We demonstrate how several well-known classes of codes appear as special cases of our polynomial codes.
Reed-Solomon codes. Suppose V = F q . Then x q − x forms a Gröbner basis forI(V ), thus B = {1, x, . . . Hermitian codes. Suppose q = v 2 where v is any prime power. Consider the set V of all the points (α, β) ∈ F 2 q that lie on the following so-called Hermitian curve
One can check that for each α ∈ F q there are exactly v elements β ∈ F q so that
Hence, V has n = qv = v 3 points. Note that
We define a monomial order on F[x, y] using first the (v, v + 1)-weight degree and then the degree in y (this makes y v the leading term in y v + y − x v+1 ). Then x q − x and y v + y − x v+1 form a Gröbner basis for I(V ), and the corresponding monomial basis is {x i y j : 0 ≤ i < q, 0 ≤ j < v}.
Note that each of these monomials has different (v, v +1)-weighted degrees. For any k < n, let L k be the linear span of the smallest k monomials in (8) . Then L k defines an (n, k) Hermitian code. The minimum distance of this code is d = n − k + 1 − g for k > 2g where g = v(v − 1)/2 is the genus of the Hermitian curve.
Algebraic geometry codes. Hermitian codes are a special case of a large class of powerful codes called algebraic geometry codes. These codes are defined by points on algebraic curves (which could lie in a higher dimensional space). Their construction uses divisors and pole orders. One can show that any one-point algebraic geometry code can be converted into a polynomial code in our framework [12] . Hence, our code construction includes all the good one-point algebraic geometry codes.
5.3. Decoding. We describe a simple decoding procedure for polynomial codes that seems to perform well on average. Suppose r = (r 1 , r 2 , . . . , r n ) is a received vector. If V = {P 1 , . . . , P n } is the set of points in F m q that is used to define the polynomial code, then we create a set of augmented points:
Define the vanishing module of V r to be
Notice that if no errors occur, i.e., r = c = (f(P 1 ), . . . , f(P n )), then M (V r ) = M f as defined in Section 4.
We next compute the reduced Gröbner basis G for M (V r ) under the term order of Theorem 4 (described in [11] ). Specifically, if x α k is the largest monomial in L k , then choose weights for the placeholder variable z so that z and x α k are consecutive terms in M (V r ) with z > x α k . Each polynomial in G is of the form g = u · z + v, u, v ∈ F q [x 1 , . . . , x m ]. We are especially interested in the smallest g 0 = u 0 ·z+v 0 ∈ G such that LT(g 0 ) is divisible by z.
We take this u 0 to be an error-locator polynomial. That is, if u 0 (P i ) = 0, then we conclude that r i is in error. More precisely, an error locator must evaluate to zero for each P i such that r i is in error, and it may evaluate to zero for a small number of P i such that r i is not in error. To understand the motivation for treating u 0 in such a way, notice that for any error-locator polynomial, say w ∈ F q [x 1 , . . . , x m ], w · (z − f ) ∈ M (V r ) since either r i = c i implying (z − f )(P i , r i ) = 0 or r i = c i implying w(P i ) = 0. We expect the smallest such error locator to appear in one of the entries in G; in fact, we expect u 0 to be this small error-locator polynomial.
There are two scenarios in which this decoding strategy might fail to find a suitable error-locator polynomial. First, if more errors occur than the code is able to correct, then we expect that the leading term of w · (z − f ), for any error locator w, will be too large to be in G; that is, there would be a smaller u · z + v ∈ M (V r ) with LT(u·z +v) dividing w·z. Secondly, if the points P 1 , . . . , P n have a particularly bad geometric structure (usually meaning a large number of the points satisfy a polynomial with small weighted degree), then we might also have the case in which every legitimate error-locator polynomial is reduced by some smaller polynomial. Incidentally, in the latter case the algorithm usually returns a nearby codeword, but not the closest codeword.
Once a suitable error locator is found, we find the Gröbner basis for M (V r ), where V r = V r \ {(P i , r i ) : u 0 (P i ) = 0}.
Again, we look for the smallest polynomial with leading term divisible by z. We note that z − f ∈ M (V r ) and, in fact, must be this small polynomial which we have found. We emphasize again that this final step depends on the existence of a suitable error-locator polynomial.
In summary the decoding process is This decoding method works reasonably well in general. In certain cases it does quite well. When applied to Reed-Solomon codes, for instance, it is equivalent to the recent algorithm described in [15] . For other algebraic geometry codes, the decoder provably corrects up to (d − 1 − g)/2 errors (where g denotes the genus of the curve). In practice, the theoretical examples that cause failure in the range ((d − 1 − g)/2, (d − 1)/2]) rarely occur, so the decoder usually performs better than is guaranteed by the theory. Additionally, we are able to use this decoding strategy to decode a randomly constructed polynomial code (about which we know very little concerning its minimum distance). The decoding results for these random codes are more complex to describe, and we again refer the reader to [12] for details.
Finally, in practice we are sometimes interested in correcting erasures as well as errors. An erasure is simply a position in a received vector that we know has a high probability of being in error. We note that our decoding procedure is able to handle erasures without any additional time complexity-in fact, erasure information actually improves the computational performance of our decoding.
Final Remarks
We have presented a general framework for constructing linear codes together with a decoding algorithm. We use only the basic concepts from Gröbner basis theory which itself is more elementary than algebraic geometry. Even though we can not say much about the minimum distances of the codes constructed, our computer experiments indicate that our decoding algorithm performs reasonably welll compared with the Shannon's entropy bound. It is desirable to improve on the efficiency of our decoding algorithm. In particular, we wonder if the majority voting technique introduced by Feng and Rao [13, 9] for algebraic geometry codes can be adapted to our polynomial codes. It is not clear how this can be done, since our decoding algorithm does not compute any syndromes. Also, further work is needed to understand the minimum distances of polynomial codes and how how they depend on the geometric structure of the points that are used to define the codes. Finally, it would be of interest to see how our method can be adapted to construct quantum codes that have a natural decoding algorithm. 
