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Abstract The advent of new data sets describing soil texture and associated soil properties offers the
promise of improved hydrological simulation. Here we describe the composition of a new soil texture data
set and its implementation into a specific land surface modeling system, namely, the Catchment land sur-
face model (LSM) of the NASA Goddard Earth Observing System version 5 (GEOS-5) modeling and assimila-
tion framework. First, global soil texture composites are generated using data from the Harmonized World
Soil Database version 1.21 (HWSD1.21) and the State Soil Geographic (STATSGO2) project, with explicit con-
sideration of different levels of organic material. Then, the LSM’s soil parameters are upgraded using the
new texture data, with hydraulic parameters derived for the more extensive set of texture classes using
pedotransfer functions. Other changes to the LSM parameters are included to further support simulations at
increasingly fine resolutions. A suite of simulations with the original and new parameter versions shows
modest yet significant improvements in the Catchment LSM’s simulation of soil moisture and surface hydro-
logical fluxes. The revised LSM parameters will be used for the forthcoming Soil Moisture Active Passive
(SMAP) soil moisture assimilation product.
1. Introduction
In recent decades, improvements in the physical formulations and parameterizations of land surface models
(LSMs) have led to improved global simulations of hydrological variables [Balsamo et al., 2009; Reichle et al.,
2011; Albergel et al., 2012]. Such improvements are important for several reasons. LSMs, when used as part
of an Earth modeling system, provide critical boundary conditions for weather and climate simulations [Dir-
meyer, 2000; Koster et al., 2004]. LSMs also have many direct hydrological applications (e.g., streamflow pre-
diction [Wood and Lettenmaier, 2006]), they provide the auxiliary information needed to produce satellite-
based retrievals of geophysical quantities such as soil moisture [e.g., Entekhabi et al., 2010a; Kerr et al., 2012],
and they serve as the modeling component for the land data assimilation systems that add value to either
satellite-based retrievals or directly observed microwave signals [Reichle et al., 2014].
The climatology and temporal dynamics of simulated soil moisture are strongly affected by the soil parame-
ters used in the simulation system [Dharssi et al., 2009; Baroni et al., 2010; Comer and Best, 2012], particularly
the soil hydraulic parameters (SHPs). Models relying, for example, on the Richards’ equation [Richards, 1931]
to transport soil moisture between soil layers require information on, among other things, the hydraulic
conductivity of the unsaturated soil and the functional relationship between degree of saturation and soil
matric potential. These SHPs are strongly tied to soil texture. Sandy soils, for example, drain more easily
than clay soils and have, for a given moisture content, a much higher hydraulic conductivity.
Historically, modeling groups have used spatial distributions of soil texture to infer the distributions of SHPs
needed for their models. Under one common strategy, SHPs are extracted directly from lookup tables—a
basic class of soil texture (e.g., sandy loam) for a land element is assumed based on field measurements,
and the lookup table provides, for that class, the saturated hydraulic conductivity, the pore size distribution
index, and all of the other SHPs needed for hydrological simulation (e.g., Global Soil Wetness Project,
GSWP2 [Dirmeyer and Oki, 2002]). The lookup tables are generally built around a limited number of broad
soil classes. The U.S. Department of Agriculture (USDA) ‘‘soil texture triangle’’ [USDA Soil Survey Staff, Bureau
of Plant Industry, Soils and Agricultural Engineering, 1951], for example, maps the estimated percentages of
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sand, silt, and clay at a given location into one of 12 defined soil classes (illustrated in Figure 1a), and lookup
tables based on this or similar classifications are available in the literature [e.g., Rawls et al., 1982; Cosby
et al., 1984].
While convenient, there is a fundamental problem with this strategy—within each broad soil class, the vari-
ability of SHPs can be very large and can even exceed the between-class variability [McCuen et al., 1981; Loos-
velt et al., 2011]. Simply put, a soil classification scheme with a limited number of broad classes may be
inadequate for defining the soil parameter variability that controls soil moisture behavior in nature. The prob-
lem is exacerbated if (as is common practice) modelers utilize tables that do not account for the presence of
organic material in the soil. Organic material has a large impact on soil hydraulic and thermal parameters
[Rawls et al., 2003]. Organic carbon (OC) affects the bulk density, hydraulic conductivity, and the range
between wilting point and field capacity [Kay et al., 1997; Rawls et al., 2003; Wesseling et al., 2009]. Rawls et al.
[2003] found a 25% increase in the accuracy of water retention estimates when OC is considered over that
achieved using textural class information alone. OC also affects soil thermal properties: it has a low thermal
conductivity and a high heat capacity [Farouki, 1981; Letts et al., 2000; Lawrence and Slater, 2000].
These limitations can be addressed through the use of pedotransfer functions (PTFs) [W€osten et al., 1999;
Wagner et al., 2001; Saxton and Rawls, 2006; Cronican and Gribb, 2004]. The construction of these PTFs
involves the analysis of soil hydrology data collected in the laboratory using multivariate regression or artifi-
cial neural networks; the equations that fall out of these analyses allow the direct conversion of sand, silt,
clay, and organic matter percentages into the desired SHPs. Applying the PTFs to a more comprehensive
catalog of soil textures (and organic content) leads to a more comprehensive lookup table for the SHPs and
thus to a more complete representation of the variability of soil properties found in nature. Still, it is impor-
tant to note that most PTFs are only valid within a specific range of texture and for limited organic matter
contents. SHPs for highly organic soils are usually estimated separately [Lawrence and Slater, 2000; W€osten
et al., 2001b].
The PTF approach is used in the present paper. It is important, however, to acknowledge the existence of
other approaches to estimating SHPs, including those utilizing remotely sensed soil moisture retrievals [San-
tanello et al., 2007; Pauwels et al., 2009; Salvucci and Entekhabi, 2011; Harrison et al., 2012]. This type of
approach (not discussed further here) comes with its own set of issues; the retrievals, for example, inherently
include some assumption about soil texture, which may be inconsistent with the texture assumed in the
land surface model, and the optimized SHP values and the feasibility of a global calibration effort will depend
on the choice of the calibration algorithm and on the coverage and quality of the remote sensing data.
While the main focus of this paper is on improving the SHPs for hydrological simulations, the update in soil
texture is also beneficial as input to diagnostic simulations of, for example, brightness temperature [De
Figure 1. (a) Delineation of the 12 soil classes in the baseline version, based on the USDA soil classification. (b) Delineation of 84 mineral
classes for one of three OC categories (category 1) in the revised version. The colors are keyed to the wilting point for each soil class. Figure
1b also illustrates the calculation of the representative mineral root zone (0-100 cm) class from the sand, silt, and clay percentages of the
3000 grid cells within one land model simulation element. In this context, the dots indicate the surface (0-30 cm) and subsurface (30-100 cm)
percentages for individual 3000 grid cells, the white cross indicates their geometric centroid, and the white dot indicates the representative
root zone soil sample that is closest to the geometric centroid of the (vertically) weighted dots. See text for details.
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Lannoy et al., 2013] or to retrieve soil moisture from satellite-based observations of microwave radiation
[Entekhabi et al., 2010a; Kerr et al., 2012]. The composite new soil texture information presented herein will
provide key background information for the creation of soil moisture products that will be delivered with
the upcoming Soil Moisture Active Passive (SMAP) mission.
Section 2 describes how we put together a global soil texture data set by merging, in a sensible way, exist-
ing data sets from multiple sources. Our construction of a more comprehensive lookup table for SHPs is
also described in section 2. The application of the PTFs to the merged global soil texture data results in
global distributions of SHPs, and the impacts of these new parameter values, along with some additional
changes, on simulated hydrological variables are evaluated in section 3. The land model utilized in the eval-
uations is the Catchment land surface model (Catchment LSM [Koster et al., 2000]), a part of the Goddard
Earth Observing System Model version 5 (GEOS-5) framework developed by the Global Modeling and
Assimilation Office at the NASA Goddard Space Flight Center. GEOS-5 is used to generate widely used rean-
alysis data products, including the Modern-Era Retrospective analysis for Research and Applications
(MERRA) [Rienecker et al., 2011], its supplemental land surface reanalysis (MERRA-Land) [Reichle et al., 2011],
and the forthcoming MERRA version 2 reanalysis (MERRA2). GEOS-5 is further used to generate near-real
time atmospheric data assimilation and forecast products (https://gmao.gsfc.nasa.gov/products). The ‘‘base-
line’’ simulations in this paper use settings similar to those used in MERRA-Land and MERRA2. The land sur-
face system in MERRA-Land includes some upgrades compared to MERRA and is similar to the land surface
component of MERRA2 (with small differences discussed below), but none of these systems yet include the
update in soil texture and SHPs that will be detailed in this paper. The Catchment LSM will also be used to
generate the SMAP Level 4 Surface and Root Zone Soil Moisture data product (L4_SM [Reichle et al., 2012]).
Simulations with the ‘‘revised’’ GEOS-5 texture and SHP information presented here closely mimic the set-
tings that are expected for the initial version of the SMAP L4_SM product.
We emphasize that the choices made in the composition of the new soil texture database and the derivation
of the new SHPs are largely driven by the particular needs of our global land surface modeling system. Given
the current state of modeling, we leave for future consideration a number of other potentially important
aspects of the problem, including soil chemical composition [Shangguan et al., 2014], high vertical resolution
soil texture profiles [Dai et al., 2013], the presence of rocks [Cosh et al., 2008] and other impurities, tropical
soils [Minasny and Hartemink, 2011], soil heat dynamics [Lawrence and Slater, 2000], and soil management.
These issues will undoubtedly require more attention in soil data sets as global land models evolve, and they
are indeed starting to garner attention, as indicated by the noted studies. For our purposes, the more limited
reconfiguration of our representation of soils, as described herein, is nevertheless still substantial, and the
impacts found here should have relevance beyond GEOS-5. That is, given the current state of the art in global
land surface modeling, our findings should have relevance to global modeling efforts in general.
2. Updated Classification of Soils and Their Associated Hydraulic Properties
2.1. Updated Soil Texture and Organic Carbon Maps
The soil texture map used to derive SHPs in the original, ‘‘baseline’’ versions of the GEOS-5 Catchment LSM
is based on the National Oceanic and Atmospheric Administration National Geophysical Data Center (NGDC
[Reynolds et al., 2000]) texture data, which is essentially an interpretation of the Food and Agriculture Orga-
nization (FAO)—United Nations Educational, Scientific and Cultural Organization (UNESCO) Soil Map of the
World [FAO/UNESCO, 1971–1981]. For our new soil classification, we upgrade the texture information with
more recent or more accurate (e.g., more highly resolved) information, effectively merging two sources of
mineral and organic texture data into a single global surface and root zone texture map. Recently, Shang-
guan et al. [2014] generated a composited global soil database with mineral texture and chemical proper-
ties at eight soil layers to a depth of 2.3 m. Our focus here is somewhat different, for we aim to produce a
composited texture data set that is especially amenable to the robust production of SHPs for a typical
global land surface modeling system. Given the uncertainty associated with spatially extrapolating local
soil profile information and the associated SHPs, we limit the information to surface and root zone charac-
teristics only. Furthermore, we added improved soil texture information over the U.S., which helps remote
sensing (e.g., SMAP) and modeling evaluation efforts over this domain.
Our first data source is the high-resolution State Soil Geographic (STATSGO2) [NRCS Soil Survey Staff, USDA,
2012] texture data set, which contains information for the U.S. (including Alaska, Hawaii, and Puerto Rico).
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STATSGO2 soil survey areas are mapped at a scale of 1:250,000 across the conterminous U.S. and
1:1,000,000 in Alaska, with a minimal map unit size delineation of 2500 acres.
The second contributing data set is the Harmonized World Soil Databank version 1.21 (HWSD1.21) [FAO/
IIASA/ISRIC/ISSCAS/JRC, 2012]. The HWSD1.21 combines the European soil database, the soil map of China,
and numerous regional databases with the information contained in the FAO-UNESCO Soil Map of the
World [FAO/UNESCO, 1971–1981]. This data set covers most of the globe with a nominal resolution of 3000
(1 km). The HWSD1.21 does not yet include the STATSGO2 database for the U.S. and similar national data-
bases for Canada and Australia, but the inclusion of these databases is foreseen in future HWSD updates. To
satisfy our immediate need for an updated soil data set for the SMAP mission, we implemented the merger
of HWSD1.21 and STATSGO2 ourselves.
Both contributing data sets provide information on the sand, silt, and clay fractions of the soil, as well as on the
organic carbon (OC) or organic matter (OM) content in a surface layer (0–30 cm) and a subsurface layer (30–
100 cm). Where needed, OM (weight % of organic molecules in the bulk soil) is converted to OC (weight % of
carbon itself) using the conversion OM5 1.72 OC, based on the fact that soil organic matter contains approxi-
mately 58% carbon. We only extract sand and clay from the STATSGO2 soil databank. Silt percentage was com-
puted as the residual to ensure that the sum of mineral components adds up to 100%. (Note that in the original
data set, the sum of the sand, silt, and clay percentages occasionally and erroneously differs from 100%.)
We construct the merged data set on a global 3000 grid, which matches that of the HWSD1.21 database.
Prior to merging the HWSD1.12 and STATSGO2 texture data, the vector (shape) information in the
STATSGO2 data set is mapped to the 3000 resolution by selecting the dominant mineral soil texture (based
on areal coverage) and by averaging the organic material across the shapes that fall within each 3000 grid
cell. The dominant mineral soil texture is selected in order to ensure that we use soil properties correspond-
ing to those of a soil that actually exists within the grid cell.
The merged product is constructed by using STATSGO2 data where available. Outside of the STATSGO2
area, HWSD1.21 information is used. This approach is taken for mineral texture and OC separately; if, for
example, STATSGO2 does provide information on OC, but does not provide complete information on sand
and clay, we use OC from STATSGO2 and mineral texture from HWSD1.21. However, at each location, we
require that the surface and subsurface soil information are taken from the same data source.
When information for either the surface or the subsurface layer is missing, the information is inferred from
that of the available layer. For mineral texture, the available layer’s information is applied directly to the
missing layer, while for OC, we assume a subsurface-to-surface ratio of 0.3, based on a global calculation of
this ratio at locations with complete OC profile information. At 3000 grid cells where both the surface and
subsurface information is missing for the mineral texture, the data are filled by assigning the texture of the
3000 grid cell that has the median sand of all the available textures in the vicinity. Similarly, the 3000 grid cells
with missing OC values are filled using the median OC value of the available OC in the vicinity. Alternatively,
some areas with missing data could perhaps be assigned the soil properties of dune sand or salt flats as in
Batjes [2012]. But note that this approach is problematic in the subsurface layer where data are often miss-
ing in mountainous areas where soil may not exist because of solid rock formations. We fill the missing
value anyway because the global land surface model requires spatially complete fields of soil texture. The
depth to bedrock parameter will, in any case, limit the soil thickness in rocky areas. In the future, if the
assignment of ‘‘rock’’ or other nonsoil surface types is desired in certain locations, the filled-in soil parame-
ters at those locations can be easily overwritten.
The areal contribution of each data source to the final merged mineral texture field is illustrated in Figure 2.
Similar areal contributions are found for OC (not shown).
2.2. Assignment of Dominant Texture to Land Surface Model Elements
The simulation elements utilized by a global LSM are generally much larger than the 3000 resolution of the
soil texture data set. For example, the simulations in this study will be performed at either 36 or 9 km resolu-
tion. Thus, prior to determining SHPs for a given element, the ‘‘representative’’ soil class for the element
must be established. In fact, two soil classes are established for each simulation element, one for the 0–
30 cm surface zone and another for the combined 0–100 cm layer, which includes both the surface and the
subsurface layer. In keeping with the Catchment model terminology, we also refer to this combined layer as
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the ‘‘root zone’’ layer. The surface texture is used only to parameterize surface layer moisture transport time
scales, whereas the root zone class determines all other soil parameters. The selection of an element’s soil
class for either vertical zone is accomplished in two steps.
The first step involves identifying the dominant organic carbon category (OC category) for the land simula-
tion element. We define a total of four OC categories. Three of these categories contain low to moderate
levels of OC, which can be used directly in PTFs:
1. 0%OC< 0.40% (nominal value5 0.26%),
2. 0.40%OC< 0.64% (nominal value5 0.46%), and
3. 0.64%OC< 8.72% (nominal value5 1.12%),
where the percentage units are in terms of weight. The fourth OC category, ‘‘peat,’’ encompasses all soils
with OC levels 8.72% (or, equivalently, OM 15%5 8.72% 3 1.72). Soils in this ‘‘peat’’ category are
assigned a distinct set of SHPs (see below). The OC boundaries indicated for the first three categories are
the tercile boundaries for all OC content values below a maximum threshold of 8.72% by weight, derived
from a weighted global distribution in the surface and subsurface soil at 3000 resolution and prior to any spa-
tial gap filling. The nominal value corresponds to the median OC value for each category. We have verified
(not shown) that three OC categories are indeed sufficient to capture important sensitivities of SHPs to OC
content in the low to moderate range.
With these categories defined for each 3000 grid cell in the data set, the number of grid cells of each OC cat-
egory lying within the LSM simulation element is determined. The OC category with the greatest number of
grid cells in the simulation element is deemed the OC category for the element as a whole and only those
grid cells with OC values in the dominant OC category are retained in the next step.
The second step in determining the LSM simulation element’s representative soil class involves establishing
a representative ‘‘mineral class’’ for the element. The approach used here is built on the soil texture triangle,
which we now partition into small triangles representing refined soil classes with increments of 10% in the
sand, silt, and clay percentages, as illustrated in Figure 1b. This results in 84 small triangles with up to 60%
of clay content. (For higher clay contents,
many of the PTFs described below are
invalid.) Each 3000 grid cell lying within the
dominant OC category of a land simulation
element is associated with a particular per-
centage of sand, silt, and clay and can be rep-
resented by a unique dot in the triangle, as
illustrated in Figure 1b. The figure shows
how a root zone (0–100 cm) soil class is
determined based on a weighted combina-
tion of surface (0–30 cm) and subsurface (30–
100 cm) 3000 samples. We determine the sin-
gle ‘‘representative’’ sample closest to the
geometric centroid (illustrated by a cross) of
all individual 3000 grid cell samples. If that rep-
resentative sample (identified by the white
dot) lies inside one of the 84 small triangles
in Figure 1b, then that triangle is taken to be
the mineral class for the land simulation ele-
ment. (Note that the triangle associated with
the representative sample might differ from
the triangle that is associated with the cent-
roid, and this is acceptable; we want to
ensure, as much as possible, that we choose
a soil texture known to exist somewhere
Figure 2. Contribution of individual soil data sources to the revised global
composite soil texture map (3000) for the (a) surface and (b) subsurface
layer.
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within the element.) If the representative sample lies above the small triangles (amounting to less than 1%
of the total land area), the nearest small triangle is chosen as the mineral class. The same procedure is fol-
lowed to determine the surface mineral class, but using surface information only (i.e., without any weighting
of surface and subsurface information).
The representative OC category and mineral class for an element together categorize the element as being
in one of 253 possible soil classes: 84 mineral classes are defined for each of the first three OC categories,
with an additional 253rd class representing ‘‘peat.’’ Combined with the PTFs described below, this allows
253 distinct representations of soil hydraulic behavior in the model. The original GEOS-5 soil characteriza-
tion, in contrast, defined only 12 distinct soil classes, as indicated in Figure 1a, and thus only 12 representa-
tions of hydraulic behavior. Also, in the original classification, distinct OC categories were not considered.
The above classification of soil classes is based purely on the mineral and organic composition of the soil.
Alternative classification strategies exist; the soils could be stratified, for example, based on effective
hydraulic properties [Bormann, 2010]. Such alternative approaches, however, might preclude other applica-
tions of the data set, such as its use in associated radiative transfer modeling efforts, for which explicit soil
textures are required. For consistency with such other efforts, the texture-based classification described
above has a distinct advantage.
2.3. Utilization of Pedotransfer Functions (PTFs)
2.3.1. Parameters to Estimate
In this paper, we focus on the determination of parameters that relate soil moisture content (h) to matric
potential (w) and hydraulic conductivity (K) within each land simulation element. The Catchment LSM uti-
lizes the following relationships [Campbell, 1974]:
w=ws5 h=hsð Þ2b and (1)
K 5 Ks h=hsð Þ2b13 (2)
where hs (m
3/m3) is the soil moisture content at saturation, ws (m H2O) is the air entry pressure, b is an
empirical parameter that describes the shape of the water retention curve, and Ks (mm/s) is the saturated
hydraulic conductivity. Given this design, we focus here on the estimation of the parameters b, hs, ws, and
Ks, as well as on the wilting point wp (m
3/m3), a parameter that affects evaporation and, indeed, the mini-
mum attainable soil moisture in the model.
2.3.2. PTF Source
In the original (‘‘baseline’’) treatment of soils in the Catchment LSM, the soil in a simulation element was
categorized as one of 12 classes, and a lookup table (GSWP2 [Dirmeyer and Oki, 2002], adapted from Cosby
et al. [1984]) was used to translate the soil class into values of b, hs, ws, Ks, and wp. Here we apply PTFs to
the 252 soil classes with moderate OC contents, functions that relate these parameters to soil texture and
OC content. For the 253rd ‘‘peat’’-class, separate lookup values are used. We obtain, as a result, a substan-
tially expanded lookup table based on 253 soil classes.
Numerous examples of PTFs are available in the literature. Cosby et al. [1984], Rawls and Brakensiek [1989],
and Saxton and Rawls [2006], for example, provide PTFs built from a collection of North-American soil sam-
ples, and W€osten et al. [1999, 2001a] provide PTFs based on European soil samples. These PTFs differ mainly
in their required input parameters and in the underlying functional forms assumed for w(h) and K(h).
For our purposes, we require PTFs that account for the presence of organic matter, which suggests that the
PTFs of Saxton and Rawls [2006] and W€osten et al. [2001a] may be suitable. We choose the PTFs of W€osten
et al. [2001a], because those of Saxton and Rawls [2006] are built on the assumption of a three-piece h(w)
relationship, whereas those of W€osten et al. [2001a] assume a van Genuchten [1980] relationship, which has
parameters that can more easily be interpreted in terms of those in equations (1) and (2).
2.3.3. Soil Bulk Density Calculation
The sand, silt, and clay percentages and OC content for a given vertical zone of a land simulation element
are defined by the soil class chosen in Figure 1b. The soil bulk density (qb) is another critical input into the
W€osten et al. [2001a] PTF calculations and is calculated here as follows.
We first obtain an initial estimate of soil moisture content at saturation (hs ) using the PTF of Saxton and
Rawls [2006], which does not require information on bulk density and calculates hs while accounting for OC
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(Table 1). If the soil consisted only of mineral components, then an estimate of the bulk density would be
qb5 (1 – h

s ).qmin, where qmin is the actual density of mineral particles. (Note that this approach is taken in
the qb calculation in the HWSD.) Instead, we estimate the porosity as u5 hs/0.93 [McKenzie et al., 2002], and
account for the presence of organic material in the bulk density. If fOM represents the volumetric fraction of
organic material, and if qmin and qOM represent the average densities of mineral particles and organic mat-
ter, respectively, then we have:
qb5 ð1–fOM–uÞ qmin1fOM qOM (3)
The volumetric fraction fOM is related in a straightforward way to the mass fraction of organic matter, OM/
100 (which itself is directly related to a nominal OC-value for the considered soil class), according to
fOM5 volume of organic material=volume of soil
5 grams organic material=qOM½ = grams soil=qb½  5 OM=100 qb=qOMð Þ
(4)
Combining (3) with (4) produces an equation that allows the calculation of bulk density accounting for the
organic mass fraction:
qb5 ð1 –uÞqmin= 1 1 OM=100ð Þ qmin=qOM2 1ð Þ½  (5)
In our calculations, we take qmin5 2.65 g/cm
3 (a reasonable value for soils that are predominantly quartz, feld-
spars, micas and colloidal silicates) and qOM5 1.3 g/cm
3 (from a range of approximately 0.92 1.4 g/cm3) as
practical values used in literature [McKenzie et al., 2002]. This approach results in slightly lower bulk densities
than what is obtained when using qb5 (1 – h

s ).qmin (as provided in the HWSD). The effect of our adjusted qb
calculation on the SHPs is small and only noticeable for soil classes with higher organic contents (OC 3).
2.3.4. PTF-Derived and Lookup Parameters
Table 2 provides the W€osten et al. [2001a] PTFs, which are used here and which require silt and clay per-
centages, OC content, and soil bulk density as inputs. These PTFs facilitate the calculation of SHPs for the
topsoil layer by using ‘‘topsoil51.’’ Similarly, SHPs for the subsoil layer are obtained by using ‘‘topsoil50.’’
Since our definition of the root zone layer includes the surface soil layer, we choose to apply the PTFs
with ‘‘topsoil51,’’ for both the surface layer and the root zone layer. Since the original W€osten et al.
[2001a] PTFs generate parameters for the van Genuchten [1980] water retention curve but the Catchment
model uses the Campbell [1974] curve, the bottom half of Table 2 includes both numerical transforma-
tions that are part of the W€osten et al. [2001a] PTFs to obtain the van Genuchten [1980] parameters (hs, a,
n, Ks) and transformations to obtain the Campbell [1974] parameters (hs, ws, b, Ks). The latter are
described in, for example, Wagner et al. [2001]. For example, the pore size distribution measure n is part
of the van Genuchten [1980] equation and is directly related to the b parameter in the Campbell [1974]
equation. As illustrated in Figure 3, the two curves are very similar. The key differences are: (i) the Camp-
bell [1974] curve does not require an estimate of the residual soil moisture, and (ii) unlike the smooth
van Genuchten [1980] curve, the Campbell [1974] curve has a sharp discontinuity in suction, or tension,
near saturation.
As noted above, the 253rd soil class, peat, represents all elements for which the soil organic matter exceeds
15% of the bulk soil mass. The soil parameters for this 253rd class are not derived with PTFs but are instead
Table 1. Derivation of the Soil Bulk Density qb
a
SHP Units PTF
h33t m
3/m3 5 20.251 3 sand_f1 0.195 3 clay_f1 0.011 3 OM1 0.006 3 sand_f 3 OM2 0.027 3 clay_f 3 OM1
0.452 3 sand_f 3 clay_f1 0.299
h33 m
3/m3 5 h33t1 (1.283 3 h33t
22 0.374 3 h33t2 0.015)
h(s-33)t m
3/m3 5 0.278 3 sand_f1 0.034 3 clay_f1 0.022 3 OM2 0.018 3 sand_f 3 OM2 0.027 3 clay_f 3 OM2 0.584 3
sand_f 3 clay_f1 0.078
h(s-33) m
3/m3 5 h(s-33)t1 (0.6360 3 h(s-33)t2 0.107)
hs m
3/m3 5 h331 h(s-33)2 0.097 3 sand_f1 0.043
qb g/cm
3 5 (1 – hs /0.93) qmin/[11 (OM/100) (qmin/qOM – 1)] (equation (5))
aThe bold symbols in the left column indicate the final variables, whereas all other variables are auxiliary. The initial estimate of the
soil moisture at saturation (hs ) uses Saxton and Rawls [2006] PTFs, with sand_f, silt_f, clay_f in weight fractions and OM in weight%. This
auxiliary variable hs is used to estimate qb. The auxiliary variable h33 is the solution for moisture at a tension of 233 kPa (h33t is a tempo-
rary first solution), h(s-33) is the solution for moisture at a tension between saturation and 233 kPa (h(s-33)t is a temporary first solution).
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based on parameters reported in the Staring series [W€osten et al., 2001b]. The values for hs, ws, b, and Ks are
taken from the classes ‘‘peat_B16’’ and ‘‘peat_O17’’ in that reference for the surface soil and subsurface soil,
respectively. These values are within the range of parameter values reported for different organic classes by
Letts et al. [2000], W€osten et al. [2001a], and Balsamo et al. [2009].
The appendix (Table A1) lists the SHPs for all soil classes, using theW€osten et al. [2001a] PFTs for the first 252
classes and lookup values for the peat class (class 253). The soil class numbers for OC category 1 (1–84) are
shown in Figure 1b; the numbers for OC category 2 (85–168) and category 3 (169–252) follow the same
ordering in the soil triangle. Table A1 also includes the wilting point (wp) and field capacity (fc), obtained by
inverting the Campbell [1974] formulation at21500 and233 kPa underpressure (equivalent to pF5 4.3 and
2.5), respectively, as illustrated in Figure 3 for a particular class. Finally, the colors in Figure 1 illustrate the wilt-
ing point associated with the original soil classes and the revised soil classes belonging to OC category 1.
2.4. Additional Modifications Related to Soil Hydraulic Parameters
Once the SHP values are determined for each element as described above, they are processed into addi-
tional Catchment model-specific parameters—parameters that describe, for example, the subgrid distribu-
tion of soil moisture as a function of
total water storage and topography. We
do not discuss this processing further
here (see Ducharne et al. [2000] for more
details) except to indicate three addi-
tional changes made relative to the orig-
inal method of processing the
parameters. The changes are summar-
ized in Table 3, and simulations
designed to quantify the impacts of the
changes will be discussed in section 3.
The first change involves the assumed
depth-to-bedrock. In the new version,
bedrock depths at high resolution are
spatially interpolated from the 1 3 1
resolution data set used in GSWP2 [Dir-
meyer and Oki, 2002], and the minimum
depth-to-bedrock that can be assigned
is increased to 1.334 m, which allows a
globally uniform root zone depth of 1 m.
This change leads to an increase in water
Table 2. Derivation of SHP Using W€osten et al. [1999, 2001a] PTFs With sand, silt, clay, and OM in weight% and qb in g/cm
3a
SHP Units PTF
hs m
3/m3 5 0.79191 0.001691 3 clay2 0.29619 3 qb2 0.000001491 3 silt
21 0.0000821 3 OM21 0.02427 3 clay211 0.01113 3 silt211 0.01472 3 ln(silt)
2 0.0000733 3 OM 3 clay2 0.000619 3 qb 3 clay2 0.001183 3 qb 3 OM2 0.00016643 topsoil 3 silt
a* 5 214.961 0.03135 3 clay1 0.0351 3 silt1 0.646 3 OM1 15.29 3 qb2 0.192 3 topsoil2 4.671 3 qb
22 0.000781 3 clay22 0.00687 3 OM21
0.0449 3 OM211 0.0663 3 ln(silt)1 0.1482 3 ln(OM)2 0.04546 3 qb3 silt2 0.4852 3 qb 3 OM1 0.00673 3 topsoil3 clay
n* 5 225.232 0.02195 3 clay1 0.0074 3 silt2 0.1940 3 OM1 45.5 3 qb2 7.24 3 qb
21 0.0003658 3 clay21 0.002885 3 OM22 12.81 3 qb
21
2 0.1524 3 silt212 0.01958 3 OM212 0.2876 3 ln(silt)2 0.0709 3 ln(OM)2 44.6 3 ln(qb)2 0.02264 3 qb 3 clay1 0.0896 3 qb 3 OM1
0.00718 3 topsoil3 clay
Ks* 5 7.7551 0.0352 3 silt1 0.93 3 topsoil2 0.967 3 qb
22 0.000484 3 clay22 0.000322 3 silt21 0.001 3 silt212 0.0748 3 OM212 0.643 3
ln(silt)2 0.01398 3 qb 3 clay2 0.1673 3 qb 3 OM1 0.02986 3 topsoil3 clay2 0.03305 3 topsoil 3 silt
a 1/m 5 exp(a*)
n 5 exp(n*)1 1
Ks m/s 5 0.01 exp(Ks*)/(3600 3 24)
b 5 1/(n2 1)
ws m H2O 5 20.01/a
aUse topsoil51 to obtain SHPs for the (0–30 cm) surface layer and topsoil50 to obtain SHPs for the (30–100 cm) subsurface layer. The bold symbols in the left column indicate final
Campbell [1974] SHP values, whereas all other variables are temporary in the calculation of the SHP. The van Genuchten [1980] parameters are hs, a, n, and Ks; the Campbell [1974]
parameters are hs, ws, b, and Ks.
Figure 3. Campbell and Van Genuchten retention curves for soil class 17 (46.7%
clay, 17% sand, 0.26% OC), with an indication of relevant parameter values
(ws520.46 m (pF5 1.7), hs5 0.51 m
3/m3). The curvature of the Campbell
retention curve for h< hs is determined by the parameter b5 6.43. The reten-
tion curve relates soil moisture content (h) to matric potential (w), with the latter
here expressed in pF. The wilting point (wp) and field capacity (fc) are inverted
from the Campbell retention curve at 21500 kPa (pF5 4.3) and 233 kPa
(pF5 2.5), respectively.
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holding capacity in many parts of the world. The spatial interpolation prevents adverse spatial discontinu-
ities in higher-resolution land model simulations.
The second change involves the Catchment LSM’s treatment of hydraulic conductivity for the base flow cal-
culation. For the calculation of the time scales of moisture transport between soil reservoirs, the Catchment
LSM utilizes a vertically uniform hydraulic conductivity in the root zone, with Ks (for the new version) set to
the root zone value found as described above. However, the LSM’s calculation of the water table distribu-
tion and the associated base flow production requires an assumption, derived from the TOPMODEL frame-
work [Sivapalan et al., 1987], that Ks varies with depth according to:
Ks zð Þ5Ks 0ð Þ exp 2mzð Þ (6)
where z (m) is the depth into the soil and m (1/m) is a tunable decay factor. For these calculations only, we
assume that the root zone value of Ks applies at a 2 m depth and compute a corresponding value of Ks(0).
At this time, based on tuning and other considerations, the new version uses a universal value of 1.0 (1/m)
for m, in contrast to the value of 2.17 (1/m) used in the original version.
The third change pertains to a minor modification imposed in the soil moisture transport calculation. It is
mentioned here for completeness; tests show that the change, which was imposed to prevent instabilities
stemming from the relatively fast drainage associated with a handful of our new soil textures, does not
have an important impact on our simulated fields.
2.5. Overview of Changes in Soil Texture, Organic Carbon, and Hydraulic Properties
Global maps for the surface and root zone soil classes derived for the revised parameter version at 36 km
resolution are shown in Figure 4. The distinct colors highlight the different organic classes, whereas darker
shadings per color indicate higher clay contents. The peat class is mainly found in the northern latitudes
and Indonesia. Most of the globe has a surface soil class within organic class III, i.e., with more than 0.64%
OC, except in very dry areas with little or no vegetation. In contrast, the root zone soil classes cover all three
moderate organic classes, with large areas containing less than 0.40% OC. The area covered by STATSGO2
shows higher surface OC in Alaska than any of the other data sources (not shown); the STATSGO 2 values
are found to be in line with independent measurements [Liu et al., 2013].
The characterization of soil in the revised version differs significantly from that in the baseline version. The
plots for 36 km resolution root zone mineral texture in Figures 5a–5d show that the global distribution of
the texture is changed regionally. Globally averaged, the revised version has slightly more sand (Figure 5b)
and slightly less clay (Figure 5d) than the baseline version.
This change, along with aforementioned changes in the approaches used to translate textures into soil
parameters, has a clear impact on b, hs, ws, Ks, and wp, with the distributions for hs and wp illustrated in Fig-
ures 5e–5h, again at 36 km resolution. The revised hs is locally increased in areas with high OC contents (Fig-
ures 5e and 5f). The global average of the wilting point wp decreased from 0.17 m3/m3 in the baseline to
0.11 m3/m3 in the revised parameter set (Figures 5g and 5h). This decrease in wp is explained both by a
slight increase in sand and by the W€osten et al. [2001a] PTFs for ‘‘topsoil51,’’ which yield retention curves
with lower values for wp than the GSWP2 lookup table [Dirmeyer and Oki, 2002] (adapted from Cosby et al.
[1984]), as illustrated in Figure 1. The global average value of the b parameter (not shown) decreased from
7.3 to 4.6 in the revised version, essentially resulting in less water retention and a more sandy behavior. The
Table 3. Overview of the Baseline (BL, BLM2) and Revised (REV) Versions of the Catchment Model Parameters
Parameter Version BL BLM2 REV
GEOS-5 systems MERRA, MERRA-Land MERRA2 SMAP L4_SM
Mineral texture NGDC NGDC STATSGO21HWSD1.21
Organic carbon No No Yes
SHP, PTFs Adapted from
Cosby et al. [1984]
Adapted from
Cosby et al. [1984]
W€osten et al. [2001a]
Minimum soil depth (mm) 1000 1334 1334
Depth-to-bedrock interpolation No Yes Yes
m (vertical decay factor) (1/m) 2.17 1.0 1.0
Minor change to soil moisture transport calculation No Yes Yes
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global average of the revised saturated
hydraulic conductivity Ks (not shown) is
slightly increased. In addition, the depth-to-
bedrock (not shown) is increased in most of
the northern latitude areas, central and
north-east Russia.
3. Impact on Simulated
Hydrology
3.1. Simulations Performed
To quantify the impacts of our revised treat-
ment of soil on the simulation of hydrologi-
cal quantities, we compare three suites of
offline (land only) Catchment LSM simula-
tions. Each simulation suite covers the
period January 2001 through December
2012 and was run at two different resolu-
tions: (1) a global, 36 km simulation and (2)
a 9 km simulation only for grid cells that
contain in situ soil moisture measurement
sites. The simulations are on the Equal Area
Scalable Earth (EASE) grids, with meteoro-
logical forcings identical to those of the
MERRA-Land data product, including
gauge-based precipitation corrections
[Reichle, 2012]. All simulations use a surface
soil moisture layer depth of 5 cm and are preceded by spinup simulations (separately for each experiment)
starting on 1 January 1991.
Table 3 summarizes the parameter versions used in the simulations. The table also connects the choice of
these various versions with existing or forthcoming systems for operational products. The first two sets of
simulations use ‘‘baseline’’ versions of the model parameters (i.e., BL and BLM2) and the third uses the
‘‘revised’’ version (REV). The first baseline version, ‘‘BL,’’ does not include any of the changes presented in this
paper and is effectively identical to that used for the MERRA-Land product [Reichle et al., 2011], except for
the depth of the surface soil moisture layer depth of 5 cm used here. The second baseline version, ‘‘BLM2,’’ is
identical to BL except (as in MERRA2) for the inclusion of the spatially interpolated depth-to-bedrock, the
resetting of m to 1.0, and the minor change in the soil moisture transport calculation. Both BL and BLM2 use
the original soil texture treatment, and either one can be referred to as ‘‘baseline’’ when discussing the soil
texture. The fully revised version ‘‘REV’’ is similar to BLM2 but uses the new soil texture and the corresponding
new SHPs. This version is close to what will be used for the first version of the SMAP L4_SM product.
A note is warranted here regarding an error present in certain parameter versions used for the existing
operational products. During the development of REV, a fitting procedure used for one of the underlying
topography-related functions in the Catchment LSM was discovered to fail on occasion, affecting signifi-
cantly the accurate simulation of soil moisture in about 2% or less of all land surface elements. The error
typically manifests itself in excessive surface soil moisture variability and a lack of variability in root zone
and total profile soil moisture. This error, which is present in the systems that produce the operational
MERRA-Land and MERRA2 datasets, was removed prior to generating the 9 km simulations for BL, BLM2,
and REV, the key simulations used for dataset evaluation.
3.2. Simulation of Soil Moisture
3.2.1. Soil Moisture Validation Approach
Several types of in situ measurements as well as soil moisture retrievals from the Soil Moisture Ocean Salinity
(SMOS) [Kerr et al., 2012] mission are used to evaluate the accuracy of simulated surface and root zone soil
moisture. Our evaluation procedures consider only nonfrozen and snow-free periods (and periods for which
precipitation< 1.25 mm/3 h, in case retrievals are used) and consider the following five metrics. Bias is
Figure 4. Global distribution of the 253 soil-organic classes at 36 km resolu-
tion for (a) the surface (0–30 cm) and (b) the root zone (0–100 cm). The first
252 classes are separated into three groups based on organic carbon con-
tent. Darker colors indicate higher clay contents. The final class (‘‘peat’’) is
shown in green.
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defined as the long-term difference between mean simulated and observed soil moisture (i.e., model minus
observations). RMSE is the root-mean-square error between time series of observed and simulated soil mois-
ture. ubRMSE is the unbiased root-mean-square error, calculated by removing the (static) long-term bias
[Entekhabi et al., 2010b]. R is the time series correlation coefficient between observed and simulated soil
moisture values. Finally, anomR is the time correlation between observed and simulated soil moisture values,
calculated after removing a multiyear, 30 day smoothed, seasonally varying mean, so that correlation skill lev-
els do not artificially reflect the seasonality of the forcing. Unless otherwise noted, all statistical metrics using
Figure 5. (a, c, e, and g) revised global root zone soil texture and parameter maps and (b, d, f, and h) difference between the revised (REV)
and BL baseline version. (Figures 5a and 5b) Sand (peat class excluded), (Figures 5c and 5d) clay (peat class excluded), (Figures 5e and 5f)
saturated water content hs, and (Figures 5g and 5h) wilting point wp. The maps are generated for 36 km grid cells. The titles indicate the
global spatial mean (m) and standard deviation (s).
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in situ measurements require a minimum of 200 data pairs in total (across all years, details below) per loca-
tion. All confidence intervals (CI) are calculated for a 99% confidence level, taking into account the temporal
autocorrelation in the number of degrees of freedom. Where applicable, the CIs are calculated for each vali-
dation location individually before averaging across sites. The averaged CI is computed as a simple average
across all sites (that is, we do not assume that sites contribute independent information).
3.2.2. Global Distributions of Simulated Soil Moisture
Before comparing simulated soil moisture values with observations, a global-scale picture of the soil mois-
tures generated with the new version is in order. Figure 6a shows the annually averaged soil moisture at
the surface (0–5 cm) produced in the global 36 km simulation during the period 2001–2012 with the
revised version REV. Figure 6b shows in turn how these values differ from those produced in the baseline
BL simulation, and Figures 6c and 6d show the corresponding two plots for root zone (0–100 cm)
moisture.
The difference plots indicate that surface moisture and (especially) root zone moisture simulated with the
REV version tends to be drier than that simulated with the baseline version, with average volumetric reduc-
tions of 0.03 and 0.05 m3/m3 for the surface and root zones, respectively. The reductions mainly stem from
a general decrease in the wilting point (Figures 1, 5g, and 5h) and a decrease in the values for the b parame-
ter (not shown), both due to an increase in sand content and a new choice of PTFs. Increased soil moisture,
on the other hand, is clearly seen in areas with high OC (‘‘peat’’ class), where the assigned saturated water
contents hs are significantly higher.
Not shown here are the impacts of the revised version on the simulated interannual variance of soil mois-
ture. As might be expected, interannual variability of root zone soil moisture tends to be lower than that of
surface soil moisture, for both the baseline and revised version. The aforementioned general reductions in
mean soil moisture with the new version do not translate into correspondingly reduced standard deviations
for the coarse-scale global simulation.
3.2.3. SMOS Soil Moisture Retrievals
Retrievals from passive microwave missions, like SMOS, provide an independent estimate of the global soil
moisture regime. Here we use both the ascending (6:00 A.M. local time) and descending (6:00 P.M. local
Figure 6. (a) Long-term-averaged (1 January 2001 to 1 January 2013) surface soil moisture (sfmc) obtained from a global offline simulation
with the revised (REV) parameter version. (b) Differences between average surface soil moisture obtained with the revised (REV) version and
that obtained with the baseline (BL) version. (c) Same as Figure 6a, but for root zone soil moisture (rzmc). (d) Same as Figure 6b, but for root
zone soil moisture. The maps are generated at 36 km resolution. The titles indicate the global spatial mean (m) and standard deviation (s).
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time) SMOS retrievals as distributed
in the latest available SMUDP2
product, i.e., reprocessed and pro-
duced with processor version 551.
It is important to note that these
retrievals are model outputs and
based on a given configuration of
radiative transfer modeling and
auxiliary input, such as soil texture
and vegetation parameters. Ideally,
both satellite-based retrievals and
land surface model estimates
should produce similar estimates of
soil moisture.
Figure 7 compares the bias
between global 36 km model simu-
lations and SMOS retrievals. Figure
7a shows that the baseline (BL) ver-
sion is generally wet compared to
the SMOS retrievals, with a mean
bias of 0.049 m3/m3 and a mean
absolute bias of 0.069 m3/m3 across
the globe. After revising the LSM
parameters, the situation changes:
Figure 7b shows areas that are too
wet and too dry compared to
SMOS, with a mean bias of
0.025 m3/m3 and a mean absolute
bias of 0.065 m3/m3. However, in
Australia, Europe, and North Amer-
ica, where the soil texture informa-
tion is presumably most reliable, the bias is clearly reduced. In these areas, good information about texture
helps the model and retrieval soil moisture climatologies converge. The changes in ubRMSE and R are not
universally positive or negative across (specific parts of) the globe (not shown). These findings are in line
with the analyses below.
3.2.4. Soil Moisture Cal/Val Sites
The first in situ soil moisture measurement data set we consider, originally obtained for the purpose of cali-
brating and validating remote sensing observations, consists of watershed-averaged surface moisture meas-
urements collected in four USDA-Agricultural Research Service watersheds across the U.S. [Cosh et al., 2006,
2008; Jackson et al., 2010]. From East to West, we refer to the four sites as LR (Little River, Georgia), LW (Little
Washita, Oklahoma), WG (Walnut Gulch, Arizona), and RC (Reynolds Creek, Idaho). The exact data record
varies by watershed (e.g., frozen soil moisture is measured, though not considered, at RC), but each record
covers at least 10 years. The unique advantage of these data is that they represent watershed-scale aver-
ages and are thus particularly appropriate for evaluating both satellite-based retrievals and LSM soil mois-
ture estimates.
Portions of the measured and 9 km simulated in situ time series at each of the four sites are illustrated in
Figure 8. The impact of the SHP revisions is strongest in the LR, LW, and WG basins. The BL and BLM2 base-
line simulations for these basins are very similar and are too wet. With the revised parameters, the bias is
largely overcome, and the simulated dynamic range agrees better with that of the observations. The base-
line soil moisture simulations for WG show unrealistic plateaus during dry down (indicated by arrows on the
figure), which are artifacts caused by adverse interactions between the wilting point and the long-term
average soil moisture in the model formulation. This deficiency is reduced with the lower wilting point value
in REV. It should be noted that the in situ observations at WG (and only at WG) are postprocessed to correct
Figure 7. Long-term (1 July 2010 to 1 July 2013) bias between simulated and SMOS
retrieved surface soil moisture (sfmc) for (a) the baseline (BL) version and (b) the
revised (REV) version. The titles indicate the global spatial mean (m) and standard devi-
ation (s). The global averaged absolute bias is indicated by m(|.|). The boxed areas
show a decrease in bias in the REV version. The maps are generated on the 36 km grid.
White areas correspond to areas with insufficient SMOS retrieval data availability.
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for in situ observed rock fractions [Cosh
et al., 2008], while no such postprocess-
ing is performed on the model simula-
tions. The HWSD1.21 estimates the
gravel percentage at about 17% in WG,
and the simulated soil moisture could
thus be reduced by a factor of 0.83,
bringing it even closer to the observed
soil moisture measurements. Finally,
looking at RC, we see several gaps in
the winter associated with the pres-
ence of frozen soil or snow. When
measurements are available, both the
baseline versions and the revised ver-
sion fail to simulate the steep dry-
down periods. At this site, there is a
clear difference between the BL and
BLM2 baseline versions because the
depth-to-bedrock increased substan-
tially and m was changed from 2.17 to
1.0 in BLM2 (and also REV).
Figure 9 summarizes the skill metrics
for the four CalVal watersheds over the
maximum available data record (>10
years). Again, the BL and BLM2 simula-
tions are similar and the bias for all
watersheds is substantially reduced for
the revised version, with values below
0.10 m3/m3 for all watersheds. For the
revised version, the ubRMSE is reduced
to about 0.04 m3/m3 or less. The linear
time series correlation coefficient (R
and anomR, i.e., without and with
mean seasonal cycles removed) has
values greater than 0.7 (R) and 0.6
(anomR) for all sites with the revised
version. For WG, the value for R
increases significantly from 0.58 for BL
to 0.76 for REV, mainly due to improved dry-down behavior. Similarly, the value for anomR increases from
0.51 for BL to 0.70 for REV.
3.2.5. Other In Situ Sites
Again, the measurements made at the above Cal/Val sites are designed to represent watershed-scale aver-
ages and are thus well suited to the evaluation of the soil moisture produced by a large-scale LSM. The
more traditional in situ soil moisture measurements from sparse networks provide much more localized
measurements that are generally difficult to compare directly to a model product [Koster et al., 2009]. Even
so, given the relatively extensive availability of the more traditional measurements, and given that many of
these sites provide information on root zone soil moisture, a comparison is of value.
The measurement sites we consider here are part of the U.S. Natural Resources Conservation Service (NRCS)
[Schaefer et al., 2007] Soil Climate Analysis Network (SCAN), the SNOwpack TELemetry network (SNOTEL),
the U.S. Climate Reference Network (USCRN) [Diamond et al., 2013; Bell et al., 2013], and the Oznet network
in Australia’s Murrumbidgee catchment [Smith et al., 2012]. The data span the period 2001–2012, though
the different sites have different record lengths: data from the SCAN and SNOTEL networks begin as early
as 2001, whereas the USCRN data start no earlier than 2009 and the Murrumbidgee data start in either 2001
Figure 8. Surface soil moisture (sfmc) at (a) Little River. (b) Little Washita. (c) Wal-
nut Gulch. (d) Reynolds Creek from in situ observations (green dots), the 9 km
simulations with baseline parameters (BL, black lines; BLM2, blue lines) and the
9 km simulation with the revised version (REV, red lines).
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or 2009, depending on location. An extensive
quality control is applied to the data to
remove irregularities. Only periods with a con-
sistent climatology are retained—we exclude
periods with distinct sensor calibrations or
with settling or malfunctioning sensors. The
surface soil moisture evaluation uses observa-
tional data at 5 cm depth. The root zone soil
moisture evaluation uses a mean value of the
data at 5, 10, 20, and 50 cm depth, except for
the Oznet sites where only the measurements
at 20 cm depth are used, because the data
within individual layers are insufficiently avail-
able to produce a consistent profile estimate.
Table 4 summarizes the soil moisture skill
metrics for the four networks and for both
surface and root zone soil moisture. Except
for the bias (and consequently also the RMSE),
none of the metrics shows a statistically signif-
icant change due to parameter changes in
any of the networks. This indicates that the
soil parameters have a greater impact on the
mean value of soil moisture and thus on the
bias. The temporal variability is apparently
driven more by the time variability of the
meteorological forcings.
Figure 10 shows the bias (model-minus-
observation), averaged across all sites within
each network. The sites in the sparse net-
works give a statistically significant (at the
99% confidence level) indication that the
surface (Figure 10a) and the root zone (Fig-
ure 10b) soil moistures are too wet for both
baseline simulations. Bias values for BL
range between 0.06 and 0.07 m3/m3 for sur-
face soil moisture and between 0.03 and 0.05 m3/m3 for root zone soil moisture. The BLM2 simulations
are only slightly improved compared to the BL simulations. More striking, though, is the significant bias
reduction obtained through the use of the revised soil texture and SHPs (REV), with bias values ranging
between 0.03 and 0.05 m3/m3 for the surface and between 20.01 and 20.002 m3/m3 for the root zone.
Note again that the CIs are calculated for individual sites and then averaged. The number of daily data
pairs at the in situ sites varies between the imposed minimum amount of 200 and a maximum of 4153
(most sites have less than 1000 data pairs). The CIs are therefore larger than those shown in Figure 9
(also, note different range in vertical axis) for the individual Cal/Val sites which all have more than 2000
daily data pairs.
3.3. Simulation of Hydrological Fluxes
Figures 11a and 11b show, respectively, the global distributions of differences in total runoff (surface runoff
plus base flow) and latent heat flux between the simulations using the revised and baseline BL parameter
versions, averaged over the period 2001–2012, and at a 36 km resolution. The main impact of the revisions
is a reduction in latent heat flux in midlatitudes and an increase in latent heat flux in many tropical areas,
with corresponding opposite changes in runoff production. These changes, however, are arguably small.
The global average of evaporation over land is 43 W/m2 for the revised simulation, reduced by 1% from
that of the baseline simulations. This reduction is much smaller than the uncertainty of observations-based
estimates in the literature [Schlosser and Gao, 2010]. At individual locations, the magnitudes of change in
Figure 9. Surface soil moisture (a) bias (model-minus-observation), (b)
unbiased root-mean-squared error (ubRMSE), (c) time series correlation
coefficient (R), and (d) anomaly time series correlation coefficient
(anomR) for the 9 km baseline simulations (BL, black bars; BLM2, blue
bars) and the 9 km simulation with revised parameters (red bars). Metrics
are for the four sites of Figure 8 and for the period January 2001 to Janu-
ary 2013. Also shown are 99% confidence intervals.
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midlatitude latent heat flux tend to lie below 5 W/m2; local estimates of annual evaporation obtained with
different observations-based approaches often differ by much larger values [e.g., Ferguson et al., 2010]. Sur-
face temperature changes (not shown) are also small, generally below a few tenths of a degree, and with
positive surface temperature changes generally appearing, as expected, in regions of reduced latent heat
flux. The temporal variability of latent heat (not shown) is generally reduced with the revised parameters.
Large-scale evaporation rates cannot be directly measured, but the REV simulation’s field of latent heat flux
is on average slightly closer (not shown) to the model-based upscaled estimates of Jung et al. [2011], which
are based on FLUXNET [Baldocchi et al., 2001] latent heat observations.
For some large-scale hydrological basins, naturalized streamflow measurements allow an assessment of simu-
lated runoff. The simulation using the baseline BL parameter version produces basin-level runoff ratios (ratio
of total runoff to precipitation, not shown) that are too small compared to such observational estimates. The
ratios simulated in the BL simulation are, in fact, quite close to those produced by Koster and Mahanama
[2012], who used a very similar version of the model. In line with the above findings, the changes induced by
the revised soil parameters (the new SHPs and, for example, the revised m parameter) bring the simulated run-
off ratios closer to the observations—that is, the new parameters adjust the runoff ratios in the right direction,
reducing the RMSE of runoff ratio by about 20%. This improvement is obviously only partial. As implied by
Koster and Mahanama [2012], a proper reproduction of observed runoff ratios would require changes in the
formulation of the model physics rather than a simple modification of soil parameters. We do not implement
such formulation changes here, and thus we do not expect the simulated runoff bias to be eliminated.
In parallel with the analyses of Mahanama et al. [2012] and Reichle et al. [2012], we also quantified the accu-
racy of simulated streamflows using anomaly correlations against the time series of measured (and natural-
ized) streamflows in the aforementioned basins. Much more often than not, anomR values for the REV
simulation were higher than those for the BL simulation (not shown). However, the large uncertainties
Table 4. Surface and Root Zone Soil Moisture Skills and 99% Confidence Intervals (CI) for Baseline and Revised Simulations Averaged
Over Individual Sites in Four Sparse Networks: SCAN, SNOTEL, USCRN, and Ozneta
Surface Soil Moisture Root Zone Soil Moisture
BL BLM2 REV BL BLM2 REV
N Bias (m3/m3) CI N Bias (m3/m3) CI
SCAN 141 0.068 0.064 0.040 0.004 110 0.029 0.018 20.013 60.004
SNOTEL 221 0.055 0.054 0.026 0.007 12 0.043 0.037 20.004 60.005
USCRN 87 0.064 0.061 0.053 0.006 65 0.036 0.023 20.002 60.005
Oznet 29 0.072 0.071 0.038 0.004 29 0.050 0.047 20.003 60.003
N RMSE (m3/m3) CI N RMSE (m3/m3) CI
SCAN 141 0.118 0.115 0.099 0.004 110 0.094 0.089 0.081 60.004
SNOTEL 221 0.119 0.117 0.109 0.005 12 0.099 0.096 0.094 60.004
USCRN 87 0.112 0.110 0.118 0.004 65 0.110 0.105 0.097 60.004
Oznet 29 0.098 0.097 0.076 0.003 29 0.091 0.088 0.078 60.003
N ubRMSE (m3/m3) CI N ubRMSE (m3/m3) CI
SCAN 141 0.056 0.056 0.058 0.007 110 0.041 0.039 0.041 60.008
SNOTEL 221 0.066 0.066 0.068 0.008 12 0.046 0.047 0.046 60.008
USCRN 87 0.056 0.056 0.055 0.009 65 0.040 0.040 0.041 60.011
Oznet 29 0.053 0.054 0.055 0.005 29 0.053 0.054 0.054 60.004
N R CI N R CI
SCAN 141 0.638 0.639 0.607 0.151 109 0.687 0.681 0.663 60.241
SNOTEL 221 0.656 0.655 0.638 0.181 12 0.604 0.581 0.646 60.264
USCRN 87 0.711 0.706 0.682 0.187 65 0.744 0.740 0.725 60.337
Oznet 29 0.730 0.710 0.695 0.115 29 0.743 0.742 0.738 60.186
N anomR CI N anomR CI
SCAN 139 0.562 0.563 0.531 0.137 105 0.604 0.597 0.566 60.227
SNOTEL 217 0.553 0.552 0.536 0.181 12 0.507 0.485 0.490 60.339
USCRN 75 0.660 0.659 0.633 0.149 50 0.687 0.680 0.675 60.256
Oznet 29 0.631 0.609 0.595 0.107 29 0.667 0.672 0.664 60.153
aAll metrics use daily averaged soil moisture during the period 1 January 2001 to 1 January 2013. Root zone soil moisture is defined
as a weighted profile-average of four layers down to 50 cm depth, except for the Oznet sites where a single layer at 20 cm depth is
used. N refers to the number of sites used per network. Bold numbers highlight the simulations with the best performance.
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associated with the limited evaluation
period preclude any statistically significant
conclusions about streamflow improvement
in the context of an anomR metric.
4. Conclusions
We introduce in this paper a revised treat-
ment of soil texture and associated soil
hydraulic parameters (SHPs) for use in large-
scale land surface models. The revised treat-
ment makes use of newer and more detailed
soil texture data sets (including organic mat-
ter information) and translates the texture
data into SHPs using the best available pedo-
transfer functions from the literature. The
result is a much more comprehensive and
presumably more accurate characterization
of soil properties across the globe.
The impacts of the changes on simulated
hydrology are quantified using global and
continental-scale simulations with the
Catchment LSM of the NASA GEOS-5 model-
ing system. The revised version of the
model parameters generally leads to
improved soil moisture simulation, with (for
example) a greatly reduced bias and
ubRMSE when processed against high-
quality surface soil moisture observations in
four CalVal watersheds in the U.S., and with
a significantly reduced bias when compared
to sparse observational networks. The
revised parameters also yield a soil moisture
climatology that is closer to that of SMOS
retrievals in areas where the soil texture
information is presumably more accurate.
Furthermore, simulations using the revised
parameters produce more runoff and less
evaporation, moving these fluxes slightly
closer to values suggested by independent
streamflow and FLUXNET estimates.
The revised soil treatment is expected to
be a part of future versions of the GEOS-5
system. As part of GEOS-5, the new soil
texture and SHPs will help provide
improved background information for the
creation of SMAP products, including the
L4_SM product. However, the usefulness
of the new soil treatment is not limited to
GEOS-5-based applications. Large-scale
land surface models used for global or
continental-scale simulation typically
require the type of soil texture and/or soil
hydraulic property information developed
Figure 10. Bias values and 99% confidence intervals for (a) surface and (b)
root zone soil moisture estimates from 9 km simulations using baseline (BL,
black bars; BLM2, blue bars) and revised (REV, red bars) parameters. Bias val-
ues are averaged over individual sites in four sparse networks: SCAN, SNO-
TEL, USCRN, and Oznet. Bias is defined as simulated minus observed soil
moisture, after taking the long-term average of daily soil moisture over the
period 1 January 2001 to 1 January 2013. Root zone soil moisture is defined
as a weighted profile-average of four layers down to 50 cm depth, except
for the Oznet sites where a single layer at 20 cm depth is used. N refers to
the number of sites used per network.
Figure 11. Differences in long-term-averaged (1 January 2001 to 1 January
2013) (a) runoff and (b) latent heat flux (lhflux) between 36 km simulations
using revised (REV) and baseline (BL) parameters. The titles indicate the
global spatial mean (m) and standard deviation (s).
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here. Model developers in general may find it useful to consider our soil treatment as a potential option
for their own systems.
Appendix A
A lists with SHPs for all soil classes is provided in Table A1. The parameter values are derived for ‘‘topsoil’’,
using the W€osten et al. (2001a) PFTs for the first 252 classes and lookup values for the peat class (class 253).
The soil class numbers for OC category 1 (1-84) are shown in Figure 1b; the numbers for OC category 2 (85-
168) and 3 (169-252) follow the same ordering in the soil triangle. Table A1 also includes the wilting point
(wp) and field capacity (fc), obtained by inverting the Campbell (1974) formulation at21500 and 233 kPa
underpressure (equivalent to pF54.3 and 2.5), respectively.
Table A1. Revised SHP for All Soil Classesa
Class Cl (wt %) Sa (wt %) OC (wt %) hs (m
3/m3) qb (g/cm
3) hs (m
3/m3) b ws (m) Ks (m/s) wp (m
3/m3) fc (m3/m3)
1 53.33 43.33 0.26 0.47 1.32 0.47 4.94 20.28 2.10E-05 0.130 0.28
2 56.67 36.67 0.26 0.49 1.26 0.50 5.41 20.40 1.42E-05 0.165 0.33
3 53.33 33.33 0.26 0.48 1.27 0.50 6.21 20.37 9.85E-06 0.189 0.35
4 56.67 26.67 0.26 0.50 1.21 0.52 6.01 20.54 8.84E-06 0.205 0.39
5 53.33 23.33 0.26 0.50 1.22 0.52 6.33 20.50 7.34E-06 0.211 0.39
6 56.67 16.67 0.26 0.52 1.16 0.55 5.91 20.74 6.84E-06 0.222 0.42
7 53.33 13.33 0.26 0.52 1.17 0.54 6.08 20.67 5.81E-06 0.222 0.42
8 56.67 6.67 0.26 0.54 1.10 0.57 5.54 21.00 5.45E-06 0.228 0.45
9 53.33 3.33 0.26 0.54 1.12 0.56 5.66 20.90 4.56E-06 0.225 0.44
10 43.33 53.33 0.26 0.43 1.43 0.42 5.02 20.15 2.09E-05 0.107 0.23
11 46.67 46.67 0.26 0.44 1.38 0.45 5.81 20.19 1.41E-05 0.143 0.28
12 43.33 43.33 0.26 0.44 1.38 0.45 6.42 20.20 9.60E-06 0.161 0.29
13 46.67 36.67 0.26 0.46 1.33 0.48 6.60 20.26 8.61E-06 0.181 0.32
14 43.33 33.33 0.26 0.46 1.34 0.47 6.68 20.27 7.01E-06 0.183 0.32
15 46.67 26.67 0.26 0.48 1.29 0.49 6.66 20.35 6.56E-06 0.198 0.35
16 43.33 23.33 0.26 0.47 1.30 0.49 6.57 20.36 5.45E-06 0.195 0.35
17 46.67 16.67 0.26 0.49 1.24 0.51 6.43 20.46 5.15E-06 0.208 0.38
18 43.33 13.33 0.26 0.49 1.25 0.50 6.30 20.47 4.21E-06 0.201 0.37
19 46.67 6.67 0.26 0.51 1.19 0.53 6.07 20.61 3.97E-06 0.212 0.40
20 43.33 3.33 0.26 0.50 1.21 0.52 5.93 20.60 3.15E-06 0.204 0.39
21 33.33 63.33 0.26 0.40 1.50 0.39 4.45 20.11 2.13E-05 0.077 0.18
22 36.67 56.67 0.26 0.41 1.47 0.41 5.41 20.13 1.40E-05 0.112 0.23
23 33.33 53.33 0.26 0.41 1.47 0.42 5.77 20.14 9.41E-06 0.125 0.24
24 36.67 46.67 0.26 0.43 1.43 0.43 6.23 20.17 8.31E-06 0.146 0.27
25 33.33 43.33 0.26 0.42 1.44 0.43 6.09 20.19 6.64E-06 0.145 0.27
26 36.67 36.67 0.26 0.44 1.40 0.45 6.39 20.23 6.16E-06 0.163 0.30
27 33.33 33.33 0.26 0.44 1.40 0.45 6.08 20.26 5.02E-06 0.157 0.29
28 36.67 26.67 0.26 0.45 1.36 0.46 6.29 20.31 4.72E-06 0.173 0.32
29 33.33 23.33 0.26 0.45 1.37 0.46 5.92 20.34 3.77E-06 0.164 0.31
30 36.67 16.67 0.26 0.46 1.32 0.48 6.06 20.40 3.56E-06 0.179 0.34
31 33.33 13.33 0.26 0.46 1.34 0.47 5.68 20.44 2.75E-06 0.168 0.33
32 36.67 6.67 0.26 0.48 1.28 0.49 5.76 20.51 2.59E-06 0.182 0.35
33 33.33 3.33 0.26 0.47 1.30 0.48 5.39 20.56 1.93E-06 0.170 0.34
34 23.33 73.33 0.26 0.39 1.54 0.37 3.45 20.10 2.28E-05 0.045 0.14
35 26.67 66.67 0.26 0.39 1.52 0.39 4.41 20.11 1.45E-05 0.075 0.18
36 23.33 63.33 0.26 0.39 1.52 0.40 4.55 20.13 9.59E-06 0.084 0.19
37 26.67 56.67 0.26 0.40 1.50 0.41 5.15 20.15 8.21E-06 0.106 0.22
38 23.33 53.33 0.26 0.40 1.50 0.41 4.87 20.18 6.45E-06 0.102 0.22
39 26.67 46.67 0.26 0.41 1.48 0.42 5.36 20.20 5.84E-06 0.121 0.25
40 23.33 43.33 0.26 0.41 1.48 0.42 4.94 20.24 4.66E-06 0.112 0.24
41 26.67 36.67 0.26 0.42 1.45 0.43 5.34 20.27 4.30E-06 0.130 0.27
42 23.33 33.33 0.26 0.42 1.46 0.42 4.87 20.32 3.37E-06 0.119 0.26
43 26.67 26.67 0.26 0.43 1.42 0.44 5.22 20.35 3.13E-06 0.136 0.28
44 23.33 23.33 0.26 0.42 1.44 0.43 4.72 20.43 2.37E-06 0.124 0.28
45 26.67 16.67 0.26 0.44 1.40 0.44 5.03 20.46 2.21E-06 0.140 0.30
46 23.33 13.33 0.26 0.43 1.41 0.44 4.54 20.56 1.61E-06 0.127 0.29
47 26.67 6.67 0.26 0.45 1.37 0.45 4.80 20.59 1.49E-06 0.142 0.31
48 23.33 3.33 0.26 0.44 1.39 0.44 4.33 20.71 1.04E-06 0.128 0.31
49 13.33 83.33 0.26 0.40 1.52 0.37 2.38 20.11 2.67E-05 0.018 0.09
50 16.67 76.67 0.26 0.39 1.53 0.38 3.17 20.12 1.61E-05 0.039 0.13
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Table A1. (continued)
Class Cl (wt %) Sa (wt %) OC (wt %) hs (m
3/m3) qb (g/cm
3) hs (m
3/m3) b ws (m) Ks (m/s) wp (m
3/m3) fc (m3/m3)
51 13.33 73.33 0.26 0.39 1.52 0.39 3.19 20.15 1.05E-05 0.044 0.15
52 16.67 66.67 0.26 0.39 1.52 0.39 3.77 20.15 8.57E-06 0.063 0.17
53 13.33 63.33 0.26 0.39 1.52 0.39 3.46 20.20 6.63E-06 0.058 0.17
54 16.67 56.67 0.26 0.40 1.52 0.40 3.97 20.21 5.76E-06 0.076 0.20
55 13.33 53.33 0.26 0.39 1.52 0.40 3.55 20.27 4.51E-06 0.067 0.20
56 16.67 46.67 0.26 0.40 1.51 0.40 4.01 20.28 4.02E-06 0.084 0.22
57 13.33 43.33 0.26 0.40 1.51 0.40 3.54 20.37 3.08E-06 0.073 0.21
58 16.67 36.67 0.26 0.40 1.50 0.41 3.97 20.39 2.79E-06 0.090 0.24
59 13.33 33.33 0.26 0.40 1.51 0.40 3.48 20.51 2.06E-06 0.078 0.23
60 16.67 26.67 0.26 0.41 1.48 0.41 3.86 20.52 1.88E-06 0.094 0.25
61 13.33 23.33 0.26 0.40 1.50 0.40 3.38 20.69 1.33E-06 0.081 0.25
62 16.67 16.67 0.26 0.41 1.47 0.41 3.73 20.69 1.22E-06 0.097 0.27
63 13.33 13.33 0.26 0.41 1.49 0.41 3.25 20.92 8.30E-07 0.084 0.27
64 16.67 6.67 0.26 0.42 1.45 0.42 3.57 20.91 7.60E-07 0.099 0.29
65 13.33 3.33 0.26 0.41 1.47 0.41 3.11 21.22 4.94E-07 0.086 0.29
66 3.33 93.33 0.26 0.43 1.43 0.40 1.52 20.16 3.44E-05 0.004 0.05
67 6.67 86.67 0.26 0.41 1.47 0.39 2.06 20.15 1.96E-05 0.014 0.09
68 3.33 83.33 0.26 0.42 1.46 0.41 2.04 20.19 1.25E-05 0.015 0.10
69 6.67 76.67 0.26 0.40 1.49 0.40 2.48 20.19 9.70E-06 0.027 0.12
70 3.33 73.33 0.26 0.41 1.48 0.40 2.22 20.25 7.36E-06 0.023 0.13
71 6.67 66.67 0.26 0.40 1.51 0.40 2.64 20.25 6.08E-06 0.035 0.15
72 3.33 63.33 0.26 0.40 1.51 0.40 2.30 20.34 4.66E-06 0.028 0.15
73 6.67 56.67 0.26 0.39 1.52 0.39 2.69 20.35 3.97E-06 0.041 0.17
74 3.33 53.33 0.26 0.39 1.52 0.40 2.31 20.48 2.98E-06 0.033 0.17
75 6.67 46.67 0.26 0.39 1.53 0.39 2.69 20.49 2.59E-06 0.046 0.19
76 3.33 43.33 0.26 0.39 1.54 0.39 2.29 20.68 1.87E-06 0.037 0.19
77 6.67 36.67 0.26 0.39 1.53 0.39 2.65 20.69 1.65E-06 0.051 0.21
78 3.33 33.33 0.26 0.38 1.55 0.39 2.24 20.98 1.14E-06 0.041 0.22
79 6.67 26.67 0.26 0.39 1.54 0.39 2.58 20.96 1.01E-06 0.054 0.24
80 3.33 23.33 0.26 0.38 1.55 0.38 2.18 21.40 6.70E-07 0.044 0.26
81 6.67 16.67 0.26 0.39 1.53 0.39 2.49 21.34 5.99E-07 0.058 0.27
82 3.33 13.33 0.26 0.38 1.55 0.38 2.10 21.99 3.78E-07 0.048 0.30
83 6.67 6.67 0.26 0.39 1.53 0.39 2.39 21.85 3.40E-07 0.061 0.30
84 3.33 3.33 0.26 0.38 1.55 0.38 2.01 22.80 2.05E-07 0.052 0.35
85 53.33 43.33 0.46 0.46 1.31 0.47 5.16 20.27 2.12E-05 0.136 0.29
86 56.67 36.67 0.46 0.48 1.26 0.50 5.67 20.38 1.43E-05 0.172 0.34
87 53.33 33.33 0.46 0.48 1.26 0.50 6.49 20.35 1.00E-05 0.196 0.35
88 56.67 26.67 0.46 0.50 1.20 0.52 6.30 20.51 8.96E-06 0.212 0.39
89 53.33 23.33 0.46 0.50 1.21 0.52 6.60 20.48 7.52E-06 0.218 0.39
90 56.67 16.67 0.46 0.52 1.15 0.55 6.19 20.70 6.99E-06 0.229 0.42
91 53.33 13.33 0.46 0.52 1.16 0.54 6.34 20.64 6.00E-06 0.228 0.42
92 56.67 6.67 0.46 0.54 1.10 0.57 5.79 20.94 5.61E-06 0.235 0.45
93 53.33 3.33 0.46 0.54 1.11 0.56 5.88 20.85 4.74E-06 0.232 0.44
94 43.33 53.33 0.46 0.43 1.42 0.43 5.19 20.15 2.15E-05 0.112 0.23
95 46.67 46.67 0.46 0.45 1.37 0.45 6.03 20.19 1.44E-05 0.149 0.28
96 43.33 43.33 0.46 0.45 1.37 0.46 6.64 20.20 9.93E-06 0.167 0.30
97 46.67 36.67 0.46 0.46 1.32 0.48 6.84 20.25 8.88E-06 0.187 0.33
98 43.33 33.33 0.46 0.46 1.33 0.48 6.91 20.26 7.31E-06 0.189 0.33
99 46.67 26.67 0.46 0.48 1.27 0.50 6.90 20.34 6.82E-06 0.205 0.36
100 43.33 23.33 0.46 0.48 1.28 0.49 6.79 20.35 5.73E-06 0.201 0.35
101 46.67 16.67 0.46 0.50 1.23 0.51 6.66 20.45 5.39E-06 0.214 0.38
102 43.33 13.33 0.46 0.49 1.24 0.51 6.50 20.45 4.45E-06 0.208 0.37
103 46.67 6.67 0.46 0.51 1.18 0.53 6.28 20.59 4.18E-06 0.219 0.40
104 43.33 3.33 0.46 0.51 1.19 0.52 6.11 20.58 3.35E-06 0.210 0.39
105 33.33 63.33 0.46 0.40 1.49 0.40 4.57 20.11 2.22E-05 0.081 0.19
106 36.67 56.67 0.46 0.42 1.45 0.42 5.56 20.13 1.46E-05 0.117 0.23
107 33.33 53.33 0.46 0.42 1.45 0.42 5.93 20.14 9.90E-06 0.130 0.25
108 36.67 46.67 0.46 0.43 1.42 0.44 6.41 20.17 8.72E-06 0.152 0.28
109 33.33 43.33 0.46 0.43 1.42 0.44 6.26 20.19 7.05E-06 0.151 0.28
110 36.67 36.67 0.46 0.44 1.38 0.46 6.57 20.23 6.52E-06 0.169 0.30
111 33.33 33.33 0.46 0.44 1.38 0.45 6.25 20.25 5.36E-06 0.163 0.30
112 36.67 26.67 0.46 0.46 1.34 0.47 6.47 20.30 5.02E-06 0.179 0.32
113 33.33 23.33 0.46 0.45 1.35 0.47 6.09 20.33 4.06E-06 0.170 0.32
114 36.67 16.67 0.46 0.47 1.30 0.48 6.23 20.39 3.81E-06 0.185 0.34
115 33.33 13.33 0.46 0.47 1.31 0.48 5.84 20.43 2.98E-06 0.174 0.33
116 36.67 6.67 0.46 0.48 1.26 0.50 5.92 20.49 2.79E-06 0.188 0.36
117 33.33 3.33 0.46 0.48 1.27 0.49 5.54 20.54 2.10E-06 0.176 0.35
118 23.33 73.33 0.46 0.39 1.51 0.38 3.54 20.10 2.42E-05 0.048 0.14
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Table A1. (continued)
Class Cl (wt %) Sa (wt %) OC (wt %) hs (m
3/m3) qb (g/cm
3) hs (m
3/m3) b ws (m) Ks (m/s) wp (m
3/m3) fc (m3/m3)
119 26.67 66.67 0.46 0.40 1.50 0.39 4.52 20.11 1.53E-05 0.080 0.19
120 23.33 63.33 0.46 0.40 1.50 0.40 4.66 20.13 1.02E-05 0.089 0.20
121 26.67 56.67 0.46 0.41 1.48 0.41 5.28 20.15 8.74E-06 0.111 0.23
122 23.33 53.33 0.46 0.41 1.47 0.41 4.99 20.18 6.94E-06 0.107 0.23
123 26.67 46.67 0.46 0.42 1.45 0.42 5.49 20.20 6.26E-06 0.126 0.25
124 23.33 43.33 0.46 0.42 1.45 0.42 5.05 20.24 5.05E-06 0.118 0.25
125 26.67 36.67 0.46 0.43 1.42 0.44 5.48 20.26 4.65E-06 0.136 0.27
126 23.33 33.33 0.46 0.42 1.43 0.43 4.99 20.31 3.67E-06 0.125 0.27
127 26.67 26.67 0.46 0.44 1.40 0.44 5.35 20.34 3.41E-06 0.142 0.29
128 23.33 23.33 0.46 0.43 1.40 0.44 4.84 20.41 2.61E-06 0.129 0.28
129 26.67 16.67 0.46 0.45 1.37 0.45 5.16 20.44 2.42E-06 0.146 0.31
130 23.33 13.33 0.46 0.44 1.38 0.45 4.66 20.52 1.78E-06 0.132 0.30
131 26.67 6.67 0.46 0.46 1.33 0.46 4.93 20.55 1.65E-06 0.148 0.32
132 23.33 3.33 0.46 0.45 1.35 0.45 4.44 20.66 1.16E-06 0.133 0.31
133 13.33 83.33 0.46 0.40 1.49 0.38 2.45 20.12 2.85E-05 0.020 0.10
134 16.67 76.67 0.46 0.40 1.50 0.39 3.25 20.12 1.71E-05 0.042 0.14
135 13.33 73.33 0.46 0.40 1.49 0.40 3.27 20.15 1.13E-05 0.047 0.15
136 16.67 66.67 0.46 0.40 1.50 0.40 3.86 20.15 9.23E-06 0.067 0.18
137 13.33 63.33 0.46 0.40 1.49 0.40 3.55 20.19 7.19E-06 0.062 0.18
138 16.67 56.67 0.46 0.40 1.49 0.41 4.07 20.20 6.25E-06 0.080 0.20
139 13.33 53.33 0.46 0.40 1.49 0.41 3.64 20.26 4.94E-06 0.071 0.20
140 16.67 46.67 0.46 0.41 1.48 0.41 4.11 20.28 4.40E-06 0.089 0.22
141 13.33 43.33 0.46 0.41 1.48 0.41 3.63 20.35 3.40E-06 0.077 0.22
142 16.67 36.67 0.46 0.41 1.46 0.42 4.06 20.37 3.08E-06 0.094 0.24
143 13.33 33.33 0.46 0.41 1.47 0.41 3.56 20.48 2.30E-06 0.082 0.24
144 16.67 26.67 0.46 0.42 1.45 0.42 3.96 20.49 2.09E-06 0.099 0.26
145 13.33 23.33 0.46 0.41 1.46 0.42 3.46 20.63 1.50E-06 0.085 0.26
146 16.67 16.67 0.46 0.42 1.43 0.43 3.82 20.64 1.37E-06 0.101 0.28
147 13.33 13.33 0.46 0.42 1.44 0.42 3.33 20.83 9.38E-07 0.087 0.27
148 16.67 6.67 0.46 0.43 1.41 0.43 3.66 20.82 8.58E-07 0.103 0.29
149 13.33 3.33 0.46 0.43 1.43 0.42 3.19 21.08 5.62E-07 0.089 0.29
150 3.33 93.33 0.46 0.43 1.40 0.41 1.58 20.16 3.68E-05 0.005 0.06
151 6.67 86.67 0.46 0.42 1.45 0.40 2.14 20.15 2.10E-05 0.016 0.09
152 3.33 83.33 0.46 0.42 1.43 0.41 2.12 20.19 1.35E-05 0.018 0.11
153 6.67 76.67 0.46 0.41 1.46 0.40 2.56 20.19 1.05E-05 0.030 0.13
154 3.33 73.33 0.46 0.42 1.45 0.41 2.31 20.25 8.02E-06 0.026 0.13
155 6.67 66.67 0.46 0.41 1.47 0.41 2.72 20.25 6.64E-06 0.038 0.16
156 3.33 63.33 0.46 0.41 1.47 0.41 2.38 20.33 5.13E-06 0.031 0.16
157 6.67 56.67 0.46 0.41 1.48 0.40 2.77 20.34 4.38E-06 0.045 0.18
158 3.33 53.33 0.46 0.40 1.48 0.41 2.38 20.46 3.31E-06 0.036 0.18
159 6.67 46.67 0.46 0.40 1.49 0.40 2.76 20.46 2.88E-06 0.049 0.20
160 3.33 43.33 0.46 0.40 1.50 0.40 2.36 20.63 2.10E-06 0.039 0.20
161 6.67 36.67 0.46 0.40 1.49 0.40 2.71 20.63 1.85E-06 0.053 0.22
162 3.33 33.33 0.46 0.40 1.50 0.40 2.30 20.88 1.29E-06 0.043 0.22
163 6.67 26.67 0.46 0.40 1.49 0.40 2.64 20.87 1.15E-06 0.057 0.24
164 3.33 23.33 0.46 0.40 1.51 0.40 2.23 21.23 7.65E-07 0.046 0.25
165 6.67 16.67 0.46 0.40 1.49 0.40 2.55 21.18 6.85E-07 0.059 0.27
166 3.33 13.33 0.46 0.40 1.50 0.40 2.15 21.69 4.36E-07 0.049 0.29
167 6.67 6.67 0.46 0.41 1.48 0.40 2.44 21.58 3.91E-07 0.062 0.29
168 3.33 3.33 0.46 0.40 1.50 0.39 2.06 22.31 2.38E-07 0.051 0.33
169 53.33 43.33 1.12 0.46 1.30 0.46 5.79 20.25 1.81E-05 0.153 0.30
170 56.67 36.67 1.12 0.48 1.25 0.49 6.44 20.34 1.20E-05 0.190 0.34
171 53.33 33.33 1.12 0.48 1.25 0.50 7.27 20.32 8.79E-06 0.214 0.36
172 56.67 26.67 1.12 0.50 1.19 0.52 7.14 20.45 7.78E-06 0.230 0.39
173 53.33 23.33 1.12 0.50 1.19 0.52 7.38 20.43 6.78E-06 0.236 0.40
174 56.67 16.67 1.12 0.52 1.14 0.54 6.99 20.61 6.24E-06 0.247 0.43
175 53.33 13.33 1.12 0.52 1.13 0.54 7.05 20.57 5.56E-06 0.247 0.42
176 56.67 6.67 1.12 0.54 1.08 0.57 6.51 20.81 5.14E-06 0.253 0.46
177 53.33 3.33 1.12 0.55 1.07 0.56 6.50 20.75 4.50E-06 0.249 0.45
178 43.33 53.33 1.12 0.43 1.38 0.43 5.66 20.15 1.95E-05 0.127 0.25
179 46.67 46.67 1.12 0.45 1.34 0.45 6.63 20.19 1.29E-05 0.165 0.29
180 43.33 43.33 1.12 0.45 1.33 0.46 7.25 20.19 9.26E-06 0.184 0.31
181 46.67 36.67 1.12 0.47 1.29 0.48 7.52 20.24 8.19E-06 0.205 0.34
182 43.33 33.33 1.12 0.47 1.28 0.49 7.53 20.25 6.99E-06 0.207 0.34
183 46.67 26.67 1.12 0.49 1.24 0.50 7.57 20.32 6.45E-06 0.223 0.37
184 43.33 23.33 1.12 0.49 1.23 0.50 7.40 20.33 5.61E-06 0.220 0.37
185 46.67 16.67 1.12 0.51 1.18 0.52 7.29 20.42 5.23E-06 0.233 0.39
186 43.33 13.33 1.12 0.51 1.18 0.52 7.05 20.42 4.47E-06 0.226 0.39
187 46.67 6.67 1.12 0.53 1.13 0.54 6.83 20.54 4.15E-06 0.237 0.41
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Table A1. (continued)
Class Cl (wt %) Sa (wt %) OC (wt %) hs (m
3/m3) qb (g/cm
3) hs (m
3/m3) b ws (m) Ks (m/s) wp (m
3/m3) fc (m3/m3)
188 43.33 3.33 1.12 0.53 1.13 0.54 6.59 20.53 3.44E-06 0.228 0.41
189 33.33 63.33 1.12 0.42 1.43 0.41 4.90 20.12 2.13E-05 0.094 0.20
190 36.67 56.67 1.12 0.43 1.41 0.43 5.99 20.13 1.39E-05 0.132 0.25
191 33.33 53.33 1.12 0.43 1.39 0.44 6.37 20.15 9.76E-06 0.146 0.27
192 36.67 46.67 1.12 0.44 1.36 0.45 6.92 20.17 8.52E-06 0.169 0.29
193 33.33 43.33 1.12 0.45 1.35 0.46 6.73 20.19 7.12E-06 0.169 0.30
194 36.67 36.67 1.12 0.46 1.32 0.47 7.10 20.22 6.52E-06 0.187 0.32
195 33.33 33.33 1.12 0.46 1.31 0.47 6.73 20.25 5.54E-06 0.181 0.32
196 36.67 26.67 1.12 0.47 1.27 0.49 6.99 20.29 5.15E-06 0.198 0.34
197 33.33 23.33 1.12 0.48 1.27 0.49 6.55 20.31 4.29E-06 0.189 0.34
198 36.67 16.67 1.12 0.49 1.23 0.50 6.72 20.36 3.99E-06 0.204 0.36
199 33.33 13.33 1.12 0.49 1.23 0.50 6.27 20.39 3.22E-06 0.193 0.35
200 36.67 6.67 1.12 0.51 1.18 0.52 6.35 20.45 2.99E-06 0.206 0.38
201 33.33 3.33 1.12 0.51 1.18 0.51 5.93 20.48 2.32E-06 0.194 0.37
202 23.33 73.33 1.12 0.41 1.45 0.40 3.78 20.11 2.42E-05 0.058 0.16
203 26.67 66.67 1.12 0.42 1.44 0.41 4.82 20.12 1.53E-05 0.092 0.20
204 23.33 63.33 1.12 0.42 1.42 0.42 4.99 20.14 1.05E-05 0.103 0.22
205 26.67 56.67 1.12 0.43 1.40 0.43 5.65 20.15 8.97E-06 0.126 0.25
206 23.33 53.33 1.12 0.43 1.39 0.44 5.35 20.18 7.34E-06 0.123 0.25
207 26.67 46.67 1.12 0.44 1.37 0.45 5.89 20.19 6.59E-06 0.143 0.27
208 23.33 43.33 1.12 0.44 1.36 0.45 5.42 20.23 5.48E-06 0.135 0.27
209 26.67 36.67 1.12 0.45 1.34 0.46 5.88 20.25 5.01E-06 0.154 0.29
210 23.33 33.33 1.12 0.45 1.33 0.46 5.36 20.29 4.08E-06 0.142 0.29
211 26.67 26.67 1.12 0.46 1.30 0.47 5.75 20.31 3.76E-06 0.160 0.31
212 23.33 23.33 1.12 0.46 1.30 0.47 5.21 20.37 2.96E-06 0.147 0.31
213 26.67 16.67 1.12 0.48 1.27 0.48 5.55 20.39 2.73E-06 0.164 0.33
214 23.33 13.33 1.12 0.48 1.27 0.48 5.01 20.45 2.06E-06 0.149 0.32
215 26.67 6.67 1.12 0.49 1.23 0.49 5.29 20.48 1.89E-06 0.165 0.34
216 23.33 3.33 1.12 0.49 1.23 0.49 4.78 20.55 1.37E-06 0.150 0.33
217 13.33 83.33 1.12 0.42 1.41 0.40 2.67 20.12 2.94E-05 0.028 0.12
218 16.67 76.67 1.12 0.42 1.43 0.41 3.51 20.12 1.77E-05 0.053 0.16
219 13.33 73.33 1.12 0.43 1.41 0.42 3.56 20.15 1.20E-05 0.060 0.18
220 16.67 66.67 1.12 0.43 1.41 0.42 4.16 20.15 9.81E-06 0.081 0.20
221 13.33 63.33 1.12 0.43 1.39 0.43 3.85 20.19 7.86E-06 0.076 0.20
222 16.67 56.67 1.12 0.43 1.39 0.43 4.39 20.20 6.83E-06 0.095 0.23
223 13.33 53.33 1.12 0.44 1.38 0.44 3.94 20.25 5.54E-06 0.086 0.23
224 16.67 46.67 1.12 0.44 1.37 0.44 4.43 20.26 4.94E-06 0.105 0.25
225 13.33 43.33 1.12 0.44 1.37 0.44 3.93 20.32 3.92E-06 0.092 0.24
226 16.67 36.67 1.12 0.45 1.35 0.45 4.38 20.33 3.54E-06 0.111 0.26
227 13.33 33.33 1.12 0.45 1.35 0.45 3.86 20.41 2.71E-06 0.096 0.26
228 16.67 26.67 1.12 0.45 1.33 0.45 4.28 20.42 2.46E-06 0.114 0.28
229 13.33 23.33 1.12 0.45 1.33 0.45 3.75 20.52 1.81E-06 0.099 0.27
230 16.67 16.67 1.12 0.46 1.30 0.46 4.13 20.52 1.65E-06 0.117 0.29
231 13.33 13.33 1.12 0.46 1.31 0.46 3.62 20.64 1.16E-06 0.101 0.29
232 16.67 6.67 1.12 0.47 1.28 0.47 3.97 20.63 1.05E-06 0.117 0.31
233 13.33 3.33 1.12 0.47 1.28 0.46 3.47 20.78 7.11E-07 0.101 0.30
234 3.33 93.33 1.12 0.46 1.32 0.43 1.78 20.18 3.82E-05 0.010 0.08
235 6.67 86.67 1.12 0.44 1.36 0.42 2.38 20.16 2.20E-05 0.024 0.12
236 3.33 83.33 1.12 0.45 1.33 0.44 2.38 20.21 1.45E-05 0.027 0.14
237 6.67 76.67 1.12 0.44 1.37 0.43 2.84 20.19 1.14E-05 0.041 0.16
238 3.33 73.33 1.12 0.45 1.35 0.44 2.58 20.25 8.87E-06 0.037 0.16
239 6.67 66.67 1.12 0.44 1.37 0.44 3.00 20.25 7.40E-06 0.051 0.18
240 3.33 63.33 1.12 0.45 1.35 0.44 2.65 20.32 5.85E-06 0.043 0.18
241 6.67 56.67 1.12 0.44 1.37 0.44 3.05 20.32 5.03E-06 0.058 0.20
242 3.33 53.33 1.12 0.44 1.36 0.44 2.65 20.41 3.89E-06 0.047 0.20
243 6.67 46.67 1.12 0.44 1.37 0.44 3.04 20.41 3.40E-06 0.062 0.22
244 3.33 43.33 1.12 0.44 1.36 0.44 2.61 20.53 2.54E-06 0.050 0.22
245 6.67 36.67 1.12 0.44 1.36 0.44 2.98 20.52 2.25E-06 0.065 0.24
246 3.33 33.33 1.12 0.44 1.36 0.44 2.54 20.68 1.61E-06 0.053 0.24
247 6.67 26.67 1.12 0.45 1.35 0.44 2.90 20.67 1.43E-06 0.068 0.25
248 3.33 23.33 1.12 0.45 1.35 0.44 2.46 20.88 9.81E-07 0.054 0.26
249 6.67 16.67 1.12 0.45 1.34 0.44 2.80 20.84 8.76E-07 0.069 0.27
250 3.33 13.33 1.12 0.45 1.34 0.44 2.38 21.11 5.74E-07 0.056 0.28
251 6.67 6.67 1.12 0.46 1.32 0.45 2.69 21.04 5.13E-07 0.070 0.29
252 3.33 3.33 1.12 0.45 1.33 0.44 2.28 21.38 3.21E-07 0.056 0.30
253 n/a n/a 8.72 n/a n/a 0.80 3.41 21.76 7.86E-07 0.216 0.66
aThe parameters are derived using the W€osten et al. [1999, 2001a] PTFs, with topsoil51, for the first 252 classes. The ‘‘peat’’ class is
assigned lookup table values from the Staring series for ‘‘peat_B16.’’ The symbols are explained in section 2.3.
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