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Abstract The ATLAS Inner Detector is a composite track-
ing system consisting of silicon pixels, silicon strips and
straw tubes in a 2 T magnetic field. Its installation was
completed in August 2008 and the detector took part in
data-taking with single LHC beams and cosmic rays. The
initial detector operation, hardware commissioning and in-
situ calibrations are described. Tracking performance has
been measured with 7.6 million cosmic-ray events, col-
lected using a tracking trigger and reconstructed with mod-
ular pattern-recognition and fitting software. The intrinsic
hit efficiency and tracking trigger efficiencies are close to
100%. Lorentz angle measurements for both electrons and
holes, specific energy-loss calibration and transition radi-
ation turn-on measurements have been performed. Differ-
ent alignment techniques have been used to reconstruct
the detector geometry. After the initial alignment, a trans-
verse impact parameter resolution of 22.1 ± 0.9 µm and
a relative momentum resolution σp/p = (4.83 ± 0.16) ×
10−4 GeV−1 ×pT have been measured for high momentum
tracks.
1 Introduction
The ATLAS detector [1] is one of two large general-purpose
detectors designed to probe new physics at the unprece-
dented energies and luminosities available at the Large
Hadron Collider at CERN [2]. ATLAS is divided into three
major regions: a large toroidal-field high-precision muon
spectrometer surrounding a set of high-granularity calorime-
ters which, in turn, surround an optimized, multi-technology
tracker situated in a 2 T magnetic field provided by a
solenoid.
?? e-mail: atlas.secretariat@cern.ch
This central tracking detector is referred to as the Inner
Detector (ID). This paper describes the commissioning and
calibration of the Inner Detector from its final installation in
August of 2008 through cosmic-ray data-taking until the end
of the year. In this period the full tracking system operated
for the first time. The aim of this commissioning phase was
to prepare the detector for LHC collisions which took place
in 2009. The necessary steps were:
– to operate all the services and controls,
– to perform an in-situ calibration of the detector,
– to synchronise all sub-detectors,
– to measure efficiency and noise occupancy for each sub-
detector in combined operation,
– to test the reconstruction software and the tracking trig-
gers on real data,
– to perform an initial alignment of the detector.
A significant component of the commissioning involved
setting up the hardware and software infrastructure needed
to operate the detector. This included the calibration proce-
dures, which will be repeated regularly during proton-proton
data-taking periods. The most relevant aspects are therefore
described here.
Cosmic-ray events were used to perform a preliminary
alignment and to commission the track reconstruction. They
mostly consist of a single muon traversing the whole detec-
tor, and have a hard momentum spectrum. Their kinematics
makes them particularly suitable for some specific measure-
ments, for example intrinsic detector efficiency, track reso-
lution and study of detector response to ionisation as a func-
tion of momentum and incident angle.
The layout of the paper is as follows. The main compo-
nents of the ID are briefly described in Sect. 2. The oper-
ating modes and conditions during the different data-taking
periods, the reconstruction software and the tracking trig-
gers are described in Sect. 3. The synchronisation of the
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sub-detectors is presented in Sect. 4 and the calibration pro-
cedures and results in Sect. 5. Section 6 describes the align-
ment, while Sect. 7 presents measurements of the detector
performance: intrinsic efficiency, the Lorentz angle in sili-
con for both electrons and holes, resolution of tracking pa-
rameters, the specific energy loss for particle identification
at low momentum and the observation of transition radiation
turn-on.
In the following, the ATLAS coordinate system will be
used. The nominal interaction point is defined as the origin
of a right-handed coordinate system. The beam direction de-
fines the z-axis and the x–y plane is transverse to it. The
positive x-axis is defined as pointing from the interaction
point to the centre of the LHC ring and the positive y-axis
points upwards. Cylindrical coordinates R and φ are often
used in the transverse plane. The pseudorapidity η is defined
in terms of the polar angle θ : η = − ln tan(θ/2).
Tracks are described using the parameters of a helical
trajectory at the point of closest approach to the z-axis: the
transverse impact parameter, d0, the z coordinate, z0, the an-
gles of the momentum direction, φ0 and θ , and the inverse
of the particle momentum multiplied by the charge, q/p.
2 The ATLAS Inner Detector
The layout of the Inner Detector is shown in Fig. 1. The
acceptance in pseudorapidity is |η| < 2.5 for particles com-
ing from the LHC beam-interaction region, with full cov-
erage in φ. The detector has been designed to provide a
transverse momentum resolution, in the plane perpendicu-
lar to the beam axis, of σpT/pT = 0.05%pT GeV ⊕ 1% and
a transverse impact parameter resolution of 10 μm for high
momentum particles in the central η region [1]. The Inner
Detector comprises three complementary sub-detectors: the
Pixel Detector, the SemiConductor Tracker and the Tran-
sition Radiation Tracker. Relevant features are described
briefly below; full details can be found in [1].
The Pixel Detector sensitive elements cover radial dis-
tances between 50.5 mm and 150 mm. The detector consists
of 1 744 silicon pixel modules [3] arranged in three concen-
tric barrel layers and two endcaps of three disks each. It pro-
vides typically three measurement points for particles orig-
inating in the beam-interaction region. Each module covers
an active area of 16.4 mm×60.8 mm and contains 47 232
pixels, most of size 50 μm × 400 μm. The direction of the
shorter pitch defines the local x-coordinate on the module
and corresponds to the high-precision position measurement
in the Rφ plane. The longer pitch, corresponding to the local
y-coordinate, is oriented approximately along the z direction
in the barrel and along R in the endcaps. A module is read
out by 16 radiation-hard front-end chips [4] bump-bonded
to the sensor; the total number of readout channels is ∼80.4
million. Hits in a pixel are read out if the signal exceeds a
tunable threshold. The pulse height is measured using the
Time-over-Threshold (ToT) technique.
The SemiConductor Tracker (SCT) sensitive elements
span radial distances from 299 mm to 560 mm. The detec-
tor consists of 4 088 modules of silicon-strip detectors ar-
ranged in four concentric barrels and two endcaps of nine
disks each. It provides typically eight strip measurements
(four space-points) for particles originating in the beam-
interaction region. The strips in the barrel are approximately
parallel to the solenoid field and beam axis, and have a con-
stant pitch of 80 μm, while in the endcaps the strip direction
is radial and of variable pitch. Most modules [5, 6] consist
of four silicon-strip sensors [7]; two sensors on each side are
daisy-chained together to give 768 strips of approximately
12 cm in length. A second pair of identical sensors is glued
Fig. 1 Cut-away image of the
ATLAS Inner Detector
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back-to-back with the first pair at a stereo angle of 40 mrad
to provide space points. The strips are read out by radiation-
hard front-end readout chips [8], each chip reading out 128
channels; the total number of readout channels is ∼6.3 mil-
lion. The hit information is binary: a hit is registered if the
pulse height in a channel exceeds a preset threshold, nor-
mally corresponding to a charge of 1 fC.
Measurements in the silicon detectors often perform a se-
lection on the angle of a track incident on a module. The an-
gle between a track and the normal to the plane of a sensor
is called α. The angle between a track and the normal to the
sensor in the plane defined by the normal to the sensor and
the local x-axis (i.e. the axis in the plane of the sensor cor-
responding to the high-precision measurement in the Pixel
Detector or perpendicular to the strip direction in the SCT)
is termed φlocal.
The Transition Radiation Tracker (TRT) sensitive volume
covers radial distances from 563 mm to 1 066 mm. The de-
tector consists of 298 304 proportional drift tubes (straws),
4 mm in diameter, read out by 350 848 channels of elec-
tronics. The straws in the barrel region are arranged in three
cylindrical layers and 32 φ sectors; they have split anodes
and are read out from each side [9]. The straws in the end-
cap regions are radially oriented and arranged in 80 wheel-
like modular structures [10]. The TRT straw layout is de-
signed so that charged particles with transverse momentum
pT > 0.5 GeV and with pseudorapidity |η| < 2.0 cross typi-
cally more than 30 straws. The TRT provides electron iden-
tification via transition radiation from polypropylene fibres
(barrel) or foils (endcaps) interleaved between the straws.
The much higher energy of the transition radiation photons
(∼6 keV compared with the few hundred eV deposited by
an ionising particle in the Xe, CO2, O2 gas) is detected by
a second, high-threshold, discriminator in the radiation-hard
front-end electronics [11].
The Beam Conditions Monitor (BCM) [12] is designed
to monitor the rate of background particles and to protect
the silicon trackers from instantaneous high radiation doses
caused by LHC beam incidents. The BCM consists of two
stations, forward and backward, each with four modules lo-
cated at a radius of 5.5 cm and at a distance of ±1.84 m
from the interaction point. Each module has two pCVD dia-
mond sensors of 1 × 1 cm2 surface area and 500 µm thick-
ness mounted back-to-back. The 1 ns signal rise-time allows
the discrimination of particle hits due to collisions (in-time)
from background (out-of-time). The BCM signal provides
both trigger information and an instantaneous hit-rate used
as input to a beam-abort signal.
Readout systems The Pixel and SCT detectors’ readout
systems use optical transmission for the outgoing module
data and the incoming timing, trigger and control data. The
transmission is based on VCSELs operating at a wavelength
of 850 nm and radiation-hard fibres [13, 14]. For each SCT
module, there are two optical links operating at 40 Mbits/s
for the data readout. Redundancy is implemented to allow
for the loss of one optical link, without significant loss of
data. For the cosmic-ray data-taking, the Pixel Detector links
also operated at 40 MBits/s. The TRT uses shielded twisted-
pair lines to transfer data to a patch panel inside the muon
spectrometer, where up to 31 lines are multiplexed [15] into
one 1.6 Gbits/s optical link.
The off-detector readout electronics is based on custom-
made Read-Out Driver (ROD) modules [16, 17]. The RODs
gather the data belonging to a single trigger into one packet
(and in the case of the TRT perform data compression) and
transmit the data to the ATLAS readout system using optical
links operating at 1.6 Gbits/s [15]. The RODs also perform
monitoring and calibration tasks [18].
Cooling The silicon detectors are cooled with a bi-phase
evaporative system [19] which is designed to deliver C3F8
fluid at −25 ◦C in the low-mass cooling structures on the
detector. The target temperature for the silicon sensors af-
ter irradiation is 0 ◦C for the Pixel Detector and −7 ◦C for
the SCT; these values were chosen to mitigate the effects
of radiation damage. In the commissioning phase in 2008
both detectors limited the coolant temperature to −10 ◦C in
the circuits cooling their sensors. The resulting sensor tem-
peratures were in the range −7 ◦C to +5 ◦C, depending on
layer and module type. In 2009 the coolant temperature was
reduced. Sensor temperatures were in the range −17 ◦C to
−7 ◦C for the Pixel Detector and −7 ◦C to −2 ◦C for the
SCT.
In contrast to the silicon detectors, the TRT operates at
room temperature. The electronics is cooled by a monophase-
liquid cooling loop separate from the Pixel and SCT bi-
phase system.
3 Data samples and operation conditions
3.1 Data-taking periods
In 2008 the Inner Detector participated in three main data-
taking periods:
– Single-beam LHC running. Particularly relevant were the
so called beam-splash events, where the LHC beams were
directed into the tertiary collimators located 150 m from
the interaction point in order to provide secondary parti-
cles crossing the whole cross-section of the ATLAS de-
tector. Since the incident particles had a direction almost
parallel to the beam axis, they crossed many detector ele-
ments and were used for synchronization of the individual
TRT readout units (see Sect. 4). For reasons of detector
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safety, during this period the Pixel Detector and SCT bar-
rel were switched off and the SCT endcaps were operated
at a reduced bias voltage of 20 V instead of 150 V, with
the readout threshold increased to 1.2 fC to reduce the
data volume.
– Combined ATLAS cosmic-ray run. Data were taken by
the full ATLAS detector with different magnetic field
combinations: toroid and solenoid switched on and off in-
dependently.
– Standalone ID cosmic-ray run. Only the Inner Detector
took part in this run, which used a newly introduced
Level-1 tracking trigger (see Sect. 3.4). All data taken dur-
ing this period were with the solenoid off.
Cosmic rays come predominantly from the vertical direc-
tion. They were therefore particularly useful for studying the
barrel region of the detector, where they resemble particles
from collisions.
In the time between the combined and standalone cosmic-
ray data-taking periods, a complete tuning and calibration of
the detectors was performed as detailed in Sect. 5.
A summary of the numbers of reconstructed tracks in the
2008 cosmic-ray data-taking periods is shown in Table 1.
Similar data-taking periods in 2009 have been used to con-
firm the performance achieved in the 2008 commissioning
period.
3.2 Operating conditions
Most of the detector was operational during the cosmic-
ray data-taking periods. Loss of coverage was mainly due
to issues with the recently-commissioned evaporative cool-
ing system and the optical links. The fractions of non-
operational channels in each sub-detector are summarised
in Table 2.
In the Pixel Detector three cooling loops, each serving
12 modules, showed apparent leaks, two on the positive-z
endcap and one on the negative-z endcap. For safety, these
loops were disabled in 2008, but were operated successfully
in 2009, after the installation of a leak-monitoring system
during the winter shutdown. In the SCT, 36 modules in the
negative-z endcap were turned off because of problems in
two cooling loops. One of these loops was repaired after the
end of 2008 operation, resulting in the recovery of 23 mod-
ules.
Table 1 Number of tracks collected during the 2008 cosmic-ray runs.
Numbers are given for all reconstructed Inner Detector tracks, those
having at least one SCT hit and those having at least one Pixel hit
Detector Solenoid off Solenoid on
All 4 940 000 2 670 000
≥1 SCT hit 1 150 000 880 000
≥1 Pixel hit 230 000 190 000
A major problem with the optical links for the SCT and
Pixel detectors was the failure of VCSEL arrays in the off-
detector electronics. The loss of data for the SCT was re-
duced because of the redundancy system, but the problem
prevented the read-out of 35 pixel modules in the com-
bined run. These were recovered by replacing the defective
VCSEL arrays with spare parts between the combined and
standalone data-taking periods. The VCSEL failures are be-
lieved to be due to Electro Static Discharge (ESD) damage.
During the 2008–2009 shutdown all VCSEL arrays in the
off-detector electronics were replaced with new components
produced with much tighter ESD controls. A very low rate
of problems was observed in 2009.
Remaining inactive parts in the Pixel Detector and SCT
were mainly due to failure in high- or low-voltage connec-
tions.
In the TRT barrel 1.6% of the straws were inactive due to
mechanical problems in the detector which had been noted
prior to installation and 0.7% were inactive due to scat-
tered electronics problems at the board and chip level af-
ter installation. In the endcaps about 1.6% of the electronics
channels were inactive, largely due to high- and low-voltage
power connection problems, while only 0.3% of the straws
had known mechanical problems. The mechanical defects
were always straw cathodes that had been deformed during
module or wheel construction so that they would not reli-
ably hold high-voltage, and in these cases the anode wires
were removed. These numbers remained essentially con-
stant throughout the 2008 and 2009 data-taking periods.
The detector conditions were supervised and monitored
by a Detector Control System [20], which monitored high-
voltage and low-voltage values, temperatures and other envi-
ronmental parameters. In particular the applied bias voltage
on the silicon detectors was used to compute the Lorentz an-
gle (Sect. 7.2) during track reconstruction, and the detector
status was used to assess the data quality.
Table 2 Fraction of non-operational channels for each sub-detector
in the 2008 cosmic-ray run and at the beginning of LHC collisions in
2009. For the Pixel Detector in 2008 the first numbers correspond to
the earlier combined run, the second to the later standalone run
Detector Reason 2008 2009
Pixel Cooling 2.1% 0.0%
Optical links 2.0%–0.0% 0.3%
Other 1.9% 2.4%
Total 6.0%–4.0% 2.7%
SCT Cooling 0.9% 0.3%
Optical links 0.4% 0.0%
Other 0.8% 0.7%
Total 2.1% 1.0%
TRT Total 2.0% 2.0%
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Monitoring software [21] running within the ATLAS
Athena framework [22] was used to analyse data and to re-
construct tracks as described in Sect. 3.3, both online during
the physics run and during offline reconstruction. The light-
weight online monitoring ran on a limited subset of data,
while the offline monitoring provided more in-depth analy-
sis over larger samples of data.
3.3 Track reconstruction
Data were reconstructed using ATLAS software in the
Athena framework [22]. In a first step, groups of contigu-
ous pixels (in the Pixel Detector) or strips (in the SCT) with
a hit were grouped into clusters. Channels which were noisy,
as determined from either online calibration data or offline
monitoring, were rejected at this stage. The one-dimensional
strip clusters from the two sides of an SCT module were
combined into three-dimensional space-points using knowl-
edge of the stereo angle and the radial (longitudinal) posi-
tions of the barrel (endcap) modules; in the case of pixel
clusters, only the knowledge of the radial (longitudinal) po-
sition was necessary to construct a barrel (endcap) space-
point. The construction of TRT drift circles, i.e. the radial
distance of the particle trajectory to the wire in a tube, re-
quired knowledge of the time of the cosmic ray passing
through, which was determined using the iterative procedure
described in Sect. 4. The three-dimensional space-points, in
the Pixel Detector and SCT, and the drift circles, in the TRT,
formed the input to the pattern-recognition algorithms.
The track reconstruction [23] started the pattern recog-
nition by using space-points from the silicon detectors. In
cosmic-ray data, these track candidates were allowed to span
the central beam-axis region, and no cut was placed on the
transverse impact parameter d0. These silicon-only tracks
were extended in both directions into the TRT, and refit-
ted using all associated space-points from the silicon and
TRT detectors. As shown in Table 1, a significant fraction of
tracks from cosmic rays do not pass through the silicon de-
tectors, and these were found by running a TRT stand-alone
track-finding algorithm on the remaining measurements. At
all stages, the track fitting was performed using the global
χ2 fitter described in [24].
To measure the resolution of the track parameters the
cosmic-ray tracks which traverse the ATLAS detector from
top to bottom were split into two halves. This was done by
fitting two new tracks, each containing the hits in the upper
or lower half of the detector only. These new tracks are re-
ferred to as split tracks. Figure 2 shows the momentum and
angular distributions of the split tracks as measured in data.
The shapes of the φ0 and θ distributions reflect the fact that
particles could enter the ATLAS cavern through the access
shafts more easily than through the rock. The range of φ0
is always negative as the split tracks in both the upper and
Fig. 2 Distribution of split-track parameters for a set of cosmic-ray
data with solenoid on: (a) particle charge multiplied by momentum
(q × p), (b) azimuthal (φ0) and (c) polar (θ ) angles
lower halves of the detector are reconstructed from top to
bottom. The high μ+/μ− asymmetry in the low momentum
bins in Fig. 2(a) is due to the toroid deflecting μ− coming
from the shafts away from the ID. The resolution results are
presented in Sect. 7.3.
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3.4 Tracking triggers
The ATLAS trigger system has a three-level architecture:
Level-1, Level-2 and Event Filter. Level-2 and Event Filter
together form the High Level Trigger (HLT) [1].
The trigger for cosmic-ray events was provided by the
muon or calorimeter systems at Level-1. For the ID stan-
dalone data-taking, a Level-1 TRT trigger was added, based
on a fast digital OR of groups of approximately 200 TRT
straws [25].
Three Inner Detector tracking algorithms were run at
Level-2. One algorithm was specifically designed for cosmic-
ray running and used only barrel TRT information. It recon-
structed tracks in a search window of up to about 45◦ to the
vertical in azimuthal angle. The other two algorithms [26]
were designed for collisions but were adapted for cosmic-
ray running in order to exercise the algorithms online and
also to complement the coverage of the TRT trigger. These
algorithms started with track reconstruction in the silicon
detectors and then extrapolated tracks to the TRT. As a
consequence of being designed for collisions, the cosmic-
particle trajectory was reconstructed as two tracks: one go-
ing upwards and the other downwards. The two algorithms
used a common input consisting of space-points formed
from clusters of hits in the pixel layers and from associated
stereo-layer hits in the SCT. They shared common tools for
track fitting and extrapolation to the TRT, but differed in the
initial track-finding step:
– SiTrack was based on a combinatorial method. It first
looked for pairs of space-points in the inner layers con-
sistent with beam-line constraints, then combined these
pairs with space-points in other layers to form triplets and
finally merged triplets to form track candidates. In order
to achieve good efficiency in cosmic-ray data-taking, the
beam-line constraints were relaxed compared with those
used for collision data.
– IDSCAN used a three-stage histogramming method to
first determine the z-coordinate (position along the beam)
of the interaction point in collision events, and then look
for track candidates consistent with this interaction point.
For cosmic-ray data-taking a first step was introduced
which shifted the space-points in the direction transverse
to the beam-axis, so that the shifted points lay on a trajec-
tory passing close to the nominal beam position.
The efficiency of the Level-2 ID cosmic-ray trigger was
determined using events triggered by the Level-1 muon trig-
ger and containing an offline ID track. In Fig. 3 the effi-
ciency is shown as a function of the transverse impact pa-
rameter of the offline track, d0, for each of the three differ-
ent algorithms as well as for the combined trigger. The ef-
ficiency was calculated for the sample of offline tracks with
3+3 space-points on the upper+lower track segments in the
Fig. 3 Efficiency of Level-2 tracking algorithms in cosmic-ray events,
as a function of d0; the efficiency drop for the silicon based algorithms
at about 300 mm corresponds to the acceptance of the first SCT barrel
layer
silicon barrel. The track was also required to be within the
TRT readout time window. The efficiency for IDSCAN and
SiTrack falls off for tracks with d0 approaching the radius
of the first SCT layer (300 mm). The space-point shifting
step that precedes IDSCAN fails for high curvature tracks,
and this is reflected in a lower efficiency for IDSCAN. The
combined efficiency is (99.96 ± 0.02)%.
3.5 Simulation
Cosmic-ray events were simulated by a sequence which first
generated single particles at the surface above ATLAS, then
filtered them for acceptance in the detector and finally ran
the standard detector simulation, digitisation and reconstruc-
tion.
The generator used the flux calculations in [27] and
a standard cosmic-ray momentum spectrum [28]. Muons
pointing to a sphere representing the inside of the exper-
imental cavern were propagated through the rock, cavern
structures and the detector using simulation software based
on GEANT4 [29, 30]. To increase the acceptance, only
events with at least one hit in a given volume inside the
detector were submitted to the digitization algorithms and
the event reconstruction. The digitisation was adapted to
reproduce the timing properties of cosmic-ray muons (see
Sect. 4), and tracks were reconstructed as described in
Sect. 3.3.
4 Detector timing
All sub-detectors use a common clock signal, with a
25 ns period corresponding to the spacing of LHC bunch-
crossings (BC). This is either an ATLAS internal clock or
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one provided by the LHC and synchronised to the bunch-
crossing. A delay to this signal is then applied by each de-
tector component in order to account for signal propagation
times.
A major difference between cosmic-ray running and de-
tector operation with LHC collisions is that cosmic-ray
events occur evenly distributed in the interval between two
clock edges. In order to properly treat cosmic-ray events, it
is therefore necessary to measure for each event the time
difference between the clock edge and the passage of the
cosmic-ray particle. This time difference is then an input to
the track reconstruction and analysis. The TRT timing deter-
mines the precision of this measurement, because the gran-
ularity of its leading-edge measurement is 3.125 ns (1/8 of
a BC) instead of one BC as for the silicon detectors. It is
therefore used as a reference. The broader readout window
of the Pixel Detector helped in verifying the coarse selection
of beam clock offsets for both the TRT and SCT, and in un-
derstanding the trigger time offsets for the various triggers
used in cosmic-ray data-taking.
4.1 TRT timing
TRT timing requirements are set by the constraint that both
the leading-edge and trailing-edge transitions of a signal
must be within the 75 ns (three BC) readout window. About
50 ns are required to cover the range of electron drift times
at the full 2 T magnetic field. Propagation time differences
within a front-end board are about 5 ns and, combined with
small cabling and time-of-flight effects, imply that a time
offset bigger than 10 ns would result in acceptance losses.
The readout timing was initially synchronized across the de-
tector using measured cable lengths, which gave a spread of
±5 ns in the barrel, and within one bunch-crossing in the
endcaps.
In the barrel region, the time offset T0 for each Trigger,
Timing and Control unit [11] was improved using cosmic-
ray tracks, and the corresponding corrections were applied
to the hardware settings. These offsets were validated using
the LHC beam-splash events. In these events many particles
passed through the detector at the same time. Almost every
TRT straw was hit multiple times and, apart from time-of-
flight effects, different parts of the detector were hit simul-
taneously. Figure 4(a) shows T0 settings which were esti-
mated with a single beam-splash event. Since the readout
timing before beam-splash events had already been adjusted
using cosmic-ray events, the systematic effect due to time-
of-flight in cosmic-ray data can clearly be seen. Apart from
this, the measured time is uniform, with variations of about
1 ns. These settings were monitored in the subsequent run-
ning periods and they have remained stable.
In the endcap regions very few cosmic-ray events had
been collected by September 2008. The initial correction
Fig. 4 (a) Validation of TRT T0 hardware settings in TRT barrel A
with September 2008 beam-splash data. (b) Difference between the
TTRT value obtained from the upper and lower parts of a split track for
a sample of cosmic-ray tracks
was derived from beam-splash data. This adjustment was
validated using cosmic-ray data and, after subtracting the
time-of-flight, the measured T0 constants in the endcap
showed an accuracy of 1.3 ns.
In the cosmic-ray run the TRT time measurement was
used to determine the time, TTRT, of a cosmic ray passing
through the ID. This was determined by the average of mea-
sured TRT leading-edge times for all hits on a track, cor-
rected for electron drift time and offline T0 calibration con-
stants (see Sect. 5.3). Since the estimated electron drift time
depends on the track trajectory, the track was first fit using
only the position of the centre of each hit wire, without using
the drift-time information. These track parameters were then
used to estimate TTRT and this estimate was used to correct
the position of TRT hits and to repeat the track fit.
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The accuracy of this TTRT measurement procedure was
studied by splitting the cosmic-ray track into upper and
lower parts and fitting TTRT separately for each. The time
difference between the two segments is shown in Fig. 4(b).
The resolution is estimated as the spread of this difference,
divided by two. This factor assumes a statistical error only,
and is a combination of a
√
2 due to both upper and lower
TTRT uncertainties contributing to the spread, and another
factor of
√
2 because split tracks have half the number of
hits. The accuracy of TTRT for barrel tracks in the 2008
cosmic-ray data was shown to be better than 1 ns.
4.2 Pixel Detector timing
The Pixel Detector front-end electronics can read out up to
16 consecutive BC for each trigger [4]. Each recorded hit
includes the number of the BC in which it occurred.
At luminosities higher than 1032 cm−2 s−1, the expected
occupancy will only permit read-out of a single BC per trig-
ger. In cosmic-ray data-taking the low trigger rate allows
a broader time window. In the 2008 commissioning run,
eight BC were read out per trigger.
The BC distribution for hits from cosmic-ray muons is
shown in Fig. 5(a). The spread is due to the convolution
of the front-end electronics timewalk, which results in low
pulse-height hits being assigned to a late BC, and to the uni-
form time distribution of cosmic rays.
The distribution of hits among bunch crossings can be
used to improve the detector timing relative to the correc-
tions computed from measured signal delays in cables and
read-out electronics.
Module-to-module synchronization in the barrel was as-
sessed averaging the BC, corrected for TTRT, of clusters with
a pulse height greater than 15 000 e. The subtraction of TTRT
reduces the spread due to the event time and the requirement
on pulse height removes the timewalk effect. The measured
values are shown in Fig. 5(b) and indicate a time variation of
0.17 BC, equivalent to 4.25 ns without any specific module-
to-module tuning. This is sufficient to obtain full efficiency
in the readout window used for detector commissioning. To
reduce the spread and extend the tuning to the endcap region,
the higher statistics from collision events will be needed.
4.3 SCT timing
The readout of the SCT needs to be synchronized with the
bunch-crossing time to ensure that the signal is sampled at
the peak of the charge-response curve. In cosmic-ray data-
taking, a strip is read out if the signal is above threshold in
any one of three 25 ns time-bins centred on the triggered
bunch-crossing.
Prior to cosmic-ray data-taking, the timing of each mod-
ule was adjusted to compensate for differences in the lengths
Fig. 5 Pixel Detector BC distributions for individual clusters on
track (a) and per-module average BC relative to the TTRT in units of
25 ns (b). The dispersion in (a) is due to timewalk and event time
spread, while in (b) is the module-to-module synchronization
of the optical fibres used for data transmission to and from
the modules. During data-taking, the overall timing of the
SCT was adjusted in steps of 25 ns until a peak in occu-
pancy associated with tracks was observed. No attempt was
made to refine this timing using finer adjustments, and no
corrections for time-of-flight were applied.
The degree of synchronisation of the SCT was studied
using the cosmic-ray timing derived from the TRT. Figure 6
shows the fraction of in-time clusters on a track as a func-
tion of TTRT for barrel modules. The clusters were required
to contain at least two strips, all from the same BC, to re-
duce the effect of variations in the charge-collection time.
The distribution has a flat top with a width of about 25 ns and
can be fitted to a step function convolved with two Gaussian
functions. The peak time of the charge response corresponds
to the mid-point of the step function. Separate fits have been
performed for the SCT barrel modules served by a single
optical-fibre ‘harness’ (each harness serves six modules on
a barrel at the same azimuthal angle). Most of the barrel
harnesses are well synchronised: the r.m.s. width of the dis-
tribution is 1.8 ns.
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4.4 BCM timing
Even though the BCM acceptance for cosmic rays is very
limited, during the November 2008 operation, a total of 131
events had muons passing through this detector. These al-
lowed the relative timing between the BCM signal and the
trigger to be measured. From the timing distributions, an off-
set of 19.5 ± 0.4 BC was observed for triggers based on the
muon system and of 19.4 ± 0.1 BC for the events triggered
by the TRT Fast-Or, as shown in Fig. 7. These observed time
offsets agree well with the expectation of 19 BC from the es-
timation of propagation time along cables and optical fibres.
Fig. 6 Fraction of in-time clusters on track as a function of TTRT for
SCT barrel modules. The curve shows a fit to a step function convolved
with two Gaussian functions. The peak time of the response curve is
assumed to be at the centre of the step function
Fig. 7 Timing distribution of BCM events triggered by the TRT
Fast-Or. The data are fitted with a Gaussian over a flat background
5 Sub-detector calibration
To be prepared for data-taking, each sub-detector performs a
set of calibrations necessary to provide a uniform response,
to map defective channels and to ensure an acceptable noise
rate. Offline calibrations are then obtained during normal
data-taking. They consist of additional noise suppression
and, for the Pixel Detector and TRT, corrections to the posi-
tion measurement of reconstructed tracks.
During collision data-taking, it is planned that offline cal-
ibrations will be performed on a subset of the data and the
bulk processing of most data will start only after these cal-
ibrations have been validated. This model could not be ap-
plied during the 2008 data-taking, since the rate of events
with tracks, especially in the silicon detectors, is many or-
ders of magnitude lower than in LHC collisions. Therefore
offline calibration results were only used in the reprocessing
at the end of the data-taking period.
5.1 Pixel Detector calibration
The calibration of the Pixel Detector consists in tuning the
optical communication links and adjusting the front-end
electronics to provide uniform thresholds and response to
injected charge. Suppression of noisy channels is also done
at this time. Data for these calibrations are acquired in spe-
cial runs. The quality of the calibration is then verified using
measurements of noise rate, charge collection and timing in
normal ATLAS runs. The cluster reconstruction algorithm,
which uses the pulse height to improve the accuracy of the
position measurement is also calibrated.
The optical data-links contain arrays of 8 or 16 VCSEL
devices [14, 31]. The bias voltage which controls optical
power can only be adjusted for the data-link as a whole. Due
to the spread in the device characteristics, the optical power
for a setting is not uniform and a scan of the bias voltage
is performed to determine a suitable value for all devices in
the data-link. A bit-error rate of <2.7 × 10−8 with a con-
fidence level of 99% was measured for the two bandwidth
configurations, 40 and 80 Mbits/s, which will be used for
operation up to a luminosity of 1033 cm−2 s−1. At higher
luminosity, the innermost layer will be operated at a readout
speed of 160 Mbits/s, by using two 80 Mbits/s channels for
each module.
Threshold calibration of the front-end electronics is per-
formed by injecting known amplitude signals into the in-
put of the electronics chain. The fraction of observed hits
as a function of the injected charge is fitted with an error
function, providing the threshold, defined as the 50% ef-
ficiency point, and the electronic noise. An 8-bit DAC is
used to adjust the threshold to the target value. The distri-
butions of threshold and noise for the whole detector are
shown in Fig. 8. At the nominal working point, correspond-
ing to a 4 000 e threshold, a uniformity of 40 e r.m.s. is
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Fig. 8 Pixel Detector threshold (a) and noise (b) distributions, as obtained from in-situ calibrations based on charge injection
achieved after tuning. In these conditions the average noise
level is 160 e for most pixels, and slightly higher for pixels
of 600 µm size (long pixels) or for pairs of interconnected
pixels (ganged pixels), which are used to cover the other-
wise dead area between front-end chips [32]. The tails in
Fig. 8 correspond to 4 × 10−5 of channels differing by more
than 250 e from the nominal threshold and 1.3 × 10−4 of
channels with noise greater than 600 e, which may give high
noise occupancy during operation.
Due to the finite electronics rise-time, low-amplitude
pulses may be assigned to a BC later than the one in which
the signal is generated [4]. Therefore the in-time threshold
is also measured. This is the minimal signal for which the
hit is located in the same BC as the particle crossing. For the
reference 4 000 e threshold, the in-time threshold is 5 400 e,
with a r.m.s. spread of 240 e.
Due to the high threshold-to-noise ratio, random noise
occupancy, i.e. the probability for a channel to give a noise
hit per BC, is extremely low. Dedicated standalone runs with
random triggers are used to find and mask the small frac-
tion of channels that show an anomalous occupancy, greater
than 10−6 hits/BC. Random triggers during normal data-
taking runs are used for monitoring additional noisy chan-
nels which are not used in reconstruction if they have an
occupancy greater than 10−5 hits/BC.
The actual fraction of noisy pixels was below 2.2 × 10−4
for all the 2008 data-taking. After masking these channels,
the noise occupancy was ∼10−10 hits/BC, corresponding to
less then one noise hit per event in the Pixel Detector.
The pulse height is measured using the Time-over-
Threshold (ToT) method. The relationship between ampli-
tude and ToT is calibrated with charge injection and the
resulting calibration curve is used to reconstruct the energy
deposited in the detector by charged particles. The absolute
scale of the ToT calibration can be estimated by comparing
Fig. 9 Spectrum of charge release by cosmic-ray muons in the Pixel
Detector, as obtanied from the Time-over-Threshold measurement
the observed spectrum of collected charge with the expecta-
tion obtained by combining the theoretical model of energy
loss in silicon [33], the average energy needed to create an
electron-hole pair, W = 3.68 ± 0.02 eV/pair [34], and the
effect of losses of collected charge due to the finite threshold
of pixels (Fig. 9). For this study two methods were used. The
first selected two-pixel clusters on tracks with incident angle
α < 25◦: for these clusters the losses due to threshold effects
are negligible and the most probable value could be directly
compared to theoretical predictions. The second compared
the pulse height of one-pixel and two-pixel clusters in data
and Monte Carlo as a function of α in the range α < 30◦.
Both methods agreed, providing a calibration factor for the
charge scale of 0.986 ± 0.002 (stat.) ± 0.030 (syst.), consis-
tent with unity. The largest systematic uncertainties are 2.4%
from the spread of the measured values of W [34–37] and
2% from the theoretical modelling of energy loss in silicon.
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Pulse-height measurements improve the accuracy of the
position measurement, in both the local x and y coordinates,
for clusters consisting of more than one pixel. The charge-
sharing ratios, Ωx and Ωy , between the signals collected on
the first and last row or column in the cluster
Ωx = Qlast row
Qlast row + Qfirst row ,
Ωy = Qlast column
Qlast column + Qfirst column
are used to correct the geometrical centre-of-cluster posi-












with weights, 1x and 1y , depending on the particle incident
angle and cluster size [38].
Cosmic rays with transverse momenta pT > 5 GeV pro-
vided a calibration of 1x for two- and three-pixel clusters
and φlocal < 45◦ (Fig. 10), a range much wider than ex-
pected for particles from proton-proton collisions. Along the
beam direction, the limited range of cosmic-ray polar angles
(Fig. 2(c)) only allowed the 1y calibration for two-pixel
clusters up to |η| < 1; collisions are needed to cover the
full acceptance in pseudorapidity. This calibrated position-
reconstruction algorithm is expected to provide a measure-
ment accuracy of 6 µm in the transverse plane for two-pixel
clusters.
5.2 SCT calibration
Good front-end calibration is essential to the operation of the
SCT because of the binary readout employed. The channel
thresholds must be set to provide good efficiency (>99%)
Fig. 10 Residual between track extrapolation and the centre-of-clus-
ter position in the Pixel Detector for two-pixel clusters in the local x
direction and different incident angles. The measured slopes are used
to improve the position resolution with respect to the purely binary
readout according to (1)
and uniformity of response while keeping the noise occu-
pancy below 5 × 10−4 hits/BC. The calibration procedure
is described in [18] and it follows a sequence similar to the
one described for the Pixel Detector. Calibration runs are
performed with the SCT data-acquisition system in a stan-
dalone mode, and the data analysed online. As a first step the
parameters of the optical data links [13] are tuned to ensure
reliable communication to and from the modules.
Threshold calibration is performed by injecting known
charges into the front-end of each readout channel and mea-
suring the occupancy as a function of threshold. For each
input charge the dependence is parameterized using a com-
plementary error function. The threshold at which the oc-
cupancy is 50% (Vt50) corresponds to the median of the in-
jected charge while the sigma gives the noise after amplifi-
cation. Channel gains are extracted from the dependence of
Vt50 on the input charge, and are used to set the discrimina-
tor thresholds. Channel-to-channel variations are compen-
sated using a 4-bit DAC (TrimDAC). The TrimDAC steps
can themselves be set to one of four different values to allow
uniformity of response to be maintained when uncorrected
channel-to-channel variations increase after irradiation. The
achieved uniformity of response is shown in Fig. 11(a),
which shows the distribution of the r.m.s. spread of Vt50 val-
ues on a chip. Distributions are shown separately for chips
in each TrimDAC range; most of the chips are configured
in the finest setting, with a small spread. After irradiation it
is expected that coarser settings will become necessary. The
uniformity at the nominal threshold of 1 fC, corresponding
to a signal of 54–58 mV, is ∼4%. The corresponding noise
level, shown in Fig. 11(b), is between 900 and 1 700 e, de-
pending on the strip length.
Threshold scans with no injected charge are used to mea-
sure the noise occupancy and strips with occupancy greater
than 5×10−4 hits/BC are disabled. Figure 12 shows the oc-
cupancy values measured in calibration mode after remov-
ing the ∼0.2% of noisy strips. Normal data-taking runs are
used for the identification of noisy channels which escape
detection during the calibration runs. Strips with an occu-
pancy above 5 × 10−3 hits/BC are subsequently removed
during reconstruction. The number of such strips never ex-
ceeds 0.1% of the channels. The noise occupancy in cosmic-
ray data was calculated as the number of hits per event not
associated to a track, per channel and BC. This rate was
found to be of order of 10−5, in good agreement with the
calibration-mode data.
5.3 TRT calibration
As for the other sub-systems, the first step in calibrating the
TRT is to adjust the data-links to provide reliable communi-
cation. There are separate steps for adjusting, on one hand,
the phasing of the clock and the trigger and control lines
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Fig. 11 SCT threshold dispersion and noise from calibrations at 2 fC
threshold based on charge injection. (a) Distribution of the r.m.s.
spread of the threshold Vt50 for each chip. The average values for each
trim range are given. (b) Distribution of the input noise values for each
chip as obtained in response curve tests. The average values for each
detector region are given. The average SCT sensor temperatures for
barrel and endcap modules as estimated from the operation conditions
are also given
Fig. 12 The SCT noise occupancy per channel measured in calibration
mode at 1 fC threshold for barrel and endcap modules in 2008 data. The
dotted line is the specification value of 5 × 10−4. A fraction of 0.2%
of strips with occupancy above specification are excluded. The average
noise occupancies and operational temperatures are shown
and, on the other hand, the phasing of the data lines from
the front end into the optical links going to the TRT RODs.
Noise data are then acquired in special calibration runs and
are used for the high-uniformity tuning of detector thresh-
olds.
The effective gain and inherent noise of the front-end
chips were measured during production by injecting each
channel with known amplitude signals at multiple threshold
settings. At the board, module and detector level, thresh-
olds were set to give a noise occupancy corresponding to
the desired threshold in fC. The uniformity of the random
noise occupancy (or rate) for different detector elements at
the same effective threshold gives a measure of element-to-
element matching.
The TRT low (tracking) threshold is set to about 2 fC,
corresponding to 250 eV of deposited ionization energy.
This setting gives an average noise occupancy of about 2%
for the three bunch-crossings sampled by each trigger. This
calibration process achieves a uniform response to particles
across the detector, correcting, for example, for the effect on
the physical thresholds of ground offsets in the low voltage
levels supplied to the front-end electronics. Figure 13 shows
the TRT low threshold noise occupancy in 2008 cosmic-ray
data. The occupancy is uniform with a r.m.s. spread across
the detector of 0.5%. The ∼2% permanently dead straws and
the handful with 100% occupancy are discarded.
Normal data-taking runs are used for the identification
of noisy channels and measurement of random noise. These
runs are also used to compute parameters needed to optimize
the determination of the particle crossing point. The parame-
ters consist of the T0 for each 16-straw time-measuring chip
and the global time-distance relationship, R–T , shown in
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Fig. 13 TRT low threshold noise occupancy for 2008 cosmic-ray data
averaged over each group of eight straws
Fig. 14 Measured time–distance (R–T ) relationship for the TRT bar-
rel with solenoid field on
Fig. 14. The R–T relationship is obtained by fitting a third-
order polynomial to the distance of the reconstructed track
from the centre of the straw as a function of the time of the
leading-edge, corrected by TTRT.
6 Alignment
The accuracy with which particle tracks can be recon-
structed is limited by how precisely the positions and ori-
entations of the ID sensor modules and wires are known.
The requirement on the alignment quality is that the resolu-
tion of track parameters is to be degraded by no more than
20% with respect to the intrinsic resolution [39]. The silicon
pixel and strip modules must be aligned with a precision of
respectively 7 μm and 12 μm in the sensitive Rφ direction.
In the z (R for the endcap) direction of silicon modules and
for the TRT, the alignment precision is required to be of sev-
eral tens of micrometres. In addition, the alignment should
have minimal systematic effects which could bias the track-
parameter determination.
The alignment is specified by a set of constants, six
for each individual module or assembly structure (barrel
layer, endcap disk, etc.) corresponding to the six degrees-
of-freedom of a rigid body: three translations Tx , Ty and Tz
with respect to the nominal position and three rotations Rx ,
Ry and Rz with respect to the nominal axis orientations.
Track-based alignment algorithms were used to deter-
mine alignment constants using the cosmic-ray data col-
lected in 2008. The algorithms use the tracking residual dis-
tributions of the modules; a residual is defined as the dis-
tance between the position of the measurement and the in-
tersection of the fitted track with that module. The alignment





rT V −1r (2)
where the sum is over all tracks in a given event sample, r is
the vector of residuals for a given track and V is the covari-
ance matrix of those residuals. In general, r is a function of
both the track parameters,
τ = (d0, z0, φ0, θ, q/p), (3)
and of the alignment constants,
a = (Tx, Ty, Tz,Rx,Ry,Rz), (4)
of those modules with hits contributing to the track fit.
The alignment was determined using the Global χ2 algo-
rithm [40]. In this algorithm the χ2 given by (2) was simul-
taneously minimised with respect to τ and a to determine
the alignment constants.
The results were cross-checked using two alternative al-
gorithms, which gave consistent results. In the Local χ2 al-
gorithm [41, 42] the minimisation was done only with re-
spect to a. In the Robust algorithm [43], used only for silicon
detectors, the alignment corrections were calculated directly
from the size of the residual bias. In all cases, an iterative
procedure was used.
The 7.6 million tracks reconstructed in the Inner Detector
during the 2008 cosmic-ray data-taking period were used
to perform a preliminary alignment of the tracking system
which significantly improved the tracking performance.
Because cosmic rays come from above and not from the
centre of the ATLAS detector, more hits were recorded in
silicon modules in the top and bottom quadrants of the bar-
rel than the side quadrants or the endcaps. In addition, the
large incidence angles in the side and endcap modules result
in poor-resolution large or fragmented clusters. This limits
the precision to which these regions of the Pixel Detector
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Table 3 Alignment levels used
with cosmic-ray data for the
Inner Detector subsystems.
Naming, brief description,
number of structures and the
total number of degrees of
freedom to be aligned at each
level are given. The six degrees
of freedom per structure in (4)
are used, unless otherwise
indicated
Level Brief description Structures Degrees
of freedom
0 Total: 7 41
Whole Pixel detector 1 6
SCT barrel and 2 endcaps 3 18
TRT barrel (except Tz) and 2 endcaps 3 17
1 Total: 14 84
Pixel barrel layers split into upper 6+2 48
and lower halves plus 2 endcaps
SCT barrel split into 4 layers plus 2 endcaps 4+2 24
2 Total: 2 472
Pixel barrel layers split into staves plus 2 endcaps 112+2 684
SCT barrel layers split into staves plus 2 endcaps 176+2 1 068
TRT barrel modules (except Tz) 96 480
TRT endcap wheels (only Tx , Ty and Rz) 40 × 2 240
3 Total: 3 568 7 136
Pixel barrel modules (only Tx and Rz) 1 456 2 912
SCT barrel modules (only Tx and Rz) 2 112 4 224
and SCT can be aligned. Due to its structure and larger ac-
ceptance, the TRT is less sensitive to this anisotropy and its
alignment precision was more uniform.
6.1 Global alignment
The alignment proceeds in stages from larger structures to
the individual module level, as detailed in Table 3. At each
stage more degrees of freedom are introduced, but the ex-
pected sizes of the corrections are smaller.
In the first step, the Level 0 alignment, the SCT barrel
and two endcaps are aligned relative to the entire Pixel De-
tector, followed by the TRT alignment with respect to the
silicon detectors. In aligning the TRT barrel, only 5 degrees
of freedom are used; the Tz is not considered because the
TRT barrel modules are almost 1 m long and do not mea-
sure the z coordinate.
Cosmic-ray simulation studies with a misaligned geome-
try showed that, using solenoid-on tracks for the silicon de-
tectors’ Level 0 alignment, may lead to corrections being un-
derestimated. The presence of a misalignment between the
sub-detectors could lead to a bias in reconstructed track mo-
mentum, with part of the misalignment being absorbed into
the curvature. Therefore these alignment corrections were
derived using only solenoid-off data. The simulation tests
also showed that the solenoid-off data were able to esti-
mate the Level 0 misalignments with a precision better than
100 μm. This precision is limited by misalignments of the
internal structures and by multiple Coulomb scattering ef-
fects.
Table 4 Level 0 alignment parameters, translations (Tx , Ty and Tz)
and rotation (Rz only), of the SCT and TRT barrel, endcap A (pos-
itive z) and endcap C (negative z). The statistical errors were much
smaller than the last digit
Structure Tx [mm] Ty [mm] Tz [mm] Rz [mrad]
SCT barrel 0.9 0.6 0.5 −1.8
SCT endcap A −1.8 0.5 0.0 −1.3
SCT endcap C −0.4 0.6 1.0 −1.3
TRT barrel 0.2 −0.1 N/A 0.0
TRT endcap A −1.5 0.2 −3.4 −7.0
TRT endcap C −1.0 1.7 2.1 6.4
For the TRT instead, both a solenoid-on and a solenoid-
off sets of tracks were used. The results were compared and
found consistent within the uncertainties.
Shifts from the nominal positions of up to 2 mm were
observed, with rotations Rz of several mrad, as shown in
Table 4; the rotations Rx and Ry were all consistent with
zero.
6.2 Local alignment of the Pixel Detector and SCT
After the initial alignment of the detector components as
a whole, the subsequent alignment levels consider smaller
structures.
Due to the low statistics the endcaps were aligned glob-
ally, but no attempt was made to align individual disks or
modules. The initial geometry for the alignment was based
on the nominal position of the modules.
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The first stage in the internal alignment of the Pixel De-
tector and SCT (Level 1) was the alignment of the pixel
half-shell barrel layers, the full SCT barrel layers and the
four endcap structures (two for each of the Pixel Detector
and the SCT). The SCT barrel layers were considered to be
rigid cylinders, whilst the pixel half-shells were considered
rigid half-cylinders. For all the structures, the full set of 6 de-
grees of freedom was considered in the alignment. This level
was aligned combining both solenoid-on and solenoid-off
cosmic-ray data. The computed alignment corrections were
of the order of hundreds of micrometres in all Tx , Ty and Tz,
with in particular a rotation of the first pixel upper half shell
of almost 2 mrad with respect to the other layers.
The next step was the alignment of the Pixel Detector
and SCT stave-by-stave (Level 2). The pixel staves are real
structures, composed of 13 modules in the same φ posi-
tion, which were assembled and surveyed. The SCT was
not assembled in staves but the modules were individually
mounted on the support cylinder. Nevertheless, for align-
ment purposes the SCT barrel was also split into rows of
12 modules. The staves were considered a rigid body and all
6 degrees of freedom were used. The alignment corrections
for the translations of the staves were of the order of tens of
micrometres.
Once the staves were aligned the alignment at module-
to-module level (Level 3) was performed. The positions of
pixel modules mounted within the staves were surveyed just
after assembly [44]. This survey information was used as a
starting point for the internal alignment of the pixel mod-
ules, but not to constrain the alignment corrections, because
the deformation of staves after the survey was expected to
be significantly larger than survey errors. This step was per-
formed in the local coordinate system described in Sect. 2
for individual silicon modules.
The number of hits per module was much smaller than
for the larger structures, and thus the statistical precision of
the alignment becomes a significant consideration. There-
fore the number of degrees of freedom was reduced to just
two per module, Tx and Rz. These two parameters were
chosen because they were appropriate to describe the lateral
bending along the pixel staves, the largest deformation ob-
served in the residuals, with an amplitude reaching 500 µm
for the worst case.
Pixel Detector and SCT residual distributions before and
after the alignment procedure are shown in Fig. 15 for tracks
with pT > 2 GeV and |d0| < 50 mm. These are compared to
distributions obtained using a perfectly-aligned Monte Carlo
simulation of cosmic rays. Before alignment the residual
distributions are very wide compared to the Monte Carlo
simulation and also biased. After alignment their widths
were substantially reduced and the means are consistent
with zero to within a few micrometres.
The residuals cannot be used to quote the point resolu-
tion, because their errors include a contribution from extrap-
olation uncertainties larger than the point resolution. This
contribution also depends on the track momentum and sili-
con layer, resulting in strongly non-Gaussian distributions.
By comparing the width of the aligned residual distributions
to the simulation, and assuming that the only contribution
to the increased width is from misalignments, the size of
the remaining module-level misalignments is estimated to
be approximately 20 µm.
6.3 Local alignment of the TRT
The second step of the TRT barrel alignment internally
aligned the 96 individual TRT barrel modules (three layers
of 32 φ-sectors each). Although the straw anodes inside the
barrel modules are physically separated at z = 0, no such
distinction exists at the module level. As for the Level 0
barrel alignment, only five degrees of freedom were used,
Tz being non-measurable. The internal alignment was de-
termined separately for different periods of cosmic-ray data
taking, which could either be solenoid on or solenoid off.
This internal alignment used TRT stand-alone tracks, giv-
ing high statistics because of the larger acceptance of the
TRT volume. The size of the translation alignment correc-
tions was of the order of 200–300 µm with respect to the
nominal position of the modules.
In each endcap, the 40 wheels were aligned in three de-
grees of freedom: Tx , Ty , and Rz. The corrections for the
translations were of the order of 100 µm and the rotations
were tenths of a milliradian.
Figure 15(d) shows the residual distribution for tracks
with pT > 2 GeV in the barrel modules, both before and af-
ter alignment. The distributions are compared to those ob-
tained using a perfectly aligned cosmic-ray Monte Carlo
simulation. Again the width and bias of the residual distri-
bution were improved after alignment.
6.4 Summary and perspectives
The cosmic-ray alignment significantly improved the track
reconstruction and the track-parameter resolutions, pre-
sented in Sect. 7.3. The achieved level of precision, about
20 µm, ensures that track reconstruction efficiency with
early LHC data will not be significantly affected by residual
misalignments.
Local alignment with cosmic rays is statistically limited
by the small acceptance of individual detector modules, es-
pecially in the endcap region. Therefore it was not possible
to perform a Level 3 alignment in the endcaps. In addition,
a reduced set of degrees of freedom was used in the barrel
region. That not all possible misalignments can be recov-
ered using only cosmic-ray data partially explains why the
nominal Monte Carlo resolution has not yet been achieved.
In order to reach the design granularity, a high statistics
sample of tracks from proton-proton collisions is needed.
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Fig. 15 Residual distributions in the local reference frame for hits in
barrel regions for all ID sub-detectors. The plots show the results for
2008 cosmic-ray tracks before and after alignment and a comparison
with a perfectly aligned cosmic-ray Monte Carlo simulation. Tracks
are selected requiring pT > 2 GeV
When this has been collected, all 1 744 and 4 088 Pixel De-
tector and SCT modules will be aligned with the full set of
degrees of freedom in (4). Individual TRT wires will also be
aligned with the two more sensitive degrees of freedom: the
translation along the φ direction and the rotation about the R
or z directions in the barrel and endcap regions, respectively.
7 Detector performance
7.1 Intrinsic detector efficiency
The intrinsic detector efficiency measures the probability
of a hit being registered in an operational detector ele-
ment when a charged particle traverses the sensitive part
of the element. Both a high intrinsic efficiency and a low
non-operational fraction are essential to ensure good-quality
tracking.
The intrinsic efficiencies of the Pixel and SCT detec-
tors are measured by extrapolating well-reconstructed tracks
through the detector and counting the numbers of hits (clus-
ters) on the track and ‘holes’ where a hit would be expected
but is not found. The track extrapolation uses the full track
fit described in Sect. 3.3 to compute the intersections of the
track with all modules along its trajectory. If a module (mod-
ule side for the SCT) does not have a cluster associated to
the track and the intersection point is more than 3σ from the
edge of the sensitive area the absence is called a hole. The
efficiency, ε, is defined as the ratio of the number of clusters
found to the number expected:
ε = Nclusters
Nclusters + Nholes (5)
where Nclusters is the number of clusters found and Nholes is
the number of holes.
Pixel efficiencies are determined using tracks with at least
30 TRT hits (40 for the data with solenoid off), at least 12
SCT hits and sinα < 0.7. There must be only one track pass-
ing these cuts in the event. Tracks used to measure the SCT
efficiency must have at least 30 TRT hits or 7 SCT hits, a
hit both before and after the module side under investiga-
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tion and |φlocal| < 40◦. A run-dependent cut on TTRT is ap-
plied to ensure good timing. The angular cuts are applied
because the tracking algorithm does not function as well at
high incidence angle; charge sharing among many channels
combined with the readout threshold may result in multiple
clusters and reduced apparent efficiency.
The track extrapolation does not predict holes near the
sensor edges or ambiguously mapped pixels, so these areas
are excluded from the efficiency calculation. For the Pixel
detector, clusters or holes within 0.6 mm of ganged pixels in
the φ direction, or within 1.0 mm of the sensor edge in the φ
or z direction, are excluded. Similarly, for the SCT the inter-
section of the track with the sensor is required to be at least
2 mm from the edge in φ and at least 3 mm in z. To reduce
the bias due to the track fitting and pattern recognition cri-
teria, which are affected by residual misalignments, clusters
not already associated to a track but close to an intersec-
tion are included in Nclusters in (5) and removed from Nholes.
Due to the low noise occupancy (Sect. 5), it is likely that
these result from track reconstruction inefficiencies rather
than noise. The inclusion of these clusters improves the ef-
ficiency by 0.04% in the Pixel barrel and 0.2% in the SCT
barrel. Varying the distance for inclusion of non-associated
clusters between 2 mm and 10 mm changes the efficiencies
by at most 0.002% and 0.004% for Pixel Detector and SCT
respectively, and is included in the systematic uncertainties.
Non-functioning detector elements (Sect. 3.2) are not
included in the calculation of the intrinsic efficiency. In
the SCT, complete module sides and chips are excluded;
these amount to ∼2% of the detector. The measured inef-
ficiency contains a contribution from isolated dead strips for
which no correction is applied. For the Pixel detector, non-
operational modules and front-end chips amount to 4–6% of
the detector.
The measured efficiency of each barrel layer is shown
for the Pixels and SCT in Fig. 16(a) for data taken with
solenoid on. Efficiencies measured with solenoid off are typ-
ically ∼0.2% lower, indicating some residual inefficiencies
arising from track reconstruction when the particle momen-
tum is unknown. The overall efficiency of the Pixel barrel
is (99.974 ± 0.004(stat.) ± 0.003(syst.))% and of the SCT
barrel is (99.78 ± 0.01(stat.) ± 0.01(syst.))%; the system-
atic error in each case is determined by varying the track se-
lection criteria. Of the remaining 0.026% pixel inefficiency,
(0.017±0.004)% is the contribution due to known defective
channels observed during detector construction.
The efficiency of the TRT is determined in a similar man-
ner to that of the silicon detectors, excluding the 2% non-
functioning channels. Tracks are extrapolated through the
TRT in a series of steps. To reduce tracking biases, at each
point all straws in a region containing up to the third near-
est neighbour are considered. The efficiency is determined
by dividing the number of hit straws by the total number of
Fig. 16 (a) Intrinsic efficiency of each Pixel Detector and SCT barrel
layer. (b) TRT efficiency as a function of distance from the wire
straws within the region. The efficiency depends on the path
length of a track inside a straw, and is therefore determined
as a function of the distance of a track from the wire. Tracks
are required to have at least 20 TRT hits, at least 6 SCT hits,
TTRT between 5 ns and 25 ns and an angle to the vertical of
less than 15◦. The efficiency of the TRT barrel, for data with
solenoid on, is shown in Fig. 16(b). The overall efficiency
over the plateau region is (97.2 ± 0.5)%.
7.2 Lorentz angle measurement
The charge carriers in the silicon detectors are subject to
the electric field E, generated by the bias voltage and ori-
ented normal to the module plane, and the solenoid magnetic
field B. In the endcaps the fields are nearly parallel and the
charge carriers drift directly towards the electrodes. In the
barrel modules these fields are perpendicular and the charge
carriers drift at the Lorentz angle, θL, with respect to the nor-
mal to the sensor plane. The Lorentz angle depends on the
charge carrier mobility, which in turn depends on the bias
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voltage, the thickness of the depleted region and the temper-
ature [45]. For fully-depleted modules, the average shift in
collected charge is approximately 30 µm for the Pixel Detec-
tor and 10 µm for the SCT, in both cases not negligible with
respect to the detector resolution and alignment precision.
Measurements of the Lorentz angle for the ATLAS sensors
have already been performed in test beams [38, 46], but in
conditions different from the actual operation in ATLAS.
The Lorentz angle is measured from the dependence of
the cluster size on the incident angle of the particle. When
the incident angle equals the Lorentz angle, all the charge
carriers generated by the particle drift along the particle di-
rection and, apart from charge diffusion, are collected at the
same point on the sensor surface, giving a minimum cluster
size.
The dependence of the cluster size on the incident angle
φlocal is shown for the Pixel Detector and SCT in Fig. 17.
Data are fitted using the convolution of the function:
f (φlocal) = a| tanφlocal − tan θL| + b (6)
with a Gaussian distribution. Fit parameters are the Lorentz
angle θL, the shape parameters a, b and the width of the
Gaussian. For the Pixel Detector an improvement of the fit
quality was observed by replacing the second term in (6)
by b/
√
cosφlocal, which is a phenomenological attempt to
describe the bigger relative weight of diffusion effects for
tracks at high incident angle.
The measured values are 11.77◦ ± 0.03◦ and −3.93◦ ±
0.03◦ for the Pixel Detector and SCT respectively, where
the errors are statistical only. The values differ by a factor
of three due to the different mobility of the charge carriers
which provide the dominant signal: electrons in the Pixel
Detector, holes in the SCT.
As a cross check for systematic effects, the same mea-
surement was performed for data with no magnetic field,
giving values of 0.09◦ ± 0.03◦ and 0.05◦ ± 0.05◦ for the
Pixel Detector and SCT respectively. Since for the Pixel De-
tector the disagreement with respect to the expected null
value is statistically significant, it is used as a component
of the systematic uncertainty. The other dominant source
of systematic uncertainty is the fit range, which has been
estimated to give a contribution of 0.07◦ for the Pixel De-
tector and 0.10◦ for the SCT. The measured values of the
Lorentz angle in the 2 T magnetic field are shown in Ta-
ble 5 where they are compared with the expectation from
the model in [45]. The measurements are compatible with
the model predictions within the uncertainties on the predic-
tions arising from the values of charge-carrier mobilities.
Since Pixel Detector modules operated with different
temperature ranges in 2008 and 2009, it was possible to
measure the dependence of the Lorentz angle on the silicon
Fig. 17 Cluster-size dependence on the particle incident angle for the
Pixel Detector (a) and the SCT (b). The displacement of the minimum
for the data with solenoid on is a measurement of the Lorentz angle θL
Table 5 Measured values of the Lorentz angle in 2 T magnetic field
at the average operational temperature in 2008, compared with model
expectations [45]. For the measurements, the first error is statistical and
the second systematic. The error on the model prediction arises from
uncertainties in the charge-carrier mobility
Detector T [◦C] Measured θL[◦] Model θL[◦]
Pixel (electrons) −3 11.77 ± 0.03±0.130.23 12.89 ± 1.55
SCT (holes) 5 −3.93 ± 0.03 ± 0.10 −3.69 ± 0.26
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temperature. The resulting dependence
dθL/dT = (−0.042 ± 0.003)◦/K (7)
is in agreement with the model expectation of −0.042◦/K.
7.3 Track parameter resolution
The expected resolution of the perigee parameters d0, z0,
φ0, θ and q/p of a particle emerging from proton-proton
collisions in the LHC can be predicted using reconstructed
and split tracks from cosmic-ray data. Since particles com-
ing from cosmic-ray showers mostly traverse the detector
from top to bottom, the resolutions can only be derived for
the ATLAS barrel detectors.
In order to select tracks with good quality, the split tracks
are each required to have at least 2, 6 and 25 hits in the bar-
rel of the Pixel, SCT and TRT detectors respectively, and
a transverse momentum of more than 1 GeV. The |d0| im-
pact parameter has to be less than 40 mm to guarantee that
the split tracks originate in the interaction region inside the
beam pipe.
The perigee parameters Tup and Tdown, where T is any
of the five parameters, of each split-track pair are compared
to each other to extract the overall track parameter resolu-
tions. Since both tracks come from the same particle, their
difference 1τ = Tτ,up − Tτ,down for each perigee parameter
τ must have a variance σ 2(1τ) which is two times the vari-
ance σ 2(Tτ ) of the parameters of each track. The resolution
of the track parameter τ is therefore given by the root mean
square of the 1τ distribution divided by
√
2. This method
has been used to study the resolution of the perigee parame-
ters of Inner Detector tracks. The variances were calculated
excluding the outermost 0.3% of events in each distribution.
The measured resolution is compared to the Monte Carlo
expectation for a perfectly-aligned detector. The difference
in performance is attributed to the remaining misalignment
after the procedure in Sect. 6. In addition, the refit of the
split-track pair can be restricted to a subset of measurements
in the Inner Detector. This has been done to study the perigee
parameter resolutions of silicon-only tracks (Pixel and SCT)
and compare them to resolutions of the same tracks which
have been fitted using the full Inner Detector.
A summary of the measured track-parameter resolutions
for pT > 30 GeV, where the multiple-scattering contribution
can be neglected, is given in Table 6.
Impact parameter resolution Figure 18 shows the trans-
verse and longitudinal impact parameter resolutions as de-
termined from the data using the track-splitting method.
They are displayed as a function of transverse momentum.
At low momenta the resolution is governed by multiple scat-
tering in the beam pipe and first pixel layers. For higher mo-
menta, above about 10 GeV, the impact parameter resolu-
tions rapidly approach an asymptotic limit which is given by
the intrinsic detector resolution and residual misalignments.
Resolutions as a function of η are constant and symmet-
ric around η = 0, as shown in Fig. 19. Both Figs. 18 and 19
compare the resolution obtained for Inner Detector tracks
with that from a fit to solely the silicon part. The d0 res-
olution is slightly more precise for full tracks, as the TRT
Table 6 Track parameter resolution for tracks with pT > 30 GeV in
cosmic-ray data and simulation
Parameter Asymptotic resolution
Cosmic-ray data 2008 Monte Carlo
d0 [µm] 22.1 ± 0.9 14.3 ± 0.2
z0 [µm] 112 ± 4 101 ± 1
φ0 [mrad] 0.147 ± 0.006 0.115 ± 0.001
θ [mrad] 0.88 ± 0.03 0.794 ± 0.006
q/p [GeV−1] (4.83 ± 0.16) × 10−4 (3.28 ± 0.03) × 10−4
Fig. 18 Impact parameter resolution determined from data for the track impact parameters as a function of transverse momentum. Resolutions of
full ID (solid triangles) and silicon-only (open triangles) tracks are compared to those from full tracks in MC simulation (stars)
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Fig. 19 Impact parameter resolution determined from data for tracks with pT > 1 GeV, as a function of pseudorapidity η. The resolutions are
shown for full ID tracks (solid triangles), silicon-only tracks (open triangles) and simulated full ID tracks (stars)
Fig. 20 Transverse impact parameter resolution as a function of trans-
verse impact parameter for tracks with pT > 1 GeV. As for the previous
figures, the left plot compares resolutions of full ID tracks, silicon-only
tracks and simulated full ID tracks. In the right plot resolutions are
compared for full Inner Detector tracks with positive (circles) and neg-
ative charge (squares). The vertical lines indicate the positions of the
pixel barrel layers
measurements add to the momentum resolution and thus to
the precision of the track extrapolation to the perigee point.
The d0 resolution has also been studied as a function of
d0 on a sample without the cut on |d0|. The results are pre-
sented in Fig. 20 and show a worsening in resolution towards
larger |d0|, which corresponds to tracks crossing pixel lay-
ers at high incident angle. Pixel clusters from such tracks
are wider and possibly fragmented due to a geometrically
reduced charge deposition per pixel. This effect degrades
the resolution, as does the smaller number of pixel layers
crossed. The resolution of full ID tracks at d0 values near to
the radii of pixel layers (about 50, 90 and 120 mm) improves
because of the reduction in the extrapolation length between
the closest measurement and the perigee of the track.
A dependence on the charge of the reconstructed tracks
has also been investigated as shown in Fig. 20 (right plot).
Small differences appear in some bins, but do not allow for
a conclusive result. A dependence of the resolutions on z0
and φ0 has been checked as well, and none was found. This
means that the impact parameter resolutions follow the sym-
metries in the barrel part of the Inner Detector.
Angular resolution A precise and reliable reconstruction
of the track direction contributes to the knowledge of the
momentum vector and thus is vital for finding decay vertices
and matching with signals from other detectors. A precision
on the track angles below 1 mrad is achieved, as shown in
Figs. 21 and 22.
The angular resolutions have been found to be indepen-
dent of other track parameters, except for an expected small
worsening at |d0| > 50 mm.
Momentum resolution A precise momentum determina-
tion of high-energy particles is a key ingredient for any
physics analysis. In Fig. 23 the relative momentum resolu-
tion p × σ(q/p) is shown as a function of pT (left plot)
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Fig. 21 Angular resolution determined from data as a function of transverse momentum. The resolutions are shown for full ID tracks (solid
triangles), silicon-only tracks (open triangles) and simulated full ID tracks (stars)
Fig. 22 Angular resolution determined from data for tracks with pT > 1 GeV as a function of pseudorapidity η. The resolutions are shown for
full ID tracks (solid triangles), silicon-only tracks (open triangles) and simulated full ID tracks (stars)
Fig. 23 Momentum resolutions determined from data as a function of transverse momentum and η. The resolutions are shown for full ID tracks
(solid triangles), silicon-only tracks (open triangles) and simulated full ID tracks (stars)
and η (right plot). While the resolution is flat in η, it shows
the expected degradation at higher transverse momenta. In
this region, the contribution of the TRT to the momentum
resolution becomes clearly visible.
7.4 Energy-loss measurement
The average specific energy loss of charged particle dE/dx
is described by the Bethe-Bloch function [28]. The specific
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energy loss, sensitive to the particle speed β = v/c, can
be combined with the momentum measurement to provide
particle identification. Because of the energy loss tails (see
Fig. 9) a truncated mean can be used to reduce the variance
of the estimation.
Split tracks from cosmic-ray muons have been used to
measure the resolution on dE/dx of the Pixel Detector.
Tracks are required to have a transverse momentum pT >
0.5 GeV and relative momentum resolution σ(pT)/pT <
20%. In addition a cut on the distance of closest approach
to the beam axis, |d0| < 10 mm, is made in order to select
tracks similar to the ones generated by LHC collisions.
The specific energy loss in a Pixel Detector module is
derived from the cluster charge, Q, taking into account the
average energy needed to create an electron-hole pair W
(Sect. 5.1) and the path in silicon d/ cosα where d is the








At high incident angle particles cross several pixel cells;
the signal released in some of them may be below thresh-
old and the energy loss underestimated. To reduce this ef-
fect, only clusters with cosα > 0.6 and |φlocal| < 0.5 rad are
used. The correct association of clusters to the reconstructed
track is ensured by requiring position residuals to be less
than 300 µm in the local x coordinate and less than 900 μm
in local y.
Figure 24 shows the most probable dE/dx value of in-
dividual clusters in the barrel region as a function of the
track momentum. The relativistic rise and its saturation due
to the density effect are clearly visible and there is a good
agreement between the 7.2 ± 0.4% rise observed in data
from 0.5 GeV to 20 GeV in pT, and the 7.5 ± 0.4% es-
timated from the simulation. For tracks with at least three
Fig. 24 Most probable value of the specific energy loss dE/dx in the
Pixel Detector as a function of muon momentum in the relativistic rise
region. Monte Carlo points are scaled according to the absolute charge
calibration determined in Sect. 5.1
clusters, a global dE/dx estimation is made by averaging
all the individual measurements after the exclusion of the
cluster with the maximum Q cosα. This procedure has been
verified to produce an almost Gaussian estimator on the rel-
ativistic plateau, pT > 20 GeV, with a resolution of 15%.
This would allow a limited particle identification capability,
with a 2σ separation between K and π for p < 500 MeV.
7.5 Transition radiation measurement
The large spread of momenta of the cosmic rays recorded
has allowed a validation of the transition-radiation perfor-
mance of the TRT by measuring the percentage of high-
threshold hits on tracks at different momenta. The proba-
bility of producing a transition radiation photon at each ma-
terial boundary is dependent upon the Lorentz gamma factor
of the particle. Since the threshold for producing transition
radiation is E/m ∼ 1 000, in LHC collision events transition
radiation is essentially limited to electrons. However, the
mean pT of recorded cosmic-ray muons was 60 GeV with
a significant tail to almost 1 TeV (see Fig. 2(a)). The high-
momentum muons produce enough transition-radiation pho-
tons to allow an initial calibration of the TRT as a transition
radiation detector.
The transition radiation study used 20 000 nearly-vertical
tracks in the barrel TRT. The tracks were required to have at
least four SCT hits and at least 20 TRT hits, a fit χ2/Ndof <
10.0, σ(pT)/pT < 3.0 and 0.5 < pT < 1 000 GeV. The track
angle to the vertical, measured using hits in the SCT, was
restricted to be less than 15◦. Tracks were assigned to (log-
arithmic) momentum bins, and the high-threshold hit prob-
ability calculated as a simple ratio in each bin.
Figure 25 shows the probability of seeing a high-threshold
hit on a muon track in the TRT barrel as a function of the
Lorentz gamma factor of the particle; the probability is av-
eraged over positively and negatively charged muons. The
Fig. 25 High-threshold hit probability as a function of muon Lorentz
γ factor for selected tracks in the October 2008 cosmic-ray data. The
line shows a sigmoid fit to the data
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fitted curve shown in Fig. 25 is consistent with the result
obtained in the 2004 ATLAS combined test beam run and
confirms the design of the TRT electron identification capa-
bilities.
8 Conclusions
The final installation of the ATLAS Inner Detector in Au-
gust 2008 was followed by a period of commissioning and
calibration. During this period the detector took data with
high efficiency with both LHC single beams and cosmic
rays. These data allowed full tests of trigger, data-acquisition
and monitoring systems, and of offline track reconstruction.
Some problems with the newly-installed evaporative cooling
system and the optical links of the silicon detectors were ex-
posed. These were addressed before data-taking with LHC
beams in 2009, when more than 98% of the detector was
operational.
Detector gains were calibrated and thresholds adjusted to
give good uniformity of response. The components of the
detector were timed-in with a precision of 1–2 ns. Many
detector performance properties were measured. The aver-
age noise occupancies were ∼10−10 hit/channel/BC for the
Pixel Detector and ∼3 × 10−5 hit/channel/BC for the SCT,
well within specifications. The intrinsic efficiencies of the
silicon detectors were measured to be close to 100% and of
the TRT to be 97.2±0.5%. The Lorentz angle in the silicon
detectors in the 2 T magnetic field was found to be consistent
with model expectations. Energy loss in the Pixel Detector
and transition radiation were measured and found to be in
agreement with expectations from test beams.
A new Level-1 track trigger based on a fast OR of TRT
signals was commissioned. The Level-2 trigger tracking-
algorithms were modified for cosmic rays, resulting in a
trigger efficiency of 99.6±0.02% for tracks reconstructed
offline. The cosmic-ray data were used to perform an ini-
tial detector alignment. The resolution of track parameters
was measured by comparing two segments of a cosmic-
ray track. After detector alignment, the impact parameter
resolutions for high-momentum tracks were found to be
22.1 ± 0.9 μm and 112 ± 4 μm in the transverse and longi-
tudinal directions, respectively. In this asymptotic limit, the
relative momentum resolution was measured to be σp/p =
(4.83 ± 0.16) × 10−4 GeV−1 × pT.
The observed performance on this early data showed the
ATLAS Inner Detector to be fully operational and providing
high-quality tracking before the first LHC collisions.
Acknowledgements We are greatly indebted to all CERN’s depart-
ments and to the LHC project for their immense efforts not only in
building the LHC, but also for their direct contributions to the con-
struction and installation of the ATLAS detector and its infrastructure.
We acknowledge equally warmly all our technical colleagues in the
collaborating Institutions without whom the ATLAS detector could not
have been built. Furthermore we are grateful to all the funding agencies
which supported generously the construction and the commissioning of
the ATLAS detector and also provided the computing infrastructure.
The ATLAS detector design and construction has taken about fif-
teen years, and our thoughts are with all our colleagues who sadly
could not see its final realisation.
We acknowledge the support of ANPCyT, Argentina; Yerevan
Physics Institute, Armenia; ARC and DEST, Australia; Bundesmin-
isterium für Wissenschaft und Forschung, Austria; National Academy
of Sciences of Azerbaijan; State Committee on Science & Technolo-
gies of the Republic of Belarus; CNPq and FINEP, Brazil; NSERC,
NRC, and CFI, Canada; CERN; CONICYT, Chile; NSFC, China;
COLCIENCIAS, Colombia; Ministry of Education, Youth and Sports
of the Czech Republic, Ministry of Industry and Trade of the Czech Re-
public, and Committee for Collaboration of the Czech Republic with
CERN; Danish Natural Science Research Council and the Lundbeck
Foundation; European Commission, through the ARTEMIS Research
Training Network; IN2P3-CNRS and CEA-DSM/IRFU, France; Geor-
gian Academy of Sciences; BMBF, DFG, HGF and MPG, Germany;
Ministry of Education and Religion, through the EPEAEK program
PYTHAGORAS II and GSRT, Greece; ISF, MINERVA, GIF, DIP, and
Benoziyo Center, Israel; INFN, Italy; MEXT, Japan; CNRST, Mo-
rocco; FOM and NWO, Netherlands; The Research Council of Nor-
way; Ministry of Science and Higher Education, Poland; GRICES and
FCT, Portugal; Ministry of Education and Research, Romania; Min-
istry of Education and Science of the Russian Federation and State
Atomic Energy Corporation ROSATOM; JINR; Ministry of Science,
Serbia; Department of International Science and Technology Cooper-
ation, Ministry of Education of the Slovak Republic; Slovenian Re-
search Agency, Ministry of Higher Education, Science and Technol-
ogy, Slovenia; Ministerio de Educación y Ciencia, Spain; The Swedish
Research Council, The Knut and Alice Wallenberg Foundation, Swe-
den; State Secretariat for Education and Science, Swiss National Sci-
ence Foundation, and Cantons of Bern and Geneva, Switzerland; Na-
tional Science Council, Taiwan; TAEK, Turkey; The Science and Tech-
nology Facilities Council and The Leverhulme Trust, United Kingdom;
DOE and NSF, United States of America.
Open Access This article is distributed under the terms of the Cre-
ative Commons Attribution Noncommercial License which permits
any noncommercial use, distribution, and reproduction in any medium,
provided the original author(s) and source are credited.
References
1. G. Aad et al., The ATLAS experiment at the CERN large
hadron collider. J. Nucl. Sci. Technol. 3, S08003 (2008).
doi:10.1088/1748-0221/3/08/S08003
2. L. Evans, P. Bryant (eds.), LHC machine. J. Nucl. Sci. Technol. 3,
S08001 (2008). doi:10.1088/1748-0221/3/08/S08001
3. G. Aad et al., ATLAS pixel detector electronics and sensors.
J. Nucl. Sci. Technol. 3, P07007 (2008). doi:10.1088/1748-0221/
3/08/P07007
4. I. Peric et al., The FEI3 readout chip for the ATLAS pixel
detector. Nucl. Instrum. Methods A 565, 178–187 (2006).
doi:10.1016/j.nima.2006.05.032
5. A. Abdesselam et al., The barrel modules of the ATLAS semicon-
ductor tracker. Nucl. Instrum. Methods A 568, 642–671 (2006).
doi:10.1016/j.nima.2006.08.036
6. A. Abdesselam et al., The ATLAS semiconductor tracker end-
cap module. Nucl. Instrum. Methods A 575, 353–389 (2007).
doi:10.1016/j.nima.2007.02.019
Eur. Phys. J. C (2010) 70: 787–821 821
7. A. Ahmad et al., The Silicon microstrip sensors of the ATLAS
semiconductor tracker. Nucl. Instrum. Methods A 578, 98–118
(2007). doi:10.1016/j.nima.2007.04.157
8. F. Campabadal et al., Design and performance of the ABCD3TA
ASIC for readout of silicon strip detectors in the ATLAS semicon-
ductor tracker. Nucl. Instrum. Methods A 552, 292–328 (2005).
doi:10.1016/j.nima.2005.07.002
9. E. Abat et al., The ATLAS TRT barrel detector. J. Nucl. Sci. Tech-
nol. 3, P02014 (2008). doi:10.1088/1748-0221/3/02/P02014
10. E. Abat et al., The ATLAS TRT end-cap detectors. J. Nucl. Sci.
Technol. 3, P10003 (2008). doi:10.1088/1748-0221/3/10/P10003
11. E. Abat et al., The ATLAS TRT electronics. J. Nucl. Sci. Technol.
3, P06007 (2008). doi:10.1088/1748-0221/3/08/S08003
12. V. Cindro et al., The ATLAS beam conditions monitor.
J. Nucl. Sci. Technol. 3, P02004 (2008). doi:10.1088/1748-0221/
3/02/P02004
13. A. Abdesselam et al., The optical links of the ATLAS semi-
conductor tracker. J. Nucl. Sci. Technol. 2, P09003 (2007).
doi:10.1088/1748-0221/2/09/P09003
14. K.K. Gan et al., Optical link of the ATLAS pixel detector. Nucl.
Instrum. Methods A 570, 292–294 (2007). doi:10.1016/j.nima.
2006.09.042
15. P. Moreira et al., G-Link and Gigabit Ethernet compliant serial-
izer for LHC data transmission. IEEE Nucl. Sci. Symp. 2, 96–99
(2000). doi:10.1109/NSSMIC.2000.949860
16. M.L. Chu et al., The off-detector opto-electronics for the op-
tical links of the ATLAS semiconductor tracker and pixel
detector. Nucl. Instrum. Methods A 530, 293–310 (2004).
doi:10.1016/j.nima.2004.04.228
17. P. Lichard et al., Evolution of the TRT backend and the new
TRT-TTC board, in Proceedings of the 2005 LECC, Heidelberg.
CERN-LHCC-2005-038 (CERN, Geneva, 2005), p. 253
18. A. Abdesselam et al., The Data acquisition and calibration system
for the ATLAS semiconductor tracker. J. Nucl. Sci. Technol. 3,
P01003 (2008). doi:10.1088/1748-0221/3/01/P01003
19. D. Attree et al., The evaporative cooling system for the AT-
LAS inner detector. J. Nucl. Sci. Technol. 3, P07003 (2008).
doi:10.1088/1748-0221/3/07/P07003
20. A. Barriuso Poy et al., The detector control system of the
ATLAS experiment. J. Nucl. Sci. Technol. 3, P05006 (2008).
doi:10.1088/1748-0221/3/05/P05006
21. M. White, Data quality monitor for the ATLAS inner detector, in
17th International Workshop on Vertex detectors. Proceedings of
Science, 2008. PoS (Vertex 2008) 044
22. ATLAS Collaboration, The athena framework, in ATLAS Com-
puting Technical Design Report, CERN-LHCC-2005-022 (CERN,
Geneva, 2005) p. 27
23. T. Cornelissen et al., Concepts, Design and Implementation of the
ATLAS New Tracking (NEWT). ATLAS Note ATL-SOFT-PUB-
2007-007
24. T. Cornelissen et al., The global χ2 track fitter in ATLAS.
J. Phys.: Conf. Ser. 119, 032013 (2008). doi:10.1088/1742-6596/
119/3/032013
25. A. Fratina et al., The TRT Fast-OR Trigger. ATLAS Note ATL-
INDET-PUB-2009-002
26. G. Aad et al., HLT track reconstruction performance, in Expected
Performance of the ATLAS Experiment: Detector, Trigger and
Physics. CERN-OPEN-2008-020 (CERN, Geneva, 2009), p. 565
27. A. Dar, Atm. neutrinos, astrophysical neutrons, and proton-
decay experiments. Phys. Rev. Lett. 51, 227 (1983). doi:10.1103/
PhysRevLett.51.22
28. C. Amsler et al., The review of particle physics. Phys. Lett. B 667,
1 (2008). doi:10.1016/j.physletb.2008.07.018
29. S. Agostinelli et al., Geant4—a simulation Toolkit. Nucl. Instrum.
Methods A 506, 250–303 (2003). doi:10.1016/S0168-9002(03)
01368-8
30. J. Allison et al., Geant4 developments and applications. IEEE
Trans. Nucl. Sci. 53(1), 270–278 (2006). doi:10.1109/TNS.2006.
869826
31. K.E. Arms et al., ATLAS pixel opto-electronics. Nucl. In-
strum. Methods A 554, 458–468 (2005). doi:10.1016/j.nima.
2005.07.070
32. M.S. Alam et al., The ATLAS silicon pixel sensors. Nucl. Instrum.
Methods A 456, 217–232 (2001). doi:10.1016/S0168-9002(00)
00574-X
33. H. Bichsel, Straggling in thin silicon detectors. Rev. Mod. Phys.
60, 663–669 (1988). doi:10.1103/RevModPhys.60.663
34. R.D. Ryan, Precision measurements of the ionization energy
and its temperature variation in high purity silicon radia-
tion detectors. IEEE Trans. Nucl. Sci. 20(1), 473–480 (1973).
doi:10.1109/TNS.1973.4326950
35. P. Christmas, Average energy required to produce an ion pair.
Tech. Rep. Report 31 (ICRU, 1979)
36. R.H. Pehl et al., Accurate determination of the ionization energy in
semiconductor devices. Nucl. Instrum. Methods 59, 45–55 (1968)
37. F. Scholze et al., Determination of the electron-hole pair cre-
ation energy for semiconductors from the spectral responsivity
of photodiodes. Nucl. Instrum. Methods A 439, 208–215 (2000).
doi:10.1016/S0168-9002(99)00937-7
38. I. Gorelov et al., A measurement of Lorentz angle and spa-
tial resolution of radiation hard silicon pixel sensors. Nucl. In-
strum. Methods A 481, 204–221 (2002). doi:10.1016/S0168-
9002(01)01413-9
39. ATLAS Collaboration, Alignment requirements, in ATLAS Inner
Detector Technical Design Report, vol. I. CERN-LHCC-1997-016
(CERN, Geneva, 1997), p. 215
40. P. Brükman, A. Hicheur, S.J. Haywood, Global χ2 Approach to
the Alignment of the ATLAS Silicon Tracking Detectors. ATLAS
Note ATL-INDET-PUB-2005-002
41. R. Härtel, Iterative local χ2 alignment approach for the ATLAS
SCT detector. Master’s thesis, MPI Munich (2005)
42. T. Göttfert, Iterative local χ2 alignment algorithm for the ATLAS
Pixel detector. Master’s thesis, Universität Würzburg and MPI
Munich (2006)
43. F. Heinemann, Track Based Alignment of the ATLAS Silicon De-
tectors with the Robust Alignment Algorithm. ATLAS Note ATL-
INDET-PUB-2007-011
44. A. Andreazza, V. Kostyukhin, R.J. Madaras, Survey of the ATLAS
Pixel Detector Components. ATLAS Note ATL-INDET-PUB-
2008-012
45. C. Jacoboni et al., A review of some charge transport properties of
silicon. Solid State Electron. 20, 77–89 (1977). doi:10.1016/0038-
1101(77)90054-5
46. F. Campabadal et al., Beam tests of ATLAS SCT silicon strip de-
tector modules. Nucl. Instrum. Methods A 538, 384–407 (2005).
doi:10.1016/j.nima.2004.08.133
