Abstract
proposed joint model was based on the univariate Weibull distribution and the t-Student Copula for incorporating the dependence information. More recently, another Copula based multivariate modeling was proposed by Sakji-Nsibi et al. [8] , for multicomponent image indexing. A Gaussian Copula in conjunction with the GGD and Gamma densities was used to describe inter-channel and cross-component dependence in the wavelet transform domain. The last two models, lead to good enhancements in the retrieval context. However, improvements can be achieved regarding, the lack of genericity of the marginal distributions used in conjunction with the Copula, either weibull, gamma or GGD, especially knowing the complex nature and the huge variety of textures . In this work, we propose a more generic and flexible multivariate model based on the copula theory and on the Generalized Gamma distribution namely the Multivariate Generalized Gamma ( D MG ) model. In a previous work we compared the univariate Generalized Gamma model against GGD, Weibull and Gamma univariate models in the context of texture classification [9] . It has also be used for texture retrieval in [10] . In both cases it turns out to be a better fit of the marginal wavelet subbands distributions. . The second main task of a CBIR system is to propose a pertinent similarity measure on the extracted features space. In [6] , the Rao geodesic distance was used as a similarity measure between MGGD features. In [7] and [8] , an approximation of the KL divergence has been used to measure similarity between copulas based models. The approximation was built on the Monte-Carlo approach since it is difficult to provide a closed form of the KL divergence in the case of copulas based joint models. However, authors stressed that this was at the cost of a high computational time [27] . Our second motivation in this work is to propose a simpler, fast and tractable form of the KullbackLeibler divergence between two Gaussian Copula based models in order to overcome the drawbacks of the Monte-carlo approach.. This paper is organized as follows. In the next section, we give an overview of the multivariate statistical modeling in the RGB color space. We present the multivariate proposed model and derive the Kullback-Leibler divergence, in section 3. Results of texture classification are given in section 4. Finally, we conclude our work in the section 5.
Joint probabilistic modeling in the RGB color space

Dependency between RGB components
In [7] , the Chi-plot test [23] shows that assuming independency between detail subbands is not a good choice in the case of RGB color images, since there is a considerable correlation between color subbands either in the same orientation or in different orientations. The marginal sub-Gaussian modeling is then inappropriate, unless a decorrelation process of the color layers is used as in [11] . It is therefore necessary to develop a multivariate statistical modeling framework taking into account the dependencies in a highly correlated color space such as RGB. To represent textures in the wavelet domain, we use the Dual-Tree Complex Wavelet Transform (DTCWT), since it presents advantages in term of shift invariance, and directional selectivity providing six complex subbands at each decomposition level. Thus color components R, G and B are decomposed via the DTCWT. Let
, be the magnitudes of the subbands coefficients at a fixed scale s and orientation o . Figure 1 and Figure 2 , show the Chi-plot representing two kinds of dependences among color channels of textures from the Vistex database. In Figure 1 , we assess the degree of dependence between different color components in the same orientation, while in Figure 2, 
g
). In order to improve the characterization, we wish to exploit also this kind of dependency. So, the dataset for the proposed model is represented by the matrix ] , , [
and N represents the number of subbands. 
Joint stochastic retrieval framework
When considering a database with M images, the main goal of the CBIR system is to return the N most similar images to a given image query I . 
Gaussian copula based generalized Gamma modeling
We draw on the copula theory to incorporate the information of dependency between color components in the RGB color space. Copulas are an elegant tool for merging a set of marginal pdfs into a multivariate pdf with a particular dependence structure. Let us give a brief review of copulas. 
Review of the copula theory
Sklar theorem [15] shows that there exists a d-dimensional copula C such that:
Further, if C is continuous and differentiable, the copula density is given by:
The joint pdf is then deduced uniquely from the margins and the copula density as follows:
Among a variety of copulas families, we choose the Gaussian copula for its intuitive representation of the dependence, and its simplicity in term of computation [28] . We also opt for the Gaussian copula because of the existence of a closed form expression for the KL divergence in the case. The Gaussian copula density is defined by:
, and  represents the standard normal CDF.  denotes the correlation matrix, and I denotes the d-dimensional matrix identity.
Multivariate Generalized Gamma (
D MG )
From equations (6) and (7), we can derive the expression of the pdf for the D MG model based on Generalized Gamma marginals and the Gaussian copula. Multivariate generalized Gamma pdf is then given by: 
Similarity measure on the space of
D MG features
As we aforementioned, texture retrieval performances depend on a pertinent similarity measurement step. As it is known, the most attractive feature of the Copula approach is the separability between the marginals and the dependence structure. From Sklar's theorem, we see that for continuous multivariate distribution functions, the univariate margins and the multivariate dependence structure can be separated [19] . That means that we can analyze the dependence structure of multivariate distributions without studying marginals. Moreover, it was proved in [24] , that given a Copula C and under increasing and continuous functions of the marginals, C remains invariant. So, the independency between the marginals space and the Copula space allows us to use the KL divergence to measure similarity between two Gaussian copula based models 
Based on the KL divergence of Generalized Gamma marginals [9] [10], and the KL divergence of the Gaussian copula, we derive the closed form of the D MG KL divergence such as:
Experimental results
Experiments were carried out on two databases in order to have a global view of the retrieval performances of the CBIR system. So in the following, we consider two sets of textures which we call DB1and DB2. In the the first set (DB1) for comparative purposes we selected 40 textures of size 512 512  from the Vistex database shown in Figure 3 . We followed the protocol that was used by Do and Vetterli in [1] . Every color band of each texture of DB1 and DB2 has been normalized by subtracting its mean and dividing it by its standard deviation, and then decomposed using a two-scale DTCWT with a Q-shift (14, 14) -tap filter. In order to show the effectiveness of the proposed model we compare it with a serie of multivariate models recently used in texture characterization. For this, we investigate the Multivariate Generalized Gaussian density (MGGD) proposed by Verdoolaege et al [6] , the Multivariate Weibull (MWbl) distribution proposed by Kwitt et al [7] , and the Multivariate Gamma density (MGamd) proposed by Stitou et al [22] , which all have been used in the context of texture retrieval. We also compare our performances with the univariate approach represented by the GGD model and which assumes independence between color components. The first observation that can be deduced from Table 1 is the large gain in performances of the joint approach compared to the marginal approach. This supports our observations about dependence of color components in the RGB color space.. We, also, clearly observe that assuming dependence between subbands of different color components improves the retrieval performances, since for D MG , MWbl and MGamd models we have considered this kind of dependence while for the MGGD model [6] , the only dependence that was modeled is across subbands of a single color (see sub-section 2.1). The third observation is the superiority of the
D MG based modeling approach in comparison with
MWbl and MGamd models which can be considered as special cases of the
D MG model. This
Multivariate Generalized Gamma Distribution for Content Based Image Retrieval Ahmed Drissi El Maliani, Mohammed El Hassouni, Yannick Berthoumieu, Driss Aboutajdine superiority is due to the flexibility offered by the marginal modeling of the generalized Gamma distribution in term of the additional shape parameter, and the intuitivity of the dependence structure provided by the Gaussian Copula [28] . Furthermore, we will point out the choice of the similarity measure in comparison with the Monte-Carlo based approach [7] [8] [27] . Let's call GCopGGD the Gaussian Copula Based GGD, proposed in [8] . Table 2 , presents average retrieval rates considering the first, the second and the third scale decompositions for MCGG, MWbl and GCopGGD. Even, it can be seen that results are practically the same with both similarity measures, our approach achieves less expensive computational time since it is 10 times faster that the MonteCarlo based approach. 
Conclusion
We proposed a joint generic model for the characterization of the magnitudes of the complex coefficients issued from Dual Tree Complex Wavelet Transform. Our model is based on the Generalized Gamma distribution as a flexible model, and on the Gaussian copula to represent the dependence structure between color components. We also, introduced a faster similarity measure using the independence between the marginals space and the dependence structure. Experimental results demonstrate that the genericity of the proposed model and the pertinence of the similarity measure provide significant gains in retrieval rate performances as compared to alternative models. 
