Highest weight modules over W_{1+infty} algebra and the bispectral
  problem by Bakalov, B. et al.
ar
X
iv
:q
-a
lg
/9
60
20
12
v2
  1
5 
Fe
b 
19
96
Highest weight modules over W1+∞ algebra
and the bispectral problem
B. Bakalov ∗ E. Horozov † M. Yakimov ‡
Department of Mathematics and Informatics,
Sofia University , 5 J. Bourchier Blvd., Sofia 1126, Bulgaria
q-alg/9602012
0 Introduction
This paper is the last of a series of papers devoted to the bispectral problem [3]–[6].
Here we examine the connection between the bispectral operators constructed in [6]
and the Lie algebra W1+∞ (and its subalgebras). To give a more detailed idea of the
contents of the present paper we briefly recall the results of [4]–[6] which we need.
In [4] we built large families of representations of W1+∞. For each β ∈ C
N we
defined a tau-function τβ(t) which we called Bessel tau-function. We proved that it
is a highest weight vector for a representationMβ of the algebra W1+∞ with central
charge N . In [6] we introduced a version of Darboux transformation, which we called
monomial , on the corresponding wave functions Ψβ(x, z) (see also Subsect. 1.2) and
showed that the resulting wave functions are bispectral. For example all bispectral
operators from [9, 22] can be obtained in this way.
The present paper establishes closer connections between W1+∞ and the bispec-
tral problem. Our first result (Theorem 2.1) shows that a tau-function is a monomial
Darboux transformation of a Bessel tau-function if and only if it belongs to one of
the modules Mβ . This type of connection between the representation theory (of
W1+∞) and the bispectral problem is, to the best of our knowledge, new even for
the bispectral tau-functions of Duistermaat and Gru¨nbaum [9].
The second of the questions we try to answer in the present paper originates from
Duistermaat and Gru¨nbaum [9]. They noticed that their rank 1 bispectral operators
are invariant under the KdV-flows and asked if there is a hierarchy of symmetries
for the rank 2 bispectral operators. The latter question was answered affirmatively
by Magri and Zubelli [17] who showed that the algebra V ir+ (the subalgebra of
the Virasoro algebra spanned by the operators of non-negative weight) is tangent to
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the manifold of rank 2 bispectral operators. Here we obtain generalizations of these
results as follows.
First we show that the flows generated byW+1+∞(N) leave our manifold of mono-
mial Darboux transformations Gr
(N)
MB invariant (see Theorem 3.1). An important
feature of our proof is that it naturally follows from the results contained in The-
orem 2.1 about the tau-functions in the modules Mβ . For this reason we believe
that even in the case N = 2 [17] it gives a better explanation of the origin of the
flows. Note that the corresponding bispectral operators need not to be of order
N as in [17]. Our next result touches upon this particular situation. We consider
the manifolds of rank N polynomial Darboux transformations (see Subsect. 1.2) of
Bessel tau-functions for which the spectral algebra contains an operator of order N .
Then a natural bosonic realization of V ir+N generates flows leaving such manifolds
invariant (see Theorem 3.3). For N = 2 our theorem coincides with cited above
result of [17].
The monomial Darboux transformations form a subfamily of a larger class of
solutions to the bispectral problem – the polynomial Darboux transformations of
Bessel and Airy planes [6]. It is a very interesting open problem to find hierarchies
of symmetries preserving the manifolds of polynomial Darboux transformations.
We think that this problem is also connected to representation theory. Perhaps the
vertex operator algebra structure of W1+∞ [11] and of (certain completions of) the
modules Mβ will help in tackling this question.
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1 Preliminaries
Here we have collected some facts and notation needed in Sect. 2 and 3. Most proofs
are standard but technical and are given in the Appendix.
1.1
In this subsection we recall some facts and notation from Sato’s theory of KP-
hierarchy [18, 8, 19] needed in the paper. We use the approach of V. Kac and
D. Peterson based on infinite wedge products (see e.g. [16]) and the recent survey
paper by P. van Moerbeke [20].
Consider the infinite-dimensional vector space of formal series
V =
{∑
k∈Z
akvk
∣∣∣ ak = 0 for k ≪ 0}.
Then define the fermionic Fock space F to be the direct sum of the spaces F (m)
(states with a charge number m) consisting of formal infinite sums of semi-infinite
wedge monomials
vi0 ∧ vi1 ∧ . . .
2
such that i0 > i1 > . . . and ik = m− k for k ≫ 0.
There exists a well known linear isomorphism, called a boson-fermion correspon-
dence:
σ:F → B := C
[[
t1, t2, . . . ;Q,Q
−1
]]
(1.1)
(see [16] and the Appendix).
Sato’s Grassmannian Gr [18, 8, 19] consists of all subspaces W ⊂ V which have
an admissible basis
wk = vk +
∑
i>k
wikvi, k = 0,−1,−2, . . .
To a plane W ∈ Gr we associate a state |W 〉 ∈ F (0) as follows
|W 〉 = w0 ∧ w−1 ∧w−2 ∧ . . .
A change of the admissible basis results in a multiplication of |W 〉 by a non-zero
constant. Thus we define an embedding of Gr into the projectivization of F (0) which
is called a Plu¨cker embedding. One of the main objects of Sato’s theory is the tau-
function of W defined as the image of |W 〉 under the boson-fermion correspondence
(1.1)
τW (t) = σ(|W 〉) = σ(w0 ∧w−1 ∧ w−2 ∧ . . .). (1.2)
It is a formal power series in the variables t1, t2, . . ., i.e. an element of B
(0) :=
C [[t1, t2, . . .]] . Another important function connected to W is the Baker or wave
function
ΨW (t, z) = e
∑∞
k=1 tkz
k τ
(
t− [z−1]
)
τ(t)
, (1.3)
where [z−1] is the vector
(
z−1, z−2/2, . . .
)
. Most often ΨW is viewed as a formal
series. Introducing the vertex operator
X(t, z) = exp
(
∞∑
k=1
tkz
k
)
exp
(
−
∞∑
k=1
1
kzk
∂
∂tk
)
(1.4)
the above formula (1.3) can be written as
ΨW (t, z) =
X(t, z)τ(t)
τ(t)
. (1.5)
We often use the formal series ΨW (x, z) = ΨW (t, z)|t1=x,t2=t3=···=0, which we call
again a Baker function. The Baker function Ψ(x, z) contains the whole informa-
tion about W and hence about τW , as the vectors w−k = ∂
k
xΨW (x, z)|x=0 form an
admissible basis of W (if we take vk = z
−k as a basis of V).
We also use the standard notation
Gr(N) = {V ∈ Gr|zNV ⊂ V }.
For V ∈ Gr(N) there exists an operator LV (x, ∂x) of order N such that
LV (x, ∂x)ΨV (x, z) = z
NΨV (x, z)
and the corresponding tau-function τV (t) does not depend on tN , t2N , . . .
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1.2
Here we shall briefly recall the definition of Bessel wave function and of monomial
Darboux transformations from it. For more details see [6].
Let β ∈ CN be such that
N∑
i=1
βi =
N(N − 1)
2
. (1.6)
Definition 1.1 [10, 22, 4] Bessel wave function is called the unique wave function
Ψβ(x, z) depending only on xz and satisfying
Lβ(x, ∂x)Ψβ(x, z) = z
NΨβ(x, z), (1.7)
where
Lβ(x, ∂x) = x
−N (Dx − β1)(Dx − β2) · · · (Dx − βN ), (1.8)
which is called a Bessel operator (Dx = x∂x). The corresponding plane Vβ ∈ Gr
in Sato’s Grassmannian is called a Bessel plane (it has an admissible basis w−k =
∂kxΨβ(x, z)|x=1 if we take vk = e
zz−k as a basis of V).
Remark 1.2 In the above definition we use a convention from [6] which we shall
recall. For a plane W ∈ Gr such that ΨW (x, z) is well defined for x = x0 we
set vk = e
x0zzk and consider the subspace W x0 of V with an admissible basis wk =
∂kxΨW (x, z)|x=x0 . The wave functions ofW
x0 andW are connected by ΨW x0 (x, z) =
e−x0zΨW (x+ x0, z) and obviously
τW (t1, t2, t3, . . .) = τW x0 (t1 − x0, t2, t3, . . .)
where the RHS is considered as a formal power series in t1 − x0, t2, t3, . . .
Throughout the paper we work with the spacesW 1 without explicitly mentioning
it and our tau-functions are formal power series in t1 − 1, t2, t3, . . . ✷
Because the Bessel wave function depends only on xz, (1.7) implies
DxΨβ(x, z) = DzΨβ(x, z), (1.9)
Lβ(z, ∂z)Ψβ(x, z) = x
NΨβ(x, z). (1.10)
The monomial Darboux transformations of Bessel wave functions were intro-
duced in our previous paper [6]. They are a part of the solutions to the bispectral
problem (polynomial Darboux transformations) which we constructed there.
First recall the definition of polynomial Darboux transformations given in [6].
Definition 1.3 We say that a planeW (or the corresponding wave function ΨW (x, z))
is a Darboux transformation of the Bessel plane Vβ (respectively wave function
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Ψβ(x, z)) iff there exist polynomials f(z), g(z) and differential operators P (x, ∂x),
Q(x, ∂x) such that
ΨW (x, z) =
1
g(z)
P (x, ∂x)Ψβ(x, z), (1.11)
Ψβ(x, z) =
1
f(z)
Q(x, ∂x)ΨW (x, z). (1.12)
The Darboux transformation is called polynomial iff the operator P (x, ∂x) from
(1.11) has the form
P (x, ∂x) = x
−n
n∑
k=0
pk(x
N )Dkx, (1.13)
where pk are rational functions, pn ≡ 1.
(In [6] we normalized g(z). For the present paper the normalization is unneces-
sary.)
There are two equivalent definitions of monomial Darboux transformations of
Bessel wave functions (see [6]).
Definition 1.4 We say that the wave function ΨW (x, z) (or the corresponding plane
W ) is a monomial Darboux transformation of the Bessel wave function Ψβ(x, z)
(respectively the plane Vβ) iff it is a polynomial Darboux transformation of Ψβ(x, z)
with g(z)f(z) = zdN , d ∈ N.
Definition 1.5 The wave function ΨW (x, z) (or the corresponding plane W ) is a
monomial Darboux transformation of the Bessel wave function Ψβ(x, z) (respectively
the plane Vβ) iff (1.11) holds with g(z) = z
n, n = ordP and the kernel of the operator
P (x, ∂x) has a basis consisting of several groups of the form
∂ly
( k0∑
k=0
mult(βi+kN)−1∑
j=0
bkjx
βi+kNyj
)∣∣∣
y=lnx
, 0 ≤ l ≤ j0, (1.14)
where mult(βi + kN) := multiplicity of βi + kN in
⋃N
j=1{βj + NZ≥0} and j0 =
max{j|bkj 6= 0 for some k}.
Denote the set of monomial Darboux transformations of Vβ by GrMB(β). For poly-
nomial Darboux transformations we use the notation GrB(β).
A simple consequence of the above definitions is that
Q(x, ∂x)P (x, ∂x) = Lβ(x, ∂x)
d, (1.15)
where
ordP = n, ordQ = dN − n (g(z) = zn, f(z) = zdN−n). (1.16)
Note that the monomial Darboux transformations have the following transitivity
and reflexivity properties:
W ∈ GrMB(β), Vβ ∈ GrMB(β
′) ⇒ W ∈ GrMB(β
′);
Vβ ∈ GrMB(β
′) ⇔ Vβ′ ∈ GrMB(β).
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1.3
In this subsection we recall the definition of W1+∞, its subalgebras W1+∞(N) and
their bosonic representations introduced in [4].
The algebra w∞ of the additional symmetries of the KP–hierarchy is isomorphic
to the Lie algebra of regular polynomial differential operators on the circle
D = span{zα∂βz | α, β ∈ Z, β ≥ 0}.
Its unique central extension [14, 15] will be denoted by W1+∞. This algebra gives
the action of the additional symmetries on tau-functions (see [1]). Denote by c
the central element of W1+∞ and by W (A) the image of A ∈ D under the natural
embedding D →֒ W1+∞ (as vector spaces). The algebra W1+∞ has a basis
c, J lk =W (−z
l+k∂lz), l, k ∈ Z, l ≥ 0.
The commutation relations of W1+∞ can be written most conveniently in terms
of generating series [15][
W (zkexDz),W (zmeyDz )
]
= (exm − eyk)W (zk+me(x+y)Dz ) + δk,−m
exm − eyk
1− ex+y
c,
(1.17)
where Dz = z∂z.
Instead of working with the generators J lk it is much more convenient to work
with the generating functions or fields (of dimension l + 1)
J l(z) =
∑
k∈Z
J lkz
−k−l−1. (1.18)
The modes Jk = J
0
k of the uˆ(1) current J(z) = J
0(z) generate the Heisenberg
algebra: [
Jn, Jm
]
= nδn,−mc. (1.19)
Recall its canonical representation in the bosonic Fock space B:
Jn =
∂
∂tn
, J−n = ntn, n > 0, J0 = Q
∂
∂Q
, c = 1. (1.20)
It is well known that for c = 1 the fields J l(z) can be expressed as normally ordered
polynomials in the current J(z):
J l(z) = l! :Sl+1
(J(z)
1!
,
∂J(z)
2!
, . . .
)
:. (1.21)
Here as usual
:JnJm: =
{
JnJm for m > n
JmJn for m < n
and the elementary Schur polynomials Sl(t) are determined by the generating series
exp
( ∞∑
k=1
tkz
k
)
=
∞∑
l=0
Sl(t)z
l. (1.22)
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Substituting (1.20) in (1.21) we obtain a bosonic representation ofW1+∞ with central
charge c = 1. For an explanation and a proof of (1.21) see the Appendix.
In [4] we constructed a family of highest weight modules ofW1+∞ using the above
bosonic representation. We shall sum up the results from that paper in a suitable for
our purposes form. First we introduce the subalgebra W1+∞(N) of W1+∞ spanned
by c and J lkN , l, k ∈ Z, l ≥ 0. It is a simple fact that W1+∞(N) is isomorphic to
W1+∞ (see [12]).
Theorem 1.6 The functions τβ(t) satisfy the constraints
J l0τβ = λβ(J
l
0)τβ, l ≥ 0, (1.23)
J lkNτβ = 0, k > 0, l ≥ 0, (1.24)
W
(
z−kNPβ,k(Dz)D
l
z
)
τβ = 0, k > 0, l ≥ 0, (1.25)
where Pβ,k(Dz) = Pβ(Dz)Pβ(Dz − N) · · ·Pβ(Dz −N(k − 1)) and Pβ(Dz) = (Dz −
β1) · · · (Dz − βN ).
The first two constraints mean that τβ is a highest weight vector with highest weight
λβ of a representation of W1+∞(N) in the module
Mβ = span
{
J l1k1N · · · J
lp
kpN
τβ
∣∣∣k1 ≤ . . . ≤ kp < 0}. (1.26)
In [4] we studied Mβ as modules of W1+∞. We proved that they are quasifinite
(see [15]) and we derived formulae for the highest weights and for the singular
vectors. The latter formula turns out to be the simplest corollary of Theorem 2.6
(see Example 2.10).
1.4
In the next sections we shall need the action of the so-called adjoint involution a on
the modules Mβ. On the tau-functions it acts as follows [21]:
τaV (t1, t2, . . . , tk, . . .) = τV (t1,−t2, . . . , (−1)
k−1tk, . . .). (1.27)
We continue this action on B(0) = C [[t1 − 1, t2, t3, . . .]] (cf. Remark 1.2).
We shall continue it also on the elements of W1+∞ in its bosonic representation
(1.21) naturally demanding
a(Uτ) = a(U)a(τ) for U ∈W1+∞, τ ∈ B
(0).
It acts on the Heisenberg algebra by a(Jk) = (−1)
k−1Jk, i.e. a(J(z)) = J(−z), and
on the fields J l(z) via (1.21).
Proposition 1.7 If τ ∈ Mβ (β ∈ C
N ) then a(τ) ∈ Ma(β) where a(β) = (N −1)δ−
β, δ = (1, 1, . . . , 1).
Proof. Using the commutation relations (1.17) one can prove by induction on the
dimension of the fields J l(z) that a preserves W1+∞(N) (as a basis of the induction
one uses (1.21) for l = 0, 1, 2). In the Appendix we give another proof of this fact
providing an explicit expression for a basis of W1+∞ in which a acts diagonally. The
proposition now follows from the fact that a(τβ) = τa(β) (see [6]). ✷
7
2 Tau-functions in Bessel modules as monomial Dar-
boux transformations
This section examines the connection between the class of representations obtained in
[4] (see Subsect. 1.3) and a part of the solutions to the bispectral problem constructed
in [6] (see Subsect. 1.2). Our main result is the following.
Theorem 2.1 If τW is a tau-function lying in the W1+∞(N)-module Mβ (β ∈ C
N )
then the corresponding plane W ∈ GrMB(β). Conversely, if W ∈ GrMB(β) then
τW ∈Mβ′ for some β
′ ∈ CN such that Vβ′ ∈ GrMB(β).
In general β′ 6= β. A more precise version of the second part of the theorem is given
in Theorems 2.6 and 2.9 below.
2.1
For the proof of the first part of Theorem 2.1 we shall need two lemmas.
Lemma 2.2 If τ ∈ Mβ then τ = u · τβ with u of the form
u =
∑
alkJ
l1
−Nk1
· · · J lr−Nkr , (2.1)
such that all li < Nki.
Proof. For w =W (zkP (Dz)) set ρ(w) = ordP +k. Because of Theorem 1.6 for each
w ∈W1+∞(N) there exists w˜ ∈W1+∞(N) such that wτβ = w˜τβ and ρ(w˜) < 0. Then
for w1, . . . , wr ∈ W1+∞(N) we prove by induction on r that w1 · · ·wrτβ is a sum of
elements of the form w˜1 · · · w˜sτβ with ρ(w˜i) < 0, s ≤ r. Indeed, for w ∈W1+∞(N)
ww˜1 · · · w˜sτβ = w˜1 · · · w˜swτβ + [w, w˜1 · · · w˜s] τβ
= w˜1 · · · w˜sw˜τβ +
s∑
i=1
w˜1 · · · [w, w˜i] · · · w˜sτβ
with ρ(w˜) < 0. ✷
Lemma 2.3 Let X(t, z) be the vertex operator (1.4). Then
X(t, z)J lk =
(
J lk + lJ
l−1
k + δl,0δk,0 − z
k+l∂lz
)
X(t, z).
The proof of Lemma 2.3 is given in the Appendix.
Now we can give the proof of the first part of Theorem 2.1. Let τW = uτβ be a
tau-function and u be an element of the universal enveloping algebra of W1+∞(N)
of the form (2.1). We compute the wave function
ΨW (x, z) =
X(t, z)τW (t)
τW (t)
∣∣∣
t1=x, t2=t3=···=0
.
Using Lemma 2.3 we commute X(t, z) and u to obtain
ΨW (x, z) =
U(t, z)X(t, z)τβ(t)
uτβ(t)
∣∣∣
t1=x, t2=t3=···=0
.
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where
U(t, z) =
∑
alk
(
J l1−Nk1 + l1J
l1−1
−Nk1
− z−Nk1+l1∂l1z
)
· · ·
· · ·
(
J lr−Nkr + lrJ
lr−1
−Nkr
− z−Nkr+lr∂lrz
)
.
From the bosonic formula (1.21) and the gradation of W1+∞(N) it is clear that
J l−Nk|t1=x, t2=t3=···=0 = x
Nkδl+1,Nk if l < Nk.
What is relevant for us is that there are no differentiations in t1, t2, . . . but only a
multiplication by powers of xN . This gives for U(t, z) the representation
U(t, z)|t1=x, t2=t3=···=0 =
∑
alk
(
xNk1(δl1+1,Nk1 + l1δl1,Nk1)− z
−Nk1+l1∂l1z
)
· · ·
· · ·
(
xNkr(δlr+1,Nkr + lrδlr ,Nkr)− z
−Nkr+lr∂lrz
)
= z−mNP (xN , zN ,Dz),
for some m ∈ N and a polynomial P in xN , zN and Dz.
In the same way u|t1=x, t2=···=0 = g(x
N ) is polynomial in xN . Therefore
ΨW (x, z) =
P (xN , zN ,Dz)Ψβ(x, z)
zmNg(xN )
. (2.2)
Using (1.7, 1.9) we obtain
ΨW (x, z) = z
−mNP1(x
N ,Dx)Ψβ(x, z) (2.3)
for some operator P1 with rational coefficients.
We also need an expression for Ψβ in terms of ΨW . It can be obtained by using
the adjoint involution a. By Proposition 1.7 τaW = a(u)τa(β) is a tau-function lying
in the moduleMa(β) and (2.3) gives
ΨaW (x, z) = z
−kNP2(x
N ,Dx)Ψa(β)(x, z)
for some operator P2. To complete the proof that W ∈ GrMB(β) we shall apply the
following simple lemma (see e.g. [6], Proposition 1.7 (i)).
Lemma 2.4 If the wave functions ΨW (x, z) and ΨV (x, z) satisfy
ΨW (x, z) =
1
g(z)
P (x, ∂x)ΨV (x, z),
then
ΨaV (x, z) =
1
gˇ(z)
P ∗(x, ∂x)ΨaW (x, z) (2.4)
where gˇ(z) = g(−z) and “*” is the formal adjoint (i.e. the antiautomorphism such
that ∂∗x = −∂x, x
∗ = x).
The above lemma leads to
Ψβ(x, z) = z
−kN (−1)kNP ∗2 (x
N ,Dx)ΨW (x, z) (2.5)
which combined with (2.3) proves that W ∈ GrMB(β).
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2.2
The second part of Theorem 2.1 is a consequence of Theorems 2.6 and 2.9 below.
Before stating the first of them let us introduce some notation and recall some simple
facts.
Lemma 2.5 Let β ∈ CN and α ∈ CM . Then
(i) LαLβ = Lγ, where
γ = (α1 +N,α2 +N, . . . , αM +N,β1, β2, . . . , βN );
(ii) (Lβ)
d = Lβd, where
βd = (β1, β1 +N, . . . , β1 + (d− 1)N, . . . , βN , . . . , βN + (d− 1)N);
(iii) If {β1, . . . , βN} = {α1, . . . , α1︸ ︷︷ ︸
k1
, . . . , αs, . . . , αs︸ ︷︷ ︸
ks
} with distinct α1, . . . , αs, then
KerLβ = span
{
xαi(lnx)k
}
1≤i≤s, 0≤k≤ki−1
.
The proof is obvious.
Let W ∈ GrMB(β) be a monomial Darboux transformation of the Bessel plane
Vβ, β ∈ C
N . We can consider only the case when n ≤ d (see eqs. (1.15, 1.16)) since
the general case can be reduced to this one by a left multiplication of Q by Lβ,
which does not change W and β. Let γ = βd (see Lemma 2.5 (ii)), i.e.
γ(k−1)d+j := βk + (j − 1)N, 1 ≤ k ≤ N, 1 ≤ j ≤ d. (2.6)
First we consider the case when KerP has a basis of the form
fk(x) =
dN∑
i=1
akix
γi , 0 ≤ k ≤ n− 1, (2.7)
i.e. there are no logarithms. Definition 1.5 in this case is equivalent to
γi − γj ∈ NZ \ 0 if akiakj 6= 0, i 6= j. (2.8)
We say that the element fk(x) of the above basis of KerP is associated to βs (1 ≤
s ≤ N) iff
γi − βs ∈ NZ≥0 if aki 6= 0. (2.9)
Then up to a relabeling we can take a subset {βs}1≤s≤M such that
βs − βt 6∈ NZ for 1 ≤ s 6= t ≤M (2.10)
and each element of the basis (2.7) of KerP is associated to some βs from this set.
Denote by ns the number of elements associated to βs and set ns = 0 for s > M .
Then n1 + · · · + nN = n. We put
β′ = (β1 + n1N − n, β2 + n2N − n, . . . , βN + nNN − n). (2.11)
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Theorem 2.6 Let W be a monomial Darboux transformation of the Bessel plane
Vβ with KerP satisfying (2.7, 2.8) and β
′ be as above. Then the tau-function τW of
W lies in the W1+∞(N)-module Mβ′ .
Proof. We shall use the following formula
ΨW (x, z) =
Wr(f0(x), . . . , fn−1(x),Ψβ(x, z))
znWr(f0(x), . . . , fn−1(x))
=
∑
detAIWr(xγI )ΨI(x, z)∑
detAIWr(xγI )
, (2.12)
where Wr denotes the Wronski determinant. The sum is taken over all n-element
subsets I = {i0 < i1 < . . . < in−1} ⊂ {0, 1, . . . , dN − 1}, x
γI = {xγi}i∈I , A
I =
(ak,il)0≤k, l≤n−1 and ΨI(x, z) is the wave function of the above type of Darboux
transformations with fk(x) = x
γik , i.e.
ΨI(x, z) = z
−nLγI (x, ∂x)Ψβ(x, z), γI = (γi0 , . . . , γin−1).
It is important also that
Lemma 2.7 [6] ΨI(x, z) is again a Bessel wave function:
ΨI(x, z) = Ψγ+dNδI−nδ(x, z), (2.13)
where the vectors δI , δ are defined by
(δI)i =
{
1, if i ∈ I
0, if i 6∈ I
and
δi = 1 for all i ∈ {1, . . . , dN}.
We set
I0 := {1, . . . , n1, d+ 1, . . . , d+ n2, . . . , (N − 1)d+ 1, . . . , (N − 1)d+ nN}. (2.14)
Then (see (2.6))
γI0 = {β1, β1 +N, . . . , β1 + (n1 − 1)N, . . . , βN , βN +N, . . . , βN + (nN − 1)N}
and clearly
τI0 = τβ′ (2.15)
(recall that τβ = τγ when L
d
β = Lγ).
First we shall consider the case when detAI0 6= 0. Without loss of generality we
can put detAI0 = 1. Let A0 be the n × dN matrix (akiδi,i0
k
)0≤k≤n−1, 1≤i≤dN where
I0 = {i
0
0 < i
0
1 < . . . < i
0
n−1} is from (2.14). For ζ ∈ C we define the matrix A(ζ) as
follows
A(ζ) = ζA+ (1− ζ)A0. (2.16)
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Then A(ζ)ki = aki for i = i
0
k and = ζaki for i 6= i
0
k. Thus (2.8) holds with A(ζ)ki
instead of aki and the Darboux transformation W (ζ) of Vβ with a matrix A(ζ) is
monomial:
W (ζ) ∈ GrMB(β).
The main idea of the proof of Theorem 2.6 is to consider W (ζ) as a deformation of
W (0) = Vβ′ . We shall prove that τW (ζ) ∈ Mβ′ for all ζ, hence τW = τW (1) ∈ Mβ′ .
We first need a lemma expressing ΨI in terms of Ψβ′ ≡ ΨI0 .
Lemma 2.8 If detA(ζ)I 6= 0 for some ζ then
ΨI(x, z) = x
−qIQI(z, ∂z)ΨI0(x, z), (2.17)
where QI is a Bessel operator of order qI , divisible by N and satisfying
qI ≤ pI :=
∑
i∈I
γi −
∑
i∈I0
γi. (2.18)
The number pI is also divisible by N .
Proof. For 1 ≤ s ≤M we set Is = {i ∈ I | γi − βs ∈ NZ≥0}. Then (2.9, 2.10) imply
that
I =
M⋃
s=1
Is, Is ∩ It = ∅ for s 6= t and cardIs = ns.
Let
γIs =
{
βs + ν
(s)
1 N,βs + (ν
(s)
2 + 1)N, . . . , βs + (ν
(s)
ns + ns − 1)N
}
for 1 ≤ s ≤ M and γIs = ∅ for s > M , where ν
(s)
i ∈ Z, 0 = ν
(s)
1 = · · · = ν
(s)
ks
<
ν
(s)
ks+1
≤ . . . ≤ ν
(s)
ns . Then
pI =
M∑
s=1
ns∑
i=1
Nν
(s)
i ≥ N
M∑
s=1
(ns − ks) = N(n− k),
where k =
∑M
s=1 ks; we set ks = 0 for s > M . We take qI = N(n− k) and QI = Lα
be the Bessel operator of order qI such that
LαLγI0 = LγI (Lβ)
n−k. (2.19)
We shall prove that such Lα exists. Using Lemma 2.5 the right hand side of (2.19)
can be represented as
LγI (Lβ)
n−k = Lα′ ,
where
α′ = (γI + (n− k)NδI) ∪ β
n−k
=
N⋃
s=1
{
(γIs + (n− k)NδIs) ∪ (βs, βs +N, . . . , βs + (n− k − 1)N)
}
.
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We see that α′ includes
βs, βs +N, . . . , βs + (n− k + ks − 1)N, (1 ≤ s ≤ N)
and therefore includes γI0 , which proves (2.19). Now the proof of (2.17) is straight-
forward. Using that
ΨI = x
−nLγIΨβ, ΨI0 = x
−nLγI0Ψβ
(the Bessel operators act in the variable z), we compute
x−qIQIΨI0 = x
−(n−k)NLαx
−nLγI0Ψβ = x
−(n−k)N−nLγ(Lβ)
n−kΨβ
= x−(n−k)N−nLγx
(n−k)NΨβ = x
−nLγΨβ = ΨI .
✷
Now we can apply formula (2.12). Obviously
Wr(xγI ) = ∆Ix
∑
i∈I γi−
n(n−1)
2 , (2.20)
where for I = {i0 < . . . < in−1} we set
∆I =
∏
r<s
(γir − γis). (2.21)
Using this and (2.17) we write ΨW (ζ) as
ΨW (ζ)(x, z) =
∑
detA(ζ)I∆Ix
pI−qIQI(z, ∂z)ΨI0(x, z)∑
detA(ζ)I∆IxpI
.
We expand the denominator around ζ = 0. Using that ΨI0 = Ψβ′ , that pI and qI
are divisible by N and (1.10) for β′ we obtain
ΨW (ζ)(x, z) =
∑
i≥0
ζ iPi(z, ∂z)Ψβ′(x, z) (2.22)
for some operators Pi without constant term for i ≥ 1 and with P0 ≡ 1. Indeed
(2.16) implies that A(ζ)I0 = AI0 and detA(ζ)I0 = 1 does not depend on ζ. Therefore
for i ≥ 1 Pi is a linear combination of operators
QI(Lβ′)
(kpI−qI)/N , k ≥ 1, I 6= I0
which are nontrivial Bessel operators (see Lemma 2.8) and thus do not have a
constant term. For I = I0 QI0 ≡ 1 and pI = qI , now detA(ζ)
I0 = 1 implies
P0 ≡ 1. Denoting w−k = ∂
k
xΨβ′(x, z)|x=1 we obtain (see (1.2, A.3))
τW (ζ) = σ
{(∑
ζ iPiw0
)
∧
(∑
ζ iPiw−1
)
∧ . . .
}
= σ
{
w0 ∧ w−1 ∧ w−2 ∧ . . .+ ζ(P1w0 ∧ w−1 ∧ w−2 ∧ . . .
+ w0 ∧ P1w−1 ∧w−2 ∧ . . .+ · · ·) + · · ·
}
= τβ′ + ζr(P1)τβ′ + ζ
2(r(P2) +
1
2r(P1)
2 − 12r(P
2
1 ))τβ′ + · · ·
13
We see that all coefficients at the powers of ζ are polynomials in r(P ki ) applied to
τβ′ and thus belong to the W1+∞(N)-module Mβ′ (see (A.12)). Now we shall use
the formula
τW (ζ) =
∑
detA(ζ)I∆IτI∑
detA(ζ)I∆I
(2.23)
(see [5]). Because the numerator depends polynomially on ζ the above considerations
show that it belongs to Mβ′ . Setting ζ = 1 we obtain τW ∈ Mβ′ . This completes
the proof of Theorem 2.6 in the case when detAI0 6= 0.
The general case can be deduced again from the fact that the numerator of (2.23)
is polynomial in the entries of A. Up to a relabeling one can suppose that the first
n1 functions of the basis (2.7) of KerP are associated to β1, the next n2 to β2, etc.
Then the Darboux transformation with a matrix
A(ξ) = A+ ξE0,where E0 = (δi i0
k
)1≤i≤dN, 0≤k≤n−1
is monomial (see (2.8)). Obviously detAI0 = det(AI0 + ξE) 6= 0 for all but a finite
number of ξ ∈ C (where E is the identity matrix) and for them τW (ξ) ∈ Mβ′ .
Because the numerator of (2.23) (with ζ replaced with ξ) is a polynomial in ξ, it
belongs toMβ′ for all ξ ∈ C and for ξ = 0 it is exactly τW (recall that a tau-function
is defined up to a multiplication by a constant). ✷
2.3
Now we shall consider the general case of a monomial Darboux transformation of Vβ,
β ∈ CN . Using repeatedly Lemma 2.7 with n = d = 1 we see that Vβ ∈ GrMB(ν)
with ν of the form
ν = (ν1, ν1, . . . , ν1︸ ︷︷ ︸
N1
, . . . , νp, νp, . . . , νp︸ ︷︷ ︸
Np
) (2.24)
such that
νi − νj 6∈ NZ for i 6= j (2.25)
(N1 + · · ·+Np = N).
Let W ∈ GrMB(ν), i.e. KerP has a basis consisting of several groups of the form
described in Definition 1.5:
j0∑
j=l
l!
(
j
l
)
fj(x)(ln x)
j−l, 0 ≤ l ≤ j0 (2.26)
where j0 ≤ Ni − 1 and
fj(x) =
d−1∑
k=0
bkjx
νi+kN . (2.27)
We say that the element (2.26) of KerP has level j0 − l. For 1 ≤ s ≤ p we denote
by nrs the number of elements in the basis of KerP of level r associated to νs (see
(2.9)). Put
ν ′ = (ν1 + n
0
1N − n, . . . , ν1 + n
N1−1
1 N − n, . . . , νp + n
0
pN − n, . . . , νp + n
Np−1
p N − n).
(2.28)
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Theorem 2.9 If W is a monomial Darboux transformation of Vν with ν, ν
′ and
KerP as above then τW ∈ Mν′ .
Proof. We shall make a limit in Theorem 2.6. We note that since (lnx)j = ∂jλx
λ|λ=0
we have
(ln x)j = lim
ǫ→0
ǫ−j
j∑
k=0
(−1)k
(
j
k
)
x−ǫk.
Set ν(ǫ) = (ν1, ν1+ ǫ, . . . , ν1+(N1− 1)ǫ, . . . , νp, νp+ ǫ, . . . , νp+(Np− 1)ǫ). Consider
the Darboux transformation W (ǫ) of Vν(ǫ) with a basis of KerP (ǫ) consisting of
groups of the form (cf. (2.26, 2.27))
gl(x) = x
ǫ(j0−l)
j0∑
j=l
l!
(
j
l
)
fj(x)
j−l∑
k=0
ǫl−j(−1)k
(
j − l
k
)
x−ǫk, 0 ≤ l ≤ j0.
We shall show that this transformation is monomial. More precisely, we shall prove
that KerP (ǫ) has a basis consisting of groups of elements of the form
hl(x) = x
ǫ(j0−l)
j0∑
j=l
l!
(
j
l
)
ǫl−jfj(x), 0 ≤ l ≤ j0.
This is an obvious consequence of the identity
gl(x) =
j0−l∑
k=0
(−1)kǫ−k
k!
hl+k(x), 0 ≤ l ≤ j0.
We apply Theorem 2.6 for W (ǫ) noting that exactly nrs elements of the above basis
of KerP (ǫ) are associated to νs+ rǫ. Taking the limit ǫ→ 0 completes the proof. ✷
2.4
As an illustration to Theorem 2.6 we shall consider the case n = d = 1. Now the
matrix A is 1×N :
A = (a1 a2 . . . aN ),
subsets I consist of one element: I = {i}, and
ΨI ≡ Ψi =
1
z
(
∂x −
βi
x
)
Ψβ = Ψ(β1−1,...,βi+N−1,...,βN−1). (2.29)
The formula (2.12) now becomes
ΨW (x, z) =
1
zx
(
x∂x −
∑
aiβix
βi∑
aixβi
)
Ψβ(x, z). (2.30)
Let a1 6= 0. The Darboux transformation is monomial when
βi − β1 = Nαi, αi ∈ Z for ai 6= 0
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and up to a relabeling we can suppose that all αi are positive. Then I0 = {1},
ΨI0 ≡ Ψ1 ≡ Ψβ′ , where β
′ = (β1 +N − 1, β2 − 1, . . . , βN − 1). Using that
Ψβ(x, z) = x
−NLβ(z, ∂z)Ψβ(x, z) = (xz)
−NPβ(Dz)Ψβ(x, z)
= (xz)−N+1
Pβ(Dz + 1)
Dz + 1− β1
Ψβ′(x, z)
and that
Pβ(Dz) =
Dz − β1
Dz − (β1 +N)
Pβ′(Dz − 1), Pβ′(Dz) =
Dz − (β1 +N − 1)
Dz − (β1 − 1)
Pβ(Dz + 1)
(2.31)
we obtain from (2.30)
ΨW (x, z) =
1∑
aixNαi
P1(z, ∂z)Ψβ′(x, z), (2.32)
where
P1(z, ∂z) =
N∑
i=1
ai
{
−Nαiz
−N Pβ′(Dz)
Dz − β′1
(
z−NPβ′(Dz)
)αi}
. (2.33)
Then A(ζ) = (a1 ζa2 . . . ζaN ), the numerator of (2.23) is equal to τβ′ + ζr(P1)τβ′
and up to a constant
τW = r(P1)τβ′ . (2.34)
Example 2.10 Let A = (0 1 0 . . . 0) and β′2 − β
′
1 = Nα = N(α2 − 1), α ∈ Z≥0.
Set
β′′ = (β′1 −N,β
′
2 +N,β
′
3, . . . , β
′
N ) = (β1 − 1, β2 +N − 1, β3 − 1, . . . , βN − 1).
Then the module Mβ′′ embeds in Mβ′ . The singular vector τβ′′ is given by (2.34,
2.33). Up to some changes of notation (βi = Nri, etc.) in this way we recover
Theorem 6 from [4]. ✷
Example 2.11 Let N = 2, β1 − β2 = 2α, α ∈ Z≥0. Then the tau-function
τα := τ(1/2+α,1/2−α) is highest weight vector for the reducible W1+∞(2)-module
M(1/2+α,1/2−α), which will be denoted below by Mα. Example 2.10 gives that
M0 ⊃ M2 ⊃ M4 ⊃ . . . and M1 ⊃ M3 ⊃ M5 ⊃ . . .. Any bispectral tau-function
corresponding to an “even” potential [9] can be obtained by a monomial Darboux
transformation with d = n ≤ α from τα as shown in [17] (see also [6], Example 5.3).
Theorem 2.6 shows that τW ∈ Mα−n. On the other hand τW ∈ Gr
(2), which gives
that τW belongs to the V ir-module M
∞
α−n introduced in [13] (see also [10]). The
modules M∞α , α ∈ Z≥0 are shown to be the reducible Verma modules over V ir with
c = 1 (whose highest weight vectors are the above tau-functions τα). In this way we
obtain:
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Corollary 2.12 Any tau-function τW of an “even” potential can be obtained by a
monomial Darboux transformation from the highest weight vector τα of a reducible
V ir-module M∞α , α ∈ Z≥0 (defined in [13]) and it belongs to the module M
∞
α−n,
where n is the order of the operator P (n ≤ α). Conversely, any tau-function in
M∞α is tau-function of an “even” potential [9].
Consider the set of modulesMβ of the most degenerate case βi−βj ∈ NZ for all
i, j (β ∈ CN ). The embeddings among these modules are described by N lattices:
the k-th one of them having a maximal moduleMβ(k) ,
β(k) = (b+N, . . . , b+N︸ ︷︷ ︸
k
, b, . . . , b︸ ︷︷ ︸
N−k
), b =
N − 2k − 1
2
,
for 0 ≤ k ≤ N − 1 (cf. Example 2.10). Lemma 2.7 implies that the set of mono-
mial Darboux transformations of β(k) with ordP ∈ NZ coincides with the set of
monomial Darboux transformations of β(0) with ordP ∈ k +NZ. In the latter case
the corresponding Mν′ given by Theorem 2.9 belongs to the k-th lattice, i.e. it is a
submodule of Mβ(k) . So we obtain the following corollary.
Corollary 2.13 The manifold of monomial Darboux transformations from β(k) with
ordP ∈ NZ coincides with the manifold of tau-functions lying in the module Mβ(k).
Remark 2.14 We shall consider another aspect of Theorem 2.6. Recall that the
subalgebras W1+∞(d), d ∈ N of W1+∞ are isomorphic to W1+∞ ≡ W1+∞(1) and a
representation of W1+∞(d) with central charge N gives rise to a representation of
W1+∞ with central charge dN . Each singular vector ofW1+∞ is obviously a singular
vector of W1+∞(d) but the converse is not always true. It is an intersting question
to describe the latter.
In our terminology this question can be reformulated as follows. Which Bessel
tau-functions τα, α ∈ C
dN lie in a W1+∞(N)-module Mβ, for some β ∈ C
N? Such
tau-functions are given by Theorem 2.6: if I is an n-element subset of {1, . . . , dN}
then τβd+dNδI−nδ ∈Mβ′ (see (2.11) and Lemma 2.7).
Let us consider the simplest case N = 1 and set d = 2n, I = {1, 3, . . . , 2n − 1}.
Then β = (0), βd = (0, 1, . . . , 2n− 1) and
βd + dNδI − nδ = (1− n, 3− n, . . . , n− 1) ∪ (n, n+ 2, . . . , 3n − 2) = (1− n, n)
n.
So we obtain that τ(1−n,n) lies in W1+∞(1) moduleM(0) = C[t1, t2, . . .], i.e. they are
polynomials of t1, t2, . . . (obviously it coincides with the module over the Heisenberg
algebra with highest weight vector τ(0) = 1). These tau-functions play an important
role in the “KdV case” of [9] and are connected with the rank 1 bispectral algebras
which contain an operator of order 2. The general case of rank N bispectral algebras
containing an operator of order dN motivates the study of the above considered
“embeddings”.
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3 Hierarchies of symmetries of the manifolds of mono-
mial Darboux transformations
An immediate consequence of the results of the previous section is the existence of
hierarchies of symmetries preserving the manifolds of monomial Darboux transfor-
mations.
Denote by W+1+∞(N) the subalgebra of W1+∞(N) spanned by J
l
Nk, k, l ≥ 0.
Theorem 3.1 For β ∈ CN the vector fields corresponding to W+1+∞(N) are tangent
to the manifold GrMB(β) of monomial Darboux transformations. More precisely, if
W ∈ GrMB(β) then
exp
(
p∑
i=1
λiJ
li
Nki
)
τW (3.1)
is a tau-function associated to a plane from GrMB(β) for arbitrary p ∈ N, λi ∈ C,
li, ki ∈ Z≥0.
Proof. Indeed, if W ∈ GrMB(β), β ∈ C
N then τW ∈ Mβ′ for some β
′ ∈ CN
such that Vβ′ ∈ GrMB(β). Now from the gradation of W1+∞(N) it is clear that∑p
i=1 λiJ
li
Nki
acts nilpotently on τW , i.e. (3.1) is well-defined and also belongs to the
module Mβ′ . Moreover, it is a tau-function (see [1]) and Theorem 2.1 shows that
its corresponding plane belongs to GrMB(β
′) = GrMB(β). ✷
Let us introduce the following terminology. A β ∈ CN is called generic if Vβ
cannot be obtained by a Darboux transformation of some Vα, α ∈ C
M , M < N .
We put Gr
(N)
MB =
⋃
β GrMB(β), β ∈ C
N–generic. These manifolds are important
because they give bispectral algebras of rank N [6]. Therefore Theorem 3.1 implies:
Corollary 3.2 The manifold Gr
(N)
MB of monomial Darboux transformations which
give bispectral algebras of rank N is preserved by the vector fields corresponding to
W+1+∞(N).
An interesting question is when a polynomial Darboux transformation of a Bessel
operator Lβ of order N gives again an operator of order N (see [9] for N = 2
and [6]). In [6], Proposition 5.4 we proved that for generic β such transformation
is necessarilly monomial. The corresponding manifold GrMB(β) ∩ Gr
(N) is also
preserved by an hierarchy of symmetries. More precisely, in the bosonic realization
(1.21) of W1+∞(N) we put JkN = 0, k ∈ Z and define
Lm =
1
N
J1mN |JkN=0, k∈Z =
1
N
∑
i∈Z\NZ
:JmN−iJi:.
The operators Lm, m ∈ Z form a Virasoro algebra with central charge N − 1 which
we denote by V irN . Denote by V ir
+
N the subalgebra spanned by Lm, m ≥ 0. Then
we can formulate the following theorem which for N = 2 contains Magri–Zubelli’s
result [17].
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Theorem 3.3 The manifold GrMB(β)∩Gr
(N) is preserved by the vector fields cor-
responding to V ir+N . More precisely, if W ∈ GrMB(β) ∩Gr
(N) then
exp
(
p∑
i=1
λiLki
)
τW (3.2)
is a tau-function associated to a plane from GrMB(β) ∩ Gr
(N) for arbitrary p ∈ N,
λi ∈ C, ki ≥ 0.
Proof. Obviously formula (3.2) gives exactly the same result as
exp
(∑
λiN
−1J1kiN
)
τW .
This is because τW (t) does not depend on tkN and in J
1
kiN
, ki ≥ 0 the variables tkN
are present only as coefficients of differentiations with respect to tmN . This implies
that (3.2) is a tau-function of a plane belonging to Gr(N). ✷
Remark 3.4 The manifold GrMB(β) ∩Gr
(dN), β ∈ CN is preserved by the vector
fields corresponding to the subalgebra of W+1+∞(N) generated by
JkN , for d 6 |k, k ≥ 0;
L˜m =
∑
i∈Z\ dNZ
:JmN−iJi:, for m ≥ 0.
(Because on Gr(dN) L˜m acts as J
1
mN .)
For N = 1, d = 2 we recover the well known fact that the potentials from the
“KdV case” of [9] are preserved by the KdV flows.
For generic β ∈ CN GrMB(β) ∩ Gr
(dN) gives bispectral algebras of rank N
containing an operator of order dN . However for d > 1, N > 1 these are not all
such algebras, cf. [6]. It is still an open problem to describe the symmetries of the
latter. ✷
We shall conclude this section with some comments. As Gr(N) is a reduction
of Gr, the (associative) algebra WN is a reduction of W1+∞(N) – see e.g. [12, 20].
In more details, the fields J0(z), J1(z), . . . , JN−1(z) generate the (vertex operator)
algebra W(glN ) [11]. Its reduction W(slN ) is obtained by putting JkN = 0, k ∈ Z
in (1.21); the modes of the corresponding fields generate the so-called WN algebra.
(More precisely, this is a representation of WN with c = N − 1.) Then V irN ⊂WN
and we conjecture that Theorem 3.3 is valid with W+N instead of V ir
+
N .
Appendix
In this appendix we give the technical proofs of some of the results from Sect. 1 and
explain them in more details.
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First, following [16], we shall recall the boson-fermion correspondence. Recall
the definition of the fermionic Fock space F from subsection 1.1. The free fermions
can be realized as wedging and contracting operators:
ψ−j+ 1
2
(vi0 ∧ vi1 ∧ . . .) = vj ∧ vi0 ∧ vi1 ∧ . . .
ψ∗
j− 1
2
(vj ∧ vi0 ∧ vi1 . . .) = vi0 ∧ vi1 ∧ . . .
They satisfy the canonical anticommutation relations[
ψλ, ψ
∗
µ
]
+
= δλ,−µ, [ψλ, ψµ]+ = 0,
[
ψ∗λ, ψ
∗
µ
]
+
= 0, (A.1)
where [a, b]+ = ab+ ba.
Let gl∞ be the Lie algebra of all Z × Z matrices having only a finite number
of non-zero entries. One can define a representation r of gl∞ in the fermionic Fock
space F as follows. For the basis Eij ∈ gl∞ put
r (Eij) = ψ−i+ 1
2
ψ∗
j− 1
2
(A.2)
and continue this by linearity. Then for A ∈ gl∞
r(A)(w0∧w−1∧w−2∧. . .) = Aw0∧w−1∧w−2∧. . .+w0∧Aw−1∧w−2∧. . .+· · · . (A.3)
The above defined representation r obviously cannot be continued on the Lie algebra
g˜l∞ of all Z× Z matrices with finite number of non-zero diagonals. If we regularize
it by
rˆ (Eij) = :ψ−i+ 1
2
ψ∗
j− 1
2
:, (A.4)
where as usual :ψµψ
∗
ν : = ψµψ
∗
ν for ν > 0 and −ψ
∗
νψµ for ν < 0, this will give a
representation for the central extension ĝl∞ = g˜l∞ ⊕ Cc of g˜l∞. Here the central
charge c acts as a multiplication by 1. Define the free fermionic fields
ψ(z) =
∑
j∈Z
ψj− 1
2
z−j and ψ∗(z) =
∑
j∈Z
ψ∗
j− 1
2
z−j .
Then the anticommutation relation (A.1) can be written as[
ψ(z1), ψ
∗(z2)
]
+
= δ(z12), (A.5)
where z12 = z1 − z2 and δ(z12) =
∑
n∈Z z
n
1 z
−n−1
2 . Introduce also the uˆ(1) current
J(z) = :ψ∗(z)ψ(z): =
∑
n∈Z
Jnz
−n−1. (A.6)
The modes Jn generate the Heisenberg algebra (1.19).
The above introduced spaces F (m) are spaces of irreducible representations of
the Heisenberg algebra with charge m and central charge c = 1. Using that such a
representation is unique up to isomorphism we obtain the isomorphism known as the
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boson-fermion correspondence (1.1, 1.20). In terms of the states |m〉 = vm∧vm−1∧. . .
and the operator H(t) = −
∑∞
k=0 tkJk we have for |ϕ〉 ∈ F
σ( |ϕ〉) =
∑
m∈Z
〈m| eH(t) |ϕ〉Qm. (A.7)
We also introduce the scalar bosonic field:
φ(z) = qˆ + J0 log z +
∑
n 6=0
Jn
z−n
−n
(A.8)
with operator product expansion φ(z1)φ(z2) ∼ log(z1 − z2), which is equivalent to
(1.19) and [
Jn, qˆ
]
= δn,0, (A.9)
and such that
exp qˆ = Q, J(z) = ∂zφ(z), Q
m = :emφ(z):|0〉|z=0.
Then the fermionic fields ψ(z), ψ∗(z) act on the bosonic Fock space B as
ψ∗(z) = :eφ(z):, ψ(z) = :e−φ(z):. (A.10)
Here as usual :JnJm: = JnJm for m > n, :JnJm: = JmJn for m < n and :qˆJ0: =
:J0qˆ: = qˆJ0.
One can define a natural embedding ofW1+∞ in ĝl∞ in the following way [14, 15].
Consider a realization of V as the space of Laurent series in z−1. Fixing the basis
vj = z
−j of V each element A ∈ D corresponds to a matrix φ0(A) ∈ g˜l∞, i.e.
one defines an embedding φ0:D →֒ g˜l∞. This embedding can be extended to an
embedding
φˆ0:W1+∞ →֒ ĝl∞.
In the case when c acts as a multiplication by 1 we can obtain, using (A.4), a free
field realization of W (A):
W (A) = Resz=0:ψ(z)Aψ
∗(z): (A.11)
for A ∈ D. In the notation of (A.4) this means
W (A) = rˆ(A). (A.12)
Also note that rˆ(A) = r(A) for operators A having diagφ0(A) = 0.
From (A.11) we derive a bosonic realization of the fields J l(z):
J l(z) = :(∂lzψ
∗(z))ψ(z): (A.13)
which combined with (A.10) gives
J l(z) =
1
l + 1
:e−φ(z)∂l+1z e
φ(z):. (A.14)
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This and the Taylor formula imply (1.21). Indeed,
∑
l≥0
xl+1
l!
J l(z) = :
(∑
l≥0
xl+1
(l + 1)!
∂l+1z e
φ(z)
)
e−φ(z):
= :
(
eφ(z+x) − eφ(z)
)
e−φ(z): = :
(
e
∑
k≥0
xk
k!
∂kφ(z)e−φ(z) − 1
)
:
=
∑
l≥1
xl:Sl
(∂φ
1!
,
∂2φ
2!
, . . .
)
:.
Comparing the coefficients at xl+1 and using that J(z) = ∂zφ(z) we get (1.21).
To describe the action of the involution a on W1+∞ we introduce another con-
venient basis V lk , c of W1+∞ through the fields
V l(z) =
∑
k∈Z
V lkz
−k−l−1. (A.15)
These fields are quasiprimary of dimension l+1 with respect to the Virasoro algebra
generated by V 1k , c and are used essentially by Cappelli, Trugenberger and Zemba
in their study of the Quantum Hall Effect (see [7] and references therein). They can
be defined by [2]
V l(z) =
l!
(2l)!
∂l1(−∂2)
l
{
zl12:ψ
∗(z1)ψ(z2):
}∣∣∣
z1=z2=z
(A.16)
(for the connection with the fields J l(z) see [2], eq. (1.41)). We have an analog of
(A.14):
V l(z) =
1
l
(
2l
l
)−1 l−1∑
k=0
(
l
k
)(
l
k + 1
)
∂l−k1 (−∂2)
k+1:eφ(z1)−φ(z2):
∣∣∣
z1=z2=z
. (A.17)
This leads to an analog of (1.21) proved in the same way:
V l(z) =
(l − 1)! l! (l + 1)!
(2l)!
l−1∑
k=0
(
l
k
)(
l
k + 1
)(
l + 1
k + 1
)−1
(−1)k+1
× :Sl−k
(J(z)
1!
,
∂J(z)
2!
, . . .
)
Sk+1
(
−
J(z)
1!
,−
∂J(z)
2!
, . . .
)
: (A.18)
Substituting a(J(z)) = J(−z) for J(z) in (A.18) it is easy to see that
a(V l(z)) = V l(−z), l ≥ 0 (A.19)
(we use that the elementary Schur polynomials Sl are homogeneous of degree l if
deg tk = k). In terms of the modes a(V
l
k) = (−1)
l+k+1V lk showing that W1+∞(N) is
preserved by the involution a.
At the end we shall give the proof of Lemma 2.3. Comparing (A.8, A.10) with
(1.4) we see that
ψ∗(z) = :eφ(z): = QX(t, z).
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From (A.13) and (A.5) we derive commutation relations[
J l(z1), ψ
∗(z2)
]
= lim
z3→z1
∂lz1 :
[
ψ∗(z1)ψ(z3), ψ
∗(z2)
]
: = δ(z12)∂
l
z2ψ
∗(z2). (A.20)
Using that J0Q = Q(J0 + 1) (see (A.9)) we compute
Q−1J l(z) = Q−1 lim
z1,2→z
∂l+11
l + 1
:eφ(z1)−φ(z2): = lim
z1,2→z
∂l+11
l + 1
:eφ(z1)−φ(z2):
z1
z2
Q−1
=
{
(J l(z) + lz−1J l−1(z))Q−1, for l > 0.
(J0(z) + z−1)Q−1, for l = 0.
Then
X(t, z1)J
l(z2) = Q
−1ψ∗(z1)J
l(z2) = Q
−1J l(z2)ψ
∗(z1)−Q
−1δ(z12)∂
l
1ψ
∗(z1)
=
(
J l(z2) + z
−1
2 lJ
l−1(z2)
)
X(t, z1)− δ(z12)∂
l
1X(t, z1)
(for l = 0 instead of lJ l−1(z2) put 1). Comparing the coefficients of z
−k−l−1
2 in both
sides completes the proof.
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