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5 HIGHER-ORDER ALEXANDER INVARIANTS AND FILTRATIONS OF THE
KNOT CONCORDANCE GROUP
TIM D. COCHRAN AND TAEHEE KIM †
Abstract. We establish certain “nontriviality” results for several filtrations of the smooth and topo-
logical knot concordance groups. First, as regards the n-solvable filtration of the topological knot
concordance group, C, defined by K. Orr, P. Teichner and the first author [COT1]:
0 ⊂ · · · ⊂ F(n.5) ⊂ F(n) ⊂ · · · ⊂ F(1.5) ⊂ F(1.0) ⊂ F(0.5) ⊂ F(0) ⊂ C,
we refine the recent nontriviality results of Cochran and Teichner [CT] by including information on the
Alexander modules. These results also extend those of C. Livingston [Li] and the second author [K]. We
exhibit similar structure in the closely related symmetric Grope filtration of C considered in [CT]. We
also show that the Grope filtration of the smooth concordance group is nontrivial using examples that
cannot be distinguished by the Ozsva´th-Szabo´ τ -invariant nor by J. Rasmussen’s s-invariant [OS][Ra].
Our broader contribution is to establish, in “the relative case”, the key homological results whose
analogues Cochran-Orr-Teichner established in “the absolute case” in [COT1].
We say two knots K0 and K1 are concordant modulo n-solvability if K0#(−K1) ∈ F(n). Our main
result is that, for any knot K whose classical Alexander polynomial has degree greater than 2, and
for any positive integer n, there exist infinitely many knots Ki that are concordant to K modulo n-
solvability, but are all distinct modulo n.5-solvability. Moreover, the Ki and K share the same classical
Seifert matrix and Alexander module as well as sharing the same higher-order Alexander modules and
Seifert presentations up to order n− 1.
1. Introduction
Oriented knots K0 and K1 in the 3-sphere are called (topologically) concordant if there is a topolog-
ically locally flat proper embedding of S1 × [0, 1] into S3 × [0, 1] that restricts to the Ki on S
3 × {i}.
Equivalently, K0 is concordant to K1 if K0#(−K1) is (topologically) slice, that is, if K0#(−K1) bounds
a topologically locally flat disk in the 4-ball. Here ‘#′ denotes the connected sum, and −K1 is the
mirror image of K1 with reversed string orientation. Concordance is an equivalence relation on the set of
oriented knots, and the set of equivalence classes (concordance classes) forms an abelian group, C, under
the operation of connected sum. This group is called the (topological) knot concordance group. The
classification of the knot concordance group is still open, and it has been one of the central problems in
knot theory. A common strategy of investigating the knot concordance group is to extract information
from abelian covers or metabelian covers of the exterior of a knot (see [L, CS, CG, G, KL, Le, Fr]).
On the other hand, requiring smooth embedding instead of topologically locally flat embedding, we can
define the smooth knot concordance group, which is denoted by Csmooth. In smooth knot concordance
theory, there have been recent and very interesting developments using knot Floer homology [OS] and
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Khovanov homology [Ra]. In this paper we concern ourselves mainly with topological knot concordance.
Hence we work in the topologically locally flat category unless mentioned otherwise.
Cochran, Orr, and Teichner (henceforth COT) recently made significant progress in the study of C
using derived covers of the exterior of a knot [COT1]. (A derived cover is a covering space corresponding
to a derived subgroup of the fundamental group of the space.) In particular, they defined a filtration
{F(n)}n∈ 12N0 of the knot concordance group:
0 ⊂ · · · ⊂ F(n.5) ⊂ F(n) ⊂ · · · ⊂ F(1.5) ⊂ F(1.0) ⊂ F(0.5) ⊂ F(0) ⊂ C.
Here F(n) is a subgroup of C consisting of n-solvable knots. (A knot K is said to be n-solvable if the
zero surgery on the knot in the 3-sphere bounds a spin 4-manifold W which satisfies certain conditions
on integral homology groups and intersection form on the n-th derived cover of W . In this case, we say
K is n-solvable via W , and W is called an n-solution for K. Refer to [COT1, Section 8].) COT showed
that the previously known abelian and metabelian concordance invariants are reflected at the first stage
of their filtration [COT1], implying that the abelian group F(1.0)/F(1.5) has infinite rank. They also
established that F(2.0)/F(2.5) has infinite rank [COT2]. Moreover, Cochran and Teichner showed that
F(n)/F(n.5) has positive rank for every integer n ≥ 2 [CT]. It is still unknown whether or not F(n)/F(n.5)
is infinitely generated for n > 2, or whether or not F(n.5)/F(n+1) is non-trivial. Thus, although F has
been shown to be highly non-trivial, many questions about its structure remain open.
These non-triviality results have been refined in the case n = 1. C. Livingston recently asked if one
can always find non-concordant knots which share a given (classical) Seifert form. That is, given K,
can one always find other knots, distinct up to concordance, which share the same (classical) Seifert
form as K? As he observed, if K has the Seifert form of an unknot (has Alexander polynomial 1) then
the answer is certainly “No”, since all knots with Alexander polynomial 1 are topologically concordant
to the trivial knot and hence concordant to each other (by M. Freedman’s work [F, FQ]). Livingston
gave a partial answer in the positive to his question using Casson-Gordon invariants [Li]. This work was
completed by the second author, who showed that there always exist such knots for a given (classical)
Seifert form if and only if the Alexander polynomial of the Seifert form is not trivial. More precisely,
in [K] he showed that for a given knot K whose Alexander polynomial has degree at least 2, there are
infinitely many knots Ki (with K0 = K) such that Ki − K is 1-solvable, but Ki − Kj (i 6= j) is not
(1.5)-solvable, and Ki shares the same (classical) Seifert form (hence the same (classical) Alexander
module) as the knot K. We view these results as non-triviality results for F that are finer (for n = 1)
than those of [COT1][COT2][CT]. They suggest further questions. Is the Livingston-Kim result true
for n > 1? Moreover, is there an even finer result that constructs such examples while fixing not only
the (classical) Seifert form (hence the (classical) Alexander module) but also the higher-order Seifert
forms and higher-order Alexander modules developed in [C]? This paper answers these questions in the
positive as long as the degree of the Alexander polynomial is at least 4 (see below). To do so we found
the need to extend the technology of [COT1] to a “relative” setting, and to greatly generalize the key
technical result of Cochran and Teichner [CT, Theorem 4.3]. We expect that this extended technology
will be of independent interest, enabling further work in this area.
In this paper, we introduce the notion of an n-cylinder (Definition 2.1), generalizing the notion of an
n-solution of COT . The difference is that an n-solution allows only one boundary component, whereas
an n-cylinder can have multiple boundary components. A basic (trivial) example of an n-cylinder (with
two boundary components) is a (spin) homology cobordism between the zero surgeries on two knots. If
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two knots are concordant then one can easily find such an n-cylinder (which in this case is a homology
cobordism), by doing surgery on S3 × [0, 1] along the annulus cobounded by the knots (Remark 2.2(4)).
Using this, we define a family of new equivalence relations on the knot concordance group, that we call
n-solvequivalence (see Definition 2.5) : K0 is n-solvequivalent to K1 if the zero-framed surgery on K0
and the zero-framed surgery on K1 cobound an n-cylinder. From the basic example above, it is clear
that concordant knots are n-solvequivalent for all n.
On the other hand, the filtration F of COT immediately suggests another family of equivalence re-
lations on C, given as follows. We say K0 and K1 are concordant modulo n-solvability if K0#(−K1) is
n-solvable. There is a close relationship between n-solvability and n-solvequivalence. It is not difficult
to show that if two knots are concordant modulo n-solvability, then they are n-solvequivalent (Propo-
sition 2.7), but we have not been able to establish the converse. Hence n-solvequivalence is a possibly
weaker obstruction to concordance than n-solvability. Note that n-solvequivalence reflects information on
the zero surgeries on each Ki separately, but concordance modulo n-solvability reflects only information
on the zero surgery on K0#(−K1) (see Proposition 3.6).
As an application of n-solvequivalence and of our other extensions of the technology of [COT1][COT2]
[CT], we obtain the following theorem, generalizing the nontriviality results cited above. The condition
that the degree of the Alexander polynomial be at least 4 may seem ad hoc. However, very recent work
of S. Friedl and Teichner [FT] complements our theorem and we use it to show that our theorem is “best
possible”, in the sense that it is false for certain knots whose Alexander polynomial has degree 2.
The reader is referred to [CT, Section 3] for the definition of symmetric Gropes. Let G be a group.
Then the n-th derived group of G is inductively defined by G(0) ≡ G and G(n+1) ≡ [G(n), G(n)].
Theorem 5.1 (Main Theorem). Let n be a positive integer. Let K be a knot whose Alexander
polynomial has degree greater than 2 (if n = 1 then degree equal to 2 is allowed). Then there is an
infinite family of knots {Ki | i = 0, 1, 2, . . .} with K0 = K that satisfies the following :
(1) For each i, Ki −K is n-solvable. In particular, Ki is n-solvequivalent to K. Moreover, Ki and
K cobound, in S3 × [0, 1], a smoothly embedded symmetric Grope of height n+ 2.
(2) If i 6= j, then Ki is not (n.5)-solvequivalent to Kj. In particular, Ki −Kj is not (n.5)-solvable,
and Ki and Kj do not cobound, in S
3× [0, 1], an embedded symmetric Grope of height (n+2.5).
(3) For each i, Ki has the same order m integral higher-order Alexander module as K for m =
0, 1, . . . , n− 1. Indeed, if Gi and G denote the knot groups of Ki and K respectively, then there
is an isomorphism Gi/(Gi)
(n+1) → G/G(n+1) that preserves the peripheral structures.
(4) For each i, Ki has the same m
th-higher-order Seifert presentation as K for m = 0, 1, . . . , n− 1.
In particular, all of the knots admit the same classical Seifert matrix.
(5) If i > j, Ki −Kj is of infinite order in F(n)/F(n.5).
(6) If i, j > 0, s(Ki) = s(Kj) and τ(Ki) = τ(Kj), where s is Rasmussen’s smooth concordance
invariant and τ is the smooth concordance invariant of P. Ozsva´th and Z. Szabo´ [Ra][OS].
The general term higher-order Alexander modules was first used in [COT1]. The higher-order Alexan-
der modules and higher-order Seifert presentations of a knot that we use here were introduced and
developed by Cochran [C]. These are defined in terms of the homology of the derived covers of the knot
exterior. Definitions are given in Section 5. But in particular, these generalize (the case n = 0) the
classical Alexander module and Seifert matrix. Therefore, the case n = 1 of our theorem recovers the
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previously mentioned results of Livingston and Kim. If the degree of the Alexander polynomial is pre-
cisely 2 then the Livingston-Kim result says that it is possible to fix the classical Seifert matrix (m = 0),
but we show, using recent work of Friedl and Teichner, that there are at least some such knots for which
it is not possible to fix any higher-order Seifert presentation matrices. Specifically, the main theorem
fails for n > 1 if we allow knots whose Alexander polynomials have degree 2 (see Proposition 5.10). More
details are within.
As another obvious corollary we recover the aforementioned result of Cochran and Teichner [CT].
Corollary 5.2. [CT] For every positive integer n, F(n)/F(n.5) has positive rank.
Indeed, this corollary is essentially equivalent to parts (1) and (5) in Theorem 5.1, and so our new
contribution lies in being able to impose (3) and (4).
Now consider the filtration of C given by the subgroups Gn of knots that bound topologically embedded
symmetric Gropes of height n in B4 and the filtration of the smooth knot concordance group Csmooth
given by the subgroups Gsmoothn of knots that bound smoothly embedded symmetric Gropes of height
n in B4. It was shown in [CT, Theorem 1.3] that Gn+2/Gn+2.5 has positive rank if n ≥ 0. It follows
from their work (although not explicitly stated) that Gsmoothn+2 /G
smooth
n+2.5 has positive rank. Our work
recovers these results, together with the added control of the Alexander and Seifert data, and allows for
the following additional observations concerning the smooth concordance invariants of Rasmussen and
Ozsva´th-Szabo´.
Corollary 5.3. Let n be a positive integer.
1. Gsmoothn+2 /G
smooth
n+2.5 has elements of infinite order represented by knots K with s(K) = 0 and
τ(K) = 0.
2. The kernel of the homomorphism ST : Gsmoothn+2 → Z × Z given by ST (K) = (s(K), τ(K)) is
infinite.
Our Proposition 6.3 and Theorem 6.4 represent a significant strengthening of the crucial technical
results of Proposition 6.2 and Theorem 6.3 in [CT]. In the process, we introduce the notion of an
algebraic n-solution which should be considered as an algebraic abstraction of our notion of an n-cylinder
(Definition 6.1 and Proposition 6.3). In fact, an algebraic n-solution was introduced by Cochran and
Teichner in [CT], but our notion is much more general.
For an obstruction to n-solvequivalence, as in [COT1][COT2][CT], we use the Cheeger-Gromov von
Neumann ρ-invariant (Theorem 4.2 and Corollary 4.2), [ChG]. For this purpose, we analyze the twisted
homology groups of an n-cylinder and its boundary in Section 3.
This paper is organized as follows. In Section 2, we define an n-cylinder and n-solvequivalence. We
also investigate the relationship between n-solvability and n-solvequivalence. In Section 3, the twisted
homology groups of an n-cylinder and its boundary are analyzed. In Section 4, we explain how to realize
von Neumann ρ-invariants as obstructions to n-solvequivalence. All of these sections generalize [COT1]
by extending to “the relative case”. The main theorem is proved in Section 5. In the last section, we
define and investigate an algebraic n-solution. Here, we not only generalize [CT] to the relative case but
also significantly strengthen a primary technical tool. In a strictly logical order, Section 6 would precede
Section 5, but we have chosen to place Section 6 after Section 5, since the arguments in Section 6 are
very technical.
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2. n-cylinders and n-solvequivalence
In this section, we define an n-cylinder and n-solvequivalence. Throughout this paper integer coeffi-
cients are understood for homology groups unless specified otherwise.
Recall that a group G is called n-solvable if G(n+1) = 1. If X is a topological space, X(n) denotes the
covering space of X corresponding to the n-th derived group of π1(X). For a compact spin 4-manifold
W there is an equivariant intersection form
λn : H2(W
(n))×H2(W
(n)) −→ Z[π1(W )/π1(W )
(n)]
and a self-intersection form µn [Wa, Chapter 5][COT1, Section 7]. (Here H2(W
(n)) is considered to be
a right Z[π1(W )/π1(W )
(n)]-module.) In general, these intersection forms are singular.
Let us denote the boundary components of W by Mi (i = 1, 2, . . . , ℓ). That is, ∂W =
∐ℓ
i=1Mi
where each Mi is a connected 3-manifold. Let I ≡ Image{inc∗ : H2(∂W ) → H2(W )} where inc∗ is
the homomorphism induced by the inclusion from ∂W to W . Then the usual intersection form factors
through
λ0 : H2(W )/I ×H2(W )/I −→ Z.
We define an n-Lagrangian to be a Z[π1(W )/π1(W )
(n)]-submodule of H2(W
(n)) on which λn and µn
vanish and which maps onto a 12 -rank direct summand of H2(W )/I under the covering map. An n-
surface is defined to be a based and immersed surface in W that can be lifted to W (n). Observe that
any class in H2(W
(n)) can be represented by an n-surface and that λn can be calculated by counting
intersection points inW among representative n-surfaces weighted appropriately by signs and by elements
of π1(W )/π1(W )
(n). We say an n-Lagrangian L admits m-duals (for m ≤ n) if L is generated by (lifts
of) n-surfaces ℓ1, ℓ2, . . . , ℓg and there exist m-surfaces d1, d2, . . . , dg such that H2(W )/I has rank 2g and
λm(ℓi, dj) = δi,j . Similarly we can define a rational n-Lagrangian and rational m-duals. Here we do not
require that W be spin and µn is not discussed. A rational n-Lagrangian L is a Q[π1(W )/π1(W )
(n)]-
submodule of H2(W
(n);Q) on which λn (with Q[π1(W )/π1(W )
(n)] coefficients) vanishes and which maps
onto a 12 -rank direct summand of H2(W ;Q)/IQ under the covering map. Here IQ ≡ Image{inc∗ :
H2(∂W ;Q)→ H2(W ;Q)}. We say a rational n-Lagrangian L admits rational m-duals (for m ≤ n) if L
is generated by n-surfaces ℓ1, ℓ2, . . . , ℓg and there are m-surfaces d1, d2, . . . , dg such that H2(W ;Q)/IQ
has rank 2g and λm(ℓi, dj) = δi,j .
Definition 2.1. Let n be a nonnegative integer.
(1) A compact, connected, spin 4-manifold W with ∂W =
∐ℓ
i=1Mi where each Mi is a connected
component of ∂W with H1(Mi) ∼= Z is an n-cylinder if the inclusion from Mi to W induces an
isomorphism on H1(Mi) for each i and W admits an n-Lagrangian with n-duals. In addition to
this, if the n-Lagrangian is the image of an (n+1)-Lagrangian under the covering map, then W
is called an (n.5)-cylinder.
(2) A compact, connected 4-manifold W with H1(W ;Q) ∼= Q and with ∂W =
∐ℓ
i=1Mi where each
Mi is a connected component of ∂W with H1(Mi) ∼= Q is a rational n-cylinder of multiplicity
{m1,m2, . . .mℓ} (mi ∈ Z) if the inclusion from Mi to W induces an isomorphism on H1(Mi;Q)
such that a generator 1 in H1(Mi)/torsion is sent to mi in H1(W )/torsion and W admits a
rational n-Lagrangian with rational n-duals. In addition to this, if the rational n-Lagrangian is
the image of a rational (n+ 1)-Lagrangian under the covering map, then W is called a rational
(n.5)-cylinder of multiplicity {m1,m2, . . . ,mℓ}.
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Remark 2.2. (1) By naturality of intersection forms and commutativity of the diagram below, the
image of an n-Lagrangian in H2(W )/I becomes a metabolizer for the λ0 and it follows that the
signature of W is zero. The same is true for a rational n-Lagrangian.
H2(W
(n)) × H2(W
(n))−→ Z[π1(W )/π1(W )
(n)]
H2(W )/I × H2(W )/I−→ Z
❄ ❄ ❄
(2) Using twisted local coefficients,H2(W
(n)) is identified withH2(W ;Z[π1(W )/π1(W )
(n)]) as (right)
Z[π1(W )/π1(W )
(n)]-modules.
(3) An n-cylinder is, in particular, a rational n-cylinder of multiplicity {1, 1, . . . , 1}.
(4) A spin homology cobordism, say W , between two closed, connected, oriented 3-manifolds is an
n-cylinder since H2(W )/I = 0.
The notion of n-cylinder extends the notion of n-solution in [COT1, Definitions 1.2,8.5,8.7]. This is
clear from the following proposition.
Proposition 2.3. A 4-manifold W with one boundary component is an n-cylinder if and only if it is
an n-solution.
Proof. Suppose V is a compact, connected, spin 4-manifold with ∂V = N where N is connected,
H1(N) ∼= Z, and the inclusion from N to V induces an isomorphism on H1(N). To prove the proposi-
tion, we only need to show J ≡ Image{inc∗ : H2(N) −→ H2(V )} = 0 where inc∗ is the homomorphism
induced by the inclusion. Since the inclusion induces an isomorphism on the first homology, inc∗ :
H1(V ) −→ H1(N) is an isomorphism. By Poincare´ duality, the boundary map H3(V,N) −→ H2(N) is
an isomorphism. Hence inc∗ : H2(N) −→ H2(V ) is a zero homomorphism in the homology long exact
sequence of the pair (V,N). 
Remark 2.4. In a similar fashion, one can easily see that a 4-manifoldW with one boundary component
is a rational n-cylinder if and only if it is a rational n-solution (see [COT1, Definition 4.1]).
Using n-cylinders, we define n-solvequivalence between 3-manifolds and between knots.
Definition 2.5. Let n ∈ 12N0. Let M1 and M2 be closed, connected, oriented 3-manifolds.
(1) If there exists an n-cylinder W such that ∂W =M1
∐
−M2, then M1 is n-solvequivalent to M2
via W .
(2) If there exists a rational n-cylinder (of multiplicity {m1,−m2}) W such that ∂W =M1
∐
−M2,
then M1 is rationally n-solvequivalent to M2 via W (of multiplicity {m1,m2}).
(3) For given two knots Ki (i = 1, 2), if the zero framed surgery on S
3 along K1 is (rationally) n-
solvequivalent to the zero framed surgery on S3 along K2 via W , then we say K1 is (rationally)
n-solvequivalent to K2 via W .
It is not hard to show that n-solvequivalence is an equivalence relation. Here we give a proof only for
transitivity.
Proposition 2.6. Let L, M , and N be closed, connected, oriented 3-manifolds with H1(L) ∼= H1(M) ∼=
H1(N) ∼= Z. Let n ∈
1
2N0. Suppose L is n-solvequivalent to M via V and M is n-solvequivalent to N
via W . Then L is n-solvequivalent to N via V ∪M W .
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Proof. Let n ∈ N. Let X ≡ V ∪M W . Then ∂X = L
∐
−N . We need to show that X is an n-
cylinder. The proof for the condition on the first homology groups is not hard, hence left for the
readers. Denote the inclusion map from A to B by iA,B for two topological spaces A ⊂ B. Using the
long exact sequences of pairs, one can prove that H2(V )/(i∂V,V )∗(H2(∂V )) ∼= H2(V )/(iL,V )∗(H2(L)) ∼=
H2(V )/(iM,V )∗(H2(M)). We have similar isomorphisms for (W,M
∐
−N). Now from the Mayer-Vietoris
sequence for V and W along M , one can see that
(H2(V )/(i∂V,V )∗(H2(∂V )))⊕ (H2(W )/(i∂W,W )∗(H2(∂W ))) ∼= H2(X)/(i∂X,X)∗(H2(∂X)).
Since (iV,X)∗ and (iW,X)∗ map π1(V )
(n) and π1(W )
(n) into π1(X)
(n), respectively, and intersection forms
are natural, the “union” of the n-Lagrangian with n-duals for V and the n-Lagrangian with n-duals for
W constitutes an n-Lagrangian with n-duals for X .
The proof for the case when n is a half-integer is left to the reader. 
The notion of n-solvability defined by COT suggests an equivalence relation on C wherein K0 ∼ K1 if
and only if K0#(−K1) is n-solvable. This relation has not been given a name. The following proposition
reveals the close connection, for knots, between n-solvequivalence and the equivalence relation arising
form COT’s n-solvability. We initially expected that these two equivalence relations were in fact identical.
However, we have not proved this and now believe that they may be slightly different.
Proposition 2.7. Let n ∈ 12N0. For knots K0 and K1, if K0#(−K1) is n-solvable, then K0 is n-
solvequivalent to K1.
Proof. Suppose n ∈ N0. Let M0, M1, and M denote the zero surgeries on S
3 along K0, K1, and
K0#(−K1), respectively. We construct a (standard) cobordism between M0
∐
(−M1) and M . Take a
product (M0
∐
−M1) × [0, 1]. By attaching a 1-handle along (M0
∐
−M1) × {1} we get a 4-manifold
whose upper boundary is M0#(−M1). Note that M0#(−M1) is also obtained by taking zero framed
surgery on S3 along a split link K0
∐
−K1. Next add a zero framed 2-handle along the upper boundary
of this 4-manifold such that the attaching map is an unknotted circle which links K0 and −K1 once.
Then the resulting 4-manifold has upper boundaryM as may be seen by sliding the 2-handle represented
by zero surgery on K0 over that of K1. This 4-manifold is the cobordism C between M0
∐
−M1 and M .
Since K0#(−K1) is n-solvable, M bounds an n-solution V . Let W ≡ C ∪M V . We claim that W is an
n-cylinder with ∂W =M0
∐
−M1. This will complete the proof.
Note that ∂W =M0
∐
−M1. One sees that H2(M0) and H2(M1) are generated by capped-off Seifert
surfaces for K0 and K1, respectively. It is easy to show that H2(C) = H2(M0)⊕H2(M1) (∼= Z⊕Z) and
H1(C) ∼= H1(M1) ∼= H1(M0) ∼= H1(M) (∼= Z) using Mayer-Vietoris sequences. Also one sees that the
inclusion from M to C induces an injection inc∗ : H2(M) −→ H2(C) where H2(M) ∼= Z and inc∗ sends
1 (∈ Z) to (1,1) (∈ Z⊕ Z). Consider the following Mayer-Vietoris sequence :
· · · → H2(M)
f
−→ H2(C)⊕H2(V )→ H2(W )
g
−→ H1(M)
h
−→ H1(C)⊕H1(V )→ · · · .
Since h is an injection, g is a zero map. Since H3(V,M) → H2(M) is a dual map of H
1(V ) → H1(M)
which is an isomorphism, by the long exact sequence of homology groups of the pair (V,M), the inclusion
induced homomorphism H2(M) → H2(V ) is a zero map. Thus the image of f in H2(V ) is zero and
by our previous observation the image of f in H2(C) is isomorphic to Z generated by (1, 1) in H2(C).
Therefore H2(W ) ∼= H2(V ) ⊕ Z. Furthermore the last Z summand on the right hand side is exactly
Image{inc∗ : H2(∂W ) −→ H2(W )}, which is denoted by I. Hence H2(W )/I ∼= H2(V ). Since V is a
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subspace of W , π1(V )
(n) is a subgroup of π1(W )
(n). This implies that k-surfaces in V are also k-surfaces
in W for every integer k. Now by naturality of (equivariant) intersections forms, one can prove that an
n-Lagrangian with n-duals for V maps to an n-Lagrangian with n-duals for W .
Clearly W is a compact, connected 4-manifold, and it only remains to show W is spin. But this is
obvious since C and V are spin and when we take the union of C and V we can adjust spin structure of
either of C and V to make W spin.
Finally, in the case K0#(−K1) is (n.5)-solvable via V , K0 is (n.5)-solvequivalent to K1 via W where
W is constructed as above. The argument for a proof for this goes the same as above, and one just needs
to notice that an (n+1)-Lagrangian with n-duals for V maps to an (n+1)-Lagrangian with n-duals for
W . 
Remark 2.8. There are a couple of natural arguments for attempting to prove the converse of Proposi-
tion 2.7, but they do not work completely since capped-off Seifert surfaces for knots do not lift to higher
covers of 4-manifolds in the arguments.
3. Homology groups of an n-cylinder and its boundary
Let Γ be a poly-(torsion-free-abelian) group (abbreviated PTFA). Then ZΓ is an Ore Domain and
thus embeds in its classical right ring of quotients KΓ, which is a skew field [COT1, Proposition 2.5]. The
skew field KΓ is a ZΓ-bimodule and has useful properties. In particular, KΓ is flat as a left ZΓ-module
(see [Ste, Proposition II.3.5]), and every module over KΓ is a free module with a well defined rank over
KΓ. The rank of any ZΓ-module M is then defined to be the KΓ-rank of M ⊗ZΓKΓ. Now we investigate
H0, H1, and H2 of an n-cylinder W and its boundary with coefficients in ZΓ or KΓ. Throughout this
section, Γ denotes a PTFA group and KΓ its (skew) quotient field of fractions. The following two basic
propositions are due to [COT1].
Proposition 3.1. [COT1, Proposition 2.9] Suppose X is a CW -complex and there is a homomorphism
φ : π1(X) −→ Γ. Suppose ψ : ZΓ → R defines R as a ZΓ-bimodule and some element of the augmen-
tation ideal of Z[π1(X)] is invertible in R. Then H0(X ;R) = 0. In particular, if φ : π1(X) → Γ is a
nontrivial coefficient system, then H0(X ;KΓ) = 0.
Proposition 3.2. [COT1, Proposition 2.11] Suppose X is a CW -complex such that π1(X) is finitely
generated, and φ : π1(X) −→ Γ is a nontrivial coefficient system. Then
rkKΓ H1(X ;KΓ) ≤ β1(X)− 1.
In particular, if β1(X) = 1, then H1(X ;KΓ) = 0. That is, H1(X ;ZΓ) is a ZΓ-torsion module.
Since a rational n-cylinder W has β1(W ) = 1 we have:
Corollary 3.3. Suppose W is a rational n-cylinder with ∂W =
∐ℓ
i=1Mi where each Mi is a con-
nected component of ∂W . If φ : π1(W ) −→ Γ is a nontrivial coefficient system, then H0(W ;KΓ) =
H1(W ;KΓ) = 0 and H0(Mi;KΓ) = H1(Mi;KΓ) = 0 for all i. Moreover, H2(Mi;KΓ) = 0 for all i.
Proof. A short technical argument shows that the restriction of the coefficient system to each π1(Mi) is
non-trivial (see the proof of [COT1, Proposition 2.11]). The proof forH0 andH1 follows from the previous
two propositions and the definition of a rational n-cylinder. Notice that H2(Mi;KΓ) ∼= H
1(Mi;KΓ) ∼=
H1(Mi;KΓ) = 0 by Poincare´ duality and the universal coefficient theorem. 
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The following proposition about H2 plays an essential role in showing that von Neumann ρ-invariants
obstruct n-solvequivalence. It extends Proposition 4. 3 of [COT1]. For the case thatW has one boundary
component, refer to Proposition 4. 3 in [COT1]. Let IQ ≡ Image{inc∗ : H2(∂W ;Q)→ H2(W ;Q)}.
Proposition 3.4. Suppose W is a compact, connected, oriented 4-manifold with ∂W =M1
∐
M where
M =
∐ℓ
i=2Mi and Mi are connected, i = 1, 2, . . . , ℓ (ℓ ≥ 2), and, for all i, H1(Mi;Q)
∼= H1(W ;Q) ∼= Q,
induced by inclusion. Suppose φ : π1(W ) −→ Γ is a nontrivial (PTFA) coefficient system. Then
rkKΓH2(W ;KΓ) = rkQ(H2(W ;Q)/IQ) = (rkQH2(W ;Q))− (ℓ− 1).
Moreover, suppose there are 2-dimensional surfaces Sj and continuous maps fj : Sj −→ W (j ∈ J)
that are lifted to f˜j −→ WΓ where WΓ is a regular Γ-cover associated to φ. If {[fj] | j ∈ J} is linearly
independent in H2(W,M ;Q), then {[f˜j ] | j ∈ J} is QΓ-linearly independent in H2(W,M ;QΓ).
Proof. Since W has nontrivial boundary, we can choose a 3-dimensional CW -complex structure for
(W,∂W ). Let C∗(W ) be a cellular chain complex associated to a chosen CW -complex structure with
coefficients in Q. Let C∗(WΓ) be the corresponding free KΓ chain complex of WΓ that is freely generated
on cells of W . Let bi ≡ rkKΓHi(W ;KΓ) and βi ≡ rkQHi(W ;Q) for 1 ≤ i ≤ 4. In this proof all chain
complexes and homology groups are with coefficients in Q unless specified otherwise.
By Corollary 3.3, b0 = b1 = 0. By Poincare´ duality and the universal coefficient theorem,H3(W ;KΓ) ∼=
H1(W,∂W ;KΓ) ∼= H1(W,∂W ;KΓ). Using the long exact sequence for the pair (W,∂W ) with coefficients
in KΓ, Proposition 3.1 and Proposition 3.2, one sees that H1(W,∂W ;KΓ) = 0. Here we also need that
the coefficient system restricted to each Mi is non-trivial as mentioned previously (see proof of [COT1,
Proposition 2.11]). Hence b3 = 0.
On the other hand, H3(W ) ∼= H
1(W,∂W ) ∼= H1(W,∂W ). In the following long exact sequence
· · · → H1(∂W )
f
−→ H1(W )→ H1(W,∂W )→ H0(∂W )
g
−→ H0(W )→ H0(W,∂W )→ 0,
the maps f and g are surjective. Therefore H1(W,∂W ) ∼= Q
ℓ−1 and β3 = ℓ−1. It is clear that β0 = β1 =
1. Since the Euler characteristics of C∗(W ) and C∗(WΓ) are equal, we deduce that b2 = β2 − (ℓ− 1).
For rkQ(H2(W )/IQ), use the following long exact sequence :
H2(∂W )→ H2(W )→ H2(W,∂W )→ H1(∂W )
f
−→ H1(W ).
Since f is a surjection from Qℓ to Q, we have an exact sequence as follows.
0→ H2(W )/IQ → H2(W,∂W )→ Q
ℓ−1 → 0.
Thus rkQ(H2(W )/IQ) = β2 − (ℓ− 1). This completes the first part of the proof.
For the second part, let X be the one point union of Sj using some base paths. Let f : X −→W and
f˜ : X −→ WΓ be maps which restrict to fj and f˜j, respectively. By taking mapping cylinders, we may
think of X as a (2-dimensional) subcomplex of W and C∗(X) as a subcomplex of C∗(W ). If we denote
by XΓ the regular Γ-cover associated to φ ◦ f∗ (which can be thought of as a subcomplex of WΓ), then
C∗(XΓ) is a subcomplex of C∗(WΓ). In fact, by our hypothesis fj lifts to f˜j, and this implies that φ ◦ f∗
is trivial on π1(X). Hence XΓ is a trivial cover which consists of Γ copies of X . Consider the following
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commutative diagram where each row is exact.
H3(W,M ;QΓ) H3(W,M ∪X ;QΓ) H2(X ;QΓ) H2(W,M ;QΓ)
H3(W,M) H3(W,M ∪X) H2(X) H2(W,M)
✲
❄
✲∂˜
❄
✲f˜∗
❄ ❄
✲ ✲∂ ✲f∗
Since XΓ is a trivial cover, H2(X ;QΓ) is a free QΓ-module on {[Sj]}. Thus to complete the proof,
we need to show f˜∗ is injective. Since H3(W,M) ∼= H
1(W,M1) ∼= H1(W,M1) = 0 and C∗(W,M)
is a 3-dimensional chain complex, ∂# : C3(W,M) −→ C2(W,M) is injective. Notice that C∗(W,M)
can be identified with C∗(WΓ,MΓ) ⊗QΓ Q (similarly for C∗(X) and C∗(W,M ∪ X)). Then by [Str,
pg.305] (or see [COT1, Proposition 2.4]), ∂# : C3(WΓ,MΓ) −→ C2(WΓ,MΓ) is also injective. Hence
we obtain H3(W,M ;QΓ) = 0. Now it suffices to show H3(W,M ∪ X ;QΓ) = 0. Since f∗ is injective
by our hypothesis, H3(W,M ∪ X) = 0. Since C∗(W,M ∪ X) is a 3-dimensional chain complex, this
implies that ∂# : C3(W,M ∪ X) −→ C2(W,M ∪ X) is injective. Once again by [Str, pg.305], ∂# :
C3(WΓ,MΓ ∪XΓ) −→ C2(WΓ,MΓ ∪XΓ) is injective. Therefore H3(W,M ∪X ;QΓ) = 0. 
We now investigate the relationship between the first homology groups of an n-cylinder and its bound-
ary components. The following lemma generalizes [COT1, Lemma 4.5]. It is the linchpin in proving
Theorem 3.8, which establishes the crucial connection between n-solvequivalence and homology.
Lemma 3.5. Let W be a rational n-cylinder with M as one of it boundary components. Let Γ be an
(n− 1)-solvable (PTFA) group and R be a ring such that QΓ ⊂ R ⊂ KΓ. Suppose φ : π1(M) −→ Γ is a
nontrivial coefficient system that extends to ψ : π1(W ) −→ Γ. Then
TH2(W,M ;R)
∂
−→ H1(M ;R)
i∗−→ H1(W ;R)
is exact. (Here for an R-module M, TM denotes the R-torsion submodule of M.)
Proof. We need to show that every element of Ker(i∗) is in the image of an element of TH2(W,M ;R).
Let m = 12 rkQ(H2(W ;Q)/IQ) where IQ ≡ Image{inc∗ : H2(∂W ;Q)→ H2(W ;Q)}. By Proposition 3.4,
rkKΓ H2(W ;R) = 2m. Let {ℓ1, ℓ2, . . . , ℓm} generate a rational n-Lagrangian for W and {d1, d2, . . . , dm}
be its n-duals. Since Γ is (n− 1)-solvable, ψ descends to ψ′ : π1(W )/π1(W )
(n) −→ Γ. We denote by ℓ′i
and d′i the images of ℓi and di in H2(W ;R). By naturality of intersection forms, the intersection form
λ defined on H2(W ;R) vanishes on the module generated by {ℓ
′
1, ℓ
′
2, . . . , ℓ
′
m}. Let R
m⊕Rm be the free
module on {ℓ′i, d
′
i}. The following composition
Rm ⊕Rm
j∗
−→ H2(W ;R)
λ
−→ H2(W ;R)
∗ j
∗
−→ (Rm ⊕Rm)∗
is represented by a block matrix (
0 I
I X
)
.
This matrix has an inverse which is (
−X I
I 0
)
.
Thus the composition is an isomorphism. This implies that j∗ is a monomorphism and j
∗ is a (split)
epimorphism. Since j∗ is a split epimorphism between the free R-modules of the same KΓ-rank, and
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R is an integral domain, j∗ is an isomorphism. Hence λ is a surjection. Now consider the following
diagram where the row is the exact sequence of the pair (W,M).
.
H2(∂W,M ;R)
H2(W ;R) H2(W,M ;R) H1(M ;R) H1(W ;R)
H2(W,∂W ;R)
H2(W ;R)
H2(W ;R)
∗
❄f∗
✲π∗
❅
❅
❅
❅
❅
❅
❅❅❘
λ
✲∂
❄g∗
✲i∗
❄PD
❄κ
We claim that Ker(κ ◦ PD ◦g∗) is R-torsion. Ker(κ) is R-torsion since it is a split surjection between
R-modules of the same rank over KΓ. PD is an isomorphism by Poincare´ duality. Ker(g∗) = Image(f∗)
and H2(∂W,M ;R) = H2(M
′;R) where M ′ is the disjoint union of the boundary components of W
except for M . Since H2(M
′;R) is R-torsion by the flatness of KΓ over R and Corollary 3.3 (once again
we need to know that the restricted coefficient system is non-trivial), Ker(g∗) is R-torsion. Combining
these, one can deduce that Ker(κ ◦ PD ◦g∗) is R-torsion.
Suppose p ∈ Ker(i∗) ⊂ H1(M ;R). Then there exists x ∈ H2(W,M ;R) such that ∂(x) = p. Let
y ∈ λ−1((κ ◦ PD ◦g∗)(x)). Then x − π∗(y) ∈ Ker(κ ◦ PD ◦g∗). Hence x − π∗(y) is R-torsion and
∂(x− π∗(y)) = ∂(x) = p. 
Under the same hypotheses as in Lemma 3.5, there exists a non-singular linking form Bℓ : H1(M ;R) −→
H1(M ;R)
# ≡ HomR(H1(M ;R),KΓ/R) by [COT1, Theorem 2.13]. This definition, and a proof of non-
singularity will be included in our proof of Proposition3.6. For an R-submodule P of H1(M ;R), we
define P⊥ ≡ {x ∈ H1(M ;R) | Bℓ(x)(y) = 0, ∀y ∈ P}, clearly an R-submodule.
Proposition 3.6. Suppose the same hypotheses as in Lemma 3.5. Suppose R is a PID. Then for
P ≡ Ker{i∗ : H1(M ;R) −→ H1(W ;R)}, P ⊂ P
⊥. Moreover, if M = ∂W , then P = P⊥.
12 TIM D. COCHRAN AND TAEHEE KIM †
Proof. Consider the following commutative diagram.
TH2(W,M ;R) H1(M ;R) H1(W ;R)
TH2(W,∂W ;R)
TH2(W ;R) H2(M ;R)
H1(W ;KΓ/R) H
1(M ;KΓ/R)
H1(W ;R)
# H1(M ;R)
#
✲∂
❄
g∗
✲i∗
❄
PD
❄
PD
✲i
∗
❄
B−1
❄
B−1
✲j
∗
❄
κ
❄
κ
✲i
#
Let βrel : TH2(W,M ;R) −→ H1(W ;R)
# be the composition of the maps on the left column and
Bℓ : H1(M ;R) −→ H1(M ;R)
# the composition of the maps on the right column. PD are induced
by Poincare´ duality (hence isomorphisms), and κ are the Kronecker evaluation maps. B−1 are the
inverses of the Bockstein homomorphisms. For the existence of B−1, we need to show that the Bockstein
homomorphisms are isomorphisms. First, we consider the following exact sequence.
H1(W ;KΓ)→ H
1(W ;KΓ/R)
B
−→ H2(W ;R)→ H2(W ;KΓ).
Notice that H1(W ;KΓ) ∼= HomKΓ(H1(W ;KΓ),KΓ) = 0 by Corollary 3.3. Since H
2(W ;KΓ) is R-torsion
free and H1(W ;KΓ/R) is R-torsion, one sees that B is an isomorphism onto TH
2(W ;R). Secondly,
one can prove that H1(M ;KΓ) = H
2(M ;KΓ) = 0 using Corollary 3.3. Hence B : H
1(M ;KΓ/R) −→
H2(M ;R) is an isomorphism in the following long exact sequence.
H1(M ;KΓ)→ H
1(M ;KΓ/R)
B
−→ H2(M ;R)→ H2(M ;KΓ).
If x ∈ P , then x = ∂(y) for some y ∈ TH2(W,M ;R) by Lemma 3.5. Thus Bℓ(x) = (i
# ◦ βrel)(y).
For every p ∈ P , Bℓ(x)(p) = (i#βrel)(y)(p) = βrel(y)(i∗(p)) = βrel(y)(0) = 0. Therefore x ∈ P
⊥, and
P ⊂ P⊥. The proof for the case when M = ∂W follows from [COT1, Theorem 4.4]. 
Remark 3.7. If W has more than one boundary component, then in general P 6= P⊥. For example, if
W =M × [0, 1], P = 0 and P⊥ = H1(M ;R).
Suppose Γ is a PTFA group with H1(Γ) ∼= Γ/[Γ,Γ] ∼= Z. Then its commutator subgroup, [Γ,Γ], is
also PTFA and Z[Γ,Γ] embeds into its (skew) quotient field of fractions denoted by K. Then we have a
PID K[t±1] such that ZΓ ⊂ K[t±1] ⊂ KΓ where t is identified with the generator of Γ/[Γ,Γ].
The following generalizes [CT, Theorem 6.4]. The proof is the same once equipped with Proposi-
tion 3.6.
Theorem 3.8. Let M be zero surgery on a knot K in S3. Let W be an n-cylinder with M as one
of its boundary components. Suppose Γ is an (n − 1)-solvable PTFA group with H1(Γ) ∼= Z. Suppose
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φ : π1(W ) −→ Γ induces an isomorphism upon abelianization. Let d ≡ rkQH1(M∞;Q) where M∞ is the
(universal) infinite cyclic cover of M . Then
rkK Image{i∗ : H1(M ;K[t
±1]) −→ H1(W ;K[t
±1])} ≥ (d− 2)/2 if n > 1
and this rank is at least d/2 if n = 1.
Proof. Let R ≡ K[t±1]. By [COT1, Theorem 2.13], there exists a non-singular Blanchfield linking
form Bℓ : H1(M ;R) −→ H1(M ;R)
# ≡ HomR(H1(M ;R),KΓ/R). Let P ≡ Ker{i∗ : H1(M ;R) −→
H1(W ;R)}, Q ≡ Image{i∗ : H1(M ;R) −→ H1(W ;R)}, and A ≡ H1(M ;R). By Proposition 3.6,
P ⊂ P⊥ with respect to the Blanchfield linking form. This gives us a well-defined map f : P −→ (A/P )#
induced from the Blanchfield linking form. Since the Blanchfield linking form is non-singular, f is a
monomorphism. Hence rkK P ≤ rkK(A/P )
#.
We claim that rkKM = rkK(M)
# for every finitely generated R-module M. (Here (M)# ≡
HomR(M,KΓ/R).) Since R is a PID, it is enough to show this for the case when M is a cyclic
R-module, i. e. , M = R/p(t) where p(t) ∈ R. For this cyclic case, (R/p(t))# ∼= R/p(t) where p(t) is
obtained by taking involution of p(t). Since rkKR/p(t) is the degree of p(t) for every p(t) ∈ R and p(t)
and p(t) have the same degree, rkKR/p(t) = rkKR/p(t). Using this we can deduce that
rkK P ≤ rkK(A/P )
# = rkKA/P = rkKA− rkK P
Hence rkK P ≤
1
2 rkKA. Since Q
∼= A/P as R-modules, we have
rkKQ = rkKA− rkK P ≥ rkKA−
1
2
rkKA =
1
2
rkKA.
Thus we only need to show rkKA ≥ d− 2 if n > 1 and rkKA = d if n = 1.
If n = 1, Γ ∼= Z, K = Q, and R = Q[t±1]. In this case A is the rational Alexander module, which is
H1(M∞;Q). Hence rkKA = d. Suppose n > 1. Observe that A is obtained from H1(S
3\K;R) by killing
the R-submodule generated by the longitude, say ℓ. By [C, Corollary 4.8], rkKH1(S
3\K;R) ≥ d − 1.
Since (t−1)∗ℓ = 0 in H1(S
3\K;R), the submodule generated by ℓ is isomorphic with K[t±1]/(t−1) ∼= K.
Hence rkKA ≥ d− 2. 
4. Obstructions to n-solvequivalence
We use the information about twisted homology groups obtained in Section 3 to get obstructions to
n-solvequivalence. Our obstructions will be vanishing of von Neumann ρ-invariants. The von Neumann
ρ-invariants were firstly used by Cochran-Orr-Teichner to give obstructions to n-solvability (see Theorem
4.2 and 4.6 in [COT1]). We begin by giving a very brief explanation about von Neumann ρ-invariants. For
more details on von Neumann ρ-invariants, the readers are referred to Section 5 in [COT1] and Section
2 in [CT]. Let M be a compact, oriented 3-manifold. If we have a representation φ : π1(M) −→ Γ for
a group Γ, then the von Neumann ρ-invariant or reduced L(2)-signature ρ(M,φ) (∈ R) is defined. If
(M,φ) = ∂(W,ψ) for some compact, oriented 4-manifold W and a homomorphism ψ : π1(W ) −→ Γ,
then we have ρ(M,φ) = σ
(2)
Γ (W,ψ) − σ0(W ) where σ
(2)
Γ (W,ψ) is the L
(2)-signature of the intersection
form defined on H2(W ;ZΓ) twisted by ψ and σ0(W ) is the ordinary signature of W . If Γ is a PTFA
group, then as we have seen before Γ embeds into the (skew) quotient field of fractions KΓ and σ
(2)
Γ can be
thought of as a homomorphism from L0(KΓ) to R. Some useful properties of von Neumann ρ-invariants
due to COT are given below. One can find detailed proofs or explanations in [COT1, Section 5].
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Proposition 4.1. Let M be as above and Γ a PTFA group. Suppose we have a homomorphism φ :
π1(M) −→ Γ.
(1) If (M,φ) = ∂(W,ψ) for some compact, spin 4-manifold W and H2(W ;KΓ) has a half-rank
summand on which the (equivariant) intersection form vanishes, then ρ(M,φ) = 0. In fact,
σ
(2)
Γ (W,ψ) = σ0(W ) = 0.
(2) If φ factors through φ′ : π1(M) −→ Γ
′ where Γ′ is a subgroup of Γ, then ρ(M,φ′) = ρ(M,φ).
(3) If φ is trivial, then ρ(M,φ) = 0.
(4) If Γ = Z and φ extends over W nontrivially for some compact, spin 4-manifold W , then
ρ(M,φ) =
∫
ω∈S1
σ(h(ω))dω − σ0(W ) where h is the matrix representing the intersection form
on H2(W ;C[t, t
−1])/(torsion).
Now we are ready to give obstructions to n-solvequivalence. In fact, we give a more general theorem.
Theorem 4.2. Let Mi (i = 1, 2, . . . , ℓ) be closed, connected, oriented 3-manifolds with H1(Mi;Q) ∼= Q
for all i. Let Γ be an n-solvable group. Suppose there exists a rational (n.5)-cylinder W with ∂W =∐ℓ
i=1Mi (of arbitrary multiplicity) and we have representations φi : π1(Mi) −→ Γ. If φi extends to the
same homomorphism φ : π1(W ) −→ Γ for all i, then
ℓ∑
i=1
ρ(Mi, φi) = 0.
The following is an easy corollary of Theorem 4.2, hence the proof is omitted.
Corollary 4.3. Suppose K0 is (n.5)-solvequivalent to K1 via W and Γ is an n-solvable group. Suppose
we have representations φi : π1(Mi) −→ Γ for i = 0, 1 where Mi is zero surgery on S
3 along Ki, i = 0, 1.
If φi extends to the same homomorphism φ : π1(W ) −→ Γ for i = 1, 2, then
ρ(M0, φ0) = ρ(M1, φ1).
Proof of Theorem 4.2. Since W is spin, σ0(W ) = 0. Since
∑ℓ
i=1 ρ(Mi, φi) = σ
(2)
Γ (W,φ) − σ0(W ), we
need to show σ
(2)
Γ (W,φ) = 0. Let rkQ(H2(W ;Q)/IQ) = 2m where IQ ≡ Image{inc∗ : H2(∂W ;Q) −→
H2(W ;Q)}. Let L be a rational (n+1)-Lagrangian for W generated by (n+1)-surfaces {ℓ1, ℓ2, . . . , ℓm}.
Since Γ is n-solvable, φ factors through π1(W )/π1(W )
(n+1). Thus if we let KΓ denote the (skew)
quotient field of fractions of QΓ, then we can take the image of L in H2(W ;KΓ), which is denoted by L
′
(generated by {ℓ′1, ℓ
′
2, . . . , ℓ
′
m}). By naturality of intersection form, the intersection form λ
′ : H2(W ;KΓ)×
H2(W ;KΓ)→ KΓ vanishes on L
′. By Proposition 3.4, rkKΓH2(W ;KΓ) = 2m. Therefore if we show that
{ℓ′1, ℓ
′
2, . . . , ℓ
′
m} is linearly independent in H2(W ;KΓ), then rkKΓ L
′ = m = 12 rkKΓ H2(W ;KΓ), which
implies that σ
(2)
Γ (W,φ) = 0 by Proposition 4.1(1).
For convenience we let M ≡
∐ℓ
i=2Mi and S ≡ {ℓ1, ℓ2, . . . , ℓm}. Since S generates a rational (n+ 1)-
Lagrangian and #(S) = m = 12 rkQ(H2(W ;Q)/IQ), the image of S in H2(W ;Q)/IQ is linearly indepen-
dent. By investigating the long exact sequences of homology groups of the pairs (W,∂W ) and (W,M), one
easily sees that IQ = Image{inc∗ : H2(M ;Q) −→ H2(W ;Q)}. It follows that H2(W ;Q)/IQ can be identi-
fied with a Q-subspace ofH2(W,M ;Q). Hence the image of S inH2(W,M ;Q) is linearly independent. By
the second part of Proposition 3.4, the image of S inH2(W,M ;QΓ) is linearly independent. Hence the im-
age of S in H2(W,M ;KΓ) is also linearly independent. By Corollary 3.3, H1(M ;KΓ) = H2(M ;KΓ) = 0.
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This implies that H2(W ;KΓ) ∼= H2(W,M ;KΓ). Therefore {ℓ
′
1, ℓ
′
2, . . . , ℓ
′
m} is linearly independent in
H2(W ;KΓ). 
5. Main Theorem
In this section we prove the main theorem, that simultaneously generalizes the main theorems of [CT]
and [L][K]. The strength of our theorem lies in being able to work within the class of knots that have
the same fixed classical Seifert matrix (and Alexander module) and the same higher-order analogues of
these. Therefore, after stating the theorem, we review the higher-order Alexander modules. Then we
state and prove two theorems that are used at the end of the section to prove the main theorem. The
first of these, Theorem 5.13, is an important technical result that significantly generalizes [CT, Theorem
4.3]. Due to its difficult technical nature, the proof of our Theorem 5.13 is not completed until the next
section.
Theorem 5.1 (Main Theorem). Let n ∈ N. Let K be a knot whose Alexander polynomial has degree
greater than 2 (if n = 1 then degree equal to 2 is allowed). Then there is an infinite family of knots
{Ki|i ∈ N0} with K0 = K such that:
(1) For each i, Ki −K is n-solvable. In particular, Ki is n-solvequivalent to K. Moreover, Ki and
K cobound, in S3 × [0, 1], a smoothly embedded symmetric Grope of height n+ 2.
(2) If i 6= j, Ki is not (n.5)-solvequivalent to Kj. In particular, Ki −Kj is not (n.5)-solvable, and
Ki and Kj do not cobound, in S
3 × [0, 1], any embedded symmetric Grope of height (n+ 2.5).
(3) Each Ki has the same m-th integral higher-order Alexander module as K, for m = 0, 1, . . . , n−1.
Indeed, if Gi and G denote the knot groups of Ki and K respectively, then there is an isomorphism
Gi/(Gi)
(n+1) → G/G(n+1) that preserves the peripheral structures.
(4) Each Ki has the same m
th-order Seifert presentation as K, for m = 0, 1, . . . , n− 1.
(5) For each i > j, Ki −Kj is of infinite order in F(n)/F(n.5).
(6) If i, j > 0, s(Ki) = s(Kj) and τ(Ki) = τ(Kj), where s is Rasmussen’s smooth concordance
invariant and τ is the smooth concordance invariant of P. Ozsva´th and Z. Szabo´ [Ra][OS].
Since there certainly exist knots whose Alexander polynomial has degree 4, from (5) above we recover
the result of Cochran and Teichner.
Corollary 5.2. [CT] For every positive integer n, F(n)/F(n.5) has positive rank.
Corollary 5.3. Let n be a positive integer.
1. Gsmoothn+2 /G
smooth
n+2.5 has elements of infinite order represented by knots K with s(K) = 0 and τ(K) =
0.
2. The kernel of the homomorphism ST : Gsmoothn+2 → Z × Z given by ST (K) = (s(K), τ(K)) is
infinite.
Proof of Corollary 5.3. For fixed n, consider the knot K2 −K1, that is K2#(−K1). Note that, by part
(6) above, τ(K2−K1) = s(K2−K1) = 0. By part (1) above (applied first to K1 and K and then to K2
and K), K1 and K2 cobound, in S
3 × [0, 1], a smoothly embedded symmetric Grope of height n+ 2. It
follows that K1#(−K2) bounds a smoothly embedded symmetric Grope of height n+ 2 in B
4. This is
seen by choosing an embedded arc from K1 to K2 in S
3 × [0, 1], contained in the first-stage surface of
the Grope and avoiding the boundaries of the higher-stage surfaces. Deleting a tubular neighborhood of
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this arc, one gets the desired Grope in B4. But if some multiple of K2#(−K1) were the boundary of a
smoothly (or even topologically) embedded symmetric Grope of height n + 2.5 in B4, then by [COT1,
Theorem 8.11], it would be of finite order in F(n)/F(n.5) contradicting part (5) above. This completes
the proof of the first part of the corollary.
For the second part of the corollary, just consider multiples of K2 −K1. Alternatively, note that the
analysis above applies equally well to any of the infinite set of knots {Ki −K1, i ≥ 1}. 
The higher-order Alexander modules of a knot were defined by the first author, and we give brief
explanations here. For more details refer to [C].
Definition 5.4. [C] Let n be a nonnegative integer. Let K be a knot and G ≡ π1(S
3 \K). The n-th
(integral) higher-order Alexander module, AZn(K), of a knot K is the first (integral) homology group of
the covering space of S3 \K corresponding to G(n+1), considered as a right Z[G/G(n+1)]-module, i. e. ,
G(n+1)/G(n+2) as a right module over Z[G/G(n+1)].
Using the local coefficient system π : G→ G/G(n+1), one can see that AZn(K)
∼= H1(S
3\K;Z[G/G(n+1)])
as right Z[G/G(n+1)]-modules. Notice that AZ0 (K) is the classical Alexander module of K. Let Γn ≡
G/G(n+1). Let Γ′n denote the commutator subgroup of Γn (that is G
(1)/G(n+1)). Note that when n = 0,
Γ′n = {e}. Let Σ be a Seifert surface for K, let EK ≡ S
3\K and let Y ≡ EK − (Σ × (−1, 1)). We
denote the two inclusions Σ→ Σ×{±1} → ∂Y ⊂ Y by i+ and i−. Notice that the coefficient system π,
when restricted to π1(Σ) or π1(Y ), has image in Γ
′
n. Thus Σ and Y have naturally induced ZΓ
′
n-local
coefficient systems and so we have the inclusion-induced maps (i±)∗ : H1(Σ;ZΓ
′
n)→ H1(Y ;ZΓ
′
n). In the
classical case n = 0 these are just the usual maps (i±)∗ : H1(Σ;Z)→ H1(Y ;Z) that determine the Seifert
matrix and Seifert form. For n > 0, no analogue of the Seifert form has been found, so these maps,
though quite complicated, play a crucial role. In the absence of a true analogue of a higher-order Seifert
form they contain the relevant (integral) information necessary to reconstruct the Alexander modules
(but, as in the classical case, contain more information that the modules alone). Therefore we make the
following definition.
Definition 5.5. An nth-order Seifert presentation of a knot K is the ordered pair ((i+)∗, (i−)∗) of maps
(i±)∗ : H1(Σ;ZΓ
′
n)→ H1(Y ;ZΓ
′
n) induced by the inclusion maps (i±) : Σ→ Y for some choice of Seifert
surface Σ for K.
Therefore, the case n = 1 of our main theorem precisely recovers that of [Li] and the second author
[K]. In general, since H1(Σ;ZΓ
′
n) and H1(Y ;ZΓ
′
n) may not be free modules (or even finitely-generated),
we cannot speak of a Seifert matrix. However after some localization this situation can be remedied.
Recall from [COT1][C] that there is a localized version of AZn(K). We set Sn ≡ ZΓ
′
n − {0}, n ≥ 0.
Then Sn is a right divisor set of ZΓn and we let Rn ≡ (ZΓn)(Sn)
−1. It also follows that ZΓ′n is itself an
Ore domain and embeds into its classical (skew) quotient field of fractions, which we denote by Kn. By
[COT1, Proposition 3.2], Rn is canonically identified with the (skew) Laurent polynomial ring Kn[t
±],
which is a PID. In the classical case, S0 = Z − {0}, K0 = Q and R0 is Q[t
±1]. In general, Cochran
defines the localized higher-order Alexander module [C].
Definition 5.6. The n-th localized Alexander module of a knot K is An(K) ≡ H1(S
3\K;Rn).
Therefore the case n = 0 gives the classical (rational) Alexander module. Moreover the nth-order
Seifert presentation maps (i±)∗ : H1(Σ;ZΓ
′
n) → H1(Y ;ZΓ
′
n) determine their localized counterparts
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(i±)∗ : H1(Σ;Kn)→ H1(Y ;Kn). The following proposition is due to Cochran and Harvey (for example
see [C, Proposition 6.1]).
Proposition 5.7. The following sequence is exact.
H1(Σ;Kn)⊗Kn Kn[t
±1]
d
−→ H1(Y ;Kn)⊗Kn Kn[t
±1]→ An(K)→ 0
where d(α⊗ 1) = (i+)∗α⊗ t− (i−)∗α⊗ 1.
Corollary 5.8. [C, Corollary 6.2] If the classical Alexander module of K is not 1, then An(K), n > 0,
has a square presentation matrix of size r = max{0,−χ(Σ)} each entry of which is a Laurent polynomial
of degree at most 1. Specifically, we have the presentation
(Kn[t
±1])r
∂
−→ (Kn[t
±1])r → An(K)→ 0
where ∂ arises from the above proposition. If n = 0, then the same holds with r replaced by β1(Σ).
Definition 5.9. The above presentation matrix is called an order n localized Seifert presentation matrix
for K.
Proposition 5.10. Theorem 5.1 is false for n ≥ 2 if the hypothesis on the degree of the Alexander
polynomial is weakened to allow knots whose Alexander polynomials have degree 2.
Proof. Let K denote the knot shown in Figure 1, well known as the “simplest” ribbon knot.
Figure 1.
We claim that the conclusions of Theorem 5.1 for n ≥ 2 are false for K because, loosely speaking,
any knot with the same classical Alexander module and first higher-order Alexander module as K is
topologically slice by recent work of Friedl and Teichner. Details follow.
One easily checks from direct calculation that if ∆ is one of the two obvious ribbon disks obtained by
“cutting one of the bands” in the Figure, then G = π1(B
4−∆) is isomorphic to Z[ 12 ]⋊Z and in particular
is 1-solvable, that is G(2) = 0. Let P denote π1(MK) where MK is the zero surgery on K. Then the
inclusion map induces an epimorphism φ : P → G. Since G(3) = 0, this factors through P/P (3).
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Suppose the conclusions of the main theorem were true for K = K0 and let K1 denote a knot other
than K that satisfies the conclusions for some n ≥ 2. By property (1) of Theorem 5.1 K1 is (0)-
solvable and hence has Arf invariant zero (this also follows from property (4)). Let P1 denote π1(MK1)
where MK1 is the zero surgery on K1. As a consequence of property (3), there is an isomorphism
f : P1/(P1)
(3) → P/P (3) (since the conjugacy classes of the longitudes correspond under the isomorphism
given by (3)). Hence there is an epimorphism φ1 : P1 → G factoring through f (essentially φ◦f). Recall
that for any coefficient system ψ : Q→ G, where Q is a group, we have the isomorphism
H1(Q;ZG) ∼=
kerψ
[kerψ, kerψ]
and so in particular
H1(P1;ZG) ∼=
kerφ1
[kerφ1, kerφ1]
and H1(P ;ZG) ∼=
kerφ
[kerφ, kerφ]
.
Since G(2) = 0, (P1)
(2) ⊂ kerφ1 and so (P1)
(3) ⊂ [kerφ1, kerφ1]. Similarly for P . It follows that
H1(P1;ZG) ∼= H1(P1/(P1)
(3);ZG) ∼= H1(P/(P )
(3);ZG) ∼= H1(P ;ZG)
Since K1 and K are nontrivial, MK1 and MK are aspherical and so
H1(MK1 ;ZG)
∼= H1(P1;ZG) and H1(MK ;ZG) ∼= H1(P ;ZG).
In summary, H1(MK1 ;ZG)
∼= H1(MK ;ZG) and thus it follows from [FT, Theorem 8.1] that K1 is a
(topologically) slice knot, contradicting property (2) of Theorem 5.1. 
We explain our method to construct desired examples. This technique is called genetic modification
which results in a satellite of a knot. One can find a detailed explanation of genetic modification in
[COT2]. We briefly review this construction. Let K be a knot and {η1, η2, . . . , ηm} be an oriented trivial
link in S3 which misses K. Suppose {J1, J2, . . . , Jm} is an m-tuple of auxiliary knots. For each ηi,
remove a tubular neighborhood of ηi in S
3 and glue in a tubular neighborhood of Ji along their common
boundary, which is a torus, in such a way that the longitude of ηi is identified with the meridian of Ji
and the meridian of ηi with the longitude of Ji. The resulting knot is denoted by K(ηi, Ji) and called
the result of genetic modification performed on the seed knot K with the infection Ji along the axis ηi.
This construction can also be described in the following way. For each ηi, take an embedded disk in S
3
bounded by ηi such that it meets with K transversally. Cut off K along the disk, grab the cut strands
of K, tie them into the knot Ji with 0-framing as in Figure 2.
η1 ηm. . . . . .J1 Jm
K(η1, . . . , ηm, J1, . . . , Jm)K K
Figure 2. K(η1, . . . , ηm, J1, . . . , Jm): Genetic modification of K by Ji along ηi
Compare the following proposition with [COT2, Proposition 3.1].
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Proposition 5.11. Let K be a knot and M be zero surgery on K. Suppose n ≥ 1. Suppose [ηi] ∈
π1(M)
(n) and Ji has vanishing Arf invariant for i = 1, 2, . . . ,m. Then K is n-solvequivalent to K
′ ≡
K(ηi, Ji).
Proof. Since the Ji have vanishing Arf invariant, they are 0-solvable (see [COT1, Remark 1.3.2]). Let
Wi be a 0-solution for Ji. By doing surgery along π1(Wi)
(1) we may assume π1(Wi) ∼= Z, generated by
the meridian of Ji.
Denote zero surgery on K ′ in S3 by M ′. We construct an n-cylinder between M and M ′. Take
M × [0, 1]. Note that ∂Wi = Mi = (S
3 \ N(Ji)) ∪S1×S1 S
1 × D2 where N(Ji) denotes a tubular
neighborhood of Ji in S
3 and {∗}×D2 in S1×D2 denotes the surgery disk. Take the union of M × [0, 1]
and Wi’s in such a way that we identify a product neighborhood of ηi × {1} in M × {1}, with the i
th
copy of S1×D2 in ∂Wi for each i. We denote the 4-manifold resulted from this construction by W . One
easily sees that ∂W = M
∐
−M ′. We claim that W is an n-cylinder. Using a Mayer-Vietoris sequence
(M × [0, 1] union Wi intersecting along ηi × D
2), one easily sees that H1(W ) ∼= Z and the inclusions
from M to W and M ′ to W induce isomorphisms on the first homology. Also from the Mayer-Vietoris
sequence one observes that H2(W ) ∼= H2(M) ⊕ (⊕
m
i=1H2(Wi))
∼= H2(M
′) ⊕ (⊕mi=1H2(Wi)). Note that
the generator of H2(M) under the map H2(M) −→ H2(W ) maps to the image of the generator of
H2(M
′) under the map H2(M
′) −→ H2(W ) since they are represented by capped-off Seifert surfaces.
Thus H2(W )/i∗(H2(∂W )) ∼= ⊕
m
i=1H2(Wi) where i∗ is the homomorphism induced from the inclusion
i : ∂W −→ W . Recall that π1(Wi) (∼= Z) is generated by the meridian of Ji which is identified
with the longitude of ηi. Hence π1(Wi) maps into π1(W )
(n) since [ηi] lies in π1(M)
(n) by hypothesis
and π1(M)
(n) maps into π1(W )
(n). This implies that 0-surfaces in Wi are n-surfaces in W . Now by
naturality of intersection forms, one can see that the union of the 0-Lagrangians (with 0-duals for Wi)
(0 ≤ i ≤ m) constitutes an n-Lagrangian (with n-duals) for W . One checks easily that W is spin since
each Wi was spin. 
Suppose K, ηi, Ji and K
′ are as in Proposition 5.11. Denote zero surgery on Ji in S
3 by Mi. Suppose
W is the n-cylinder with ∂W =M
∐
−M ′ constructed above. Suppose ψ : π1(W ) −→ Γ is a map to an
arbitrary n-solvable PTFA group Γ. Let φ, φ′, and φi denote the induced maps on π1(M), π1(M
′), and
π1(Mi) respectively. For each Ji, we denote by ρZ(Ji) the ρ-invariant ρ(Mi, ζi) where ζi : π1(Mi) −→ Z
is the abelianization. The following lemma reveals the additivity of the ρ-invariant in our current setting.
Lemma 5.12.
ρ(M,φ)− ρ(M ′, φ′) =
m∑
i=1
ǫiρZ(Ji)
where ǫi = 0 or 1 according as φ(ηi) = e or not.
Proof. It follows from [COT2, Proposition 3.2] that
ρ(M,φ) − ρ(M ′, φ′) =
m∑
i=1
ρ(Mi, φi)
Since π1(Wi) ∼= Z, φi factors through Z generated by ηi. Thus its image is zero if φ(ηi) = e, and
Z if not ( recall a PTFA group is torsion-free). In the former case, ρ(Mi, φi) = 0 by property (3) of
Proposition 4.1. In the latter case, ρ(Mi, φi) = ρZ(Ji) by property (2) of Proposition 4.1. 
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The following two theorems are the key theorems that show the existence of a knot that is n-
solvequivalent to a given knot K but not (n.5)-solvequivalent to K. The first significantly generalizes
[CT, Theorem 4.3] in two ways. Firstly, their theorem applies only when K is a genus 2 fibered knot.
Secondly their theorem only covers the case when ∂W =M . For a group G, let G
(k)
r be the k-th rational
derived group of G (see [Ha, Section 3]).
Theorem 5.13. Let n ∈ N. Let K be a knot for which the degree of the Alexander polynomial is greater
than 2 (if n = 1, degree equal to 2 is allowed). Let M be the zero framed surgery on K in S3. Suppose
Σ is a Seifert surface for K. Then there exists an oriented trivial link {η1, η2, . . . , ηm} in S
3 − Σ that
satisfies the following:
(1) ηi ∈ π1(M)
(n) for all i. Moreover, the ηi bound (smoothly embedded) symmetric capped gropes
of height n, disjointly embedded in S3 −K (except for the caps, which will hit K).
(2) For every n-cylinder W with M as one of its boundary components, there exists some i such that
j∗(ηi) /∈ π1(W )
(n+1)
r where j∗ : π1(M) −→ π1(W ) is induced from the inclusion j : M −→ W .
The number of such i’s is at least 12 (d− 2) if n > 1 or at least
1
2d if n = 1 where d denotes the
degree of the Alexander polynomial of K.
Proof. Let S ≡ π1(M)
(1). Suppose W is an n-cylinder with M as one of its boundary components. The
inclusion j : M −→ W induces a map j : S −→ π1(W )
(1). Let G ≡ π1(W )
(1) = π1(W )
(1)
r . The last
equality holds since H1(W ) ∼= Z. For convenience, let us use the same notation Σ for the capped-off
Seifert surface. Let g ≡ 12 rkQH1(M \Σ;Q) (which is equal to the genus of Σ). Let F be the free group
of rank 2g. Choose a map F −→ π1(M \ Σ) that induces an isomorphism on H1(F ;Q). Let i be the
composition F −→ π1(M \Σ) ⊂ S. For a group G, let Gk, for k ∈ N0, denote G/G
(k)
r . By [Ha, Corollary
3.6] Gk is PTFA. By [COT1, Proposition 2.5] ZGk embeds into the (skew) quotient field of fractions,
which is denoted by K(Gk). By [Ste, Proposition II.3.5] K(Gk) is flat over Gk. Since π1(W )/π1(W )
(1) ∼=
Z, if we let Γk ≡ π1(W )/π1(W )
(k+1)
r , there is a short exact sequence 1 → Gk → Γk
π
−→ Z → 1 where π
is the abelianization. Then we have a PID K(Gk)[t
±1] such that ZΓk ⊂ K(Gk)[t
±1] ⊂ K where K is the
(skew) quotient field of fractions of ZΓk (Γk is PTFA by [Ha, Corollary 3.6], hence ZΓk embeds into the
skew quotient field of fractions).
Apply Theorem 6.4 to find a finite collection Pn−1 of 2g − 1-tuples (2g if n = 1) of elements of
F (n−1). Since S(n−1) = π1(M)
(n), the image of the union of the elements of Pn−1 under i : F −→ S
is a finite set {α1, . . . , αm} of elements of π1(M)
(n) as required by the part (1) in the statement.
By Proposition 6.3 the induced map j : S −→ G is an algebraic n-solution, hence an algebraic
(n − 1)-solution (see Remark 6.2(3)). By our choice of Pn−1 from Theorem 6.4, at least one tuple
{w1, w2, . . . , w2g−1} ∈ Pn−1 ({w1, w2, . . . , w2g} if n = 1) maps to a generating set of H1(S;K(Gn−1)).
Notice that H1(S;K(Gn−1)) ∼= H1(M ;K(Gn−1)[t
±1]) and H1(G;K(Gn−1)) ∼= H1(W ;K(Gn−1)[t
±1]) as
K(Gn−1)-modules. By Theorem 3.8 (with Γ = π1(W )/π1(W )
(n)
r , [Γ,Γ] = π1(W )
(1)/π1(W )
(n)
r = Gn−1),
we see that at least 12 (d−2) of {w1, ..., w2g−1} (if n > 1) or at least
1
2d of {w1, ..., w2g} (if n = 1) map non-
trivially under F (n−1) → S(n−1)
j
→ G
(n−1)
r /G
(n)
r (∼= H1(G;ZGn−1) modulo Z-torsion). Hence at least
1
2 (d−2) (if n > 1) or at least
1
2d (if n = 1) of the αi have the property that j∗(αi) /∈ G
(n)
r = (π1(W ))
(n+1)
r .
Since each αi actually lies in π1(S
3 \ Σ)(n) we can represent the αi by simple closed curves in the com-
plement of the chosen Seifert surface Σ for the knot K. We can alter these by crossing changes until the
collection of αi forms a trivial link in S
3. Moreover, by [CT, Lemma 3.8] and its proof, we may choose
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representatives in the same homotopy classes that have the much stronger property that they bound
(smoothly embedded) symmetric capped gropes of height n, disjointly embedded in S3 −K except for
the caps. This is the collection {ηi} required.

Let cM denote the universal bound for all ρ-invariants of a fixed 3-manifold M given by [ChG,
Theorem 4.10] and Ramachandran [R, Theorem 3.1.1]. That is, |ρ(M,φ)| < cM for every representation
φ : π1(M) −→ Γ where Γ is a group. For a detailed discussion see [CT]. The final conclusion of the
following theorem was proved in [CT] in the case that K is itself an n-solvable knot.
Theorem 5.14. Let n ∈ N. Let K be a knot in S3. Suppose {η1, η2, . . . , ηm} is an oriented trivial
link in S3 that misses K and has properties (1) and (2) of Theorem 5.13. Then, for every m-tuple
{J1, J2, . . . , Jm} of Arf invariant zero knots for which ρZ(Ji) > 2cM , the knot K
′ ≡ K(ηi, Ji) (formed
by genetic modification) is n-solvequivalent to K but not (n.5)-solvequivalent to K. Moreover K ′−K is
of infinite order in F(n.0)/F(n.5). (In particular, K
′#(−K) is (n)-solvable.)
Proof. By Proposition 5.11, K ′ is n-solvequivalent to K. Let M be zero surgery on K in S3 and M ′
zero surgery on K ′ in S3. Let Mi be zero surgery on Ji in S
3, 1 ≤ i ≤ m. Let W be an n-cylinder with
∂W =M
∐
−M ′ constructed as in the proof of Proposition 5.11. Suppose M ′ is (n.5)-solvequivalent to
M via V . We will show that this leads us to a contradiction. Let X ≡W ∪M ′ V . Thus ∂X =M
∐
−M .
We assume ∂+X = M and ∂−X = −M . Since V is an (n.5)-cylinder, it is an n-cylinder. As in
Proposition 2.6, one can show that X is an n-cylinder. Let Γ ≡ π1(X)/π1(X)
(n+1)
r , an n-solvable PTFA
group. Let ψ : π1(X) −→ Γ be the projection. Let φ+, φ−, and φ
′ denote the induced maps on π1(∂+X),
π1(∂−X), and π1(M
′), respectively. By Lemma 5.12 we have
ρ(M,φ+)− ρ(M
′, φ′) =
m∑
i=1
ǫiρZ(Ji)
where ǫi = 0 or 1 according as φ+(ηi) = e or not. On the other hand, since V is an (n.5)-cylinder,
Theorem 4.2 applies to say that
ρ(M ′, φ′)− ρ(M,φ−) = 0.
Hence
ρ(M,φ+)− ρ(M,φ−) =
m∑
i=1
ǫiρZ(Ji).
Note that since X is an n-cylinder and the collection {ηi} was chosen to satisfy property (2) of Theo-
rem 5.13, there exists at least one i such that ψ(ηi) 6= e from which it follows that φ+(ηi) 6= e. Thus
ρ(M,φ+)− ρ(M,φ−) ≥ ρZ(Ji) > 2cM .
which is a contradiction. Therefore K ′ is not (n.5)-solvequivalent to K.
We will now show that K ′ − K ∈ F(n), that is, K
′#(−K) is n-solvable. Note that since K ′ was
obtained from K by genetic modification along the ηi, K
′#(−K) can be obtained from K#(−K) by
performing a genetic modification along the “same” axes ηi. It is only necessary to observe that we can
perform the connected sum in such a way as to preserve the fact that the ηi lie in the n
th-derived group of
π1. This is clear because S
3−K ′ can be viewed as a subspace of S3− (K#(−K)). Notice that K#(−K)
is a slice knot, hence n-solvable. By [COT2, Proposition 3.1], performing a genetic modification on an
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n-solvable knot using Arf invariant zero knots Ji, along axes that lie in the n
th-derived group results in
another n-solvable knot. Hence K ′#(−K) is n-solvable.
Suppose K ′ −K were of order k > 0 in F(n.0)/F(n.5). We will show that this yields a contradiction,
implying thatK ′−K is of infinite order. Our assumption is equivalent to the fact that (#ki=1K
′)#(#kj=1−
K) is (n.5)-solvable. Let N denote the zero surgery on (#ki=1K
′)#(#kj=1 − K). Let V be an (n.5)-
solution for N and let W be as above. Let M ′i be the i-th copy of M
′ and Mj be the j-th copy of
M , 1 ≤ i, j ≤ k. Take a standard (spin) cobordism C from (
∐k
i=1M
′
i)
∐
(
∐k
j=1−Mj) to N which
is obtained from ((
∐k
i=1M
′
i)
∐
(
∐k
j=1−Mj)) × [0, 1] by adding (2k − 1) 1-handles and then (2k − 1)
2-handles (see [COT2, Lemma 4.2] for more detail). Let X ≡ (
∐k
i=1Wi) ∪
∐
M ′
i
C ∪N V where Wi is
the i-th copy of W . Then ∂X = (
∐k
i=1Mi)
∐
(
∐k
j=1−Mj). Let Γ ≡ π1(X)/π1(X)
(n+1)
r , an n-solvable
PTFA group. Let ψ : π1(X) −→ Γ be the projection. Let φj , φ
′
i, φ
+
i , and φ denote the restrictions of ψ
to π1(−Mj), π1(M
′
i), π1(Mi) (the upper boundary of Wi), and π1(N) respectively. One sees that C is
an (n.5)-cylinder since H2(C)/i∗(H2(∂C)) = 0. Thus by Theorem 4.2
k∑
i=1
ρ(M ′i , φ
′
i) +
k∑
j=1
ρ(−Mj, φj)− ρ(N,φ) = 0.
But since V is an (n.5)-solution for N , ρ(N,φ) = 0 by Theorem 4.2. Therefore
∑k
i=1 ρ(M
′
i , φ
′
i) =∑k
j=1 ρ(Mj , φj). By Lemma 5.12 (applied for each i and then summed),
k∑
i=1
ρ(Mi, φ
+
i )−
k∑
i=1
ρ(M ′i , φ
′
i) =
k∑
i=1
m∑
l=1
ǫilρZ(Jl)
where ǫil = 0 if φ
+
i (ηil) = e and ǫil = 1 if φ
+
i (ηil) 6= e. (By ηil we mean the l-th axis ηl for the i-th copy
of K.) Thus
k∑
i=1
ρ(Mi, φ
+
i )−
k∑
j=1
ρ(Mj, φj) =
k∑
i=1
m∑
l=1
ǫilρZ(Jl).
Now we claim that X is an n-cylinder. Using a Mayer-Vietoris sequence and [COT2, Lemma 4.2], one
can show that H2(X)/i∗(H2(∂X)) ∼= (⊕
k
i=1H2(Wi)) ⊕H2(V ) and the union of the 0-Lagrangians with
0-duals for Wi (1 ≤ i ≤ k) and the n-Lagrangian with n-duals for V constitutes an n-Lagrangian with
n-duals for X . Since, for any i, X is an n-cylinder with Mi as one of its boundary components, by
Theorem 5.13, for each i there exists some li such that ψ(ηili ) 6= e. Hence φ
+
i (ηili) 6= e. Then the
right-hand side of the last equation is greater than 2kcM , while the left-hand side is less than 2kcM , a
contradiction. 
Finally we prove the main theorem.
Proof of Theorem 5.1 (Main Theorem). Let K be a knot for which the degree of the Alexander
polynomial is greater than 2 (if n = 1, degree equal to 2 is allowed). Let M denote the zero surgery on
K. Apply Theorem 5.13 to choose an oriented trivial link {η1, η2, . . . , ηm} in S
3 that misses K (except
for the caps, which will hit K), and such that the ηi bound height n (smoothly embedded) symmetric
capped gropes disjointly embedded in S3 −K. Let cM be the universal bound for ρ-invariants for M as
mentioned above. Choose knots J i (i ∈ N) with vanishing Arf invariants inductively as follows. First,
choose J1 such that ρZ(J
1) > 2cM . Suppose J
k−1 has been constructed. Then choose Jk such that
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ρZ(J
k) > 2cM +2mρZ(J
k−1). These J i are easily found by taking the connected sum of a suitably large
even number of copies of the left-handed trefoil. (Note that for the left-handed trefoil J , ρZ(J) = 4/3
by Proposition 4.1(4).) However, to achieve the final conclusion of Part (1), we must choose each J i to
be a suitably large connected sum of the knot shown in [CT, Figure 1.7]. This knot has the same ρZ
as the left-handed trefoil knot [CT, Lemma 4.4]. For each i, let J ij be the j-th copy of J
i, 1 ≤ j ≤ m.
Now define Ki ≡ K(η1, . . . , ηm, J
i
1, . . . , J
i
m), the result of genetic modification performed on K with the
infections J ij along the axes ηj (1 ≤ j ≤ m). Set K0 ≡ K.
Part (1) : It follows from the last sentence of Theorem 5.14 that Ki −K ∈ F(n), i > 0 and hence that
Ki is n-solvequivalent to K (or apply Proposition 5.11). To show that Ki and K cobound, in S
3× [0, 1],
a (smoothly embedded) embedded symmetric Grope of height n + 2, merely apply the proof of [CT,
Theorem 3.7].
Part (2) : Suppose i > j ≥ 0. LetMi be the zero surgery onKi in S
3. SupposeMi is (n.5)-solvequivalent
toMj via U (∂U =Mi
∐
−Mj). Suppose V be an n-cylinder with ∂V =M
∐
−Mi andW an n-cylinder
with ∂W = Mj
∐
−M such that V and W are constructed as in the proof of Proposition 5.11. Let
X ≡ V ∪Mi U ∪Mj W . Then X is an n-cylinder with ∂+X =M and ∂−X = −M (see Proposition 2.6).
Let Γ ≡ π1(X)/π1(X)
(n+1)
r , an n-solvable PTFA group. Let ψ : π1(X) −→ Γ be the projection.
Let φ+, φi, φj , and φ− denote the restrictions of ψ to π1(∂+X)(= π1(M)), π1(Mi), π1(Mj), and
π1(∂−X)(= π1(−M)) respectively. Since U is an (n.5)-cylinder, by Corollary 4.3, ρ(Mi, φi) = ρ(Mj, φj).
On the other hand, by Lemma 5.12,
ρ(M,φ+)− ρ(Mi, φi) =
m∑
k=1
ǫkρZ(J
i
k)
where ǫk = 0 if φ+(ηk) = e and ǫk = 1 if φ+(ηk) 6= e. Similarly,
ρ(M,φ−)− ρ(Mj , φj) =
m∑
k=1
ǫ′kρZ(J
j
k)
where ǫ′k = 0 if φ−(ηk) = e and ǫ
′
k = 1 if φ−(ηk) 6= e. Thus we have
ρ(M,φ+)− ρ(M,φ−) =
m∑
k=1
ǫkρZ(J
i
k)−
m∑
k=1
ǫ′kρZ(J
j
k).
Since Jjk is merely a copy of J
j , ρZ(J
j
k) = ρZ(J
j), and similarly ρZ(J
i
k) = ρZ(J
i). Moreover, by Theo-
rem 5.13 applied to M = ∂+X , there is some k such that φ+(ηk) = ψ(ηk) 6= e. Thus the right hand side
above is greater than ρZ(J
i)−mρZ(J
j), which, by our choice of J i and Jj is greater than 2cM . This is
a contradiction since the left-hand side above has absolute value less than 2cM . To show that Ki and
Kj do not cobound, in S
3 × [0, 1], an embedded symmetric Grope of height (n+ 2.5), merely note that
the proof of [COT1, Theorem 8.11] clearly applies to show that if they did bound such a Grope then
they would be (n.5)-solvequivalent.
Part (3) : This follows from [C, Theorem 8.1].
Part (4) : We shall employ the terminology set out just above Proposition 5.7. Let K∗ denote one of
the Ki and let G∗ denote its knot group. Let G denote the knot group of K. By part (3), these two knots
share the same higher-order (integral) Alexander modules up to order n− 1 and G/G(i+1) is isomorphic
to G∗/(G∗)
(i+1) for all i ≤ n. Therefore in considering the ith higher-order Alexander modules of these
knots, we may consider that they are modules over the same ring, ZΓi ≡ Z[G/G
(i+1)], as long as i ≤ n.
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We shall show that there exist Seifert surfaces Σ∗ for K∗ and Σ for K with respect to which the i
th order
Seifert presentations, i± : H1(Σ;ZΓ
′
i) → H1(Y ;ZΓ
′
i) and i± : H1(Σ∗;ZΓ
′
i) → H1(Y∗;ZΓ
′
i) are identical
up to isomorphisms identifying the domain and range of each, as long as i ≤ n − 1. (Recall that Γ′i is
the commutator subgroup of Γi.) A Seifert presentation determines the map d in Proposition 5.7 and
hence there are bases with respect to which the localized ith-order Seifert matrices for K∗ and K are
identical. We may assume that n ≥ 1.
Let E(K) denote the exterior of K in S3. The continuous map f : E(K∗)→ E(K) that induces all of
these isomorphisms is described as follows (see [C, Theorem 8.1]). Recall that E(K∗) is constructed from
E(K) by replacing a collection of solid tori ηj×D
2 by a collection of knot exteriors E(Jj). Since it is well
known that there is always a degree one map, fj, relative boundary from E(Jj) to E(unknot) ≡ ηj×D
2,
there is a degree one map relative boundary, f , from E(K∗) to E(K). Recall also that ηj ∈ π(M)
(n) by
choice. But in fact, the ηj actually produced by Theorem 6.4, lie in F
(n−1) where F → π1(M−Σ
∗) where
Σ∗ is a capped-off Seifert surface. Hence, the circles ηj can be chosen to miss the given Seifert surface Σ
and actually represent elements of π1(Y )
(n−1) ⊂ G(n). Therefore we can use the ‘same’ Seifert surface
for K∗ as for K. For simplicity for the rest of this proof we shall assume that there is just one circle, η.
The proof is no different for a collection. Note that f is the ‘identity’ on a neighborhood of Σ∗ (mapping
to Σ) and restricts to a degree one map relative boundary f : Y∗ → Y . We need only show that this
map carries H1(Y∗;ZΓ
′
i) isomorphically to H1(Y ;ZΓ
′
i). Briefly, this is true because η ∈ G
(n) and thus
goes to zero in Γi if i ≤ n− 1. It follows that the entire group π1(E(J)), where J is the infection knot,
maps to zero in Γ′i. Thus in a Mayer-Vietoris analysis, H1(E(J);ZΓ
′
i) really has untwisted coefficients
and thus is not distinguishable from the case that J is a trivial knot. But if J were trivial then K∗ = K
and Y∗ = Y . For more details, the proof is the same as the proof of [C, Theorem 8.2] where it is shown
that each of H1(Y∗;ZΓi) and H1(Y ;ZΓi) is isomorphic to the quotient of H1(Y \ (η ×D
2);ZΓi) by the
submodule generated by the meridian of η.
Part (5) : For j = 0 this follows directly from Theorem 5.14. For general j the proof is essentially the
same as the proof of part (2). We outline the proof. Here i and j are fixed.
Let Mi, Mj , and M denote the zero surgeries on Ki, Kj , and K as usual. Suppose Ki −Kj were of
order k > 0, that is to say (#kl=1Ki)#(#
k
l=1 −Kj) is (n.5)-solvable. Then by Proposition 2.7, M#Ki is
(n.5)-solvequivalent to M#Kj via some U as in the proof of part (2). Refer to the schematic Figure 3
below.
Now let C be the standard cobordism betweenM#Ki and the disjoint union of k copies ofMi, which we
denote byM li for 1 ≤ l ≤ k, and let D be the standard cobordism between −M#Kj and the disjoint union
of k copies of −Mj, which we denote by −M
l
j for 1 ≤ l ≤ k. Let V
l denote the lth copy of the standard
n-cylinder between Mi and M , constructed in the proof of Proposition 5.11, so that ∂V
l =M lv
∐
−M li
where we use M lv to denote the copy of M that occurs in the boundary of V l. Similarly let W l denote
the lth copy of the standard n-cylinder between −Mj and −M so that ∂W
l = M lw
∐
−M lj where we
use M lw to denote the copy of M that occurs in the boundary of W l. Following the proof of Part (2),
let
X ≡ (
k∐
l=1
V l) ∪C ∪M#Ki U ∪M#Kj D ∪ (
k∐
l=1
W l).
Recall that we saw in the proof of Theorem 5.13 that C andD are (n.5)-cylinders sinceH2(C)/i∗(H2(∂C)) =
0 and H2(D)/i∗(H2(∂D)) = 0. It follows that X is an n-cylinder with ∂+X =
∐k
l=1M
lv and ∂−X =
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C
D
V 1 V l V k
W 1 W l W k
−M#Kj
M#Ki
M1i M
l
i
. . .
. . . . . .
. . .
M1v M lv Mkv
Mki
−M lj −M
k
j−M
1
j
−M1w −M lw −Mkw
Figure 3.
∐k
l=1−M
lw (see also Proposition 2.6). Let Γ ≡ π1(X)/π1(X)
(n+1)
r , an n-solvable PTFA group. Let
ψ : π1(X) −→ Γ be the projection. Let φ
lv and φlw denote the restrictions of ψ to π1(M
lv ), and
π1(M
lw) respectively. Since U is an (n.5)-cylinder and otherwise H2(X) comes from the V
l and the W l,
we arrive at an expression similar to that of the proof of Part (2), except summed from l = 1 to k:
k∑
l=1
(ρ(M lv , φlv )− ρ(M lw , φlw )) =
k∑
l=1
(
m∑
s=1
ǫslρZ(J
i)−
m∑
s=1
ǫ′slρZ(J
j)),
where ǫsl = 0 if φ
lv (ηsl) = e (where ηsl means the s-th axis ηs for K for constructing the l-th copy of
Ki) and ǫsl = 1 if φ
lv (ηsl) 6= e, and where ǫ
′
sl = 0 if φ
lw(η′sl) = e (where η
′
sl means the s-th axis ηs for
K for constructing the l-th copy of Kj) and ǫ
′
sl = 1 if φ
lw (η′sl) 6= e. By property (2) of Theorem 5.13
applied, for each l, toM lv , there is some s such that φlv (ηsl) = ψ(ηsl) 6= e. Thus, for each l, the l
th term
of the summation on the right hand side above is greater than ρZ(J
i) −mρZ(J
j), which, by our choice
of J i and Jj is greater than 2cM . Thus the right hand side is greater than 2kcM . This is a contradiction
since the left-hand side above has absolute value less than 2kcM , since M
lv ∼=M lw ∼=M .
Part (6) : Let g be the genus of K. Note that in the construction ofKi we could have chosen any Seifert
surface for K, in particular one of genus g. Recall that the circles ηi are chosen in the complement of
this Seifert surface. Hence, by construction, genus(Ki) ≤ g. It follows that gs(K) ≤ g, where gs denotes
the smooth slice genus, and thus that | s(Ki) |≤ 2g and | τ(Ki) |≤ g by [Ra] and [OS] respectively.
Consider the function ST from {Ki} to Z × Z given by ST (Ki) = (s(Ki), τ(Ki)). Since the image of
this function is a finite set, there is a subsequence Kij on which ST is constant. Redefining our Ki to
be this subsequence gives the claimed result. 
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6. Algebraic n-solution
The purpose of this section is to complete the proof of Theorem 5.13, which relies on Theorem 6.4.
In this section we define and investigate an algebraic n-solution. One might think of this as an algebraic
abstraction of an n-cylinder (or an n-solution). In [CT], Cochran and Teichner defined an algebraic
n-solution. Our notion is much more general. In particular, an algebraic n-solution in [CT] is defined
using only the free group of rank 4, but our version is defined using the free group of (arbitrary) even
rank. Moreover, the proof of [CT] that a (geometric) n-solution induces an algebraic n-solution is valid
only for fibered knots of genus 2. For a group G, let Gk denote G/G
(k)
r where G
(k)
r is the k-th rational
derived group of G. Then, as noted before, Gk is a (k − 1)-solvable PTFA group and embeds into its
skew quotient field of fractions which is denoted by K(Gk).
Definition 6.1. Let S be a group such that H1(S;Q) 6= 0. Suppose F
i
−→ S is a fixed homomorphism
from the free group of rank 2g. A nontrivial homomorphism r : S → G is called an algebraic n-solution
(n ≥ 0) (for F
i
−→ S) if the following hold :
(1) For each 0 ≤ k ≤ n− 1 the image of the following composition, after tensoring with the quotient
field K(Gk) of ZGk, is nontrivial:
H1(S;ZGk)
r∗−→ H1(G;ZGk) ∼= G
(k)
r /[G
(k)
r , G
(k)
r ]։ G
(k)
r /G
(k+1)
r .
(2) For each 0 ≤ k ≤ n, the map H1(F ;ZGk)
i∗−→ H1(S;ZGk), after tensoring with the quotient
field K(Gk), is surjective.
Remark 6.2. (1) If n ≥ 0, then, by combining conditions (1) and (2) for k = 0, we conclude that
H1(F ;Q) −→ H1(G;Q) is non-trivial. Thus, for some i, r∗(xi) is non-trivial in G1 = G/G
(1)
r
where {x1, x2, . . . , xm} is a generating set for F .
(2) In all the applications the image of the map in (1) above has rank at least one half the rank of
H1(S;ZGk).
(3) If r : S → G is an algebraic n-solution then, for any k < n it is an algebraic k-solution.
Of course we need to establish that the primary geometric examples do in fact satisfy the algebraic
conditions above.
Proposition 6.3. Suppose K is a knot for which the degree of the classical Alexander polynomial is
greater than 2 (if n = 1 then degree equal to 2 is allowed). Suppose M is the zero surgery on K in S3,
Σ is a capped-off Seifert surface (of genus g) for K, and S ≡ π1(M)
(1). Suppose F → π1(M −Σ) is any
map inducing an isomorphism on H1(F ;Q). Let i be the composition F → π1(M −Σ)→ S. Suppose W
is an n-cylinder one of whose boundary components is M . Let G ≡ π1(W )
(1) Then the map j : S −→ G
(induced by inclusion) is an algebraic n-solution for i : F → S.
Proof. First we will establish property (1) of Definition 6.1. Since property (1) is vacuous if n = 0, we
assume n ≥ 1. Fix an arbitrary integer k, 0 ≤ k < n. We need to consider the map H1(S;ZGk)
j∗
−→
H1(G;ZGk) induced by the inclusion map from M into W . Let M∞ be the infinite cyclic cover of
M and W∞ be the infinite cyclic cover of W . First note that since π1(M∞) = S and π1(W∞) = G,
the map j∗ is identical to H1(M∞;ZGk)
j∗
−→ H1(W∞;ZGk). Now let Γ = π1(W )/π1(W )
(k+1)
r so Γ is
PTFA. So we have the inclusion induced map of ZΓ-modules j∗ : H1(M ;ZΓ) −→ H1(W ;ZΓ). But Gk
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is equal to the commutator subgroup of Γ since H1(W ) ∼= Z implying that Γ
(1)
r = Γ(1) = G/G
(k)
r ≡ Gk.
Therefore this map can be also viewed as a map of ZGk-modules. We claim that, as a map of ZGk
modules, this is identical to our original map j∗ : H1(M∞;ZGk) −→ H1(W∞;ZGk). This is because
H1(M ;ZΓ) is merely the first homology group of the total space of the Γ-covering space of M viewed
as a ZΓ-module and this total space is the same as the total space of the Γ(1)-covering space of M∞.
Thus, as ZΓ(1)-modules, H1(M ;ZΓ) is the same as H1(M∞;ZΓ
(1)). Hence we are reduced to studying
j∗ : H1(M ;ZΓ) −→ H1(W ;ZΓ) as a map of ZGk-modules and we need to show that it is non-trivial,
even after tensoring with K(Gk), i.e. after localizing with respect to the set R = ZΓ
(1) − {0}. Since
ZΓ is an Ore Domain, R−1ZΓ is a flat ZΓ-module and so we just need to show that the map j∗ :
H1(M ;R
−1ZΓ) −→ H1(W ;R
−1ZΓ) is nontrivial as a map of K(Gk) modules. For the remainder of
this proof, let K be the quotient field of ZΓ(1) = ZGk, which is what we have called K(Gk). Finally,
note that, since H1(Γ) ∼= Z, ZΓ can be identified with the twisted Laurent polynomial ring ZΓ
(1)[t±1]
and, similarly, the localized ring R−1ZΓ can be identified with K[t±1]. In summary, we are reduced to
studying j∗ : H1(M ;K[t
±1]) −→ H1(W ;K[t
±1]) as a map of K-modules, and we seek to show that it is
non-trivial.
We now claim that Theorem 3.8 applies to the map j∗ : H1(M ;K[t
±1]) −→ H1(W ;K[t
±1]). Observe
that Γn = 0 since Γk+1 = {e} and, since k+1 ≤ n, Γn = {e}. Thus Γ is an (n− 1)-solvable PTFA group
as required. We conclude that the K-rank of j∗ : H1(M ;K[t
±1]) −→ H1(W ;K[t
±1]) is at least (d− 2)/2
if n > 1 and is precisely d/2 if n = 1, where d ≡ rkQH1(M∞;Q). It is well known that d is equal to
the degree of the classical Alexander polynomial of K which is, by hypothesis, at least 4 (or, if n = 1
at least 2). Hence in all cases the above rank is positive and therefore we have shown that our original
map , H1(S;ZGk)
j∗
−→ H1(G;ZGk), is non-trivial even after tensoring with K(Gk).
Since the kernel of G
(k)
r /[G
(k)
r , G
(k)
r ] −→ G
(k)
r /G
(k+1)
r is Z-torsion, this map is an isomorphism after
tensoring with K(Gk) (which contains Q). Combining this with our previous conclusion, we see that j
satisfies property (1) of the definition of an algebraic n-solution.
Now we establish property (2) of an algebraic n-solution. We consider an arbitrary k with 0 ≤ k ≤ n.
By flatness, what we need to establish is the surjectivity of i∗ : H1(F ;K) −→ H1(S;K) (recall we are
sometimes abbreviating K(Gk) by K). Let Y = M − Σ and W be a wedge of 2g circles. By choice of
f there is a continuous map W → Y inducing F → π1(Y ) that is 1-connected on rational homology.
It follows from [COT1, Proposition 2.10] that this map induces a 1-connected map on homology with
K(Gk) coefficients for any PTFA group Gk. Hence it is surjective. Since the map i∗ factors through
H1(Y ;K), it suffices to prove that the map H1(Y ;K) → H1(S;K) = H1(M∞;K) is surjective. If S
were finitely generated, this would follow as above from [COT1, Proposition 2.10]. In other words,
for finitely generated groups S property (2) follows from just knowing property (2) for the base case
k = 0. Unfortunately this Proposition fails for general non-finitely generated groups and, for us, S will
not be finitely generated unless K is fibered. Also note that the rank of H1(M∞;K) may well increase
as the integer k increases. Thus, to have a hope of establishing property (2), the rank of H1(Y ;K)
(which, since Y has the homotopy type of a finite 2-complex, is bounded above, independently of k,
by 2g [COT1, Prop.2.10 and 2.11]) must be a universal upper bound for the ranks of H1(M∞;K) for
any k and any coefficient system. Fortunately, the technology to establish this “universal” upper bound
essentially already exists due to work of Shelly Harvey. We indicate how her work indeed establishes
the result we need. For intuition, first consider the case k = 0 where Gk = 0 and K = Q. Then the
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result we claim is that any finite generating set for the vector space H1(Y ;Q) generates the Alexander
module of K (or M) as a rational vector space (a well-known result in classical knot theory). We
proceed with the proof of the general case. We observed above that, as ZGk-modules, H1(M ;ZΓ) is
the same as H1(M∞;ZGk) Thus, as K-modules, H1(M ;K[t
±1]) is H1(M∞;K) (see also the discussion
above Definition 5.6). In [Ha, Proposition 7.4] (see also [C, section 6]), Harvey shows that H1(M ;K[t
±1])
has a square presentation matrix (as a K[t±1]-module) whose entries are polynomials of degree at most
1, with respect to generators that are the images under inclusion of an arbitrary generating set for
H1(Y ;K[t
±1]). The latter is a free module isomorphic to H1(Y ;K)⊗KK[t
±1] (see the discussion in [Ha,
section 7]). Choose a generating set {e1, ..., em} for H1(Y ;K) as a K-vector space. Then use the set
{ei ⊗ 1} as a K[t
±1] generating set for the module H1(Y ;K[t
±1]). Harvey’s presentation result shows
that these elements generate H1(M ;K[t
±1]) as a K[t±1]-module. We claim that a closer analysis of some
other work of Harvey shows the stronger fact that these actually generate as a K-module! This will
finish the verification that the map H1(Y ;K)→ H1(M∞;K) is surjective and thus finish the verification
of property (2). In [Ha, Proposition 9.1], Harvey shows that any such matrix as above (whose entries
are polynomials of degree at most 1) presents a module of rank m over K. It is only necessary to
examine her proof carefully to see that this stronger statement is true: The given set of m generators is
a K-generating set for the module. Harvey’s proof involves changing the presentation matrix by certain
allowable matrix operations and finally arriving at a simple matrix which she explicitly shows satisfies
this stronger statement. Therefore it is only necessary to check that all the matrix operations she uses
do in fact preserve the veracity of this statement. For example, clearly {x1, ..., xm} is a K-generating set
for the (right) module if and only if {x1 − (x2)k, x2..., xm} is also, where k is any non-zero element of
K. This translates into the fact that adding a non-zero left K-multiple of a row of Harvey’s matrix to
another row is an allowable operation for our purposes. The key point is to not allow a K[t±1]-multiple.
In fact the only matrix operation from Harvey’s list that could lead to problems is : add to any row a
left K[t±1]-linear combination of the other rows (because this corresponds to a change of generators).
One only needs to notice that, in fact, in her proof she never uses the full generality of this operation.
She only adds to any row a left multiple of another row by a non-zero element of K (not K[t±1]). This
completes the proof. 
The following theorem greatly generalizes [CT, Theorem 6.3] because our definition of an algebraic
n-solution is much more general. Our proof follows the proof of [CT, Theorem 6.3] closely. In doing so
we had to make decisions about what to include and what to reference. Because the result is already
(logically) extremely demanding on the reader, for the reader’s convenience, we have erred on the side
of duplicating material and have included a complete proof. In addition, our proof is simpler in certain
places.
Theorem 6.4. Suppose we are given F
i
−→ S as in Definition 6.1. For each n ≥ 0 there is a finite
collection Pn of sets consisting of 2g − 1, if n > 0, or 2g, if n = 0, elements of F
(n) (we refer to such
a set as a tuple even though it is unordered), with the following property: For any algebraic n-solution r
for F
i
−→ S, at least one such tuple (which will be called a special tuple for r) maps to a generating
set under the composition:
F (n) −→ S(n)/S(n+1) ∼= H1(S;ZSn)
r∗−→ H1(S;ZGn) −→ H1(S;ZGn)⊗ZGn K(Gn)
where K(Gn) is the skew quotient field of fractions of ZGn.
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Proof. We remark that to be used for the proof of the main theorem, it is very important to define the
collections Pn so as to depend only on the knot K. In particular, they must not depend on the existence
of any particular n-cylinder.
Let {x1, ..., x2g} be a generating set of the free group F . Set P0 ≡ {{x1, ..., x2g}}, the collection
consisting of a single 2g-tuple. Set P1 ≡ {{[xi, x1], . . . , [xi, xi−1], [xi, xi+1], . . . , [xi, x2g]} | 1 ≤ i ≤ 2g},
the collection consisting of (2g − 1) · (2g) number of (2g − 1)-tuples. Supposing Pk (k ≥ 1) has been
defined, define Pk+1 recursively as follows. For each {w1, ..., w2g−1} ∈ Pk include the 2g − 1-tuple
{z1, ..., z2g−1} in Pk+1 if zi = [wi, w
xj
i ] (1 ≤ i ≤ 2g − 1, 1 ≤ j ≤ 2g, and i 6= j) or if zi = [wi, wk] for
some 1 ≤ i, k ≤ 2g − 1 and i 6= k. Here w
xj
i ≡ x
−1
j wixj . Clearly zi ∈ F
(k+1).
Now we fix n and show Pn satisfies the conditions of the theorem. Fix an algebraic n-solution
r : S −→ G. We must show that there exists a special tuple in Pn corresponding to r. This is trivially
true for n = 0 using property (2) of the definition of an algebraic n-solution, so we assume n ≥ 1. Now
we need some preliminary definitions.
Recall that F is the free group on {x1, . . . , x2g}. Its classifying space has a standard cell structure
as a wedge of 2g circles W . Our convention is to consider its universal cover W˜ as a right F -space as
follows. Choose a preimage of the 0-cell as basepoint denoted ∗. For each element w ∈ F ≡ π1(W ), lift
w−1 to a path (w˜−1) beginning at ∗. There is a unique deck translation Φ(w) of W˜ which sends ∗ to the
endpoint of this lift. Then w acts on W˜ by Φ(w). This is the conjugate action of the usual left action
as in [Ma]. Taking the induced cell structure on W˜ and tensoring with an arbitrary left ZF -module A
gives an exact sequence
(1) 0 −→ H1(F ;A)
d
−→ A2g −→ A −→ H0(F ;A) −→ 0.
Specifically consider A = ZG where ZF acts by left multiplication via a homomorphism φ : F −→ G.
From the interpretation of H1(F ;ZG) as H1 of a G-cover ofW , one sees that an element g of Ker(φ) can
be considered as an element of H1(F ;ZG). We claim that the composition Ker(φ) −→ H1(F ;ZG)
d
−→
(ZG)2g can be calculated using the “free differential calculus” ∂ = (∂1, . . . , ∂2g) where ∂i : F −→ ZF .
Specifically we assert that the diagram below commutes
F (ZF )2g
Ker(φ) H1(F ;ZG) (ZG)
2g
✲∂
❄
φ
✻
✲ ✲d
where ∂i(xj) = δij , ∂i(e) = 0 and ∂i(gh) = ∂ig + (∂ih)g
−1 for each 1 ≤ i ≤ 2g. Note that the usual
formula for the standard left action is di(gh) = di(g)+gdi(h). Our formula is obtained by setting ∂i = d¯i
where − is the involution on the group ring. This is justified in more detail in [CT, Section 6].
Henceforth we abbreviate maps of the form (r, ..., r) : (ZFn)
2g −→ (ZGn)
2g as r. Note that r ◦ πk :
F → Fk → Gk is the same as πk ◦ r : F → S → G→ Gk.
Lemma 6.5. Given an algebraic n-solution r : S −→ G for F → S, for each k, 1 ≤ k ≤ n there is an
ordering of the basis elements {x1, ..., x2g} of F such that there exists at least one tuple {w1, ..., w2g−1}∈
Pk with the following good property: The set of 2g-1 vectors (obtained as i varies from 1 to 2g − 1)
(rπk∂1wi, ..., rπk∂2g−1wi) (i.e. the vectors consisting of the first 2g − 1 coordinates of the images of the
wi under the composition F
(k) πk∂−→ (ZFk)
2g r−→ (ZGk)
2g) is right linearly independent over ZGk.
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Proof that Lemma 6.5 =⇒ Theorem 6.4. The set Pn has been defined. Recall that we are assuming that
n ≥ 1. Given an algebraic n-solution the Lemma provides a tuple {w1, ..., w2g−1}∈ Pn which has the
good property. We verify that any good tuple {w1, ..., w2g−1} for r is a special tuple for r. Consider
the diagram below. Recall Gn = G/G
(n)
r .
F (n) H1(F ;ZFn) (ZFn)
2g
H1(F ;ZGn) (ZGn)
2g
H1(S;ZGn)
✲ ✲d
❄
r∗ ❄r
✲d
′
❄i∗
The horizontal composition on top is πn ◦ ∂. The right-top square commutes by naturality of the
sequence (1) above. The rank of H1(F ;ZGn) over K(Gn) is 2g − 1 by [C, Lemma 3.9]. Since d
′ is a
monomorphism, and i∗ is an epimorphism after tensoring with K(Gn), to show {w1, ..., w2g−1} is special,
it suffices to show that the set {rπn∂(w1), ..., rπn∂(w2g−1)} is ZGn-linearly independent in (ZGn)
2g. This
follows immediately from the good property of the tuple {w1, ..., w2g−1}. This completes the verification
that the Lemma implies the Theorem. 
Proof of Lemma 6.5. The integer n is fixed throughout. Let r : S → G be a fixed algebraic n-solution.
Recall that, by Remark 6.2(1), for any ordering of the basis elements of F , there is some i such that
r∗(xi) is non-trivial in G1 = G/G
(1)
r . Thus by reordering we may assume that r∗(x2g) is non-trivial in
H1(G;Q) = G1 ⊗Q. Since G1 ≡ G/G
(1)
r is torsion-free, this means that rπ1(x2g) is non-trivial in G1.
We will prove the Lemma by induction on k. We begin with k = 1. Consider the 2g − 1-tuple
{z1, ..., z2g−1}= {[x2g, x1], ..., [x2g, x2g−1]} ∈ P1. We claim that it has the good property. Using d as
shorthand for ∂j , one computes that d([g, h]) = dg+(dh)g
−1− (dg)gh−1g−1− (dh)hgh−1g−1 Using this
we compute that, for any j, 1 ≤ j ≤ 2g − 1, ∂jzi is x
−1
2g − [xi, x2g] if j = i and is otherwise zero. Thus,
only the ith coordinate of (rπk∂1zi, ..., rπk∂2g−1zi) is (possibly) non-zero. Therefore the square matrix
whose columns are these vectors is a diagonal matrix and to establish the good property, it suffices to
show that rπ1(x
−1
2g − [xi, x2g]) 6= 0 since this certainly implies that rπk(x
−1
2g − [xi, x2g]) 6= 0. This follows
since rπ1([xi, x2g]) = e and rπ1(x
−1
2g ) is non-trivial by assumption. Therefore the base of the induction
(k = 1) is established.
Now suppose the conclusions of the Lemma have been established for 1, . . . , k where k < n. We
establish them for k+1. Note that r : S → G is also an algebraic k-solution for i : F → S. By induction
the Lemma holds for k < n, so there is a tuple {w1, ..., w2g−1}∈ Pk that has the good property. First, we
claim that there is at least one of the wi (which by relabelling we will assume is w1) such that rπk+1(w1) 6=
e in Gk+1. For, by the proof of Lemma 6.5 =⇒ Theorem 6.4, we know that {w1, ..., w2g−1}∈ Pk is special
for r. Thus under the composition F (k) −→ H1(S;ZSk)
r∗−→ H1(S;ZGk)−→H1(S;ZGk) ⊗ K(Gk) the
set {wi} maps to a generating set. Combined with the fact that r is also an algebraic n-solution, we see
that the composition of the above with the map
H1(S;ZGk)⊗K(Gk)
r∗−→ H1(G;ZGk)⊗K(Gk) ∼= G
(k)
r /G
(k+1)
r ⊗K(Gk)
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is nontrivial when restricted to {wi}. On the other hand the combined map F
(k) −→ G
(k)
r /G
(k+1)
r is
clearly given by wi 7→ rπk+1(wi) so it is not possible that all of the elements rπk+1(wi) lie in G
(k+1)
r .
Hence we may assume that rπk+1(w1) 6= e in Gk+1.
Consider the tuple {z1, ..., z2g−1} ∈ Pk+1, where zi = [wi, w
x2g
i ] if rπk+1(wi) 6= e in Gk+1, and
zi = [wi, w1] if rπk+1(wi) = e in Gk+1. We will show that this tuple has the good property, finishing
the inductive proof of Lemma 6.5.
For the remainder of this proof we write x for x2g, suppressing the subscript. We need to show that
the set of 2g − 1 vectors (obtained as i varies from 1 to 2g − 1) (rπk+1∂1zi, ..., rπk+1∂2g−1zi) is ZGk+1-
linearly independent. For this purpose we compute, for each i, ∂jzi. This computation falls into two
cases.
Case 1: rπk+1(wi) 6= e.
Let d be shorthand for ∂j for 1 ≤ j ≤ 2g − 1. One has dx = 0, d(g
−1) = (dg)g, and dgx = (dg)x.
Using these one computes that d([wi, w
x
i ]) = (dwi)pi where pi is independent of j and is equal to
1 + xw−1i − (w
x
i )
−1[wxi , wi] − x[w
x
i , wi]. Thus for any value of i that falls under Case 1, the vector
(∂1zi, ...∂2g−1zi) is a right multiple of the vector (∂1wi, ...∂2g−1wi) by the element pi. Hence the vector
in question, (rπk+1∂1zi, ..., rπk+1∂2g−1zi) is a right multiple of the vector (rπk+1∂1wi, ..., rπk+1∂2g−1wi)
by the element rπk+1pi which lies in ZGk+1. The right factor rπk+1pi is seen to be non-trivial in ZGk+1
as follows. Note rπk+1pi is a linear combination of 4 group elements e, rπk+1(xw
−1
i ), rπk+1((w
x
i )
−1), and
rπk+1(x) in Gk+1. For rπk+1pi to vanish in ZGk+1 the group elements would have to pair up in a precise
way and in particular in such a way that rπk+1(x) = rπk+1(xw
−1
i ) in Gk+1. This is a contradiction since
rπk+1(wi) 6= e by hypothesis. No other pairing is possible because the projections of the 4 elements to G1
are e, rπ1(x), e and rπ1(x) and we have already noted that rπ1(x) = rπ1(x2g) is non-trivial in G1. Since
these right factors are non-trivial and since ZGk+1 has no zero divisors, the right linear independence of
the collection of vectors obtained by ignoring the pi, (rπk+1∂1wi, ..., rπk+1∂2g−1wi), would be sufficient
to imply the right linear independence of the original set of vectors. We denote these new vectors by
vk+1
i
. So far we have only dealt with those values of i that fall under Case 1.
Case 2: rπk+1(wi) = e.
As above one computes that d([wi, w1]) = (dwi)qi + (dw1)(w
−1
i − [w1, wi]) where qi is independent of
j and is equal to 1 − w−11 [w1, wi]. Note that under the map rπk+1 the factor (w
−1
i − [w1, wi]) goes to
zero. Thus for any value of i that falls under Case 2, the vector in question, (rπk+1∂1zi, ..., rπk+1∂2g−1zi)
is a right multiple of the vector (rπk+1∂1wi, ..., rπk+1∂2g−1wi) by the element rπk+1qi. We denote the
latter vector by vk+1
i
as above. An argument just as in Case 1 shows that the right factor rπk+1qi is
non-trivial, using the nontriviality of rπk+1(w1).
Now our objective is to show that the set of vectors vk+1
i
is ZGk+1-linearly independent. Recall
that our hypothesis is that the set of vectors (rπk∂1wi, ..., rπk∂2g−1wi), which we denote by v
k
i
, is ZGk-
linearly independent. Note that, for each i, vk
i
is the image of vk+1
i
under the canonical projection
(ZGk+1)
2g−1 −→ (ZGk)
2g−1. We assert that the linear independence of vk
i
implies the linear indepen-
dence of vk+1
i
since the kernel of Gk+1 −→ Gk is a torsion free abelian group and hence a D(Z)-group
in the sense of R. Strebel. Details follow. This will complete the verification, that {z1, ...z2g−1} has the
good property.
To establish our assertion above, consider that the vectors vk+1
i
describe an endomorphism f of free
right ZGk+1 modules f : (ZGk+1)
2g−1 −→ (ZGk+1)
2g−1 given by multiplying on the left by the matrix
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M whose columns are the vk+1
i
. Then f induces such a map f¯ : (ZGk)
2g−1 −→ (ZGk)
2g−1 given by the
matrix M¯ obtained by projecting each entry of M . Thus the columns are the vk
i
. Let H = G
(k)
r /G
(k+1)
r
and note that ZGk+1 ⊗Z[H] Z ∼= ZGk where a⊗ 1 7→ a¯, as ZGk+1 − Z bimodules. Moreover (under this
identification) f descends to f ⊗ id : (ZGk)
2g−1 −→ (ZGk)
2g−1 sending v¯ (for v ∈ (ZGk+1)
2g−1) to f¯(v¯),
thus agreeing with f¯ above. Our hypothesis on vk
i
guarantees that the columns of M¯ are right linearly
independent and hence that f¯ is injective. Since H is torsion-free-abelian, a theorem of Strebel [Str,
Section 1] ensures that the injectivity of f ⊗ id = f¯ implies the injectivity of f . This in turn implies the
linear independence of the columns of M , which are the vk+1
i
.


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