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Résumé
Les variables aléatoires complexes rencontrées en traitement du signal proviennent
souvent de la transformée de Fourier de signaux réels. De ce fait, elles ne sont
pas des variables complexes quelconques, mais jouissent de la propriété dite
de circularité. Après avoir résumé quelques définitions et introduit les variables
aléatoires complexes, et plusieurs définitons de circularité sont proposées . Il est
ensuite souligné que la Transformée de Fourier de certains signaux aléatoires
stationnaires conduit à des variables complexes circulaires .
Mots clés : Stationnarité, Cumulants, Statistiques d'ordre élevé, Multispectres,
Variables aléatoires complexes, Circularité .
1 . Introduction
Soit X une variable aléatoire à valeurs dans R . On notera F. (u)
sa fonction de répartition . Lorsque X admet une densité de
probabilité,px (u), nous aurons dFx (u) = p , (u) du . Par exemple,
si FF (u) est une fonction en escalier, elle n'admet pas de densité
(la densité n'existe qu'au sens des distributions) . Les moments
généralisés de X sont définis pour toute application g par
E{g(X)} = f
00
g(u)
dFF (u) .
	
(1)
Dans la pratique, on utilise surtout des fonctions polynômiales
g(u), conduisant aux moments "classiques" d'ordre n, tels que
la moyenne ou la variance de X, mais également des fonctions
exponentielles . Ainsi, lapremière fonction caractéristique de X
est
'Ï
(v) = E{ ewx }, (2)
où désigne la racine de -1 . La fonction caractéristique 4)(v) est
toujours continue et vaut 1 à l'origine . Elle est donc non nulle dans
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Complex random variables encountered in signal processing are often the result
of a Fourier transform of real signals. As a consequence, they are particular
complex variables, and enjoy so-called circularity properties. After a summary of
basic definitions including introduction of complex variables, several definitions
of circularity are proposed. It is then emphasized that the Fourier transform of
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un voisinage de l'origine, sur lequel on pourra définir sa seconde
fonction caractéristique
XF,,(v) = log( 'P, (v) ) . (3)
Tandis que ~D x génère les moments de X, Wx génère ses cumulants
[7] . Dans la suite, les moments seront notés par la lettre µ, et les
cumulants par la lettre C .
Une variable aléatoire complexe (scalaire), comme l'a très juste-
ment souligné Fortet [4], n'est rien d'autre qu'une variable
aléatoire réelle de dimension 2 . Ainsi, une variable aléatoire com-
plexe Z admet une densité si et seulement si ses parties réelle et
imaginaire admettent une densité conjointe . On pourra convenir
de noter cette densité de façon compacte par pZ (u), où u ET .
On peut définir dans le même esprit la fonction caractéristique
d'une variable complexe Z quelconque à valeurs dans q N . Si
Z=X+jY,X ER N,YERN,alors
(DZ
(u)
def E{e
3
[XTV+YTW]}
=
E{ej Re[Ztu]
} ,
(4)
si u = v+jw . Une propriété immédiate de cette notation compacte
est que
~PaZ(u) = -Dz(a* u),
	
(5)
pour tout scalaire complexe a . Nous avons par conséquent à notre
disposition les mêmes outils que dans le cas de variables réelles .
Cependant, les variables aléatoires complexes sont la plupart du
temps obtenues par Transformée de Fourier (TF) de données
réelles, ce qui leur confère une structure très particulière . Les
variables aléatoires complexes obtenues de cette façon ne sont
donc pas de simples variables aléatoires à 2 composantes réelles,
mais des contraintes lient ces 2 composantes . C'est pourquoi il
est pertinent d'introduire les variables aléatoires dites circulaires .
2. Définitions de la circularité
Définition 2.1 Nous dirons qu'un vecteur aléatoire complexe de
dimension N, Z, est circulaire (ou circulaire au sens fort), si et
seulement si
`Fz(au) _ (Dz(u),Va EU, J a l = 1 . (6)
En particulier, si Z admet une densité, Z est circulaire si Z eue a
même densité de probabilité que Z .
Cette définition est compatible avec les définitions proposées dans
le passé. En effet, elle entraîne la proposition suivante
Proposition 2.2 Soit Z un vecteur aléatoire complexe, dont les
moments existent à tous les ordres . Alors Z est circulaire si et
seulement si tous ses moments de la forme
sont nuls dès que p
:7~
q.
Démonstration . Si Z est circulaire, alors les moments de Z et
de Z e-1a sont égaux, puisque toutes deux ont même loi . En
particulier, l'égalité µpq {Z} = µpq{Z ela } entraîne que
µpq = E{
fi
Za
11
ZJ
b
}
Ea j
=p Eb1=q
µpq{Z} = µpq{Z}
eJa(p
-
q)
ce qui prouve la proposition .
El
La proposition 2 .2 montre par exemple qu'une variable aléatoire
scalaire complexe circulaire vérifie E{Z} = 0, E{Z 2 } = 0,
E{Z2 Z*} = 0 . . .
En outre, d'après la proposition 2 .2, les fonctions caractéristiques
(et la densité de probabilité quand elle existe) d'un vecteur
aléatoire complexe circulaire sont fonction uniquement de la
variable matricielle u ut
3f /
4)z (u)
= f (uut) . (7)
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Cette propriété peut être comparée à la définition des variables
dites sphériquement invariantes . D'après [8], de telles variables
sont telles que :
3f / ,Dz (u) = f (u tCu)
où C est une matrice hermitienne définie positive . Autrement dit,
avec ces définitions, toute variable sphériquement invariante est
circulaire, mais la réciproque n'est pas vraie .
Dans la suite, nous aurons besoin de la définition restrictive
suivante
Définition 2.3 On dira qu'un vecteur aléatoire complexe Z est
circulaire à l'ordre r s'il verifie
E{
11
Z°'
11
Z~
b,
} = 0 (8)
Ea i
=p
Ebj
=q
pour tout couple (p, q) d'entiers positifs tel que p + q < r et
p7~ q .
Notons que cette définition ne suppose pas nécessairement que
les moments sont finis pour p = q .
Dans le cas gaussien, la circularité à l'ordre 2 entraine la circularité
à tous les ordres, et est caractérisée par deux propriétés liant les
parties réelle et imaginaire . En effet, posons Z = A + jB . Si
Z est circulaire, alors E{ZZT} = 0 implique que E{AAT -
BBT} = 0 et que E{ABT
+
BAT} = 0. Autrement dit, A
et B ont même matrice de covariance, et leur covariance croisée
est antisymétrique . C'est ainsi qu'ont été définies les variables
gaussiennes complexes circulaires [11] [5] .
3. Signaux aléatoires stationnaires
Dans cette section, nous rappelons quelques résultats classiques
de théorie du signal. Nous renvoyons aux ouvrages [1, ch . IX]
[2, ch . VIII] [10, ch . I] [9, ch . 6] [3, ch . E .11 .21 [7] pour les
démonstrations .
Un processus réel à temps discret de dimension N, X(t), t E
Z, est dit usuellement stationnaire (ou fortement stationnaire,
ou stationnaire au sens strict) si et seulement si l'ensemble
des propriétés statistiques conjointes des vecteurs [Xal (Il +
t), . .Xak
(tk +t)] ne dépend pas de la date t, et ce pour tout k E IV,
tout k-uplet (ai, . .ak), 1 <
aj
< N, et tout k-uplet
(Il , . ., tk),
tj E Z. Cette définition est très forte et n'est pas toujours
requise. Une définition bien connue est celle de la stationnarité
jusqu'au second ordre (ou stationnarité au sens large, dite faible),
qui requiert que la moyenne µx = E{X(t)} et la fonction de
corrélation Cx,i.j (T) = cum{Xi (t), Xj (t + -r) } soient finies et
qu'elles ne dépendent pas de la date t .
Mais pour notre propos, nous avons besoin de la stationnarité à
l'ordre r
Définition 3.1 Un processus réel à temps discret de dimen-
sion N, X(t), t E Z, est dit stationnaire à l'ordre r si
et seulement si ses multicorrélations (corrélations cumulantes)
Cum{Xti 1 (t),
Xi 2 (t+T2), . . ., Xi,(t+Tr)}
sont finies et ne dépendent pas de la date t.
Il est clair qu'un processus stationnaire (au sens strict) est station-
naire à tous les ordres jusqu'à r si ses moments sont finis jusqu'à
l'ordre r .
Il est connu (Herghotz, Cramér) que si X(t) est un processus à
temps discret de dimension N faiblement stationnaire, alors il
existe une fonction matricielle unique G(A) à accroissements non
négatifs telle que
1/2
G(-1/2) = 0, et C(7) =
11/2
e
	
dG(A) . (9)
1/2
On convient d'appeler cette fonction G(A) la répartition spec-
trale de puissance de X (t), et dG(A) la mesure spectrale as-
sociée (d'après le théorème de Bochner, ce résultat s'applique
d'ailleurs aussi aux processus à temps continu s'ils sont continus
en moyenne quadratique) .
De même, si X (t) est stationnaire jusqu'à l'ordre r, alors il existe
une fonction tensorielle G(.A2i . ., A r ) telle que(')
G(-112, . ., -1/2) = 0, (10)
C(
.2, . .,
Tr ) =
r1122
. .
J
11/22
e2~- Ek=2
7kak
dG(A2, . ., A r ) . (11)
La quantité dG(A2 i . ., A .r ) est la mesure multispectrale de X (t) .
Le signal X (t) n'admet pas toujours de densité multispectrale
d'ordre r . Une condition suffisante pour qu'il en admette une
est qu'il soit sommable à l'ordre r, c'est à dire que X (t) soit
stationnaire d'ordre r et que ses multicorrélations d'ordre r soient
absolument sommables :
E
ICai . .a r (u2,
. ., Ur )I < 00 . (12)
(u2, . .,u,)E7L' '
Cette propriété assure que les multicorrélations d'ordre r tendent
suffisamment vite vers zéro pour justifier l'existence de leur trans-
formée de Fourier, les densités multispectrales
fal . .ar (À2, . ., Ar),
qui sont alors continues . Ces dernières sont alors les différentielles
d'ordre r de la fonction de répartition spectrale . Le processus
X (t) est alors mélangeant à l'ordre r : plus les échantillons sont
éloignés les uns des autres, plus ils sont décorrélés à l'ordre r .
Les signaux aléatoires (faiblement stationnaires) eux-mêmes
admettent une représentation spectrale (représentation dite de
Cramér) qui sera notée
1/2
X (t ) _ e27rjta dZ(À),
(13)
2/2
(1) Cette écriture est autorisée sidG est une distribution tempérée, ce qui doit être
vérifiée par ailleurs . Nous aborderons ce point dans une correspondance ultérieure .
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où le processus Z(À) est un processus à accroissements orthogo-
naux, défini par les relations
Z(a)
= T
Z(T; A), A E [-1/2,1/2] (14)
T
Z(T ; A) =
fl/2
(15)
'
t=-T
L'ensemble des définitions et propriétés essentielles que nous
avons précisées jusqu'à présent vont maintenant servir à l'éta-
blissement de la circularité des variables spectrales .
4. Circularité des variables spectrales
Nous allons voir maintenant que les variables aléatoires com-
plexes obtenues par TF de signaux aléatoires à temps discret sta-
tionnaires sont circulaires . Cependant, les signaux stationnaires
n'admettent pas de transformée de Fourier, même lorsqu'ils ad-
mettent une représentation spectrale [9, ch . 6 .2] . Une façon clas-
sique de contourner le problème est de raisonner sur le proces-
sus intégral Z(A) introduit plus haut, ou sur ses accroissements
dZ(A) .
Proposition 4.1 Soient X (t) un processus réel stationnaire
jusqu'à l'ordre r, r > 2, et Z(A) sa répartition spectrale. Alors
pour tout k, 1 < k < r, et pour tout k-uplet
(Ali
. ., Ak) de
fréquences, Aj e [-1/2,1/2], les cumulants des accroissements
spectraux s'écrivent ;
Àj )dGa
x . .a k (A2, . ., Ak),
(16)
où 61 désigne la distribution "peigne de Dirac" de période 1, et
dG la mesure multispectrale de X(t) .
Démonstration. Par définition de Z(A), il vient que
a
def
Curn{Za1 (A1), . ., Zar (Ar)} - (17)
a 1 x r
. .
C12 . .r(t2
- t1, . ., t r
-
t1)
t 1 tr f12 - 1/ 1/2
e-27rj E'k=1
yktk dyl
.
.d2,/r . (18)
Puisque X(t) est stationnaire à l'ordre r, on peut d'après (11)
exprimer ses multicorrélations en fonction de ses mesures multi-
spectrales correspondantes . D'où, en posant t 1 = t
a
=E
.
.E
f /2
O .
.J 1/2
~ t
cum{dZ
al
(Al), . ., dZak
(Ak)} = 61(
exp{27r,j
k=2
exp{ -27rj t(y 1 + 1 uk)}
( - Yk)tk}
dG(u2, . ., ur)dyl
..dyr . (19)
Or, la somme sur t c Z de e27rj tß est égale à la distribution
tempérée peigne de Dirac de période 1, noté ici S1 (ß) . Donc
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k=1
les r - 1 premières sommes dans (19) valent b1(uk - 11k) . Par
conséquent, uk = yk et le cumulant calculé devient
a
	
xr
J
Cu =
~
dG(y2, yr) b ( yk) .
(20)
-.1/2 J -1/2
La proposition s'obtient alors par différentiation, grâce à la
multilinéarité des cumulants [7] .
E
En corollaire, on peut établir la propriété de circularité suivante
Proposition 4.2 Si en outre X (t) est sommable à tous les ordres
jusqu'à r, alors pour toute fréquence A telle que ~A{ < r, les
vecteurs dZ(A) sont circulaires à l'ordre (p + q) = r . Autrement
dit
E{dZn,,l(A) . .dZ,,,p(A) dZmz (À) . .dZm q
(A)} = 0
dès que p f q, 1 < p, q < r .
Notons que pour les processus à temps continu, la circularité
décrite ci-dessus serait toujours assurée, pourvu que les écritures
(9) et (11) soient autorisées (par exemple, lorsque les mesures
multispectrales dG sont absolument sommables) . On peut le
vérifier en constatant que si la fréquence d'échantillonnage tend
vers l'infini, alors la condition sur la fréquence réduite JA
< r
tend à être toujours vraie pour toute valeur 0 finie de la fréquence .
Démonstration. Soit s un entier quelconque, s e {1, 2, . ., r},
et p et q deux entiers positifs tels que p + q = s . Appliquons
la proposition 4.1 avec A1 = A2 = . . = Ap = A et Ap+1 =
Ap+2 = . . = Ap+q = - A .
La somme des fréquences vaut
i Ai = (p - q)A. Si p f q, alors une condition suffisante pour
que (p - q) À ne soit jamais entier est que 0 < (p + q) 1 Al < 1 .
Le terme bl(~- A i ) est donc toujours nul sous les hypothèses de
la présente proposition . Comme X(t) est sommable à tous les
ordres jusqu'à r = (p + q), il admet une densité multispectrale
d'ordre s définie par
dGa
y a2 . .a, (A2, . ., As)
= fasa2 . .a,. (A27 . .,
A s ) dA2 . .da
s ,
où fala2 . .as est finie, D'après la proposition 4 .1, tous les cumu-
lants de dZ(A) d'ordre s sont donc nuls, pour tous les ordres
s inférieurs ou égaux à r . Comme les moments sont fonctions
polynômiales des cumulants, ils sont par conséquent aussi tous
nuls .
D
Conclusion . Dans cette section, nous avons donc constaté que
les accroissements spectraux dZn,,5 (A k ) ne sont pas seulement
orthogonaux (i .e . décorrélés à l'ordre 2), mais aussi décorrélés à
l'ordre r, si l'on se place sur la variété Er_1 Ak E Z . Notons
que la borne proposée sur la fréquence dans la proposition 4.2
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est la même que celle du théorème d'échantillonnage aux ordres
supérieurs [6] .
Autrement dit, pour obtenir des variables spectrales circulaires, il
suffirait donc de filtrer les signaux temporels à
T
de la fréquence
d'échantillonnage . Par ailleurs, il est possible d'obtenir des vari-
ables aléatoires non circulaires en À = - , 1 < k < r . C'est le cas
notamment des séquences i .i .d ., possédant un cumulant d'ordre r
non nul. Ce phénomène peut être observé en pratique lorsqu'on
manie les multispectres de signaux à temps discret large bande .
Pour terminer, soulignons qu'un aspect restreint de la circularité a
été abordé dans ce court article . En effet, nous n'avons abordé que
la circularité des vecteurs aléatoires comportant des échantillons
de la forme Xi(Ai) où les fréquences Ai sont égales en module,
ce que l'on pourrait qualifier de circularité marginale . L'étude de
la circularité conjointe, où les fréquences Ai
sont libres, reste une
question ouverte, à laquelle le Prof. Picinbono s'est attelé tout
récemment .
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