Eigenvalue asymptotics for differential operators on graphs  by Currie, Sonja & Watson, Bruce A.
Journal of Computational and Applied Mathematics 182 (2005) 13–31
www.elsevier.com/locate/cam
Eigenvalue asymptotics for differential operators on graphs
Sonja Currie1, Bruce A. Watson∗,2
School of Mathematics, University of the Witwatersrand, Private Bag 3, Wits 2050, South Africa
Received 11 May 2004; received in revised form 15 November 2004
Abstract
We consider the spectral structure for differential equations on graphs. In particular, we show that self-adjointness
does not necessarily imply regularity, we also show that the algebraic and geometric eigenvalue multiplicities of
formally self-adjoint differential operators on graphs are equal. Asymptotic bounds for the eigenvalues are then
found.
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1. Introduction
In this paper we consider the second-order differential equation
ly := −d
2y
dx2
+ q(x)y = y, (1.1)
where q is real-valued and continuous, acting on a weighted graphGwith formally self-adjoint boundary
conditions, [4], at the nodes. It will be shown that a differential operator on a weighted directed graph
∗ Corresponding author. Tel.: +27 11 717 6209; fax: +27 11 717 6259.
E-mail address: bwatson@maths.wits.ac.za (B.A. Watson).
1 The ﬁnancial assistance of the National Research Foundation towards this research is hereby acknowledged.
2 Supported in part by the Centre for Applicable Analysis and Number Theory.
0377-0427/$ - see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2004.11.038
14 S. Currie, B.A. Watson / Journal of Computational and Applied Mathematics 182 (2005) 13–31
can be considered as an ordinary differential system
LY˜ := −WY˜ ′′ +QY˜ = Y˜ (1.2)
on [0,1], where the weight matrix W is a constant positive diagonal matrix and Q is a diagonal matrix
with real continuous entries. Throughout this paper we will only be dealing with systems of form (1.2).
In Section 4,weprove that for differential operators on graphs self-adjointness does not imply regularity,
this is of importance sincemany of the resultswhichwe prove in this paper are known for regular problems,
but not for irregular problems.
Eigenvaluemultiplicities are then considered in Section 6 andwe show that for a self-adjoint differential
operator on a graph the algebraic and geometric eigenvalue multiplicities are equal, i.e. the differential
operator L on its domain, which will be speciﬁed later, is semi-simple.
Our main result is then given in Section 7 where, using abstract Prufer methods, see [1,6], we ﬁnd
explicit asymptotic bounds for the eigenvalues.
Differential operators on graphs include as special cases multi-point boundary value problems and
periodic boundary value problems, [5]. Second-order boundary value problems on ﬁnite graphs also arise
from quantum mechanical models of micro-electronic devices, [2,7].
2. Preliminaries
LetG denote a directed graph with a ﬁnite number of nodes and edges, with each edge having distance
deﬁned by the path-length metric and ﬁnite length. Each edge, ei , of length say li can thus be considered
as the interval [0, li]. Having made this identiﬁcation it is possible to consider the differential equation
(1.1) on the graph G to be the collection of differential equations
−d
2yi
dx2
+ qi(x)yi = yi, x ∈ [0, li], i = 1, . . . , K, (2.1)
where qi and yi denote q and y on ei , respectively.
It is now possible, at each node, , to specify boundary conditions in terms of the values of y and y′ at
 on each of the incident edges. In particular if the edges which originate at node  are ei, i ∈ s() and
the edges which terminate at node  are ei, i ∈ e() then the boundary conditions at  are of the form∑
j∈s ()
[ij yj (0)+ ij y′j (0)] +
∑
j∈e()
[ij yj (lj )+ ij y′j (lj )] = 0, i = 1, . . . , N(), (2.2)
where N() is the number of linearly independent boundary conditions at node .
Remark. It should be noted that by setting ij=0=ij for i=1, . . . , N() and j /∈s() and ij=0=ij
for i = 1, . . . , N() and j /∈e() after relabelling the conditions (2.2) may be written as
K∑
j=1
[ij yj (0)+ ij y′j (0)] +
K∑
j=1
[ij yj (lj )+ ij y′j (lj )] = 0, i = 1, . . . , N, (2.3)
where N is the total number of linearly independent boundary conditions.
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DeﬁningL2(G) to be the set of all f : G→ C with ﬁnite norm under the inner product
(f, g)=
K∑
i=1
∫ li
0
f |ei g¯|ei dt,
L2(G) becomes a Hilbert space. The above boundary value problem on G can be reformulated as an
operator eigenvalue problem, [4], by setting
lf =−f ′′ + qf
with domain
D(l)= {f |f, f ′ ∈ AC, l(f ) ∈L2(G), f obeying (2.2)},
where we have deﬁned (f (j))|ei = (f |ei )(j) for i = 1, . . . , K and j = 0, 1, 2.
In this setting the formal self-adjointness of (2.1) and (2.2) ensures that the operator l onL2(G) is a
closed densely deﬁned self-adjoint operator. But, as will be shown in the next section, there is an even
more convenient operator formulation of (2.1) and (2.2).
3. A system formulation
We now show that the boundary value problem on a graph can be reformulated as a boundary value
problem for a system on the interval [0, 1].
Consider the edge ei of length li , we then have
−y′′i (x)+ qi(x)yi(x)= yi(x) on [0, li].
Let t = x/li and y˜i(t)= yi(li t). Then
− d
2
dt2
[y˜i(t)] = −l2i y′′i (li t)= l2i (yi(li t)− qi(li t)yi(li t))= l2i (−Qi(t))y˜i(t),
whereQi(t)= qi(li t).
Thus for each i = 1, . . . , K our transformed equation is
−y˜′′i + l2i (Qi − )y˜i = 0 on [0, 1]
giving system (1.2) whereW = diag[1/l21, . . . , 1/l2K ], Y˜ =

 y˜1...
y˜K

 andQ= diag[Q1, . . . ,QK ].
We now consider the boundary conditions. After performing the above transformation on each edge
we have that all our edges are now of length 1 and thus we only have the endpoints at 0 and 1. Hence the
boundary conditions may be written in matrix form as
A˜Y˜ (0)+ B˜Y˜ ′(0)+ C˜Y˜ (1)+ D˜Y˜ ′(1)= 0, (3.1)
where A˜= [ij ], B˜ = [ij / lj ], C˜ = [ij ] and D˜ = [ij / lj ].
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Thus our original boundary value problem on the graph G is equivalent to the system boundary value
problem with differential equation (1.2) and boundary conditions (3.1).
LetL2K denote the weighted vectorL2 space
L2K = {F : [0, 1] → CK |Fi ∈L2[0, 1], i = 1, . . . , K}
with inner product
〈F,G〉W =
K∑
i=1
li
∫ 1
0
FiG¯i dt =
∫ 1
0
F TW−1/2G dt. (3.2)
It should be noted thatL2K is isometrically isomorphic toL2(G) under the identiﬁcationL2(G)→L2K
deﬁned by
f (x) →

 f |e1(l1t)...
f |eK (lKt)

 ,
where x ∈ G and t ∈ [0, 1].
The boundary value problem (1.2) and (3.1) can be reformulated as an operator eigenvalue problem,
[9], by setting
LF =−WF ′′ +QF
with domain
D(L)= {F |F,F ′ ∈ AC,L(F) ∈L2(G), F obeying (3.1)}.
Theorem 3.1. System (1.2) and (3.1) is formally self-adjoint inL2K if and only if the boundary value
problem (2.1) and (2.2) inL2(G) is formally self-adjoint.
Proof. LetF,G: [0, 1] → CK beC2 and denote by f and g the functions onG deﬁned by f |ei (li t)=Fi(t)
and g|ei (li t)=Gi(t) for i = 1, . . . , K and t ∈ [0, 1], then under this identiﬁcation
〈LF,G〉W − 〈F,LG〉W = −
K∑
i=1
l−1i
∫ 1
0
[F ′′i G¯i − FiG¯′′i ] dt
= −
K∑
i=1
l−1i [F ′i G¯i − FiG¯′i]10
= −
K∑
i=1
[(f ′g¯ − f g¯′)|ei ]li0
= (lf , g)− (f, lg)
and (2.2) holds if and only if (3.1). 
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In this setting the formal self-adjointness of (1.2) and (3.1) ensures that the operator L on L2K is a
closed densely deﬁned self-adjoint operator and thus the formal self-adjointness of (2.1) and (2.2) ensures
that L is a closed densely deﬁned self-adjoint operator inL2K .
4. Irregularity
In this section we show that self-adjointness does not necessarily imply regularity, in fact in most cases
it does not.
Without loss of generality, see Section 5, we may assume that our boundary conditions are normalised,
i.e., of the form
U1(Y )= U10(Y )− U11(Y )= 0,
U2(Y )= U20(Y )− U21(Y )= 0,
where
U10(Y )= A1Y ′(0)+ A10Y (0),
U20(Y )= A2Y ′(0)+ A20Y (0),
U11(Y )= B1Y ′(1)+ B10Y (1),
U21(Y )= B2Y ′(1)+ B20Y (1),
where for each i = 1, 2, at least one of the matrices Ai , Bi , is different from zero. If Ai = 0 then by the
normalisation process given in [8, p. 120] we will obtain that Ai0 will then become Ai and similarly for
Bi = 0.
Following Naimark [8, p. 121], we deﬁne regularity of boundary conditions as follows.
Deﬁnition 4.1. The normalised boundary conditions, above, are said to be regular if both the numbers
− and + deﬁned by
− = i2n det
[
W−1/2B1 −A1
W−1/2B2 −A2
]
, + = i2n det
[
A1 −W 1/2B1
A2 −W 1/2B2
]
do not vanish. WhereW is the constant, positive, diagonal weight matrix of (1.2).
We make use of a counter example to show that even a simple self-adjoint boundary value problem on
a graph is not regular.
Consider the graph
with one node, , and the second-order operator
−d2y
dx2
+ qy = y
18 S. Currie, B.A. Watson / Journal of Computational and Applied Mathematics 182 (2005) 13–31
with boundary conditions of the form
y(0)= y(1),
y′(0)= y′(1)
at .
We then have that
+ = − det
[−1 −1
−1 −1
]
= 0,
i.e., we do not have regularity.
In general self-adjoint problems on graphs are not regular as is evident from the above example.
5. Separated boundary conditions
In Section 3, we showed that the formally self-adjoint boundary value problem (2.1) and (2.2) could be
reformulated as the formally self-adjoint boundary value problem for system (1.2) with boundary condi-
tions (3.1). In general the boundary conditions (3.1) are not separated, i.e., (3.1) cannot be equivalently
written as
P Y˜ (0)+QY˜ ′(0)= 0,
RY˜ (1)+ SY˜ ′(1)= 0
for suitable matrices P, Q, R and S.
In this section, we show that system (1.2) with boundary conditions (3.1) can be replaced by a formally
self-adjoint system of dimension 2K , where K is given in Eq. (2.1), on [0, 1] with separated boundary
conditions. This new system is equivalent to system (1.2) with boundary conditions (3.1) generated by
introducing a vertex, mi , at the mid-point of each edge, ei , and imposing the boundary conditions
y(m−i )= y(m+i ),
y′(m−i )= y′(m+i )
therefor i = 1, . . . , K . It should be noted that these represent formally self-adjoint boundary conditions
at the vertex mi , and as the boundary conditions at each vertex  of our original graph G are formally
self-adjoint, the resulting boundary value problem is formally self-adjoint.
The following theorem provides a rigorous formulation of the above discussion in terms of system
(1.2) and its boundary conditions (3.1), the proof is omitted as it is a routine calculation.
Theorem 5.1. System (1.2) with boundary conditions (3.1) formally self-adjoint with respect to the inner
product given in (3.2), is equivalent to the formally self-adjoint, with respect to the inner product 〈· , ·〉M ,
system
−MT ′′ + PT = T (5.1)
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with boundary conditions
A∗T (0)− B∗T ′(0)= 0, (5.2)
	∗T (1)− 
∗T ′(1)= 0, (5.3)
whereM = 4
[
W
0
0
W
]
, P =
[
Q
(
t+1
2
)
0
0
Q
(1−t
2
)]
, A∗ =
[
I
0
−I
0
]
,−B∗ =
[
0
I
0
I
]
, 	∗ = [C˜ A˜] and−
∗ =
2[D˜ − B˜]. By equivalent we mean that spectrum is preserved, and there is a 1–1 onto map between
the spaces which is inner product preserving and maps eigenfunctions to eigenfunctions and, more
speciﬁcally, solutions to solutions. This mapping is given by
Y˜ (t) → T (t) :=

 Y˜
(
t + 1
2
)
Y˜
(
1− t
2
)

 .
It should be noted thatM is a diagonal matrix with constant positive entries and P is a diagonal matrix
with real continuous entries on the diagonal.
For the remainder of this paper, when referring to Eqs. (5.1)–(5.3), it will be with T formally replaced
by Y.
6. Eigenvalue multiplicities
We begin by deﬁning the algebraic and geometric mutiplicites of an eigenvalue, following which we
show that for self-adjoint boundary value problems on graphs the algebraic and geometric multiplicities
are the same.
In [6] it is shown that the eigenvalues of (5.1)–(5.3) are given by the zeros of
(x, ) := det[	∗Y (x, )− 
∗Y ′(x, )].
Deﬁnition 6.1. If 0 is a zero of (1, 0) of order  with respect to  then the algebraic multiplicity of 0
is .
Deﬁnition 6.2. The geometric multiplicity of an eigenvalue 0 of (5.1)–(5.3) is deﬁned to be the number
of linearly independent solutions of the boundary value problem for = 0.
LetL1Y =−MY ′′ +PY , Y ∈ D(L1)={Y |Y, Y ′ ∈ AC,L1(Y ) ∈L2(G), UY =0, =1, 2} ⊂L2M ,
where U, = 1, 2, are the boundary forms corresponding to (5.2) and (5.3).
Deﬁnition 6.3. Let 0 be an eigenvalue ofL1 with eigenfunction (x). The functions 1(x),2(x), . . . ,
m(x) are said to be associated with the eigenfunction (x)= 0(x) if
U()= 0, = 1, . . . , m; = 1, 2
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(we have this simple expression since none of our boundary conditions depend on ), and for = 0 the
following relations hold:
L1(0)= 0,
(L1 − 0)1 = 0,
. . .
(L1 − 0)m = m−1.
See [8, p. 16].
Theorem 6.4. The algebraic and geometric mutiplicities of an eigenvalue 0 of L1 are equal.
Proof. From Naimark [8, p. 20] we have that at an eigenvalue 0 of (5.1)–(5.3) the system of eigen-
functions and their associated functions generate a subspace, the dimension of which is equal to the
multiplicity of the zero of () at = 0. I.e., the associated functions complete the set of eigenfunctions
to form a space of the necessary dimension.
Hence, all we need to show is that (5.1)–(5.3) has no associated functions.
Assume Y0 is an eigenfunction with eigenvalue , then L1Y0 = Y0, Y0 ∈ D(L1) with associated
function Y1. From the deﬁnition of associated functions we have that
(L1 − )Y1 = Y0.
Now Y1 cannot be identically zero (as then Y0 = 0, which is an eigenfunction) and we have that Y0 ∈
R(L1 − ). But
R(L1 − )= (N(L1 − ))⊥
giving Y0 ∈ (N(L1 − ))⊥, i.e., Y0 ∈ N(L1 − ) ∩ (N(L1 − ))⊥ = {0}, contradiction.
Hence all Jordan chains are of length 1. 
We also note that our system (5.1) is in C4K and we have 2K boundary condition constraints, (5.2), at
x = 0, thus the maximum multiplicity of an eigenvalue is 2K .
7. Eigenvalue asymptotics
We ﬁnd asymptotic bounds for the eigenvalues of the differential operator (5.1)–(5.3), which are in
turn the eigenvalues of the differential operator, (1.1), (2.2), on the graph G. This second-order operator
can be rewritten as a ﬁrst-order system as follows:
Y ′ = Z and Z′ = −G(x, )Y, (7.1)
whereG(x, )=M−1(I −P).We consider general, separated, self-adjoint boundary conditions of form
the (5.2) and (5.3) where A, B, 	, 
 are constant coefﬁcient matrices with [	∗,−
∗] and
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[A∗,−B∗] having maximal rank (i.e., 2K). In order to apply [6] we require that the following three
properties hold:
(1) G(x, ) must be continuous and symmetric.
(2) A∗B = B∗A and 	∗
= 
∗	.
(3) A∗A+ B∗B = I and 	∗	+ 
∗
= I .
Since Q(x) is continuous it is obvious that G(x, ) is continuous and it is easy to show that G(x, )T =
G(x, ), i.e., it is symmetric.
The rank of [A∗,−B∗] and [	∗,−
∗] is 2K , thusA∗A+B∗B has rank 2K , and is therefore equivalent
to I (i.e., can be reduced to I ). Similarly for 	∗	+ 
∗
.
Condition (2) is not necessarily true for our original problem but there is an equivalent boundary value
problem for which (2) is true as we are only interested in the null spaces of [A∗,−B∗] and [	∗,−
∗],
respectively.
Lemma 7.1. System (5.1)–(5.3) is equivalent to a system (5.1) but with the coefﬁcient matrices in (5.2)
and (5.3) obeying condition (2).
Proof. Consider the Hilbert spaceL2M with inner product
〈u, v〉M =
∫ 1
0
uTM−1v dt.
Then
〈L1u, v〉 − 〈u,L1v〉 =
∫ 1
0
[(
−u′′TMM−1v + uTPM−1v
)
− (−uTM−1Mv′′ + uTM−1Pv)] dt
=
∫ 1
0
(
uTv′′ − u′′Tv) dt
=
[
uTv′ − u′Tv
]1
0
=
[
uT, u′T
] [ 0 I
−I 0
] [
v
v′
]1
0
.
So L1 is formally self-adjoint on D(L1) and the Lagrange form of L1 is
L[u, v] =
[
uT, u′T
] [ 0 I
−I 0
] [
v
v′
]
.
Now [A∗,−B∗] and [	∗,−
∗] are both of rank 2K and
A∗x − B∗y = 0= A∗z− B∗w ⇒ [xT, yT] [ 0 I−I 0
] [
z
w
]
= 0
⇔ [xT, yT] [ w−z
]
= 0
⇔ xTw − yTz= 0.
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We may also write the null space of [A∗,−B∗] as [D1,D2]Tp, p ∈ C2K , for suitable matrices D1 and
D2. In particular we require A∗D1p − B∗D2p = 0 and (D1q)T(D2p)− (D2q)T(D1p)= 0.
I.e., for all p, q ∈ C2K
qTDT1D2p − qTDT2D1p = 0 ⇒ DT1D2 =DT2D1
⇒ D∗1D2 =D∗2D1.
So D∗2D1 = D∗1D2, i.e., D∗2D1p − D∗1D2p = 0 for all p ∈ C2K . Hence [D∗2 ,−D∗1 ] has the same null
space as [A∗,−B∗] and the same rank. As we are only interested in the null space of [A∗,−B∗] we can
without loss of generality let A∗ =D∗2 and B∗ =D∗1 . The same argument holds for [	∗,−
∗]. 
Thus we can, without loss of generality, assume that properties (1)–(3) hold for our boundary value
problem.
We now need a couple of deﬁnitions:
Deﬁnition 7.2. For each , a solution pair {Y (x, ), Z(x, )} of (7.1) is conjoined provided
Y ∗(x, )Z(x, ) ≡ Z∗(x, )Y (x, ), ∀x ∈ [0, 1].
Deﬁnition 7.3. A solution pair {Y (x, ), Z(x, )} of (7.1) is nontrivial provided det Y (x, ) has at a most
ﬁnite number of zeros for each ﬁxed .
The following results are then obtained in [6]:
A solution pair {Y (x, ), Z(x, )} of (7.1) satisfying
Y (0, ) ≡ B, Z(0, ) ≡ A (7.2)
is nontrivial and conjoined. Clearly this pair satisﬁes the boundary conditions at zero given in (5.2) and
(5.3), and hence this pair is the only solution which we need to consider.
Theorem 7.4. Let {Y (x, ), Z(x, )} be the solution pair of (7.1), (5.2) and (5.3). The matrix (Y, Z)
deﬁned by
(Y, Z)= (Z + iY )(Z − iY )−1
exists for all x ∈ [0, 1] and for each  has the following properties on [0, 1]:
(i)  is a unitary matrix;
(ii)  satisﬁes the differential equation
′ = 2i(x, ),
where
(x, )= (Z∗ + iY ∗)−1[Z∗Z + Y ∗GY ](Z − iY )−1
(iii) If j (x, ), j = 1, . . . , k are the characteristic roots of  then |j (x, )| = 1, j = 1, . . . , k, and for
any ﬁxed x, j (x, )=+1 for at least one j if and only if det Y (x, )= 0;
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(iv) The functions j (x, ) move monotonically and positively on the unit circle when they are at +1,
as x increases;
(v) For each ﬁxed x, the multiplicity of a zero of det Y (x, ), i.e., the dimension of the null space of
Y (x, ), is equal to the number of characteristic roots j (x, ) of  having the value +1;
(vi) Let j (x, ) = arg j (x, ), j = 1, . . . , 2K , where it is assumed that the functions j (x, ) are
continued as continuous functions with respect to x. Then
det = exp

i
2K∑
j=1
j (x, )


and
2
∫ x
0
tr(t, ) dt =
2K∑
j=1
[j (x, )− j (0, )].
The solution pair {Y (x, ), Z(x, )} of (7.1) and (7.2) clearly satisﬁes the boundary condition at x = 0
given in (5.2). It is now necessary to establish a solution pair which satisﬁes the boundary condition at
x = 1 as given by (5.3). To accomplish this we use the polar coordinate transformation given in [6]. This
is an extension of the work done by Barrett in [3].
We consider the solution pairs {S(x), C(x)} of the matrix differential system
Y ′(x)=H(x)Z(x), Z′(x)=−H(x)Y (x), (7.3)
Y (0)= , Z(0)= , (7.4)
where H(x) is an 2K × 2K continuous symmetric matrix and  and  are 2K × 2K constant matrices
satisfying ∗= ∗, ∗+ ∗= I . The solution pairs of systems of form (7.3) and (7.4) behave in a
manner quite similar to trigonometric functions.
Theorem 7.5 (Etgen [6], Theorem C). Let {Y (x, ), Z(x, )} be the solution pair of (7.1) and (7.2).
There exists a continuous, symmetric matrix H(x, ) and a nonsingular, continuously differentiable (in
x) matrix T (x, ) such that
Y (x, )= S∗(x, )T (x, ), Z(x, )= C∗(x, )T (x, )
for each , where {S(x, ), C(x, )} is the solution of
S′ =H(x, )C, C′ = −H(x, )S, (7.5)
S(0, )= B∗, C(0, )= A∗. (7.6)
Moreover, T (x, ) is the solution of
T ′ = [SC∗ − CGS∗]T , T (0, )= I
and
H(x, )= CC∗ + SGS∗. (7.7)
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The boundary condition at x = 1 in (5.3) may thus be written in terms of the matrices S and C as
	∗Y − 
∗Z = 	∗S∗T − 
∗C∗T = [	∗S∗ − 
∗C∗]T .
Note: Since T is nonsingular, the zeros of det[	∗Y − 
∗Z] coincide with those of det[	∗S∗ − 
∗C∗].
Let the pair of matrices {U,V } be deﬁned by the equations
U(x, )= S(x, )	− C(x, )
, V (x, )= C(x, )	+ S(x, )
. (7.8)
Then the eigenvalues of our problem are precisely the values for which det (U(1, ))= 0. I.e., a terminal
Dirichlet problem in U.
The tuple, {U,V } is a trigonometric pair in the sense that it is the solution of (7.3)–(7.4), withH(x, )
as given in (7.7) and
= B∗	− A∗
, = A∗	+ B∗
,
where ∗= ∗ and ∗+ ∗= I .
Each initial value problem deﬁning a trigonometric pair is, essentially, an initial value problem of form
(7.1)–(7.2). Hence the matrices
E(x, )= (C − iS)−1(C + iS),
F (x, )= (V − iU)−1(V + iU) (7.9)
with {S,C} given by (7.5)–(7.6) and {U,V } given by (7.8), exist and obey properties (i)–(iii), (v) and
(vi) of Theorem 7.4. From Theorem 7.5, it can be seen that E(x, ) ≡ (x, ) and hence E also possesses
property (iv) of Theorem 7.4. Let fj (x, ), j = 1, . . . , 2K , denote the characteristic roots of F(x, )
and let j (x, ) = arg fj (x, ) for each j, with the assumption that j (x, ) is continuous function and
j (0, ) ∈ [0, 2). Using property (vi) of Theorem 7.4 we have
det E(x, )= exp

i
2K∑
j=1
j (x, )

 ,
det F(x, )= exp

i
2K∑
j=1
j (x, )

 (7.10)
and
2
∫ x
0
trH(t, ) dt =
2K∑
j=1
[j (x, )− j (0, )] =
2K∑
j=1
[j (x, )− j (0, )]
= 2
∫ x
0
tr(t, ) dt. (7.11)
Eigenvalues of (5.1)–(5.3) are the values of  for which j (1, )=0 (mod2). Hence we are concerned
with the behaviour of the functions j (x, ), j = 1, . . . , 2K .
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Theorem 7.6. For ﬁxed x ∈ [0, 1] the functions j (x, ) are monotone increasing in  ∈ R.
Proof. By Theorem 7.4, F is unitary, therefore
F = (V ∗ + iU∗)(V ∗ − iU∗)−1
= (+ i)(− i)−1,
where = 	∗Y − 
∗Z and = 	∗Z + 
∗Y .
Differentiating F with respect to , we obtain
F

= 2iFJ(x, ),
where J (x, )= (∗ + i∗)−1[∗ − ∗](− i)−1.
Since the arguments of the eigenvalues of F are of form 2
∫
j () where j are the eigenvalues of J
we need only show that J is a positive deﬁnite matrix. From the deﬁnitions of  and  and the properties
of 	 and 
 we have
∗ − ∗ = (Z∗	+ Y ∗
)(	∗Y − 
∗Z)− (Y ∗	− Z∗
)(	∗Z + 
∗Y)
=Z∗(		∗ + 
∗)Y − Y ∗(		∗ + 
∗)Z
=Z∗Y − Y ∗Z.
Now
[Z∗Y − Y ∗Z]′ = Y ∗GY,
thus we have, on integrating from 0 to x, that∫ x
0
[Y ∗GY ] = [Z∗Y − Y ∗Z](x).
SinceG=W−1> 0 we have that ∗−∗> 0, thus J is of the form A∗BA where B is positive and
A is invertible, hence J is positive deﬁnite. Therefore the functions j (x, ) are increasing in . 
The matrix F thus satisﬁes the boundary conditions and has eigenvalues with arguments monotonically
increasing in .
Lemma 7.7. For large , (>T race P ), the arguments of the characteristic roots of F(x, ) are in-
creasing in x for each ﬁxed .
Proof. Using the same reasoning as in Theorem 7.6 we have that
F = (+ i)(− i)−1,
where = 	∗Y − 
∗Z and = 	∗Z + 
∗Y .
Differentiating F with respect to x, we obtain
F
x
= 2iFJ(x, ),
where J (x, )= (∗ + i∗)−1[∗x − ∗x](− i)−1.
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From the deﬁnitions of  and  and the properties of 	 and 
 we have
∗x − ∗x = (Z∗	+ Y ∗
)(	∗Yx − 
∗Zx)− (Y ∗	− Z∗
)(	∗Zx + 
∗Yx)
=Z∗(		∗ + 
∗)Z − Y ∗(		∗ + 
∗)(−GY)
=Z∗Z + Y ∗GY > 0.
Thus by the same reasoning as in Theorem 7.6 we have the required result. 
We now apply the techniques of [1] to F in order to obtain asymptotic bounds for the eigenvalues.
Lemma 7.8. Let 012, . . . , denote the eigenvalues of (5.1)–(5.3) repeated according to multiplic-
ity, then
2(n+ 1) arg det F(1, n)< 2(n+ 1)+ 4K, f or all n= 0, 1, 2, . . . . (7.12)
Proof. Denote by nj the number of solutions of the congruence relation
j (1, ) ≡ 0 (mod2), n.
Then
∑2K
1 nj = n+ 1, is the number of eigenvalues (with multiplicity) not exceeding n [1, p. 310].
Since j (0, )0 and the j (x, ) are increasing functions of xwehave that for any ﬁxed , j (x, )> 0
for 0<x1.
Now since the j (x, ) are positive and montone increasing in , we have
j (1, n)2(nj + 0)
so summing over j,
arg det F(1, n)=
2K∑
1
j (1, n)2(n+ 1). (7.13)
Similarly
j (1, n)< 2(nj + 1)
and so
arg det F(1, n)< 2(n+ 1)+ 4K.  (7.14)
Theorem 7.9. Let G be a graph with ﬁnitely many edges and let 012, . . . , denote the eigenvalues
of (2.1) and (2.2) repeated according to multiplicity. Then there is a constant n0 such that for n>n0, the
eigenvalues are given asymptotically by
−+ (n+ 1)− 4K
K2

√
n
(n+ 1)− 4K
K1
+ ,
where K1 and K2 are given by
K1 =
K∑
1
{(
1+ l
2
i
4
)
− 1
2
∣∣∣∣∣1− l
2
i
4
∣∣∣∣∣
}
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and
K2 =
K∑
1
{(
1+ l
2
i
4
)
+ 1
2
∣∣∣∣∣1− l
2
i
4
∣∣∣∣∣
}
.
Proof. From Eq. (7.14) we have that
0
2K∑
j=1
j (1, n)− 2(n+ 1)< 4K.
Also 0j (0, n)< 2 giving that
0
2K∑
j=1
j (0, n)< 4K.
Consequently
−4K<
2K∑
j=1
[j (1, n)− j (0, n)] − 2(n+ 1)< 4K.
I.e., ∣∣∣∣∣∣
2K∑
j=1
[j (1, n)− j (0, n)] − 2(n+ 1)
∣∣∣∣∣∣< 4K.
Now from Eq. (7.11)
2
∫ 1
0
tr H =
2K∑
j=1
[j (1, n)− j (0, n)]
and we get that∣∣∣∣
∫ 1
0
trH − (n+ 1)
∣∣∣∣< 2K.
Also by Eq. (7.11), ∫ 10 trH = ∫ 10 tr, so∣∣∣∣
∫ 1
0
tr− (n+ 1)
∣∣∣∣< 2K. (7.15)
It now remains to get an improved estimate on
∫ 1
0 tr(t, n) dt .
Deﬁning
+ =
(
Z + i√Y
) (
Z − i√Y
)−1
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we have directly from [1, p. 321] that∣∣∣∣∣∣
2K∑
j=1
j (x, n)−
2K∑
j=1
+j (x, n)
∣∣∣∣∣∣< 2K.
Hence∣∣∣∣∣∣2
∫ 1
0
tr−
2K∑
j=1
[+j (1, n)− +j (0, n)]
∣∣∣∣∣∣< 4K. (7.16)
Thus it only remains to show that
2
√

∫ 1
0
tr+ =
2K∑
j=1
[+j (1, n)− +j (0, n)] (7.17)
and to obtain an asymptotic formula for tr+.
Now by a straight forward calculation we obtain that
+′ = 2i√++,
where + = (Z∗ + i√Y ∗)−1(Z∗Y ′ − Y ∗Z′)(Z − i√Y )−1.
Therefore we get
det +(1)= exp
{
2i
√

∫ 1
0
tr+ dt
}
det +(0),
i.e.,
2
√

∫ 1
0
tr+ =
2K∑
j=1
[+j (1, n)− +j (0, n)].
Now since
+ = (Z∗ + i√Y ∗)−1(Z∗Y ′ − Y ∗Z′)(Z − i√Y )−1
it is possible to show by direct computation that
Z∗Z + Y ∗GY = 14 [{(Z∗ + i
√
Y ∗)+ (Z∗ − i√Y ∗)}{(Z + i√Y )+ (Z − i√Y )}
− {(Z∗ + i√Y ∗)− (Z∗ − i√Y ∗)}G {(Z + i
√
Y )− (Z − i√Y )}].
Thus since + is unitary
4+ = {I + +∗}{+ + I } − {I − +∗}G {+ − I }
= {+ + I + I + +∗} − {G + − G − +∗ G + + +∗ G }.
Also tr(+∗(G/)+)= tr(G/), so it can easily be shown that
4 tr+ = 2
[
tr
(
I + G

)
+ Re tr
((
I − G

)
+
)]
.
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Now
−tr
∣∣∣∣I − G
∣∣∣∣ Re tr
(
I − G

)
+ tr
∣∣∣∣I − G
∣∣∣∣
thus ∣∣∣∣4
∫ 1
0
tr+ − 2
∫ 1
0
tr
(
I + G

)∣∣∣∣ 
∫ 1
0
tr
∣∣∣∣I − G
∣∣∣∣ .
Combining these results gives∣∣∣∣2√
∫ 1
0
tr+ −√
∫ 1
0
tr
(
I + G

)∣∣∣∣ 
√

2
∫ 1
0
tr
∣∣∣∣I − G
∣∣∣∣ .
Thus from Eqs. (7.16), (7.17) and Eq. (7.15) respectively, we obtain∣∣∣∣√
∫ 1
0
tr
(
I + G

)
− 2
∫ 1
0
tr
∣∣∣∣< 4K+
√

2
∫ 1
0
tr
∣∣∣∣I − G
∣∣∣∣
and ∣∣∣∣2
∫ 1
0
tr− 2(n+ 1)
∣∣∣∣< 4K
giving that∣∣∣∣√
∫ 1
0
tr
(
I + G

)
− 2(n+ 1)
∣∣∣∣< 8K+
√

2
∫ 1
0
tr
∣∣∣∣I − G
∣∣∣∣ .
Therefore∣∣∣∣∣
√
n
(
K +
K∑
1
l2i
4
)
− (n+ 1)
∣∣∣∣∣< 4K+
√
n
2
K∑
1
∣∣∣∣∣1− l
2
i
4
∣∣∣∣∣+ O
(
1√
n
)
.
Letting
K1 =
K∑
1
{(
1+ l
2
i
4
)
− 1
2
∣∣∣∣∣1− l
2
i
4
∣∣∣∣∣
}
and
K2 =
K∑
1
{(
1+ l
2
i
4
)
+ 1
2
∣∣∣∣∣1− l
2
i
4
∣∣∣∣∣
}
we obtain that
O
(
1√
n
)
+√nK1 − 4K(n+ 1)O
(
1√
n
)
+√nK2 + 4K.
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Hence
(n+ 1)− 4K
K2
+ O
(
1√
n
)

√
n
(n+ 1)− 4K
K1
+ O
(
1√
n
)
and for large n these imply
−+ (n+ 1)− 4K
K2

√
n
(n+ 1)− 4K
K1
+ 
since the terms O(1/
√
n) will be less than  in absolute value if n is large enough. 
Corollary 7.10. LetGbe a graphwith ﬁnitelymany edges. If each edge has a rational length (or each edge
has length a rational multiple of k > 0), then the eigenvalues of (2.1) and (2.2) are given asymptotically
by √
n = ntotal length + O(1).
Proof. Assume we have a graph with K edges that have rational lengths, it is then possible to ﬁnd a
least number ls such that all the edges can be divided exactly into an integer number of smaller edges
each of length ls where at each new node i say, we have introduced boundary conditions of the form
y(−i )= y(+i ) and y′(−i )= y′(+i ) which do not alter our problem. The total number of edges will then
be given by
K∑
i=1
li
ls
= L
say, where li for i = 1, . . . , K are the respective original lengths of the edges. We can then carry out the
separation of the boundary conditions exactly at before by introducing a node in the middle of each edge
and this gives us 2L edges of length ls/2 each. So we have that
M = 4
[
W 0
0 W
]
= 4
l2s
I
and we can then divide through getting that
−IT ′′ + l
2
s
4
PT = l
2
s
4
T .
Hence from the theorem above we have that√
l2s
4
n = n2L + O(1)
giving us√
n = 2
ls
( n
2L
+ O(1)
)
and from the deﬁnition of L we have the required result. 
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