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Abstract
With an intrinsic advantage in describing complex fracture networks, the phase field method has demonstrated promising potential
for the simulation of hydraulic fracturing processes in recent literatures. We critically examine the existing phase-field hydraulic
fracturing models, and propose a hybrid solution scheme with a revised fluid model. Specifically, the formation deformation and
phase field are solved using the finite element method (FEM), while the fluid flows are solved using the finite volume method
(FVM). The proposed hybrid scheme is validated with the analytical solution for the toughness-dominated fracture propagation
and is tested on the complex hydraulic fracturing process in a naturally fractured formation. Demonstrated by numerical examples,
the proposed hybrid phase-field framework has several advantages: 1) it captures the effect of fluid pressure inside the fracture and
reservoir more accurately than existing models; 2) it provides a sharper capture of formation fractures; 3) it avoids the nonphysical
oscillation of fluid pressure when using a pure FEM solver; and 4) it has a superior performance in mesh and time step convergence.
Keywords: Phase field method; Fluid-driven fracture; Porous media; Finite element method; Finite volume method; Discrete
fracture network
1. Introduction
Fluid-driven fractures are common in geotechnical, environmental and petroleum engineering, among which a
typical case is the hydraulic fracturing process in the oil and gas industry. Hydraulic fracturing plays an important
role in increasing the reservoir permeability and hence enhancing oil and gas recovery. It is a coupled physical process
involving porous media deformation, fracture propagation and fluid flow inside fracture and reservoir formation [1].
The process is further complicated by the presence of natural fracture network and the heterogeneity and anisotropy
of the formation. Hydraulic fracturing, owing to its importance and complexity, has been extensively studied by both
academia and industries.
During the past decades, diverse numerical approaches have been adapted and improved to simulate the hydraulic
fracturing process. Continuum based methods treat the formation as a continuum, with the fractures modelled as dis-
crete or smeared cracks. Using the discrete fracture models, the initiation and propagation of fractures are simulated
by inserting discontinuities, and the associated numerical methods include the finite element method (FEM) [2, 3, 4]
boundary element method (BEM) [5] and extended finite element method (XFEM) [6, 7, 8]. As the fracture sur-
faces need to be continuously tracked, the discrete fracture models often require remeshing and become impractical if
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Figure 1. Comparison between the classic discrete fracture model (left) and the phase-field fracture model (right)
complex fracture networks are present. Using the smeared fracture models, the fractures are represented by damaged
elements and the damage of the elements is normally governed by a fracture criterion such as Mohr-coulomb criterion
[9, 10]. Since the topology of spatial discretization does not change in the smeared fracture models, remeshing is
avoided, but the computed fracture path is smeared. Unlike the continuum based methods, the non-continuum based
methods describe the material with discrete particles (blocks) and bonds (joints), and the initiation and propagation
of fractures are simulated by the breakage of internal bonds or joints. The non-continuum based methods do have
advantages in dealing with complex fractures, but the simulated fracture paths are often dependent on the specific dis-
cretization and difficult to achieve convergence. Hybrid methods such as the finite-discrete element method (FDEM)
have also been developed to simulate hydraulic fracturing with complex fracture propagations [11, 12, 13].
A promising approach to cope with complex fracture propagation is the phase field method, which has been used in
fracture simulation since 1998 [14, 15]. The phase field method introduces an extra parameter, i.e. the phase field, that
varies continuously from 0 to 1 and represents all fractures in the simulation domain. Compared with the traditional
discrete fracture models based on FEM, BEM or XFEM representations, the phase-field fracture model has several
attractive features. First, the fracture initiation, propagation, branching and merging are solved in a unified framework
and no extra criteria or numerical treatment is needed. Secondly, it treats multiple fractures simultaneously as an
energy minimization problem, avoiding the tedious tracking and assessing of each individual fracture propagation.
Thirdly, it can easily account for material heterogeneity. The main drawback of the phase field method is its high
computational cost, in that a finer mesh is usually required for accurate solution.
Applying the phase field method to fluid-driven fractures is however a more recent advancement. First reported
in [16], several phase field models have been presented to simulate the hydraulic fracturing process, using different
approaches to combine the effect of fluid flow into the classic phase-field fracture model. The first approach considers
the fluid effect as part of the work done by external forces [16, 17, 18]. The second approach combines the fluid
potential energy into the total energy, and solves the displacement, pressure and phase field via the variational method
[19]. The third approach simulates the fluid transport and rock deformation in a volume fraction based model [20].
However, the relationship between different models remains unclear, and no general consensus is reached yet.
The present study has two objectives: 1) to clarify the difference and relationship between various fluid models
in phase-field simulation of hydraulic fracturing and to propose a new fluid model with higher accuracy; and 2) to
develop an FE-FV solution scheme for phase-field hydraulic fracturing simulation and to avoid the various numerical
issues encountered in existing approaches. The rest of the paper is organized as follows. § 2 provides a brief overview
of existing phase-field hydraulic fracturing models. § 3 presents a new FE-FV solution scheme with a revised fluid
model. § 4 compares different fluid models in phase-field hydraulic fracturing simulation, validates the accuracy of the
proposed model, and demonstrates the advantages of the proposed scheme in a range of numerical cases. Concluding
remarks are made in § 5.
2. Phase field models for hydraulic fracturing
2.1. Phase-field representation of fracture
The classic discrete fracture model and the phase-field fracture model are compared in Figure 1. For the classic
discrete fracture model, the material deformation is first solved using a numerical method like FEM, then the fracture
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propagation is determined by the strain and stress state of material near the crack tip, and finally the material dis-
cretization is updated by inserting discontinuities. The phase field model treats the material deformation and fracture
propagation as a unified energy minimization problem, and they are solved together following a variational frame-
work. To do so, the phase field variable is introduced to represent the fracture evolution and a fracture surface energy
is incorporated into the total energy. A phase-field fracture model is generally expressed as [18, 21]:
[û, ϕ̂] = Arg {infE(u, ϕ)} (1)
where u is the displacement of material, ϕ is the phase field representing fracture, and E is the total energy as a
function of u and ϕ. The phase field ϕ is real-valued between 0 and 1, with the value 0 at the fracture and the value 1
further away from the fracture. The total energy of a linear elastic medium containing fractures is expressed as:
E = Ψe + Ψ f rac (2)
where Ψe and Ψ f rac denote the elastic energy and the fracture surface energy respectively. The fracture surface energy
is expressed as:
Ψ f rac = GcHN−1(Γ) (3)














where Ω denotes the simulation domain in the phase field model and η is the length scale parameter. When η ap-
proaches 0, the diffusive crack represented by the phase field ϕ approximates the sharp crack solved with the discrete







τ · uds −
∫
Ω
ϕρg · udΩ (5)
where τ is the external surface force, ρ the density of material, and g the gravity acceleration. ψe(ε, ϕ) is the elastic




ϕ2ε : (C : ε) (6)
where C is the elastic tensor and ε denotes the strain. However the above isotropic formulation can lead to fictitious
fractures due to compression [22]. In order to avoid this, two split strategies [22, 23] have been proposed to compute
the elastic strain energy as a combination of tensile (denoted by superscript + or subscript +) and compressive (denoted
by superscript − or subscript −) strain energies. According to Miehe’s formation [23], the elastic energy density is
defined as:
ψe(ε, ϕ) = ψ−e (ε, ϕ) + ϕ
2ψ+e (ε, ϕ) (7)
where the tensile and compressive parts of the elastic energy density are expressed as:























ni ⊗ ni. εi and ni are the principal strains and corresponding directions, i is from 1 to δ, δ = 2 in 2D and
3 in 3D. The bracket operators are defined as 〈x〉+ = (|x| + x)/2 and 〈x〉− = (|x| − x)/2. The corresponding stress is
expressed as:
σ = ϕ2[λ〈tr(ε)〉+I+2µε+] + [λ〈trε〉−I+2µε−] (10)
2.2. Existing fluid models in phase-field simulation of hydraulic fracturing
The phase field method was first applied to hydraulic fracturing simulation by Bourdin et al. [16], and since then
several different models have been developed to integrate the effect of fluid pressure along the fracture and the pore
pressure in the formation into the classic phase-field fracture model.
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2.2.1. Modelling fluid effects as work by external forces
A typical approach to incorporate the fluid effect into the phase-field fracture model is through the work by external







τ · uds −
∫
Ω
ϕρg · udΩ −W f luid (11)
In the above equation, the work done by the fluid pressure inside the fracture is expressed as:
W f luid =
∫
Γ
p(u+ − u−) · nds ≈
∫
Ω
pu · ∇ϕdΩ (12)
where p is the fluid pressure, u+ and u− are the displacement at two sides of the fracture, u is the displacement field,
and n is the oriented normal direction to the fracture path Γ.
























τ · uds −
∫
Ω
f · udΩ −
∫
Ω
pu · ∇ϕdΩ (13)
where α is the Biot’s coefficient and f is the body force. In this equation, the equivalent work done by the fluid can
be expressed as:
W f luid =
∫
Ω
ϕ2αp∇ · udΩ +
∫
Ω
pu · ∇ϕdΩ (14)





pn · uds = −
∫
Λ
∇ · (pu)dΛ +
∫
∂Λ
pu · nds = −
∫
Λ
(u · ∇p + p∇ · u)dΛ +
∫
∂Λ
pu · nds (15)
where n is the oriented normal direction to the fracture path Γ. Γ and Λ are the fracture path and simulation domain
respectively in the classic discrete fracture model, as shown in Figure 1. The last term vanishes with the Dirichlet




(u · ∇p + p∇ · u)dΛ ≈ −
∫
Ω
ϕ2(u · ∇p + p∇ · u)dΩ (16)
The work done by the pore pressure is expressed as:∫
Λ
αp∇ · udΛ ≈
∫
Ω
ϕ2αp∇ · udΩ (17)
Therefore, the potential energy due to the fluid flow is
W f luid =
∫
Ω
(α − 1)ϕ2 p∇ · udΩ −
∫
Ω
ϕ2u · ∇pdΩ (18)
2.2.2. Modelling fluid effects as the fluid potential energy
The fluid effect has also been modelled by introducing a potential energy for fluid into the total energy [27, 28, 19]
E = Ψe + Ψ f luid + Ψ f rac (19)
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Therefore, the equivalent work done by the fluid pressure W f luid in Enq. (11) can be expressed as
W f luid =
∫
Ω
αp∇ · udΩ (21)
In the potential energy approach, the work done by the fluid pressure inside the fracture and the work done by the
pore pressure are not distinguished.
2.2.3. Other models
In the aforementioned phase field models for hydraulic fracturing, the fluid effect is represented by specific terms
derived from the work done by the fluid pressure or the fluid potential energy. Different from these models, [20]
introduced the concept of volume fraction into the phase field models for hydraulic fracturing. Solid deformation and
fluid transport are represented by the corresponding volume fractions and velocities, which are solved with a continuity
equation and two momentum equations. As this volume-fraction framework is independent from the external work
and potential energy approaches, the comparison between this model and aforementioned models is not considered in
this work.
3. A new FE-FV scheme for phase-field hydraulic fracturing simulation
3.1. Governing equations
In this paper, we propose a new formulation of the total energy:







τ · uds −W f luid (23)
W f luid =
∫
Ω
[1 − (1 − ϕ)2]αp∇ · udΩ +
∫
Ω
(1 − ϕ)2 p∇ · udΩ (24)









where the strain energy density ψe(ε, ϕ) is defined according to the Miehe’s energy split strategy (7) to avoid the
degradation due to compression. In the above expression, a new formulation of the fluid potential is proposed, where
the matrix and fracture domains are defined by the functions [1 − (1 − ϕ)2] and (1 − ϕ)2, respectively. The proposed
model degrades to Miehe’s model for α = 1.
Applying the variational principle δE/δu = 0 and δE/δϕ = 0 leads to∫
Ω












τ · δuds = 0 (26)
∫
Ω





δϕ + η∇ϕ · ∇δϕdΩ −
∫
Ω
2(ϕ − 1)δϕp∇ · udΩ = 0 (27)
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Instead of simulating the fluid flow in the fracture and matrix in separate domains as in [24, 25, 26], a continuity
equation with a generic permeability for the fluid flow over the whole domain is adopted here [27, 29, 30](













where εv is the volume strain, M is the Biot’s modulus, Q is the fluid injection flow rate and the permeability tensor




I + (1 − ϕ)εk f (29)
where the first term is the isotropic Darcy permeability and the second term describes an additional permeability
tensor due to fracture. ε is an additional parameter to restrict the increase of fracture permeability in a small area very









(I − n ⊗ n) (30)
where h is the mesh size, n is the oriented normal direction to the fracture path and is defined by the direction of
maximum principal stress. The fracture width is computed directly from the maximum principle strain and mesh size.
3.2. Temporal and spatial discretization
According to Eqn. (26), Eqn. (27) and Eqn. (28), rock deformation is computed based on quasi-static assumption
and the transient term only exists in fluid continuity equations. The backward Euler method is adopted to discretize
the equation on the temporal dimension. With respect to the spatial discretization, the FEM is adopted to solve the
displacement and phase field and both the FEM and FVM are implemented to solve the fluid flows over the whole
domain.
3.2.1. Displacement and phase field discretization




NuI uI , ϕ=
m∑
I=1






where NI , uI and I are the shape function, displacement and phase field parameter at node I, respectively. The strain






































Combining the above equations, the FE discretization for the displacement and phase field can be summarized as:Kuuu + Kupp = Fu (a)Kϕϕϕ = Fϕ (b) (35)
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α[1 − (1 − ϕ)2] + (1 − ϕ)2
)





α[1 − (1 − ϕ)2] + (1 − ϕ)2
)
[Bu(1, :) + Bu(2, :)]T dΩ for FVM-discretized pressure
(39)
where D is the elastic stiffness matrix determined according to Miehe’s stress splitting (Eqn. (10)).
3.2.2. Fluid pressure discretization
Following the FEM approach, the fluid continuity equation can be discretized as:
Kpu(u − un) + K(1)ppp + K
(2)






α[1 − (1 − ϕ)2] + (1 − ϕ)2
)
δp[Bu(1, :) + Bu(2, :)]dΩ (41)











Fp = Qdt (44)
Following the FVM approach, the governing equation of the fluid flow becomes:
Kpu(u − un) + K(1)ppp + K
(2)
pp(p − pn) = Fp (45)
where K(1)pp is obtained through the FV discretization scheme for diffusion term. K
(2)
pp is expressed as
K(2)pp = diag (V/M) (46)





α[1 − (1 − ϕ)2] + (1 − ϕ)2
)
[Bu(1, :) + Bu(2, :)]T dΩ (47)
Therefore Kpu = −KTup
Fp = Qdt (48)
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Table 1. Algorithm of the numerical program
Initial condition for phase field, displacement field and pressure field
Repeat
Repeat
Compute the phase field by solving Eqn. (35b)
Compute the displacement and pressure field with current phase field by solving Eqn. (50) using
the Newton-Raphson method
Until the phase field converges
Until the total simulation time reaches the preset time limit
3.3. Coupled solution scheme
There are different ways to solve the three field coupled problem. Considering the strongly coupled relationship
between displacement and pressure field, these two fields are solved in a monolithic way while the phase field is
solved in a staggered way in this work. The algorithm of the numerical scheme is given in Table 1.








where Kpp = K(1)pp + K
(2)
pp
The solution scheme for solving displacement and pressure field at the (k + 1)th Newton-Rapson step based on the
kth Newton-Raphson step is expressed asup
(k+1) = up
(k) − RuRp
(k)/ [Kuu KupKpu Kpp
]
(50)
where Ru = Kuuu + Kupp − FuRp = Kpuu + Kppp −Kpuu(n) −K(2)ppp(n) − Fp (51)
4. Numerical examples
Including comparisons with existing phase-field hydraulic fracturing models, a number of test cases are presented
in this section to examine the performance of the proposed model. Specifically, § 4.1 considers a single edge notched
plate under tension or pure shear loading to validate the accuracy of capturing brittle fractures. § 4.2 considers the
deformation of a 1D poroelastic column. It compares the performance of existing and proposed fluid models for
capturing the fluid effect in hydraulic fracturing and also demonstrates the superior stability of the proposed hybrid
solver in solving the coupled solid deformation and fluid diffusion with the 1D Terzaghi’s consolidation problem.
§ 4.3 verifies the proposed hydraulic fracturing model with the classic semi-analytical solution of hydraulic fracturing
in toughness-dominated regime. § 4.4 compares the different injection schemes for pure FEM solver and FE-FV
solver and demonstrates the superior performance of the FE-FV solver in mesh and time step convergence. Finally,
§ 4.5 simulates the propagation of hydraulic fracturing in a naturally fractured formation to demonstrate the capacity
of the proposed model in capturing sharp fracture path in complex situations.
4.1. Single edge notched tension and pure shear tests
The single edge notched tension and pure shear tests have been extensively used as benchmarks to validate the
phase-field fracture model in literatures [23, 31, 32]. The geometry and boundary conditions of the tests are depicted
in Figure 2. The squared plate has a dimension of 1 mm by 1 mm and has a horizontal notch at the middle height
7
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Figure 2. Geometry and boundary conditions for the tension (left) and pure shear (right) tests of a single edge notched square plate
Figure 3. Comparison of load-displacement curves for the single edge notched tension (left) and pure shear (right) tests. The vertical and horizontal
loads at the top boundary are used in the tension and pure shear tests respectively. The red solid line indicates our results, and the blue dashed line
indicates the literature results [23].
from the left outer surface to the centre. The material parameters are Lamé constant λ=121.15 GPa, shear modulus
µ=80.77 GPa and critical energy release rate Gc=2700 N/m. In the tension test, the bottom boundary is fixed and a
vertical displacement is applied at the top boundary. The displacement increment is 1e-5 mm in the first 500 time
steps and is then reduced to 1e-6 mm to capture the fracture propagation accurately. In the pure shear test, the bottom
boundary is fixed and a shear displacement is applied at the top boundary. In the meantime, the vertical displacement
on the left and right boundaries are restricted. A constant displacement increment 1e-5 mm is applied. In both tests,
no restriction is applied on the notch. Compared with the results in [23], the phase field is only solved once in each
step. The minimum mesh size is set to be 1e-3 mm and 2e-3 mm in the tension and pure shear tests respectively,
which is achieved by using a structured mesh of 1000×1000 and 500×500 respectively. The length scale parameter η
is set to be 7.5e-3 mm. As shown in Figure 3, the numerical results match well with the literature results.
4.2. Deformation of a 1D poroelastic column
4.2.1. Comparison between different models for capturing the fluid effects
To accurately compare the performance of Bourdin’s model Eqn. (14), Wheeler’s model Eqn. (18), Miehe’s model
Eqn. (21) and the proposed model Eqn. (24) for capturing the fluid effect in hydraulic fracturing, a 1D test case (see
Figure 4 and Figure 5) first reported by [33] is adopted. The 1D poroelastic column simulates a part of the formation
below the hydraulic fracture. In this case, the displacement of the top surface can be equivalent to the half fracture
width. The geometry and boundary conditions of the poroelastic column are illustrated in Figure 5, and the material
8
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Figure 4. A simplified 1D model for estimating the poroelastic effect during hydraulic fracturing
Figure 5. Deformation of a poroelastic column: geometry and boundary conditions
properties are listed in Table 2 [34, 35]. The column is fixed at its base and the horizontal displacement on the left and
right boundaries are restricted. The left, right and bottom boundaries are all impermeable. Initially, an instantaneous
external stress and pore pressure p0 = 1 MPa are applied on the top of the column. The numerical model contains 20
and 120 quadrilateral elements along the width and height directions respectively. The time step is set to 0.2 s in the
first 20 s and gradually increases to 2 s afterwards. The simulation lasts for 800 s to reach a steady state condition.
The problem is solved with FEM and the corresponding results are consistent with the results in [34], which are used
as references to examine the accuracy of different phase field models.
To solve the deformation of poroelastic column using the phase field method, an equivalent boundary condition
is introduced. The instantaneous external stress and pore pressure p0 applied on the top surface of the poroelastic
column is replaced by a fluid pressure p0 inside a fracture presented with phase field, as shown by the blue part in
Figure 6. In the meantime, the displacement of the top boundary is fixed so that the fracture width in Figure 6 is
equivalent to the vertical displacement of the top surface in Figure 5. All four phase field models follow the same
form of the total energy (Eqn. (22)), elastic strain energy (Eqn. (23)) and fracture energy (Eqn. (25)). But the fluid
effect in Bourdin’s model, Wheeler’s model, Miehe’s model and the proposed model is computed with Eqn. (14), Eqn.
(18), Eqn. (21) and Eqn. (24) respectively. For a fair comparison, the pure FE discretization is adopted in all four
phase field models to solve the displacement and fluid pressure.
The poroelastic column is solved using the aforementioned five methods. Figure 7 shows the vertical displacement
for FEM model or fracture width for phase field models based on different fluid models and the fluid pressure at
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Table 2. Material properties for numerical cases
Properties Sect. 4.2 Sect. 4.3 Sect. 4.4 Sect. 4.5
Young’s modulus (GPa) E 14.40 17 17 17
Shear modulus (GPa) G 6 7.08 7.08 7.08
Poisson’s ratio v 0.20 0.20 0.20 0.20
Biot coefficient α 0.79 0 1.0 1.0
Biot modulus (GPa) M 12.50 N/A 12.50 12.50
Rock toughness (MPa ·m1/2) KIc N/A 1.46 2 2
Intrinsic permeability (m2) kr 2e-14 2e-15 2e-14 2e-15
Fluid viscosity (Pa·s) µ 1e-3 1e-6 1e-3 1e-3
Figure 6. Boundary condition of the poroelastic column using the phase field model: a fracture presented by phase field ϕ = 0 is inserted into the
first row of mesh (blue part) and the top boundary is fixed. A fluid pressure p0 is assumed inside the fracture to simulate the instantaneous external
stress and pore pressure boundary condition
the bottom are plotted. Miehe’s model always underestimates the displacement with a small error for early-time
solution and with a high error for late-time solution since the work done by the fluid pressure inside fracture is always
underestimated for α <1. The results from other four methods agree well with each other for most of the deformation
history, except for the initial stage. As shown by the enlarged view in Figure 7, Bourdin’s model and Wheerler’s
model differ significantly from the reference FEM solution for the early-time evolution, while the proposed phase
field model agrees well with the reference solution for the entire evolution history. The previous phase field models
fail to capture the fluid effect when the fluid pressure is restricted in the area close to the fracture, which corresponds
to the case of low permeability reservoir or early stage of hydraulic fracturing.
4.2.2. Performance of FE and FV solvers in numerical stability
It has long been recognized that the solution of the coupled solid deformation and fluid diffusion may suffer
stability issues, especially in such cases as low permeability or fast loading rates [36, 32]. The non-physical pressure
oscillation in phase-field hydraulic fracturing simulation was observed in [19]. The well-known Ladyzhenskaya-
Babuška-Brezzi (LBB) condition was used to check whether or not a specific discretization could guarantee the
stability of solution. A higher-order interpolation is normally needed for the displacement field than the pressure
field, as in Taylor-Hood elements, which increases the computational cost. Anther option is to introduce additional
stability terms in the simulation, for example, [36]. In our model, the LBB condition is automatically satisfied by
10
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Figure 7. Evolution of the fracture width in phase field model (vertical displacement in FEM model at the top) (left) and the fluid pressure at the
bottom (right)
using the FE-FV solution scheme and the stability issue is avoided, which is proved in the following numerical case.
The 1D Terzaghi’s consolidation problem, which has a similar formulation with the problem in Figure 5 has been
popularly used for checking the stability of different numerical schemes [36, 27, 32]. By setting the pore pressure at
the top boundary to zero (i.e. p = 0) and keeping σy = p0 and other boundary conditions, the test case in Figure 5
transforms into the Terzaghi’s problem as described in [37, 32]. The properties of the solid and fluid are kept the same.
A relatively large mesh size (0.5 m) is used in this case to show the difference more clearly. Figure 8 compares the
pore pressure distribution along the column obtained by the analytical solution, the numerical solutions from the pure
FEM solver with bilinear quadrilateral elements, and the FE-FV solver. The explicit form of the analytical solution is
given in Appendix A. The comparison shows that the pore pressure solved by the pure FEM solver contains significant
non-physical oscillation while the solution from FE-FV solver is very stable.
4.3. Validation with semi-analytical solution for toughness-dominated regime
To prove the accuracy of the proposed model, the toughness-dominated propagation of hydraulic fracture is con-
sidered. Due to symmetry, the simulation is based on a half model as shown in Figure 9. The size of the half model is
set to be 90 m by 120 m + h to approximate the infinite domain (h is the mesh size). The top, bottom and right sides of
the model are mechanically restrained and the pressure is set as zero, while a symmetric boundary condition is applied
along the left side. The simulation started from an initial fracture with a half-length of 2.2 m and zero fracture width.
The hydraulic fracture is assumed to propagate in the toughness-dominated regime when the dimensionless vis-


















To approximate the limiting case of toughness-dominated regime, a very low fluid viscosity is adopted, as shown
in Table 2. The total injection flow rate is Q=1e-3 m2/s (5e-4 m2/s for the half model). The parameters correspond
toM =1.43e-4. In the toughness-dominated propagation regime, the leak-off of the fracturing fluid into the reservoir
is zero. To simulate this accurately in our model, the leak-off is avoided by only simulating the fluid flow along the
horizontal central line and the intrinsic permeability of the elements along the central line is set to be a very low value
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Figure 8. Comparison of the analytical solution, numerical solutions from pure FEM solver and the FE-FV solver for pressure distribution after the
first time step ∆t = 0.01 s. p0+ is the pore pressure in the column at t=0+. The pressure results solved by the pure FEM and the FE-FV solver are
extracted from the nodes and the element centers respectively.
(2e-15 m2). The Biot coefficient is set to zero to approximate the linear elastic condition. FEM is adopted for solving
the displacement and phase field while FVM is adopted to discretize the fluid pressure. A tolerance value of 1e-4 is
used to stop the Newton-Raphson for displacement and pressure field and the outer loop for phase field.
The evolution of the fracture half-length, fracture width at injection and injection pressure in time are plotted and
compared with the analytical solution [38] in Figure 10. It was observed in Santillan et al. [39] that the fracture
width directly computed from the displacement field was significantly larger than the analytical value due to the
mathematical regularization in phase field model. So they adopted an integral equation of phase field and displacement
field to calculate the fracture width. The drawback of treating fracture width as a nonlocal value is the determination of
the integral path, especially in complex conditions and extra numerical technique is needed, such as the one proposed
by Chukwudozie et al. [30]. In addition, the result is also sensitive to the length scale chosen so a suitable value of
length scale needs to be determined in advance. However, the fracture width computed directly from the displacement
field in our model shows fairly good comparison between the numerical result and analytical solution and converges
to the analytical solution with the decrease of the mesh size and time step. The net pressure at injection point is
computed according to the difference between the injection pressure and half of the vertical stress on the left end of
the top or bottom boundary (approximation of uniform far-field pressure). The fracture length computed according to
Eqn. (4) is slightly larger than the analytical solution due to the phase field distribution around the crack tip.
4.4. Convergence of FE and FV fluid solvers
This example considers the propagation of a hydraulic fracture in a porous medium to check the convergence of
FEM and FVM fluid solvers with the half model in Figure 9. But the half-length of the initial fracture is changed to 4
m. The material properties are listed in Table 2. A constant flow of 1e-3 m2/s is injected into the initial fracture (5e-4
m2/s for the half model).
In this numerical case, three different implementations of initial fracture and injection schemes are considered in
the framework of FEM or FE-FV, as shown in Figure 11. For the FEM-A scheme, the fluid injection is uniform along
the line representing initial fracture, while for the FEM-B and FE-FV schemes, the fluid injections are uniform along
the mesh cells representing the initial fracture. The fluid source represented by solid blue dots are computed according
to the integral along the line in the FEM-A scheme or over the mesh cells in the FEM-B and FE-FV schemes.
In order to compare the accuracy and convergence of the results computed from the three different injection
schemes, three sets of simulation parameters are used: 1) h = 0.4 m, ∆t = 0.2 s; 2) h = 0.2 m, ∆t = 0.1 s and
3) h = 0.1 m, ∆t = 0.05 s with the length scale parameter η = 2h. The maximum fluid pressure along the initial
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Figure 9. The half model for hydraulic fracturing simulation. The half length of the initial crack is 2.2 m. The geometry of the half model is 90 m
by 120 m+h to approximate infinite domain, h is the mesh size
Figure 10. Convergence of the fracture half-length (top left), the fracture width (top right) and the net pressure (bottom) at injection to the analytical
solution of toughness-dominated regime with the decrease of mesh size h. The length scale is η=0.4 m and time step is ∆t = 0.01s
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Figure 11. Three different implementations of initial fracture and injection schemes: FEM-A (left), FEM-B (middle) and FE-FV (right). The solid
blue dots indicate the fluid source while the open black circles represent the zero phase field.
Figure 12. The maximum injection fluid pressure for three different injection schemes: FEM-A (top left), FEM-B (top right) and FE-FV (bottom)
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Figure 13. Comparison of the fracture width (top), fluid pressure (middle) and phase field (bottom) at t=25 s for three different injection schemes
with mesh size 0.1 m and time step 0.05 s: FEM-A (left), FEM-B (middle) and FE-FV (right)
fracture is compared in Figure 12. With the decrease of mesh size and time step, all three schemes show a trend of
convergence. The accuracy and convergence of the FE-FV scheme is much better than FEM-A scheme and is slightly
better than FEM-B schemes.
Demonstrated by this example, FEM-A scheme used in the literature suffers from several drawbacks. First, the
FEM-A scheme represents the fracture with two neighbouring rows of mesh cells as shown in Figure 13, but the
width of an induced fracture is normally much smaller than the mesh size and therefore should be restricted within
one row of mesh cells, as in the FEM-B and FE-FV schemes. The smeared fracture width predicted in the numerical
simulation in [29] is not observed. Secondly, the FEM-A scheme significantly overestimates the injection pressure
since the initial fracture is not correctly implemented.
4.5. Propagation of hydraulic fracture in naturally fractured formation
This example simulates the propagation of hydraulic fracture in a naturally fractured formation, as shown in
Figure 14. The natural fracture network is adapted from [40] and is a part of the outcrop pattern mapped at field by
Belayneh et al. [41]. An initial fracture with a length of 8 m is inserted into the center of the model and a constant
flow of 1e-3 m2/s is applied. A structured mesh with a mesh size h = 0.25 m and time step ∆t = 0.1 s are used in the
simulation. The initial fracture and natural fractures are both represented by the phase field, which is set to zero for
the corresponding nodes. The injection flow rate is applied on the two mesh cells in the middle of the initial fracture.
The material properties are listed in Table 2.
The evolution of the fracture width and stimulated fracture network in time are shown in Figure 15. The different
scenarios for interaction between hydraulic fracture and natural fracture, including arrest, penetration, reaction were
observed. Eventually, a complex fracture network was stimulated, which proves natural fractures are an important
source of the fracture complexity. As shown in Figure 15, the proposed model and solution scheme successfully re-
stricted the fracture width in one mesh along most of the fracture path. The stimulated fracture network was recovered
according to the fracture width.
5. Conclusions
As an promising approach for hydraulic fracturing simulation, phase field model has significant advantages in
dealing with complex intersections between hydraulic and natural fractures. In this paper, various fluid models used
in phase-field simulation of hydraulic fracturing are reviewed and a revised fluid model is proposed. As proved in the
numerical case, the Bourdin’s model and Wheeler’s model underestimate the fracture width when the fluid pressure is
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Figure 14. Numerical model for propagation of hydraulic fracture in naturally fractured formation. To approximate the infinite domain, the model
of the naturally fractured formation with a size of 80 m by 80 m+h (h is the mesh size) is placed at the centrer of a larger model (240 m by 240
m+h). The natural fractures are presented by red solid lines with a thickness of one mesh size and the initial hydraulic fracture in the centre is
represented by the blue solid line.
Figure 15. Evolution of the fracture width (top) and stimulated fracture network (bottom) in time: t=120 s (left), t=240 s (middle) and t=360 s
(right). NF and HF represent the natural fracture and the hydraulic fracture respectively.
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restricted in the area close to the fracture area, which corresponds to the case of low permeability reservoir or early-
time stage of hydraulic fracturing. For biot coefficient α <1, Miehe’s model always underestimate the fracture width
since the work done by the fluid pressure inside the fracture is underestimated, especially when the pore pressure
in the reservoir is approaching fluid pressure inside fracture. The proposed model always predicts the fluid effect
accurately regardless of the distribution of the fluid pressure over the domain.
In addition, an improved phase-field hydraulic fracturing model with a new FE-FV scheme is implemented and
validated. Specifically, the FEM is used to discretize the displacement field and phase field while the FVM for the
fluid pressure field. The benefits of adopting FVM for fluid pressure discretization include: 1) the LBB condition
is satisfied with the FE-FV solver, which avoids the non-physical oscillation of fluid pressure in the traditional pure
FEM solver; 2) the FE-FV solver has a superior performance in mesh and time step convergence; 3) the fracture width
is more accurately restricted into one mesh, which could be used for tracking the sharp fracture path. The proposed
phase-field hydraulic fracturing model was validated with the analytical solution for toughness-dominated propagation
of hydraulic fracture, which shows the revised fluid model and hybrid solver can capture the propagation of hydraulic
fracture accurately. Finally, the proposed model was applied in simulating complex propagation of hydraulic fracture
in naturally fractured formation.
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where α and M are the biot coefficient and biot modulus respectively, p0 is the applied force, k is the intrinsic
permeability and µ is the fluid viscosity. The confined compressibility mv is expressed as
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