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Zusammenfassung
Zusammenfassung
In dieser Arbeit wird eine Suche nach Supersymmetrie in Ereignissen mit zwei entgegengesetzt
geladenen Leptonen gleichen Flavours, Jets und fehlender transversaler Energie präsentiert.
Der betrachtete Datensatz von Proton-Proton-Kollisionen bei einer Schwerpunktsenergie von
8TeV, aufgezeichnet mit den CMS-Detektor, entspricht einer integrierten Luminosität von
19.5 fb−1. Diese Analyse fokussiert sich auf die korrelierte Produktion von Elektron- oder My-
onpaaren mit entgegengesetzter Ladung in Kaskadenzerfällen schwerer, supersymmetrischer
Teilchen. Im Zerfall eines schweren Neutralinos in zwei Leptonen und ein leichteres Neu-
tralino ergibt sich aus der Massendifferenz zwischen den Neutralinos eine obere Grenze auf
die invariante Masse des Dileptonsystems m``. Dies führt zu einer charakteristischen Kante
in der m``-Verteilung. Weitere Teile der Signalsignatur umfassen mehrere hadronische jets
und, da das leichteste supersymmetrische Teilchen, in diesem Fall das leichtere Neutralino,
als stabil angenommen wird und den Detektor unbeobachtet verlässt, fehlende transversale
Energie. Daher werden Ereignisse selektiert die wenigstens ein Paar entgegengesetzt geladener
Leptonen gleichen Flavours enthalten und Anforderungen an die Anzahl von Jets und die
fehlende transversale Energie erfüllen. Untergründe aus bekannten Standardmodellprozessen,
die zu dieser Selektion beitragen, sind entweder flavour-symmetrisch oder enthalten die kor-
relierte Produktion von Leptonen, etwa im Zerfall eines Z-Bosons. Der dominierende flavour-
symmetrische Untergrund kann mit hoher Genauigkeit aus Ereignissen mit entgegengesetzt
geladenen Leptonen unterschiedlichen Flavours abgeschätzt werden. Kleine Korrekturen zur
Flavour-Symmetrie dieser Prozesse, die von experimentellen Effekten hervorgerufen werden,
werden mit zwei unabhängigen Methoden aus den Daten abgeschätzt. Beide Methoden liefern
übereinstimmende Ergebnisse. Die Untergründe mit korrelierter Leptonproduktion sind ein
nicht-dominanter Beitrag und werden auch aus den Daten abgeschätzt. Abweichungen der
beobachteten Daten von diesen Erwartungen werden auf zwei Arten untersucht. In einem
Zählexperiment wird die Anzahl beobachteter mit der Anzahl erwarteter Ereignisse verglichen.
In einer Suche nach der charakteristischen Kantensignatur wird ein Fit an die m``-Verteilung
durchgeführt. Dabei werden unterschiedliche Modelle für die zwei Untergrundarten und eine
dreieckige Signalform verwendet. Der Fit findet eine Kantenposition von 82.4+2.1−3.3 GeV mit
einer Signalstärke von 140±44 Ereignissen für Leptonen im Zentralbereich des CMS-Detektors.
Dieses Ergebnis entspricht einer lokalen Signifikanz von 2.5σ. Diese reduziert sich auf 1.7σ
wenn berücksichtigt wird, dass ein Signal an jedem Punkt der m``-Verteilung auftreten kann.
Das Zählexperiment liefert konsistente Ergebnisse. Um den Einfluss dieser Ergebnisse auf Su-
persymmetrie zu studieren, werden die Ergebnisse des Zählexperiments in zwei vereinfachten
Modellen von Paarproduktion von Bottom-Squarks interpretiert.
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Abstract
Abstract
In this thesis, a search for Supersymmetry in events with two opposite-sign same-flavour lep-
tons, jets and missing transverse energy is presented. The considered dataset of proton-proton
collisions at a centre-of-mass energy of 8TeV, recorded with the CMS detector, corresponds
to an integrated luminosity of 19.5 fb−1. The analysis focusses on the correlated production
of electron or muon pairs with opposite sign in the cascade decays of heavy super-symmetric
particles. In the decay of a heavy neutralino into two leptons and a lighter neutralino, the
mass difference between the two neutralinos sets an upper limit on the invariant mass m`` of
the dilepton system, resulting in a characteristic edge in the m`` distribution. Other parts of
the signal signature include several hadronic jets and, as the lightest supersymmetric particle,
in this case the lighter neutralino, is assumed to be stable and leaves the detector undetected,
missing transverse energy. Therefore, events are selected with at least two opposite-sign same-
flavour leptons and requirements on the number of jets and the missing transverse energy.
Backgrounds from known Standard Model processes contributing to this selection are cat-
egorized as either flavour-symmetric or containing the correlated production of leptons, for
example in the decay of a Z boson. The dominant flavour-symmetric background can be esti-
mated with high precision from events with opposite-flavour lepton pairs. Small corrections to
the flavour-symmetry of these processes, caused by experimental effects, are derived on data
with two independent methods, which give consistent results. The backgrounds containing
flavour-correlated production of leptons are a sub-dominant contribution and also estimated
from data. Deviations of the observed data from the background estimation are assessed in two
ways. In a counting experiment, the number of observed events is compared to the estimated
yield. In search for the characteristic edge signature, a fit to the m`` distribution is performed,
using separate models for the two types of background and a triangular signal shape. The fit
results in an edge position of 82.4+2.1−3.3 GeV and a signal yield of 140 ± 44 events for leptons
reconstructed in the central part of the CMS detector. This results corresponds to a local sig-
nificance of 2.5σ, which reduces to 1.7σ when taking into account the fact that a signal could
occur anywhere in the m`` distribution. The counting experiment gives consistent results. To
study the impact of the result on Supersymmetry, the results of the counting experiment are
interpreted in two simplified models of pair production of bottom squarks.
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1 Introduction
The desire to understand the fundamental building blocks and underlying structures of our
world has driven humanity’s exploration of physics at the smallest scales. What started out
as a pursuit of ideas purely within the mind in ancient Greece has developed into a fruit-
ful interplay of both experiment and theory in modern particle physics. Today the Standard
Model of particle physics describes the known particles and their interactions and has withstood
countless experimental challenges. However, theoretical concerns and the desire to incorpo-
rate experimental observations not yet described within the Standard Model have lead to the
conviction that yet unknown physical effects will manifest themselves if particle interactions
are probed at energy scales of O(TeV).
This is a main purpose of the Large Hadron Collider (LHC), which collides protons at centre-
of-mass energies of several TeV. In addition to many precision measurements of established
phenomena at this previously inaccessible energy scale, discovering the Higgs boson and thereby
completing the Standard Model has been a large success of this undertaking. Now the focus
lies even more on going beyond the Standard Model into the realm of new physics. Many ideas
exists on how to extend the existing theory and an extensive search program is conducted to
find the new particles and interactions predicted by those models.
One of the most attractive concepts is that of Supersymmetry, which introduces a symmetry
between fermions and bosons. In this framework, a partner particle to each of the known
Standard Model particles exists, differing in spin by 12~. In principle these partners have
the same mass as their Standard Model counterparts. However, none of them have been
discovered yet, which implies that Supersymmetry is broken, allowing for higher masses of the
supersymmetric particles.
In this analysis, evidence for the existence of heavy supersymmetric particles is sought, ex-
ploiting a characteristic signature of their decay. In the decay of a neutralino particle, two
charged leptons of the same flavour and opposite sign can be produced together with a lighter
neutralino, which escapes detection. This correlated production of the leptons results in a
characteristic edge in the distribution of their invariant mass.
The full data sample of proton-proton collisions at a centre-of-mass energy of 8TeV recorded
by the Compact Muon Solenoid (CMS) experiment in 2012, corresponding to an integrated
luminosity of 19.5 fb−1, is used. The presence of a supersymmetric signal in the data is assessed
in two ways. First, event counts in different selections are compared to the expectation from
Standard Model backgrounds. In a second approach, the characteristic edge signature is used
in a shape analysis to separate a possible signal from the backgrounds. In both cases, the
background contributions are estimated entirely from data.
This work builds upon the previous achievements by Niklas Mohr and Daniel Sprenger in their
doctoral theses [1, 2] on earlier datasets and has been performed in part in collaboration with
Marco-Andrea Buchmann of ETH Zürich [3]. The results of this analysis have been published
by the CMS collaboration [4]. Here, an update of the published result is presented, taking
into account a later reprocessing of the data sample with improved calibrations. However, the
1
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analysis techniques have not been altered and the outcome of the published analysis remains
largely unchanged.
This thesis is structured as follows: The remainder of this section is dedicated to the definition
of commonly used variables. Section 2 discusses the theoretical foundations relevant to the
analysis. In Section 3 the LHC and the CMS detector are described. The methods used to
analyse the recorded data are outlined in Section 4 and the estimation of Standard Model
backgrounds from data is presented in Section 5. The results of the analysis in the two
approaches discussed above are presented in Sections 6 and 7. These results are further
examined and interpreted in Section 8.
1.1 Definition of variables
Throughout this thesis, quantities are expressed in natural units. In this system, the speed of
light and the reduced Planck constant are set to unity:
c = ~ = 1. (1.1)
Energies and momenta are measured in GeV and lengths in GeV−1. However, sometimes
lengths are also given in meters or centimeters, if convenient.
The cross section of a physical process is given in barn, 1 b corresponding to 10−24 cm2.
The CMS experiment uses a right-handed coordinate system where the x- and y-axis point
perpendicular to the beam direction towards the center of the LHC and upwards, respectively.
The z-axis points in the direction of the counter-clockwise beam. These coordinates are usually
transformed into a spherical coordinate system where φ is the azimuthal and θ is the polar
angle. Instead of θ the pseudorapidity
η = − ln
(
tan
(
θ
2
))
(1.2)
is commonly used, which coincides with the rapidity y = 12 ln
(
E+pz
E−pz
)
for E ≈ |p|. The
geometric distance of two objects in the detector is given by
∆R =
√
(φ1 − φ2)2 + (η1 − η2)2. (1.3)
As the collisions at hadron colliders involve interactions of partons carrying unknown fractions
of the protons’ momenta, the momentum of the initial state along the beam axis is unknown.
As the momenta of the partons transverse to the beam are negligible compared to those in z
direction, the transverse plane provides a well defined initial state. Therefore, the transverse
momentum and energy
~pT =
√
p2x + p2y = ~p · sin (θ) , ET = E · sin (θ) (1.4)
are often used. The absolute value of ~pT is denoted pT. The vectorial sum of the final state
particles’ ~pT must be zero because of conservation of linear momentum. This is why the
missing transverse energy
~EmissT = −
∑
particles
~pT (1.5)
2
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is defined as a quantity sensitive to particles leaving the experiment undetected, but also to
mismeasurements and resolution effects. Usually, the absolute value EmissT =
∣∣∣ ~EmissT ∣∣∣ is used.
The amount of energy deposited in an event is characterised by the scalar sum of the pT of
all selected hadronic jets (see Section 4.1.4)
HT =
∑
jets
|pT|. (1.6)
For the sake of simplicity, particles and anti-particles are not distinguished in expressions if
the meaning remains unambiguous from the context. For example, the decay Z0 → `+`− is
simplified to Z→ ``.
3
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4
2 The Standard Model and Supersymmetry
The Standard Model (SM) of particle physics is a highly successful, commonly accepted de-
scription of the fundamental particles and their interactions and at the same time subject to
several shortcomings, motivating the search for signs of new phenomena beyond its scope.
In this section a short overview of the SM and its shortcoming is given. Supersymmetry is
presented as an attractive candidate for the extension of the SM and the phenomenological
consequences of its existence relevant to this analysis are discussed.
2.1 The Standard Model of particle physics
The SM describes the fundamental particles in the framework of a renormalisable quantum
field theory, in which each particle is represented by one quantum field [5, 6, 7, 8]. Two
fundamental classes of particles are distinguished, bosons with integer spin and fermions with
half-integer spin.
The fermions are in turn classified as quarks or leptons. The different types of quarks and
leptons are known as “flavours”. There are six quark flavours, called up, down, strange, charm,
bottom and top, and three electrically charged lepton flavours, electron (e), muon (µ) and
tau (τ). The electrically neutral leptons, called neutrinos (ν), are assigned the names of the
charged lepton of their generation. Of these there are three, each consisting of a charged
lepton and the corresponding neutral neutrino and two quarks. Of the latter, one is up-type
with an electric charge of +23e and the other is down-type with charge −13e. The particle
content of the fermionic sector of the SM is summarised in Table 2.1.
Of the four fundamental forces, the electromagnetic, weak, strong, and gravitational forces,
the first three are described by the SM. Each of these forces is mediated by spin-1 gauge
bosons. In the case of the electromagnetic force this is the massless photon, which couples to
Table 2.1: Fermions in the SM. All masses and their uncertainties are taken from [9]. The uncertainties
on the masses of the charged leptons are at most 0.01%.
Leptons Quarks
flavour charge [e] mass [GeV] flavour charge [e] mass [GeV]
1st generation
e -1 5.1 · 10−4 down −13 (2.3+0.7−0.5) · 10−3
νe 0 < 2 · 10−9 up +23 (4.8+0.5−0.3) · 10−3
2nd generation
µ -1 0.1 strange −13 (9.5± 0.5) · 10−2
νµ 0 < 2 · 10−9 charm +23 1.28± 0.03
3rd generation
τ -1 1.8 bottom −13 4.18± 0.03
ντ 0 < 2 · 10−9 top +23 173.18± 0.51± 0.71
5
2.1 The Standard Model of particle physics 2 The Standard Model and Supersymmetry
the electric charge of particles. The weak force is mediated by three massive bosons, the W±
(mW = 80.4 GeV) and the Z0 (mZ = 91.2 GeV), coupling to the weak charge. The charge of
the strong force is called colour, to which 8 massless gluons couple. Of all fermions, only the
quarks carry colour and participate in the strong interaction.
The group structure of the SM is SU(3)C × SU(2)L × U(1)Y . The SU(3)C , with C repre-
senting the colour charge, is the gauge group associated with the strong interaction. From the
non-abelian structure of this group follows the presence of three- and four-gluon interactions
in the SM [10]. Therefore, the strong interaction increases with distance, resulting in coloured
particles only existing in bound states. So far the existence of two- and three-quark states
(mesons and baryons) has been established.
The subgroup SU(2)L×U(1)Y describes the unification of weak and electromagnetic interac-
tions in the electroweak theory. The index L indicates that the weak isospin T couples only to
left-handed particles. Y is the weak hypercharge. The SU(2)L introduces three vector fields,
of which two mix to the observed W± = 1√2(W
1 ∓ iW2). The remaining neutral W3 mixes
with the B0 arising from the U(1)Y group to form the photon and Z boson [11].
To give masses to the particles, the Higgs mechanism is introduced [12, 13, 14]. It postulates
a complex scalar doublet that spontaneously breaks the SU(2)L × U(1)Y gauge symmetry,
allowing to give masses to the electro-weak gauge bosons while the photon remains massless.
Fermions acquire mass through a Yukawa coupling to the Higgs field. The Higgs mechanism
results in the presence of a massive neutral scalar boson. The discovery of such a particle
with a mass of 125.09± 0.24 GeV [15] by the CMS and ATLAS collaborations at the LHC
in 2012 [16, 17] and the good agreement of its properties with the prediction of the SM [18]
provide evidence for the validity of this theory.
Shortcomings of the Standard Model
The discovery of the Higgs boson is a large success for the SM, and only the last in a long series
of experimental results supporting the decades old theory. However, for a long time also the
shortcomings of the SM have been known. Here only those most relevant to the motivation
of Supersymmetry are discussed.
Higgs mass and naturalness
One of the most pressing issues is directly related to the scalar Higgs boson and its mass.
Quantum loop corrections to the bare Higgs boson mass-squared change the observable mass
of the particle. For example the coupling to a fermion with coupling strength λf results in a
correction of
∆m2H = −
|λ2f |
8pi2 Λ
2
UV + ..., (2.1)
where ΛUV represents the energy scale up to which the SM is valid as an effective theory, i.e.
the scale at which new physics will be appear. This can be as large as the reduced Planck
scale MP = (8piGNewton)−
1
2 = 2.4 · 1018 GeV, where effects of gravity become important at
the quantum level. Therefore, the loop corrections are of enormous magnitude and have to
6
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precisely cancel the bare Higgs boson mass to achieve an observable Higgs boson mass at the
electroweak breaking scale. This required fine-tuning is known as the Hierarchy problem and
is considered to be unnatural and motivates the presence of new physics at the TeV scale.
Astrophysical Observations
Astrophysical observations have been suggesting the presence of non-visible forms of matter,
for example from the motion of galaxy clusters or galaxy rotation curves. The most precise
measurements of the energy content of the universe come from observations of the cosmic
microwave background [19]. The contribution of ordinary matter is only about 4.9%, while
an unidentified dark matter, interacting only gravitational and possibly weakly, accounts for
about 25.9% (the remaining 69.2% are attributed to dark energy). The SM provides only
neutrinos as candidates for dark matter particles. However, structure formation in the early
universe excludes that they constitute a dominant portion of all dark matter [9]. Possible
alternative candidates are so far undiscovered weakly interacting massive particles with masses
of the order O(100 GeV), which require an extension of the SM.
Unification of forces
In the past, the increasingly deeper insights into the workings of nature have often allowed
to find unified theoretical frameworks to describe different physical phenomena, for example
the unification of the electric and magnetic forces into electromagnetism or its further unifi-
cation with the weak force into the electroweak theory discussed above. Therefore, a further
unification with the strong force into a grand unified theory (GUT) at higher energy scales
is hoped for. However, as shown by the dashed lines in Figure 2.1, the running couplings of
the three forces do not meet at any energy scale in the SM, excluding a unification inside the
existing theoretical framework. As already indicated in the Figure, this could be accomplished
by extensions of the SM such as Supersymmetry, where the introduction of new particles at
the TeV scale changes the running of the couplings.
2.2 Supersymmetry
Of the many proposed extensions of the SM, Supersymmetry (SUSY) [21] has been considered
to be the most attractive in the last decades. It postulates the existence of a fermion partner
to every SM boson and vice versa. This promises a solution to the Hierarchy problem of
the Higgs boson mass. It might also lead to a unification of forces, and in certain models
it offers candidates for dark matter particles. In the following a short description of the
theoretical framework, based on [20], is given before the phenomenological consequences and
the experimental signatures relevant to this analysis are discussed.
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Figure 2.1: Running of the couplings α of the electroweak and strong forces in the SM (dashed lines)
and in Supersymmetry (red and blue lines) with the energy scale Q [20].
2.2.1 Theoretical foundation
Supersymmetry introduces a symmetry between bosons and fermions. In the minimal super-
symmetric extension of the SM (MSSM), one superpartner is assigned to each SM particle
which has the same quantum numbers except for the spin, which differs by 12 . The designated
names of the new supersymmetric particles (sparticles) are derived by adding the prefix s- to
all fermion partners and the postfix -ino to all boson partners. The same scheme holds also
for categories of particles, so that sleptons and squarks are the partners of leptons and quarks
and make up the sfermions while the gauginos are the partners of the gauge bosons.
The SM Higgs sector has to be extended to two complex scalar doublets to give masses to the
particles
H1 =
(
H01
H−1
)
, H2 =
(
H02
H+2
)
. (2.2)
Here, H1 gives mass to down-type quarks and leptons while H2 gives mass to up-type quarks.
To these four scalar Higgs states spin-12 higgsinos are introduced as superpartners. In the
spontaneous symmetry breaking eight degrees of freedom appear instead of four in the SM
because of the second doublet. Three are used to give mass to the W and Z bosons, leaving
five massive bosons. Therefore, SUSY results in an extended Higgs sector with two neutral
scalars, h0 and H0, one neutral pseudoscalar A0, and two charged scalars H±. The observed
Higgs boson can be identified with one of the two scalars, of which, by convention, h0 is the
lighter one.
The higgsinos and gauginos mix to eight mass eigenstates, the charginos χ˜±1 and χ˜±2 and the
neutralinos χ˜01, χ˜02, χ˜03, and χ˜04. They are numbered in increasing mass. The additional particle
content introduced in the MSSM is summarised in Table 2.2.
If such a model would be realised it would solve the hierachy problem because the contributions
8
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Table 2.2: Additional particle content of the MSSM.
particle gauge eigenstates mass eigenstates spin
Standard Model
Higgs bosons H01, H−1 , H02, H+2 h0, H0, A0, H± 0
Supersymmetry
squarks q˜ q˜ 0
sleptons l˜ l˜ 0
gluino g˜ g˜ 12
neutralinos W˜0, B˜0, H˜01, H˜02 χ˜01,χ˜02,χ˜03, χ˜04 12
charginos W˜+, W˜−, H˜−1 , H˜+2 χ˜±1 ,χ˜±2 12
of the superpartners to the quantum loop corrections to the Higgs boson mass have oppo-
site sign than those of the SM particles, cancelling the quadratic dependency on the cut-off
parameter ΛUV . However, as no superpartners have been discovered so far, SUSY must be
a broken symmetry and the sparticles can not have the same mass as the corresponding SM
particles but must be heavier. Therefore, the cancellation of contributions to the Higgs boson
mass becomes imperfect, leaving a logarithmic dependency to the cut-off scale. To prevent
the need for fine-tuning, sparticle masses are expected to be at the TeV scale. Especially the
top squark mass has to be small, as the top quark is the SM particle with the largest Yukawa
coupling and contributes dominantly to the loop corrections.
SUSY introduces lepton- and baryon number violating couplings, which can allow for rapid
proton decay, in contradiction to the observed extremely long lifetime. One way to keep the
proton stable, is to assume that the quantum number R-parity
RP = (−1)3(B−L)+2s, (2.3)
with B, L and s being the baryon number, lepton number and spin of the particle, is conserved.
It is +1 for all SM particles and -1 for all SUSY particles. If R-parity is conserved, SUSY
particles can only produced in even number and the lightest supersymmetric particle (LSP)
must be stable. In many SUSY models the LSP is the lightest neutralino χ˜01, providing a
possible dark matter candidate.
2.2.2 Dilepton mass edges in Supersymmetry
The multitude of superpartners offers a rich variety of experimental signatures to be observed
at hadron colliders such as the LHC. The discussion here focusses on R-parity conserving
models. In Figure 2.2, the pair production cross section for different combinations of SUSY
particles in proton-proton collision at a centre-of-mass energy of √s = 8 TeV is shown. It can
be seen that the production of squarks and/or gluinos via the strong force is the dominant
production mode. It therefore seems natural to focus on these events in the search for SUSY.
The experimental signature of SUSY are cascades of decays of the initially produced sparticles
into the LSP under emission of several SM particles. In the case of the production of squarks
9
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Figure 2.2: Cross sections for pair production of SUSY particles in proton-proton collision at √s =
8 TeV as a function of the average mass of the produced pair [22, 23, 24, 25].
and gluinos via the strong interaction, at least two quarks or gluons are produced in the first
decays of the two decay chains in the events. These will hadronise into jets. Often even more
jets are produced in the decay chains, making high jet multiplicities and large amounts of
hadronic energy typical signatures of SUSY. In the models considered here, the LSP is stable
and will leave the detector undetected, resulting in EmissT (see Section 1.1).
As leptons are easy to identify and can be measured precisely, requiring the presence of leptons
in the events helps to suppress backgrounds from SM processes such as QCD multijet produc-
tion. Of particular interest to this analysis are SUSY cascades which contain the correlated
production of lepton pairs of the same flavour but opposite electric charge. Due to their more
challenging experimental signature, τ leptons are not considered in this analysis. They have,
however, been studied on an earlier dataset by Matthias Edelhoff in his doctoral thesis [26].
The relevant decay is that of a next-to-lightest neutralino into the lightest neutralino and two
leptons χ˜02 → χ˜01`+`−, which can occur either via an intermediate slepton or an off- or on-shell
Z boson:
χ˜02 → ˜`±`∓ → `±`∓χ˜01, (2.4)
χ˜02 → Z(∗)χ˜01 → `+`−χ˜01. (2.5)
The decays are illustrated in Figure 2.3, where the left graph corresponds to Equation 2.4 and
the right to Equation 2.5.
The mass difference between the two neutralinos sets an upper bound on the invariant mass of
the dilepton system m`` and its distribution therefore exhibits a characteristic edge structure.
The endpoint of this edge is defined by the signal kinematics. If the χ˜02 decays via an off-shell
Z boson, it is simply given by the mass difference itself:
medge`` = mχ˜02 −mχ˜01 . (2.6)
If the decay is mediated by a slepton, the edge position is modified by the slepton massm˜` [27]:
medge`` =
√√√√(m2χ˜02 −m2˜`)(m2˜`−m2χ˜01)
m2˜`
. (2.7)
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Figure 2.3: Graphs for the decays of χ˜02 into χ˜01`+`− via an intermediate slepton (left) and off- or on-
shell Z boson. The “(*)” indicates that the decay can be mediated by an off-shell particle.
Graphs by Christian Schomakers.
For decays via an on-shell Z boson, m`` will be consistent with the Z boson mass and no edge
structure is present. The exact shape of the distribution is also determined by the decays. If
the decays are mediated by Z bosons, it will be peaked towards mZ if medge`` is below the Z
boson mass. For medge`` on and above mZ, the decays via an on-shell Z boson dominate and
there is no edge. Decays via an intermediate slepton lead to triangular edge shapes, but the
actual shape depends on model parameters, as for example negative interference between the
decay channels via slepton and Z boson can occur [28]. Examples are given in the next section.
Simplified models
As benchmark scenarios for these signatures, two “simplified models” are used that have been
developed for this purpose by Christian Schomakers in the context of his master thesis [29]. In
this kind of models, only the subset of sparticles relevant to the studied signature is assumed
to be accessible at LHC energies. Also, the branching fractions of the sparticle decays are
chosen to produce the desired signature and are often set to 100%.
Both models consider the pair production of bottom squarks. They decay into a bottom quark
and a χ˜02 with a branching fraction of 100%. The decays of the χ˜02 differ between the two
models. The Feynman graphs of both models are shown in Figure 2.4.
p
p
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b
b
χ˜02 χ˜
0
1
χ˜01
b˜
b˜
ℓ
ℓ
Z0∗
Z0∗
p
p
χ˜02
b
b
χ˜02 χ˜01
χ˜01
b˜
b˜
ℓ
ℓ
ℓ˜
Z0(∗)
Figure 2.4: Feynman graphs for the fixed-edge (left) and slepton-edge (right) model. The “∗” and
“(∗)” indicate that the particle is or can be off-shell. The right plot shows one of the three
possible combination of decays of the χ˜02 in this model. Graphs by Christian Schomakers.
In the “fixed-edge” model, the χ˜02 decays into an off-shell Z boson and a χ˜01 in 100% of the
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cases. The Z boson decays with its SM branching ratios, producing light leptons in about 7%
of the cases. The mb˜-mχ˜02-plane is scanned, varying the masses of the two particles in steps
of 25GeV. The mass of the χ˜01 is fixed to 70GeV below the mass of the χ˜02 to produce an
edge in the m`` spectrum at this value.
As a mass difference between the two neutralinos larger than the Z boson mass will only result
in the production of on-shell Z bosons in this model, the “slepton-edge” model introduces
selectrons and smuons as additional new particles. The masses of these sleptons are assumed to
be degenerate and set to lie halfway between the two neutralinos: ml˜ = mχ˜01+0.5(mχ˜02−mχ˜01).
The branching fractions of the χ˜02 are chosen such that the decay to an off- or on-shell
Z boson, or a slepton and a lepton occur with 50% probability each. The Z boson again
decays according to its SM branching fraction, while the slepton always decays into a lepton
and the χ˜01. The mb˜-mχ˜02-plane is scanned in steps of 25GeV, while the mχ˜01 is set to be
100GeV, allowing for edges in the m`` spectrum also above the Z boson mass. The signal
simulation is normalised to theory cross sections calculated with NLL-fast at next-to-leading
order (NLO) in αs, including the leading logarithmic contributions of the next-to-next-to-
leading order (NNLO) [25, 30, 31, 32, 33, 34].
The left side of Figure 2.5 illustrates the m`` distributions for three example points. The two
examples from the slepton-edge model are roughly triangular in shape, while the one from the
fixed-edge model is peaked towards mZ as in this model the decay is mediated by an off-shell
Z boson. Contributions outside of the edges are caused by events with more than two leptons
where the wrong combination has been chosen. On the right side of the Figure, the generated
distributions are compared to the ones reconstructed after a simulation of the CMS detector
(see Section 4.2.2). Here only lepton pairs successfully selected inside the geometric and
kinematic acceptance of this analysis (see Section 4.3.2) after simulation and reconstruction
are considered. The good agreement between the generated and reconstructed distributions
in each case illustrates the good detector resolution for lepton pairs. Comparing the left and
right sides of Figure 2.5, it can be seen that after selecting reconstructed lepton pairs the
distributions contain less events at low m``, caused by limited acceptance for low pT leptons.
2.3 Standard Model background processes
The signature of jets, EmissT and a pair of same-flavour opposite-sign leptons is not unique
to the signal. Several SM processes can behave similarly and constitute backgrounds in this
analysis. They can be categorised by the nature of their dilepton production.
A process exhibiting the correlated production of leptons similar to the signal is for example
the Drell–Yan process pp → Z/γ∗ → ``. In this process, jets are commonly produced as
initial state radiation off the incoming partons. Even though no invisible particles are produced
in this process, requiring the EmissT to be caused by mismeasurements, the large production
cross section of this process leads to a significant number of events with large EmissT . Other
processes with correlated production relevant to this analysis are the production of Z bosons in
association with other gauge bosons (WZ, ZZ) or top quark pair production (tt¯Z). All these
processes will be summarised as “Drell–Yan” in the following for simplicity.
The other class of backgrounds exhibits uncorrelated production of leptons. The dominant
12
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Figure 2.5: Distribution of m`` for one signal point of the fixed-edge model and two of the slepton-
edge model, illustrating different edge positions and shapes. The masses given are those
of the b˜ and χ˜02, respectively. Shown are the generated distributions on the left side and
a comparison of generated and reconstructed distributions distributions for events selected
after a simulation of the CMS detector on the right side. In the latter case, the generated
distributions are shown as solid lines and the reconstructed ones as dashed lines.
contribution to the SM background in this analysis comes from the dileptonic decay of top
quark pair production pp → tt¯ →WbWb → `bν`bν. This includes decays via intermediate τ
leptons W → τν → `ννν. The leptons have opposite sign, but can be of same or opposite
flavour with the same probability. This is also the case for the production of single top quarks
in association with a W boson or in the case of τ leptons in the decay Z → ττ → `νν`νν.
These backgrounds are called “flavour-symmetric” throughout this analysis. They also include
contributions from leptons not originating from the hard interaction. These “non-prompt”
leptons include leptons from the decay of charm or bottom (summarised as “heavy flavour”)
quarks inside hadronic jets or jets misidentified as leptons.
The production cross sections for different processes as a function of the centre-of-mass energy
of the collisions are shown in Figure 2.6 in nb. The total interaction cross section is in the
order of 108 nb. It is dominated by soft QCD processes which are of minor importance to
this analysis. However, given the high instantaneous luminosity achieved at the LHC (see
Section 3.1), many interactions occur in each collision. This leads to additional particles in
the detector on top of the signature of the relevant physics process, an effect called “pileup”.
As mentioned before, the cross section for Z/γ∗ boson production is very large, exceeding that
for the production of top quarks by two orders of magnitude. This underlines the importance of
EmissT in the signature to reduce this background. The cross section for Higgs boson production
is close to that of some of the processes discussed above. However the branching fraction of
the Higgs boson in decay channels relevant to this signature is too small for it to contribute
significantly.
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Figure 2.6: Cross sections for different Standard Model processes in proton-antiproton or proton-proton
collisions as a function of the centre-of-mass energy [35].
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3 Experimental setup
This analysis relies on data recorded by the CMS experiment at the CERN LHC. Both are
highly complex machines and the product of decades of development and construction. Only
a short summary can be given here, simplifying many intricate aspects of their designs.
3.1 CERN Large Hadron Collider
The LHC [36], located at CERN near Geneva, is capable of colliding protons and lead ions
at higher energies than any of its predecessors. The instantaneous luminosity delivered to the
experiments exceeds that of any previous machine at the energy frontier. It was constructed in
the tunnel formerly inhabited by the LEP electron-positron collider in about 100 m depths below
the surface with a circumference of 27 km. The design goal was to achieve proton collisions
at a centre-of-mass energy of √s = 14 TeV with instantaneous luminosities of 1034 s−1m−2.
The LHC consists of eight arcs, as shown in Figure 3.1, where superconducting dipole magnets
provide a magnetic field of up to 8.3 T to bend the charged particles along the curvature of
the tunnel, while quadrupole and other specialised magnets are used to focus the beams. In
straight segments between these arcs, LHC infrastructure and the experiments are located.
The infrastructure components include the cooling facilities necessary to reach a temperature
of 1.9 K around the ring, the superconducting cavities in which the protons are accelerated by
standing electromagnetic waves, collimators for beam cleaning, and the beam dump, where
the beams are ejected from the LHC at the end of fills. In the other four straight segments the
beams are brought into collisions, which are studied by the four large experiments at the LHC.
Of these, CMS [37] and ATLAS (A large LHC apperatus) [38] are multi-purpose detectors with
a diverse physics program, while ALICE (A large ion collider experiment) [39] and LHCb (LHC
beauty experiment) [40] are specialised on heavy ion collisions and flavour physics, respectively.
The protons circulating in the LHC are injected at an energy of 450 GeV after running trough
a chain of pre-accelerators, the Linac2, the Proton Synchroton Booster (PSB), the Proton
Synchrotron (PS), and the Super Proton Synchrotron (SPS). The proton beams are separated
into bunches of about 1011 particles. The smallest temporal spacing between two bunches
achieved during the data taking in 2012 was 50 ns, twice the design value. In these conditions,
after three years of running in the years 2010 to 2012, the so called Run I of the LHC, a centre-
of-mass energy of √s = 8 TeV has been reached. The instantaneous luminosities delivered to
the experiments reached a maximum of 7.7 · 1033 s−1m−2 in late 2012, as can be seen on the
left side of Figure 3.2. The integrated luminosity delivered to the CMS experiment in 2012
was 23.3 fb−1, exceeding that of 2011 by almost a factor of four [42], as shown on the right
side of Figure 3.2.
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Figure 3.1: Schematic view of the LHC with its eight arcs. The four interaction points, where the
experiments are located, are marked with blue stars. Other important parts of the LHC
infrastructure are also indicated [41].
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3.2 CMS detector
Located at one of the four intersections of the LHC beams, the CMS detector is designed to
measure the resulting collisions to high precision [37]. It’s key features are the precise deter-
mination of the properties of single particles as well as a good coverage of the 4pi solid angle.
The central element of the CMS detector is a superconducting solenoid. Cooled to 4.45 K, it
is able to produce a homogeneous magnetic field of 3.8 T, which allows to measure the mo-
menta of charged particles by bending their trajectories. As shown in Figure 3.3, the different
components of the detector are layered in cylindrical shapes around the interaction point. The
magnet encompasses most of the main subdetectors, namely the tracking system which mea-
sures the trajectories of charged particles and the electromagnetic and hadron calorimeters,
designed to measure the energy of particles. Located outside of the volume of the solenoid
are the iron return yoke and muon detectors. This cylindrical structure is complemented on
both sides by endcaps, which close the solid angle in the direction of the beams and are partly
located outside the volume of the solenoid. The different components are described in more
detail in the following.
Figure 3.3: Schematic view of the CMS detector [43]. From the inside out, the tracking system is shown
in blue, the electromagnetic calorimeter in green, the hadron calorimeter in light yellow, the
superconducting solenoid in white, the return yoke in red, and the muon system again in
white.
3.2.1 Tracking system
The tracking system of the CMS detector consists of many layers of silicon pixels and strips.
The trajectories of charged particles are reconstructed from the ionisation signal they cause in
the silicon. In the magnetic field these trajectories bend, allowing to determine the momentum
of particles. The tracking system has a diameter of 2.5 m and a length of 5.8 m, corresponding
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to a geometric coverage of |η| < 2.5. The tracking detector consists, as shown in Figure 3.4,
of the pixel detector (PIXEL) surrounded by various components of the silicon strip tracker.
Figure 3.4: Schematic view of the CMS tracking detector. The innermost part shows the pixel detector
(PIXEL), surrounded by the tracker inner barrel (TIB) and tracker inner discs (TID). The
outermost parts of the tracking detector are the tracker outer barrel (TOB) and the two
tracker endcaps (TEC+ and TEC-) [37].
Silicon pixel detector
The innermost part of the tracking system is the pixel detector, which consists of three layers in
the barrel region at radii between 4.4 cm and 10.2 cm, complemented by two discs perpendicular
to the beam axis, located at |z| = 34.5 cm and |z| = 46.5 cm. As the particle density is highest
close to the interaction point, a high granularity is needed to maintain a low occupancy of
the pixel detector. Therefore, the pixel detector consists of roughly 66 million pixels with a
combined active area of about 1 m2. Each pixel has a size of 150× 100µm2. The analogue
readout of the pixels allows to combine the measurements of neighbouring pixels, bringing the
spatial resolution down to 15 to 20µm. This is especially important for the reconstruction of
the interaction vertices and the tagging of the secondary vertices from the decay of b-hadrons.
Silicon strip detector
Further away from the interaction point, between 20 cm and 116 cm, the granularity of the
tracking system is reduced. Silicon strip detectors are used, structured in four layers of the
tracker inner barrel (TIB), complemented on each side by the three discs of the tracker inner
discs (TID). All this is surrounded by the six layers of the tracker outer barrel (TOB). The
tracker endcaps (TECs) consist of nine discs each. The individual strips have a length of about
10 cm and a pitch between 80µm in the two inner layers of the TIB and 183µm in the four
inner layers of the TOB. The single point resolution in TIB and TOB depends on the layout
of the specific layer and varies between 23µm and 53µm.
Stereo modules, constructed by placing two modules back to back, rotated by 100 mrad, are
placed in the first two layers of both TIB and TOB, the first two rings of TID, and the first
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two and the fifth ring of the TECs. These allow for 2-D measurements, with a precision of the
z position measurement of 230µm in TIB and 530µm in TOB.
For high momentum tracks of about 100 GeV in the region of |η| < 1.6 a pT resolution of 1-2%
is achieved, while the impact parameter of these tracks can be measured with a resolution of
about 10µm.
Compared to gas-based tracking technologies, an all silicon tracking system, as used in CMS,
consists of significantly more material. The material budget lies between 0.4 and 1.8 radiation
length X0, as shown in Figure 3.5. For light charged particles, such as electrons, this leads to
a significant probability to emit bremsstrahlung while traversing the tracking detector, which
has to be taken into account in the reconstruction of particles.
Figure 3.5: Material budget of the CMS tracking detector in units of radiation length X0 as a function
of η [37].
3.2.2 Electromagnetic calorimeter
The electromagnetic calorimeter (ECAL) measures the energy of electrons and photons. It uses
lead tungstate (PbWO4) crystals as both absorber and active material. The electromagnetic
shower induced by the electron or photon leads to the emission of scintillation light in the
crystal, which is measured at the backside of the crystals by avalanche photo diodes (APDs)
in the barrel segment of the ECAL and more radiation hard vacuum photo triods (VTPs)
in the endcap region. The choice of lead tungstate was driven by the need for a material
that is at the same time dense (8.28 g/cm3), has a small Molière radius (2.2 cm), and has a
fast response. About 80% of the scintillation light is emitted within 25 ns, which is the time
between two LHC bunch crossings under design conditions. The structure of the ECAL is
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Figure 3.6: Schematic view of the CMS ECAL.
shown in Figure 3.6. The ECAL barrel (EB) covers the region of |η| < 1.479 and consists of
61200 crystals. They have a size of 2.2× 2.2 cm2 at the front and 2.6× 2.6 cm2 at the back,
with a length of 23 cm, corresponding to 25.8 X0. In the ECAL endcaps (EE), consisting of
7324 crystals each, the crystals are slightly larger (2.862× 2.862 cm2 to 3.0× 3.0 cm2) and
shorter (22 cm, corresponding to 24.7 X0). The EEs extend the geometric coverage of the
ECAL to |η| = 3.0.
In the region of 1.653 < |η| < 2.6 a preshower detector, consisting of two layers of silicon
strips and two layers of lead absorber, is installed to distinguish between prompt photons and
those from the decay pi0 → γγ. The strips, oriented perpendicular to each other, have a pitch
of 2 mm, allowing to resolve the two showers of the photons from the pi0.
The production of scintillation photons per deposited energy is temperature dependent. There-
fore, the ECAL is kept at a temperature of 18± 0.05 ◦C, which results in a yield of about 4.5
photons per MeV.
The typical energy resolution of the ECAL is parametrised as(
σ
E
)2
=
(2.8%√
E
)2
+
(0.12
E
)2
+ (0.30%)2, (3.1)
with three terms describing different sources of uncertainty. The first term includes statistical
fluctuations in the production of scintillation light as well as the energy distribution over
several crystals. The second term covers such sources of noise as electronic noise or pileup.
The constant term accounts for other sources of uncertainties such as calibration errors. The
size of the different contributions has been confirmed in test beam measurements [44].
3.2.3 Hadron calorimeter
The hadron calorimeter (HCAL) measures the energy of charged and neutral hadrons. In the
barrel region of the detector it is situated between the ECAL and the coil of the solenoid,
at radii between 1.7 m and 2.95 m, limiting the amount of material that can be used in its
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construction and therefore its ability to contain the hadronic showers. Therefore, additional
detectors are placed outside of the volume of the magnet, forming the hadron outer calorimeter
(HO). The HCAL barrel (HB) is complemented on each side by a HCAL endcap (HE) and the
geometric coverage is extended to high values of |η| by dedicated forward calorimeters (HF).
The placement of these subdetectors relative to the other components of CMS is shown in
Figure 3.7.
Figure 3.7: Schematic view of the CMS HCAL [37].
HCAL barrel and outer detectors (HB and HO)
The HB covers the geometric region |η| ≤ 1.3. It is constructed as a sandwich calorimeter,
consisting of plastic scintillator as the active material. For the absorber material, the fourteen
inner layers of the HB are made from brass, while steel is used for the front and back plates
of the HB to increase the stability of the construction. The scintillator is divided into 144
segments in φ and 32 segments in η, resulting in a spatial granularity of 0.087 in both η
and φ. The scintillation light produced in the active material is transported to hybrid photo
diodes using scintillating fibres. As all layers of one tower in η and φ are read out by the same
photo diode, there is no segmentation in the readout in r, except for the two towers closest
to the HE on each side. The material of the ECAL in front of the HB corresponds to about
1.1 interaction length λi. The absorber material of the HB itself amounts to only 5.82 λi at
η = 0, which increases to 10.6 λi at |η| = 1.3. To measure the energy of jets not contained in
the HB, the HO is placed outside the vacuum containment of the solenoid. It consists of one
additional layer of scintillator, with the magnet acting as absorber, except for the most central
part of the detector, where one additional layer of steel absorber and scintillator are installed.
Hereby the material budget of the HCAL is increased to at least 10 λi over the whole barrel
region.
HCAL endcaps (HE)
The HE extends the geometric coverage of the HCAL up to |η| = 3.0, coinciding with the
coverage of the EEs. It is constructed from the same combination of brass absorber and
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plastic scintillator as the HB and for the region 1.3 ≤ |η| ≤ 1.6 also retains the ∆η ×∆φ =
0.087 × 0.087 granularity in η and φ. For |η| ≥ 1.6 the segmentation is coarser, resulting
a granularity of ∆η × ∆φ ≈ 0.17 × 0.17. This structure again corresponds to about 10 λi.
The longitudinal segmentation of the readout of the towers differs based on the location of
the tower. The two towers closest to the beam line are read out in three segments, while
most others are divided into two segments. The two towers overlapping with HB are read out
without longitudinal segmentation. Multipixel hybrid photo diodes have been chosen for the
readout due to their low sensitivity to magnetic fields.
Hadron forward calorimeter (HF)
Of all subdetectors of CMS, the HF covers the highest values of |η|, extending up to |η| = 5.2.
This close to the beam pipe radiation hardness is the key feature of the design, as nearly 90% of
the energy deposited in the detector as the result of a proton-proton interaction is allotted to the
HF. It is constructed as two 3.5 m long cylinders with a radius of 1.3 m, located at |z| = 11.2 m.
The first 1.65 m consist of plates of steel with a thickness of 5 mm, again corresponding to
about 10 λi. The active components are quartz fibres, which are inserted into grooves in the
steel plates. The particles created in showers in the absorber emit Cherenkov radiation in the
fibres, which is detected by photomultiplier tubes at their end. As the Cherenkov threshold
is lowest for electrons, at 190 keV, the HF is more sensitive towards electromagnetic than
hadronic showers. To separate these two kinds of showers, half of the fibres start only at a
depth of 22 cm inside the absorber. As electromagnetic showers develop faster, they deposit
most of their energy before this point, which distinguishes them from hadronic showers.
3.2.4 Muon system
Muons are in general not stopped by any of the subdetectors of the CMS detector inside the
solenoid. Therefore, they can be measured with high precision in a clean environment outside
of it. Hence, the muon detectors are placed inside the return yoke of the magnet, both for
the muon barrel (MB), covering up to |η| = 1.2 and the muon endcap (ME) detectors, placed
between |η| = 0.9 and |η| = 2.4. Being placed so far away from the interaction point, the muon
detectors have to cover a large area, which requires them to be rather inexpensive compared to
other technologies used in the construction of CMS. Three different types of gaseous detectors
are used to provide at the same time identification, pT measurement, and triggering for muons.
In the barrel region, drift tubes (DT) are used as the main muon detectors, whereas in the
endcaps cathode strip chambers (CSC) are used which are faster and better equipped to deal
with the larger and inhomogeneous magnetic field in this region of the detector. To provide a
very fast muon tagging for the trigger, resistive plate chambers (RPC) complement the other
two technologies in both the barrel and the endcaps.
Drift tubes (DT)
In the barrel, there are four layers of muon detectors, called muon stations, of which two
are located inside the return yoke of the magnet and the other two are located between the
solenoid and the yoke and outside the yoke, respectively. The muon stations consist of eight
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to twelve muon chambers, which are made of two or three superlayers of DTs. The superlayers
in turn consist of four layers of DTs. The first three muon stations contain chambers with
superlayers measuring either in the r−φ plane or measuring the z coordinate. In the last muon
station only the superlayers measuring in r−φ are present. The DTs in each layer are offset by
half of the width of a tube with respect to the next one to avoid dead spots in the geometric
coverage. The DT system consists of about 172000 sensitive wires. The drift tubes are filled
with a mixture of 85% Ar and 15% CO2, and their structure is shown in Figure 3.8 The rφ
resolution of a single DT is about 250µm, so that one muon chamber, which contains two
superlayers with four DTs measuring in the r − φ plane each, reaches a precision of 100µm.
Figure 3.8: Schematic view of one drift tube [37].
Cathode strip chambers (CSC)
The CSC are multiwire proportional chambers, consisting of six planes of anode wires inter-
leaved with seven panels of cathode strips. The chambers have trapezoidal shapes and are
arranged in four discs around the beam axis, each further segmented into two or three rings.
The cathode strips measure the φ coordinate while the anode wires measure the radial coor-
dinate. Figure 3.9 shows the structure of one chamber on the left side and the creation of a
signal due to an amplification of the initial ionisation in an avalanche close to the anode wire
on the right side.
Resistive plate chambers (RPC)
The RPCs consist of three layers of bakelite, which form two small gas filled gaps and between
which high voltage is applied. The amplification of the initial signal is very fast in this config-
uration, with drift times of about 5 ns. Therefore, this technology is well suited to associate
muon candidates to the LHC bunch crossings. In the barrel region six layers of RPCs are
installed, while three layers are used in the endcaps for |η| ≤ 1.6.
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Figure 3.9: Schematic view of one CSC (left) and the creation of a signal (right) [37].
Momentum resolution
The pT resolution of the muon system alone was expected to be about 10% for muons with pT
up to 200 GeV. Combined with the information from the inner tracking system, a resolution
of about 1% was expected to be achieved in the central region of |η| ≤ 0.8 for a pT of 10 GeV,
increasing to about 2% for a pT of 200 GeV.
The pT resolution for muons has been measured using data collected in 2010 [45]. Using the
muon system alone, resolutions better than 10% have been found for the barrel region for muons
with pT > 15 GeV. The muon resolution improves when combining the information from the
muon system with those from the inner tracking system. The precision of the tracking system
dominates for a wide pT range and averaging over η and φ resolutions of 1.8±0.3(stat.)% at
pT = 30 GeV to 2.3±0.3(stat.)% at pT = 50 GeV have been achieved.
3.2.5 Trigger and data acquisition
If the LHC is operated at the design bunch spacing of 25 ns, bunch crossings occur with a rate
of about 40 MHz. This rate has been reduced by at least a factor of two during Run I of the
LHC because of the increased bunch spacing. Still, this many events cannot be reconstructed
and stored by the available computing infrastructure. The total event rate is therefore reduced
by a factor of about 106 by two subsequent trigger systems. The Level-1 (L1) trigger consists
of programmable electronics, allowing for a fast primitive reconstruction of physics objects in
the calorimeters and the muon system. This system reduces the event rate to a maximum
of 100 kHz. Following an L1 accept (L1A), the CMS data acquisition system (DAQ) collects
the event information from the readout of the different subdetectors and passes it on to the
High-Level trigger (HLT). The HLT is a software trigger and has access to the full detector
readout [46]. It can perform a full reconstruction of the events using similar algorithms as used
in oﬄine data analysis. Often fast approximations of these algorithms are used, allowing the
HLT to process more events than the oﬄine reconstruction. Events are accepted by the HLT
at a rate of a few 102 Hz.
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Level-1 trigger (L1)
The outputs of the different subdetectors are stored in pipelined buffers inside the readout
electronics. This limits the time between the bunch crossing and the distribution of the L1A
to the subsystems to 3.2µs. The L1 is therefore constructed from mostly custom-built pro-
grammable electronics either directly inside the detector or located close by in the underground
facilities. As the readout of the tracker and track reconstruction are not feasible on this time
scale, only calorimeter and muon system information are used. The L1 system is divided into
local, regional and global components, as shown in Figure 3.10.
In the calorimeter trigger the local components are the trigger primitive generators (TPGs).
For |η| ≤ 1.74 they have an (η, φ)-coverage of 0.087×0.087, corresponding to one HCAL
tower and a 5×5 matrix of ECAL crystals in front of it. The TPGs communicate the energy
deposits in the trigger tower and the number of the bunch crossing to the regional calorimeter
trigger. One calorimeter region consists of 4×4 trigger towers. Candidates for electrons or
photons (e/γ) are formed by selecting the towers with the highest ET in the ECAL. Based on
information about the energy distribution inside the ECAL tower, the ratio of energy in ECAL
and HCAL in the trigger tower, and the overall distribution of energy in the neighbouring
trigger towers the candidates are classified as isolated or non-isolated. Per region, four isolated
and four non-isolated e/γ candidates and the transverse energy sums of the trigger towers
are passed to the global calorimeter trigger (GCT). Additionally, information for τ and muon
identification is provided. The GCT performs a simple jet clustering algorithm and is able to
calculate per event observables such as the number of jets, the total and missing transverse
energy, and sum of the transverse energy of all jets above a certain threshold (HL1T ). This
information is delivered to the global trigger
In the muon trigger all three detector components (DT,CSC, and RPC) are used. In the
local trigger, the DT chambers deliver track segments in the φ-projection and hit patterns in
the η-projection, while the CSCs produce three-dimensional track segments. Both use timing
information to associate this information with the bunch crossing. In the regional trigger, DT
and CSC information are processed in separate track finders, which produce muon candidates.
These are ordered as a function of pT and track quality and up to four candidates are delivered
to the global muon trigger from each track finder. The RPCs also deliver muon candidates.
With their excellent timing resolution of about 1 ns they deliver an unambiguous association
of the muon candidates to the correct bunch crossing. The global muon trigger receives up to
four muon candidates each from the DTs, the CSCs, and the barrel and endcap RPCs. The
information consists of pT, η, φ, and information on the quality of the muon reconstruction.
Candidates from the RPCs are matched with the ones from DT and CSC and, if matches are
found, merged into single candidates. Unmatched candidates with low quality are suppressed.
The track of the candidates is extrapolated back into the calorimeters to add the minimum
ionising particle signature and isolation information from the regional calorimeter trigger. The
four best muon candidates are forwarded to the global trigger.
The global trigger collects the information from the global muon and calorimeter triggers. Up
to 128 trigger algorithms can be performed on the trigger objects at the same time, the most
basic being simple pT thresholds. If the criteria of one of the algorithms is met by the event,
it is accepted by the L1 trigger and the L1A is sent to the DAQ to read out the event.
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Figure 3.10: Structure of the CMS Level-1 trigger (left) and data acquisition system (DAQ) (right)
Data acquisition system (DAQ)
Following a L1A the DAQ receives the information from the different subdetectors split in about
650 data sources, each delivering about 2 kB of data. These event fragments are assembled
into whole events by the event builder. The event is then sent to one filter unit in the event
filter, where the HLT software is running. The DAQ has to deal with input rates of up to
100 kHz and consists of 8 nearly independent slices, each able to take input at a rate of
12.5 kHz. The DAQ includes a back-pressure system, which automatically throttles the L1
trigger in case the input rate exceeds the capability of the DAQ . This introduces dead times
in the detector readout but prevents data corruption and buffer overflows. To fully utilise the
capacities of the trigger system and the DAQ, trigger thresholds can be adapted during data
taking. The shortest time scale on which the thresholds are kept constant is called lumi section
and is defined as 220 LHC orbits, corresponding to about 93 s. The structure of the DAQ is
shown in Figure 3.10.
High level trigger (HLT)
The HLT software is run on a dedicated computing element, the event filter farm. During the
data taking in 2012 it consisted of about 13200 processor cores [47], allowing for a processing
time of about 150 ms at a input rate of 100 kHz. The HLT system reduces input data rates
of up to 100 GB/s to several hundredMB/s, which are sent to the CERN computer centre
for storage. As a full event reconstruction can be performed at HLT level, even if it is often
restricted to small regions of the detector for timing reasons, much more complex quantities can
be used to separate potentially interesting signatures from the large backgrounds. However,
approximate methods have to be used sometimes to maintain an acceptable processing time
per event. Also, some calibration and alignment methods can only be performed after the
data taking, making the HLT less precise compared to the oﬄine reconstruction. While a large
variety of triggers is used by CMS to select different kinds of events, this description will focus
on the ones most relevant to this analysis.
The most important signal and control samples for this analysis are collected with dilepton
triggers. In general, they select events that contain two leptons (electrons or muons), of
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which one is required to have a reconstructed transverse momentum pT of at least 17 GeV,
while for the second this threshold is relaxed to 8 GeV. In general, the lepton with the higher
(lower) pT is referred to as the leading (trailing) lepton. For muons, simply the presence of a
reconstructed muon with a given pT threshold is required. For electrons additional identification
and isolation requirements are applied to keep the trigger rates at an acceptable level. For the
most part, the algorithms employed to reconstruct muons and electrons are the same among
all possible combinations of leptons. However, for µµ events an additional trigger, which uses
tracker information for the trailing muon, is available, increasing the efficiency in this channel.
The triggers used for preselection at L1 level also differ in their thresholds [48] between the
different lepton combinations. As the algorithms to reconstruct physics objects at HLT level
are so similar to those used oﬄine, no dedicated description is given here. An overview over
the exact trigger definitions is given in appendix A.
Other HLT paths used in this analysis select events based on the scalar sum of the pT of
hadronic jets (HT), the αT variable [49], which takes into account the balance of jets in
an event, and single electrons and muons, which are selected with tighter identification and
isolation criteria compared to the dilepton triggers. Also, in order to study non-prompt leptons,
events with low pT single leptons are selected using trigger paths that apply the same lepton
selections as the dilepton triggers.
As the trigger rates for the HT, αT, and low pT single lepton triggers are very high, these
triggers are prescaled, meaning that only a predefined fraction of the selected events are actually
recorded and reconstructed.
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4 Data analysis and event selection
The data recorded by the CMS experiment is processed using dedicated software that uses the
detector signals to reconstruct the particles produced in the proton-proton collisions and other
properties describing the events. The resulting datasets, accompanied by simulation for both
SM and new physics processes, are then analysed. Events are selected using their reconstructed
properties based on the characteristics of the physics processes of interest. Here, an overview
on the reconstruction algorithms and software is given. Also, the datasets and event selections
used in this analysis are motivated.
4.1 Object reconstruction
The observables most relevant to this analysis are electrons, muons, jets, and the missing
transverse energy (EmissT ). Here, the reconstruction of these objects from the information pro-
vided by the CMS detector as performed on the data recorded in 2012 is described. While the
electron and muon candidates used in this study are reconstructed independent of each other
with dedicated algorithms, jets and EmissT are provided by the particle flow (PF) algorithm [50].
It combines information from all subdetectors to achieve a consistent description of the full
event.
4.1.1 Vertex reconstruction
Interaction vertices are reconstructed from the tracks of the charged particles that originate
from them. Tracks fulfilling certain quality requirements are clustered into vertices with a
deterministic annealing algorithm [51, 52]. The vertex position is fitted using an adaptive
vertex fitter [53], where a weight wi between 0 and 1 is assigned to each track, based on the
likelihood of that track being correctly associated with the vertex. These weights are used to
asses the quality of the vertex reconstruction. The vertex with the largest p2T sum of associated
tracks is considered to be the primary vertex in the event.
4.1.2 Muon reconstruction and identification
The track of a muon is reconstructed separately in the inner tracker and in the muon system,
resulting in a tracker track and a standalone muon.
Tracks in the inner tracker are reconstructed using a method called combinatorial track
finder [52], which performs pattern recognition and track fitting by employing a Kalman fil-
ter technique [54]. The track is described by a five-dimensional state vector, whose initial
parameters are taken from track seeds, determined from three hits or two hits and a vertex
constraint in the pixel detector or the innermost layers of the strip detector. The state vector
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is extrapolated to the next tracker layer taking into account uncertainties and energy losses
due to interactions with the tracker material. If tracker hits are found in the modules where
they are expected from the extrapolation, they are added to the track candidate. If no hits
are found, a ghost hit is added to the track to account for inefficiencies in the hit reconstruc-
tion. Too many ghost hits will terminate the reconstruction of the given track. A track fit is
then performed to all hits associated with the track candidate, using again Kalman filtering
and smoothing. This procedure is performed iteratively, each time removing the hits already
associated to a track candidate and relaxing the requirements on the track seeds to allow for
reconstruction of tracks with low pT or not originating from the primary interaction [55].
For the reconstruction of standalone muons in the muon system, the hits inside the individual
muon chambers are fitted to generate track segments, providing first estimates of the track
parameters under the hypothesis that the muon was created in the interaction region and was
travelling through the muon system from the inside out. These segments are used as starting
points for a track reconstruction using all hits from the DTs, CSCs, and RPCs, again using
the Kalman filtering technique [56].
Tracker tracks are promoted to tracker muons when they can be matched to a track segment
in the muon detector. Standalone muons are matched to tracks from the inner tracker. If a
compatible track is found, a combined fit to all hits of the track and the standalone muon
is performed, resulting in a global muon. The PF algorithm applies further selection re-
quirements to the reconstructed global and track muons, introducing a fourth category, the
particle flow muon [57].
Muons selected in this analysis are required to be reconstructed as tracker, global, and
particle flow muons. The χ2 per degrees of freedom of the track fit must not exceed 10.
Several requirements on the information available for the different track fits are made: At
least one muon chamber hit must be included in the track fit of the global muon. For the fit
of the tracker muon at least one hit in the pixel detector and six layers with hits in the strip
detector have to be available. Also, the track from the inner tracker has to be matched to at
least two track segments in the muon chambers. To ensure that the muon originates from the
primary interaction and to suppress backgrounds from cosmic muons the impact parameter of
the track with respect to the primary vertex must not exceed 0.02 cm in the x-y plane and
0.1 cm in z direction. Selected are muons with a pT larger than 10 GeV and |η| less than 2.4.
The muon selection is summarised in Table 4.1.
4.1.3 Electron reconstruction and identification
The signature of an electron in the CMS detector is a track reconstructed by the tracking
detectors that leads to a matching cluster of energy reconstructed in the ECAL. In practice the
reconstruction is complicated by the large material budget of the tracking detectors, resulting
in a high probability of an electron to loose energy in form of bremsstrahlung. About 35% of all
electrons loose more than 70% of their energy and for 10% the energy loss exceeds 95% [58].
The reconstruction has to take into account the large solenoidal magnetic field, which bends
the electron’s trajectory away from the radiated photons, leading to a spread of the energy in
φ direction. This has to be considered both in the tracking algorithms and in the clustering of
the energy deposits in the ECAL.
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Criterion Selection
Acceptance
pT > 10 GeV
|η| < 2.4
Muon ID
Required to be a tracker muon
global muon
particle flow muon
Track quality
χ2/Ndof < 10
valid muon hits > 0
matched stations > 1
valid pixel hits > 0
tracker layers with hits > 5
Impact parameter
d0 =
√
dx2 + dy2 < 0.02 cm
dz < 0.1 cm
Table 4.1: Summary of the muon selection requirements.
In the ECAL barrel and endcaps, two different algorithms are used to group the energy deposits
into clusters and clusters of clusters, called super clusters (SCs). Both are designed to group
together the energy deposits of the electron itself and those of the bremsstrahlung photons.
In the pseudorapidity range of 1.6 < |η| < 2.6 the preshower is located in front of the ECAL
and electrons will deposit a fraction of their energy there. The energy deposited in the strips
of the preshower between a SC in the ECAL and the primary vertex is summed and added to
the energy of this SC [59].
Electron candidate tracks are refitted with a Gaussian sum filter (GSF) algorithm [60], which
takes into account the energy losses caused by bremsstrahlung. GSF tracking is initiated in two
ways. ECAL driven seeding requires the presence of a track seed that matches the position
of a SC when extrapolating backwards from the ECAL to the tracker [58]. Alternatively,
tracker driven seeding is started by tracks fitted with the Kalman filter technique discussed
above, that either match the position of ECAL clusters when extrapolated to the ECAL surface,
covering the case of no bremsstrahlung, or are of poor quality with only few associated tracker
hits [52]. The GSF track and the energy measurement in the ECAL are combined into the
final electron candidate.
The energy losses in the tracker material also impede the determination of the electron charge,
as the presence of photon conversions and changes in the trajectory due to radiation can lead to
charge misidentififaction when only the GSF track is considered. Therefore, also the associated
tracks from the Kalman filter tracking and the supercluster position are used to improve the
charge identification [61].
Electrons are selected requiring pT larger than 10 GeV and |η| < 2.5. The transition region
between ECAL barrel and endcaps of 1.442 < |η| < 1.566 is exluded. To suppress back-
ground from muons that radiate photons, electrons with a distance to the nearest global or
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tracker muon of less than ∆R = 0.1 are rejected. Backgrounds from for example photon
conversions or misidentified charged hadrons are suppressed by a set of selection criteria. The
matching of track and supercluster is quantified by the differences between the supercluster
position and the parameters of the track extrapolated from the vertex to the ECAL surface
in ∆φ and ∆η. As the energy of the electron is contained in the ECAL, the ratio H/E of
hadronic energy deposited in the HCAL behind the electron candidate compared to the energy
in the ECAL must be small. The energy spread in the ECAL due to bremsstrahlung occurs in
φ direction. Therefore, no significant spread of the energy in η, parametrised as
σ2iηiη =
5×5∑
i
wi · (ηi − η¯5×5)2
5×5∑
i
wi
, (4.1)
wi = max
(
0, 4.7 + ln
(
Ei
E5×5
))
, (4.2)
is expected, where for 5 × 5 crystals around the seed crystal, which initiated the clustering,
the distance in η from the mean η of the cluster is summed, weighted by the energy deposit
in each crystal. For a well measured electron, there is good agreement between the energy
deposited in the ECAL and the track momentum measured in the tracker. Therefore, the
value of
∣∣∣ 1E − 1p ∣∣∣ must be small. Requirements on the impact parameter of the track with the
respect to the vertex are made. To reject electrons originating from converted photons, only
one pixel layer with a missing hit is allowed. This suppresses most conversions occurring after
the first layer of the pixel detectors. To reject also conversion in this first layer and in the
beam pipe, vertex fits for the electron track with neighbouring tracks are performed in order to
reconstruct the point of conversion. For a prompt electron, the probability of these fits is low
and required to be smaller than 10−6. Some of these requirements are already applied on HLT
level. In order to select electrons for which the trigger is fully efficient, selections at least as
strict are applied at analysis level. The specific requirements are listed in Table 4.2, separately
for barrel and endcap, where appropriate.
4.1.4 Observables reconstructed with particle flow
The particle flow (PF) algorithm [50] is designed to combine information from all subdetec-
tors to reconstruct a consistent description of the event, resulting in a list of reconstructed
particles. The basic building blocks are PF elements, which are reconstructed in each sub-
detector separately: Tracks of charged particles in the tracker or muon system and energy
clusters in the calorimeters. A linking algorithm then combines elements into blocks based
on their geometrical distance, for example by extrapolating a track into the ECAL and HCAL
and searching for compatible clusters. Similarly, calorimeter clusters are linked between the
preshower, ECAL, and HCAL and tracks from the tracker are associated with those from the
muon system. Particle candidates are reconstructed from the objects inside each block. Muons
are reconstructed first, followed by electrons, for which, similar to the standard algorithm de-
scribed above, a refit of the track with the GSF algorithm is performed and bremsstrahlung
photons are collected in the ECAL. Lastly, calorimeter clusters compatible with a track are
identified as charged hadrons, while clusters without a matching track are either categorised
as neutral hadrons, or, depending on the energy deposits in the HCAL, as photons.
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Criterion Selection at HLT Selection at Analysis Level
EB EE EB EE
Acceptance
pT trigger dependent > 10 GeV
|η| < 2.5 < 2.5, excluding 1.442 < |η| < 1.566
ID variables
|∆η| 0.01 0.01 0.007 0.009
|∆φ| 0.15 0.10 0.15 0.10
σiηiη 0.011 0.031 0.01 0.03
H/E 0.10 0.075 0.12 0.10∣∣∣ 1E − 1p ∣∣∣ - 0.05 0.05
Conversion rejection
missing pixel hits - ≤ 1 ≤ 1
vertex fit probability - < 10−6 < 10−6
Impact parameter
d0 =
√
dx2 + dy2 - < 0.02 cm < 0.02 cm
dz - < 0.1 cm < 0.1 cm
Table 4.2: Summary of requirements of the electron selection.
Jets
The particles produced in the hadronisation of quarks and gluons are grouped into jets by
clustering algorithms. An anti-kT algorithm [62], performed using a fast implementation [63,
64], is used in this analysis. Input to the clustering are the particle candidates reconstructed
by the particle flow algorithm.
The anti-kT algorithm is a sequential clustering algorithm. Two distance measures are intro-
duced, the first between two particles or pseudo-jets i and j and the second between particle
or pseudo-jet i and the beam axis:
dij = min(k−2T i , k
−2
Tj )
∆2ij
R2
, (4.3)
diB = k−2T i , (4.4)
with ∆2ij = (yi−yj)2+(φi−φj)2 and kT i, yi, and φi being the transverse momentum, rapidity,
and azimuth of a particle. The distances for all entities (particles, pseudo-jets) are calculated.
If the smallest is a dij , i and j are combined in a new pseudo-jet. If the smallest distance is
the distance to the beam diB, the pseudo-jet is considered a final jet and removed from the
list of particles available for clustering. The parameter R governs the size of the resulting jet
and is set to 0.5 in this analysis.
The measured jet momentum prawµ has to be corrected for energy offsets and the non-uniform
and non-linear response of the detector. Each component of the jet’s four-momentum vector
is corrected by a multiplicative factor [65]
pcorµ = C · prawµ . (4.5)
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The correction is applied as a sequence of different factors:
C = CL1offset(prawT ) ·CL2L3MC (p′T, η) ·CL2Residualrel (η) ·CL3Residualabs (p′′T). (4.6)
The L1 correction, applied to the raw jet, corrects for offsets due to the underlying event
and pileup using a jet area approach. The particles in the event are clustered with a kT jet
clustering algorithm [66] with a distance parameter R = 0.6, which clusters a large number
of soft jets in each event. The jet area Aj is determined for each of these jets. The median
pT density ρ is then defined as the median of the distribution of pTj/Aj for all of these jets.
Because of the large number of jets originating from secondary interactions, ρ is not influenced
by the presence of hard jets from the primary interaction in the event and is a measure for
the pileup activity, the underlying event, and electronic noise. Jets are then corrected by
the factor CL1offset(prawT ) = 1 − (ρ−〈ρUE〉) ·AjprawT , where 〈ρUE〉 is the mean pT density due to
the underlying event, measured in events with no pileup interactions. CL2L3MC , derived from
simulation, corrects for the non-linearities and non-uniformities of the detector response to
jets of different pT and η and are applied to the offset-corrected jets. To correct for residuals
differences between simulation and data, CL2Residualrel (η) and CL3Residualrel (p′′T), derived from dijet
and Z/γ+jets data, are applied to jets in data events.
In this analysis, the pT of a jet is required to exceed 40 GeV and jets are required to lie inside
the fiducial volume of the ECAL of |η| < 3.0. A set of loose quality selections is applied to
suppress jets reconstructed because of detector noise, ensuring that the jet is reconstructed in
more than one subdetector and has more than one constituent. To prevent an overlap between
selected objects, jets within ∆R = 0.4 to leptons identified with the criteria described above
are rejected.
Because of their long lifetime, b-hadrons decay at a measurable distance from their production
vertex, allowing for the reconstruction of a secondary vertex. In this analysis the combined
secondary vertex (CSV) algorithm is used. Likelihood ratios based on a variety of variables
characterising the secondary vertex and the tracks inside the jet are used to construct a single
discriminator. If the value of this discriminator exceeds a given threshold, the jet is tagged
as originating from a b-quark [67]. The performance of the b-tagging algorithms have been
measured on the dataset recorded at √s = 8 TeV [68]. The average identification efficiency
as a function of the discriminator value is shown in Figure 4.1 (top). In this analysis, a jet is
tagged as a b-jet if the discriminator is larger than 0.679. For this working point the efficiency
is about 70% while the probability to misidentify a jet originating from a light quark as a b-jet
is between 1% and 3%, depending on the pT of the jet, as shown in Figure 4.1 (bottom). In
this analysis b-jets with a pT larger than 30 GeV and |η| < 2.4 are considered.
Missing transverse energy
As discussed in Section 1.1, EmissT measures the imbalances of the energy depositions in
the detector in the plane transverse to the beam direction. As this imbalance is the only
experimental signature of this class of particles, a good EmissT resolution is a key factor for the
discovery of processes that include the production of new weakly interacting particles.
Several algorithms have been developed in CMS to reconstruct EmissT [69]. Calorimetric
(Calo) ~EmissT is calculated as the negative vector sum of the energy deposits in each calorime-
ter tower. Muons deposit only very small amounts of energy in the calorimeters, and are
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Figure 4.1: Performance of the CSV b-tagging algorithm. Shown is the identification efficiency as a
function of the discriminator value (top) and the probability of misidentifying a jet originating
from a light quark as a b-jet for the discriminator value of 0.679 used in this analysis (bottom)
as a function of pT [68]. In the top figure, the scale factor between data and simulation is
shown below the plot. The red arrows indicate three working points used in CMS.
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replaced by the measured muon pT for this calculation. Track-corrected (TC) ~EmissT differs
from Calo ~EmissT in the treatment of charged hadrons. For well reconstructed tracks, the track
measurement is more precise than the measurement of a hadron’s energy in the HCAL. There-
fore, for tracks not associated with an electron or muon, the track measurement is used in the
calculation of ~EmissT . The energy deposit in the calorimeter is excluded, based on a model of
the calorimeter response, treating all hadrons as pions. In contrast to these subdetector-based
approaches, the event description of the particle flow algorithm can be used to calculate ~EmissT .
It is defined as the negative vector sum over the pT vectors of all particle candidates
~EmissT = −
∑
particle candidates
~pT. (4.7)
Several corrections can be applied to the calculation of EmissT . The type-I corrections propagate
the jet energy corrections to the EmissT calculation for all jets with pT larger than 10 GeV and
with less than 90% of their energy deposited in the ECAL. The effects of pileup on the
EmissT reconstruction can be mitigated by applying type-0 corrections, which are calculated on
minimum bias events to parametrise the effects of such interactions on EmissT . Additionally,
type-I corrected EmissT can be further adjusted using type-II corrections that take into account
effects caused by the underlying event. Further corrections can be applied to correct for
modulations of the EmissT in φ [70]. As this analysis searches for events with a large genuine
EmissT and is therefore not very sensitive to EmissT introduced by resolution effects, none of
these corrections are applied.
Comparing the resolution for the EmissT components in x and y direction, after calibrating
for the different response of the algorithms, as shown in Figure 4.2 for the data collected in
2011, PF EmissT performs better than TC and Calo EmissT and is therefore used in this analysis.
However, the other two, as well as type-I corrected PF EmissT , are considered as cross-checks.
Figure 4.2: EmissT resolution as a function of the sum of the ET of all particle flow candidates in an event
after calibrating for the different response of the algorithms. Shown are type-II corrected
Calo EmissT as black upward pointing triangles, TC EmissT as red downward pointing triangles,
and PF EmissT as blue points [69].
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Lepton isolation
While the lepton selection criteria described above are sufficient to reject backgrounds from
particles misidentified as leptons, they do not suppress real leptons not originating from the
primary interaction. As these are often produced in decays of heavy flavour quarks inside a
jet, a more suitable criterion is to consider the amount of activity in the detector close to the
lepton candidate, called lepton isolation. In this analysis, particle based isolation is used. For
this the pT of charged hadron, neutral hadron, and photon particle candidates in a cone of
∆R = 0.3 around the lepton is summed:
Isouncorrected =
∑
charged hadrons
pT +
∑
neutral hadrons
pT +
∑
photons
pT. (4.8)
The calculation of the isolation is distorted by pileup if PF candidates originating from pileup
interactions lie within the cone and are counted in the isolation sum. This is easily remedied
for charged hadrons, as those originating from a pileup vertex can be excluded from the
calculation. For neutral hadrons and photons there is no track that can be associated to a
vertex and a direct identification as pileup particles is not possible. Different approaches are
pursued to correct for this contribution for electrons and muons. In both cases, an estimate
for the contribution of neutral pileup is subtracted from the isolation sum, which changes the
isolation variable to:
Iso =
∑
charged hadrons from PV
pT + max
0, ∑
neutral hadrons
pT +
∑
photons
pT −
∑
neutral PU
pT
 , (4.9)
where ∑
neutral PU
pT is the estimated pileup contribution from neutral hadrons. For electrons the
correction is similar to the L1 offset correction for jets described above. As a measure of the
pileup contribution in the isolation cone the median pT density in the event ρ is multiplied by
the effective area of the electron’s isolation cone in the detector, which is calculated in bins
of η. The pileup correction is therefore defined as ∑
neutral PU
ET = ρ ·Aeffelectron. For muons ∆β
corrections are applied. On average, the contribution of neutral particles from pileup is half
that of charged particles, leading to a correction defined as ∑
neutral PU
ET = ∆β · ∑
charged PU
ET
with ∆β = 0.5. Because of the stochastic nature of these approaches, overcorrection is
possible. Therefore, no negative contribution from neutral particles is allowed in Equation 4.9.
For both electrons and muons the isolation sum divided by the lepton candidate pT (relative
isolation IsopT ) must not exceed 15%. The choice of this requirement is discussed in more detail
in Section 4.3.2.
4.2 Event processing and datasets
Events accepted by the HLT are reconstructed using the algorithms described above, imple-
mented in the CMS software (CMSSW) framework [71, 72]. While a first reconstruction is
performed immediately after the data is recorded, making it available to analysis within a few
days, the full dataset recorded by CMS in 2012 has been reprocessed in a second reconstruction
with updated calibrations and detector alignment in the first months of 2013. The software
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version used for this purpose was “CMSSW 5.3.7 patch6”. The events are stored in the anal-
ysis object data (AOD) format, which contains mostly high level objects, such as electrons and
muons, and does not provide access to detailed detector information such as energy deposits,
which are not of interest for many analyses. This allows to reduce the event size to ≈ 0.1 MB,
compared to about 2 MB for the raw detector output.
The data processing in this analysis is split into two parts. As a first step, the events in AOD
format are processed utilising the resources of the worldwide LHC computing grid [73, 74], a
system of cross-linked computing centres providing storage and computing capacities to the
LHC experiments. Datasets stored on grid sites can be accessed through the CMS remote anal-
ysis builder [75]. At this stage, dilepton events are selected based on the identification criteria
described above and the properties of the lepton pairs, together with other event characteris-
tics, are stored. This is done with version “V00-05-24” of the SuSyAachen framework, which
utilises tools provided within the CMSSW framework, notably the physics analysis toolkit [76].
All datasets used in this analysis have been processed using “CMSSW 5.3.8 patch3”. Detector
calibrations and alignment constants used in the processing of events in CMSSW are specified
in so called Global Tags. The tags used in this analysis are “FT53_V21A_AN6” for data and
“START53_V27” for simulation.
The second part consists of all further analysis performed on the events selected in the previous
processing. As the event size is much reduced, it can be performed using conventional desktop
PCs. Throughout the event processing chain, the ROOT framework [77] for data analysis in
particle physics is frequently used. In the final analysis steps, ROOT version 5.34.21 is used.
4.2.1 Primary datasets
Events are sorted into different primary datasets based on the HLT decisions, grouping to-
gether events accepted by related triggers. As this allows for events to appear in several
of theses datasets, precautions against double counting have to be taken when combining
different data streams in one analysis. The primary datasets most relevant to this analysis
are DoubleElectron, DoubleMu, and MuEG, containing, amongst others, events triggered by
the different dilepton triggers. As auxiliary datasets, events from primary datasets triggered
by HT (HT, JetHT), single leptons (SingleElectron, SingleMu), and αT (HT, HTMHT) are
used (see Section 3.2.5). Each primary dataset is split into four subsets, labelled Run2012A
to Run2012D, each run defined by the run period of the LHC between two technical stops.
The primary datasets are summarised in Table 4.3, where also the dataset paths by which the
samples can be accessed in the CMS bookkeeping system (DBS) [78] is given.
4.2.2 Simulated datasets
Simulated datasets of SM processes and SUSY models are used throughout the analysis in the
design and validation of methods and the interpretation of the results in terms of potential
signals. However, as the estimation of the SM backgrounds is performed almost exclusively
on data, only a short overview over the simulation techniques is given. Dedicated methods
are used for the different steps needed to achieve a complete model of the proton-proton
interactions and the detector response.
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Primary dataset purpose dataset
DoubleElectron Signal /DoubleElectron/Run2012A-22Jan2013-v1/AOD
/DoubleElectron/Run2012B-22Jan2013-v1/AOD
/DoubleElectron/Run2012C-22Jan2013-v1/AOD
/DoubleElectron/Run2012D-22Jan2013-v1/AOD
DoubleMu Signal /DoubleMu/Run2012A-22Jan2013-v1/AOD
/DoubleMuParked/Run2012B-22Jan2013-v1/AOD
/DoubleMuParked/Run2012C-22Jan2013-v1/AOD
/DoubleMuParked/Run2012D-22Jan2013-v1/AOD
MuEG Background prediction /MuEG/Run2012A-22Jan2013-v1/AOD
/MuEG/Run2012B-22Jan2013-v1/AOD
/MuEG/Run2012C-22Jan2013-v1/AOD
/MuEG/Run2012D-22Jan2013-v1/AOD
HT, JetHT trigger efficiencies /HT/Run2012A-22Jan2013-v1/AOD
/JetHT/Run2012B-22Jan2013-v1/AOD
/JetHT/Run2012C-22Jan2013-v1/AOD
/JetHT/Run2012D-22Jan2013-v1/AOD
HTMHT additional trigger studies /HTMHTParked/Run2012B-22Jan2013-v1/AOD
/HTMHTParked/Run2012C-22Jan2013-v1/AOD
/HTMHTParked/Run2012D-22Jan2013-v1/AOD
SingleElectron additional trigger studies /SingleElectron/Run2012A-22Jan2013-v1/AOD
/SingleElectron/Run2012B-22Jan2013-v1/AOD
/SingleElectron/Run2012C-22Jan2013-v1/AOD
/SingleElectron/Run2012D-22Jan2013-v1/AOD
SingleMu additional trigger studies /SingleMu/Run2012A-22Jan2013-v1/AOD
/SingleMu/Run2012B-22Jan2013-v1/AOD
/SingleMu/Run2012C-22Jan2013-v1/AOD
/SingleMu/Run2012D-22Jan2013-v1/AOD
Table 4.3: List of primary datasets used in the analysis. Additionally, the main purpose of the dataset
and datasetpaths in DBS are given.
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Simulation of the physical processes
Monte Carlo (MC) methods are used to generate events according to the properties of physical
processes [9]. At the beginning of the description of a process stands the calculation of the
cross section for the given hard scattering of fundamental particles, using pertubation theory
(see for example [11]). For many SM processes and also some BSM models, calculations
in next-to-leading order (NLO) or next-to-next-to-leading order (NNLO) order in QCD have
been performed. The automated calculations performed in the event generators used for
the simulation in this analysis are however mostly restricted to leading-order (LO) accuracy.
Scaling the events to calculated cross sections retains the higher order accuracy in the total
cross section. Differential cross sections are, however, restricted to the accuracy available in
the generation of the events.
At a hadron collider, the total cross section for a process is given by the cross section for
the hard parton scattering σˆ, convolved with the parton density functions (PDFs) fpi (x,Q2),
which give the probability that a parton i with a fraction x of the proton’s momentum will
take part in the interaction at the momentum scale Q2. Considering all possible combinations
of partons (three valence quarks, sea quarks and gluons), the total cross section is given by
σ(pp→ C) =
∑
i,j
∫
dx1dx2f
p
i (x1, Q2)f
p
j (x2, Q2)σˆ(ij → C). (4.10)
The PDFs have to be inferred from data and have been studied in numerous fixed-target
experiments and, most importantly, in deep-inelastic electron-proton scattering at the HERA
collider [79]. Different approaches are used by several groups to parametrise the PDFs based on
the available data. In the generation of simulated datasets for CMS analyses, the CTEQ6L1 [80]
PDF set has been used. To study systematic effects introduced by the choice of PDF set, the
NNPDF2.3 [81], MSTW2008 [82], and CT10 [83] PDF sets are used. The dependence of
the PDFs on the momentum scale is described by the DGLAP (Dokshitzer, Gribov, Lipatov,
Altarelli, Parisi) evolution equations [84, 85, 86], which are used to extrapolate to the regime
of the LHC.
For most processes, Madgraph 5.1.3.30 [87] is used to calculate the hard scattering process,
together with additional emissions of partons as part of initial and final state radiation (ISR
and FSR). The inclusion of these emissions at matrix element level allows for the modelling of
the radiation of hard partons that are well separated from other final state particles. However,
this treatment breaks down for soft or collinear emissions, which can in turn be described by
dedicated parton shower models. For this, Pythia 6.4.22 [88] has been used for all samples
relevant to this analysis. To achieve a consistent description of the parton shower, events are
rejected in which the parton shower in Pythia produces jets in the phase space already covered
by the emissions in Madgraph, using the MLM matching scheme [89].
The production of single top quarks is simulated using Powheg [90, 91, 92] at NLO in pertu-
bative QCD for the leading jet. For these samples, a similar matching of the parton showers
in Powheg and Pythia is applied.
The hadronisation of colour-charged particles produced in the hard scattering or the parton
shower is a non-pertubative process which can only be described by phenomenological models.
The string fragmentation model, as used in Pythia, is based on the idea of colour strings
connecting the colour-charged particles. The energy stored in the strings increases linearly with
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the distance between the particles, until the string breaks and a qq¯ pair is created, allowing
for the formation of colour-singlets. These singlets may in turn break, until there is no longer
enough energy available to continue with this process [88]. The hadronisation model, as well
as the description of the underlying event and multi-parton interactions, has to be tuned to
best describe existing data. For all samples used in this analysis, the tune Z2∗ [93] is used.
The decays of τ leptons are simulated with the dedicated software Tauola [94], which includes
polarisation, spin correlations effects and intermediate hadron resonances.
To simulate the effects of pileup, several proton-proton interactions from a simulated sample
containing mostly soft QCD processes are added to the simulated events, including pileup
interactions with a time distance with respect to the event of ±50 ns to emulate the effects
of out-of-time pileup. The distribution of the number of additional interactions used in the
simulation had to be estimated before the data taking and therefore differs from that observed
in the recorded dataset. This effect is corrected for, as described in section 4.3.2.
Simulation of the detector response
A model of the CMS detector has been created using the GEANT4 toolkit [95]. It allows
for a detailed description of the detector geometry and material budget and simulates the
interactions of particles with the detector material. It also models the propagation of the
particles inside different materials, taking into account for example the magnetic field inside
the CMS solenoid. The energy deposits created by the interactions of the particles with the
detector are converted into detector hits on which the full event reconstruction is performed.
The simulation also includes modelling of detector noise and dead readout channels.
As this detailed simulation is time consuming, a fast simulation of the CMS detector has been
developed [96]. Trading accuracy for gains in processing time, the fast simulation is used
in cases where large numbers of events have to be generated, for example in scans of the
parameter space of a new physics model. Simplifications include for example an approximation
of the tracker geometry, where the modelling of the many individual modules has been replaced
by thin cylinders of active and non-active material placed around the interaction point. A
charged particle traversing these layers deposits some energy at the point at which it crosses
an active layer with a predefined probability. Also, the reconstruction algorithms for tracks have
been simplified. Similar approaches have been applied to all subdetectors. The simulation of
detector noise is reduced. A decrease of processing time per event by two orders of magnitude
is achieved.
Simulated events are stored in the AODSIM data format, which is identical to the AOD
format but also includes Monte Carlo truth information about the simulated particles and their
production and decay history. This allows for a processing of simulated datasets with the same
software as used in the analysis of data events.
Background datasets
Possible background contributions in the analysis arise from all SM processes producing lepton
pairs or one lepton with the possibility for other particles in the final state to be misidentified
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as a second lepton. The properties of these processes can be studied in simulation. Therefore,
an extensive list of simulated processes is considered in the analysis. In many cases, processes
are divided into different samples based on the different possible final states. This allows to
produce larger sample sizes for decays with small branching fraction without having to generate
enormous amounts of more abundant final states. The full list of considered processes is shown
in Table 4.4. The samples have to be scaled according to the appropriate integrated luminosity,
taking into account the number of generated events Ngenevents and the cross section σ of the
process. The weight is then given by w = L ·σ
Ngenevents
. The top pair production is normalised to
the cross section measured by CMS in the dileptonic decay channel [97]. Cross sections for
the production and dileptonic decays of W and Z bosons have been calculated using FEWZ
3.1 [98], including corrections in NLO (NNLO) in electronweak theory (QCD). MCFM 6.6 [99]
is used for the calculation of cross sections for diboson production. Cross sections for single top
production have been calculated at approximate NNLO [100]. Cross sections at NLO in QCD
for triboson production have been calculated using aMC@NLO [101], while for tt¯ production
in association with one additional vector boson, MCFM 6.6 has been used [102]. For tt¯WW
the cross section calculated by Madgraph is used. The cross section for top-pair production in
association with a photon has been measured by CMS [103].
For all occurrences of results based on simulation, the events are scaled by the trigger efficiency
measured on data (see Section 5.1.2). If systematic uncertainties on the simulation are shown,
they include uncertainties on the jet energy scale, trigger efficiencies, cross sections, and the
pileup reweighting. In the case of tt¯, the events are reweighted to correct for differences in the
distribution of the pT of the top quarks between data and simulation [104]. For this process
the systematic uncertainties additionally include uncertainties introduced by this reweighting
as well as uncertainties on the choice of the matching and factorisation scale in the generation
of the events. As the background contributions are estimated from data in this analysis these
uncertainties do not affect the results. Therefore uncertainties that are resource intensive to
calculate or have only a small impact are neglected. Notably, no uncertainties on the parton
distribution functions are considered. Also, many smaller uncertainties on the modelling of
physics objects are not considered. Therefore, the shown uncertainty presents a lower bound
on the actual systematic uncertainty on the simulation.
To correctly reproduce the effects of pileup in the simulated samples, the simulated events have
to be reweighted based on the number of simultaneous interactions in the events. For simu-
lation the distribution of these interactions is precisely known, for data it has to be inferred
from the observed events, taking into account the total inelastic proton-proton interaction
cross section. The effects of the reweighting procedure are illustrated in Figure 4.3, where the
distribution of the number of reconstructed vertices is shown for an inclusive selection of e±e∓
and µ±µ∓ events (see Section 4.3.2). The left side shows the distribution before reweighting.
The difference between data and simulation is clearly visible, but is almost completely com-
pensated by the reweighting, except for very low numbers of reconstructed vertices. However,
this affects only a tiny fraction of the data sample.
Signal datasets
For simulated signals used in the analysis, initial squark pair production is simulated with
Madgraph, including the emission of up to two additional partons at matrix element level.
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category process generator cross section [pb] processed events weight(see text)
tt¯ tt¯→ bb¯`ν`ν Madgraph 23.84 11952631 0.04
tt¯→ bb¯qq¯`ν Madgraph 99.43 24913744 0.07
tt¯→ bb¯qq¯qq¯ Madgraph 103.74 31172356 0.06
Z + jets Z/γ∗ → `` Madgraph 876.80 7132223 2.4310 GeV < m`` < 50 GeV
Z/γ∗ → `` Madgraph 3532.80 30000624 2.33
m`` > 50 GeV
W W → `ν Madgraph 37509 55996720 13.26
WW,WZ,ZZ ZZ → ``qq¯ Madgraph 2.45 1936727 0.03
ZZ → ``νν Madgraph 0.36 954911 0.01
ZZ → ```` Madgraph 0.18 4789250 < 0.01
WZ → lν`` Madgraph 1.06 2017979 0.01
WZ → qq′`` Madgraph 2.32 3205557 0.01
WW → `ν`ν Madgraph 5.81 1933235 0.06
single top t s-Channel Powheg 3.79 259961 0.29
t t-Channel Powheg 56.40 3746457 0.30
t tW-Channel Powheg 11.10 497658 0.44
t¯ s-Channel Powheg 1.76 139974 0.25
t¯ t-Channel Powheg 30.70 1935072 0.31
t¯ tW-Channel Powheg 11.10 493460 0.45
Other SM WWW Madgraph 0.08 220549 0.01
WWγ Madgraph 0.53 215121 0.05
WWZ Madgraph 0.06 222234 0.01
WZZ Madgraph 0.02 219835 < 0.01
tt¯γ Madgraph 2.17 71598 0.60
tt¯W Madgraph 0.23 196046 0.02
tt¯Z Madgraph 0.21 210160 0.02
tt¯WW Madgraph < 0.01 217820 < 0.01
tt¯ Systematics tt¯ Madgraph 227 6923750 0.65
tt¯, mtop = 166.5 GeV Madgraph 227 4469095 1.01
tt¯, mtop = 169.5 GeV Madgraph 227 5202817 0.86
tt¯, mtop = 175.5 GeV Madgraph 227 5186494 0.87
tt¯, mtop = 178.5 GeV Madgraph 227 4723379 0.95
tt¯, Matching scale up Madgraph 227 5393645 0.83
tt¯, Matching scale down Madgraph 227 5467170 0.82
tt¯, Factorisation scale up Madgraph 227 5009488 0.90
tt¯, Factorisation scale down Madgraph 227 5377388 0.84
Table 4.4: Simulated datasets used in the analysis. The samples are grouped by physics processes and
information about the generator, the cross section of the processes, the number of processed
events, and the resulting weight used to scale the simulation to the recorded luminosity are
given.
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Figure 4.3: Distribution of the number of reconstructed vertices in an inclusive dilepton selection before
(left) and after (right) pileup reweighting. The data are shown as black points. The different
physical processes contributing to the sample are shown as stacked coloured histograms.
Below the plots the ratio of data to simulation is shown. The error bars on the black points
include the statistical uncertainties of both data and simulation, while the green band shows
the systematic uncertainty on the simulation.
Sparticle decays and parton showers are generated with Pythia. The fast simulation of the
CMS detector is used to model the detector response. Details of the physical models have
been discussed in Section 2.2.2.
4.3 Event selection
A series of selection criteria are applied to the events to select signal-like topologies and reduce
the contributions from SM backgrounds to the final sample. Also, requirements are defined to
select control regions enriched in certain SM processes for the purpose of background prediction
and the validation of methods. Additionally, events are rejected that exhibit signs of detector
noise or are otherwise not suited for analysis.
The event selection has largely been defined before looking at the observed data in the signal
region. At three points in time, data has been “unblinded”, accessing first data corresponding
to about 5 fb−1, then increasing this sample to about 9 fb−1, and finally using the full dataset
in the analysis. After the first two steps, some changes to the event selection have been made
to on the one hand synchronize the approaches of two teams of analysts and on the other hand
reject phase space where more detailed studies revealed potential problems for the background
estimation methods. Non of these changes significantly changed the outcome of the analysis
and no additional phase space has been added to the signal region on both occasions. The
event selection and analysis methods have been fully fixed before analysing the second half of
the dataset and have not been changed afterwards.
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4.3.1 Event cleaning
As a first step in the selection of reconstructed events, a series of quality requirements is
applied. The quality of the data recorded by the CMS detector is assessed in several automated
or manual steps, summarised as data quality monitoring (DQM) [105]. For each lumi section
this results in a binary decision, flagging it as either good or bad, accepting only those lumi
sections for which all subdetectors were fully operational during data taking and no problems
occurred in the reconstruction of the events.
To reject non-collision events, vertex information is used. The presence of at least one primary
vertex is required whose distance to the interaction point is less than 24 cm in z direction and
2 cm in the x-y plane. Also, the number of degrees of freedom, defined [52] as:
ndof = −3 + 2
Nassociated tracks∑
i=1
wi, (4.11)
where the wi are weights assigned to each track based on the likelihood that it is correctly
associated with the vertex, is required to be greater than four.
As it relies on the balance of all reconstructed objects, EmissT is especially sensitive to detector
noise or particles not originating from the proton-proton collisions, which affect the event
reconstruction. Several sources of these effects have been identified during the data taking
and filters have been developed in CMS to reject events matching their signatures [70]. This
includes filters for signal produced by interactions of the beam with gas molecules in the beam
pipe or of protons in the beam halo with the LHC infrastructure, anomalous noise in the HCAL
or ECAL, dead ECAL cells, calibration lasers mistakenly firing during collision events, or failures
of the tracking algorithms. The effect of these filters on the tails of the EmissT distribution in
dijet events is shown in Figure 4.4. Events with EmissT larger than 300 GeV are dominantly
rejected by the filters, greatly improving the agreement between the data and simulation.
Figure 4.4: Distribution of EmissT in dijet events in 2012 data. The open data points show all events,
while the black points show the data after application of EmissT filters. Simulated SM
processes are shown as filled histograms [106].
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4.3.2 Inclusive dilepton selection
In the inclusive dilepton selection, events are selected containing two isolated electrons or
muons with opposite electric charge, pT larger than 20 GeV, and |η| smaller than 2.4. Leptons
with 1.4 < |η| < 1.6 are rejected and the event sample is divided into events where both
leptons have |η| < 1.4 (central) and events where at least one lepton has |η| > 1.6 (forward).
The dilepton invariant mass is required to be larger than 20 GeV and the two leptons are
required to be separated by more than ∆R(``) = 0.3. In the signal selection, only events
with two same flavour (SF) leptons are considered. Events with opposite flavour (OF) leptons
are used to estimate SM backgrounds. These selection requirements are motivated in the
following. A summary of this selection and other selection requirements defined in this section
is given in Table 4.5.
The choice of the isolation requirement of IsopT < 0.15 is illustrated in Figure 4.5 (left), where
the distribution of the relative isolation is shown for the trailing lepton in tt¯ simulation in
the inclusive dilepton selection. Using the truth information of the simulation the sample is
split into prompt leptons originating from W boson decays, leptons originating from heavy
flavour hadron decays inside b-quark jets, and jets misreconstructed as leptons. The prompt
leptons are concentrated at very low values, but a long tail extends to much higher values.
The leptons from heavy flavour decays are less well isolated, with a broad maximum of the
distribution between 0.5 and 1. Misreconstructed leptons are spread more evenly between high
and low values of isolation. The cut value of 0.15 allows for a strong suppression of non-
prompt leptons while a high efficiency is retained for prompt leptons. The isolation efficiency
as a function of the number of reconstructed vertices is shown on the right side of Figure 4.5
separately for prompt electrons and muons in tt¯ and Z + jets events. The efficiency in Z + jets
events is about 5 percentage points higher compared to the more hadronic environment of tt¯
events. While the efficiency for electrons shows only a slight dependency on the number of
vertices and therefore on the amount of pileup, for muons a more strong decrease of efficiency
is observed for high numbers of vertices. However, for tt¯ events this is much less pronounced,
as the efficiency is already diminished by the higher number of jets in this environment. The
good separation of prompt and non-prompt leptons and the high efficiency for prompt leptons
are therefore retained even in the challenging conditions of high pileup.
The pT requirement is driven by the thresholds of the dilepton triggers, as discussed in Sec-
tion 5.1.2, while the |η| restriction is imposed by the coverage of the muon system. The
acceptance for electrons could in principle be extended to |η| = 2.5, but is chosen to be the
same for both lepton flavours. Lepton pairs are required to be selected by the corresponding
trigger, e.g. an event containing a pair of electrons has to have fired the dielectron trigger. If
there is more than one pair of leptons fulfilling this basic requirements in one event, the pair
with the largest scalar sum of lepton pT is chosen. There is no explicit requirement of the two
selected leptons to be matched to the objects that fired the trigger.
As the symmetry between lepton flavours is a key ingredient of the methods to estimate the
backgrounds from SM processes, parts of the detector acceptance for which these symmetries
are potentially violated are excluded.
As the efficiency to reconstruct electrons is reduced in the overlap region between the barrel
and endcap detectors of the ECAL, the relative event yield for events with electrons with |η|
between 1.4 and 1.6 is reduced compared to those with muons in this range. This distribution
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Figure 4.5: On the left, the distribution of the pileup corrected relative isolation of the trailing lepton for
prompt leptons, leptons from heavy flavour decays, and misidentified jets in tt¯ simulation is
shown. On the right side, the efficiency for a prompt lepton to pass the isolation requirement
is shown as a function of the reconstructed number of vertices for both tt¯ and Z + jets
simulation. In both cases, the inclusive dilepton selection is applied.
of the |η| of the leading lepton in e±e∓ and µ±µ∓ events is shown in Figure 4.6 (left),
illustrating the greatly increased difference between the event yields for electrons and muons
in the overlap region. Events containing a lepton with a pseudorapidity of 1.4 < |η| < 1.6 are
therefore rejected. Also, an increasing difference between electrons and muons can be seen
for events were the leading leptons is in the endcap region of the detector. This motivates the
split of the event samples into the two categories central, where both leptons are reconstructed
with |η| < 1.4 and forward, where at least one leptons has to be reconstructed with |η| > 1.6.
Also, the decay products of heavy SUSY particles are expected to be located dominantly in
the central detector region, as the initially produced sparticles are not significantly boosted
into the forward direction. The efficiency drop for muons around |η| = 0.25 is caused by the
transition between different DT chambers in the muon system [37]. While there are several
of these transitions, the effect is most pronounced at low |η| because the angle between the
trajectory of the muon and the gap between the chambers is smaller.
Leptons with small spatial separation can interfere with each other’s reconstruction and iso-
lation. These effects are different for electrons and muons, which can be seen in Figure 4.6
(right). The ratio of electrons to muons first rises for lower values of ∆R(``) before dropping
for values below 0.1. The leptons are therefore required to be separated in ∆R(``) by more
than 0.3. Some differences between electrons and muons can also be observed for very high
values of ∆R(``), but they are less pronounced and this region is less populated.
To avoid possible reconstruction problems and contamination from dilepton production in the
decay of bottonium resonances, the dilepton invariant mass m`` is required to be greater than
20 GeV.
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Figure 4.6: Distributions of |η| (left) and ∆R(``) (right) for the leading lepton for µ±µ∓ (black line)
and e±e∓ (red dashed line) events in a simulation of tt¯ events. Both histograms have been
normalised to an area of 1.
4.3.3 Selections in EmissT and jet multiplicity
Three subsets of the event sample obtained with the inclusive dilepton selection are defined,
resulting in samples enriched by different processes. The variables used in the definitions of
these regions are EmissT and the number of selected jets NJets. The selections are illustrated in
the plots of Figure 4.7, which also show the distribution of tt¯ (left) and Z + jets (right) events
in the EmissT -NJets plane for SF leptons.
The signal region, in which the search is performed, is defined by requiring either NJets ≥ 3
and EmissT > 100 GeV; or NJets ≥ 2 and EmissT > 150 GeV. This definition allows to select
signal events for points in the parameter space where more energy is distributed to the jets
and less to the invisible component of the signature and vice versa. At the same time the
rejection of background events with both lower Njets and EmissT is maintained. A control
region dominated by flavour-symmetric processes is defined by selecting events with NJets = 2
and 100 GeV < EmissT < 150 GeV.
To study lepton pairs produced via the Drell-Yan process and to obtain a high statistics sample
of leptons for efficiency measurements, events withNJets ≥ 2 and EmissT < 50 GeV are selected.
This allows to select events with kinematics close to those of the signal selection in terms of jet
multiplicity. The NJets requirement greatly reduces the statistics and the purity of this event
sample. However, because of the large cross section of the Drell-Yan process, the event yield
is still sufficient for the purposes of this analysis and Drell-Yan events dominate over those
from tt¯ production by two orders of magnitude.
For comparison, the same distributions are shown for two signal points from the models dis-
cussed in Section 2.2.2 in Figure 4.8. On the left a point from the fixed-edge model with
mb˜ = 550 GeV and mχ˜02 = 275 GeV and on the right a point from the slepton-edge model
with mb˜ = 500 GeV and mχ˜02 = 175 GeV is shown. For both signal points almost no events
are observed with NJets < 2, which is expected because at least two b-jets are produced in
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Figure 4.7: Distribution of backgrounds events with SF leptons in the EmissT -NJets plane for tt¯ (left) and
Drell-Yan (right) events from simulation. The events are weighted according to the cross
section of the process and the size of the generated event sample, assuming an integrated
luminosity of 19.5 fb−1. The three regions defined in the plane are indicated by lines. The
central and forward dilepton selections are combined.
each event. Compared to the backgrounds, a clear tendency towards higher EmissT and NJets
is observed. However, also contributions to the two control regions are present, but they are
small compared to the background contributions. Overall, the chosen selection offers a good
separation of signal and backgrounds.
4.3.4 Selections in m``
Since the analysis is performed using two different approaches, a “counting experiment” and
a shape analysis, several regions are defined in m``. In the counting experiment, an excess in
the number of observed events over the background expectation is sought in three regions of
dilepton invariant mass m``: low-mass (20 < m`` < 70 GeV), on-Z (80 < m`` < 101 GeV)
and high-mass (120 GeV < m``). The scope of the counting experiment evolved from a
focus on the low mass region to also consider the on-Z and high-mass region, which had
been used in the background prediction and as a cross-check before. To keep the event
selection stable after starting to analyse the observed data, the gaps between the regions have
been retained. Figure 4.9 shows the m`` distribution in the central (forward) region on the
left (right) for simulated SM backgrounds, which are shown separately for different physics
processes. It can be seen that tt¯ is the dominant background in all three mass bins. For the
on-Z region also Drell–Yan backgrounds contribute significantly. The precise determination
of these backgrounds from data are described in Section 5 and the results of the counting
experiment are discussed in Section 6.
For the shape analysis searching for edges in the m`` spectrum, the mass range 20 < m`` <
300 GeV is studied. It is described in Section 7.
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Figure 4.8: Distribution of signal events with SF leptons in the EmissT -NJets plane. Shown is one point
from the fixed-edge model with mb˜ = 550 GeV and mχ˜02 = 275 GeV (left) and one from
the slepton-edge model with mb˜ = 500 GeV and mχ˜02 = 175 GeV (right). The events
are weighted according to their cross section and the size of the generated event sample,
assuming an integrated luminosity of 19.5 fb−1. The three regions defined in the plane are
indicated by lines. The central and forward dilepton selections are combined.
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Figure 4.9: Distribution of m`` in SM simulation in the signal regions. The different background contri-
butions are shown as stacked histograms. The distribution is normalised to 19.5 fb−1. The
red lines indicate the on-Z region while the black lines show the boundaries of the low-mass
and high-mass regions.
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Table 4.5: Summary of event selections applied in the analysis. Each of the selections in NJets and EmissT
(Drell–Yan control region, flavour-symmetric control region, and signal region) are applied
on top of the inclusive dilepton selection. Selections in m`` and lepton |η| are applied to
select subsets of these regions.
selection
inclusive dilepton selection
event cleaning
two isolated opposite-sign leptons
lepton pT > 20 GeV
∆R(``) > 0.3
m`` > 20 GeV
lepton |η| < 2.4 excl. 1.4 < |η| < 1.6
Drell–Yan control region
inclusive dilepton selection
NJets ≥ 2
EmissT < 50 GeV
Flav.-sym. control region
inclusive dilepton selection
NJets = 2
100 GeV < EmissT < 150 GeV
Signal region
inclusive dilepton selection
NJets ≥ 2 and EmissT > 150 GeV
or
NJets ≥ 3 and EmissT > 100 GeV
sub selections based on lepton kinematics
m``
low-mass: 20 < m`` < 70 GeV
on-Z: 80 < m`` < 101 GeV
high-mass: 120 GeV < m``
fit: 20 < m`` < 300 GeV
|η| central: both |η| < 1.4forward: at least one |η| > 1.6
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backgrounds
Different SM processes contribute to the event sample in the signal region, as indicated for
example in Figure 4.7. To distinguish a potential signal from these backgrounds, a precise
estimation of the background contributions is essential. While the simulation of these processes
and the response of the CMS detector gives a good description of the data for the majority of
the phase space, a large number of uncertainty sources are introduced in the modelling of the
physical processes and the detector. Therefore, a higher precision can be achieved by deriving
the background estimates directly from the recorded data. Dedicated methods are applied
for the flavour-symmetric and Drell–Yan backgrounds (see Section 2.3). The results of these
methods are used directly in the counting experiment (see Section 6). The fit in search for a
kinematic edge performs shape based estimates of the SM backgrounds. However, the results
of the studies of flavour-symmetry described below are used to constrain these backgrounds in
the fit procedure.
5.1 Flavour-symmetric backgrounds
Processes that are symmetric in the production of SF and OF lepton pairs allow for the estima-
tion of their contribution to the SF event sample from the OF yield. The relevant backgrounds
contributing to this class have been discussed in Section 2.3. Additional contributions are
coming from misidentified leptons, as will be demonstrated later.
No significant deviation from flavour-symmetry has been observed in the decays of the W
boson, with a measured ratio of the branching fractions into e+ ν and µ+ ν of BF (W→eν)BF (W→µν) =
1.007±0.021 [9]. In the decays of the τ lepton the different masses of electron and muon have
a small, but noticeable effect, resulting in a slightly favoured decay into electrons with ratio of
branching fractions of BF (τ→eν)BF (τ→µν) = 1.0241± 0.0032 [9]. As backgrounds with τ leptons are a
sub-dominant contribution to the flavour-symmetric background, these can be considered to
be fully flavour-symmetric on particle level.
However, deviations from flavour-symmetry are introduced by the different efficiencies for
triggering, reconstructing, and identifying electrons and muons in CMS. The background esti-
mation from OF events NpredSF , therefore, has to include a correction for this deviation, which
is applied as a multiplicative factor to the observed OF event yield NOF :
NpredSF = RSF/OF ·NOF .
Similarly, the factors Ree/OF and Rµµ/OF are used to derive separate background estimates for
the e±e∓ and µ±µ∓ channels. Two independent methods are utilised to measure RSF/OF on
data. In the first approach the ratio is directly measured as the ratio of SF to OF events in the
control region for flavour-symmetric backgrounds (see Table 4.5). The second approach studies
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Figure 5.1: Ratio of SF to OF events as a function of m`` in the flavour-symmetric control region in
simulation. All contributing background processes have been considered. Shown are the
results for the central (top) and forward (bottom) lepton selection. The black vertical lines
indicate the upper boundary of the low-mass region and the lower boundary of the high-mass
region.
the lepton efficiencies and derives RSF/OF factorised into the effects of trigger efficiencies and
reconstruction and identification efficiencies.
5.1.1 Direct measurement of RSF/OF
The ratio RSF/OF is calculated in the control region for flavour-symmetric backgrounds. As
an initial step, possible dependencies of RSF/OF are studied in simulation, as the statistical
uncertainties are lower compared to the data. The ratio of SF to OF events in the flavour-
symmetric control region as a function of m`` in simulation is shown in Figure 5.1, separately
for the central and forward lepton selection. The ratio is very close to one and independent of
m``, except at the Z boson peak, where a significant Drell–Yan contribution spoils the SF-OF
symmetry. It can be concluded that an universal factor can be applied for flavour-symmetric
backgrounds over the full mass range. To exclude the Z boson peak from the calculation only
events in the mass regions 20 GeV < m`` < 70 GeV and m`` > 120 GeV are considered.
The observed ratio in data as a functions of m`` is shown in Figure 5.2. As expected from
the simulation, no significant dependence on m`` is observed both in the central and forward
signal lepton selection. The numerical results are summarised in Table 5.1 for RSF/OF as well
as for Ree/OF and Rµµ/OF. Agreement between the values measured in data and simulation
is observed within the statistical uncertainties. The observed values in data are RSF/OF =
1.007± 0.037 for the central and 1.015± 0.062 for the forward dilepton selection.
The extrapolation of the measured value of RSF/OF into the signal region is tested in simulation
by calculating the ratio of RSF/OF observed in the signal region to that in the control region. No
deviation of the values measured in the signal region from those obtained in the control region
is observed within the statistical uncertainties of the simulation. This statistical uncertainty
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Figure 5.2: Ratio of SF to OF events as a function of m`` in the flavour-symmetric control region in
data. Shown are the results for the central (top) and forward (bottom) lepton selection.
The black vertical lines indicate the upper boundary of the low-mass region and the lower
boundary of the high-mass region.
of 0.020 for the central and 0.034 for the forward dilepton selection is therefore assigned as a
systematic uncertainty of the method.
5.1.2 Determination of RSF/OF with the factorisation method
Asymmetries between the lepton flavours introduced by differing reconstruction and selection
efficiencies can be corrected for if the ratio of efficiencies for muons and electrons r∗µe =
µ
e
is known. Here and in the following, the “∗” indicates that only reconstruction and selection
efficiencies are considered in this definition. As all measurable quantities are affected by trigger
efficiencies, these have to taken into account separately. The observable yield of OF events is
therefore expressed as
NOF = TeµN∗OF ,
where Teµ is the efficiency of the eµ dilepton triggers. Similarly, Tee and Tµµ denote the
efficiencies of the dielectron and dimuon triggers.
Under the assumption that the efficiencies for the two leptons in the event have negligible
correlation and the dilepton efficiency factorises, i.e. `` = ` · `, r∗µe can be expressed in
terms of the measured value rµe, which is derived from the e±e∓ and µ±µ∓ event yields in
the Drell-Yan control region (see Section 5.1.2) as
rµe =
√
Nµµ
Nee
≈
√
2µ
T
µµ
2e
T
ee
= r∗µe ·
√
Tµµ
Tee
.
The predicted number of dielectron and dimuon events can be expressed in terms of the
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Table 5.1: Observed event yields in the control region and the resulting values of RSF/OF, Ree/OF, and
Rµµ/OF. The results are shown separately for the central and forward lepton selection and
the same quantities derived on simulation are shown for comparison. For the simulation, the
ratio between the values of RSF/OF, Ree/OF, and Rµµ/OF measured in the signal and control
region is shown.
Control region
NSF NOF RSF/OF ± σstat signal/control region ±σstat
Central
Data 1458 1448 1.007±0.037 –
MC 1484.2 1436.1 1.034±0.015 1.016±0.020
Forward
Data 545 537 1.015±0.062 –
MC 565.1 517.5 1.092±0.026 0.997±0.034
Nee NOF Ree/OF ± σstat signal/control region ±σstat
Central
Data 663 1448 0.458±0.021 –
MC 670.0 1436.1 0.467±0.008 1.017±0.025
Forward
Data 239 537 0.445±0.035 –
MC 237.9 517.5 0.460±0.014 1.023±0.043
Nµµ NOF Rµµ/OF ± σstat signal/control region ±σstat
Central
Data 795 1448 0.549±0.024 –
MC 814.2 1436.1 0.567±0.010 1.015±0.025
Forward
Data 306 537 0.570±0.041 –
MC 327.3 517.5 0.632±0.018 0.978±0.039
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opposite-flavour yield using the relations
1
Tee
Npredee =
1
2 ·
1
Teµ
NOF
r∗µe
= 12 ·
1
rµe
√
Tµµ
Tee
1
Teµ
NOF
and
1
Tµµ
Npredµµ =
1
2 · r
∗
µe
1
Teµ
·NOF = 12 · rµe
√
Tee
Tµµ
1
Teµ
·NOF .
The combined prediction for the same-flavour yield is therefore given by
NpredSF = N
pred
ee +Npredµµ .
In summary, the final expressions for the predicted yields in the same-flavour channels become
Npredee =
1
2rµe
·
√
Tee
T
µµ
Teµ
NOF = Ree/OFNOF (5.1)
and
Npredµµ =
1
2rµe ·
√
Tee
T
µµ
Teµ
NOF = Rµµ/OFNOF . (5.2)
The combined prediction of the SF yield is, therefore:
NpredSF =
1
2
(
rµe +
1
rµe
)
·
√
Tee
T
µµ
Teµ
NOF = RSF/OFNOF . (5.3)
The factor containing the trigger efficiencies is abbreviated as
RT =
√
Tee
T
µµ
Teµ
. (5.4)
Measurement of rµe
The measurement of rµe is performed in the Drell-Yan control region (see Table 4.5) as the
ratio of µ±µ∓ to e±e∓ events on the Z boson peak, requiring 60 GeV < m`` < 120 GeV. A
comparison of the recorded data to the different contributions from SM processes, estimated
from simulation, is shown in Figure 5.3. The Drell-Yan process is the dominating source of
events in this selection. Good agreement between data and simulation is observed, indicating
a good understanding of this kinematic region by the CMS simulation. Towards higher masses
the data is underestimated by the simulation because mass-dependent higher order effects are
not included in the simulation and result in a lack of events in the simulated samples. The
results of the calculation of rµe are shown in Table 5.2. Given are the observed yields for µ±µ∓
and e±e∓ events and the resulting value of rµe with statistical and systematic uncertainties. In
the central lepton selection, the µ±µ∓ yield is about 18% higher than the e±e∓ yield. Similar
results are observed on Drell-Yan simulation. For events with leptons in the forward region,
a larger asymmetry between muons and electrons is observed, as expected since the harsher
pileup environment in the detector endcaps has a stronger effect on the electron efficiencies.
Here the µ±µ∓ yield is about 40% higher than the e±e∓ yield.
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Figure 5.3: Distribution of m`` in the Drell-Yan control region for µ±µ∓ events (left) and e±e∓ events
(right). The data is shown as the black dots, while the contributions from SM processes,
estimated from simulation, are shown as the stacked histograms. The black lines indicate
the region in m`` used in the measurement of rµe.
Table 5.2: Result of the measurement of rµe. Shown are the observed event yields in the Drell–Yan
control region for the central and forward lepton selection in the e±e∓ and µ±µ∓ channels
and the resulting values of rµe. The same quantaties derived from simulation are shown for
comparison.
Nµµ Nee rµe ± σstat. ± σsyst.
Central
Data 98284 83035 1.09±0.01±0.11
MC 99719 82035 1.10±0.00±0.11
Forward
Data 62212 44437 1.18±0.01±0.24
MC 66327 45541 1.21±0.00±0.24
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The systematic uncertainties assigned to the measured values of rµe are 10% for the central and
20% for the forward lepton selection. These values are obtained by studying the dependency
of rµe on relevant observables. These are on the one hand properties of the lepton pairs, while
on the other hand event properties as the jet multiplicity and EmissT are studied to ensure the
applicability of rµe in the signal region. The dependencies of rµe on m``, EmissT , and NJets
are shown in Figure 5.4. Some dependency is observed in the case of m``, where the values
are higher for low m`` below the Z boson mass. This can be traced back to a dependency
on the pT of the leptons, where the efficiencies for muons have sharper turn-ons compared
to electrons. In data, there is a strong effect visible around the Z boson mass for forward
leptons. This is caused by a systematic shift of the position of the Z boson peak between
electrons and muons and is not a general property of rµe, as is evident from the comparison
with tt¯ simulation shown in the upper right of Figure 5.4. No strong dependencies can be
observed for EmissT and NJets within the statistical uncertainties. All observed deviations from
the central values are covered by the systematic uncertainties assigned to the measurement.
Further information on the dependency studies can be found in Appendix C.
Measurement of RT
The trigger efficiencies are measured utilizing an event sample collected with the HT triggers
discussed in Section 3.2.5. Lepton pairs corresponding to the flavour combination of the trigger
in question are selected. To ensure that only correctly reconstructed events are considered in
the calculation of the trigger efficiencies, the events are required to have HT > 200 GeV.
This excludes events which are completely different in their properties on trigger and analysis
level and at the same time is lower than the threshold applied in the trigger because the HT
definition on trigger level differs from the one used oﬄine. To ensure that the factorisation
method is performed on event samples completely orthogonal to the signal region and the
flavour-symmetric control region, events with NJets ≥ 2 and EmissT > 100 GeV are rejected.
This ensures that the direct measurement of RSF/OF and the factorisation method remain
statistically independent. As the oﬄine lepton selection has more strict requirements compared
to the one applied at HLT level, the dilepton triggers should have accepted all these events.
The trigger efficiency is therefore defined as the ratio of accepted events by the total number
of events:
T`` =
Nevents(HT trigger ∩ `` selection ∩ `` trigger)
Nevents(HT trigger ∩ `` selection) .
In case of µ±µ∓ and OF events, two triggers are used in the event selection. Therefore, their
combined efficiency is measured, requiring the logical OR of both. The resulting efficiencies are
summarised in Table 5.3, separately for the central and forward lepton selections. As discussed
in Section 3.2.5, the HT triggers had to be prescaled during the data taking. The efficiencies
on simulation are therefore measured with much higher statistical precision, as this prescales
are not applied there. The trigger efficiencies for e±e∓ and µ±µ∓ are about 97% in both the
central and forward selection. The efficiency for OF events is lower, about 95% in the central
and 90% in the forward selection. This shows how the flavour symmetry is broken at trigger
level by the inclusion of the additional dimuon trigger, which recovers efficiency for the trailing
muon leg of the trigger and is not present in the OF triggers.
To assess the systematic uncertainties of the trigger efficiency measurement, potential biases
due to the choice of the orthogonal trigger are studied on simulation, using dileptonic tt¯ events.
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Figure 5.4: Dependencies of rµe on m`` (top), EmissT (middle), and NJets (bottom) for the central
(left) and forward (right) lepton selection. The results on data are shown in black while
tt¯ simulation is shown in green. The central value is shown as a brown dashed line while
the assigned systematic uncertainty of 10% for the central and 20% for the forward lepton
selection is shown as an orange band.
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Figure 5.5: The ratio of trigger efficiencies calculated using the HT (αT) triggers to the true efficiencies
is shown on the left (right) side, separately for SF and OF events.
On simulation the efficiency can be measured without the requirement of the HT triggers, as
no trigger is needed to select the events. The ratio of the efficiencies measured with the HT
triggers to those true efficiencies as a function of m`` is shown on the left side of Figure 5.5,
separately for SF and OF events. In both cases all deviations from unity are in the order of 0.1%
and well compatible with unity inside the statistical uncertainties. No bias of the efficiency
measurement due to the HT triggers is observed and therefore no systematic uncertainty due
to this choice is assigned to the measurement.
The turn-on of the triggers at low lepton pT is of particular interest because asymmetries
between the lepton flavours are more likely to occur in this difficult environment. The depen-
dence of the trigger efficiency on the pT of the trailing lepton can be studied using datasets
triggered by single lepton triggers. Triggers with pT thresholds of 24(27) GeV for muons (elec-
trons) are available. These thresholds are relatively low for single lepton triggers, resulting in
very strict selection criteria applied on HLT level. Dilepton events are selected, in which the
leading lepton can be matched geometrically to the trigger object that fired the single lepton
trigger. The trailing lepton is matched to trigger objects that have fired the trailing leg of the
dilepton trigger. The efficiency is defined as the ratio of the number of events in which the
dilepton trigger has fired, over the total number of dilepton events. The resulting efficiency
curves are shown in Figure 5.6 for four different trailing lepton trigger legs and combining
the central and forward selection. The asymptotic efficiency for trailing electrons is virtually
the same for the dielectron and OF triggers (black and light blue markers). The same is not
true for trailing muons in the dimuon and OF triggers (red and dark blue markers), caused
by the increased efficiency for trailing muons in the µµ channel, which is significantly higher
than those in the trigger paths not using the tracker information, as expected. Trailing muons
have a much sharper turn-on than trailing electrons and are fully efficient already at a pT of
10 GeV. For electrons the plateau is reached only at about ≈ 30 GeV. The turn-on is steeper
for trailing electrons in the dielectron trigger compared to those in the OF trigger, resulting
in an increased deviation from flavour symmetry below 20 GeV. As the precision and stability
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Figure 5.6: Efficiency of the trailing lepton legs of the dilepton trigger measured on a sample of data
events selected with single lepton triggers as a function of the pT of the trailing lepton. The
asymptotic efficiency with its statistical uncertainties are determined by fitting a constant
in the range pT > 40 GeV.
of the background prediction was given priority over lepton acceptance in the design of the
analysis, events with trailing leptons in this pT range are rejected.
To assess the systematic uncertainties of the trigger efficiency measurement, the dependency
of RT, as used in the calculation of RSF/OF, on different observables is tested. Here a dataset
triggered by αT triggers is used, as the HT triggers do not provide enough events for these
studies. The use of these triggers is motivated by the fact that they also rely on hadronic event
properties and are therefore exhibit no significant correlation with the dilepton triggers, as is
the case with the HT triggers. This is illustrated on the right side of Figure 5.5, where the
efficiencies measured using the αT triggers are compared to the true efficiency as a function
of m``. As αT is designed to suppress SM backgrounds, the available statistics for this test is
low compared to the case of the HT triggers. However, no significant deviation from unity is
observed, which validates the use of the αT triggers for this studies.
A 5% systematic uncertainty is assigned to each trigger efficiency, resulting in an uncertainty
of 6.4% on RT, covering all observed deviations from the measured value of RT within the
statistical uncertainties, as shown in Figure 5.7. Studies of further variables can be found in
Appendix D. The mean RT values displayed in the figures are obtained using the αT trigger
as baseline and therefore differ from the nominal result obtained using the HT triggers.
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Figure 5.7: Dependencies of RT on m`` (top), EmissT (middle), and NJets (bottom) for the central (left)
and forward (right) lepton selection. The αT triggers are used as baseline trigger to select
the events. The results on data are shown in black. The central value is shown as a black
dashed line while the systematic uncertainty is shown as an orange band.
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Results of the factorisation method
The results of the factorisation methods are summarised in Table 5.4. The factor RT is
calculated from the trigger efficiencies in Table 5.3 via Equation 5.4. The resulting correction
factors RSF/OF, Ree/OF, and Rµµ/OF are calculated as described in Equations 5.1-5.3.
As for the direct measurements in the control region, the observed deviations of RSF/OF from
one are small and inside the uncertainties of the method in the central region. In the forward
region, a deviation from unity of 10% is observed both on data and in simulation, as expected
from the larger differences in the efficiencies of electrons and muons in this region. Because the
uncertainty on rµe cancels out to a large degree in the calculation RSF/OF, the total uncertainty
is dominated by the uncertainty on RT, while for Ree/OF and Rµµ/OF the uncertainty of rµe
is the dominant one. This results in much larger uncertainties on the latter two factors. The
dependency of RSF/OF on rµe and RT as given by Equation 5.3 is illustrated in Figure 5.8.
The measured values of rµe and RSF/OF are shown as straight lines, surrounded by bands
indicating their uncertainties. The red line shows the value of RSF/OF corresponding to a
given rµe, under the assumption that the trigger efficiencies stay constant. The dashed black
lines show the impact, that the uncertainties on the trigger efficiencies have on the resulting
RSF/OF. It can be seen that variations of rµe inside the systematic uncertainties have only
little effect on RSF/OF, while changes in the trigger efficiencies have a much larger impact.
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Figure 5.8: Dependency of RSF/OF on rµe in the factorisation method. The measured central values of
RSF/OF and rµe and their uncertainty are shown as the blue and green lines and bands. The
red line illustrates the value of RSF/OF for a given rµe if RT is kept constant. The impact
of a variation of RT within its uncertainties on RSF/OF is shown by the dashed black lines.
5.1.3 Combined correction factors and resulting background estimates
An overview of the resulting corrections factors of the measurement in the control region and
the factorisation method are shown in Table 5.5. In all cases the results of the two methods
agree very well within their uncertainties.
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Table 5.3: Trigger efficiencies measured using HT baseline trigger. The results are shown for the central
and forward regions separately.
nominator denominator T`` ± σstat nominator denominator T`` ± σstat
Data
Central Forward
ee 3592 3692 0.973±0.003 954 980 0.973±0.006
µµ 1375 1420 0.968±0.005 547 566 0.966±0.009
eµ 493 521 0.946±0.012 102 114 0.895±0.037
MC
Central Forward
ee 2912.8 2994.6 0.973±0.001 943.0 969.9 0.972±0.001
µµ 3241.6 3287.9 0.986±0.001 1141.6 1183.4 0.965±0.001
eµ 6279.1 6523.1 0.963±0.001 2138.8 2249.0 0.951±0.001
Table 5.4: Result of the determination of RSF/OF, Ree/OF, and Rµµ/OF using the factorisation method.
Central Forward
Data MC Data MC
rµe 1.088±0.109 1.103±0.110 1.183±0.237 1.207±0.241
RT 1.026±0.066 1.017±0.065 1.084±0.079 1.018±0.069
RSF/OF 1.029±0.067 1.031±0.067 1.099±0.088 1.103±0.091
Ree/OF 0.471±0.116 0.465±0.117 0.458±0.259 0.449±0.264
Rµµ/OF 0.558±0.117 0.565±0.119 0.641±0.261 0.654±0.266
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Given the fact that they are performed on exclusive datasets and under the assumption that
their uncertainties follow a Gaussian distribution, which is justified by the fact that they are
either statistical in nature (and the samples sizes are sufficiently large), or assigned to cover
statistical fluctuations in the dependency studies of rµe and RT, they can be combined using
a weighted average.
Table 5.5: Correction factors RSF/OF, Ree/OF, and Rµµ/OF determined from direct measurement and
the factorisation method together with the weighted averages.
RSF/OF
Central Forward
Data MC Data MC
from factorisation method 1.029±0.067 1.031±0.067 1.099±0.088 1.103±0.091
from direct measurement 1.007±0.043 1.034±0.015 1.015±0.106 1.092±0.026
weighted avarage 1.013±0.036 1.033±0.014 1.048±0.055 1.093±0.025
Ree/OF
Central Forward
Data MC Data MC
from factorisation method 0.471±0.116 0.465±0.117 0.458±0.259 0.449±0.264
from direct measurement 0.458±0.033 0.467±0.008 0.445±0.092 0.460±0.014
weighted avarage 0.459±0.027 0.467±0.008 0.445±0.044 0.460±0.014
Rµµ/OF
Central Forward
Data MC Data MC
from factorisation method 0.558±0.117 0.565±0.119 0.641±0.261 0.654±0.266
from direct measurement 0.549±0.035 0.567±0.010 0.570±0.095 0.632±0.018
weighted avarage 0.550±0.029 0.567±0.010 0.572±0.049 0.632±0.018
A precision of about 4% and 6% on the translation from opposite flavour to same flavour
is reached in the central and forward dilepton selection, respectively. Separating the lepton
flavours, the uncertainty in Ree/OF and Rµµ/OF is about 6% for central and 9-10% for forward
leptons. This increase is caused by the missing cancellation of the uncertainty on rµe and the
increased statistical uncertainty in the direct measurement in the control region. However,
only RSF/OF is used in the background estimates for both counting experiment and the shape
analysis and the separate e±e∓ and µ±µ∓ channels are only studied as cross-checks. Therefore,
the increased uncertainty in the separate channels has no impact on the sensitivity of the result.
Given that the weighted average is calculated separately for each flavour combination, Ree/OF
and Rµµ/OF do not add up exactly to RSF/OF, which in turn means that the sum of the
background estimates for flavour-symmetric backgrounds in the e±e∓ and µ±µ∓ channels does
not equal that in the SF channel. The OF yields in the m`` bins of the counting experiment
together with the resulting background estimates in the different dilepton channels are shown
in Table 5.6.
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Table 5.6: Resulting estimates for flavour-symmetric backgrounds in data. Given is the observed event
yield in e±µ∓ events and the resulting estimate after applying the correction, seperately
for the SF, e±e∓, and µ±µ∓ channels. Statistical and systematic uncertainties are given
separately. Low-mass refers to 20 GeV < m`` < 70 GeV, on-Z to 81 GeV < m`` < 101 GeV
and high-mass to m`` > 120 GeV.
low-mass on-Z high-mass
Central Forward Central Forward Central Forward
Observed OF 737 138 364 131 779 393
Estimate (SF) 746±27±26 144±12±7 368±19±13 137±11±7 789±28±27 411±20±21
Estimate (e±e∓) 337±12±19 61±5±6 166±8±9 58±5±5 357±12±20 175±8±17
Estimate (µ±µ∓) 405±14±21 78±6±6 200±10±10 74±6±6 428±15±22 224±11±19
5.1.4 Validation of background estimates
To judge the performance of the estimation methods for flavour-symmetric backgrounds, they
are applied to simulation. In Table 5.7 the resulting SF yields and the background estimation
from OF yields, SFpred, after application of the signal selection are shown separately for the
central and forward dilepton selection. The SFpred values have been derived using the RSF/OF
values obtained on simulation shown in Table 5.5. For completely flavour-symmetric processes,
such as tt¯, Z/γ∗ → ττ , or single top-quark production, the difference between SF and SFpred
is compatible with zero within the statistical uncertainties of the simulation and the systematic
uncertainties of the method. Other systematic uncertainties affecting the simulation are the
same for SF and OF lepton pairs and are therefore not considered here.
As expected, deviations from flavour-symmetry are observed only for processes containing a
Z boson, most notable Z/γ∗ → ``, but also WZ or ZZ production and more rare processes
like tt¯Z production. It can therefore be concluded that the background prediction for flavour-
symmetric processes performs well within the uncertainties of the methods presented above.
The validity of this cross-check is restricted to processes well modelled in simulation. As the
modelling of leptons not produced in the hard physics process is in general less reliable, more
detailed studies are performed on data to ensure that flavour-symmetry also holds for the small
contribution of non-prompt leptons, to the final event selection.
Study of non-prompt leptons
As a preface to studies performed on data, the flavour-symmetry of non-prompt leptons is
examined using the truth information of the simulation. A data driven estimate is derived
from leptons with relaxed isolation criteria.
Non-prompt leptons in simulation The origin of the leptons in the events contributing
to the signal selection is studied in simulation by matching the reconstructed lepton to the
generated particles with the smallest spatial separation ∆R. The difference in generated and
reconstructed pT must not exceed twice the generated pT. Information on the origin of the
matched generated particle is used to determine if the lepton originates from a decay of a Z
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Table 5.7: Event yields in the signal region in simulation for both SF lepton pairs and the prediction
SFpred, derived by multiplying the OF yield by RSF/OF. The uncertainty on SFpred includes
the systematic uncertainty on RSF/OF. The event yields are compared separated into flavour-
symmetric and Drell–Yan backgrounds. Processes contributing to both categories have been
sorted into the Drell–Yan category.
Central Forward
SF SFpred SF-SFpred SF SFpred SF-SFpred
tt¯ 2214±9 2200±32 14±33 689±5 684±16 5±17
Z/γ∗ → `` (e±e∓,µ±µ∓) 49±11 0±0 49±11 24±8 4±4 20±9
Z/γ∗ → `` (ττ) 72±13 59±12 13±18 14±6 17±6 -3±9
Single t 144±8 137±8 6±12 38±4 43±4 -6±6
WW, ZZ, WZ 121±2 77±2 45±3 51±1 34±2 17±2
Other SM 89±6 81±6 9±8 30±4 22±3 8±5
Flav. sym. backgrounds 2559±19 2531±41 28±45 795±10 793±22 1±24
Drell–Yan backgrounds 130±11 21±1 109±11 51±8 11±4 40±9
Total simulation 2689±22 2553±40 136±46 846±13 804±21 42±25
or W boson or a τ lepton, a decay of a heavy flavour quark inside a jet, or a jet that was
misidentified as a lepton. The contribution of non-prompt leptons to the signal selection is
studied in tt¯ events, where the two b-jets are a source for leptons from heavy flavour decays.
All events where at least one of the leptons is not matched to a generated electron or muon
and/or does not originate directly or via an intermediate τ lepton from a W boson are con-
sidered non-prompt. The resulting m`` distributions are shown in Figure 5.9 for the inclusive
dilepton selection (see Section 4.3.2) on the left and the combined central and forward signal
regions on the right. Good agreement between SF and OF pairs can be seen, with a slight
tendency towards more OF. The event yields are summarised in Table 5.8. The contribution
of non-prompt electrons exceeds that of non-prompt muons. Nevertheless, the event yields for
SF and OF lepton pairs are very similar, the OF yields being higher by 5-10%. This indicates
that this type of backgrounds is slightly overpredicted by the estimates for flavour-symmetric
backgrounds, which are therefore a conservative estimate for this type of background, at least
in simulation.
Table 5.8: Number of events with non-prompt leptons in an inclusive dilepton selection, and the central
and forward signal regions for tt¯ simulation.
e±e∓ µ±µ∓ SF e±µ∓ RSF/OF
Inclusive 456.0±5.2 140.3±3.3 596.2±8.4 637.5±6.3 0.94±0.02
Signal central 20.2±1.0 4.9±0.6 25.0±1.6 26.2±1.2 0.95±0.07
Signal forward 9.8±0.7 2.8±0.5 12.6±1.2 14.2±0.9 0.89±0.10
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Figure 5.9: Distribution of m`` for lepton pairs with at least one non-prompt lepton in simulation for
an inclusive dilepton selection (left) and the signal selection (right). The contributions of
e±e∓, µ±µ∓, and e±µ∓ pairs are shown as red, green, and blue lines, respectively. The
combined SF pairs are shown as the black points.
Testing the flavour-symmetry of non-prompt leptons on data The contribution of non-
prompt leptons to the signal selection can be estimated on data from control samples enriched
in non-prompt leptons [107, 108]. These samples are obtained by relaxing the isolation re-
quirements on the leptons from IsopT < 0.15 (“tight”) to
Iso
pT
< 1.0 (“loose”). In this defintion,
every tight lepton is also a loose lepton. The probabilities of a prompt or non-prompt lepton
that passes the loose selection to pass also the default tight selection are often referred to
as “fake rate” 0 < f < 1 for non-prompt leptons and “prompt rate” 0 < p < 1 for prompt
leptons. They are calculated as tight-to-loose ratios in two control regions defined below that
are enriched in either prompt or non-prompt leptons:
f = Ntight
Nloose
(non-prompt sample), p = Ntight
Nloose
(prompt sample). (5.5)
The fake rate f is calculated on an event sample collected with prescaled low-pT single lepton
triggers (see Section 3.2.5). At least one jet with pT > 50 GeV is required. To reject prompt
leptons from W + jets events, EmissT and the transverse mass of the lepton-EmissT system are
both required to be less than 20 GeV. The resulting fake rates as a function of lepton pT and
η are shown in Figure 5.10. For low pT, the value for electrons is about 0.25 while for muons
it is about 0.07. Dependencies on both pT and η are observed. The fake rate is therefore
measured and applied as a function of both variables. The increase for higher pT is however
understood as arising from an increasing contamination from prompt leptons. Therefore, for
all leptons with pT > 40 GeV, the values measured for 35 GeV < pT < 40 GeV are used.
Similarly, to calculate the prompt rate, a sample enriched in prompt lepton is selected by
requiring exactly two reconstructed leptons, of which the leading one is required to be a tight
lepton, tagging the event as a Z boson candidate, while the trailing one is a loose lepton. To
further enrich the sample in prompt leptons from Z boson decays, m`` is required to be within
15 GeV of the Z boson mass and EmissT is required to be < 20 GeV. The resulting prompt
ratios p are shown in Figure 5.11. They are again derived as functions of pT and η. For low
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Figure 5.10: Measured fake rate for electrons (left) and muons (right) as a function of the pT (top)
and η (bottom) of the lepton.
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Figure 5.11: Measured prompt rate for electrons (left) and muons (right) as a function of the pT (top)
and η (bottom) of the lepton.
pT they are about 0.85 for muons and 0.9 for electrons and approach values close to one for
pT > 60 GeV for both flavours. The systematic uncertainty assigned to the tight-to-loose
ratios in the sources cited above is 50%. As the definition of loose electrons differs from that
used in the analyses referred above and modifications have been made to the definition of
the control samples in which the ratios are measured, this number is not directly applicable
here. However, the overall normalisation of the non-prompt background is not the focus of
this study. Therefore no attempt is made to evaluate this uncertainty for this analysis and no
systematic uncertainty is quoted.
Assuming universal fake and tight rates for simplicity, the number of observed events with two
tight lepton (Ntt), one tight and one loose lepton (Ntl) and two loose leptons (Nll) can be
expressed in terms of the total numbers of events with two prompt (N∗pp), one prompt and
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one non-prompt (N∗pn), and two non-prompt (N∗nn):
Ntt = p2N∗pp + pfN∗pn + f2N∗nn,
Ntl = 2p(1− p)N∗pp + [f(1− p) + p(−1f)]N∗pn + 2f(1− f)N∗nn,
Nll = (1− p)2N∗pp + (1− p)(1− f)N∗pn + (1− f)2N∗nn.
This can be inverted to obtain expressions for N∗pp, N∗pn, and N∗nn:
N∗pp =
1
(p− f)2 [(1− f)
2Ntt − f(1− f)Ntl + f2Nll],
N∗pn =
1
(p− f)2 [−2(1− p)(1− f)Ntt − [f(1− p) + p(1− f)]Ntl − 2fpNll],
N∗nn =
1
(p− f)2 [(1− p)
2Ntt − p(1− p)Ntl + p2Nll].
The yields observed inside the tight selection are then given by multiplying with the appropriate
tight and fake rates:
Npp = ppN∗pp,
Npn = pfN∗pn,
Nnn = ffN∗nn.
In practice, it has to be considered that the prompt and fake rates depend on the kinematic
properties and the flavour of the two leptons. Using the measured fake and prompt rates f1,2
and p1,2, the contributions of the four possible combinations of prompt and non-prompt leptons
(prompt-prompt, prompt-non-prompt, non-prompt-prompt, and non-prompt-non-prompt) are
calculated using the following formulas
Npp =
(Ntt · (f1 − 1)(f2 − 1) +Ntl · (f1 − 1)f2 +Nlt · (f2 − 1)f1 +Nll · f1f2)p1p2
(f1 − p1)(f2 − p2) ,
Npn =
(Ntt · (f1 − 1)(1− p2)−Ntl · (f1 − 1)p2 +Nlt · (1− p2)f1 −Nll · f1p2)p1f2
(f1 − p1)(f2 − p2) ,
Nnp =
(Ntt · (1− p1)(f2 − 1) +Ntl · (1− p1)f2 −Nlt · (f2 − 1)p1 −Nll · f2p1)f1p2
(f1 − p1)(f2 − p2) ,
Nnn =
(Ntt · (1− p1)(1− p2)−Ntl · (1− p1)p2 −Nlt · (1− p2)p1 +Nll · p1p2)f1f2
(f1 − p1)(f2 − p2) .
As the fake and prompt rates depend on pT and η of the leptons, in practice each event
is assigned a weight based on whether the leptons are tight or loose as a function of their
kinematic properties according to the formulas above. The estimates for the number of events
are obtained as the sums of these weights. The first index indicates the trailing and the second
the leading lepton. The total contribution of non-prompt backgrounds is given by the sum
of Npn, Nnp, and Nnn. The resulting estimates in the central and forward signal regions are
shown in Table 5.9.
The contribution of non-prompt leptons is small compared to the total number of tight lepton
pairs and the estimates are well compatible between SF and OF events within the statistical
uncertainties. This type of backgrounds is therefore accounted for by the background estimates
for flavour-symmetric backgrounds.
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Table 5.9: Results of the estimation of backgrounds with non-prompt leptons in the signal region using
the tight-to-loose ratios for prompt and non-prompt leptons. The total non-prompt estimate
is given by the sum of the contributions for events with one or two non-prompt leptons Npp,
Nnp, and Npn.
e±e∓ µ±µ∓ SF e±µ∓
Signal central
Ntt 1257 1450 2707 2326
Nlt + Ntl 247 740 987 812
Nll 11 114 125 50
Non-prompt estimate 44.9±14.8 34.6±3.8 79.6±18.6 86.7±12.4
Signal forward
Ntt 405 473 878 827
Nlt + Ntl 130 233 363 234
Nll 6 38 44 32
Non-prompt estimate 27.3±8.0 17.9±3.5 45.1±11.5 43.4±8.4
5.2 Drell–Yan backgrounds
To estimate the contribution of Drell–Yan backgrounds (see Section 2.3) to the event sample
in the signal region, both the Jet-Z balance (JZB) and EmissT templates methods [109] are
used. They are designed to describe the EmissT distribution in this category of backgrounds and
focus on the description of the on-Z region. The first studies the balance of Z boson candidates
against the jets in the event. In the EmissT template method, the EmissT distribution of γ + jets
events are used to estimate that of Z + jets events. As the development and application of
these methods have not been part of the work covered in this thesis, only a short description
will be given. The reported results are those obtained on the first reconstruction of the dataset
published in [4], corrected for slight differences in event kinematics to the reconstruction version
used in this analysis.
5.2.1 JZB method
The JZB variable is defined as the balance of the pT of the jets in the event with the pT of
the Z→ `+`− candidate. To avoid biases due to jet selection, ~EmissT is used as a measure of
the hadronic recoil of the Z boson:
JZB =
∣∣∣∣∣∣
∑
jets
~pT
∣∣∣∣∣∣−
∣∣∣~p ZT ∣∣∣ ≈ ∣∣∣ ~EmissT − ~p ZT ∣∣∣− ∣∣∣~p ZT ∣∣∣. (5.6)
For SM processes such as Z+ jets, with Z→ `+`−, where EmissT is caused by mismeasurements
of the jets, the JZB distribution is symmetric around 0. For BSM processes, where the Z
boson is produced correlated with invisible particles, the JZB distribution is expected to be
asymmetric, favouring a positive sign especially for large values of JZB and, by extension,
high EmissT . Therefore, it is possible to predict the contribution of SM processes containing a
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Z boson at high EmissT from the events in that region with negative values of JZB. In both
region, backgrounds from flavour-symmetric processes are subtracted from OF events. This
results in a final estimate of
NpredJZB = NJZB<0 +N
pred
JZB>0 = 2 ·NJZB<0 −NOFJZB<0 ·RSF/OF −NOFJZB>0 ·RSF/OF.
The assumption that the JZB distribution is symmetric around 0 for SM processes with only
instrumental EmissT is studied in MC and 20% systematic uncertainty are assigned [4].
5.2.2 EmissT templates method
The EmissT templates method utilises the similarity of Z + jets and γ + jets events, especially
the fact that mismeasurement is the only source of EmissT in both cases. Therefore, after
corrections for residual kinematic differences, the contribution of Z + jets events at high EmissT
can be estimated from γ + jets events passing the same selection. Signals producing both Z
bosons and photons are therefore at least partially included in these estimates. However, this
would result in discrepancies between the JZB and EmissT templates results, retaining some
sensitivity to this kind of models. The dominant systematic uncertainties are assigned based
on tests of the method on simulation and are in the order of 15-100% for EmissT values falling
into the signal selection of this analysis. The large uncertainties for higher EmissT values are
driven by the available number of simulated events to validate the method.
In contrast to the JZB method, the EmissT templates method does only account for Z + jets
events. Other backgrounds containing Z bosons, such as WZ, ZZ or more rare SM processes
like tt¯Z or triboson production are estimated from simulation and assigned 50% uncertainty [4].
The full Drell–Yan prediction from the EmissT templates in a given event selection is therefore
given by
Npred
EmissT templates
= Nγ+jets · kinematic corrections +NMCDiboson, rare SM −NOF ·RSF/OF.
5.2.3 Extrapolation to off-Z regions
Both methods described above result in background estimates for the on-Z region (81GeV
< m`` < 101GeV). Contributions to the low-mass and high-mass selections from off-shell Z
bosons or the Drell–Yan continuum are estimated by applying an extrapolation factor Rout/in
to the on-Z prediction. This approach relies on the assumption that the m`` distribution of
Drell–Yan events, and especially the ratio of the contribution on the Z boson peak to that at
lower or higher masses, is the same independent of EmissT and NJets. Rout/in is measured in
the Drell–Yan control region, separately for the low-mass and high-mass region as well as for
e±e∓, µ±µ∓, and SF leptons. It is defined as the ratio of the event yield in the mass region
in question (out) by that in the on-Z mass region (in), after subtraction of the contribution
from flavour-symmetric processes from the OF sample:
Rout/in =
NSFout −NOFoutRSF/OF
NSFin −NOFin RSF/OF
, (5.7)
where the SF can be substituted by e±e∓ or µ±µ∓ according to the desired lepton flavour.
The m`` distribution in the Drell–Yan control region is shown in Figure 5.12. The resulting
74
5 Estimation of Standard Model backgrounds 5.2 Drell–Yan backgrounds
values range from about 6-7% for the low-mass region to 2-3% for the high-mass region, as
summarised in Table 5.10.
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Figure 5.12: Them`` distribution in the Drell–Yan control region in the central (left) and forward (right)
dilepton selection. SF data is shown as the black points while OF data is shown as the
blue histogram. The black lines indicate the boundaries of the two out regions and the
dark red lines those of the in region.
The validity of applying the Rout/in as measured in the Drell–Yan control region in the signal
region is checked by studying the behaviour of the quantity as a function of EmissT and NJets.
The results for the low-mass selection and the case of SF leptons is shown in Figure 5.13 for
both the central and forward lepton selections. In neither selection a dependency on EmissT is
observed. However, above 70GeV there is not enough statistics left after subtraction of the
flavour-symmetric backgrounds, so it is not possible to judge the behaviour all the way up
to the signal region. The value of Rout/in clearly increases with the number of jets. As the
requirement on NJets is very similar between the Drell–Yan control region and the signal region,
the events do not differ much in terms of jet multiplicity and this dependency does not restrict
the applicability of the Rout/in factors in the signal region. In total, a systematic uncertainty
of 25% is assigned to cover the observed effects. Consistent results are observed also for the
high-mass region and for the split into e±e∓ and µ±µ∓, as can be seen in Appendix E.
5.2.4 Resulting background prediction
The predictions for the on-Z region from the JZB and EmissT templates methods agree within
their uncertainties, as can be seen in Table 5.11. As for the RSF/OF factor, a weighted average
is used to combine the two estimates. The results of both methods as well as the combination
are shown in Table 5.11. Shown are also the Rout/in values and the resulting estimates for
the low- and high-mass regions. In this analysis a different reconstruction version of the data
is used, compared to the one used in [4]. Therefore, the on-Z predictions, which are taken
from the published result, are scaled by 1.03±0.03 to take into account a slight increase in jet
multiplicity observed in the present dataset.
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Figure 5.13: Dependencies of Rout/in for the low-mass region on EmissT (left) and NJets (right) for the
central (top) and forward (bottom) lepton selection. The results on data are shown in
black. The central value is shown as a black dashed line while the systematic uncertainty
is shown as an orange band.
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Table 5.10: Results of the calculation of Rout/in separately for the low-mass and high-mass regions in
the central and forward dilepton selection.
NSFout −NOFout ·RSF/OF NSFin −NOFin ·RSF/OF Rout/in(SF)± σstat ± σsyst
Central
low-mass
Data 11608.6±131.7 160645.8±403.9 0.072±0.001±0.018
MC 10725.8±128.7 167291.6±412.0 0.064±0.001±0.016
high-mass
Data 3571.3±91.2 160645.8±403.9 0.022±0.001±0.006
MC 3243.0±88.9 167291.6±412.0 0.019±0.001±0.005
Forward
low-mass
Data 5657.6±84.2 94407.6±308.7 0.060±0.001±0.015
MC 5695.8±85.5 103407.4±323.0 0.055±0.001±0.014
high-mass
Data 2672.5±75.8 94407.6±308.7 0.028±0.001±0.007
MC 2459.1±72.3 103407.4±323.0 0.024±0.001±0.006
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Table 5.11: Estimate of the Z background yields in the Z peak region and extrapolation to the signal
mass region for the full dataset.
central
Drell–Yan estimate e±e∓ µ±µ∓ SF
on-Z (JZB) 57.9±13.8±10.1 46.1±13.8±8.0 104± 21±18
on-Z (EmissT templates) 63.2±4.3±15.3 69.5±4.0±16.9 133± 7±32
on-Z (Combined) 60.7±11.6 56.8±11.7 116±21
Rout/in low-mass 0.069±0.001±0.017 0.075±0.001±0.019 0.072±0.001±0.018
low-mass 4.3±1.3 4.4±1.4 8.6±2.7
Rout/in high-mass 0.025±0.001±0.006 0.020±0.001±0.005 0.022±0.001±0.006
high-mass 1.5±0.5 1.2±0.4 2.7±0.8
forward
Drell–Yan estimate e±e∓ µ±µ∓ SF
on-Z (JZB) 15.6±8.3±2.9 13.8±8.3±2.8 29±11±6
on-Z (MET templates) 24.4±1.8±6.0 32.3±2.2±7.9 56.9±3.6±14.0
on-Z (Combined) 21±5 25±6 42±9
Rout/in low-mass 0.055±0.001±0.014 0.064±0.001±0.016 0.060±0.001±0.015
low-mass 1.2±0.4 1.6±0.6 2.6±0.8
Rout/in high-mass 0.031±0.001±0.008 0.026±0.001±0.007 0.028±0.001±0.007
high-mass 0.7±0.2 0.7±0.2 1.2±0.4
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6 Counting experiment
In the counting experiment approach, the observed yield of SF events is compared to the
combined background estimates from flavour-symmetric and Drell–Yan backgrounds in the six
regions defined in m`` and lepton |η|. Here, the results are presented and their basic properties
are discussed.
The distribution of the dilepton invariant mass in the central and forward signal regions (see
Table 4.5) are shown in Figure 6.1. The resulting event yields are compared to the expectation
from the backgrounds in Table 6.1. A maximum likelihood estimator for the difference of
expected and observed yield is determined in each region. For this purpose, a likelihood
function is defined [110]
L(data|µ, θ) = Poisson (data|s (θ) + b (θ)) · p
(
θ˜|θ
)
, (6.1)
where s and b represent the number of signal and background events, and p(θ˜|θ) parametrises
the uncertainties, also known as nuisance parameters, θ, with θ˜ being the nominal value
of these parameters. This likelihood is fit to the observed data by minimizing its negative
logarithm. The resulting value of the number of signal events s is used as the estimator for
this quantity. The significances of deviations of this difference from zero are evaluated using a
profile likelihood ratio of the signal and signal plus background hypotheses [110]. In general,
the observed data is in agreement with the background estimation within about one standard
deviation, except for the low-mass region for central leptons. Here, the observed yield exceeds
the expectation by 109± 48 events. The size of this excess corresponds to a local significance
of 2.2 σ.
In Tables 6.2 and 6.3, the results are shown separately for e±e∓ and µ±µ∓ events. As expected
since rµe is larger than one, the yields in the µ±µ∓ channel are slightly larger than those in
the e±e∓ channel. For the flavour-symmetric backgrounds, and therefore also for the total
background estimates and the difference of observation and estimation, the yields in the e±e∓
and µ±µ∓ channels do not exactly add up to those in the combined SF channel presented
Table 6.1: Results of the counting experiment in the six signal regions. The statistical and system-
atic uncertainties are added in quadrature, except for the flavor-symmetric backgrounds.
The presented differences between the observed and estimated yields are obtained with a
maximum likelihood fit (see text). Low-mass refers to 20 GeV < m`` < 70 GeV, on-Z to
81 GeV < m`` < 101 GeV, and high-mass to m`` > 120 GeV.
low-mass on-Z high-mass
Central Forward Central Forward Central Forward
Observed 865 154 494 176 849 381
Flav.-sym. 746± 27± 26 144± 12± 7 368± 19± 13 137± 11± 7 789± 28± 28 411± 20± 21
Drell–Yan 8.6± 2.7 2.6± 0.8 119± 21 43± 9 2.7± 0.8 1.2± 0.4
Total est. 755± 38 147± 14 488± 31 180± 16 792± 39 413± 30
Obs. - est. 109± 48 7± 19 6± 38 −5± 21 57± 50 −32± 37
Significance 2.2 σ 0.4 σ 0.1 σ <0.1 σ 1.1 σ <0.1 σ
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Figure 6.1: Distribution of m`` in the signal region for the central (left) and forward (right) dilepton
selection. The data is shown as black dots, while the total background prediction from
data is shown as a blue histogram. The blue error bars indicate the combined statistical
and systematic background uncertainty in each bin. The contribution from Drell–Yan back-
grounds is shown as a green histogram. The dashed lines indicate the boundaries of the
three mass bins. Beneath the plot the ratio of data to the background prediction is shown.
The error bars include the statistical uncertainties of data and background, while the blue
band indicates the systematic uncertainties on the background.
in Table 6.1. This is caused by the weighted average of the two methods to determine the
correction factors used to translate from OF into the different SF channels, which is calculated
separately for RSF/OF, Ree/OF, and Rµµ/OF, as discussed in Section 5.1.3. Comparing the
two channels, consistent results are observed between them, except for the slight excess in
the high-mass central region, which is dominated by e±e∓ events. Especially for the larger
excess in the low-mass central region, the observation agrees with the expected behaviour of
the different flavours. The signal yields of 47±25 and 67±29 in the e±e∓ and µ±µ∓ channels
correspond to a value of rµe for this hypothetical signal of 1.19 ± 0.41, in good agreement
with the value of 1.09 ± 0.11 measured in the Drell–Yan control region (see Section 5.1.2).
However, to explain the observed excess with a change in the lepton efficiencies, an rµe of
about 1.7 would be necessary to achieve the observed value of RSF/OF of 1.17, as illustrated
in Figure 5.8. A further discussion of these results can be found in Section 8.
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Table 6.2: Results of the counting experiment for e±e∓ events only. The statistical and systematic
uncertainties are added in quadrature, except for the flavor-symmetric backgrounds. The
presented differences between the observed and estimated yields are obtained with a max-
imum likelihood fit (see text). Low-mass refers to 20 GeV < m`` < 70 GeV, on-Z to
81 GeV < m`` < 101 GeV, and high-mass to m`` > 120 GeV.
low-mass on-Z high-mass
Central Forward Central Forward Central Forward
Observed 389 53 232 86 401 195
Flav.-sym. 337± 12± 19 61± 5± 6 166± 8± 9 58± 5± 5 357± 12± 21 175± 8± 17
Drell–Yan 4.3± 1.3 1.2± 0.4 62± 11 21± 5 1.5± 0.5 0.7± 0.2
Total est. 342± 23 62± 8 229± 17 79± 9 358± 24 175± 19
Obs. - est. 47± 25 −10± 9 3± 21 6± 12 42± 26 19± 18
Significance 1.9 σ <0.1 σ 0.1 σ 0.5 σ 1.7 σ 1.1 σ
Table 6.3: Results of the counting experiment for µ±µ∓ events only. The statistical and systematic
uncertainties are added in quadrature, except for the flavor-symmetric backgrounds. The
presented differences between the observed and estimated yields are obtained with a max-
imum likelihood fit (see text). Low-mass refers to 20 GeV < m`` < 70 GeV, on-Z to
81 GeV < m`` < 101 GeV, and high-mass to m`` > 120 GeV.
low-mass on-Z high-mass
Central Forward Central Forward Central Forward
Observed 476 101 262 90 448 186
Flav.-sym. 405± 14± 21 79± 6± 6 200± 10± 10 74± 6± 6 428± 15± 23 224± 11± 19
Drell–Yan 4.4± 1.4 1.6± 0.6 58± 10 25± 6 1.2± 0.4 0.7± 0.2
Total est. 409± 26 80± 9 258± 18 100± 11 429± 27 225± 22
Obs. - est. 67± 29 20± 13 3± 23 −11± 13 19± 29 −40± 21
Significance 2.3 σ 1.6 σ 0.2 σ <0.1 σ 0.6 σ <0.1 σ
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7 Search for a kinematic edge
A fit to them`` distribution is performed in search of the characteristic edge signature described
in Section 2.2.2. Different functions are used to model the contributions of the potential signal,
flavour-symmetric backgrounds, and Drell–Yan backgrounds. To fully exploit the available
information, an unbinned maximum-likelihood fit is performed simultaneously to the e±e∓,
µ±µ∓, and e±µ∓ event samples for both the central and forward dilepton selection in the signal
region using the RooFit toolkit [111]. The signal is expected in the e±e∓ and µ±µ∓ samples
while the e±µ∓ sample is used to constrain the modelling of flavour-symmetric backgrounds.
7.1 Background and signal models
The different parametrisations of the two types of background and the signal are discussed in
the following. In some cases, different functional forms or even non-analytical descriptions are
used to validate the chosen models.
7.1.1 Model for Drell–Yan backgrounds
The background model for Drell–Yan events consists of two components: one model for the Z
boson peak and one for the contribution of the Drell–Yan continuum. The latter one can be
described by a simple falling exponential function Pexp with exponent µexp. The peak model
consists of a Breit-Wigner function PBW with mean and widths fixed to the PDG [9] values
for the Z boson, convolved with a double-sided crystal ball function (DSCB) [112]. The first
component models the physical peak while the latter accounts for the detector resolution and
radiative corrections to the Z boson lineshape. The double-sided crystal ball itself consists of
a Gaussian core and exponential falloffs to both sides of the peak, parametrised as
PDSCB(m``) =

A1(B1 − mll−µCBσCB )−n1 if
mll−µCB
σCB
< −α1
exp
(
− (mll−µCB)22σ2CB
)
if − α1 < mll−µCBσCB < α2
A2(B2 + mll−µCBσCB )
−n2 if mll−µCBσCB > α2
where σCB and µCB are the parameters of the central Gaussian and the ni and αi govern the
exponential falloffs. The Ai and Bi are substitutions for
Ai =
(
ni
αi
)ni
· exp
(
−α
2
i
2
)
and Bi =
ni
αi
− αi.
Convolving PBW and PDSCB, and taking into account also the exponential function describing
the Drell–Yan continuum, the full description is therefore
PDY (m``) = (1− fpeak)Pexp(m``) + fpeak
∫
PDSCB(m``)PBW (m`` −m′)dm′,
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Table 7.1: List of all parameters of the model for Drell–Yan backgrounds for the fit in the Drell–Yan
control region. Given are intial values, allowed ranges and the type of the parameters. Sets
of these parameters exist for both the central and forward dilepton selection.
parameter type initial value minimum maximum
peeZ
mZ[GeV] fixed 91.1876 - -
σZ[GeV] fixed 2.4952 - -
µeeCB[GeV] floating 3.0 -10 10
σeeCB[GeV] floating 1.6 0 20
αee1 floating 1.16 0 10
αee2 floating 2.5 0 10
nee1 floating 2.9 0 20
nee2 floating 1.04 0 20
feepeak floating 0.9 0 1
µeeexp[GeV−1] floating -0.02 -0.1 0
pµµZ
mZ[GeV] fixed 91.1876 - -
σZ[GeV] fixed 2.4952 - -
µµµCB[GeV] floating 3.0 -10 10
σµµCB[GeV] floating 1.6 0 20
αµµ1 floating 1.16 0 10
αµµ2 floating 2.5 0 10
nµµ1 floating 2.9 0 20
nµµ2 floating 1.04 0 20
fµµpeak floating 0.9 0 1
µµµexp[GeV−1] floating -0.02 -0.1 0
where fpeak is the fraction that the peak component contributes to the full probability density
function. A full list of the parameters of the model is given in Table 7.1.
This model is fitted to the data in the Drell–Yan control region separately for e±e∓ and
µ±µ∓ events after flavour-symmetric backgrounds are subtracted using OF events. Afterwards,
all parameters of the model are fixed and only the normalisation in the signal region is left
floating in the fit. The resulting fits are shown in Figure 7.1 and are a good description of the
distribution in all cases.
From the Gaussian core component of the double-sided crystal ball the m`` resolution σCB in
the different channels is obtained, which is used in the modelling of a potential signal. The
resulting resolution values are shown in Table 7.2. The fitted values range from about 1.4 GeV
to 2.7 GeV depending on lepton flavour and rapidity. In general it is smaller for µ±µ∓ pairs
and for lepton pairs in the central part of the detector.
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Figure 7.1: Fit to the m`` distribution in the Drell–Yan control region separately for e±e∓ (left) and
µ±µ∓ (right) events in the central (top) and forward (bottom) dilepton selection. The data
is shown as black points while the resulting fit is shown in blue. The red and green lines
show the contributions of the continuum model and the convolution of the Breit-Wigner
with the double-sided crystal ball to the combined fit.
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Table 7.2: Fitted m`` resolution in the central and forward dilepton selections for e±e∓ and µ±µ∓
pairs.
e±e∓ µ±µ∓
Central 1.71± 0.03 GeV 1.44± 0.01 GeV
Forward 2.70± 0.04 GeV 2.01± 0.03 GeV
7.1.2 Model for flavour-symmetric backgrounds
The flavour-symmetric model accounts for most of the events in the signal region. To ensure
the validity of the chosen parametrisation, a variety of alternative models are studied. Here
the nominal parametrisation used in the final result is discussed followed by a description of
alternatives that are used as cross-checks.
Nominal parametrisation
The nominal flavour-symmetric model consists of three parts: The rising flank of the distribu-
tion is modelled by a power law, the peak region with a third order polynomial and the falling
flank with an exponential fall-off.
PFS(m``) =

PFS,1(m``) = c1 ·mα`` if 20 GeV < m`` < m(1)``
PFS,2(m``) =
∑3
i=0 c2,i ·mi`` if m(1)`` < m`` < m(2)``
PFS,3(m``) = c3 · e−βm`` if m(2)`` < m`` < 300 GeV
where m(1)`` and m
(2)
`` are the transition points between the different parts of the model. The
model is required to be normalised and also to be continuously differentiable in m`` at m(1)``
and m(2)`` , reducing the number of free parameters to five. A full list of the parameters and
their properties is given in Table 7.3.
Table 7.3: List of all parameters of the nominal model for flavour-symmetric backgrounds. Given are
intial values, allowed ranges and the type of the parameters. Sets of these parameters exists
for both the central and forward dilepton selection.
parameter type initial value minimum maximum
pFS
m
(1)
`` [GeV] floating 50 20 80
m
(2)
`` [GeV] floating 120 100 160
c2,0 floating -1800 -5000 5000
c2,1 floating 120 -400 400
c2,2 fixed -1 - -
c2,3 floating 2.5 · 10−3 1 · 10−4 1 · 10−2
c1, α, c3, β expressed in terms of c2,i - - -
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Parametrisation from 2011 analysis
In a previous version of the analysis [113], the following parametrisation was used :
PFS(m``) = c1mα``e−βm`` (7.1)
It was found to be an unsatisfying description of the distribution of flavour-symmetric back-
grounds after lepton pT cuts had been raised with respect to the analysis of the 2011 dataset,
but is still a useful tool for fit performance studies, as the low number of parameters reduces
the runtime of the fit, allowing for tests using a large number of simulated datasets.
Sum of three Gaussians
Additionally, a sum of three Gaussians can be chosen as an analytical parametrisation of the
flavour-symmetric backgrounds. The free parameters of the shape are the means µi and widths
σi of the Gaussians.
PFS(m``) = Gauss(µ1, σ1) + Gauss(µ2, σ2) + Gauss(µ3, σ3)
The shape is found to describe the flavour-symmetric background well and to be in good
agreement with the nominal parametrisation.
Binned Subtraction
As an alternative to the analytical functions, the binned dilepton-mass distribution in the OF
channel is directly used as template of the distribution of flavour-symmetric backgrounds in
the same-flavour channels. However, the normalization of this background is still determined
by the simultaneous fit, taking into account the RSF/OF correction factor.
This approach has the advantage of not needing any prior knowledge on the shape of the
flavour-symmetric background. It is, however, more susceptible to statistical fluctuations, as
they are not smoothed out as in analytical models (for a smoothed approach see below). In
order to minimise the impact of these fluctuations, a bin width of 5GeV is chosen. This
method is not suited to provide quantitative results because the statistical uncertainties on the
shape are not considered in the fit, after it has been fixed by the OF data.
Smoothed Subtraction
Similarly to the binned subtraction, the opposite flavour data distribution is directly used to
predict the background shape in the same flavour distribution using a kernel density estimator
(KDE). The shape is constructed as a sum of Gaussian distributions, one for each event in
the considered dataset with the mean set to the m`` value of that event. The implementation
of one-dimensional kernel probability density functions (pdfs) in RooFit is used (RooKeysPdf
class). The probability density function for a sample of a random variable of size n is estimated
by a kernel density
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fˆh(m``) =
1
nh
n∑
i=1
K
(
m`` −m``,i
h
)
.
Here K is the so called kernel, for which a Gaussian distribution is chosen in this analysis, and
h is a smoothing parameter [114]. The width of the Gaussians is adapted depending on the
density of events at a given point, using narrow widths were the density is high to preserve
details of the distribution and larger widths where the density is low to assure the smoothness
of the resulting shape estimate. For both the low-m`` and the high-m`` border, parts of the
Gaussians extending beyond the considered range ofm`` are reflected into the considered range
to achieve the correct integral. Again, this method is not suited to provide quantitative results
because no uncertainties on the background shape can be included, as it has to be fixed on
the OF data before the combined fit can be performed.
7.1.3 Signal model
The signal is modelled by a triangular shape convolved with a Gaussian distribution, which will
be shown to be a good approximation of the actual, model dependent, shape. The width of the
Gaussian σ`` depends on the detector resolution in the corresponding channel and is obtained
from the fit to the Z boson peak in the Drell–Yan control region described in Section 7.1.1.
The model can be parametrised as
PS(m``) = 1√
2piσ2``
∫ medge
``
0
y · exp
(
−(m`` − y)
2
2σ2``
)
dy,
with the endpoint of the triangle medge`` as the only free parameter, as the starting point is
always 0 GeV.
To cross-check the dependence of the results on the parametrisation of the signal, two ad-
ditional signal shapes with strongly differing shapes are defined. Here, the linear rise of the
triangle is replaced by different dependencies on m``, depending on the sign of the exponent
γ. This results in concave and convex shapes instead of the simple triangle:
PconvexS (m``) =
1√
2piσ2``
∫ medge
``
0
yγ · exp
(
−(m`` − y)
2
2σ2``
)
dy, (7.2)
PconcaveS (m``) =
1√
2piσ2``
∫ medge
``
0
((
medge``
)γ − (y −medge`` )γ) · exp
(
−(m`` − y)
2
2σ2``
)
dy.
(7.3)
A comparison of the three types of signal shapes is shown in Figure 7.2 for for medge`` = 75 GeV
and σ`` = 1.5 GeV. To make the differences between the shapes clearly visible, in the case of
the convex and concave signal shapes a value of γ = 4 has been chosen. The convex shape is
peaked towards the endpoint of the distribution while the concave shape leads to a significant
signal contribution at much lower values of m`` compared to the nominal triangular shape.
Nevertheless, all three shapes exhibit the striking edge at medge`` .
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Figure 7.2: Illustration of the three different signal shapes for medge`` = 75 GeV and σ`` = 1.5 GeV. In
the case of the convex and concave signal shapes, a value of γ = 4 has been chosen.
The parameters of the nominal signal model are listed in Table 7.4.
The signal model is fitted to simulation using four parameter points of the fixed-edge and
slepton-edge models described in Section 2.2.2. The points are chosen to study edges produced
in decays both via an off-shell Z boson and sleptons and also to test the fit performance for
edge positions below, on, and above the Z boson peak. The signal parameters are summarised
in Table 7.5 and will be referenced by their labels S1-S4 in the following.
If more than two leptons are reconstructed in an event, the wrong combination might be chosen,
leading to a flavour-symmetric, background-like contribution of the signal. This happens more
often in the slepton-edge model because of the much higher branching fraction into leptons.
Therefore, a model for flavour-symmetric backgrounds is also fitted to the signal. For these
tests, the KDE shape is used because of its fast convergence.
Table 7.4: List of all parameters of the nominal signal model. Given are intial values, allowed ranges
and the type of the parameters. Sets of these parameters exists for both the central and
forward dilepton selection.
parameter type initial value minimum maximum
peeS
medge`` [GeV] floating varying 30 300
σeeCB[GeV] fixed see Table 7.2 - -
pµµS
medge`` [GeV] floating varying 30 300
σµµCB[GeV] fixed see Table 7.2 - -
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Table 7.5: Overview of the benchmark signal points used in fit performance studies.
name S1 S2 S3 S4
model fixed-edge slepton-edge slepton-edge slepton-edge
mb˜ [GeV] 400 500 500 450
mχ˜02
[GeV] 150 175 200 275
mχ˜01
[GeV] 80 100 100 100
gen. medge`` [GeV] 70 74.3 98.6 170.2
Fits to the fixed-edge model points S1 are shown in Figure 7.3. After subtraction of the
very small flavour-symmetric contribution, this model predicts about 122 events in the central
and 15 events in the forward region with an edge position of 70 GeV, in agreement with the
expectation that the decay products of heavy SUSY particles are located dominantly in the
central region of the detector. In the upper plots fits are shown using the nominal triangular
shape. It is clearly not a good approximation of the actual shape of the signal because it does
not describe the peak towards the Z boson mass, which is present because the decay of the χ˜02
occurs exclusively via an off-shell Z boson. However, the signal parameters medge`` and NS are
still reproduced very well. In the lower two plots, the convex signal shape was used, with the
exponent γ as a free parameter. The resulting shape is a much better description of the signal,
with a fitted γ of about 2.62. However, no significant change in the other signal parameters
is observed.
In Figure 7.4 a fit to the slepton-edge model point S2 is shown. As the decays occur dominantly
via an intermediate slepton, the triangular shape is a much better approximation of the signal
shape. Because of the much higher branching fraction into leptons of this model, a significant
flavour-symmetric contribution due to combinatorics is present, which is accounted for by the
background description and reduces the observable signal yield. Again, the signal parameters
are well reproduced by the fit. Similar performance is also observed for the points S3 and S4.
7.2 Combined model
The full models fitted to the different event categories are constructed by adding yield pa-
rameters Nx for each component. For opposite flavour events, the model is simply given
by
POF (m``) = NFS ·PFS(m``).
For e±e∓ and µ±µ∓ events, also yield parameters for the Drell–Yan background and the signal
models have to be introduced.
Pee(m``) = N eeFS ·PFS(m``) +N eeZ ·PZ,ee(m``) +N eeS ·PS(m``, σee)
Pµµ(m``) = NµµFS ·PFS(m``) +NµµZ ·PZ,µµ(m``) +NµµS ·PS(m``, σµµ)
As the lepton efficiencies do not depend on the origin of the leptons and the branching fraction
of the decays into electrons or muons is the same for both the backgrounds and the considered
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Figure 7.3: Fit of the signal model to the fixed-edge model S1 (see Table 7.5). Shown are fits with the
nominal triangular shape (top) and the convex shape (bottom), for which the exponent γ
is left floating, in both the central (left) and forward (right) signal regions.
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Figure 7.4: Fit of the signal model to the slepton-edge model S2 (see Table 7.5). Shown are fits in
both the central (left) and forward (right) signal regions.
fixed-edge and slepton-edge models, the number of free parameters can be reduced by assuming
an universal fraction of e±e∓ events in both background and signal, which is expressed as
0 < fee < 1. Also, the flavour-symmetric yields in the two SF channels are connected to that
in the OF channel via RSF/OF, which allows to construct the following relations:
N eeS = fee ·NS ,
N eeZ = fee ·NZ ,
N eeFS = fee ·RSF/OF ·NFS ,
NµµS = (1− fee) ·NS ,
NµµZ = (1− fee) ·NZ ,
NµµFS = (1− fee) ·RSF/OF ·NFS .
The systematic uncertainty on RSF/OF is included in the fit as a constraint in the form of a
Gaussian function with mean and width set to the values measured in Section 5.1.3:
Gauss
(
RSF/OF;RmeasuredSF/OF , σmeasuredRSF/OF
)
.
The full likelihood of the model as a function of m`` for a given set of parameters p that is
simultaneously fit to the unbinned data in the six channels (e±e∓,µ±µ∓, and OF for central
and forward lepton selection) is constructed by multiplying the pdfs of the different channels
and is given by
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L(m``;p) =
∏
i  central, forward
N eei ×N µµi ×NOFi
×
∏
e±e∓,i
[
N ee,iFS ·P iFS(m``;piFS) +N ee,iZ ·P iZ(m``;pee,iZ ) +N ee,iS ·P iS(m``;pee,iS )
]
×
∏
µ±µ∓,i
[
Nµµ,iFS ·P iFS(m``;piFS) +Nµµ,iZ ·P iZ(m``;pµµ,iZ ) +Nµµ,iS ·P iS(m``;pµµ,iS )
]
×
∏
e±µ∓,i
[
NOF,iFS ·P iFS(m``;piFS)
]
× Gaussi
(
RiSF/OF
)
,
where the different pix denote the sets of free parameters of the models and the N ``i are
Poisson factors describing the normalisation of the different samples. These factors take the
form
N ee,µµi =
(N ``,iFS +N
``,i
Z +N
``,i
S )N
``
i e−(N
``,i
FS +N
``,i
Z +N
``,i
S )
N ``i !
for `` = e±e∓, µ±µ∓ and
NOFi =
(N ``,iFS )N
``
i e−(N
``,i
FS )
N ``i !
for `` = e±µ∓, with i = central, forward. N ``i is the number of observed events in the
respective channel.
A full overview of all parameters of the model is shown in Table 7.6. In total, the model has
59 parameters, of which 21 are free parameters in the signal region, 34 describe the Drell–Yan
model and four are the mean values and widths of RSF/OF used in the constraints.
7.3 Fit validation
Before the fit is applied to data, several studies are performed to assess its performance in
different scenarios. The fit is performed on simulated SM backgrounds and several benchmark
signal points. As the results are subject to the fluctuations of the specific MC samples available
for this study, the fit performance is furthermore studied in detail using a large number of toy
datasets generated from the fit model itself.
7.3.1 Fit performance on simulation
The ability of the fit to correctly describe different datasets is tested using the simulation of
SM and signal processes described in Section 4.2.2, normalized to 19.5 fb−1. The full list
of background processes is considered and fits are performed with and without the injection
of signal points from the fixed-edge and slepton-edge models described in Section 2.2.2. To
maintain an acceptable runtime of the unbinned fit, a smaller inclusive tt¯ sample is used instead
of the large samples separated into the different final states.
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Table 7.6: List of parameters of the full fit model. For more details on the parameter sets pFS , pZ , and
pS see Tables 7.1, 7.3, and 7.4. For yield parameters the initial value and allowed ranges are
calculated from the observed yields NSF and NOF in the signal region for both the central
(C) and forward (F) dilepton selection.
parameter type initial value minimum maximum
Normalisation parameters
NCFS floating 0.7 ·NCOF 0 2 ·NCOF
NFFS floating 0.7 ·NFOF 0 2 ·NFOF
NCS floating 0 −0.4 ·NCSF 0.4 ·NCSF
NFS floating 0 −0.8 ·NFSF 0.8 ·NFSF
NCZ floating pred. from data 0 NCSF (on-Z)
NFZ floating pred. from data 0 NFSF (on-Z)
Shape parameters
pCZ mixed see Table 7.1
pFZ mixed
pCFS mixed see Table 7.3
pFFS mixed
pCS mixed see Table 7.4
pFS mixed
Constraint parameters
RCSF/OF constrained R
C,meas.
SF/OF R
C,meas.
SF/OF - 4 ·σC,meas.RSF/OF R
C,meas.
SF/OF + 4 ·σC,meas.RSF/OF
RFSF/OF constrained R
F,meas.
SF/OF R
F,meas.
SF/OF - 4 ·σF,meas.RSF/OF R
F,meas.
SF/OF + 4 ·σF,meas.RSF/OF
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The result of a fit to background-only simulation is shown in Figure 7.5. The combined model
is a good description of the simulation. A negative signal yield is fitted in both the central and
forward signal region. While in the central region this is a small effect compared to the fitted
uncertainty, in the forward region there is a large underfluctuation of the background at lower
invariant masses, leading to a fitted signal yield of −38 ± 15 events. To verify that this is
indeed the global minimum, a scan of the log-likelihood versus medge`` is performed. The result
is shown in Figure 7.6. Above the Z boson peak the result is only little dependent on medge`` .
Below the peak, however, there is relatively broad minimum with a large rise directly above the
global minimum, which reflects the fluctuation in the simulation in the forward region around
70 GeV. Several relevant fit parameters in the central signal region are shown in Table 7.7.
The signal points S1-S4 discussed in Section 7.1.3 are used to test the fit’s ability to reproduce
the parameters of a signal. Figure 7.7 shows the results for the SF dataset in the central signal
region for all four hypotheses.
In all four cases, the correct edge position is found with good precision. In case of the fixed-
edge signal point S1, the signal shape differs significantly from the triangular shape assumed
in the fit. However, in the absence of background, the parameters of the signal model are
reproduced with high accuracy as demonstrated in Section 7.1.3. Comparing the fitted values
for the number of signal events (119.3 ± 40.8 and 122.2 ± 11.1) and medge`` (68.8± 3.6 GeV
and 68.8± 0.6 GeV) with and without backgrounds, the presence of the backgrounds does not
significantly affect the result, except to increase the uncertainties. It can be concluded that the
triangular shape is suitable to extract the signal parameters of more convex shapes. A more
detailed study of the biases introduced by different signal shapes in described in Section 7.3.2.
For the three slepton-edge signals S2-S4, the edge position is well reproduced by the fit. The
fitted signal yield, however, can be lower than the injected one. This effect increases withmedge``
because the fit is able to accommodate higher values of RSF/OF, increasing the background
contribution. This is accompanied by a slight increase of the fitted Drell–Yan yield. Another
notable feature is the contribution of the signal to the flavour-symmetric backgrounds, which
is of the order of 40-80 events for the studied signal points.
Table 7.7: Fit result in the central signal region on simulation. Shown are fits to background-only
simulation as well as to the signal points described in Section 7.1.3. The generated number
of signal events is defined as the number of SF events subtracted by the number of OF
events produced by the signal process.
bgkd only S1 S2 S3 S4
gen. medge`` [GeV] - 70 74.3 98.6 170.2
fitted medge`` [GeV] 63.2±3.1 68.8±2.5 73.7±1.7 98.6±2.3 169.6±1.6
gen. N centralS 0 122.1 259.1 266.6 547.5
fitted N centralS -21.5±34.9 116.9±40.4 237.8±42.3 245.6±68.1 441.8±70.4
fitted N centralDY 90.5±22.5 87.1±22.5 89.9±22.6 93.6±27.0 96.3±23.8
fitted N centralFS 2802±49 2803±49 2840±29 2841±49 2876±50
fitted RcentralSF/OF 1.004±0.024 1.000±0.024 1.004±0.024 1.003±0.025 1.022±0.026
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Figure 7.5: Results for a fit to background-only simulation. Shown are the results for the SF (left) and
OF (right) samples in the central (top) and forward (bottom) signal regions. The simulation
is shown as black data points. The combined fit is shown as a solid blue line, while the
flavour-symmetric and Z backgrounds are shown as black and violet dashed lines. The signal
model is shown as a red dashed line.
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Figure 7.6: Scan of the observed log-likelihood in the signal region subtracted by the minimal value as
a function of medge`` .
7.3.2 Fit performance studies using toy datasets
The performance of the fit is furthermore studied using toy datasets. These are generated by
fitting the background shape for flavour-symmetric backgrounds to OF events in simulation.
From this shape new opposite-flavour datasets are generated, fluctuating the normalisation
using a Poisson distribution. Electron-electron and muon-muon datasets are generated from
the sum of the shape for flavour-symmetric backgrounds and the Drell–Yan model. The
normalisation of this shape is given by the normalisation for flavour-symmetric backgrounds
multiplied by RSF/OF plus the combined JZB and EmissT -template predictions. This yield is split
into the e±e∓ and µ±µ∓ datasets according to the measured Ree/OF and Rµµ/OF values. Each
of the two yields is fluctuated independently according to a Poisson distribution when dicing the
toy datasets. If desired, a signal can be injected in the same-flavour datasets using the nominal
signal shape in a similar fashion. To reflect that the signal yield is expected to be higher in
the central dilepton selection, the signal contribution in the forward selection is chosen to be
smaller by a factor of three. The combined fit is performed on each of the datasets generated
in this fashion. As the nominal background shape evaluation is very resource intensive, the
parametrisation from the 2011 analysis (see Equation 7.1) is used in these studies in order to
generate sufficient statistics, after verifying that this has no significant impact on the results.
In general about 1000 toy datasets are generated for each of the configurations described
below.
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Figure 7.7: Fit results in the central signal region for the signal point from the fixed-edge model S1 (top
left) and the three points from the slepton-edge model S2 (top right), S3 (bottom left),
and S4 (bottom right). The combined fit is shown as a solid blue line, while the flavour-
symmetric and Z backgrounds are shown as black and violet dashed lines. The signal model
is shown as a red dashed line.
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Studies without signal injection
The edge fit is performed on toys generated from the background models. In one case, the toys
are fitted with a floating edge position. In the other, the edge is fixed at 70 GeV. Figure 7.8
shows the resulting distributions. On the left side, the number of fitted signal events in the
central region divided by its uncertainty is shown. In the case of a fixed edge the fit results
are distributed following a unit-Gaussian centred around zero, as expected in absence of a
signal. For the case of a floating edge position, however, the distribution exhibits two peaks,
symmetrically below and above zero. This is a manifestation of the “look-elsewhere-effect”
introduced by the degree of freedom of the edge position, which allows the fit to find a value of
medge`` where introducing a positive or negative signal improves the likelihood value because of
the statistical fluctuations of the dataset. As this may result in lower values of the negative log-
likelihood compared to the case of the fixed edge, a bias is introduced towards edge positions
where a signal component can be accommodated.
On the right side of Figure 7.8, the distributions of the fitted values of RSF/OF are shown, again
for the central selection. In both cases, the value used in the generation of the toys of 1.013
is well reproduced. Also, the width of the distribution is identical in both cases, illustrating
that the floating edge position does not introduce biases apart from favouring edge positions
where the fluctuations of the dataset allow for a signal component, as discussed above.
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Figure 7.8: Distribution of fit observables in toy studies for a background only scenario. Shown are the
fitted number of signal events divided by their uncertainty in the central region (left) and
the corresponding fitted values of RSF/OF (right). The results for a floating edge are shown
in black and those for a fixed edge position in blue.
The distribution of the fitted edge position versus the initial value is shown in Figure 7.9.
The initial values has been randomised between 0 and 300 GeV. To ensure that the initial
value is inside the allowed range for medge`` and not too close to the lower boundary, diced
values below 35 GeV are rejected. In absence of a signal a strong correlation between the
initial and observed value of medge`` is observed. This suggests that the fit tends to converge
at the next local minimum of the negative log-likelihood. It is therefore necessary to choose a
suitable initial value close to the global minimum and validate the results with a scan of the
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Figure 7.9: Distribution of fitted versus initial values of medge`` in the case of the randomised initial
values for toys without an injected signal.
log-likelihood, as shown in Figure 7.6.
As an additional check, toys are generated with RSF/OF shifted by ±1σ from its nominal value.
These toys are afterwards fitted with RSF/OF constrained to the nominal value and the results
are shown in Figure 7.10. The same distributions are shown as above. For the signal yield
divided by its uncertainty, the double peak structure observed in the nominal configuration
changes to a single peak that is shifted to negative signal yields for the toys generated with
lower and to positive signal yields for those generated with higher values of RSF/OF. This is
caused by the fact that RSF/OF is constrained to the nominal value in the fit. For the fitted
values of RSF/OF, the width of the distribution is unchanged, but the systematic shifts in
the generation of the toys is reflected in their means. The fit is therefore able to correct for
systematic biases in RSF/OF. However, the observed shifts of the mean (0.025 and -0.023)
are smaller than those introduced in the generation of the toys (±0.037, the uncertainty of
RSF/OF), suggesting that part of the systematic shift is absorbed by the fit by introducing
a signal contribution. Still, this is a significant improvement over the counting experiment
approach, where no such correction is possible.
Toy studies with signal injection
The fit performance in the presence of a signal is tested by injection of a signal of 125 events
with an edge position of 70 GeV in the central region and a third of that number in the
forward region. As for the backgrounds, the signal yields is fluctuated according to a Poisson
distribution in the generation of the toys. Figure 7.11 shows the resulting distribution of fit
results for a selection of observables in the central signal region. The distribution of the number
of signal events is well described by a Gaussian with a mean of about 124 events, very close
to the injected number, and a width of 41 events. Divided by the fitted uncertainty, this gives
a unit-Gaussian with a mean of about 2.9. The edge position is also Gaussian distributed,
with a mean of about 70 GeV, also reproducing the injected value very well, and a width of
about 1.8 GeV. Comparing the distribution of RSF/OF with that in Figure 7.8, it shows that
100
7 Search for a kinematic edge 7.3 Fit validation
 
SN
σ / S fitted N
-10 -5 0 5 10
fit
 re
su
lts
 
N
0
50
100
150
200
 (8 TeV)-119.5 fb
CMS
Simulation
Private Work
nominal
σ+1
σ-1
 SF/OF fitted R
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
fit
 re
su
lts
 
N
0
20
40
60
80
100
120
140
160
180
 (8 TeV)-119.5 fb
CMS
Simulation
Private Work width: 0.018
mean: 1.011nominal 
width: 0.018
mean: 1.034
 σ+1
width: 0.018
mean: 0.987
 σ-1
Figure 7.10: Distribution of fit observables in toy studies for background only toys with and without
systematically shifted RSF/OF in the generation of the toys. Shown are the fitted number
of signal events divided by its uncertainty in the central region (left) and the fitted value
of RSF/OF (right) in the signal region.
the presence of a signal does not bias the result towards higher values.
To study the dependence of the fit result on the edge position, toys are generated with a
signal of 125 events, again fluctuated according to a Poisson distribution, in the central signal
region, injected at different values of medge`` between 40 and 200GeV in steps of 10GeV. For
each configuration, about 1000 fits are performed. The initial value of medge`` is chosen to
coincide with the generated one. The distributions of the fitted medge`` and number of signal
events for each generated medge`` are shown in Figure 7.12. In the case of the fitted m
edge
``
on the left side, the generated value is in general very well reproduced by the fit. The best
results are obtained for low values of medge`` , as the signal shape is much steeper and easier
to separate from the background than for higher values. Towards higher values the spread of
the results and especially the probability for very large deviations from the generated value
increases, before they decrease towards very high values of the generated medge`` . A notable
feature is observed for generated values of 100GeV, where for a small number of fits, the fitted
value is very close to the Z boson mass. However, the fact that the initial value is set to the
correct position a priori introduces a bias towards better performance. This is demonstrated for
the example of an injected signal at medge`` = 70 GeV in Figure 7.13, where the fitted value is
plotted versus the initial value of medge`` . For initial values below mZ, the correct edge position
is found with a high probability. If the initial value is located on the other side of the Z boson
peak, it is much less likely to find the signal at its injected position.
Similar behaviour is also observed for the number of fitted signal events, as shown on the right
side of Figure 7.12. Here, the relative size of the deviation from the generated value is much
larger as in the case of medge`` , as the event yields are fluctuated in the generation of the toys.
The width of the distribution of the fitted medge`` is shown on the left side of Figure 7.14 as a
function of the injected value. It is quantified both with the root mean square (RMS) of the
distribution and the width of a Gaussian fitted in a range of ±3 GeV around the generated
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Figure 7.11: Distribution of fit observables in toy studies with a signal injected in the central signal
region. Shown are the fitted number of signal events in the central region (upper left),
the fitted number of signal events divided by the fitted uncertainty in the central region
(upper right), the fitted edge position (lower left) and the fitted RSF/OF in the central
region (lower right).
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Figure 7.12: Distributions of the fitted medge`` (left) and the number of signal events (right) for each
generated medge`` . The frequency of the results is colour-coded, darker colours indicating
higher values. The dashed red lines indicate the points at which the fitted result matches
the generated value.
value. The first is sensitive to the non-Gaussian tails of the distribution, while the latter is
a measure of the core resolution. For generated values of medge`` of 40 GeV, the two values
are the same, but quickly deviate for higher edge positions. The Gaussian width rises from
about 1 GeV to about 2− 2.5 GeV for edge position above 80 GeV and is roughly constant
for higher edge positions. The RMS reaches values of 4 GeV for edges below the Z mass.
For medge`` = 100 GeV the width is much larger, caused by the bias towards the Z boson mass
observed in Figure 7.12. Above the Z boson peak, the RMS of the distribution is roughly stable
at 8 GeV, before it drops off again for edge positions above 180 GeV. Here, the separation
between medge`` , where most of the signal is located, and the Z boson peak becomes large.
The right side of Figure 7.14 shows the means and widths of fits of Gaussian functions to the
distributions of N centralS , again as a function of the generated m
edge
`` . The distributions do
not exhibit significant non-Gaussian tails, so the RMS value is not shown in this case. The
injected value, fluctuated around 125 events, is reproduced within about 8 events for all values
of medge`` . The width increases with m
edge
`` from roughly 25 to 65 events at m
edge
`` of 100 GeV
and decreases slightly for higher values.
To test deviations from the assumed signal shape, toys are generated with a signal injected at
medge`` = 70 GeV and a size of 125 events, but following the convex and concave signal shapes
described in Section 7.1.3. The exponent γ in Equations 7.2 and 7.3 is chosen to be 4, resulting
in strong deviations from the nominal signal shape, as illustrated in Figure 7.2. The toys
generated in this manner are then fitted using the nominal triangular signal shape. Resulting
distributions are shown in Figure 7.15. When fitting a convex signal with the triangular shape
a bias towards higher signal yields of 20 events is introduced, together with a preference of
slightly higher values for medge`` . This higher signal yield is achieved by systematically reducing
the value of RSF/OF. Less strong effects are observed in the case of a concave signal. Here, a
bias towards a reduced signal yield of about 10 events is present, together with a much wider
distribution of the fitted medge`` . In this case, no change in the distribution of the fitted RSF/OF
compared to the nominal signal shape is observed.
In summary, the fit shows good performance reproducing signal properties. The triangular
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Figure 7.13: Distribution of fitted versus initial values of medge`` in the case of the randomised initial
values for toys with an injected signal at medge`` = 70 GeV.
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Figure 7.14: Fitted widths of themedge`` (left) and means and widths of the N centralS distributions (right)
as a function of the generated medge`` .
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shape has been shown to be a sufficient approximation to measure the signal yield and medge`` .
In case of a fixed edge position, the fit does not exhibit biases towards a signal. A floating
edge, however, makes the fit susceptible to the look-elsewhere-effect, which has to be taken
into account when assessing the significance of a result. The edge position can be measured
with high precision, but it has be verified that the global minimum of the log-likelihood has
been found. The variability of RSF/OF in the fit allows to at least partially correct for biases
in the SF to OF mapping.
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Figure 7.15: Distribution of fit observables in the central signal region in toy studies with signals fol-
lowing different distributions. Toys are generated using the nominal (black) as well as
the concave (red) and convex (blue) signal shape. Shown are the fitted number of signal
events in the central region (upper left), the fitted number of signal events divided by the
fitted uncertainty in the central region (upper right), the fitted edge position (lower left),
and the fitted RSF/OF in the central region (lower right).
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7.4 Fit results on data
The result of the fit performed in the signal region on data is shown in Figure 7.16. Shown are
the m`` distributions in the SF and OF channels for the central and forward dilepton selection.
The quantitative results are shown in Table 7.8. Similar to the counting experiment, an excess
of events is observed below the Z boson peak in the central signal region. The best fit value
for the position of an edge is found to be 82.4 GeV, with a signal yield of 140±44 events.
No significant contribution of a signal is found in the forward region, where the fitted signal
yield is 2±22 events. In the central region the fitted value of RSF/OF is slightly larger than
the initial value of 1.013, indicating that the fit absorbs some fraction of the excess into the
background prediction. However, the difference is small compared to the fitted uncertainty
and the uncertainty on the predicted value. In the forward region, the fitted value is smaller
than the initial value, but also this deviation is well within the uncertainties.
Table 7.8: Results of the fit in search for a kinematic edge in the signal region.
Central Forward
Drell–Yan background 170±23 55±15
Flav. Sym. background in OF 2293±45 792±25
RSF/OF 1.024±0.027 1.012±0.042
signal events 140±44 2±22
medge`` [GeV] 82.4+2.1−3.3
local significance [σ] 2.5
A scan of the log-likelihood as a function of the edge position megde`` is shown in Figure 7.17.
The values have been shifted to set the minimum to zero. The curve exhibits a sharp drop
at the best fit value for megde`` , which is indeed the global minimum over the considered mass
range.
The local fit significance, for the case of a fixed edge position, is calculated applying Wilk’s
Theorem [115], which states that the distribution of −2 (log (L1)− log (L0)) (abbreviated as
−2∆ (log (L))) is distributed as a χ2 distribution with n degrees of freedom, where n is the
number of free parameters of the signal model and L0 and L1 are the likelihood values of
the background only and the signal plus background hypothesis. The p-value of a result is
obtained by integrating this χ2 distribution for values larger than the one observed in data.
However, Wilk’s Theorem does not hold in the cases, where one parameter of the signal model
is not defined in the background only model. This is the case for signal models including the
position of a bump, or in this case an edge, as a free parameter. Therefore the edge position
has to be fixed when Wilk’s Theorem is applied and no global significance can be obtained
this way.
The applicability of Wilk’s theorem in the case of local significances is demonstrated using the
toy fits described in Section 7.3.2. They can also be used to calculate the significance directly
and are also able to provide global results. Considered are toy dataset without signal injection.
The fits are performed both with a floating edge position and fixed medge`` . Figure 7.18 shows
the resulting distributions of −2∆ (log (L)) for both scenarios. The likelihood values entering
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Figure 7.16: Fit results in the signal region. Shown are the m`` distributions in SF (top) and OF
(bottom) events for the central (left) and forward (right) dilepton selection. The fit is
shown as a solid blue line while the different components are shown as dashed lines, the
signal model in red, the Drell–Yan model in violet, and the flavour-symmetric model in
black.
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Figure 7.17: Scan of the observed log-likelihood in the signal region subtracted by the minimal value as
a function of medge`` .
this distribution are obtained by fits of the full model described in section 7.2 for the signal plus
background hypothesis and of the same model but excluding the signal model components for
the background only hypothesis. The χ2 distributions for two and three degrees of freedom
are shown for illustration. In the case of the fixed edge the results of the fits follow the
distribution for two degrees of freedom, as expected from the presence of the free parameters
N centralS and N forwardS . This proves the applicability of Wilk’s theorem in this case. The floating
edge position, however, clearly does not simply act as an additional degree of freedom as the
distribution of the toy results is shifted to higher values of −2∆ (log (L)), indicating that
Wilk’s theorem does indeed not hold for this type of models.
The p-value of the fit result is in both cases given by the fraction of results for which
−2∆ (log (L)) exceeds the one observed on data. The result for a fixed edge can then be
interpreted as a local p-value while the one for a floating edge gives a global p-value taking
into account the so called “Look-elsewhere-effect” [116]. However, as the signal yield is al-
lowed to be negative, the resulting p-values have to be reduced by a factor of two to take into
account that we only consider positive signals to have physical meaning [116]. This corrected
p-value is translated into a significance interpreting it as the one-sided tail probability of a
unit-Gaussian. The resulting uncorrected p-values given the value −2∆ (log (L)) observed in
data are 0.012+0.004−0.003, corresponding to 2.5σ, in the local and 0.091+0.009−0.009, corresponding to
1.7σ, in the global case.
As Wilk’s theorem is applicable in the case of fixed edge positions, local p-values and signif-
icances can be calculated analytically from the χ2 function for two degrees of freedom. The
p-value is defined as the integral of the function above the value of −2∆ (log (L)) observed
on data for a fit performed with fixed edge position. Performing such a fit on data with medge``
set to 82.4 GeV, the value obtained with the fit with a floating edge position, this results in
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Figure 7.18: Calculation of the fit significance using background only toy datasets. Shown are the
distribution of −2∆(log(L)) for fits with floating (black) and fixed (blue) edge position.
Also shown are χ2 distributions for two (blue) and three (black) degrees of freedoms. The
dashed red line indicates the value of −2∆(log(L)) observed on data in case of a floating
edge.
a p-value of 0.014, corresponding to a significance of 2.5σ. This is well compatible with the
result observed using toy datasets. The local significances reported in Table 7.8 and those dis-
cussed in the following are calculated using the analytical calculation as it is much faster and
not affected by statistical uncertainties. Also, the toys have the small caveat that a different
background shape than in the nominal fit is used.
As further validation of the result on data, the results obtained with different parametrisations
of the flavour-symmetric background are compared to the nominal result in Table 7.9. In each
case first a fit has been performed with a floating edge position to find the best value formedge`` ,
followed by a fit with a fixed edge at that position. The value of −2∆ (log (L)) obtained by
the latter fit is used to calculate the local significance. For the sake of clarity, only yields in the
central signal region are shown. However, similar agreement is observed in the forward signal
region. In general, there is good agreement between all considered parametrisations. The best
agreement is seen in the number of fitted flavour-symmetric events in the OF sample, which
is expected, as here the fit is most simple, consisting only of the shape for flavour-symmetric
backgrounds. Good agreement is also observed for megde`` and the number of signal events,
which are stable against the choice of the background model. The largest differences are
observed for RSF/OF and the yield of the Drell–Yan model, which the fit can trade off against
each other, depending on the parametrisation of the flavour-symmetric background. Here,
the largest deviations are observed for the shape used in the analysis of the 7 TeV dataset.
As this shape is known to not satisfactorily described the flavour-symmetric background, it
is encouraging to see that the fit result is stable against such biases. The observed local
significance is very similar among all analytical parametrisations. In the case of the KDE and the
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Table 7.9: Comparison of edge fit results in the signal region for different parametrisations of the flavour-
symmetric background. Results are given for the central signal region only. Similar agreement
between the parametrisations is also observed in the forward signal region.
NDY NFS RSF/OF NS m
edge
`` [GeV] local σ
nominal 170±23 2293±45 1.024±0.027 140±43 82.4+2.1−3.3 2.5
sum of Gaussians 168±24 2292±44 1.023±0.027 146±50 82.1+2.2−3.7 2.7
KDE 154±22 2296±43 1.028±0.026 141±41 81.7+2.3−3.4 3.1
histogram 140±23 2296±43 1.029±0.026 153±41 83.0+1.7−2.4 3.5
2011 shape 181±23 2290±43 1.020±0.026 146±46 82.8+1.9−2.5 2.7
binned parametrisation, the shape of the distribution is not free in the fit, as discussed above,
excluding the statistical uncertainty on this shape from the fit and resulting in a systematically
larger local significance.
To compare the fit result with that of the counting experiment, the fitted event yields in the
low-mass region (20 GeV < m`` < 70 GeV) for central dilepton events have been derived
separately for the two background models and the signal. They are shown in Table 7.10
and compared to the background predictions and the observed signal yield of the counting
experiment in that region. Also, the fitted yield for Drell–Yan backgrounds in the on-Z region
(81 GeV < m`` < 101 GeV) is compared to the prediction from the JZB and EmissT templates
methods. In this case, the fitted Drell–Yan yield exceeds the prediction by 26 events, a
difference that is well covered by the respective uncertainties. In the low-mass region good
agreement between counting experiment and fit is observed, also. The Drell–Yan background
is again fitted higher than expected from the prediction, as the ratio between the off-shell
component and the peak is fixed and the normalisation of this model is determined dominantly
on the Z boson peak. In the fit the contribution of flavour-symmetric backgrounds is increased,
caused by the increased value of RSF/OF. This is reflected in a fitted signal yield that is 11
events lower than in the counting experiment. For all considered components the use of shape
information has allowed for reduced uncertainties on the event yields, most notably on the
yield for flavour-symmetric backgrounds.
111
7.4 Fit results on data 7 Search for a kinematic edge
Table 7.10: Comparison of the fit result and the result of the counting experiment in the low mass
region for central leptons. The probability density functions contributing to the fit model
are integrated in the region 20 GeV < m`` < 70 GeV to obtain the fitted yields in this
interval. Also, the fitted Drell–Yan yield in the on-Z region (81 GeV < m`` < 101 GeV) is
calculated and compared to the prediction from the JZB and EmissT templates methods.
Fit Counting experiment
on-Z region
Drell–Yan background 145±19 119±21
low-mass region
Drell–Yan background 10±1 8±2
Flav. Sym. background 760±14 746±37
signal events 98±30 109±48
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In this section, the results of the analysis are studied further. First a more detailed investigation
of the properties of the excess at low m`` is conducted. Afterwards, the implications of these
results on the simplified models discussed in section 2.2.2 are examined.
8.1 Investigating the excess in the low-mass central region
While a significance of 2.2σ is no clear indication for the presence of new physics, more detailed
studies of the properties of this excess are conducted.
The development of the excess during the data taking period in 2012 is shown on the left
side of Figure 8.1, while the right side shows the low-mass forward region for comparison.
The data sample is split into 10 bins, each corresponding to 2 fb−1 within 1%, except for the
last which corresponds to only about 1.5 fb−1. For each of these bins the observed SF yield
and the prediction for flavour-symmetric backgrounds from OF is shown, together with the
difference of the two. The very small contribution from Drell–Yan backgrounds of typically
less than 1 event per bin is neglected in this representation of the result. For the first four
bins, corresponding to the first 8 fb−1 of data collected in 2012, the SF yield is significantly
higher than the prediction from OF. This effect diminishes in the fifth bin, where the SF yield
decreases and the prediction from OF increases. In the following five bins, representing the
second half of the data sample, good agreement is observed between the observed SF yield and
the prediction from OF. This change in behaviour between the two halves is caused in roughly
equal proportion by a decrease in the observed SF yield and an increase in the observed OF yield
per bin. No known changes in data taking conditions occurred at this time. In contrast to this
observations, the SF yield and the background prediction are compatible within uncertainties
for all bins in the low-mass forward region. The difference between the two therefore fluctuates
around zero.
To get a clearer picture of the properties of the excess and also to check for some of the more
obvious possible systematic effects that might cause it, the counting experiment in the low-
mass central region is repeated several times, varying the selection requirements. As discussed
in Section 4.3, the event selection has not been changed significantly after the excess has been
observed and in particular had been defined before the studies presented here were performed.
The results are shown in Table 8.1. As no Drell-Yan prediction for the on-Z region is available
for the different selection configurations, the observed yield in the on-Z region is extrapolated
into the low-mass region after subtraction of flavour-symmetric background using the prediction
from OF. For the background prediction from OF the RSF/OF factor derived for the default
selection is used in all these cross-checks presented here.
As the dominant tt¯ background in the signal region produces b-tagged jets, it seems natural
to test the excess for its b-tag content. Splitting the data sample into events with at least
one and events without a b-tag, it is evident that, while about 23% of all events contain no
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Figure 8.1: Observed SF yields and background prediction from OF as well as the difference of these
two in the low-mass central (left) and forward (right) signal region in 10 bins of roughly
equal integrated luminosity. The bins are shown in the order the data has been recorded.
Non-flavour-symmetric backgrounds are not included in this representation of the result.
b-tagged jets, less than 10% of the excess is located in this category. Comparing the yields of
events with at least one and at least two b-tagged jets, the ratio between the two subsamples
is about 2.4 for both the flavour-symmetric backgrounds and the signal.
In addition to the default selection of pT > 20 GeV, four other configurations for the lepton
transverse momentum requirement are tested. Three of them feature asymmetric cuts on the
pT of the leading and trailing lepton. The selection of pT > 20(10) GeV and pT > 30(10) GeV
extend the acceptance of the analysis to lower trailing lepton pT. For both of these selections,
an increased signal yield is observed. On the other hand, raising the trailing pT threshold to
30GeV disproportionally reduces the observed excess, retaining only about 13% of the excess
yield compared to 23% of the overall event yield.
Although it has already been established in Section 5.1.4 that non-prompt leptons only account
for a small part of the selected data sample and are also fully flavour-symmetric, the counting
experiment is repeated with significantly tighter isolation requirements. The relative isolation
is required to be smaller than 5%, reducing the size of the selected sample by about one third.
The number of observed signal events is reduced by almost exactly the same amount. This
further increases the confidence that the observed effect is due to prompt lepton production.
To test for a possible pileup dependence of the observed effect, the sample is split into three
subsets of similar size depending on the number of reconstructed vertices (NVertex). The
events are categorised as either low-pileup (NVertex <13), medium-pileup (13 ≤ NVertex <
17) or high-pileup (NVertex ≥17). The excess is observed consistently in all three subsets,
excluding a possible pileup dependence of the excess.
Three additional EmissT reconstruction algorithms are tested. Track-corrected (TC) EmissT and
type-I corrected PF EmissT have been described in Section 4.1.4. In addition to these general
algorithms, an analysis-specific definition of missing HT is used, which is calculated using only
selected jets and leptons. It is defined as the absolute value of the negative vector sum of the
114
8 Interpretation of the search results 8.2 Interpretation in simplified models
transverse momenta of these objects:
HmissT =
∣∣∣∣∣∣−
∑
jets
~pT +
∑
leptons
~pT
∣∣∣∣∣∣.
The signal region requirements of 100 GeV and 150 GeV, depending on NJets, are applied for
each of these EmissT values. Both the use of type-I corrected PF EmissT and missing HT lead
to higher event yields in the signal region. Judging by the size of the Drell–Yan background,
TC EmissT and HmissT have significantly worse EmissT resolution compared to both types of PF
EmissT . The excess is present in all three cases and is therefore not likely to be caused by a
faulty EmissT reconstruction.
Separating the data sample into events with low HT (100 GeV < HT < 300 GeV) and high
HT (HT > 300 GeV) creates two subsets of roughly the same size. The excess is present in
both subsets with similar strength.
The distributions of several observables in the low-mass central signal region are shown in
Figure 8.2. Each time the observed data are compared to the prediction from OF events. The
contribution from Drell–Yan backgrounds is neglected. The excess is located predominantly in
events with one or two b-tagged jets, but no excess is observed for higher b-tag multiplicities.
Furthermore, it is located almost exclusively in events with three jets. It is present in events
with a pT of the leading lepton of up to 60 GeV. For events with a trailing lepton pT above
25 GeV, only a small deviation from the expectation is observed. The excess seems to favour
low values of EmissT and is roughly uniformly distributed in HT.
In all performed studies, no evidence for systematic effects causing the observed excess is
found. The three major distinguishing features of the events causing the deviation, in addition
to their low values of m``, are the presence of at least one b-tagged jet, a jet multiplicity of
three, and trailing leptons with very low pT. However, as the distributions of these observables
are still very similar to those of the dominant tt¯ background, the excess is still consistent with
a statistical fluctuations of the background.
8.2 Interpretation in simplified models
Despite the moderate excess seen in the results of the counting experiment presented in Sec-
tion 6 and the search for a kinematic edge presented in Section 7, these results constrain
the validity of supersymmetric models. To quantify the impact of these results on the al-
lowed parameter space, the results of the counting experiment are interpreted in specific signal
scenarios. Here, the two simplified models discussed in Section 2.2.2 are examined.
Selection efficiencies
The impact of branching fractions, the geometric and kinematic acceptance of the detector,
and the efficiencies of the object and event selections presented in Section 4 on the different
signal points is shown in Figure 8.3 for the example of the central signal region for the fixed-
edge (left) and slepton-edge (right) models. Because of the much larger branching fraction
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Table 8.1: Results of the counting experiment in the low-mass central signal region for different vari-
ations of the event selection. The observed event yield in SF events is compared with the
combined estimate from flavour-symmetric and Drell–Yan backgrounds. The estimate for
the Drell–Yan backgrounds is obtained by extrapolating the event yield in the on-Z signal
region after subtraction of flavour-symmetric backgrounds to the low-mass region using the
Rout/in factor.
SF Flav-symm. Drell–Yan Obs. - Est. (Obs. - Est.)σ
default selection
default 865 746±38 8.6±2.7 109±48 2.2
b tagging
no b-tagged jets 202 188±15 7.1±2.5 6±21 0.3
≥ 1 b-tagged jets 663 558±30 1.9±0.7 102±40 2.6
≥ 2 b-tagged jets 278 234±17 1.3±0.5 42±24 1.8
lepton pT requirement
pT > 20(10)GeV 1474 1290±58 11.4±4.1 172±69 2.5
pT > 30(10)GeV 1262 1114±51 11.3±4.1 135±63 2.2
pT > 30(20)GeV 761 673±35 9.0±3.3 78±45 1.7
pT > 30GeV 296 275±19 6.5±2.3 13±26 0.5
tight lepton isolation
Iso
pT
< 0.05 572 491±28 7.1±2.6 73±37 2.0
pileup
NVertex < 13 332 289±19 3.3±1.2 38±27 1.4
13 ≤ NVertex < 17 242 212±16 0.9±0.3 28±22 1.2
NVertex ≥ 17 291 244±17 4.8±1.7 41±24 1.7
EmissT reconstructions
type-I corrected PF EmissT 1034 923±44 9.4±3.4 101±55 1.8
TC EmissT 850 702±36 26.3±9.4 121±47 2.5
HmissT 1171 942±45 50.8±18.1 177±59 3.0
HT
100GeV < HT < 300GeV 455 401±24 1.4±0.5 52±32 1.6
HT > 300GeV 410 344±22 7.5±2.7 57±30 1.9
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Figure 8.2: Distribution of the number of b-tagged jets (top left), jets (top right), pT of the leading
(middle left) and trailing (middle right) lepton, HT (bottom left), and EmissT (bottom
right) in the low-mass central signal region. The data is shown as black dots, while the
total background prediction from data is shown as a blue histogram. The blue error bars
indicate the combined statistical and systematic background uncertainty in each bin. The
contribution from Drell–Yan backgrounds is neglected.
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into lepton pairs in the case of the slepton-edge model, caused by the presence of the slepton in
decay chain, the overall acceptance×efficiency is an order of magnitude larger in this case. As
the event kinematics vary depending on the sparticle masses, the efficiency strongly depends
on the position of the signal point in the mb˜-mχ˜02 plane. In general, the efficiency is low along
the diagonal, where little energy is available for the decay products. Another notable feature
is a decrease in efficiency around χ˜02 masses of about 225 GeV in the case of the slepton-edge
model. This is caused by the gaps in the signal acceptance between the three invariant mass
regions of the counting experiment. No such effect is visible for the fixed-edge case because
the signal is concentrated in the low-mass region in this model.
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Figure 8.3: Signal acceptance×efficiency in the mb˜-mχ˜02 plane for the fixed-edge (left) and slepton-edge
(right) model for the central signal region.
Systematic uncertainties in signal modelling
A variety of systematic uncertainties in the signal modelling have to be taken into account.
The integrated luminosity is measured with a precision of 2.6% [117]. Variations of the parton
distribution functions (PDF) according to the PDF4LHC recommendations [118, 119, 81, 82,
83] result in an uncertainty of 0–6% in the signal acceptance and efficiencies (the impact
of PDF uncertainties on the total cross section are included in the theoretical uncertainties).
Uncertainties related to lepton efficiencies are of the size of 1% per lepton. Furthermore, the
corrections of the lepton efficiency differences between fast and full detector simulation amount
to another 1% per lepton. The dilepton trigger efficiencies are measured with a precision of
5%, as described in Section 5.1.2. Uncertainties on the muon momentum scale have negligible
impact on the signal acceptance, whereas the uncertainty in the electron energy scale is 0.6% for
central and 1.5% for forward leptons. Jet energy scale uncertainties [65] result in an uncertainty
in the signal yield of 0–8%. The uncertainties in the modeling of the objects in the events are
propagated to the EmissT measurements, resulting in an uncertainty in the signal acceptance
of 0–8%. Here the contributions from the jet energy scale uncertainties are dominant. The
events are corrected for a difference between observed data and the modelling of initial-state-
radiation (ISR) in Madgraph [120]. Uncertainties in these corrections are propagated to the
event selection and result in an uncertainty of 0–14% in the signal yield. The uncertainty
associated with pileup reweighting is evaluated by shifting the inelastic cross section by ±5%,
resulting in an uncertainty on the signal acceptance of about 1%. The uncertainties are
summarised in Table 8.2.
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Table 8.2: Summary of systematic uncertainties on the signal efficiency.
Uncertainty source Impact on signal yield [%]
Luminosity 2.6
PDFs on acceptance and efficiencies 0–6
Lepton identification/isolation 2
Fast simulation lepton identification/isolation 2
Dilepton trigger 5
Lepton energy scale 0–5
EmissT 0–8
Jet energy scale/resolution 0–8
ISR modeling 0–14
Pileup 1
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Figure 8.4: Systematic uncertainty on the signal yield in the central signal region in the mb˜-mχ˜02 plane
for the fixed-edge (left) and slepton-edge (right) model.
The combined systematic uncertainties are shown in Figure 8.4. For the most part of the
mb˜-mχ˜02 plane the total uncertainty ranges from 5-7%. However, close to the diagonal the
uncertainty increases, caused by a larger impact of JES and ISR uncertainties. This is due to
the overall lower jet pT in this region, increasing the probability for threshold effects around
the jet pT requirement of 40 GeV. The largest uncertainties are observed for both low masses
of the b˜ and χ˜02, reaching 18% for the fixed-edge model and 15% for the slepton-edge model.
In the case of the fixed-edge model the limited number of simulated events results in increased
statistical fluctuations, especially close to the diagonal, compared to the slepton-edge model.
8.2.1 Statistical interpretation
The results of the counting experiment are translated into exclusion limits by testing the
compatibility of the signal plus background (s + b) and background only (b) hypotheses,
treating each signal point in the parameter scans separately. For this purpose, a likelihood
function is defined similar to Equation 6.1 [110]
L(data|µ, θ) = Poisson (data|µ · s (θ) + b (θ)) · p
(
θ˜|θ
)
, (8.1)
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where µ is the signal strength parameter, µ = 0 corresponding to the background only hypoth-
esis and µ > 0 to the s+ b hypothesis, and p(θ˜|θ) parametrises the systematic uncertainties,
which include both the uncertainties on the background and the signal, θ, with θ˜ being their
nominal value. According to the Neyman-Pearson lemma [121], a likelihood ratio is the best
possible test statistic for the test of two alternative hypotheses, minimising at the same time
the rate of wrongly rejected true hypotheses and accepted false hypotheses. Therefore, using
the likelihoods for the s+b and background only hypotheses, a test statistic is defined utilizing
a profile likelihood ratio:
q˜µ = −2 ln
L
(
data|µ, θˆµ
)
L
(
data|µˆ, θˆ
) ,
where the θˆµ represent the maximum likelihood estimators for the nuisance parameters for
a given µ, whereas µˆ and θˆ indicate their values at the global maximum of the likelihood.
The use of θˆµ, µˆ, and θˆ (known as profiling), instead of keeping them as free parameters
of the likelihood, significantly reduces the the amount of pseudo-experiments needed in the
sampling described below. For the parametrisation of the systematic uncertainties p
(
θ˜|θ
)
in
Equation 8.1, log-normal distributions are chosen, as they go to 0 at θ = 0, thus providing a
more adequate description of positively defined properties compared to a Gaussian distribution.
The distribution of the test statistic is then sampled dicing pseudo-experiments for µ > 0 and
µ = 0, representing the s + b and b hypotheses that are tested. The p-values ps+b and pb
are defined as the probability to obtain a value of the test statistics as large or larger than
the one observed in data for the given hypothesis. To obtain the upper limit on the signal
cross section the value of µ is chosen where CLs = ps+b1−pb equals 0.05, corresponding to a 95%
confidence level (CL). In the calculation, all six bins of the counting experiment are combined
by multiplying the likelihoods of the different channels. In this procedure, all uncertainties
on both background and signal are assumed to be uncorrelated among each other but fully
correlated among the different bins. Considered are all uncertainties summarized in Table 8.2
for the signal and in Table 6.1 for the background.
The resulting exclusion limits are shown in Figure 8.5. The left plot shows the exclusion limit
in the mb˜-mχ˜02 plane for the fixed-edge model. As this model is specifically tuned to provide
signals consistent with the excess observed in the low-mass central signal region, the observed
limit on mb˜ deviates from the expected one by about 75 GeV. Within the assumption of this
model, b˜masses up to about 365 GeV are excluded, depending on the mass of the χ˜02. The right
plot shows the limit for the slepton-edge model. Because of the much larger branching fraction
into leptons in this model, higher masses can be excluded. The expected limit reaches b˜ masses
of about 600 GeV roughly independent of mχ˜02 , except for the region around mχ˜02 = 225 GeV,
where it drops below 550 GeV, because of the gaps in acceptance discussed above. For lower
mχ˜02
the observed limit is significantly weaker than the expected, as here the m`` of the signal
events is low because of the small mass difference between the neutralinos. Therefore, the
limit is dominated by the low-mass signal region in which the excess has been observed. For
higher mχ˜02 , the observed limit agrees with the expected within one standard deviation. The
observed lower limit on mb˜ ranges from 470 GeV to 590 GeV, depending on mχ˜02 .
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Figure 8.5: Exclusion limits in the mb˜-mχ˜02 plane for the fixed-edge (left) and slepton-edge (right)
model. For each signal point the upper cross section limit is shown colour coded. The
intersection of the theoretical cross section with the cross section limit is shown as a solid
black line, with every signal point to the left and below the curve being excluded. The 1-σ
theoretical uncertainty interval on the observed limit is shown as dotted black lines. The
expected limit together with the 1- and 2-σ experimental uncertainty intervals are shown as
brownish solid and dashed lines.
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9 Conclusion
In this thesis a search for supersymmetry in final states with two same-flavour opposite-sign
leptons, using the full dataset of proton-proton collisions recorded by CMS in 2012, correspond-
ing to 19.5 fb−1, has been presented. The analysis has focused on the correlated production
of leptons in the decay of a neutralino, resulting in a distinct edge structure in the invariant
mass distribution of the lepton pairs.
The characteristic signature of the strong production of supersymmetric particles in R-partiy
convserving models, namely the presence of hadronic jets and missing transverse energy, has
been exploited to separate a potential signal from the Standard Model backgrounds. The
contributions of Standard Model processes to the thereby defined event selection have been
estimated exclusively from the data itself. The most dominant backgrounds are symmetric
in the production of same-flavour and opposite-flavour lepton pairs. Therefore, the estimates
for these backgrounds have been derived from the opposite-flavour event sample. Corrections
for efficiency effects were derived using two independent methods and taken into account in
these estimates, for which a precision of 5-10% has been achieved, depending on lepton pseu-
dorapidity. The validity of this approach has been established using both data and simulated
events.
In the search of edges in the dilepton mass distribution, shape information was used by per-
forming an unbinned maximum likelihood fit to both the same-flavour and opposite-flavour
event samples. The fit consists of parametrisations for flavour-symmetric and Drell–Yan back-
ground and a triangular signal model. The best fit is found including a signal contribution
with an endpoint of the signal shape of 82.4+2.1−3.3 GeV and signal yields of 140 ± 44 events
for events where both leptons are reconstructed in the central part of the CMS detector and
2 ± 22 events for events where at least one of the leptons is located in one of the endcaps.
The observed effect corresponds to a local significance of 2.5σ, which reduces to 1.7σ if the
probability to observe an equal or larger effect anywhere in the considered mass range is taken
into account.
In a second approach, event yields are compared to the background estimates in six regions
of dilepton mass and lepton pseudorapidity. They are found to be consistent with each other
except in the mass range 20 GeV < m`` < 70 GeV, where an excess of 109 ± 48 events is
observed, corresponding to a local significance of 2.2σ. The results of this approach are found
to be consistent with the fit.
The properties of the events in the excess differ not significantly from those of the expected
backgrounds. No systematic effects responsible for the observation have been found. The
development of the effect over time shows that it is only present in roughly the first half
of the recorded data. Therefore, the excess is compatible with statistical fluctuations of the
background at this point.
As no clear hint for the presence of supersymmetry has been observed, exclusion limits are set
in two simplified models which simulate the pair production of bottom squarks. These models
contain the decay χ˜02 → χ˜01`` either via an off-shell Z boson (fixed-edge model) or via both
123
9 Conclusion
sleptons or on- and off-shell Z bosons (slepton-edge model). In the first model, b˜ masses up
to 365 GeV have been exluded, depending on the mass of the χ˜02. In the second model, in
which the branching ratio into lepton pairs is much higher, the limit ranges from 470 GeV to
590 GeV, again depending on mχ˜02 .
At the time of writing this thesis, the Large Hadron Collider has begun the commissioning for
the next run at an increased centre-of-mass energy of 13 TeV. After two years of shut-down,
new data is eagerly awaited and preparations are ongoing for the analysis of the new dataset.
The expected integrated luminosity for 2015 of less than 10 fb−1 will probably not be sufficient
to reach the same sensitivity of the analysis presented here. Nevertheless, it is expected to
provide an indication if the observed excess in the 2012 dataset is a first hint of a signal for
new physics after all.
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A Trigger paths
An overview of the dilepton trigger paths used in the analysis is given in Table A.1. Shown are
the names of the HLT paths and the underlying L1 trigger requirements. Numbers indicate
thresholds in GeV, while Open indicates a threshold of 0 GeV. Auxiliary triggers used in the
analysis are shown in Table A.2.
Table A.1: Dilepton HLT paths used in this analyis.
`` L1 seed HLT path
ee L1_DoubleEG_13_7 HLT_Ele17_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL_Ele8_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL
µµ
L1_DoubleMu_10_Open HLT_Mu17_Mu8 or HLT_Mu17_TkMu8L1_DoubleMu_10_3p5
eµ
L1_Mu3p5_EG12 HLT_Mu8_Ele17_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVLL1_MuOpen_EG12
L1_Mu12_EG7 HLT_Mu17_Ele8_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL
Table A.2: Auxiliary HLT paths used in this analyis. In the case of the αT triggers, for each HT
threshold a set of triggers with different requirements on the αT variable exists.
object HLT path
Single lepton e HLT_Ele27_WP80
µ HLT_IsoMu24
Trigger efficiencies
HT
HLT_PFNoPUHT650
HLT_PFNoPUHT700
HLT_PFNoPUHT750
HLT_PFHT650
HLT_PFHT700
HLT_PFHT750
αT
HLT_HT200_AlphaT*
HLT_HT250_AlphaT*
HLT_HT300_AlphaT*
HLT_HT350_AlphaT*
HLT_HT400_AlphaT*
HLT_HT450_AlphaT*
Non-prompt studies
µ
HLT_Mu17
HLT_Mu8
e
HLT_Ele17_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL_Jet30
HLT_Ele17_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL
HLT_Ele8_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL_Jet30
HLT_Ele8_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL
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B Simulated Samples
The list of a simulated samples of SM background processes is shown in Table B.1. Given is the
physics process together with relevant information about the simulated decays or generator
selections. Also the name of the dataset in the CMS bookkeeping system (DBS) [78] is
given. Example DBS entries for the fixed-edge and slepton-edge simplified models are given
in Table B.2 for the points with the lowest masses in both models. The names of all other
points can be constructed by replacing the masses in examples given in the Table.
Table B.1: List of background processes and the corresponding samples in DBS.
process sample
tt¯→ bb¯`ν`ν /TTJets_FullLeptMGDecays_8TeV-madgraph-tauola/*_V7C-v2/AODSIM
tt¯→ bb¯qq¯`ν /TTJets_SemiLeptMGDecays_8TeV-madgraph-tauola/*_V7C-v1/AODSIM
tt¯→ bb¯qq¯qq¯ /TTJets_HadronicMGDecays_8TeV-madgraph/*_V7A_ext-v1/AODSIM
Z/γ∗ → `` 10 GeV < m`` < 50 GeV /DYJetsToLL_M-10To50filter_8TeV-madgraph/*_V7A-v1/AODSIM
Z/γ∗ → `` m`` > 50 GeV /DYJetsToLL_M-50_TuneZ2Star_8TeV-madgraph-tarball/*_V7A-v1/AODSIM
W → `ν /WJetsToLNu_TuneZ2Star_8TeV-madgraph-tarball/*_V7A-v2/AODSIM
ZZ → ``qq¯ /ZZJetsTo2L2Q_TuneZ2star_8TeV-madgraph-tauola/*_V7A-v1/AODSIM
ZZ → ``νν /ZZJetsTo2L2Nu_TuneZ2star_8TeV-madgraph-tauola/*_V7A-v3/AODSIM
ZZ → ```` /ZZJetsTo4L_TuneZ2star_8TeV-madgraph-tauola/*_V7A-v1/AODSIM
WZ → lν`` /WZJetsTo3LNu_TuneZ2_8TeV-madgraph-tauola/*_V7A-v1/AODSIM
WZ → qq′`` /WZJetsTo2L2Q_TuneZ2star_8TeV-madgraph-tauola/*_V7A-v1/AODSIM
WW → `ν`ν /WWJetsTo2L2Nu_TuneZ2star_8TeV-madgraph-tauola/*_V7A-v1/AODSIM
t s-Channel /T_s-channel_TuneZ2star_8TeV-powheg-tauola/*_V7A-v1/AODSIM
t t-Channel /T_t-channel_TuneZ2star_8TeV-powheg-tauola/*_V7A-v1/AODSIM
t tW-Channel /T_tW-channel-DR_TuneZ2star_8TeV-powheg-tauola/*_V7A-v1/AODSIM
t¯ s-Channel /Tbar_s-channel_TuneZ2star_8TeV-powheg-tauola/*_V7A-v1/AODSIM
t¯ t-Channel /Tbar_t-channel_TuneZ2star_8TeV-powheg-tauola/*_V7A-v1/AODSIM
t¯ tW-Channel /Tbar_tW-channel-DR_TuneZ2star_8TeV-powheg-tauola/*_V7A-v1/AODSIM
WWW /WWWJets_8TeV-madgraph/*_V7A-v1/AODSIM
WWγ /WWGJets_8TeV-madgraph/*_V7A-v1/AODSIM
WWZ /WWZNoGstarJets_8TeV-madgraph/*_V7A-v1/AODSIM
WZZ /WZZNoGstarJets_8TeV-madgraph/*_V7A-v1/AODSIM
tt¯γ /TTGJets_8TeV-madgraph/*_V7A-v1/AODSIM
tt¯W /TTWJets_8TeV-madgraph/*_V7A-v1/AODSIM
tt¯Z /TTZJets_8TeV-madgraph_v2/*_V7A-v1/AODSIM
tt¯WW /TTWWJets_8TeV-madgraph/*_V7A-v1/AODSIM
tt¯ /TTJets_MassiveBinDECAY_TuneZ2star_8TeV-madgraph-tauola/*_V7A-v1/AODSIM
tt¯, mtop = 166.5 GeV /TTJets_mass166_5_TuneZ2star_8TeV-madgraph-tauola/* V7A-v1/AODSIM
tt¯, mtop = 169.5 GeV /TTJets_mass169_5_TuneZ2star_8TeV-madgraph-tauola/* V7A-v1/AODSIM
tt¯, mtop = 175.5 GeV /TTJets_mass175_5_TuneZ2star_8TeV-madgraph-tauola/* V7A-v1/AODSIM
tt¯, mtop = 178.5 GeV /TTJets_mass178_5_TuneZ2star_8TeV-madgraph-tauola/* V7A-v1/AODSIM
tt¯, Matching scale up /TTJets_matchingup_TuneZ2star_8TeV-madgraph-tauola/* V7A-v1/AODSIM
tt¯, Matching scale down /TTJets_matchingdown_TuneZ2star_8TeV-madgraph-tauola/* V7A-v1/AODSIM
tt¯, Factorization scale up /TTJets_scaleup_TuneZ2star_8TeV-madgraph-tauola/* V7A-v1/AODSIM
tt¯, Factorization scale down /TTJets_scaledown_TuneZ2star_8TeV-madgraph-tauola/* V7A-v1/AODSIM
* Summer12_DR53X-PU_S10_START53
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Table B.2: Examples of DBS dataset names for the fixed-edge and slepton-edge simplified mod-
els. The three-digit numbers represent the number of b˜ and χ˜02 in GeV. The
names for other mass points are obtained by replacing the values for mb˜ and mχ˜02
by the desired ones. Exceptions are the sample for mb˜ between 400 GeV and
475 GeV, where the hash b7ae8e1adb016da4a96f7b394c3a565a has to be replaced by
56193729e3030b18064f6ae9be549394.
process sample
fixed-edge example
/SUSY_Simplified_Model_Madgraph_FastSim_T6bblledge_200_100_8TeV/
cschomak-SUSY_Simplified_Model_Madgraph_FastSim_T6bblledge_200_100_8TeV
-b7ae8e1adb016da4a96f7b394c3a565a/USER
slepton-edge example
/SUSY_Simplified_Model_Madgraph_FastSim_T6bbslepton_200_150_8TeV/
cschomak-SUSY_Simplified_Model_Madgraph_FastSim_T6bbslepton_200_150_8TeV-
-b7ae8e1adb016da4a96f7b394c3a565a/USER
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C Dependencies of rµe
Several dependency studies for rµe in addition to what is presented in Section 5.1.2 are pre-
sented here. It can be seen that rµe decreases with both increasing leading and trailing lepton
pT (Figure C.1). For the leading lepton, it stabilizes at the central value for pT > 45 GeV,
while for the trailing lepton it decreases further, because the effect maximises if both leptons
have sizeable pT. For lepton |η|, no strong dependence is seen, while for ∆R(``), rµe seems to
decrease towards smaller values (both Figure C.2). No significant dependencies are observed
for HT and NVertex in Figure C.3.
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Figure C.1: Dependencies of rµe on the pT of the trailing (top) and the leading (bottom) lepton for the
central (left) and forward (right) lepton selection. The results on data are shown in black
while tt¯ simulation is shown in green. The central value is shown as a brown dashed line
while the assigned systematic uncertainty of 10% for the central and 20% for the forward
lepton selection is shown as an orange band.
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Figure C.2: Dependencies of rµe on the |η| of the trailing lepton (top) and ∆R(``) (bottom) for the
central (left) and forward (right) lepton selection. The results on data are shown in black
while tt¯ simulation is shown in green. The central value is shown as a brown dashed line
while the assigned systematic uncertainty of 10% for the central and 20% for the forward
lepton selection is shown as an orange band.
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Figure C.3: Dependencies of rµe on HT (top) and Nvertex (bottom) for the central (left) and forward
(right) lepton selection. The results on data are shown in black while tt¯ simulation is shown
in green. The central value is shown as a brown dashed line while the assigned systematic
uncertainty of 10% for the central and 20% for the forward lepton selection is shown as an
orange band.
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In Section 5.1.2, the dependency of RT, measured with the αT triggers as baseline, on m``,
NJets, and EmissT has been shown. Here, additional dependency plots are given for the pT of
the leading and trailing lepton (Figure D.1), the |η| of the trailing lepton and HT (Figure D.2),
and NVertex in Figure D.3. No significant dependency is observed for any of those variables.
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Figure D.1: Dependencies of RT, measured with the αT triggers as baseline, on leading lepton pT (top),
trailing lepton pT (bottom) for the central (left) and forward (right) lepton selection. The
results on data are shown in black. The central value is shown as a black dashed line while
the systematic uncertainty is shown as an orange band.
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Figure D.2: Dependencies of RT, measured with the αT triggers as baseline, on the |η| of the trailing
lepton (top) and HT (bottom) for the central (left) and forward (right) lepton selection.
The results on data are shown in black. The central value is shown as a black dashed line
while the systematic uncertainty is shown as an orange band.
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Figure D.3: Dependencies of RT, measured with the αT triggers as baseline, on Nvertex for the central
(left) and forward (right) lepton selection. The results on data are shown in black. The
central value is shown as a black dashed line while the systematic uncertainty is shown as
an orange band.
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E Dependencies of Rout/in
In addition to the results for the low-mass region already shown in Section 5.2.3, the depen-
dency of Rout/in on EmissT and NJets is also studied for the high-mass region. The corresponding
results are shown in Figure E.1. As for the low-mass region, no significant dependencies are
observed, except in the case of the EmissT dependency in the forward region, where a trend to
higher values can be seen above 40 GeV, although with large statistical uncertainties. Also, for
the high mass region the flavour-symmetric backgrounds are a significant contribution to the
event sample above this value of EmissT and therefore the measurement is highly susceptible
to the subtraction of this background based on OF events. Similar results are observed for
both the low-mass and high-mass region when the event sample is split in to e±e∓ and µ±µ∓
lepton pairs, as shown in Figures E.2-E.5.
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Figure E.1: Dependencies of Rout/in for the high-mass region on EmissT (left) and NJets (right) for the
central (top) and forward (bottom) lepton selection for SF lepton pairs. The results on data
are shown in black. The central value is shown as a black dashed line while the systematic
uncertainty is shown as an orange band.
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Figure E.2: Dependencies of Rout/in for the low-mass region on EmissT (left) and NJets (right) for the
central (top) and forward (bottom) lepton selection for e±e∓ lepton pairs. The results
on data are shown in black. The central value is shown as a black dashed line while the
systematic uncertainty is shown as an orange band.
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Figure E.3: Dependencies of Rout/in for the high-mass region on EmissT (left) and NJets (right) for the
central (top) and forward (bottom) lepton selection for e±e∓ lepton pairs. The results
on data are shown in black. The central value is shown as a black dashed line while the
systematic uncertainty is shown as an orange band.
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Figure E.4: Dependencies of Rout/in for the low-mass region on EmissT (left) and NJets (right) for the
central (top) and forward (bottom) lepton selection for µ±µ∓ lepton pairs. The results
on data are shown in black. The central value is shown as a black dashed line while the
systematic uncertainty is shown as an orange band.
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Figure E.5: Dependencies of Rout/in for the high-mass region on EmissT (left) and NJets (right) for the
central (top) and forward (bottom) lepton selection for µ±µ∓ lepton pairs. The results
on data are shown in black. The central value is shown as a black dashed line while the
systematic uncertainty is shown as an orange band.
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