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Abstract 
We propose a new way of testing the mean-variance efficiency of well-diversified portfo­
lios that exploits the cross-sectional size of typical financial datasets. The methodology 
consists of a sequence of simple tests, the results of which are aggregated in a statis­
tic. This statistic is shown to be asymptotically standard normally distributed, despite 
dependence, in cross-section and over time, of the idiosyncratic risk. We investigate 
theoretically the asymptotic power of our test against the alternative that the well­
diversified portfolio is not mean-variance efficient. By construction, our procedure is 
more powerful than standard tests of mean-variance efficiency that combine the assets 
in the cross-section into a limited set of (arguably) arbitrary portfolios. Even in cases 
where the latter has zero power, it can have unit asymptotic power. The incremental 
power is evidenced in tests of the mean-variance efficiency of the value weighted portfolio 
of common stock listed on the NYSE and AMEX. Unlike previously thought, however, 
the selection bias caused by including only continuously traded securities in the test is 
found to be important. By running the test in a case where it is known to have zero 
power, we are able to empirically confirm the correctness of the theoretical asymptotic 
properties of our statistic. 
Keywords: Mean-Variance Efficiency, Well-diversified Portfolios, Exchangeable Ran­
dom Variables, De Finetti 's Theorem, Central Limit Theorem, Law of the Iterated Log­
arithm. 
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1 Introduction
Traditionally, tests of the mean-variance efficiency of a portfolio combine assets into a 
limited number (five to ten) of portfolios. The returns on these portfolios in excess of the 
riskfree rate are regressed onto that of the candidate portfolio, and one tests whether the 
intercepts equal zero. While the early tests justified the portfolio arrangement technique 
by pointing to errors in variables in the estimation of the relevant parameters (see e.g. 
Black, Jensen and Scholes [1972], Fama and MacBeth [1973] )1, later work needed the
reduction in the size of the cross-section in order to test joint restrictions on the inter­
cepts (Gibbons [1982]). The multivariate tests in later studies are based on nonsingular
estimates of the variance-covariance matrix of the regression errors. Nonsingularity re­
quires the size of the cross-section be less than the length of the time series. The latter, 
however, is limited to at most five to ten years, because of stationarity considerations 
(Gibbons and Shanken [1987]) .  
Traditional tests of mean-variance efficiency have well-known disadvantages. Fore­
most, there is the lack of power (MacKinlay [1987], Gibbons, Ross and Shanken [ 1989] ) . 
As Heston [1992] explains, this is essentially due to the fact that absence of simple arbi­
trage opportunities restricts the intercepts in the regression of the excess returns of any 
reasonably diversified portfolio onto that of the candidate portfolio to be zero even if the 
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latter is not mean-variance efficient. More recently, the portfolio formation technique 
has been criticized for a different reason: if mean-variance efficiency cannot be rejected 
on one portfolio-formation criterion (e.g., based on the assets' "beta"), it may be when
the assets are reshuffled into different portfolios (e.g., based on company size); yet, it is
not clear how to interpret the latter rejection, since it is based on the same data (Lo and 
MacKinlay [1990] ) . 
This paper introduces a new way to test for mean-variance efficiency. It does not 
depend on portfolio building, and, hence, avoids some of the disadvantages of the standard 
testing procedure. The test uses a simple statistic that is computed from intercepts 
estimated in regressions of the excess return on individual assets in a cross-section onto 
that of the candidate mean-variance efficient portfolio. Keeping the length of the time 
series fixed, the statistic becomes normally distributed as the size of the cross-section 
increases. No distributional assumptions (such as normality) are imposed: we merely 
exploit the size of the cross-section. By construction, our test is more powerful than 
the traditional one. In particular, it can have unit (asymptotic) power even if the latter 
has zero power.2 Our procedure also allows us to better gauge the effect of survivorship 
bias. Recent theoretical work (Brown, Goetzmann, Ibbotson and Ross [1992, p. 576]) 
has indicated that it may previously have been underestimated. 
We analyze the properties of our test in the following context. We assume that there 
exists a riskfree asset.3 Second, we assume that the candidate mean-variance efficient 
portfolio becomes well-diversified (in the sense of Chamberlain [ 1983]) as the size of the
cross-section increases. Third, we assume that the regression errors become idiosyncratic, 
again as the cross-sectional size increases. In the terminology of Chamberlain [1983] and
Chamberlain and Rothschild [1983] , we thus assume that there is an approximate one­
factor structure. When we analyze the power of our test against the alternative hypothesis 
that the candidate portfolio is not mean-variance efficient, we retain the assumption of 
diversification and the idiosyncratic nature of the regression errors. 
We derive the asymptotic behavior of our test under the following statistical assump­
tions regarding the regression errors (idiosyncratic risk): we allow them to be dependent, 
in cross-section and over time, but impose the restriction that the joint distribution 
of any finite collection of them does not depend on the order. Technically, we assume 
that the regression errors are exchangeable. While this imposes cross-sectional homo­
geneity, it avoids independence assumptions. Exchangeability is a natural assumption 
in an environment where data limitations make it impossible to identify the nature of 
individual draws, yet one knows that sampling is not random. In our context, station-
2 A test has unit asymptotic power if the probability of rejecting a false null hypothesis increases to 
one as the sample size increases. It has zero power if the probability of rejecting a false null hypothesis 
equals the probability of rejecting a correct null hypothesis. 
3Hence, in the context of the Capital Asset Pricing Model, we would effectively test the Sharpe-­
Lintner model. 
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arity imposes limits on the time series length that preclude our detecting heterogeneity 
comprehensively. 
In other words, the cross-sectional homogeneity implied by our assumption of ex­
changeable idiosyncratic risk has to be evaluated against the background of nonstationar­
ities in financial return series. The lack of knowledge of the precise form of nonstation­
arity makes it impossible (or makes us unwilling) to use the times series dimension of our 
dataset to detect heterogeneity. Consequently, we are forced to consider all idiosyncratic 
risk as coming from a large, homogeneous pool (population).4 Instead, we fully exploit 
the cross-sectional dimension of the dataset. Our procedure can thus be interpreted as 
providing a way to learn about the nature of the mean-variance efficient frontier despite 
nonstationarities of unknown form in the data. 
We could have appealed to concepts such as strong mixing to derive the asymptotic 
properties of our test (as in, e.g., Connor and Korajczyk [1992] ). We choose not to do so,
for two reasons. First, strong mixing is essentially a time series concept, depending on a 
natural order, which is absent in most cross-sections. Second, it would require regression 
errors sufficiently far apart in the cross-section not only to be uncorrelated, but also 
to be independent. Yet, there is evidence that squared errors satisfy a nontrivial factor 
structure (see, e. g., Schwert and Seguin [1990, Table IV]), indicating that independence
is unrealistic.5 Exchangeability, in contrast, is a cross-sectional concept, and does not 
impose independence. Specifically, the squared regression errors need not be uncorrelated. 
We apply our testing procedure to five-year periods of monthly returns on the value 
weighted portfolio of NYSE and AMEX stocks between 1926 and 1990, and confirm the
incremental power of our procedure relative to the standard test using size-based port­
folios. The rejections of mean-variance efficieny that we uncover may have been caused 
by arbitrage opportunities in the sense of Ross [1976] . We use the law of the iterated
logarithm to shed some light on this possibility. When we reject mean-variance efficiency, 
we seem to find that this may be due to the presence of such arbitrage opportunities. In 
other words; we seem to reject Ross' Arbitrage Pricing Theory as well. We qualify this 
conclusion, however, by arguing that the cross-sectional size may still be too small to 
rely on the law of the iterated logarithm. 
We also test the mean-variance efficiency of the equally weighted portfolio of NYSE 
and AMEX stock on the complete cross-section. In that case, we know that our test has 
zero power, and, -hence, -that our ·statistic ·should be distributed as if the null hypothesis 
were correct (provided the remaining assumptions are also satisfied). The values of 
our test statistic that we obtain over the thirteen subperiods confirm the asymptotic 
4Exchangeability has been used before to define the boundaries of populations. For an in-depth 
analysis, see, e.g. Lindley and Novick [1981].
5The factor structure on squared errors implies that turbulence affects all securities simultaneously, 
but not necessarily in the same direction. 
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properties: we cannot reject that they are draws from a standard normal distribution. 
These results at the same time illustrate that the typical cross-sectional size of financial 
datasets is sufficient to rely on asymptotic statistical analysis . 
Finally, our procedure provides an opportunity to investigate the effect of selection 
bias introduced by focusing exclusively on continuously traded securities. We find that 
the selection bias can be substantial, validating the theoretical analysis in Brown, Goet­
zmann, Ibbotson and Ross [1992]. 
The remainder of the paper is organized as follows. The next section introduces the. 
test statistic and discusses its asymptotic properties. Section 3 elaborates on the power. 
Section 4 applies the methodology in tests of the mean-variance efficiency of the value 
weighted portfolio of NYSE and AMEX common stock. The correctness of the distribu­
tional properties of our statistic is proven empirically in Section 5. Section 6 investigates
selection bias. Section 7 concludes by suggesting directions for further research.
2 Methodology
The test statistic is defined in this section, and its asymptotic properties are derived. 
Some of the material is very technical, and, hence, we will leave the reader the option to 
skip most of it and turn to Section 3 after a brief introduction.
We assume that there exists a riskfree asset, so that we can work with excess returns 
(returns minus the riskfree rate). Take a countably infinite sequence of assets, indexing 
the elements i = 1, 2, 3, . ... Let Tit denote the excess return on asset i over the tth period,
where t = 1, . . .  , T. We keep T, the length of the time series, fixed. Consider the first N 
assets. N will be referred to as the size of the cross-section. Using the first N assets, we
compute the value of a statistic that tests the mean-variance efficiency of our candidate 
portfolio. We are interested in knowing the properties of this statistic as N ---+ oo.
Let rvNt denote the excess return on the candidate portfolio. We will refer to it as
'portfolio PN'· The composition of our candidate portfolio is allowed to change with N, 
hence the double-indexing. PN should, however, have weights such that it becomes well­
diversified as N increases. As in Chamberlain [1983], this is supposed to mean that the
sum of the squared weights converges to zero. 6 Let p indicate the well-diversified limit
portfolio. 
Let EiNt be the error from projecting Tit onto rvNt' i.e.,
(1) 
6In the empirical application, we will consider two candidate portfolios: an equally weighted and a 
value weighted portfolio. While equal weighting guarantees eventual diversification, this can only be 
assumed in the case of value weighting. 
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with 
E[liNt] = E[liNtTpNt] = 0. 
As is customary in regression analysis, we shall condition on the regressor. In other 
words, we keep rvNt "fixed in repeated sampling" . In order to simplify the notation,
however, we will not make this conditioning explicit. For instance, when we assume that 
the regression errors in (1) are exchangeable, we implicitly mean: conditional on rvNt·
The double-indexing of the intercept and the slope coefficient in Equation (1) reflects
changes in the candidate portfolio as it becomes better diversified. More importantly, it 
is meant to capture the increasingly stringent restrictions that no-arbitrage conditions 
impose on the intercepts. This will be important in the analysis of the power of our 
testing procedure, to be discussed in Section 3. 
We will be interested in the asymptotic properties of a statistic that tests whether PN 
is mean-variance efficient (all N). Therefore, let us define the null hypothesis as: 
aiN = 0, (2) 
all i and N, where aiN is the intercept in (1).7 
Some readers may not be interested in the technicalities of what follows. Therefore, 
let us briefly summarize the arguments, so that those who wish can immediately skip to 
the power analysis (Section 3) and the application (Section 4) without loss of continuity.
Our test is based on estimates of the a;Ns in ( 1) .  It takes the cross-sectional average of
these estimates, and scales it by the square root of the cross-sectional size ( VN) and an
estimate of the precision. 8 This statistic is denoted ZN. It is assumed that the regression
errors are idiosyncrati� (in the sense of Chamberlain [1983]) and exchangeable (cross­
sectionally homogeneous but potentially dependent). Under these assumptions, we show 
that ZN satisfies a central limit theorem: its asymptotic distribution (as N -+ oo) is
standard normal. The asymptotic distribution can be used in a test of the mean-variance 
efficiency of the candidate portfolio, in particular, whether aiN = O, all i and N.
We will make use of central limit theorems that apply to the regression errors defined 
in (1). They are double-indexed as well, but this causes no problem, as standard central
limit arguments are based on double-indexed sequences of random variables. Usually, 
however, the relationship between variables (indexed i) across sequences (indexed N) is 
left unrestricted,. whereas we· will need some ·minimal link.· Part of this link is provided 
7This null hypothesis is actually a bit stricter than what we would ideally aim at: we require all 
candidate portfolios PN in the sequence to be mean-variance efficient in the respective cross-sections,
instead of imposing only that they become mean-variance efficient as they converge to p. 
8The reason for this rescaling should be clear: we rely on asymptotic distribution theory. If we do not 
rescale the average estimated intercept, its distribution would become degenerate as the cross-sectional 
size increases. Specifically, the rescaling with the square root of the sample size is precisely what one 
needs to obtain a nontrivial asymptotic distribution. 
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by the assumption that the regression errors become idiosyncratic as N ---+ oo. Let us
discuss this now. 
We assume that the regression errors in (1) become idiosyncratic with the sample 
size. As in Chamberlain [1983], this means the following. Let EMN be the matrix of 
covariances of the first M projection errors when the regressor is rpNt (element ( i ,  j) of
this matrix equals E[t:iNtfjNtD· If M = N, we write: ENN· If A is any square matrix,
let A(A) denote the set of its eigenvalues. We assume: 
Assumption 1 
sup{ sup{ A(ENN)}} < oo. N 
Assumption 1 immediately implies that the projection errors have finite (conditional) 
vanances: 
E[t:7Nt1 < oo ,
for all i ,  N and t .  Because we will need to estimate consistently second moments of the 
projection errors, we assume, in addition, that: 
Assumption 2 
for all i, N and t .  
Assumption 1 is a bit stricter than what we really need9, but we retain it because 
it is standard in asset pricing, and, therefore, will facilitate power analysis (to be dealt 
with in the next section). On the other hand, Assumption 1 leaves the tail of the Nth 
sequence (i.e., variables indexed i = N + 1, . . .  ) unrestricted when N < oo. In other
words, the regression errors beyond the Nth one could be arbitrary, no matter how large 
N. In particular, the largest eigenvalue of their variance-covariance matrix in the Nth 
sequence may be arbitrarily large, whereas it may be finite in the N + 1st sequence,
and again infinite in the N + 2nd sequence. We want to avoid such erratic behavior by
imposing that the variance-covariance matrix of complete_ adjacent sequences converge 
sufficiently fast as N ---+ oo. In particular, we assume the following.
Assumption 3 Let
_ 
{
sup{A('EMN)}} SN - s-i;; Af . 
91t is sufficient to assume that the eigenvalues diverge at a rate strictly less than N. 
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Then: 
lim NsN = 0.N-+oo 
Notice that Assumption 3 does not imply Assumption 1. As pointed out before, the 
latter is actually not necessary for our statistic to have the right asymptotic properties. 
We assume that the projection errors are exchangeable. 
Assumption 4 For all N, the sequence of random vectors ( tiNt, t = 1, . . . , T), ... (tNNti 
t = 1, . .. , T) , ( tN+iNt, t = 1, ... , T), . .. is exchangeable. 
Let i1, i2, . .. , in be a collection of n positive integers. Exchangeability means that
{( li1Nt, t = 1, "'l T) , ( li2Nt, t = 1, .. . , T) , "'l ( linNt, t = 1, " ' ' T)}
has the same joint (conditional) distribution as 
{ ( li,,.1Nt, t = 1, . . .  , T), ( litr2Nt, t = 1, ... , T) , ... , ( li,,.NNt, t = 1, .. . , T)}
for all permutations 7r and each n ( n < oo). Assumption 4 imposes a cross-sectional
homogeneity restrictions on the regression errors for a given N. It means that their 
distributional characteristics are indistinguishable a priori. Both cross-sectional and 
time dependence, however, are allowed. 10 Also, no time series homogeneity is imposed: 
the errors can be heteroscedastic over time, for instance. 11 
To test mean-variance efficiency, we use the following estimate of the intercept in the 
projection of asset i' s excess return onto PN 's excess return:
1 
T 
A 
&iN = T L(rit - /3iNrpNt
) , 
t=l 
(3) 
where �iN is the least squares estimate of the slope in a regression without intercept of 
i' s excess return onto that of p. 12 Using (1) , we can relate &iN to the projection errors: 
A ( 
1 (E[=1 rPNt)2) 1 .; CtjN = CtjN 1 - T '\"T 2 + T L..J WNtliNt,wt=l r PNt t=l (4) 
10 Assumption 4, combined with Assumption 1, implies that asset returns satisfy a strict factor struc­
ture asymptotically (i.e., the regression errors become uncorrelated in cross-section as N --+ oo ) . 
11 As mentioned in the Introduction, we could also have obtained the same asymptotic properties for 
our test statistic by assuming that the regression errors are strong mixing. We opted not to go that 
route, because strong mixing is a time series concept (depends on a natural order) and the independence
it imposes is too strong in view of the cross-sectional empirical properties of asset returns. 
12If we had taken an estimate based on a regression with intercept, the expression for CxiN would have
been more involved, and the analysis correspondingly complex. This alternative approach would matter, 
even asymptotically. We plan to investigate this issue in future work. 
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where 
Define: 
Obviously, E[(t:TN)2] < oo, E[(t:TN)4] < oo, and, because WNt does not depend on i, the
sequences of random variables t:fN, . . .  , l�N' Ek+IN, . . .  are exchangeable. 
The asymptotic properties of our statistic are based on an extension of De Finetti's 
theorem (Loeve [1960, p. 365]) that exchangeable random variables are independently 
and identically distributed conditional on a (possibly infinite-dimensional) random vari­
able. De Finetti's conditioning variable operates as a factor in factor analysis: it purges 
the data of cross-sectional dependence. The problem is that little is usually known 
about it. 13 The assumption that the regression errors become idiosyncratic as the size 
of the cross-section increases, however, restricts the conditioning variable such that the 
regression errors obey a central limit theorem unconditionally. Since the estimates of the 
intercepts are linearly related to the regression errors, the central limit theorem carries 
over to the former. Let us show this now. 
Let D(-oo, +oo) denote the set of distribution functions on R. Exchangeability
implies: 
Lemma 1 (De Finetti; Loeve) For all N, there exists a random variable YN taking
values in D(-oo, +oo) such that { f.TN }�1 are i. i.d. conditional on YN.
(All proofs are in the Appendix. ) Let PMN( d( EfN, . . .  , E'£rN, YN)) be the joint probability 
measure induced by ( EfN, . . .  , f.'£rN, YN) on RN x D(-oo, +oo ). We can always decompose
this probability measure as follows: 
SN is the marginal probability measure of (induced by) YN. QyN,M is the joint condi­
tional probability measure of (induced by) the first M ETNs, where YN is the conditioning
variable. Lemma 1 implies: 
M 
QyN,M(d(EfN, . . .  , f.r1N)) = rr QyN,1(dEfN)·
i=l 
13 Absent restrictions on the conditioning variable, De Finetti's theorem is of interest mainly to
Bayesian statisticians (see, e.g., Florens, Mouchart and Rolin (1990, Section 9.3.2]) .  
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The conditioning variable in Lemma 1 can be shown to be the distribution function of 
f.TN (any i) corresponding to QyN11•14 YN can be consistently estimated from the empirical
distribution function. This means that, for rational v: 
1 M 
YN(v) = lim M L l{ef <v}1 M-too . 1N-1=l 
(almost surely) . Using Riemann-Stieltjes integration, define 
YN is the conditional expectation off.TN (any i) with respect to YN, i. e . ,  E[lTNIYN]· The 
sample average I:f'!,1 f.& / M provides a strongly consistent estimator of YN.
The conditional independence immediately implies a central limit theorem. In par­
ticular, let 
Conditional on {YN }N'=1, the statistic
** 1 1 �( T y;- )z N = rr::T AA L.,; (.iN - N v N y VN i=1 
(5) 
(6) 
converges weakly to a standard normal distribution as N -+ oo. Letting z denote a
standard normal random variable, and adapting Billingsley [1986, p. 245], this means: 
lim E[h(zN*) IYN] = E[h(z) ],N-too 
(almost surely) , for all bounded, continuous functions h. 
At first, this result may seem useful. Indeed, provided aiN = 0, all i and N, a
central limit theorem for the cross-sectional average of the estimated intercepts (the 
aiNS) would follow from the relation between the latter and the projection errors (the 
l[Ns; see Equation ( 4) ) .  Consequently, it appears as if we obtained the result we sought 
for. 
Unfortunately, this is not so, because the statistic z'N depends on YN, which is un­
known. The assumption that the regression errors become idiosyncratic as the size of 
the cross-section increases (Assumption 1), however, restricts YN in the limit. Since
14Hence, if, for instance, {cfN}�1 is a sequence of unconditionally i.i.d. random variables, then YN is
constant, i.e., does not vary across samples, and equals the unconditional distribution of any element in 
the sequence. 
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Assumption 3 requires sequences to quickly behave similarly, the restriction will apply 
to YN for finite N as well (provided N is sufficiently large). The restriction is such that 
the distribution of z*; becomes independent of YN for large N. Hence, we obtain an
unconditional central limit theorem. The nature of the restriction on YN is as follows. 
Lemma 2 For all & > 0,
Consequently, while YN may vary across samples, YN converges faster than ./N to zero
(in probability). 
. 
Redefining the statistic as follows (V.N is as defined in (8)), 
* 1 1 � T ZN = r;;:r /l/; L....t f.iN' v N y V.N i=t 
(7) 
we obtain an unconditional central limit theorem. Remembering that z denotes a stan­
dard normal random variable, and letting'*' denote 'converges weakly to', 
Theorem 1 
The desired result follows from the relation between the estimated intercepts and the 
projection errors (Equation (4)). Define15: 
and 
Vi 1 �( A 1 � A )2 N = - L....J O:iN - - L....J O:jN N i=t N i=t 
1 1 N 
ZN= . /1\T /fT L &iN.vN v VN i=t 
Corollary 1 Under the null hypothesis (Equation (2) ) ,
(8) 
(9) 
15 Alternatively, we could have defined VN as -k I:f::1 a[N. Because of Lemma 2, the results would
not change. In the empirical application, we used this alternative definition. 
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This corollary states that one can use the cross-sectional average of the estimated in­
tercepts in excess return projections to test mean-variance efficiency. The size of the 
cross-section is exploited. The length of the time series, however, is kept fixed, and 
could be as small as two (2) observations. Notice also that no distributional assumptions 
(e.g., normality) were imposed. While we assume that the errors in the regression of 
excess returns of individual assets onto that of the candidate portfolio become idiosyn­
cratic as the size of the cross-section increases, we require neither cross-sectional nor 
time series independence. The statistical properties of the regression errors, however, are 
assumed to be indistinguishable. This is justified by the stringent limits that stationarity 
imposes on the time series length. 
Our test statistic essentially uses the same inputs as the traditional portfolio-based 
procedure: the cross-sectional average of the estimated intercepts. The standard method 
directly investigates the distributional characteristics of this average, sometimes allowing 
the time series length to increase without bound (see, e.g., Shanken [1992]) . In contrast, 
the properties of our statistic have been derived after multiplying this average by the 
square root of the cross-sectional size. As explained in the next section, this difference 
generates the incremental power of our test. 
3 Power
We now investigate the power of our testing procedure against the alternative that the 
limit portfolio p is not mean-variance efficient. We continue to assume that p is well­
diversified and any risk uncorrelated with p is idiosyncratic. At the end of this section,
we briefly discuss the implication of relaxing this assumption. 
Under the alternative hypothesis, we want to allow for the possibility that there does 
not exist a well-defined mean-variance trade-off. While the assumption that a nontrivial 
mean-variance trade-off exists is innocuous in finite markets (Roll [1977]) , it cannot be 
taken for granted in very large ('infinite') markets. Chamberlain and Rothschild [1983] 
prove that this requires the absence of arbitrage opportunities. Consequently, under the 
alternative hypothesis, we do not want to rule out the possibility that (potentially so­
phisticated) arbitrage opportunities exist. The power of our statistic hinges on whether 
or not there are such arbitrage opportunities. If there are, our test will have unit asymp­
totic power. If.there are none,.our test can still have power, but strictly less than one. 
We will investigate both cases. 
One type of obvious arbitrage opportunity will not be allowed, however. Since we 
assume that risk uncorrelated with p is idiosyncratic, any other well-diversified portfolio
with positive variance must be perfectly correlated with p. This restricts the expected
return on the former. In particular, the intercept in a regression of the excess return of 
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a well-diversified portfolio onto that of p must be zero. But this intercept is in fact a
- weighted average of the intercepts in analogous regressions of the excess return on the 
component assets. Consequently, we restrict weighted averages (using well-diversified 
weights) of the intercepts to be zero. Specifically: 
Assumption 5. Let XiN (i = 1, . . .  , N, N = 1, 2, 3, .. . ) be sequences of real numbers such
that (i) l:�1 XiN = 1, all N, {ii) limN�oo L:�1 x�N = 0 .  Then:
N 
lim L XiNO'.iN = 0.N�oo i=l 
Standard tests of mean-variance efficiency regress the excess return on a portfolio of 
assets onto that of the candidate portfolio. The weights of the former are chosen to be 
small, so that the estimation error is minimal. If assets are priced such that there are no 
arbitrage opportunities between (almost) perfectly correlated well-diversified portfolios, 
the intercept of the regression of excess returns can be expected to be close to zero, 
independent of whether the regressor is mean-variance efficient. Consequently, it is not 
surprising that standard tests have very low power when a reasonably large number of 
assets are included in the regressand portfolio (see Gibbons, Ross and Shanken [1986]) .  
In other words, under Assumption 5, the standard test procedure has effectively zero 
power. This is discussed in detail in Heston [1992] . In contrast, despite Assumption 5, 
our test statistic can have power. It may even have unit power. 
Chamberlain [ 1983] has shown that the absence of any arbitrage opportunities is 
equivalent to the restriction that: 
N 
lim L o:7N < oo N�oo i=l 
(10) 
(this is Ross' Arbitrage Pricing Theory; see Ross [1976] ) . Because we rule out only the 
most obvious type of arbitrage opportunities, the sum in ( 10) may not be bounded. We 
will discuss how this affects the power of our test shortly. 
Under the alternative hypothesis, the scaling factor VN in the definition of ZN depends, 
among other things, on l:�1 a�Nf N. In order to avoid pathological cases, we will restrict 
this average. 
Assumption 6 
1 N . 
lim N L o:7N < oo N�oo i=l 
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We are now ready to state the main result. Inspection of the definition of ZN will 
reveal that its asymptotic behavior under the alternative hypothesis ( when some CY.iN are
nonzero for all N) depends crucially on the scaled average CY.iNs: 
Indeed: 
Theorem 2 For all B > 0,
if and only if 
diverges. 
1 N
r;;r L O:iN·
vN i=l 
1 N
- L: o:iN '1N i=l
In words, our testing procedure has unit asymptotic power if the indicated condition is 
satisfied. Since 
1 N 
lim N L O:iN = 0,N-+= i=l 
by Assumption 5, the condition for unit asymptotic power can be interpreted as requiring 
that the average value of the intercept converge at a rate slower than the square root of 
the size of the cross-section. 
The condition for unit power is, however, violated when no arbitrage opportunities 
are present. 
Lemma 3 If 
then 
N 
lim L o:7N < oo,N-+= i=l 
1 N 
lim r;;r L O:iN < oo.N-+= v N i=l 
Consequently, our test statistic does not have unit asymptotic power against the alterna­
tive that the candidate portfolio is not mean-variance efficient and there are no arbitrage 
opportunities, as stated in the following corollary. 
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Corollary 2 If there are no arbitrage opportunities , i.e., if 
N 
then, for all B > 0,
lim L a7N < oo,N-+oo i=l 
Corollary 2 does not imply that our test has zero asymptotic power. This would be 
the case if 
1 N
lim /1\i L aiN = 0. ( 1 1 )  N-+oo V N i=l 
Absence of arbitrage opportunities does not necessarily imply ( 1 1  ) , as the following ex­
ample illustrates. 
Example: Let CXiN = ( iN)-1-. Then:
and 
N ll 1 
lim L a7N = r.:dv = 2 < oo,N-+oo i=l o y V 
1 N ll 1 4 
lim . 11\i  EaiN = -1 dv = -3 > 0.N-+oo y N i=l 0 v4 
Incidentally, this configuration satisfies Assumption 5: 
D 
1 N 
lim 
N 
EaiN = 0 .N-+oo i=l 
We cannot exclude, however, the possibility that our test statistic has zero power. 
Nevertheless, it constitutes an improvement over standard tests, which, as mentioned 
before, should be expected to have zero power because of Assumption 5. The discussion 
of the power of our test should have revealed why it dominates: it is effectively a test of 
whether 
1 N 
lim /1\i L CXiN = 0.N-+oo y N i=l 
In contrast, the standard procedure tests whether 
1 N 
lim - EaiN = 0 .N-+oo N i=l 
Even if the latter holds, the former may not. 
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Actually, the fact that our test may have zero power in certain cases can be exploited 
to confirm the empirical validity of the theoretical distributional properties of our statis­
tic. This is a unique opportunity to obtain validation of theoretical statistical results on 
the basis of the data itself instead of Monte Carlo analysis. In Section 5, we will test the 
mean-variance efficiency of an equally weighted index of all NYSE and AMEX securi­
ties. The test will be run on virtually the complete cross-section with which the index is 
constructed. But then the cross-sectional average of the intercepts c�=�l O:jN IN) should
be close to zero no matter what the size of the cross-section (N) is. Consequently, 
1 N 
. l"i:T I: O:jN � 0,vN i=l 
all N. Because of this, our test has essentially zero power, and our statistic should be
distributed as if the null hypothesis were true. In particular, it ought to be standard nor­
mally distributed, provided the remaining assumptions still hold and the cross-sectional 
size is large enough to rely on asymptotic results. Section 5 will discuss whether this can 
be affirmed. 
As Chamberlain and Rothschild (1983] showed, there will not exist a well-defined 
mean-variance trade-off if arbitrage opportunities are present. It would be interesting 
to have an indication of what causes a rejection of mean-variance efficiency: is it merely 
because the candidate portfolio is not mean-variance efficient, or does it follow from the 
fact that there are arbitrage opportunities in the cross-section, and, hence, there does 
not exist a mean-variance efficient frontier? Because the distinction between these two 
cases hinges on whether 
1 N
lim --:Lo:iNN-+oo -JN i=l 
is finite or not, the law of the iterated logarithm could be helpful here. Consider the 
following scaling of ZN, denoted z'j}: 
1 z1i1 - z (12) N 
- V2 log logy'N N·
Under our null hypothesis, the law of the iterated logarithm (Chung (1974], Section 7.5) 
implies: -.- Iii hmN-+oo ZN = 1
(almost surely) . Under the alternative hypothesis, and assuming absence of arbitrage 
opportunities (which implies that limN-+oo 2:::�1 O:iN /VJii < oo ) ,-.- Iii hmN-+ooZN = 1
(almost surely) as well. Consequently, we can decide that the presence of arbitrage 
opportunities, and, hence, the nonexistence of a mean-variance efficient frontier, caused 
a rejection if we notice that: 
lz�I > i.
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Finally, let us comment on what happens if the candidate portfolio is not well­
diversified under the alternative. In that case, the asymptotic behavior of ZN will depend 
on Y00• The latter changes across samples. Whenever Y00 is nonzero, ZN will diverge. 
Since Y00 will be nonzero with positive probability, our test will be powerful. 
4 Application
We implement our testing procedure on the CRSP dataset of monthly returns on NYSE 
and AMEX common stocks, over periods of five years. This should shed light on three 
questions: (i) Does our procedure generate the incremental power over the standard 
portfolio-based test that the theoretical analysis claims it has? (ii) Do rejections indi­
cate that there are arbitrage opportunities, i. e . ,  that Ross' Arbitrage Pricing Theory is 
violated? (iii) What is the effect of excluding thinly traded, newly listed and delisted 
securities? In this section, we will answer questions (i) and (ii) . Question (iii) will be 
dealt with in Section 6. 
We test the mean-variance efficiency of the CRSP value weighted index. Value weight­
ing does not necessarily lead to a well-diversified portfolio as the size of the cross-section 
increases; we merely assume that it will. Table 1 provides, for each subperiod, descriptive 
statistics of the returns on the candidate portfolio, as well as the returns on the equally 
weighted CRSP index (to be used in Section 5) and the riskfree rate (the one-month
Treasury bill yield, from the Fama-Bliss files in the CRSP dataset) . 
We will directly compare the results from our testing procedure to those from a multi­
variate test based on equally weighted size-ranked portfolios. The size-sorted portfolios 
are constructed using the rankings provided by CRSP. Table 2 displays summary statis­
tics about the ten size-based portfolios (portfolio 1 covers the smallest decile; portfolio 
10 the largest decile) . The standard testing procedure is based on a F statistic (denoted 
Wu) constructed from the estimated intercepts in regressions of the excess returns on
each size-ranked portfolio onto that of the candidate portfolio (see Gibbons, Ross and 
Shanken [1989]). 
In implementing our own testing procedure, we generated several sets of results. The 
first set is based on a cross-section of only continuously-traded securities. In other 
words, the assets included in the test are only those that had no missing returns over 
the relevant five-year period. The second to fourth sets are based on several selections 
of all securities which traded at least ten of the sixty months. The fifth set covers all 
securities that traded at least ten of the sixty months. A comparison of the results across 
the five sets would reveal the extent of the bias that is introduced when excluding thinly 
traded, delisted and newly listed securities. For now, we will work with the fifth set 
(untruncated) , delegating a discussion of the impact of selection bias to Section 6. 
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We also generated a parallel set of results where we required securities to have returns 
for only five (instead of ten) months in order to be included in the sample. The conclusions 
did not change, and, hence, we do not report them here (the interested reader can obtain 
the results by contacting us) . As with the tests of mean-variance efficiency over the month 
of January (Table 4 below) , this illustrates the power of our test: only five observations 
(in time) were needed. While we can limit the time series dimension to a minimum, we 
exploit the cross-sectional size at a maximum. 
Let us analyze the results for the value weighted CRSP index. Table 3 lists, for 
each subperiod: (i) the traditional Wu test, based on the size-ranked portfolios, (ii) the
number of securities in the CRSP dataset that have at least one return over the subperiod, 
(iii) the cross-sectional size of all securities that traded at least ten months (N) ,  (iv) the 
corresponding ZN statistic (Corollary 1) and its p-value, (v) the corresponding z1)} statistic
(Equation (12)) .  
Let us focus on some of the most striking aspects of the results. 
1. The traditional Wu test is unable to reject mean-variance efficiency in many sub­
periods, confirming the findings in Gibbons, Ross and Shanken [1989]. 
2 . Our test statistic is far more powerful than the standard one, rejecting in all but
one subperiod.
3. The z1)j statistic is often above one (in absolute value) , indicating that the sum of
squared intercepts does not satisfy Ross' Arbitrage Pricing Theory restriction, and,
hence, that there may be arbitrage opportunities.
The first point should be put into perspective: it obtains despite our including AMEX 
securities in the construction of the size-ranked portfolios. Gibbons, Ross and Shanken 
[1989] only used NYSE securities. The typical size of an AMEX-listed company is much 
smaller than that of a NYSE-listed company, hence, we would have expected to obtain 
much more evidence of a "size effect" (rejection of the mean-variance efficiency of the 
value-weighted portfolio based on size-ranked portfolios) . But we did not. 
The second point proves that our statistic generates the additional power that a 
theoretical analysis (Section 3) claims it has. It may still be the case that 
1 N
lim - L<Y.iN = 0N-+oo N i=l 
(which is what the traditional test verifies) , but our statistic rejects that 
1 N
lim /7\T L <Y.iN = 0,N-+oo Y N i=l 
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thereby rejecting mean-variance. efficiency. 
The third point must be qualified. If ZN equals 2, N must exceed 2,618,500 for z'Jj 
to be below 1 .  Because of this, given our sample sizes, a rejection of mean-variance
efficiency would automatically imply a rejection of Ross' Arbitrage Pricing Theory as 
well. Consequently, we cannot be very confident in the conclusions we draw from the zljj 
statistic. 
We also investigated the mean-variance efficiency of the CRSP value weighted portfo­
lio over the month of January. Table 4 displays the results for our procedure (zN and zljj 
statistics). Results for the traditional test statistic (Wu) are provided only for the com­
plete sample period (because subperiods cover only five observations, too few to calculate 
Wu). Mean-variance efficiency of the value weighted CRSP index can be rejected for all
subperiods. The intensity of the rejections seems to indicate that there are arbitrage 
opportunities (zljj is always above one).
Notice the positive sign of ZN: it means that the average estimated intercept is pos­
itive, indicating that the average security is located above the "securities market line" 
defined by the value weighted CRSP index. The standard test, based on size-sorted 
portfolios, rejects for the complete period. The average estimated intercept of the ten 
size-based portfolios (not reported) is positive as well. 
The rejections over January are noteworthy because of the extremely short time series 
length (five observations!) that is used to estimate the individual intercepts. It attests 
that our procedure is very powerful indeed. 
One additional remark should be made. If the "market portfolio" is the limit of the 
CRSP value weighted portfolio as the size of the cross-section of securities increases, the 
results in Tables 3 and 4 can be interpreted as rejecting (the Sharpe Lintner version of)
the Capital Asset Pricing Model. 
5 Validating the Distributional Properties
As mentioned when we discussed power (Section 3), we can verify the asymptotic proper­
ties of our statistic by choosing the candidate portfolio such that our test has zero power. 
In particular, we can take the candidate portfolio to be the ·equally weighted portfolio of 
roughly the same securities that are used in the test. 
Table 5 reports the results of applying our test on the equally weighted CRSP index
in the cross-section of all securities that traded at least ten months. While the equally 
weighted CRSP index contains more securities, a. comparison of columns 2 (which lists the
number of securities in the CRSP dataset that had at least one return over the relevant 
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subperiod) and 3 (which lists N, the size of the cross-section used in the tests) reveals 
that the difference is minimal. Consequently, the power of our test should be close to 
zero. 
Looking at Table 5, we reject at the 5% level in only one of the thirteen subperiods. 
This confirms the theoretical analysis: if ZN is indeed standard normal, the probability 
of observing one or more rejections in thirteen random draws is 35%. The (time series) 
sample average equals 0.26, with a standard error of 0.28 (hence, it is insignificantly 
different from zero). The sample standard deviation equals 0.99. The corresponding x2 
statistic has a value of 12. 74, which, at twelve degrees of freedom, is close to the expected 
value of this statistic under the hypothesis that the population standard deviation equals 
one. The sum of the squared ZNS should be x2 distributed with thirteen degrees of
freedom. This sum equals 12.65, which again is close to its expected value under the null 
that ZN is standard normal. The skewness and kurtosis of the empirical distribution of ZN 
equal 0.21 and 2.31, respectively. The Kolmogorov-Smirnov statistic that tests standard 
normality equals 0.29, which corresponds to a p-level of roughly 15%. The Shapiro Wilk 
variance test of normality equals 0.94, with a p-level of about 40%. 
There is, however, slight evidence against the hypothesis that ZN has a distribution 
that is symmetric around zero (like the standard normal distribution). ZN is positive 
in ten out of thirteen subperiods. The probability of observing ten or more positive 
outcomes in thirteen random draws from a distribution that is symmetric around zero is 
3%. The evidence of asymmetry was not present in the parallel set of results, based on 
securities that traded at least five (instead of ten) months. 
6 Selection Bias
Our procedure provides an opportunity to investigate the impact of selection bias. Re­
cent theoretical work (Brown, Goetzmann, Ibbotson and Ross [1992]) has indicated that 
this may have have been underestimated. Our test does not require continuously traded 
securities. In fact, we need only a minimum of two (time series) observations for each se­
curity in the cross-section.16 In our empirical investigation, we tested the mean-variance 
efficiency of the equally weighted and value weighted portfolios on five samples: 
1. all continuously .traded stocks,
2. all continuously traded stocks, plus stocks that traded at least ten months and the
first month (essentially the delisted securities),
16In Section 2, the theoretical properties of our statistic were derived under a fixed time-series length 
(T). It should be obvious that the results would still obtain if we allowed the time-series length to vary
over the cross-section, subscripting T: T;. The ensuing complexity kept us from writing Section 2 at
such a level of generality. 
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3. all continuously traded stocks, plus stocks that traded at least ten months and the
last month (essentially the newly listed securities),
4. all securities under 1, 2 and 3,
5. all securities that traded at least ten months (these include thinly traded securities
as well).
Table 6 displays sample sizes and ZN statistics for each case. Undoubtedly, the effect 
of selection bias can be dramatic. For instance, if we had tested the mean-variance 
efficiency of the value-weighted CRSP index over the period 1971-75 on a subsample 
of continuously-traded stocks, we would have incorrectly inferred that it was inefficient. 
Since the signs of the average estimated intercept and ZN are the same, the results 
reveal that the average estimated intercept was negative for each group of excluded 
securities ( delisted, newly listed and thinly traded issues). In fact, across subperiods, 
delisted securities more often raise the ZN statistic, whereas newly listed and thinly traded 
securities lower it. The positive effect of delisting on the average estimated intercepts 
must be related to takeovers. The negative effect of new listings confirms the finding in 
Ritter [1991).17 
Does the traditional test based on size-sorted portfolios mitigate selection bias? At 
first, one would tend to answer this question affirmatively, because the return on the 
size-ranked portfolios is constructed from the returns on all securities that traded during 
a given month. This number, however, changes randomly from month to month, and, 
hence, it is not clear whether the average excess return on partially traded securities in 
the size-sorted portfolios will be picked up in the estimate of the intercept or, instead, 
absorbed by the noise term. An investigation of Tables 3 and 6 reveals that the traditional 
test is not always capable of recognizing selection bias. In the 1971-1975 period, the 
traditional test rejects mean-variance efficiency of the value weighted portfolio (Table 3), 
as does our test on a truncated sample of continuously traded securities (Table 6). Yet, 
our test on the complete sample (Tables 3 and 6) fails to reject.
As a check on the calculations, Table 7 compares the averages of the estimated inter­
cepts for our test against those for the traditional test. The average estimated intercept 
of the ten (equally weighted) size-based portfolios (used to calculate Wu) should be close
to that with which ZN is computed. Table 7 confirms this for both the value weighted
and equally weighted -CRSP index. 
170ne cannot necessarily conclude that delisted securities "outperform" the CRSP value weighted 
index, whereas newly listed and thinly traded issues "underperform", because the failure to reject mean­
variance efficiency implies that the true (i.e., ex ante) intercepts must all be zero. To the extent that 
it can be identified ex ante, however, we may be able to reject mean-variance efficiency of the value 
weighted CRSP index on the subsample of newly issued securities. Notice that this would not imply 
that new issues are "overpriced". To determine the latter, we need an asset pricing model that has been 
validated empirically over the same subperiod. 
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7 Conclusion
This paper has introduced a new test of mean-variance efficiency. It is simple, yet 
powerful. It exploits the cross-sectional size of typical financial datasets, fixing the 
time dimension. We reject mean-variance efficiency of the value weighted portfolio on 
NYSE and AMEX stock returns. The test results are sensitive to deletion of stock that 
did not trade continuously, confirming recent fears that selection bias may have been 
underestimated. 
One may argue that our rejections do not add to our empirical knowledge in view 
of the rejections using standard portfolio-based techniques and a test that nests mean­
variance efficiency models in the presence of a riskfree asset within the more larger set 
of models of mean-variance efficiency without a riskfree asset (see MacKinlay [1987]). 
There are two objections, however. First, rejections in the latter context remain subject 
to the criticism that the portfolio formation criterion is arbitrary. Second, such tests 
are based on asymptotic results that require the time series length to increase without 
bound, because they verify nonlinear restrictions. It is generally agreed on, however,
that the time series length should be limited because of suspicion that nonstationarities 
will confound the results. 
It would be interesting, however, to investigate whether an equivalent of the tradi­
tional test of mean-variance efficieny in the absence of a riskfree asset could be derived 
in our context of exchangeable idiosyncratic risk. One cannot be too optimistic, because 
our appeal to De Finetti 's theorem to generate an unconditional central limit theorem is
highly specific. In particular, the asymptotic properties depend critically on the linear 
dependence of the test statistic on the idiosyncratic risk. 
We have assumed that the errors from regressing the returns of an individual asset 
onto those of the candidate portfolio are exchangeable in cross-section. Some may object 
to the homogeneity this implies, but we argued that the length of the time series does 
not allow us to model heterogeneity in much detail (in one case, we could use only five 
observations!), and, that, hence, individual idiosyncratic risk must be considered to be 
(not necessarily independent) draws from a homogeneous population, i . e. ,  exchangeable
random variables. Empirical results endorse the statistical reasoning: when we tested 
the mean-variance efficiency in a case where we knew our procedure had zero power, we 
could not reject the hypothesis that our statistic is standard normally distributed. 
One should view our imposing homogeneity on the idiosyncratic risk as a constructive 
assumption: it allows us to learn about the nature of the mean-variance efficient set 
despite the nonstationarities in the data. In this sense, the paper answers the following 
question: is there any information about the mean-variance frontier in a cross-section 
of very short return records ? 
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For efficiency reasons, however, we may insist on modeling heterogeneity to a limited 
extent. Theory sometimes identifies variables that allow us to do so. The model of 
Bossaerts and Green [1988] , for instance, suggests that size should be directly related to 
cross-sectional heterogeneity of idiosyncratic risk. This possibility could be worth further 
investigation. 
We have essentially assumed an (approximate) one-factor model. Our analysis can 
easily be extended to incorporate models with multiple factors. This would amount to 
a test of whether a combination of portfolios is on the mean-variance efficient frontier. 
Gibbons, Ross and Shanken [1989], for instance, discuss this possibility in the context of 
traditional tests. Given the rejection of mean-variance efficiency of a single portfolio we 
discovered in the data, a test of whether a combination of portfolios is on the frontier 
should be the next empirical step. 
Our tests verify unconditional mean-variance efficiency. There is both theoretical 
work (Hansen and Richard [1987]) and empirical work ( e.g., Bossaerts and Green [1988] ,
Harvey [1991]) on testing conditional mean-variance efficiency. It would at first seem
to be a simple logical extension to allow our statistic to test conditional mean-variance 
efficiency as well. Future research should indicate whether this is so. 
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Appendix 
Proof of Lemma 1: See Loeve (1960, p.365]. D 
Proof of Lemma 2: Because YN is the almost sure limit of the sample average of the
regression errors (for fixed N) ,  we obtain the following upper bound on the probability 
that VNIYN I  > <5:
SN{ VNIYN I  > <5}
- ,J�00 PMN{ VNI � t, lEv l > '5}
< lim 
N Elif 2=�1 lfN l 2  
M-+oo <52 
(13) 
(by Chebychev's inequality). The expectation in the numerator of (13) can be bounded, 
as follows. 
1
1 � T 1 2 E - L.J liN M i=1 
1 1 M TEl--LL WNtliNt l 2M T i=t t=t 
E l� t, WNt ( � t, liNt) 1 2
1 T 1 M< T2 L lwNt l2 E l  M ?= liNt l2t=l 1=1 
2 T T  l M l M + T2 LL lwNt l lwNt1 IE l ( M L liNt) ( M L liNt1 ) It=l t'>t i=l i=l 
< 
�
 sup{A(EMN)} (;2 t, lwNt l2) 
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(the second and third inequalities follow from Chamberlain [1983, p.1321] ; SN in the last
expression is defined in Assumption 3). Combining this result with Equation ( 13), letting
N -+ oo and appealing to Assumption 3 proves the Lemma. D 
Proof of Theorem 1: Weak convergence follows if we can show (Billingsley [1986, p. 245]):
lim E[h(zN )] = E[h(z)] ,N-+oo 
for all bounded, uniformly continuous functions h. Let H < oo be such that l h l  � H. 
Consider: 
IE[h(zN) - h(z)] I 
< I E[h(zN') - h(z)] I + Elh (zN') - h(zN) I
< I E[E[h(zN') IYN] - h(z)] I + cNPNN{ vlJVrY-N I  � oNjVi}
+ 2HPNN{VNIYN I  > ON/Vi}
(the second inequality follows from the uniform continuity and boundedness of h). As
N -+ oo , the first term in the last expression converges to zero (because of conditional
weak convergence of z*N to z). Set: cN = l/N. Then, by Lemma 2 and the boundedness
of /Vi (in PNN) ,  the second and third terms converge to zero as well. D 
Proof of Corollary 1: Follows immediately from (i) substitution of ( 4) into the formula
of ZN to obtain zN, noting that aiN = 0 (all i) ,  and (ii) zN =} z (Theorem 1) .  D 
Proof of Theorem 2: We first check whether VN remains bounded (in PNN ) . Let
Then: 
C = 1 - _!_ o=�l rpNt)2T I:t=l r;Nt 
( 14) 
By Assumption 6, the first term in (14) remains finite. Using the same arguments as
in the proof of Corollary 1 ,  the last term converges to zero (in probability) . As to the
second term in (14) ,  define weights XiN , as follows:
1 cTN XiN = N + N .
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Asymptotically, these become the weights of a well-diversified portfolio. To see this, 
note that, using the arguments of the proof of Lemma 2 (but appealing to Assumption 1
instead of Assumption 2), 
(in PNN ) , and
N 
L XjN --+ 1,
i=l 
� 2 1 1 � T 1 �( T )2LI xiN = N + 2 N2 LI liN + N2 LI liN --+ 0, 
i=l i=l i=l 
(in PNN ) . Rewriting the second term of (14) using the XiNS gives:
1 N N 1 N 
2c N L aiNl'f'N = 2c L XiNO'.iN - 2c N L D'.iN.i=l i=l i=l 
The last expression converges to zero, by Assumption 5. Finally, the third term in (14), 
1 �( T )2 - LI liN N i=I 
converges (almost surely) to the (conditional) variance of l'{;y, by exchangeability.
Now, consider ZN. 
1 1 N --- L: aiN VN VVN i=l 
1 1 N 1 1 N 
c----L O'jN + ---- L (TN·VN VVN i=l VN VVN i=l 
This expression diverges with unit probability if and only if 
diverges. D 
1 N - L: aiN VN i=l
Proof of Lemma 3: Without loss of generality, assume that lliN � 0, all i and N. Let
[c) denote the integral part of a real number c. Write the expressions in the lemma as
integrals: N 1 � a�N = lo a[vN]+I ,NNdv,
1 N f l r;r L O'.iN = Jo O'.[vN]+1 ,NvN dv.v N i=I 
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Let AN be the subset of the unit interval where a[vN]+l,N (as a function of v) is strictly
larger than one. Then: 
1 N - I: aiNVN i=l 
< f a[vN]+l ,NVfidv + f a[vN]+l ,NNdvlro,1]\AN JAN 
< f a[vN]+l ,NVfidv + f1 a[vN]+i ,NNdv.lro,1]\AN lo 
The first term in the last expression remains finite. The second term remains finite as 
well, by assumption. Hence, the whole expression converges. D 
Proof of Corollary 2: Follows immediately from the proof of Theorem 2 and Lemma 3.
D 
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Table 1 
Summary Statistics: Candidate Portfolios and Risk Free Rate 
Value Weighted Equally weighted Risk Free 
CRSP Index CRSP Index Rate 
Subperiod mean s. dev. mean s. dev. mean s. dev. 
1926-1930 0.55 6.02 -0.15 6.85 0.30 0.07 
1931-1935 1.02 12.30 3.19 18.32 0.03 0.06 
1936-1940 0.38 7.75 0.79 11.39 0 .01 < 0.01 
1941-1945 1.44 3 .30 2.73 5.76 0 .03 0 .01 
1946-1950 0.82 4.14 0 .77 5.20 0 .07 0.05 
1951-1955 1.65 3.19 1.48 3.26 0.12 0.06 
1956-1960 0.84 3.37 0.91 3.38 0 .20 0.06
1961-1965 1.08 3.42 1.25 4.18 0.25 0.05 
1966-1970 0.39 4.39 0.96 6.56 0 .44 0.08 
1971-1975 0.32 5 .10 0.10 7.76 0.47 0.13 
1976-1980 1 .38 4.47 2.48 6.24 0.61 0.21 
1981-1985 1.20 4.11 1.48 4.71 0.71 0.20 
1986-1990 1.07 5.27 0.44 5.56 0.50 0.11 
Remarks : Sample averages ( "mean" ) and standard deviations ( "s. dev ." ) of
monthly returns are displayed . Estimates are multiplied by 100. 
Table 2 
Sample Average Monthly Returns of 10 Size-Ranked Portfolios
Raw Returns 
Subperiod s 1 s 2 s 3 s 4  s 5 s 6 s 7 s 8 s 9 s 10 
1926-1930 -0.20 0.06 0.42 0.90 1.18 0.71 1.00 0.57 1.29 1.51 
1931-1935 7.48 5.31 3.68 3.37 2.95 2.32 2.19 1.40 1.68 1.15 
1936-1940 1.35 1.25 0.68 0.86 0.92 0.78 0.75 0.50 0.41 0.41 
1941-1945 6.22 3.56 3.03 2.66 2.34 2.80 2.16 1.83 1.87 1.28 
1946-1950 1.13 0.71 0.74 0.54 0.72 0.81 0.72 0.66 0.91 0.77 
1951-1955 1.33 1.34 1.43 1.46 1.59 1.45 1.50 1.55 1.62 1.49 
1956-1960 0.88 0.96 0.97 0.89 0.85 0.91 1.00 0.90 0.96 0.78 
1961-1965 1.49 1 . .54 1.40 1.51 1.11 1.24 1.20 1.16 1.20 0.93
1966-1970 2.39 1.44 1.02 0.96 0.87 0.74 0.62 0.61 0.57 0.51 
1971-1975 1.08 0.18 0.20 0.09 0.02 0.08 0.18 0.27 0.92 0.30 
1976-1980 3.49 3.13 2.87 2.96 2.64 2.69 2.38 1.94 1.78 1.25
1981-1985 1.85 1.59 1.62 1.50 1.45 1.34 1.45 1.40 1.32 1.24 
1986-1990 0.30 -0.44 -0.26 0.07 0.07 0.50 0.69 0.85 0.96 1.14 
Remarks: s 1 = equally weighted portfolio of firms in the lowest (size) decile; s 10 = equally weighted portfolio of firms in the 
largest (size) decile. Returns are multiplied by 100. 
Table 3 
Tests of Mean-Variance Efficiency: Value Weighted CRSP Index 
Ten Size-Sorted All Stocks that Traded 
Portfolios at Least Ten Months 
Subperiod Wu p-value Nmax N ZN p-value zlilN 
1926-1930 3.84 < .01 842 783 -9.55 < .01  -6. 16 
1931-1935 0.98 .48 815 767 14.92 <.01 9.63 
1936-1940 0.59 .82 859 828 5.06 <.01 3.25 
1041-1945 1.08 .39 893 860 1 1 .34 <.01 7.27 
1946- 1950 1.81 .08 1036 1005 -6.95 <.01 -4.41 
1951-1955 1.39 .24 1 1 19 1092 -2.47 .01 -1 .56 
1956-1960 0.86 .57 1231 1 165 3 . 11  <.01  1 .96 
1961-1965 1 .58 .14 2491 2317 3.66 <.01 1 .29 
1966-1970 2.38 .02 2975 2762 13.13 <.01 7.92 
1971-1975 4.39 <.01 3059 2965 -1 .71 .09 - 1.03 
1976-1980 2.02 .05 2975 2807 25.68 <.01 15.46 
1981-1985 0.80 .63 2943 2692 5.80 <.01 3.50 
1986-1990 3.20 <.01 3456 3158 - 12.78 <.01  -7.65 
Remarks: Nmax = number of securities that had at least one re­
turn over the subperiod; N = size of the cross-section.
Table 4 
Tests of Mean-Variance Efficiency: Value Weighted CRSP Index 
(January Observations Only) 
Subperiod N ZN p-value zlilN 
1926-1930 449 5 .06 < .01 3 .39 
1931-1935 655 9 .70 < .01 6 .32 
1936-1940 659 9 .42 <.01 6 .14 
1041-1945 762 13 .40 < .01 8.65 
1946-1950 839 12.71 < .01 8 .16 
1951-1955 976 8.99 <.01 5.72 
1956-1960 969 18 .93 < .01 12 .05 
1961-1965 1006 12.38 < .01 7.86 
1966-1970 1708 24.75 <.01 15.27 
1971-1975 2091 26.00 < .01 15.88 
1976-1980 2047 25.91 < .01 15.84 
1981-1985 1870 18.26 < .01 1 1 .21  
1986-1990 1644 3.51 <.01 2 .17 
Remarks :  N = cross-sectional size; Wu , based on the returns of ten
size-ranked portfolios over the complete sample period (1926-1990) , 
equals 7.05 (significant at the 1% level) .  
Table 5 
Empirical Distribution of ZN under the Null hypothesis
Subperiod Nmaz N ZN p-value
1926-1930 842 783 -0.646 0.52 
1931-1935 815 767 0. 168 0.87 
1936-1940 859 828 0.132 0.90 
1041-1945 893 860 0.616 0.54
1946-1950 1036 1005 0.240 0 .81 
1951-1955 1 1 19 1092 0.017 0.99 
1956- 1960 1231 1165 0.441 0 .66 
1961-1965 2491 2317 -0.343 0.73 
1966-1970 2975 2762 1 . 164 0.24 
1971-1975 3059 2965 - 1 .800 0.07 
1976-1980 2975 2807 2.470 0 .01 
1981-1985 2943 2692 0 .061 0.95 
1986-1990 3456 3158 0 .857 0.39 
Remarks: ZN statistics are displayed for tests of the mean-variance
efficiency of the equally weighted CRSP index (the test has zero 
power against the alternative that this index is inefficient) ;  the the­
oretical distribution of ZN is N(O, 1) ; Nmaz = number of securities
that had at least one return over the subperiod; N = size of the
cross-section (number of securities with return observations over at 
least ten months in the subperiod) .  
Table 6 
The Impact of Sample Truncation on Test s  of Mean-Variance Efficiency 
Value Weighted Equally Weighted 
Subsample Size CRSP Index CRSP Index 
Subperiod Nmax N1 N2 N3 N4 Ns ZN1 ZN2 ZN3 ZN4 ZN5 ZN1 ZN2 ZN3 ZN4 ZN5 
1926-1930 842 381 437 649 705 783 -6.91 -6.22 -9.82 -9.39 -9.55 1.45 0.57 -0.31 -0.65 -0.65 
1931-1935 815 597 667 638 708 767 16.24 14.20 16.55 14.51 14.92 -0.99 -0.48 -0.66 -0.26 0.17 
1936-1940 859 634 687 756 809 828 4.12 3.82 5.40 5.00 5.06 -0.85 -0.91 0.32 0.10 0.13 
1941-1945 893 751 781 821 851 860 13.38 10.95 13.71 1 1.31 1 1.34 -0.50 0.87 -0.64 0.71 0.61 
1946-1950 1036 831 847 984 1000 1005 -5.97 -5.75 -7.10 -6.89 -6.95 0.93 1 .06 0.14 0.29 0.24 
1951-1955 1 1 19 950 1006 1030 1086 1093 -2.79 -2.74 -2.72 -2.68 -2.47 -0.13 -0.07 -0.21 -0.15 0.02 
1956-1960 1231 944 1028 1065 1 149 1 165 2.91 3.39 2.53 3.02 3 . 11  -0.44 0.18 -0.1 1  0.39 0.44 
1961-1965 2491 946 1063 2019 2136 2317 4.41 5.01 3.00 3.47 3.66 3.73 4.84 -1.96 -1 .10 -0.34 
1966-1970 2975 1597 2034 2220 2657 2762 17.13 20.78 6.30 12.42 13.13 0.77 3.50 -1 .63 0.73 1.16 
1971-1975 3059 1959 2276 2527 2844 2965 6.29 3.09 1.41 -0.01 -1.71 5.35 3.32 -0.07 -0.48 - 1.80 
1976-1980 2975 1710 2172 2014 2476 2807 18.48 22.97 18.42 23.26 25.68 -4.82 1.07 -2.58 1.85 2.47 
1981-1985 2943 1705 2197 2095 2587 2692 8.10 1 1.84 1.23 6.55 5.80 1.25 4.48 -2.86 0.89 0.06 
1986-1990 3456 1542 2115 2430 3003 3158 -12.78 -7.20 - 17.18 -12.79 -12.78 1.73 2.61 0.05 1.37 0.86 
Remarks: ZN statistics are displayed for tests of mean-variance efficiency of the value weighted and equally weighted CRSP index; the tests are
based on several subsamples, indicated with a subscript to the sample size (N); N1 = size of cross-section of continuously traded securities; N2 
= N1 + size of cross-section of securities that traded at least ten months but had a missing return for the last month ( "delisted issues"); N3 = 
N1 + size of the cross-section of securities that traded at least ten months but had a missing return for the first month ( "newly listed issues");
N4 = N1 + (N2 - Ni) +  (N3 - N1); Ns = size of cross-section of all securities that traded at least ten months; Nmax = number of securities that had
at least one return observation over the subperiod; ZN is standard normal, and, hence, statistically significant the 1% level if lzN I > 2.58.
Table 7 
Average Estimated Intercepts: Value Weighted and Equally 
Weighted CRSP Index 
Value Weighted Equally Weighted 
CRSP Index CRSP Index 
All Stocks that All Stocks that 
Ten Size-Sorted Traded at least Ten Size-Sorted Traded at least 
Subperiod Portfolios Ten Months Portfolios Ten Months 
1926-1930 -0.75 -0.80 -0.03 -0.05 
1931- 1935 1 .77 1 .77 -0.02 0.02 
1936-1940 0.26 0.26 -0.00 0 .01 
1041-1945 0.78 0.72 -0 .00 0.03 
1946-1950 -0.21 -0.21 0 .00 0.01 
1951- 1955 -0.08 -0.06 0.00 0 .00 
1956-1960 0 .12 0 . 1 1  0.00 0 .02 
1961-1965 0 .10 0 . 1 1  0 .01 -0.01 
1966-1970 0.58 0.30 -0.01 0.04 
1971-1975 -0.01 -0.05 -0 .03 -0 .06 
1976-1980 0.93 1 .02 0 .00 0 .08 
1981-1985 0 .26 0.24 -0.01 0 .00 
1986-1990 -0.68 -0.59 -0.05 0.04 
Remarks :  Numbers shown are Lf:i 0:;N/N( x 102) ,  where N=cross-sectional
size ( N = 10 in the case of size-sorted portfolios). 
