We show how metabolic regulation as commonly understood in biochemistry can be described in terms of metabolic control analysis. The steady-state values of the variables of metabolic systems (fluxes and concentrations) are determined by a set of parameters. Some of these parameters are concentrations that are set by the environment of the system; they can act as external regulators by communicating changes in the environment to the metabolic system. How effectively a system is regulated depends both on the degree to which the activity of the regulatory enzyme with which a regulator interacts directly can be altered by the regulator (its regulability) and on the ability of the regulatory enzyme to transmit the changes to the rest of the system (its regulatory capacity). The regulatory response of a system also depends on its internal organisation around key variable metabolites that act as internal regulators. The regulatory performance of the system can be judged in terms of how sensitively the fluxes respond to the external stimulus and to what degree homeostasis in the concentrations of the internal regulators is maintained. We show how, on the level of both external and internal regulation, regulability can be quantified in terms of an elasticity coefficient and regulatory capacity in terms of a control coefficient. Metabolic regulation can therefore be described in terms of metabolic control analysis. The combined response relationship of control analysis relates regulability and regulatory capacity and allows quantification of the regulatory importance of the various interactions of regulators with enzymes in the system. On this basis we propose a quantitative terminology and analysis of metabolic regulation that shows what we should measure experimentally and how we should interpret the results. Analysis and numerical simulation of a simple model system serves to demonstrate our treatment.
We show how metabolic regulation as commonly understood in biochemistry can be described in terms of metabolic control analysis. The steady-state values of the variables of metabolic systems (fluxes and concentrations) are determined by a set of parameters. Some of these parameters are concentrations that are set by the environment of the system; they can act as external regulators by communicating changes in the environment to the metabolic system. How effectively a system is regulated depends both on the degree to which the activity of the regulatory enzyme with which a regulator interacts directly can be altered by the regulator (its regulability) and on the ability of the regulatory enzyme to transmit the changes to the rest of the system (its regulatory capacity). The regulatory response of a system also depends on its internal organisation around key variable metabolites that act as internal regulators. The regulatory performance of the system can be judged in terms of how sensitively the fluxes respond to the external stimulus and to what degree homeostasis in the concentrations of the internal regulators is maintained. We show how, on the level of both external and internal regulation, regulability can be quantified in terms of an elasticity coefficient and regulatory capacity in terms of a control coefficient. Metabolic regulation can therefore be described in terms of metabolic control analysis. The combined response relationship of control analysis relates regulability and regulatory capacity and allows quantification of the regulatory importance of the various interactions of regulators with enzymes in the system. On this basis we propose a quantitative terminology and analysis of metabolic regulation that shows what we should measure experimentally and how we should interpret the results. Analysis and numerical simulation of a simple model system serves to demonstrate our treatment.
Since the discovery of the phenomenon of end-product inhibition in cellular metabolism 11, 21 and the formulation of the first definite ideas on metabolic regulation [3] , a vast amount of research has yielded many intricate ways in which enzyme activity and concentration can be changed : cooperative and allosteric effects 14-61, covalent modification cascades [7] , genetic mechanisms of induction and repression [S] , to mention a few. The terms 'regulation' and 'control' have been applied indiscriminately to all of these phenomena, even to man-made manipulations, so much so that they have almost become devoid of any specific, and therefore useful, meaning. Being terms that are also used, often uncritically, in everyday life, they are admittedly difficult to define qualitatively, and even more so quantitatively, in a specific context such as metabolism, although notable exceptions exist [9 - 111. Quantitative definition of control and regulation implies the use of a suitable mathematical framework. Such a framework, called metabolic control analysis, has been under development during the last two decades [12, 131. In this paper we use the medium of control analysis to reassess the concept of metabolic regulation, specifically, shortterm regulation of a steady state through mechanisms that change enzyme activity. This means that we first distinguish regulation from control, and then, by reusing old terms and sometimes suggesting new ones, we create a terminology and Correspondence to J.-H. S. Hofmeyr, Department of Biochemistry, University of Stellenbosch, Stellenbosch, South Africa 7600 quantitative framework which we hope is both precise and rich enough to serve in future discussions of metabolic regulation and to guide future experimental investigations of metabolism. Although we do not treat variable gene expression, this level of metabolic regulation can also be described in terms of metabolic control analysis [14] .
Metabolic regulation : a performance characteristic
In the technological systems that biochemists are fond of using as analogies for metabolic systems, the concept of regulation is intimately linked with the function for which such systems have been designed ; it usually entails constancy of some property of the regulated system, such as the temperature in a thermostatically controlled water bath, in the face of external changes (this feature is equivalent to homeostasis in biological systems). Regulation is therefore evaluated in terms of the performance of the system, not in terms of the existence of specific mechanisms. Likewise, in metabolic systems, our interpretation of regulation of a steady state should be linked to our perception of the function of a specific pathway and, therefore, to certain measurable performance characteristics. With regard to choosing a suitable performance characteristic there is a marked difference between treatments of technological and metabolic regulation. Rates seldom enter the discussion of technological systems, e. g. the rate at which heat flows from the heating element through the water and out through the container walls of a thermostatted water bath; the focus is usually on the constancy of some property such as temperature. However, for the biochemist the primary result of metabolic regulation is sensitive adjustment of the rates of processes, i.e. the adaptation of metabolic fluxes to changing external conditions. Various designs which achieve this goal efficiently have evolved; all of these designs automatically feature some degree of homeostasis of certain key metabolite concentrations. Nevertheless, despite the difference in emphasis, we think there is a reasonably exact parallel: in a water bath we do want to allow for variation in the flux of heat, but we do not want the 'concentration' of heat (i.e. the temperature) to vary; an effectively regulated metabolic system must likewise allow the flux of matter to vary with the least possible variation in metabolic concentrations. We judge the success of the design by how much the first can vary without variation in the second. We shall consider both of these aspects of metabolic regulation and their relationship with one another.
Definitions
Metabolic systems. In this paper a metabolic system consists of a network of enzyme-catalysed reactions (including membrane-associated transport steps) that are all chemically coupled to each other by common intermediates. The system is open in the sense that it is connected to its environment either through certain substrates or products, the levels of which are buffered by processes external to the system and are therefore effectively constant, or through unidirectional source or sink reactions. We make the simplifying assumption that the system behaves as a 'well-stirred reactor', i.e. that metabolites are at all times uniformly distributed through the space occupied by the system so that no concentration gradients exist within the system, except across membranes. A time hierarchy [lo, 15, 161 divides the processes and entities by which such systems are described into three classes: those of which the rates of change can be measured during the time of observation (here we choose the 'metabolic' frame of the time hierarchy where changes in enzyme rates and metabolite concentrations are observed), those that change at faster rates and which can therefore be regarded as frozen into a nearequilibrium distribution (e. g. intermediates of enzyme reactions) and those that change at rates that are slow compared to the metabolic time frame. This last class of effectively constant quantities, such as enzyme concentrations, conserved moieties and external effectors, together with the constant terminal metabolites mentioned above and the kinetic and thermodynamic constants of enzymes form the parameter set of the system. Because a system can only be regulated through a change in one or more of the parameters we describe and classify them more fully.
Parameters. For any given set of circumstances the system parameters can be divided into internal and external parameters. In classical engineering control theory, internal parameters are just called parameters, while external parameters are known variously as independent variables, inputs or forcing functions [17] . Internal parameters are those quantities whose values, although not invariant in the absolute sense, are fixed characteristics of a particular system, e. g. the thermodynamic and kinetic constants of the enzyme reactions (K, K,, Ki, k,,,, etc.). External parameters are those quantities through which the environment can affect the system, by evolutionary design or through noise. Most realistic external parameters are concentrations, e. g. those of enzymes, terminal metabolites, conserved moieties of cofactors, and external effectors, such as inhibitors, activators, hormones or growth factors; their levels are set by the environment of the system and do not depend in any way on what happens in the system itself.
This distinction between internal and external parameters is important because changes in the environment can only be communicated to the system through changes in external parameters. In other words, only external parameters can act as the mediators through which changes are brought about in the steady state of a system. Parameters that satisfy this role have been called steering parameters [Ill. We are grateful to a referee for pointing out that this use of the word steering could imply an anthropomorphic misconception. However, we consider, in common, we believe, with most biochemists, that metabolic systems have evolved so that certain parameters play a major role in transmitting external changes to the steady-state behaviour of the system, analogous to the role of the steering wheel of a vehicle. To describe such transmission as steering should not imply that the parameter in question is the only one with any influence on the steady state, any more than referring to the steering wheel implies that other parameters, such as the condition of the tyres or slope and wetness of the road, have no importance.
Asymptotically-stable steady states. In contrast to closed reaction systems that eventually attain true chemical equilibrium, open metabolic systems reach a steady state where all variable metabolite concentrations remain constant in time, but where there is a non-zero flux of matter through the system, measured as the net reaction rate at any individual reaction. We assume the steady state to be asymptotically stable. This means that, if we regard the set of steady-state concentrations as describing a point in a multidimensional space, then there exists a neighbourhood (a 'basin' in the parlance of dynamical systems theory [18] ) around that point from which the steady-state point is always approached in time, i.e. if the initial concentrations correspond to any point in that neighbourhood, the system eventually reaches the same steady state. Besides this dynamic stability we also assume structural stability, which means that after a perturbation in one of the parameters the system relaxes to a closely neighbouring steady state.
Metabolic variables. The system parameters as well as structural features of the system such as the stoichiometry of each reaction, determine the steady-state values of the fluxes and the intermediate metabolite concentrations or any functions based on them (such as concentration ratios, mole fractions, chemical or membrane potentials). These are the dependent variables of the metabolic system (in classical control theory these variable entities belonging to the system itself are known as outputs [17] ).
Control ojmetabolic steady states. When we discuss the behaviour of metabolic systems we need to distinguish between two levels of description. One is described here, the other in the next section. On the lower level one is concerned with the characterisation of the dynamic state of the metabolic system, usually the steady state, in terms of the values of the state variables (such as the fluxes and metabolite concentrations) and how they are determined and influenced by the system parameters. Here one asks to what degree a change in any parameter affects the steady state, irrespective of whether or not the parameter actually changes under physiological conditions. There is a growing consensus [ll, 191 that the concept of control should be used in this descriptive level. Control analysis therefore characterizes a steady state in terms of control coefficients, equal to the percentage change in a steady-state variable such as a flux or metabolite concentration in response to a one percent change in the activity of any enzyme-catalysed step.
More specifically, the control coefficients are defined as [20, 211: where ui is the activity of the enzyme and Y is any variable of the system, i.e. it may be either a steady-state flux (in which case we would write it as J so that Ci, is a flux-control coefficient) or a steady-state concentration (in which case we would write it as S j so that C c is a concentration-control coefficient; concentrations of enzymes, E, or of metabolites S or X are represented by capital italic letters E, S o r X). Usually, the symbols for control coefficients are abbreviated to C: and Control coefficients are useful mainly because they are both experimentally measurable and they form the basis of a consistent body of theory [12, 191 that relates these measures of control to each other (summation properties) and to the local properties of all the enzyme reactions in the system (connectivity properties). The local properties of an enzyme reaction are embodied in a set of elasticity coefficients, each showing how the rate of the enzyme varies with concentration of a metabolite S j that interacts directly with the enzyme, be it substrate, product, cofactor or effector. Elasticity coefficients are defined as:
where vi is the net rate through reaction i. This definition implies that the measurement of an elasticity coefficient towards a metabolite must be made at constant concentrations (Sk, SL, . . .) of all other molecules that interact with that specific enzyme and, in particular, at the prevailing steady-state values. If the rate equation is known, an elasticity coefficient can be obtained as the scaled partial derivative of the rate function towards an interacting metabolite. Usually, the symbol for an elasticity coefficient is abbreviated to E:..
The theorems of control analysis allow one to express control Coefficients in terms of elasticity coefficients and, consequently, to describe global systemic properties in terms of the properties of the enzymes themselves. Various matrix methods [22 -281 and graph-theoretical methods [29] have been developed to accomplish this and, more recently, a schematic method [30] , similar in spirit to the King-Altman method [31] in that it avoids most of the tedious algebra, while aiding one's understanding of the behaviour of steady states.
Metabolic regulation. On a higher level of description the metabolic system is placed in a broader context by identifying the parameters through which the environment communicates with the system and brings about a change in the steady state. Here matters such as the function and design of the system enter the discussion. We would, for example, like to understand how the design features of the system determine its response to changes in the environment. This level seems to correspond with what biochemists call metabolic regulation.
If we generally mean by regulation the response or performance of the system in the face of changes in its environment [32] , then it follows from the above that a system can only be regulated by changes in the steering external par- the regulator is a moiety-conserved pair of metabolites MI and Mz; the sum of their concentrations is constant. M2 is regarded as the metabolically important regulator; supply and demand therefore refer to M2. X, and Xd represent the external regulators that act on the supply and demand blocks respectively (if necessary, they can also represent a supply precursor or demand product). The E symbols represent elasticity coefficients that describe the response of either the rate of supply or demand to external and internal regulators ameters, which are chemical species that we shall call external regulators. However, our current perception of the design of metabolic systems is that this response in the steady-state fluxes and concentrations to a change in an external regulator is itself internally regulated by being coordinated around key metabolite(s) internal to the system. These metabolites, which we shall call internal regulators, stand in a feedback relationship [33] with the enzyme rates of the system, i.e. a circular causal relationship in which the steady-state concentrations of these key metabolites and the enzyme rates are interdependent. On the one hand, the enzyme rates determine the steady-state concentrations of internal regulators; on the other hand, enzymes in different parts of the system sense and respond to changes in the concentration(s) of internal regulators.
Metabolic regulation is therefore mediated first by external and second by internal regulators. We regard any enzyme with which any such a regulator interacts directly either as substrate, product or effector as a regulatory enzyme. To what extent the enzyme satisfies this role in any specific steady state depends on the degree to which its activity can be changed by the regulators (its regulability) and its ability to transmit this change in activity to the system (its regulatory capacity). We shall propose quantitative measures for each of these aspects of the regulated response; these measures show that, whereas regulability is a local enzymic property, regulatory capacity is as much a property of the system as it is a property of the regulatory enzyme. Note that we identify a regulatory enzyme solely on the basis of its direct interaction with a regulator, not because it exhibits non-Michaelis-Menten kinetic behaviour. We shall show that the kinetic properties of the enzyme are properly expressed in its regulability.
Some biochemists would probably make a distinction between 'natural' and 'unnatural' external regulators, in the sense that the chemical signals through which a biological system regulates itself are natural, while foreign signals that affect the system, e. g. pharmacological substances, toxins, etc., are unnatural. Whether such a distinction is useful depends on the context of discussion, but as it does not affect our quantitative analysis, we shall ignore it. Another aspect of regulation is the system's response towards 'noise' in its parameters: one would expect both the steady-state fluxes and concentrations of a well-regulated system to be buffered against noise. We shall not discuss this further beyond noting that our treatment holds for a change in any parameter, whether it is regarded as a regulator or not.
How then can we determine quantitatively how 'well' a system is regulated? We propose that a system is well-regulated if, in response to a change in an external regulator, the steadystate fluxes adapt sensitively, while the concentration(s) of the internal regulator(s) which mediate the response show little change. The rest of this paper illustrates this statement in terms of the language of metabolic control analysis. However, we must stress that this framework only allows us to consider the effects of small changes in the levels of regulators. Due to the non-linearity of metabolic behaviour, no amount of algebraic manipulation will allow us to predict precisely the effects on the steady state of large changes in a parameter.
Regulation by external regulators
On which factors does the regulation of the system by changes in an external regulator depend? In metabolic control analysis the responses in fluxes and steady-state concentrations to changes in any external parameter are expressed as response coefficients, which have the same mathematical form as control coefficients:
where Y may be either a steady-state flux J, or a steady-state concentration Sj, as in Eqn (1) and Xis the external parameter, which in our case is the external regulator.
The combined response property [ 121 relates the response coefficient, which measures the magnitude of the regulated response, to two properties of the regulatory enzyme. If regulator X interacts with Ei the combined flux-response equation can be written as
Similarly, the effect on Sj by a change in Xis described by More generally, if X interacts with more than one enzyme, the combined response equation consists of a sum of terms, each of which quantifies the regulatory importance of the interaction of X with one of the enzymes Ei [34] :
I
The combined response relationship gives substance to our recognition that the response to a change in the external regulator must always be mediated by the regulatory enzyme(s), i.e. those enzyme(s) with which the regulator interacts directly; it shows that the response of the system is determined both by the capacity of the regulatory enzyme to transmit changes in its activity to the system and its regulability by the regulator. Regulatory capacity corresponds to a control coefficient of the regulatory enzyme, while regulability is equivalent to the elasticity of the enzyme towards the regulator.
Internal regulutors and the regulated response
For the purpose of analysing regulated responses in terms of internal regulators, it is important to recognise that each internal regulator divides the system into two conversion blocks which cominunicate with each other through the regulator: a supply (biosynthetic) block and a demand (utilisation) block. Two fundamental ways exist by which the supply and demand blocks are linked to each other by the internal regulator [35] : (a) the metabolite is the product of the supply block and the substrate for the demand block, which in turn takes it on to form a new substance ( Fig. l a ) ; (b) the regulator consists of a metabolite pair which is interconverted by the two blocks, i.e. the supply block converts one member of the pair to the other, while the demand block reverses the action by means of a different reaction (Fig. 1 b) . End products of biosynthesis, such as amino acids and nucleotides, form linkages of the first type, while the best known examples of the second type are the ATP/ADP and NAD(P)H/NAD(P) + couples. One member of the couple is usually regarded as the metabolically important one, e.g. ATP or NAD(P)H (M2 in Fig. 1 b) , and supply and demand refer to them. An important difference between the two types of linkage is that while in the first type the linking metabolite is free to assume any concentration, the sum of the concentrations of the two forms of the second type of linker is constant (they form a moietyconserved cycle [36] ).
In the basic models depicted in Fig. 1 the pathway can be regulated externally through changes in the generalised external regulators X, and x d . We first discuss the system depicted in Fig. 1 a. The responses in J and A4 are given by: R i s = C~u p p~y~~~p l y (7)
(10)
The regulatory capacity of the supply and demand blocks enters these equations in the form of their J-control and Mcontrol coefficients, which in turn depend on the local properties of the supply and demand blocks (as quantified by c s~p l y and &emand) as follows:
where Q = -#'PLy/c$mand. We make the reasonable assumption that c S z P f y < 0 and c p d > 0, i.e. that increasing M decreases the rate of supply and increases the rate of demand. This means that the ratio Q, which plays a fundamental role in these equations, is normally positive. Eqns (1 1 -14) show that the distribution of flux control depends on the value of Q, while the magnitude of M-control depends on the sum if the flux is to be effectively regulated under these conditions. The conditions for effective regulation via the supply block are not discussed here, as they obviously mirror the conditions of those for regulation via the demand block.
There is another way of interpreting the ratio Q. In classical control engineering Q is called the 'loop gain' and serves as a measure of the ability of feedback to reduce the effects of external perturbations on the system [17, 371 . Note that although we have defined Q as a ratio of elasticity coefficients, it simplifies to the ratio (-~~s s u , , A comparison of the two situations, e. g. or ~g~~~~ ---f 0, Q approaches infinity and there is near-perfect homeostasis in M . In a subsequent publication [I71 Riggs wrote: "Coining a new synonym for a well-established term is a criminal act, especially in a field already distinguished by the richness and opacity of its jargon. In an attempt to purge myself of semantic sin, I hereby abandon 'Homeostatic Index' in favor of 'Open-loop gain'. . ." to which he gave the symbol
[OLG](jO). However, we feel that this symbol and the term are less transparent to biochemists than one might hope; even 'homeostatic index', which says nothing about flux regulation, paints only half of the picture. Because we cannot deduce all the internal regulatory properties of a system from the ratio Q alone, we shall not give it a name, but just refer to it as the ratio of supply to demand elasticities. Now consider the model system in Fig. 1 b. Whereas in the first type of linkage we considered changes in the free concentration of M, the two forms of the regulator M I and M2 cannot change independently; because of moiety conservation, a change in the one must be accompanied by an equal and opposite change in the other. However, if the ratio of concentrations M 2 / M I is considered as the appropriate internal regulator, it can be shown (Appendix A) that the expressions for the control coefficients of the supply and demand blocks in terms of elasticities are equivalent to those in Eqns (1 1 -14) , except that in all of them M is replaced by M 2 / M 1 . (12) and (14) at constant values of either @'p'y or
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This implies that the above conditions for effective regulation hold for this system also.
Internal regulation in a model metabolic system
Up to now we have deliberately treated the supply and demand blocks as black boxes. This treatment resulted in the simplified systems in Fig. 1 , control analysis of which allowed us to obtain and understand the regulated response in terms and &~~~) .
We now need to explore the nature and fine structure of these elasticities, so that we can identify the enzymes that take part in the internally regulated response and of the two elasticity coefficients ~2~'~ and &grnand (or Gy2, associate their regulatory capacity and regulability with measurable entities. For this purpose we analyse the model system in Fig. 3 a. This system typifies a biosynthetic pathway that produces an end-product S3, say, an amino acid, for use in cellular processes such as protein synthesis and other reactions that consume the amino acid. It represents a system of the type in Fig. 1 a with S3 serving as the internal regulator M. We regard the primary function of the pathway as matching the rate of supply of S3 with the rate of demand. We have shown that this is only possible if the supply block is sensitive to changes in S3, for instance through mechanisms such as end-product inhibition of E (although mass-action communication through the chain is not ruled out in S3, which reflects a change in the rate of demand, then automatically adjusts the supply rate in such a way that it matches the new rate of demand.
The full control analysis of this system is given in Appendix B. Here, as before, we divide the system into a conversion block, consisting of El, E2 and E3, which supplies S3, and the demand block E4. Control analysis of this simplified system, which is depicted in Fig. 3b , gives:
The elasticities E ;~~ and ~f :
are equivalent to ~g~~'~ and respectively, and the ratio Q for this system is
The entity ciZ3 must be understood as a group or block elasticity coefficient [22, 39, 401 . It measures the sensitivity of the flux f , local to the supply block with respect to a change in S3. Similarly, shows how sensitive the demand flux fd is to a change in s3. Of course, the two fluxes J, and fd always have the same numerical value in the steady state, but for the purpose of analysing block elasticities they can be regarded as separate fluxes. A block elasticity such as ci23 can be resolved into individual enzyme elasticities simply by realising that it is conceptually the same as the f,-response coefficient of the supply block with respect to a change in S3, and can therefore be expressed in terms of the combined response equation The elasticity E: can be similarly analysed as a block elasticity which corresponds to the fd-response coefficient of the (isolated) demand block with respect to a change in S3. Written in the form of a combined response, Ef: = CpE:. which shows that if an external regulator acts on any one specific demand flux, its overall effect will depend on the relative values of the demand fluxes. The above analysis specifies the regulatory capacities and regulabilities of the regulatory enzymes in any specific steady state. By definition, El and E3 are the regulatory enzymes in the supply block, as they interact directly with S3. Eqn (25) identities Cp as the regulatory capacity of El, E: as its regulability by the internal regulator S3, and C;. and E: as the corresponding quantities for E3. The regulatory importance of the interactions of S3 with El and E3 respectively is given by the two right-hand terms in Eqn (25) . Similarly, E4 must also be regarded as a regulatory enzyme; as it is the only enzyme in the demand flux J d , its regulatory capacity must be one, while its regulability is given by E:. The regulatory importance of this interaction of S3 is given by the term C~E : , which here reduces to 8:. We have now obtained the fine structure of the block elasticities. The analysis of the system in Fig. 3 (Eqns 20 -30 ) has been general and no assumptions have been made about the specific thermodynamic and kinetic properties of the enzymes that would limit the values of the elasticities in our model system. Now we ask how the assignment of specific properties to the reactions would affect the values of the block elasticities. In real pathways of the type in Fig. 3a the first enzyme is often unidirectional and insensitive to changes in the concentration of its product, i.e. F: = 0. From Eqns (26) and (28), it follows that under these conditions Cp = 1 and regulatory enzyme of any importance; although E3 is by defic J~ --0, and therefore that E :~~ = E:. El is therefore the only nition a regulatory enzyme because of its interaction with the regulator S3, it has no regulatory capacity. Note again that the regulatory capacity of these enzymes is decided by their control coefficients in the biosynthetic subsystem, not in the entire system, where, if E; were quite small, Ci, Ci and C; would all be approximately zero; see Eqns (62 -65) in Appendix B.
El usually binds its substrate and its allosteric effector cooperatively. Partial differentiation of a typical Hill equation for the reaction rate u1 with respect to an allosteric effector concentration S,, and scaling with the factor S,/vl gives the expression where h is the Hill coefficient and (S3)0.5 is the value of S3 that gives half-limiting rate. It follows that the maximum absolute value that E: can achieve is h ; values of h typically vary between 1 (no cooperativity) and 4. In this discussion we assume an intermediate value of 2. (Negative cooperativity, with h less than 1, is also sometimes observed, but its significance in enzyme regulation is not clear and we shall ignore it here.)
If the rate of the unidirectional demand rcaction catalysed by E4 is a hyperbolic function of S,, then e: will vary between 0 (saturated) and I (unsaturated). This follows from the equation (33) where K,, is the Michaelis constant of the demand reaction for S3. We can now ask how insensitive the demand block must be to changes in S3, i.e. how small E: must be, in order to allow effective flux control by demand. If we regard a fluxcontrol coefficient of at least 0.9 as indicative of effective fluxcontrol, then, since C i = Q/(l + Q), Q should be at least 9.
From the definition of Q in Eqn (24) it follows that E: should not be greater than 0.22 (remember that we have taken 2 as the limit for the absolute value of c :~~) .
The factor 1/(1 + Q) is 0.1, indicating that the S,-control coefficients have 10% of the value that they would have had were there no feedback, i.e. if E :~~ = 0 and we compared the two situations at the same steady-state value of S3.
These conditions do not allow for regulation of flux by external regulators acting on the supply block, since C ; , , , , , , here equal to C;23 = C : + C; + C;, is small (0.1). A decrease in Q, either through a decrease in &iZ3 or an increase in E/: or both, will increase the value of C&,,,, and therefore the capacity for regulation by supply.
Consider the situation where there is no allosteric endproduct inhibition of El by s,; the only way that a change in S3 can be communicated upstream to El is through massaction or direct product inhibition. Now c i Z 3 = Cec: and one would expect the supply flux to be controlled by E3, the only feasible regulatory enzyme in the supply block. This is possible if, for instance, E: is small relative to -E : and -E : (see Eqn 28). Furthermore, effective regulation requires that v, be quite strongly sensitive to its product S3. Biochemists who have become used to thinking only in terms of endproduct inhibition schemes may object that such systems are unrealistic. Recently, Fell and Snell [41] pointed out the danger in assuming invariant design principles in the regulation of metabolic pathways. They studied mammalian serine biosynthesis, which comprises a three-step synthesis of serine from 3-phosphoglycerate via phosphohydroxypyruvate and phosphoserine. Under normal conditions in animal cells the first enzyme, 3-phosphoglycerate dehydrogenase, is not inhibited by the end-product serine, as it is in bacterial cells. In rats fed on a low protein diet the last enzyme, phosphoserine phosphatase, which would correspond to E3 in our system, has a high supply flux-control coefficient (a C? of up to 0.97) and is strongly product-inhibited by serine (E: values around 0.65), giving a respectable &iz3 value of 0.63. The high J,-control coefficient results, as predicted above, from a relatively small value of c; of 0.041. As one would expect, the fluxresponse coefficient with respect to the pathway substrate 3-phosphoglycerate is insignificant because of the low combined J,-control coefficient of the first two enzymes (0.03), even though their block elasticity towards 3-phosphoglycerate is high (1.6 -2.4). It is interesting that the authors deduced from these results that, at high flux, serine biosynthesis is regulated by demand rather than supply. Our present analysis shows that they could not deduce this from the information presented in the paper. Apart from &iz3 one also needs the value of E:, which in this case must be very small (e.g. around 0.072) to give Q and C i values (9 and 0.9 respectively) high enough to ensure sensitive flux regulation by demand.
A numerical example
Analyses such as the above give insight into the nature of internally regulated responses towards small changes in external regulators. N o such analytical protocols are available when we want to study the behaviour of the system with wider ranges of variation in such parameters. However, numerical simulations of specific systems go a long way towards fulfilling this goal. Here we use the computer program MetaModel [42, 431 to investigate the regulatory response of the model system in Fig. 3a towards changes in an external regulator that acts via the demand block. We simulate such changes in the activity of demand by varying the limiting reaction velocity V4 of E4, at the following values of the Hill coefficient h for binding of S3 by El : 1 (no cooperativity), 2 (moderate cooperativity) and 4 (strong cooperativity).
The four enzymes are represented by the following kinetic equations:
The concentration of Xo was set at 10. The steady-state flux and concentrations, and all the relevant control and elasticity coefficients, were calculated for V4 values in the range 0.2 -6. However, as we wanted to follow &i2,, E: and their ratio Q , we also represented the individual dependence of the supply and demand rates on S3 on the same two-dimensional graph (see legend to Fig. 4) . Fig. 4a and d show that, as the demand is varied by external regulation, the flux, J, adapts sensitively in all three systems; the more cooperative the binding of S, by El, the lower For V4 I 2.7 all three systems show reasonably effective flux control by demand, the system with h = 1 having the highest Ci. This is because E4 is more than 94% saturated by the relatively high steady-state S3 concentrations that prevail in the system with h = 1, which leads to low values of c:. At higher V4 the system with h = 4 controls the flux more effectively; it maintains a C i above 0.8 over the whole range of V,. Homeostasis of S3 also increases with h ; in the system with h = 4, I Cz3 I remains below 0.6 throughout, while, in the system with h = 1, it increases up to 2.4.
How do the properties of the system determine the regulatory response to changes in the concentration of the internal regulator S3 brought about by external regulation (as shown in Fig. 4 )'? Our theoretical analysis has shown that internal regulation can be understood in terms of c$ and their ratio Q; all of these are functions of S3 and should therefore be plotted against S3 (Fig. 5a and c) . These graphs show the advantages of a high Hill coefficient of El for binding of S,: it offers a metabolic system both high elasticities of supply and high Q at low S 3 , and, therefore, both effective homeostasis and sensitive regulation of flux throughout the range of demand variation. Cp is directly proportional to the sum E$ + c:23 (see Eqn 23); when h = 2 or h = 4 the high and increasing E :~~ dominates this sum throughout, confirming the notion that homeostasis of the internal regulator is associated mainly with the elasticity of the supply block towards the regulator. When h = 1, the two elasticities, which change in opposite directions, have comparable magnitudes and allow the sum to go through a minimum and. therefore, 1Ci.l through the maximum that is observed in Fig. 4c . As E/: does not depend on properties of the supply block and is therefore the same at the different values of h, the differences in Q between the three systems in Fig. 5c depend only on c$23 .
The internal behaviour of the system at low and at high flux is shown in Fig. 5 b and d , in which is plotted the variation in the elasticities and Q with J, the other internal steady-state variable. In all three systems E :~~ approaches h when J is low (Fig. 5b) . Eqn (25) has shown that e:23 is the sum of two internal regulatory interactions each of which can be written as a combined response. In the systems where h = 2 and h = 4 the regulatory importance of the interaction of S3 with E3 is zero since the regulatory capacity C e is zero throughout (results not shown). The regulatory capacity Cp equals one throughout, and the regulatory importance of the interaction of S3 with El varies strictly with e$ and cannot exceed the maximum of h. When h = 1, I ~i~~ I > 1 at low values of J ; this means that the regulatory importance of the interaction of S3 with E3 must be significant. Fig. 6 shows how E $~~ for the system with h = 1 can be split into the two combined response terms; both play a role in the regulatory response at all J values. Also shown is the variation of the individual regulatory capacities C p and C p and regulabilities E: and E: with S 3 . At any specific flux in Fig. 5d the system with the highest value of Q is most sensitive for regulation of flux by demand. In the flux range 0.1 -2.7 the system with h = 1 is more sensitive than the others, but at higher flux its Q falls steeply. When h = 4, Q is sufficiently high to ensure sensitive regulation through a wider range of flux (compare these results with the C i in Fig. 4d ).
Besides giving substance to our theoretical analysis of the regulated response in the model system, the simulation also provides information that falls outside the domain of control analysis. It shows how quantities of interest vary over a wide range of parameter values; it gives a limit of between 5 and 6 rate units for the maximum flux that the supply system can carry. The simulation described here is a limited instance of a wide range of 'what if?' questions that can be investigated by computer, until such time that we have available more techniques for the study of metabolic behaviour in vivo.
The experimental investigation of internal regulation
Our analysis has yielded the two block elasticities towards an internal regulator as the quantities of primary interest in the study of the internally regulated response. In principle we can calculate the values of these block elasticities from the values of the individual elasticity coefficients by using expressions such as Eqn (29) . There are, however, a number of indirect ways of obtaining the ratio Q and its components.
If only Q is required one need only measure one of the block control coefficients C&,,, or ';jemand, each of which is the sum of individual flux-control coefficients in the block. From Eqns (11) and (12) it follows that
The individual elasticity coefficients can be obtained from the following two equations derived from Eqns (1 1 -14): El: = If we have some way of modulating the demand activity and measuring J a n d S3 we can obtain ~k~~. Eqn (42) suggests that we have to measure all the J and S 3 control coefficients of the three supply enzymes, but usually this is not so. The expressions for the control coefficients in Appendix B show that, besides the equality in Eqn (42) , the following equations also hold: (43) so that one need modulate only one of the three supply enzymes, preferably one with high J and S3 control coefficients.
Although the above provides the theoretical background for the experimental procedure, one does not have to calculate the control coefficients in practice. The numerical simulation described in the previous section suggests a way of obtaining the individual elasticities c i 2 3 and c; graphically. We saw that if we manipulated the demand activity and measured the concomitant changes in J and S3, the (concentration, flux) data pairs fell on the curve that traced out the response of the supply flux J, to changes in S3. At any specific steady-state point the scaled slope of the tangent to this curve would give the value for Alternatively one could plot log J against log S3 and obtain the elasticity directly from the slope of the tangent at any point. To obtain the value for E: the supply activity would have to be manipulated in some way and the above procedure followed. This protocol is similar to the one for obtaining the elasticity coefficients of a system as described by Kacser and Burns in their first paper on control analysis [12] .
The redundancy shown by Eqn (42) will always obtain when the internal regulator cleanly divides the system into supply and demand blocks which cannot communicate except through the regulator. If, however, there is communication between the two blocks via other metabolites, then a full equation such as Eqn (42) must be used. This problem can be illustrated by analysing S2 as internal regulator, although this would make no sense in view of our perception of the design and function of the pathway. Whereas the supply and demand blocks on either side of S3 can only affect each other through changes in S3, the two blocks flanking S2 can, besides through changes in S2, also communicate via changes in S3. This is, of course, a one-way linkage in the sense that only a change in the demand flux (Jd) through E3-E4 can affect the S2 biosynthetic flux (Js) via changes in S3, whereas the opposite is not true. One would therefore not expect this to be a problem when analysing ~2~: (44) However, when El and E2 are interchanged with E3 and E4, the corresponding relationship does not hold. (45) We leave it to the reader to verify this from the equations in Appendix B. As an aside, we may comment that this problem could in practice prove useful for identifying unknown interactions. If, when considering S j as an internal regulator, two enzymes on the same side as S j give different values for the relevant block elasticity with respect to Sj, then there must be a metabolite S k between the two enzymes that interacts with the flux on the other side of S j .
DISCUSSION
The impetus for this paper was provided by discussions at a recent workshop [19] . It was clear that, although there was near consensus about how we should use the term control, much confusion existed around the use of the term metabolic regulation and how it should be treated in control analytic terms. Our suggested lexicon of terms (Appendix C) for describing metabolic regulation, and their quantitative interpretations, is in accordance with the proposals of Knowles et al. [44] , made at that workshop, that a measure of regulatory importance should be a combination of the control exerted by an enzyme and its regulability, i.e. the degree to which its activity can be changed by an effector.
Since the middle 1950's many authors have proposed various definitions for control, regulation, regulatory enzymes and the regulatory importance of an enzyme (see [15] for a history of ideas about regulatory enzymes and their identification). It is important to note that metabolic regulation was originally recognised as a result of observing the performance of the metabolic system, without knowing exactly what the molecular mechanism responsible for this behaviour was. Once the mechanism had been identified as end-product inhibition of an allosteric enzyme that often showed cooperativity with respect to binding of substrate and allosteric effector, the term regulatory enzyme was appropriated for this specific type. Although many authors agreed that regulatory enzymes should at least be affected by modifiers other than immediate substrates or products, regulatory or control enzymes were often just enzymes that typically gave velocity/substrate curves which are sigmoidal rather than hyperbolic [45] . Emphasis thus fell mostly on the properties of enzymes and not on the performance of the metabolic system as a whole, although some definitions have included systemic criteria, such as that the properties of the enzyme should influence either steadystate concentrations or fluxes [46, 471. Atkinson [9] showed that where an enzyme strongly binds either member of cofactor pairs such as ATP/ADP or ATP/AMP at its active site, modification of the relative affinities for the two ligands can lead to regulated responses in the absence of any modifier effects.
Of course we make no claim to be the first to propose a way of quantitatively describing metabolic regulation. In some ways our treatment corresponds to that of Savageau [50] . He uses his own framework of biochemical systems theory and he emphasises the importance of the loop gain for homeostatic regulation. However, in his treatment there is no mention of flux regulation, only of regulation of metabolite concentrations. Besides the fact that he regarded all reactions in his systems as unidirectional, thereby precluding regulatory mechanisms such as the one found in mammalian serine biosynthesis [41] , we consider the omission of flux regulation as the greatest drawback of Savageau's treatment. Recent extensions to biochemical systems theory [Sl] could compensate for these factors, but we (and, in our experience, many other biochemists) feel more at home in the framework of control analysis.
Even closer to our treatment in terms of terminology is that of Crabtree and Newsholme [48, 49] . Although they also distinguish between a descriptive level for characterisation of a steady state in terms of the effects of parameter changes on metabolic variables, and a descriptive level for responses to the physiological environment through changes in certain external parameters, they use control for both descriptive levels, whereas we use it only for the first, preferring regulation for the second. They define a 'regulatory step' in a pathway (which would be catalysed by a regulatory enzyme) as one that can 'communicate' with all the reactions of the pathway (or flux) through a 'regulatory sequence'. Put in control analytic terms, this means all enzymes with non-zero flux-control coefficients. Our definition agrees with this in that only such enzymes can possibly have the capacity for regulation. Our added criterion, that a regulatory enzyme must interact directly with an external or internal regulator, agrees with their distinction between 'active' regulatory sequences which originate from regulatory enzymes that interact with a regulator, and 'inactive' sequences which do not. Furthermore, they distinguish between 'external' regulators (the same as ours) and 'partially external' regulators (which we would include under internal regulators). In a study of glycolysis they would afford ATP the status of partially external regulator, since the steady-state ATP concentration is not only determined by the glycolytic enzymes, but also by, for instance, demand processes. In our model system we could, according to the same reasoning, regard S3 as partially external to the supply block, as its concentration is also determined by demand. Therefore there is an arbitrary element to the designation of a regulator as partially external; it only depends on what one regards as the system. The crucial difference between internal and external regulators is that they are steady-state variables and parameters, respectively, which depend on the time hierarchy of processes in the experimental system. However, despite this seeming similarity in terminology, our quantitative approach differs considerably from theirs, and it is left to readers to decide which treatment is more suitable for their purposes.
Sauro [32] recently discussed regulation in the context of control analysis and proposed so-called partitioned regulatory coefficients as a measure of the relative importance of internal effectors during a 'regulatory response'. While acknowledging that the term regulation is usually ill-defined and used too loosely, Sauro endeavours to define regulation in a way that would include most of the ideas that biochemists have about regulation, i.e. 'some sort of response of metabolism to a change in an external influence'. More specifically, a 'regulatory response' would correspond to 'small changes to concentrations of substrates, effectors, products, etc., as a result of some external stimulus' [32] . The partitioned regulatory coefficients arise from his analysis of the contributions of each of these changes to the change in flux at a particular step. Although Sauro derives the partitioned regulatory coefficients differently, they arise naturally from the basic relationship between flux and concentration-control coefficients [IS, 521 which for the type of system discussed by Sauro (essentially the same as the scheme in Fig. 3a) simplifies to: n (46) c:, = 6ir+ c EkjCS'
where di, is the Kronecker delta (6, = 1 when i = r ; hi, = 0 when i # r). Dividing both sides by Cir gives (47) Each term in the sum corresponds to a partitioned regulatory coefficient. For the system in Fig. 3a one can write the partitioned regulatory coefficients of the effects of a change in v4 on the flux through El as:
These two coefficients show what fraction of the change in the flux through El can be attributed to changes in S1 and S 3 ,
respectively. To what degree the flux itself adapted to the change in v4 is immaterial, and in this we think the treatment falls short of describing regulation. According to Sauro's definition, any response of a metabolic system to a change in some external parameter must be a regulatory response, no matter what the response is. While the partitioned regulatory coefficients are useful for describing how a specific response at any enzymatic step can be split up into separate effects, their summation to unity diminishes their utility for comparing the regulatory performance of different systems.
In conclusion, the analytical approach described in this paper is but one of various ways in which steady-state regulation can be understood. We hope that our proposed terminology and analysis may prove useful for future work on metabolic regulation. APPENDIX ( A ) Control analysis of the pathway in Fig. I b Using the control analytical expressions appropriate to moiety-conserved systems [36] one can solve the J and M control coefficients of the pathway in Fig. 1 Substitution into Eqns (49 -54) and using the relationship C,X,) = Cz -C; [53] gives ( C ) A lexicon of metabolic regulation
We list here the definitions of the principal terms used in the paper, which we hope may be adopted for general use in metabolic control analysis.
Demand block, the part of the system that consumes the internal regulator under consideration.
External regulation, the bringing about of a change i n the steady state of a metabolic system through a change in the concentration of some external regulator. The flux-response or concentration-response coefficients of the external regulator measure the degree of regulation of flux or metabolite concentration, respectively.
External regulator, a concentration of a chemical species that is determined independently of interactions within the system; it therefore forms part of the parameter set for the steady state.
Internal regulation, coordination of the steady-state response of a metabolic system to external regulation by sensitising different parts of it to changes in an internal regulator. Such a response is called an internally regulated response.
Internal regulator, a metabolite concentration that is completely determined by the system parameters, but which fulfils a special role in being sensed and responded to by reactions in different parts of the system, often by reactions which are remote from it, i.e. reactions for which it is neither immediate substrate not immediate product. The part of the system that synthesizes the internal regulator is called the supply block, whereas the part that uses it is called the demand block. The pair of concentrations of the metabolites in a moietyconserved pair can also constitute an internal regulator.
Metabolic regulation, the response of a metabolic steady state to environmental changes seen as a combination of external and internal regulation.
Regulability, a local enzyme property that defines how effectively a change in an internal or external regulator can change the activity of the enzyme considered ; it is measured by the elasticity coefficient of the enzyme towards the regulator.
Regulated metabolic system, a system that has evolved to respond to specific environmental fluctuations while simultaneously minimising the response to others.
Regulatory capacity, a systemic property of a regulatory enzyme which describes how well a change in the activity of the enzyme can be transmitted to the rest of the system; it is measured by a flux or concentration-control coefficient of the enzyme.
Regulatory enzyme, any enzyme with which an internal or external regulator interacts directly is a regulatory enzyme. How effectively it can fulfil this role depends on its regulatory capacity and its regulability.
Regulatory importance, a property of an interaction between an internal or external regulator and a particular enzyme that describes the contribution of the interaction to a regulated response of a system. It is a term in the expression for the combined response of the system to a change in a regulator and consists of the product of a control coefficient of the regulatory enzyme (its regulatory capacity) and its elasticity towards a regulator (its regulability).
Supply block, the part of the system that synthesises the internal regulator under consideration.
