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Abstract: This work presents a novel approach for improving the detection capabilities of a chipless
Radio Frequency Identification (RFID) system based on quantile regression. The main drawback
of chipless RFID systems is the limited response of the tags due to the low-quality factor of the
resonators, used to encode the information in the tag. The detection becomes very challenging
especially for real-time data when noise is present. This work proposes the use of quantile regression
to enhance the system performance. A chipless RFID system prototype has been fabricated (as a
proof of concept) and experimentally assessed. The obtained results are quite satisfactory in the
potentialities of the proposed methodology.
Keywords: chipless RFID tag; quantile regression; microwave devices; wireless sensors
1. Introduction
Radio Frequency Identification (RFID) has been one of the most influential inventions in the
last decades. Over these years, this technology has become mature enough to be used in various
applications, such as health monitoring, supermarket food and goods tracking systems, libraries
in book tracking systems, environmental sensing [1], and for Internet of Things (IoT) applications.
The current research as regards chipless RFID focuses on cost and a compactness [2]. The RFID
technique that eliminates the use of the chip is called “chipless RFID” [3]. The chipless RFID
techniques can be divided into two groups based on the encoding mechanisms: time-domain (TD) or
frequency-domain (FD), as in Reference [4]. In order to overcome the issue of cost, different types of
approaches have been taken. In References [5,6], high-density compact chipless RFID tags for item-level
tagging and switch controlled RFID employing a external laser light source are presented, respectively.
Whereas, References [7,8] focus on low manufacturing cost, compactness, flexibility, and efficient
bandwidth utilization for IoT based sensing applications. In Reference [3,4,9–20], various shapes of
resonators are proposed to increase the compactness and flexibility. Nevertheless, some researchers
[21–28] have discussed various ways to increase the range of the RFID. Wherein, References [4,14]
have also proposed a way to increase the data capacity and coding capacity of RFID tag, respectively.
In Reference [11], a novel approach for a chipless RFID sensor tag design integrating dipole resonators
as the ID encoders and a circular microstrip patch antenna (CMPA) resonator as the crack sensor
for metal crack detection are proposed. In detection, reading, and identification of the tag, various
studies have been presented [29–32]. In Reference [33], the resonances in spectral encoded chipless
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RFIDs were performed. This method uses the second-order derivative of the phase of the signal
instead of its amplitude and does not require a reference signal. However, research from Reference [34]
draws attention towards the security of IoT devices against the attacks such as Denial of Service (DoS),
tag/reader anonymity, and tag impersonation.
In this work, an improvement to the detection capabilities of the chipless RFID system based on
quantile regression method is proposed. The work is organized as follows. Section 2 describes the
chipless RFID system and provides guidelines for the design of a chipless tag on spiral resonators.
In Section 3, the quantile regression model is explained in detail. Section 4 is devoted to the numerical
assessment. Later in Section 5, an experimental assessment is carried out with an experimental chipless
RFID system.
An implemented measurement campaign was performed considering different tag considering
different tag configurations by using copper tap tape. The tag was placed at 10 cm from the reader,
the power of the transmitter was −12 dBm. However, it is possible to increase the operative range
by increasing the power of the generator or antenna gain. Moreover, the noise was added (with the
resistive loads). The measured insertion losses y(β) collected with the SA124B receiver were processed
with the quantile regression tool in order to correctly identify the tag’s bits. An accuracy of 95% was
obtained with the experimental data demonstrating the accuracy of the quantile post-processing tool
of the proposed system. Finally, Section 6 reports the conclusions and some remarks on future work.
2. System Description
In this section, the description of a chipless RFID system is presented. Figure 1 shows the
schematic of the system. With reference to Figure 1, the reader contains a sweep signal generator,
a power splitter, a circulator, a mixer, a low pass filter, and an analog to digital converter. The mixer
down-converts the detected RF signal, and a low pass filter removes the high-frequency components.
This mixer with the lowpass filter implements a homodyne detector mandatory to retrieve the signal
correctly. A tag section comprises two main elements, spiral resonators, and two antennas. Here,
we have used multiple resonators in our experiment. As shown in Figure 1, all the resonators are in
cascade form, and they are connected with circular polarized antennas. The distance between the
reader and tag is defined as the operative range at which information is correctly retrieved from the tag
by the reader. When the RF signal impinges on the receiving (Rx) tag antenna and propagates further
towards the resonating circuit, cascaded spiral resonators produce phase frequency jumps at particular
frequencies of the spectrum, which encode the data bits. Later, when the signal has been passed
through the resonating cascade resonators, the unique spectral signature of the tag is transmitted
back by means of the transmitter antenna (Tx) tag. This re-transmitted encoded signal is detected and
presented to the reader. This digital signal is obtained on a computer system for the post-processing.
As a post-processor, we used a quantile regressor. A detailed description of the quantile model is
described later in the next sections.
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Figure 1. Chipless Radio Frequency Identification (RFID) system schematic.
Tag Description
This section provides the guidelines for the design of chipless tags based on spiral resonators.
In addition, The tag structure is given in Figure 2, it consists of the main microstrip feeding line and a
set of spiral resonators [35], which encode the data into bits.
R
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Figure 2. Layout of the spiral resonator and the equivalent shunt resonator circuit.
Spiral resonators provide better performance on thin laminates because the resonators are
fabricated in microstrip or coplanar waveguide technology. Spiral resonators are a better alternative to
the simple stub resonator, since they provide a satisfactory quality factor (Q) with respect to a simple
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stub resonator. As shown in Figure 2, the resonators are coupled to a microstrip line and modeled
using distributed elements. The design parameters and the layout calculation of the microstrip spiral
resonator are defined as follows.
The width of the microstrip line is W0, dgap is the gap between the resonator and feeding line,
and the width of the spiral conductor is Wsp1. The separation between the spiral conductors is dsp1,
the length and width of the spiral resonator is lsp1. l1 and l2 are the distance between the resonator and
ports. The total length has been represented by lsp,tot, Ψ is number of the spiral resonators sides, λm is
the wavelength, c0 is the light velocity, and ee is the permittivity of the dielectric substrate, respectively.
A small gap between the feeding line is used for activating the resonators [36].
lsp,tot =
Ψ+ 1
2
lsp +
Ψ− 1
2
dsp (Ψ odd) (1)
lsp ≈ λm − (Ψ− 1)dspΨ+ 1 (2)
fres =
c0
[(Ψ+ 1)lsp + (Ψ− 1)dsp]√ee . (3)
The total length of the spiral resonator has been estimated using Equation (1). The length
of the resonator lsp at the resonance wavelength λm can be calculated using the following
Equations (2) and (3), respectively. It is worth noticing that Equation (2) provides only a rough
approximation of the resonator length lsp. Please note that the above formulas are approximated and a
tuning phase frequency aimed at refining the resonator geometrical parameters is mandatory to obtain
an accurate resonance.
3. Quantile Regression for the Peak Detection
This section is aimed at explaining the quantile regression model used to improve the detection
capabilities of the chipless RFID system. Quantile regression, which was introduced by Koenker and
Bassett (1978) [37], seeks the estimation of conditional quantile functions. As given in Reference [38],
this model quantiles the conditional distribution of a response variable and expressed as a functions
of independent variables. Other linear regression models have the relationship between one or more
independent variables and the conditional mean of a response variable; in contrast, quantile regression
intends to find out the influence of independent variable(s) on a response variable in terms of range
variation and conditional distribution.
Therefore, quantile regression has the capacity to provide a whole picture of distribution
characteristics and a more complete statistical analysis [39]. In addition, quantile regression is more
robust to outliers relative to least squares regression when estimating parameters [40]. Furthermore,
the quantile regression model does not require any dataset for the training of a model like in the
classification model. The main difference between quantile regression with linear and other regression
models is that a quantile regression does not require any specific distribution like the others. In the
past decade, quantile regression has become very useful in comprehensive statistical analysis methods
applied in various fields such as economics, medicine, environmental science, survival analysis, botany,
and zoology in the form of linear or non-linear models [41].
Here, the quantile regression model has been adapted to predict the frequency shift and amplitude
variations of peaks of the resonators, which encode the data. A quantile regression is commonly
applied to solve parametric, non-parametric, and semi-parametric regression problems in statistics and
economics [42]. Quantile regression turns out to be particularly useful when the distribution formation
cannot be defined and the other regression models are not applicable or require too much customization.
It is worth noticing that depending on the problem at hand, there are different regression models
characterized by unique structure and responses depending on a measurement scale and distribution.
This is the situation of chipless RFID system where the peaks, which represent the information, could
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present a frequency shift and different depths values due to noise, material tolerances, and fabrication
defects. The peak depth and frequency shift are difficult to predict and model. As described in Figure 1,
when the RF signal is transmitted back with the unique spectral signature, the signal is recovered at
the reader. In particular, the encoded data can be observed in the insertion loss y signal. The behavior
of the y signal shows that at a particular frequency, the signal gives a phase frequency jump which
is recorded as peaks and represents the encoded bit value. In post-processing, the phase frequency,
observed in the signal behavior, is detected, and the decoded data bits from the signal are retrieved by
means of the quantile regression model. The mathematical model for the quantile has been described
as follows.
The y(m),m ∈ 1, 2, . . . , M, is the detected signal at the reader signal and β(m),m ∈ 1, 2, . . . , M,
are the frequencies at which resonators perform, where M ∈ N represents the number of samples.
The signal collected by the Rx antenna shows that the y signal does not follow any particular
distribution form. Therefore, in order to detect the peak, we have applied quantile regression on the
given data as a post-processor. As described earlier, the quantile method is very useful when the
signals distribution function is unknown. The theoretical quantiles of a random variable are commonly
and implicitly defined by its probability values. In which, through its observed probability values it
calculates the weighting function. The weighting function commonly gives the quantile of the given
data [42].
∧
µ = argminµ ∈ R
M
∑
m=1
(y(m)− µ)2 (4)
f (βm/Pr(y(m))) =
{
0 ; Pr ≥ ∧µ,
Pr ; Pr <
∧
µ.
∀ m = 1, ..., M ∈ N (5)
As per the model shown in references [42,43], the mean µ(y(m)), unconditional mean
∧
µ(y(m)) ∀ m ∈ 1, 2, . . . , M, and the variance σ(y(m)) of the signal y have been calculated.
The knowledge of mean value µ(y(m)) provide the unconditional mean
∧
µ and probability Pr(y) of the
signal y at a sample of the signal y. Equation (4) is the unconditional mean for all {m = 1, 2, . . . , M}.
It provides the mean value at a particular sample {m = 1, 2, . . . , M} of signal y. The following weight
function (5) calculates the weight of the function using the unconditional mean
∧
µ and the probability
Pr of the signal y(m). Equation (5) provides the peak of the signal as shown in numerical assessment.
However, the above mathematical model works only in ideal condition where there is no noise.
For all the samples, the weight of the function f (βm/Pr(y(m))) detects the location of the peak at
the given frequency range but in the case of frequency shift, Equation (5) fails. In addition, when we
considered the noise, the noise produces the frequency and amplitude shift as we have shown in
numerical assessment.
f (βm/y(m)) =
{
0 ; y(m) ≥ ∧µ,
y(m) ; y(m) <
∧
µ.
∀ m = 1, ..., M ∈ N and ∀ ∈ [βmin : βmax] (6)
βmin = β+ j ∗ dδ(n) , dδ(n) ∈ [0 : 1], j ∈ N (7)
βmax = βmin + dδ(n) , dδ ∈ [0 : 1]. (8)
In order to overcome the issue of the frequency and amplitude shift, and the noise,
we implemented a new weighting function (6). The advantage of this function is that instead of
calculating a quantile of the whole signal y(m), this function calculates the quantile for the conditional
mean value for a given frequency step size [βmin, βmax], where βmin and βmax are the lower and the
higher frequency values of the signal y. We have calculated the bandwidth BW = βmin − βmax of
Electronics 2018, 7, 409 6 of 17
the given signal y, which also represents the frequency range of the signal y. Equations (7) and (8)
have been used to calculate the percentage quantile range value (starting from 10% to 100%) for each
frequency step size dδ. In References (7) and (8), a frequency step size is represented by dδ ∈ [0 : 1]
which gives the quantile percentage value. In Equation (7), the value of j ∈ N decides the range of the
βmin and βmax by giving length of dδ. For simplification, we have chosen the quantile percentage value
dδ as {0.1, 0.2, 0.3, ...1} so that the length of dδ is j = 10.
Moreover, for all the possible values of dδ in Equations (7) and (8), the weight of the function is
calculated from Equation (6). In Equation (6), instead of the probability pr(y(m)) we have changed
the parameter to the signal y(m). The Equation (6) estimates the peak more accurately than the
Equation (5) because Equations (7) and (8) work like a moving window for the considered frequency
range. The movement of the windows is defined by the frequency step size dδ. Here, dδ has been
verified over all the possible range of {0.1, 0.2, 0.3, . . . 1}. The possible range value of a dδ decides the
window size. Equation (6) detects the frequency shift and phase magnitude shift of the signal for a
smaller window size as shown in the numerical assessment. However, in an experimental assessment,
we have noticed that Equation (6) detects false peaks for the smaller window size. Further explanation
on this matter is given in the Section of experimental validation. The experimental assessment proved
that even in a real-time environment where noise is high, our proposed algorithm is able to detect the
peak. Equations (5)–(8) provide all the information needed to calculate the peak at a given frequency
range. It is worth noticing that after the proposed weighting function, we get satisfactory performance
and accuracy of peak detection.
4. Numerical Assessment
This section is aimed at numerically assessing the proposed methodology. In particular, a tag,
composed of five resonators, able to encode 5-bit data with N = 25 combinations is considered. The tag
structure was modeled and simulated by means of a commercial software namely ADS2017 by Keysight
Technologies (Keysight Technologies Inc., Santa Rosa, CA, USA). The tag was designed to operate in
the Wi-Fi frequency band at the central frequency of 2.45 GHz. The considered dielectric substrate was
ARLON25N, er = 3.38, thickness t= 0.8 mm, tan(δ) = 10−3. The geometrical details of the considered
five resonators are reported in Table 1 with the correspondent resonating frequencies. Concerning
the other geometrical parameters, they are W0 = 1.61 mm (microstrip width) and dgap = 0.2 mm (the
coupling gap between microstrip and resonators). To simulate the different tag combinations, a given
resonator can be short-circuited by means of a vertical metallic slab. In particular, a short-circuited
resonator represents a “0”, while a resonator without a metallic slab encode a “1”. For almost all tag
configurations, a simulation with ADS2017 was performed in order to simulate the signal received
by the reader y(β) in the frequency range from 2.4 GHz to 3 GHz. Figure 3 represents the simulated
received 5-bit signal at the reader for a tag configuration of 11111 (all the resonators activated). It is
worth noticing that we have used a 5-bit tag configuration only to provide a proof of concept system
and to numerically and experimentally assess it. Theoretically, the quantile regression method can be
applied to detect data of any length and certainly longer than 5 bits. As it can be noticed from the data
reported in Figure 3, the peaks of resonance which identify the bit “1” are clearly evident even if not
so deep. For all the numerical experiments, the post-processing tool based on the quantile regressor
(implemented in MATLAB) was applied to the signal y(β) obtained with the ADS.
Table 1. Design parameters of the five spiral resonators.
no Resonator fres [GHz] λm [mm] Ψ Lsp [mm] Wsp [mm] Dsp [mm] Dgap [mm]
1 2.4 80.1 9 7.48 0.7 0.3 0.1
2 2.5 76.5 9 7.18 0.7 0.3 0.1
3 2.6 73.5 9 6.9 0.7 0.3 0.1
4 2.7 71 9 6.65 0.7 0.3 0.1
5 3 66.3 9 5.95 0.7 0.3 0.1
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Figure 3. Received 5-bit signal for the tag configuration of 11111.
Figure 4 reports the peak detection obtained with the regression method reported in Section 3
for the a tag characterized by three active resonators (tag configuration “10110”). The data have
been numerically generated with a peak depth and frequency shift variations of 10%. As it can
be noticed from the data in Figure 4, the peaks are correctly identified, the blue dots identify the
frequency range of each resonator. The process of peak identification obtained by considering the
quantile regression reported in section 3 which consider the new weighting function (6) is reported
in Figure 5. In addition, the data reported in Figure 5 were numerically generated and corrupted by
random amplitude and frequency range variations for each peak. The received signal is reported in
Figure 5a. Figure 5b–d shows the detection of peaks located between 2.4–2.5 GHz (b), 2.6–2.7 GHz
(c), and 3.1–3.2 GHz (d), respectively. The data reported in Figure 6 refer to the tag configuration
00101, where two resonators are active and three short-circuited. Furthermore, in this case, the data
were numerically generated, Figure 6a reports the simulated data received at the reader and corrupted
with a random error on the peak amplitude depth of ±3 dB and a random frequency shift error
of ±5 % of the active resonators. Additionally, in this experiment, all the peaks (corresponding
to bit “1” in the tag) are correctly identified. In particular, Figure 6b–d clearly show the different
identification steps of the quantile regressor. To better simulate realistic scenarios, different kinds of
noise scenario was added to the obtained synthesized signal y(β). In particular, a strong additive
white Gaussian noise (AWGN) as well as random frequency shifts and amplitude peak changes were
added to corrupt the y(β) simulated data. In particular, Figure 7 reports an example of data corrupted
both by 10dB AWGN noise, a random amplitude variation, and a frequency shift of 10%. Furthermore,
in presence of a high noise level, the quantile regressor is able to identify the peaks with a high
degrees of accuracy. Particularly, Figure 8b–d clearly show the different identification steps of the
quantile regressor. It is worth noticing that only a selected set of results has been reported in this
section to demonstrate the potentialities of the method. The quantile regressor was tested on several
combinations and considering different scenarios with different noise levels, frequency shifts, and peak
depth variations. Notably, the numerical assessment was performed by considering more than 200
different configurations obtained by adding noise to the original 25 sequences; the method based on
quantile regressor demonstrated its potentialities showing a success rate of about 95%.
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Figure 4. Numerical assessment. Peak detected with the quantile regression, tag configuration 10110.
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Figure 5. Peak detected for the tag configuration of 10110, (a) original detected signal, peaks between
the frequency range of (b) 2.4–2.5 GHz, (c) 2.6–2.7 GHz, (d) 3.1–3.2 GHz.
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Figure 6. Peak detected for the tag configuration of 00101, (a) original detected signal, between the
frequency range of (b) 2.6–2.7 GHz, (c) 3.0–3.1 GHz, and (d) 2.2–3.2 GHz with a frequency shift at
3.1–3.2 GHz.
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Figure 7. Numerical assessment. Signal corrupted by additive white Gaussian noise (AWGN),
frequency shift and peak amplitude random variations. Tag configuration 10110.
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Figure 8. Numerical assessment, noisy scenario. Peaks detected for the tag configuration of 10110,
(a) original detected signal, peaks between the frequency range of (b) 2.6–2.7 GHz, (c) 3.0–3.1 GHz,
(d) 3.1–3.2 GHz with frequency shift at 3.1–3.2 GHz, and (e) final step.
5. Experimental Validation
In order to assess the capabilities of the proposed system, an experimental system prototype
(acting as proof of concept) with different tags was fabricated and assessed. The reader is a monostatic
continuous wave radar (CW) composed of a sweep signal generator (TG124A, 100 KHz–12.5 GHz
from Signal Hound USB-TG124A, La Center, WA, USA), a circulator (RE83CR1004, 2 GHz–4 GHz from
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Pasternack, Huntington, CA, USA), a broadband circular polarized antenna [44]. The receiver is a
SA124B spectrum analyzer (100 KHz–12.5 GHz from Signal Hound, La Center, WA, USA). The schema
of the reader is reported in Figure 1. Concerning the tags, they are fabricated with two kind of dielectric
materials, the ARLON25 (h = 0.8 mm, er = 3.28, tanδ = 0.001) and FR4 (h = 1.0 mm, er = 4.2, tanδ = 0.001).
In particular, tags with five spiral resonators tuned considering Table 1 were considered. In order to
compare the experimental measurements with the simulations reported in Section 4, the resonators
were excited by means of a microstrip line, and fed by the two antennas (a Tx and Rx one) connected
to the tag using two sub-miniature type A (SMA) coaxial connectors. To obtain one of the 25 different
tag combinations, a copper tape was used to short-circuit the resonators (and exclude them) to obtain
“0”. Figure 9 reports a photo of the tag prototype (a proof of concept) with five resonators and the two
broad band circularly polarized antennas connected. To increase the number of possible combinations
and further increase perturbation/noise in the measured data set y(β), different surface mount device
(SMD) resistive loads were soldered at the end of spiral resonators. The resistive loads are usually
inserted to provide sensing capability to the chipless tag. In this work, the resistive loads were used
to simulate frequency shifts and resonating amplitude variations. An example of the effects of the
resistive loads on the resonator response is reported in Figure 10. The loads were connected to the last
resonator designed to resonate at 3 GHz as indicated in Table 1. The use of resistive loads permitted us
to increase the experimental data set, their effects being quite evident as shown in Figure 10.
The prototype demonstrator is, shown in Figure 9, was tested considering different tag
configurations. A copper tape was used to insert a short circuit on a given resonator and to obtain
a “0”. Figure 11a reports the experimental data obtained for the tag configuration 11110, the last
resonator was short circuited by means of a small slab of copper tape. The different steps of the
quantile regressor post-processing process are reported in Figure 11b–e, respectively. As can be seen
from the data reported in Figure 11, the peaks which encode a “1” are correctly detected despite the
noise level and the different amplitude level of the first two resonators with respect to the others.
As well as for the numerical validation, the experimental assessment section presents only a selected
set of results. For the sake of completeness, experiments with different tag configurations were carried
out. In addition, with experimental data, the quantile regressor method demonstrated its potential
showing a success rate of about 94%. The number of tag configurations was improved by loading
the five resonators with resistive loads (soldering surface mounted SMD components). Additionally,
in this case, the number of tag configurations was extended from 25 to 200. The last experiment reveals
the limitations of the proposed methodology based on the quantile regressor method. Problems arise
when the peak depth is too perturbed. A typical scenario is reported in Figure 12a, which shows
the signal retrieved at the reader for a tag with all five resonators activated (tag configuration 11111).
As can be seen, the quantile regressor procedure is able to correctly identify only the last three peaks
(Figure 12a–e). The first two resonances were not correctly identified. This is certainly due to the high
difference between the peak depths. It was observed that when the peak amplitude difference between
the resonances is greater than 10 dB, some peaks can be lost. The scenario reported in Figure 12
presents a depth difference of about 11 dB between the first two resonances, located in the frequency
range from 2.2 and 2.5 GHz, and the last peak located between 3.0 and 3.1 GHz. This condition
occurs only when the resonators present too much difference in quality factor. In the last experiment,
a high peak perturbation was deliberately introduced by using a resistive load Rs = 1500 Ω on the last
resonator to assess the robustness of the proposed methodology.
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Figure 9. A photo of the tag prototype demonstrator with five resonators and two broadband circularly
polarized antennas.
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Figure 10. The effects of resistive loads on the resonator response.
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Figure 11. Peak detection for the received real-time signal with the tag configuration of 11110 using the
newly proposed method. (a) step 1, (b) step 2, (c) step 3,(d) step 4, and (e) final step.
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Figure 12. Peak detection for the received real-time signal with the tag configuration of 11111 using the
newly proposed method. (a) step 1, (b) step 2, (c) step 3,(d) step 4, and (e) final step.
6. Conclusions
In this work, a method for improving the detection capabilities or a chipless RFID system is
proposed. The method is based on a quantile regression algorithm able to correctly retrieve the tag
information under different noise conditions. The method was numerically and experimentally
assessed by means of tag prototype (a tag demonstrator) composed of five spiral resonators.
The obtained results are quite promising. However, in the experimental assessment we observed that
the resonators quality factor has to be the same as regards the design of the resonator. The difference
in quality factor affects the insertion loss which produces the phase magnitude and frequency shift.
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This difference also produces false peak detection in noisy environments. In our future work, we will
try improve our method in order to detect peaks in noisy environments and in scenarios with resonators
of different quality factors.
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