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The multilevel model (MLM) is easily parameterized to handle partially clustered 
data (see, for example, Baldwin, Bauer, Stice, & Rohde, 2011). The current study 
evaluated the performance of this model under various departures from underlying 
assumptions, including assumptions of normally distributed and homoscedastic Level 1 
residuals. Two estimating models – one assuming homoscedasticity, the other allowing 
for the estimation of unique Level 1 variance components – were compared. Results from 
a Monte Carlo simulation suggest that the MLM for partially clustered data yields 
consistently unbiased parameter estimates, except for an underestimation of the Level 2 
variance component under heteroscedastic generating conditions. However, this negative 
parameter bias desisted when the MLM allowed for Level 1 heteroscedasticity. Standard 
errors for variance component estimates at both levels were underestimated in the 
presence of nonnormally distributed Level 1 residuals. A discussion of results, as well as 
suggestions for future research, is provided. 
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Chapter 1: Introduction 
Multilevel modeling (MLM) is a modeling technique that is frequently used to account 
for the complex variance patterns associated with nested data structures, for example, students 
nested within classes or schools, clients nested within therapists, individuals nested within 
treatment groups, etc. (Snijders & Bosker, 1999). When clustering is present in a data structure, 
it is important for both statistical and substantive reasons to appropriately model sources of 
variability at each clustering level. For example, consider the research scenario in which 
individuals are assigned to receive therapy within a grouped environment. There may exist 
variability among all individuals receiving the treatment; however, group differences may also 
be present. Ignoring either source of variability (i.e., at either the individual or group level) may 
lead to inaccuracies in both statistical estimation and the ensuing practical inferences.   
However, purely hierarchical data structures, which can be accommodated by standard 
multilevel analysis techniques, do not comprise the entirety of structures encountered in 
experimental design research. For example, in partially clustered design structures (Bauer, 
Sterba, & Hallfors, 2008), some individuals in a dataset are not members of a cluster while other 
participants might be clustered in groups. A common example of partially clustered data can be 
found in group-based intervention research, where participants selected to receive an intervention 
are administered the treatment in a group setting while control participants receive individual 
treatment (or no treatment at all), and thus remain unclustered. The chief aspect of partially 
clustered designs is that a subset of individuals’ data is nested within clusters while other 
individuals’ data are not clustered.  By modeling an unclustered subset of Level 1 units as 
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clustered, the associated person-to-person variability is artificially decomposed into between- 
and within-cluster variance components, which likely results in uninterpretable estimates of 
random effects and inaccurate standard errors for the test of associated fixed effects. 
Limited research has been published that provides applied researchers with the way to 
handle partial clustering in their data. Lee and Thompson (2005) and Roberts and Roberts (2005) 
both provided suggestions for modifying mixed-effects models to account for the non-parallel 
variance structures. Expanding on these studies, Bauer, Sterba, and Hallfors (2008) proposed a 
flexible multilevel model for partially clustered data. And Baldwin, Bauer, Stice, and Rohde 
(2011) recently conducted an empirical evaluation of Bauer et al.’s multilevel model. Results 
from the simulation study indicate that estimation of the partially clustered multilevel model’s 
parameters is relatively unbiased and efficient when the number of clusters is large and the 
appropriate method for calculating the degrees of freedom for the test of the fixed effect is used. 
However, more research is needed regarding the model’s performance when one or more of the 
underlying assumptions are violated (e.g., normality of the residuals). 
This study was designed to extend the current research on handling partially clustered 
data structures by focusing on the methodological dilemmas that arise from various departures 
from conventional assumptions.  In particular, the effect of violations to the assumptions of 
homogeneous and normally distributed individual level residuals was assessed. A simulation 
study was designed and implemented to explore the impact of various conditions on the accuracy 
of the parameter and standard error estimation. Specifically, four study conditions were 
manipulated in order to assess their effects on model estimation, including: (1) the number of 
treatment groups within the treatment arm of a study; (2) treatment group size; (3) the degree of 
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heteroscedasticity in the Level 1 residuals; and (4) the degree of nonnormality in the treatment 
arm’s Level 1 residuals.    
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Chapter 2: Literature Review 
Group-based interventions are classic study designs employed by researchers spanning 
various fields within the social sciences, education, psychotherapy, medicine, and others. A 
typical goal behind the analysis of data acquired from group-based intervention designs involves 
estimation of the average treatment (or, intervention) effect, summarizing the difference between 
the treatment and control groups in their average outcome measure.   
Because intervention research is commonly carried out within some organizational 
setting, participants are likely to be grouped in intact clusters (e.g., classes, occupations, 
therapists), and randomized treatment assignment is more convenient and practical at the cluster 
level (e.g., cluster-randomized design). Another, less common, method of randomization 
employs random assignment at the individual level. Individual participants may be randomly 
assigned to either the treatment of interest (for example, to receive individual therapy) or to some 
control condition. Alternatively, in what is termed a partially clustered design (Bauer et al., 
2008), individuals might be randomly assigned to the treatment or control condition where 
assignment to the treatment condition results in membership in one of several treatment groups, 
while participants assigned to the control condition might be wait-listed for the intervention and 
thus are not members of a cluster. Researchers may also be interested in assessing the 
effectiveness of a particular group therapy procedure as compared to a control condition where 
participants receive either individualized therapy (e.g., bibliotherapy) or some pharmacological 
treatment. The key to these partially clustered designs is that data for individuals within 
treatment groups are clustered, while data for participants in the control group are not clustered. 
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The presence of any clustering in the data introduces a methodological complication that 
cannot be addressed through use of traditional analysis of variance (ANOVA) or ordinary least 
squares (OLS) regression analyses, which assume independence among observations. The 
independence assumption is typically violated with group-based designs, as group level variables 
– latent, observed, or unobserved – could possibly lead to some degree of relatedness among its 
members’ responses. For example, individual clients of a particular therapist may share similar 
experiences (Crits-Christoph & Mintz, 1991), or attendees of a particular group therapy session 
may report a higher degree of cohesion with their fellow members as compared to those who 
belong to a separate group session (Ryum, Hagen, Nordahl, Vogel, & Stiles, 2009; Tasca et al., 
2010). When correlations among within-cluster responses are ignored, parameter estimates are 
known to be unbiased but inefficient, standard error estimates are negatively biased, and thus the 
Type I error rate for the test of the treatment effect is typically inflated (Hox, 2002; Snijders & 
Bosker, 1999).   
Multilevel modeling (MLM) techniques, including hierarchical linear modeling (HLM) 
and mixed-effects modeling, have been widely used to address violations of independence within 
groups by partitioning the variability both within and between clusters of data. Not only does 
accounting for within-cluster dependence improve the Type I error rate inflation (observed when 
clustering is ignored), it can also be used to address certain substantive questions. As in most 
group-based interventions and other multi-stage sampling designs, researchers may be interested 
in making inferences regarding not only the individual participants, but also about the clusters 
within which the individuals are grouped. In the multilevel framework, predictor variables can be 
assigned to all levels of the data structure. For example, individuals receiving treatment may be 
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randomly assigned to a set of therapists, and the associated multilevel model could include 
characteristics at both the individual level (e.g., demographic information, psychological 
measures) and therapist level (e.g., years of experience, attitudes toward treatment). Accordingly, 
the information gleaned from the dependency (or lack thereof) between individual observations 
within the same organizational setting is of particular interest. Thus, the ability to partition 
variability in outcomes into components within and between clusters provides a key advantage to 
MLM techniques.   
FULLY CLUSTERED DATA.  
A pattern of clustering that is often encountered in applied research is fully clustered 
data; that is, all participants can claim membership in an observable cluster. For example, a 
researcher might randomly assign participants to the treatment or control arm of a study where 
treated individuals are members of a treatment group receiving both family and child therapy and 
where participants in the comparison group are assigned to a group that receives only child 
therapy. Thus, every participant is a member of either a treatment or a comparison group, and the 
hierarchical structure takes on two levels: individuals (Level 1) nested within treatment groups 
(Level 2). If a researcher is interested in assessing a treatment’s effect in a fully clustered dataset, 
then the following MLM must be estimated. First, the model for Level 1 is as follows:  
 
0 ,ij j ijY r                                                                   (1) 
where     represents the score on a continuous outcome measure for person i in cluster j. 
The individual level residuals,    , about the cluster mean,    , are typically assumed to be 
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normally distributed with a mean of zero and variance,   , which is typically assumed constant 
across Level 2 units [i.e.,  2~ 0,ijr N  ]. This assumption of homoscedasticity means that 
variability within both treatment and control groups’ Level 1 residuals is assumed the same and 
represented by a single variance term,   . In the ensuing model at the cluster level (Level 2), the 
intercept from Equation 1 is modeled as a function of the overall mean and a treatment effect: 
 
0 00 01 0TREAT .j j ju                                             (2) 
The cluster level residuals shown in Equation 2, 
0 ju , are accompanied by assumptions 
similar to those for the Level 1 residuals: i.e.,  0 00~ 0,ju N  . Application of this multilevel 
model then permits the decomposition of the total variability in an outcome into variance 
components, representing variability among individuals, 
2 , and variability among groups, 00 .  
Further, the proportion of variance in the outcome measure that exists between clusters (i.e., the 












                                                         (3) 
which represents the degree of conformity among cluster members. Additional predictors 
can be added to the model at either level (see, for example, Hox, 2002; Raudenbush & Bryk, 
2002); however, the current study is intended to focus solely on a model assessing a treatment’s 
effect without additional predictors. 
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Use of the simple two-level MLM as depicted in Equations 1 and 2 is appropriate for 
experimental designs involving fully clustered data. However, application of this model to 
partially clustered data is inappropriate and could result in misestimation of the fixed and random 
effects in the model, as will be explained in the following sections. 
PARTIALLY CLUSTERED DATA.  
As described earlier, it is possible that individuals assigned to the treatment arm of a 
study can be further assigned to treatment groups (and are thus clustered by their membership in 
a treatment group) while individuals assigned to the control arm remain ungrouped during the 
duration of the study. The resulting data structure from this sampling design can be described as 
partially clustered because treatment participants’ data are clustered while control participants’ 
data are not clustered. Bauer et al. (2008) explored how this distinctive data structure has been 
handled in existing literature, and presented a flexible multilevel model that should be considered 
for use with partially clustered data. The Level 1 equation for this scenario, specifying random 
assignment at the individual level, would be as follows: 
 
0 1 TREAT ,ij j j ij ijY r                                                     (4) 
Where, again, it is typically assumed that Level 1 residuals are normally distributed with 
a mean of zero and variance,   . In Equation 4, 
0 j represents the average score on the outcome 
measure for individuals in the control arm of the study (i.e., for whom TREAT 0ij  ). Control 
participants are essentially viewed as “singletons”, or sole members of their own clusters, for the 
purpose of model specification. Therefore, j indexes the individual control participant, while 
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their personal score on the outcome measure is indistinguishable from the “cluster” mean (i.e., 
cluster- and individual-level variation are equal). Correspondingly, the Level 2 equation for the 
intercept should then model the absence of a clustering effect for participants assigned to the 
control arm of the study by constraining the effect to be fixed across groups at Level 2: 
 
0 00.j                                                               (5) 
For individuals within the treatment arm of the study (i.e., for whom TREAT 1ij  ), the 
treatment effect is allowed to vary across treatment groups: 
 
1 10 1 .j ju                                                      (6) 
Substituting Equations 5 and 6 into Equation 4 returns the following combined model: 
 
00 10 1TREAT TREAT ,ij ij j ij ijY u r                                           (7) 
where variability in the outcome measure for control participants is simply confined to 
individual variability around the control arm mean: 
 
00| (TREAT 0) ,  ij ij ijY r                                       (8) 
with the corresponding variance formulation as follows: 
   2V | TREAT 0 ,ij ijY                                                 (9) 
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where the model-implied variance, V, of the control arm can be seen as solely a function 
of person-to-person variability (Bauer et al., 2008). 
Equation 4 models     as the difference between treatment group j’s outcome mean and 
that of the entire control arm. To the extent that individual treatment group characteristics 
influence this treatment effect (i.e., given the inclusion of     in Equation 6), the variability in 
the outcome measure for treatment arm participants is decomposed in the following manner: 
   00 10 1| TREAT 1 ,  ij ij j ijY u r                                         (10) 
with the corresponding variance formulation as follows: 
   2 11V | TREAT 1 ,ij ijY                                          (11) 
where the treatment arm variability can be seen to be modeled as partitioned into both 
person-to-person and cluster-to-cluster variability (   and    , respectively). This is based on the 
assumption that the residuals in Equation 6 are distributed as  1 11~ 0,ju N  , where     
represents the variability of the treatment effects associated with each treatment group j around 
the overall treatment effect,    . Equations 9 and 11 specify the underlying, non-parallel variance 
structure for partially clustered data. As a measure of the degree of group cohesion, the      for 












                                                        (12) 
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Note that the      for the control arm is assumed to equal zero, as control participants 
remain unclustered. 
Examination of relevant literature suggests that partially clustered data is not uncommon 
in group-based intervention designs, yet applied researchers rarely model the lack of clustering 
among the control participants, instead opting for the more familiar, fully clustered MLM for 
their analyses or altogether ignoring the clustering in the treatment groups in the study (Bauer et 
al., 2008). Compared to the wide breadth of articles detailing models for handling fully clustered 
data designs, very few options are available to guide researchers in the proper handling of partial 
clustering. Only five studies have been found that provide researchers with multilevel or mixed 
model techniques for handling partially clustered data (Baldwin, Bauer, Stice, & Rohde, 2011; 
Bauer et al., 2008; Lee & Thompson, 2005; Moerbeek & Wong, 2008; Roberts & Roberts, 
2005), and only one simulation study has been designed to address the effects of misspecifying 
partially clustered data (Baldwin, et al., 2011).   
As part of their research on modeling techniques for partially clustered data, Bauer et al. 
(2008) culled all recent examples of randomized experiments from four public health and clinical 
research journals to gauge the prevalence of partially nested designs. The authors found that 
partially nested designs are actually more common than their fully clustered counterparts.  
However, none of the partially clustered studies relied on analytical methods that account for the 
unequal clustering in the treatment and control arms. As noted above, most of the researchers 
opted to ignore clustering altogether and only a handful (13%) modeled their data as fully 
clustered. In light of these results [and motivated to increase the flexibility of the methods 
proposed by Lee & Thompson (2005) and Roberts & Roberts (2005) to reflect more realistic 
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research scenarios], Bauer and his colleagues proposed the multilevel model as shown in 
Equations 4 through 6, and extended the model to include further complexities, such as 
covariates at both levels and multiple treatment arms.  
Following Bauer and his colleagues’ (2008) relatively thorough investigation of different 
methods for accounting for partial nesting with empirical data, Baldwin et al. (2011) assessed 
how the various models performed in terms of the Type I error rates associated with estimation 
of the treatment effect, as well as efficiency and bias in parameter estimates, and power via 
Monte Carlo simulations. In addition to manipulating several study conditions (e.g., number of 
clusters and cluster size), the authors compared three different methods of calculating the degrees 
of freedom associated with the test of the fixed effect (e.g., treatment effect). Specifically, they 
compared the following: 1) the between-within method, which is somewhat analogous to the 
calculations associated with repeated measures ANOVA (Littell, Milliken, Stroup, Wolfinger, & 
Schabenberger, 2006; Singer, 1998); 2) the Satterthwaite method; and 3) the Kenward-Roger 
method. The latter two methods acknowledge the complex variance structure found in partially 
clustered designs, and were also considered by Bauer et al. (2008). As the Satterthwaite method 
is readily available in software packages that can handle multilevel designs (e.g., SAS), it is the 
chosen method for calculating degrees of freedom in the proposed study. 
 Baldwin et al. found that the partially clustered MLM (as formulated by Equations 4 
through 6), combined with either the Satterthwaite or Kenward-Roger method for calculating 
degrees of freedom (both performed equally well), substantially outperformed the ANOVA 
(ignoring clustering), cluster-as-fixed-effect, and fully clustered models with respect to 
minimizing Type I error rates and bias in parameter estimation. In particular, all models that 
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were not designed to accommodate the non-parallel variance structure found in partially 
clustered designs exhibited inflated Type I error rates across all study conditions. One exception 
was found when estimating the fully clustered model and incorrectly assuming homoscedasticity: 
when the ratio of the unclustered arm’s Level 1 variance to that of the clustered arm was equal to 
2, then the average Type I error rate across all other manipulated conditions remained below the 
nominal -level. When the fully clustered model was applied to data generated with a variance 
ratio of 1 or 0.5 (i.e., under scenarios in which there is more variability amongst treatment arm 
individuals), inflation in Type I error rates increased as both ICC levels and the size of the 
clusters increased. ICC values had very little effect on Type I error rates with the partially 
clustered model when the number of clusters was large (i.e., ≥ 8).  
HETEROSCEDASTICITY.  
A main concern mentioned by Bauer et al. (2008) focused on the likely violation of 
homoscedasticity in the Level 1 residuals with partially clustered data and the associated effects 
on parameter estimation. Recall the assumption of homoscedasticity made for the Level 1 
residuals in Equation 4. When modeling partially clustered data within the MLM framework, it is 
assumed that the individual level variability within treatment and control arms is the same, 
represented by   . It is possible, however, that exposure to treatment conditions could have a 
somewhat stabilizing effect on treated individuals’ outcomes as compared to individuals in the 
control condition, whose residual variability is expected to remain unchanged. In other words, 
after receiving an intervention participants may tend to perform more similarly on the outcome 
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measure. Therefore, it is possible that Level 1 residual variances differ across treatment and 
control arms; in other words: 
 2 2
TX CTL.                                                                  (13) 
Alternatively, exposure to the treatment may affect certain individuals much more 
dramatically than others, leading to an increase in residual variability post-intervention such that: 
 2 2
TX CTL.                                                                   (14) 
Under either condition of unequal residual variances for treatment and control groups, the 
assumption of homoscedasticity at the individual level has been violated. Bauer and his 
colleagues (2008) discussed the feasibility of this type of heteroscedasticity existing in realistic 
research scenarios and went on to tout the benefits of modern software programs (e.g., SAS 
PROC MIXED), which allow users to distinguish between unique Level 1 residual variance 
components. Specifically, one would modify the original assumption,  2~ 0,ijr N  , and assume 
unique residual distributions for both the unclustered control arm [i.e., 
   2| TREAT 0 ~ 0,ij ij CTLr N  ] and the clustered treatment arm [i.e., 
   2| TREAT 1 ~ 0,ij ij TXr N  ], thus permitting heteroscedasticity at Level 1. This method of 
allowing for heteroscedastic Level 1 residuals is essentially identical to those of both Roberts and 
Roberts (2005) and Moerbeek and Wong (2008) in their respective mixed model approaches to 
partially clustered data analysis. Despite including this discussion in their 2008 article, Bauer et 
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al. did not go into detail as to how specifying/misspecifying Level 1 heteroscedasticity might 
affect the estimation of fixed and random effects and their associated standard errors. 
Baldwin et al. (2011), however, incorporated an assessment of the effects of 
misspecifying heterogeneous Level 1 variances as homogeneous across treatment and control 
arms in their performance analysis of Bauer’s suggested partially clustered MLM. In their 
simulation study, the ratio of the Level 1 residual variances of the unclustered control condition 
to the clustered treatment condition was manipulated to reflect the degree of heteroscedasticity.  









                                                                  (15) 
Values for   were set to 0.5 (reflecting    
      
  heteroscedasticity), 1.0 
(homoscedasticity), and 2.0 (reflecting    
      
  heteroscedasticity). Regarding partially 
clustered MLMs, two estimation models were compared: one assuming homoscedasticity and 
one allowing for heteroscedasticity in Level 1 residuals. It was found that misspecification 
resulted in negligible bias with regards to fixed effects estimates (e.g., estimates of the treatment 
effect) and estimates of the cluster level variance component. Additionally, Type I error rates 
were similarly low for the two models across all study conditions. However, substantial bias in 
the uniquely generated Level 1 variance components (i.e.,     
     
 ) was associated with the 
unmodeled heteroscedasticity (i.e., when the estimating model constrained the Level 1 variance 
components to be equal). Specifically, estimating a homoscedastic partially clustered model 
against the generated heteroscedastic condition specifying    
      
  resulted in negative bias 
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in the clustered condition’s variance component and positive bias in the unclustered condition’s 
variance component. The opposite relationship resulted from applying the homoscedastic model 
to the generated heteroscedastic condition specifying    
      
 . The authors note that bias in 
Level 1 variance components will have little effect on the Type I error rates associated with the 
test of fixed effects, but may impact the estimate of ICC values, which are often of substantive 
interest (Baldwin et al., 2011). 
In their simulation, Baldwin and his colleagues assessed variability in parameter 
estimates (i.e., efficiency) using the mean squared error (MSE), measuring the average squared 
deviation between an estimate of a given parameter and the associated population value. Bias 
was simply measured as the difference between the mean of a parameter’s estimates across 
replications and the associated population value. Their results demonstrated that appropriate 
implementation of the correct MLM for partially clustered data, including adjusting the model to 
allow for heteroscedasticity in residual variances, results in relatively unbiased and efficient 
estimates of both fixed effects and variance components. However, spikes in Type I error rates 
were evident under certain conditions, even when the correct model was estimated. Specifically, 
Type I error rates increased beyond the nominal α = .05 level in the presence of a small number 
(fewer than five) of large groups (i.e., with at least 15 members), and with ICC values greater 
than zero (suggesting evidence of a grouping effect). This inflation of Type I error rates was 
amplified when the between-within method was used for calculating degrees of freedom.  
Switching to the Satterthwaite degrees of freedom calculation improved the situation, and 
inflated Type I error rates were recorded only when two clusters comprised the treatment arm.  
As multilevel study designs with only two clusters are not sufficient for properly estimating 
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between-cluster variances and are infrequently encountered in applied research (Snijders & 
Bosker, 1993), it can be concluded that the MLM for partially clustered data yields acceptable 
Type I error rates when combined with the Satterthwaite method for calculating degrees of 
freedom.   
Although the authors investigated both bias and variability regarding parameter 
estimates, their study did not look into the effects of misspecification on standard error 
estimation bias. While negligible parameter bias and variability were associated with the correct 
model specification, Type I error rates were evident under certain study conditions, suggesting 
possible negative bias in the standard error estimates for the treatment effect. As standard errors 
are critical in the calculation and performance of test statistics and confidence intervals, the 
current study incorporated the assessment of this important type of bias, as will be explained 
further.  
NONNORMALITY.  
In addition to Level 1 residual variances differing between treatment and control 
conditions, it is also possible that the distributional shape of the individuals’ residuals differ for 
participants in the treatment versus control arm. In their study, Baldwin, Bauer and their 
colleagues (2011) did not explore the possibility of differing distributional shapes in the Level 1 
residuals and how this might also impact parameter estimation. As noted about the residuals in 
Equation 4, Level 1 residuals are assumed to be normally distributed for individuals in the 
treatment and control arms of the study. It is possible, however, that the distributions of residuals 
in the treatment and control arms differ not only in their variances but also their shapes. 
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Exposure to a treatment condition could lead to Level 1 residuals following a nonnormal 
distribution while normality might remain a reasonable assumption for control participants’ 
residuals (or vice-versa). It is unclear, however, how differing distributional shapes might impact 
parameter estimation for partially clustered data. 
Nonnormality within fully clustered data.  
The distributions of the residuals at both the individual and cluster level in a fully 
clustered MLM (see Equations 1 and 2) are assumed to be normal in shape, and centered about a 
mean of zero. Because nonnormal data are regularly encountered in applied research (Micceri, 
1989), much effort has been spent examining the threat of nonnormality to estimation in the 
MLM framework. In many cases, nonnormal data may result from discrete outcome measures, 
and transformations to the data and the use of generalized linear models can be methods to 
account for this issue (Micceri, 1989; Raudenbush & Bryk, 2002; Snijders & Bosker, 1999). 
However, continuous outcome measures of interest might also display nonnormal residuals, and 
use of linear MLM techniques could therefore be vulnerable to adverse effects.  
Regarding the normality assumption for Level 2 (cluster level) residuals, the effects of 
violations are well established in the literature (Maas & Hox, 2004a, 2004b; Pituch & Stapleton, 
2008; Raudenbush & Bryk, 2002; Snijders & Bosker, 1999). Results indicate a negligible effect 
on estimation of the fixed effects and variance components, and bias diminishes as the number of 
clusters increases.  However, while the estimates of the variances themselves are unbiased, the 
standard error estimates associated with the variance components at both levels are more 
affected, especially when an asymptotic maximum likelihood estimator is chosen over a robust 
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maximum likelihood estimation technique (Maas & Hox, 2004a). Maas and Hox (2004a) 
assessed accuracy in the standard errors by examining the observed coverage of the 95% 
confidence interval estimates. Results from their simulation indicate that if cluster level residuals 
are substantially skewed (e.g., generated from a chi-square distribution with one degree of 
freedom), observed coverage rates rarely approach nominal coverage. The authors suggested 
dramatically increasing the number of clusters (e.g., > 100 groups) in order to accommodate 
threats of nonnormality in Level 2 residuals and to maintain optimal power levels for a study.  
On the other hand, published methodological research investigating the effects of 
normality violations within Level 1 residuals remains scarce. The general consensus is, as with 
most violations to assumptions regarding residuals in MLM techniques, the occurrence of 
nonnormality in Level 1 residuals will likely result in little to no bias in fixed effects estimates, 
yet substantial bias in the standard error estimates (Raudenbush & Bryk, 2002). However, little is 
currently known about which factors contribute to the severity and direction of these biases as 
well as the impact when both assumptions about homoscedasticity and the normality of Level 1 
residuals are violated with partially clustered data.   
In their investigation into the effects of nonnormal residuals in the multilevel mediation 
model framework, Pituch and Stapleton (2008) generated data with nonnormal residuals at both 
the participant and cluster level and compared the performance of several competing methods for 
testing the model’s indirect effect. They found that in conditions with substantially nonnormal 
residuals, most methods exhibited inflated Type I error rates, diminished power, and inaccurate 
confidence interval coverage, especially when combined with both small sample sizes and small 
mediated effect sizes (Pituch & Stapleton, 2008).   
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Given the prevalence of partially clustered designs in social science research (especially 
in intervention research), there is room for further research on the effects of model 
misspecification. Researchers would benefit from additional information regarding not only the 
methods of modeling data with nonparallel variance structures, but also the impact of very 
realistic departures from the underlying normality assumptions. While the existing literature on 
partial clustering has briefly addressed the assumption of homogeneity of residuals across the 
control and treatment arms, it would be prudent to expand this line of research to accommodate 
several likely combinations of violations and the resulting effects on parameter and standard 
error estimation.   
STATEMENT OF PURPOSE 
As partially clustered data structures are frequently encountered in social science research 
and the misspecification of such data as either fully clustered or totally unclustered has been 
found inappropriate, research regarding the robustness of the suggested MLM for partially 
clustered data would benefit from further exploration. Thus far, it has been found that 
inappropriate modeling of partially clustered data (e.g., ignoring the non-parallel variance 
structure) results in negligible bias regarding parameter estimates, but as both the number of 
clusters and ICC values increase, inflated Type I error rates associated with fixed effects can 
occur (Baldwin et al., 2011). Although the assumptions for the multilevel model for partially 
clustered data are similar to those of a conventional multilevel model, very little research has 
been conducted with respect to the robustness of the model to various departures of these strict 
assumptions. Baldwin et al. (2011) investigated the effects of heteroscedastic Level 1 residuals 
21 
 
on the bias and variability of parameter estimates, reporting minimal bias and relative efficiency 
in the fixed effects estimates. However, failure to model heteroscedasticity in the Level 1 
residuals (i.e., constraining     
  and    
  to equality) results in substantial bias in the estimation 
of the Level 1 variance components. To date, no research has been published detailing the effects 
of nonnormally distributed Level 1 residuals on the multilevel model’s parameter and standard 
error estimation nor the combined effects of violations to both normality and homoscedasticity 
assumptions in partially clustered data structures. 
The focus of the current simulation study was to investigate the various conditions under 
which nonnormality and heteroscedasticity of Level 1 residuals might impact parameter and 
standard error estimation for the multilevel model for partially clustered data, and whether the 
resulting impact warrants model respecification in order to accommodate residuals’ different 
distributional shapes. In addition to the degree of violation to the normality and homoscedasticity 
assumptions, the simulation manipulated design elements that might impact parameter recovery 
such as the number of groups in the treatment (clustered) arm and the size of these groups.  
Two multilevel models for partially clustered data were estimated and compared for their 
accuracy regarding parameter and standard error estimation under the various combinations of 
study conditions described above. Both estimation models assumed normality in the Level 1 
residuals, as allowing for the estimation of nonnormal residuals is beyond the scope of the 
proposed study. In addition to the normality assumption, the first model constrained the 
treatment and control conditions’ respective Level 1 residual variances to equality, thus 
assuming homoscedasticity. This model is represented by the MLM for partially clustered data in 
Equations 4 through 6. The second model included estimates for unique Level 1 variance 
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components within the clustered and unclustered arms in the data structure thereby allowing for 
heteroscedasticity. Thus, the latter model provides information on how the MLM for partially 
clustered data performs under threats to Level 1 normality assumptions while allowing for 
heteroscedasticity in the individual level residuals. Fixed parameter and random effects’ variance 
component parameter estimates were compared across models, and both relative parameter bias 
and standard error bias were calculated for each parameter. A discussion of the results and their 




Chapter 3: Method 
The current simulation study was designed to investigate the statistical performance of 
MLM techniques for handling partially clustered data under varying departures from normality 
and homoscedasticity assumptions in the Level 1 residuals. SAS version 9.2 (SAS, 2008) was 
used for both generating and estimating models for partially clustered data. SAS’s PROC 
MIXED (Littell et al., 2006; Singer, 1998) was used to estimate the two multilevel models for 
partially clustered data that are subsequently compared for their accuracy in parameter and 
standard error estimation. Specifically, estimation of a MLM assuming homoscedasticity was 
compared to that of a model allowing for unique Level 1 residual variances. When estimating 
both models, it was assumed that all residuals were normally distributed (as is typically 
assumed). Thus, the study assessed the robustness of the models’ estimates to violations of 
normality and homoscedasticity. Bias was assessed for the treatment effect,    , both individual- 
and cluster-level variance components, and the associated standard errors of each of these 
parameters. The details describing the investigated conditions, how data were generated, the 
models that were estimated, and how the results are summarized appear in the next sections. The 




Table 1.  Design Conditions 
Shape  # Tx Groups Tx Group size 
Normal 1:1 10 10 
   20 
  30 10 
    20 
 2:1 10 10 
   20 
  30 10 
    20 
 3:1 10 10 
   20 
  30 10 
    20 
χ2 (df = 3) 1:1 10 10 
   20 
  30 10 
    20 
 2:1 10 10 
   20 
  30 10 
    20 
 3:1 10 10 
   20 
  30 10 
    20 
χ2 (df = 1) 1:1 10 10 
   20 
  30 10 
    20 
 2:1 10 10 
   20 
  30 10 
    20 
 3:1 10 10 
   20 
  30 10 
    20 
Note. Shape = Distributional shape of treatment arm’s level one residuals;  = ratio of control to 





Four conditions were manipulated in this study, including: (1) the number of treatment 
groups within the treatment arm; (2) treatment group size; (3) the degree of heteroscedasticity in 
the Level 1 residuals; and (4) the degree of nonnormality in the treatment arm’s Level 1 
residuals. The chosen values for these simulation conditions were based upon values reported in 
previous studies involving partially clustered data and are further described in the following 
sections. It should be noted that Baldwin et al. (2011) included ICC values in their set of 
manipulated conditions and found negligible associated effects on the Type I error rates and 
parameter estimation bias when using the correct MLM for partially clustered data combined 
with the Satterthwaite method for calculating degrees of freedom and employing more than four 
treatment groups. In addition to these results, previous research has found multilevel analyses to 
be relatively unaffected by systematically varying ICC levels (Maas & Hox, 2004b; Pituch, 
Whittaker, & Stapleton, 2005). Given this information and the inclusion of the Satterthwaite 
method in this simulation’s estimation procedures, ICC values was therefore not manipulated. 
For each combination of conditions, 1,000 replication datasets were generated. The two 
multilevel models for partially clustered data were fit to each generated dataset with both models 
estimated using SAS PROC MIXED (Littell et al., 2006; Singer, 1998). Robust maximum 
likelihood (RML) estimation and the Satterthwaite method for calculating degrees of freedom for 
the test of the fixed effect were specified in both models.   
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Number of treatment groups and group size.  
The number of treatment clusters (c) was set to equal 10 (small) or 30 (moderate), while 
the size of these clusters (m) were 10 (small) or 20 (moderate). In fully clustered study designs, it 
is not uncommon to have cluster sizes in the 100s; however, these large values reflect the 
assignment of treatment conditions at the group level. For example, entire schools or companies 
may be assigned as recipients of a particular treatment condition. On the other hand, treatment 
assignment in partially clustered designs is performed at the individual level (e.g., individual 
participants assigned to therapy groups), thus resulting in comparatively smaller cluster sizes. In 
light of results from Maas and Hox (2005) and the Baldwin et al. (2011) simulation, it is 
expected that larger values for c and m will be associated with a decrease in bias for parameter 
estimates of interest. Data for equal total numbers of unclustered control participants were 
generated across conditions. 
Heteroscedasticity and nonnormality.  
Measurement of the degree of Level 1 heteroscedasticity is represented by the ratio 
between control and treatment arm residual variances as presented by Equation 15. Previous 
simulation studies that have examined the effects of heterogeneous residual variances in 
multilevel modeling have neglected to justify their selections of manipulated   values, but have 
generally chosen ratios from 1: 1 to 1:4 to represent the degree of heteroscedasticity (Baldwin et 
al., 2011; Korendijk, Maas, Moerbeek, & Van der Heijden, 2008). Adhering to the scenarios in 
which exposure to treatment conditions may result in lower residual variability for treatment as 
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opposed to control arms, ratios of 1:1 (homoscedasticity), 1:2 (moderate heteroscedasticity), and 
1:3 (large heteroscedasticity) were investigated, here. 
As for investigating the effects of nonnormally distributed residuals on the parameter 
estimates and their standard errors, three distributions were simulated:  normal, moderately 
nonnormal, and substantially nonnormal. Matching previous, related multilevel modeling 
simulation studies, the degrees of nonnormality generated in the current study were specified by 
sampling residuals from populations with the following distributions: (1) normal ~ N(0,   ); (2) 
moderately nonnormal, chi-square with 3 degrees of freedom (skew = 1.63, kurtosis = 4); and (3) 
substantially nonnormal, chi-square with 1 degree of freedom (skew = 2.28, kurtosis = 12) (Maas 
& Hox, 2004a, 2004b; Pituch & Stapleton, 2008). The current study was designed to mimic a 
scenario in which exposure to the treatment condition might affect the shape of the Level 1 
residuals’ distribution. Thus, this study manipulated residual distributions for the treatment arm 
only, while control arm residuals remained normally distributed. 
DATA GENERATION 
The data were generated to fit a two-level partially clustered data structure to simulate the 
eponymous research scenario where participants assigned to the treatment condition are clustered 
into treatment groups, while participants in the control condition remain unclustered. The 
simulation included a continuous outcome variable and a dichotomous variable indicating 
membership in the treatment or control arm of the study, both measured at the participant level. 
Assignment to either condition was randomized with 50% of participants randomly assigned to 
the treatment arm and 50% to the control arm. There were no covariates included in the design. 
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In each condition, values of certain regression coefficients remained constant. The intercept (   ) 
was set to 1.0, and the effect of the treatment (   ) was generated to have a moderate effect size 
of 0.3 (Cohen, 1988; Korendijk et al., 2008; Maas & Hox, 2005). Using the notation of Bauer et 
al. (2008), the Level 1 equation used to generate the outcome score,    , is as follows: 
 
0 1 TREAT .ij j j ij ijY r                                                  (16) 
The associated Level 2 equations follow.  First, for the intercept: 
 
0 1.0,j                                                          (17) 
and for the treatment effect: 
 
1 11.5 ,j ju                                                            (18) 
where i indexes participants and j indexes treatment group. Thus, combining Equations 
16 through 18 yields the following single equation used in the generating process: 
 
11.0 1.5TREAT TREAT .ij ij j ij ijY u r                                      (19) 
Data for participants assigned to the unclustered control condition (i.e., for whom 
TREAT 0ij  ) were generated based on the following equation:  
  | TREAT 0 1.0 .ij ij ijY r                                                (20) 
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For simulees in the clustered treatment condition (i.e., for whom          ), data 
were generated using the following equation: 
   1| TREAT 1 1.0 1.5 .ij ij j ijY u r                                      (21) 
Methods for generating condition-specific variability in the residuals will be discussed in 
the next section. 
Heteroscedasticity and nonnormality.  
In order to generate heteroscedastic Level 1 residuals, unique variance components were 
used to generate data for simulees in both the control and treatment arms of the study. 
Specifically, the variability of the residuals from Equation 20 was assigned the following form: 
     2| TREAT 0 .ij ij CTLV r                                                  (22) 
Because this study hypothesizes that nonnormal residuals may result from exposure to 
treatment conditions, Level 1 residuals for control participants were sampled from a normal 
population with a mean of zero and a variance,     
 , specified to meet the condition-specific 
ratio of heteroscedasticity. Variability in Level 1 residuals for participants in the treatment arm 
(see Equation 21) was assigned the following form: 
     2| TREAT 1 .ij ij TXV r                                                       (23) 
As stated earlier, the degree of nonnormality in the Level 1 residuals for participants in 
the treatment arm was manipulated as either normal, moderately nonnormal (chi-square 
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distribution with 3 degrees of freedom; skew = 1.63, kurtosis = 4), or severely nonnormal (chi-
square distribution with 1 degree of freedom; skew = 2.28, kurtosis = 12). Following practices 
used in previous simulations investigating the impact of nonnormal residuals, the 1,000 
simulated datasets per combination of conditions were initially generated to assume normally 
distributed residuals at all levels of the data. Then, conditional upon the degree of nonnormality 
desired, the Level 1 residuals for the treatment condition were replaced by a set of residuals 
sampled from a population with the nonnormal distribution of interest, and transformed to have a 
mean of zero and a variance that satisfies the set parameter values (Carpenter, Goldstein, & 
Rasbash, 2003; Maas & Hox, 2004a, 2004b; Pituch & Stapleton, 2008). The specific 
distributional transformations applied to the Level 1 residuals was based on polynomial 
transformations derived from Fleishman’s Power Method (Fleishman, 1978). Cluster level 
residuals for individuals in the treatment condition were sampled from a normally distributed 
population with a mean of zero and a variance,    , that satisfied the desired ICC value, as will 
be described next.   
In addition to values of certain regression coefficients being held constant, only a single 
value for the intraclass correlation coefficient for the treatment arm,     , was generated. The 
     was generated to equal 0.2, a value used in several related, previous simulation studies 
(Krull & MacKinnon, 1999; Pituch & Stapleton, 2008; Pituch et al., 2005). This was 
accomplished by a transformation of the residuals such that the between-cluster variability in the 
treatment condition,    , equals 1.0, and the variability of the Level 1 residuals in the treatment 
condition,    
 , equals 4.0, across all conditions (see Equation 12). Following these specifications 
and given the desired heteroscedasticity ratios of 1:1, 2:1, and 3:1, values for the Level 1 residual 
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variance in the control condition,     
 , assumed the following values: 4.0, 8.0, and 12.0, 
respectively. 
MODELS TO BE ESTIMATED 
The current simulation intends to compare results for two multilevel models designed for 
partially clustered data structures. For each model, both fixed effect parameters and random 
effects’ variance component parameters were estimated along with their associated standard 
errors across all 36 combinations of conditions. The following sections will further describe the 
estimating procedures for the two models. 
Model 1.  
The first model follows Bauer et al.’s suggestion for handling partially clustered data 
within the multilevel framework, and with its estimation assumes both normality and 
homoscedasticity in the Level 1 residuals. The combined equation for this model is as follows: 
 
00 10 1TREAT TREAT ,ij ij j ij ijY u r                                     (24) 
where Level 1 residuals are assumed to be normally distributed with a mean of zero and a 
variance,   , that is assumed constant across control and treatment arms.   
Model 2.  
The second MLM for partially clustered data is identical to the previous model, however 
without the homoscedasticity assumption for the Level 1 residuals. In other words, the model in 
Equation 24 was estimated but allowed for unique Level 1 residuals in the treatment and control 
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arms by assuming the following distributions for each condition’s residuals: 
   2| TREAT 0 ~ 0,ij ij CTLr N  , and    2| TREAT 1 ~ 0,ij ij TXr N  . Note that when estimating 
both Models 1 and 2, normality of the Level 1 residuals was assumed.   
ANALYSIS OF ACCURACY   
For both models that were estimated, parameter and standard error estimates were saved 
across each of the 1,000 simulated data sets for each combination of conditions. Specifically, 
estimates for the intercept, treatment effect, and variance components at both levels, along with 
their accompanying standard errors, were saved and assessed for accuracy.     
Relative parameter bias.  
In order to determine the accuracy of the parameter estimates for each simulated 
combination of conditions, the relative parameter bias was calculated using the following: 
  
ˆ






                         (25) 
where    is the true value of the ith parameter and ˆi  is the average of the estimates for 
the ith parameter across the 1,000 simulated data sets. Criteria for substantial versus non-
substantial relative parameter bias was assessed using the suggestions of Hoogland and 
Boomsma (1998), wherein they recommend if  ˆRPB 0.05i  , there is evidence for substantial 
bias.   
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Standard error bias.  
Accuracy of the standard errors was calculated in a similar manner. Given the average of 




 , and the empirical standard error for the 
ith parameter, ˆ
i
s , (representing the standard deviation of the 
ˆ
is ), relative standard error bias 

















                    (26) 




  indicate 
substantial standard error bias. To further identify the source(s) of bias, a series of analyses of 
variance (ANOVAs) were estimated. Two-way interactions among the study factors were also 
included in the analyses. A minimum cutoff value of 0.01 was used as a criterion for practical 




Chapter 4: Results 
FIXED EFFECTS.  
Across all combinations of conditions used for data generation, no substantial relative 
parameter bias was found for the treatment effect (   ) from estimates based on the model 
assuming homoscedasticity and the model assuming heteroscedasticity. Combined, the two 
estimating models yielded mean relative parameter bias values ranging from -0.0061 to 0.0023 
(MRPB = -0.0008, SDRPB = 0.0020). Relative standard error bias for the estimate of the 
treatment effect,    , was also minimal, ranging in magnitude from -0.0685 to 0.0641 under the 
heteroscedastic estimating model (MRSEB = -0.0058, SDRSEB = 0.0641) and from -0.1103 to 
0.0410 under the homoscedastic model (MRSEB = -0.0400, SDRSEB = 0.0406). Negative 
standard error bias for     reached substantial levels under only two of the 36 generating 
conditions scenarios, both defined by the smaller number of groups (i.e., 10), unmodeled 
heteroscedasticity, and severe nonnormality in the Level 1 residuals (i.e., chi-square with 1 
degree of freedom). No substantial relative parameter bias was found for estimates of the 
intercept (i.e., the mean outcome score for the control arm of the study,    ) across estimating 
models and study conditions. However, the associated standard errors were consistently 
underestimated when heteroscedasticity in the Level 1 residuals was unmodeled (see Table 2 for 
results). The average relative standard error bias for conditions with 1:2 variance ratios was -
0.132, and conditions with 1:3 variance ratios had an average bias of -0.177. The degree of 
heteroscedasticity, specifically when unaccounted for when using the homoscedastic estimating 
model, emerged as the most prominent study factor related to this bias (        ). A small 
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effect size was associated with the interaction between the number of groups and the degree of 
nonnormality (        ), but further investigation into the associated pattern of bias suggested 
no practical significance behind this interaction. 
 
Table 2. Average RPB and RSEB for Partially Clustered MLM Parameter Estimates  
  RPB 
  Heteroscedasticity Ratio,    
      
  
Parameter and model  1:1 1:2 1:3 
      0.0016 -0.1562* -0.2990* 
     
RSEB 
 
      -0.0034 -0.1321* -0.1773* 
     
  Degree of Nonnormality in Level 1 residuals 
  Normal                   
    
   0.0024 -0.4046* -0.6041* 
     
    
      
     
  
  1:1 0.0027 -0.2715* -0.4803* 
 1:2 -0.0527 -0.1688* -0.3300* 
 1:3 -0.1038* -0.1775* -0.2630* 
Note. RPB = relative parameter bias; RSEB = relative standard error bias; subscript A indicates 
homoscedastic estimation model; subscript B indicates heteroscedastic estimation model 
*substantial bias, as per Hoogland & Boomsma criteria 
 
VARIANCE COMPONENTS.  
No substantial relative parameter bias was detected for estimates of the Level 1 variance 
components (   
  and     
  in the heteroscedastic estimating model,    in the homoscedastic 
model). Parameter estimates for the between-group variability in the treatment effect when using 
the heteroscedastic MLM were also unbiased (MRPB = 0.0002, SDRPB = 0.0158). However, 
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    was found to be consistently underestimated when heteroscedasticity in Level 1 residuals 
was misspecified in the estimating model. Across all generating conditions, relative parameter 
bias for     when using the homoscedastic estimating model ranged in magnitude from 0.4125 
to 0.0312 (MRPB = 0.1512, SDRPB = 0.1403). Looking only at generating conditions with 
heteroscedastic Level 1 residuals, neglecting to account for heteroscedasticity in the estimating 
model yielded an average bias of 0.2276 (SDRPB = 0.1075) for the Level 2 variance 
component. Results from the ANOVA show that the degree of unmodeled heteroscedasticity was 
the only study factor to substantially impact relative parameter bias in the Level 2 variance 
component, and the effect was moderate (        ).  
A clear relationship emerged between degrees of generated nonnormality in the Level 1 
residuals and patterns of standard error bias for certain random effects parameters’ variance 
components. For example, standard errors for the estimate of    
  (i.e., Level 1 variance for the 
treatment arm, estimated separately from the control arm residual variance) were consistently 
underestimated when the set of generating conditions included moderate or severe nonnormality 
in the Level 1 residuals (MRSEB = -0.5044, SDRSEB = 0.1023). ANOVA results indicate that 
non-normality was indeed strongly associated with negative relative standard error bias in    
  
(        ), and was the sole study factor influencing this bias. Conversely, standard error 
estimates for the control arm’s residual variance,     
 , remained unbiased across all 
combinations of study conditions.  
The impact of nonnormality was also evident for relative standard error bias when the 
estimating MLM assumed homoscedasticity, as standard errors for the Level 1 variance 
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component (  ) were underestimated across all nonnormal residuals’ conditions (MRSEB = -
0.2819, SDRSEB = 0.1080). Efforts to disentangle the sources of bias showed that the degree of 
nonnormality (        ), the degree of heteroscedasticity (        ), and the interaction 
between the two (        ) were most prominent. Interestingly, given violations to the 
normality assumption for the treatment arm’s residual variance, standard errors for    were most 
negatively biased in conditions when homoscedastic versus heteroscedastic errors were 
generated (see Table 2). In other words, the negative standard error bias in    resulting from 
moderate and severe nonnormality actually worsens (i.e., increases in magnitude) when the 
underlying homoscedastic Level 1 variance structure is correctly modeled as such.  
Estimation of the standard errors for the Level 2 variance component,    , remained 
relatively unaffected across study conditions (MRSEB = 0.0369, SDRSEB = 0.0681). Standard 
errors were overestimated (MRSEB = 0.2351) under conditions where the degree of unmodeled 
heteroscedasticity was the greatest (i.e., 1:3 ratio) and the groups were smallest in both size and 
number (i.e., m = 10 and c = 10, respectively); however, neither practically significant effects 




Chapter 5: Discussion 
The current study employed a Monte Carlo simulation to assess relative parameter and 
standard error bias for fixed and random effects estimated by multilevel models for partially 
clustered data structures, specifically in relation to the degree of departure from assumptions of 
homoscedasticity and normality in Level 1 residuals, number of treatment groups, and size of the 
treatment groups. Two estimating models were compared: one model assuming homoscedasticity 
at Level 1, versus one model allowing for heteroscedasticity by estimating unique Level 1 
residuals for the treatment arm and control arm.   
In general, matching previous research findings (Baldwin et al., 2011; Korendijk et al., 
2008), results from the simulation support unbiased parameter estimation regardless of whether 
the estimating model allows for heteroscedasticity. One exception to this trend was found with 
the estimation of     (i.e., the variability in the treatment effect across treatment groups), which 
was consistently underestimated when using the homoscedastic estimating model in the presence 
of heteroscedastic generating conditions. It should be noted that when the control arm’s Level 1 
variance was generated as larger than that of the treatment arm, the homoscedastic MLM 
estimated a single, shared Level 1 variance component that is essentially a weighted average of 
the two generated Level 1 variances. In the scenarios generated in this study, the resulting 
weighted average    then tends to be larger in value than it should be for the treated sample’s 
Level 1 variance. Because the Level 1 variance for the treated sample is then essentially over-
estimated, the estimate of the between-treatment groups’ Level 2 variance must be under-
estimated to compensate for this misspecification. The potential negative parameter bias in 
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estimation of     when heteroscedastic Level 1 variance structures are misspecified may be of 
concern to the researcher interested in using group-level covariates to predict treatment efficacy, 
as this bias may reduce the probability of correctly identifying significant across-group 
variability.   
Consistent with previous research, misspecification of complex variance structures within 
partially clustered data affected the accuracy of standard error estimates for several estimated 
parameters. For example, constraining heteroscedastic Level 1 variances to equality threatened 
the homoscedastic MLM’s estimation of the standard error of the intercept. Specifically, standard 
errors for     were consistently underestimated by the misspecified homoscedastic MLM across 
all combinations of study conditions incorporating heteroscedasticity. This underestimation 
inflates the risk of Type I errors associated with this fixed effect. For researchers interested in 
testing the significance of the control arm’s mean outcome score, this could be of concern.  
Further assessment of the impact of study conditions on relative standard error bias 
revealed a significant effect of nonnormality on Level 1 variance components for both 
homoscedastic and heteroscedastic estimating models. As the generated departures from 
normality in the treatment arm’s Level 1 residuals became more extreme, standard errors for the 
associated variance component,    
 , were increasingly more negatively biased. A similar 
relationship emerged for the homoscedastic MLM’s estimated Level 1 variance component; 
however, nonnormal conditions interacted with the degree of heteroscedasticity to produce an 
interesting pattern of negative standard error bias. Specifically, standard errors for    were 
underestimated when the generated distributional patterns for the treatment arm’s Level 1 
residuals were moderately and extremely nonnormal. However, this negative bias worsened 
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under homoscedastic generating conditions. Future research would be necessary to further 
explain this relationship, perhaps by including alternative forms of nonnormality in the set of 
manipulated study conditions.  
SUGGESTIONS FOR FUTURE RESEARCH AND STUDY LIMITATIONS.  
It is hoped that applied researchers will consider the results of this study when analyzing 
partially clustered data structures that might be complicated by nonnormality and 
heteroscedasticity in the Level 1 residuals. There are evident advantages of using an estimating 
model that allows for heteroscedastic residuals, and software packages that are able to make this 
distinction are becoming increasingly accessible. Further, while results from this particular 
simulation do not significantly implicate the number of treatment groups or group size as 
affecting either form of bias, Baldwin et al. (2011) advocate increasing the number of groups 
within partially clustered designs in order to attain sufficient power for the test of the treatment 
effect. 
Although this study investigated the impact of correctly modeling heteroscedasticity, 
further research regarding partially clustered data structures would benefit from assessing the 
impact of modeling potential nonnormality in the residuals (e.g., with Bayesian estimation). An 
additional limitation of the current study is that we confined our simulation to a relatively simple 
MLM, excluding covariates at both the individual and group level. One important benefit of 
multilevel modeling is the possibility of explaining variability across clusters of observations 
with observed group-level predictors. For example, variability among participating therapists’ 
beliefs in the efficacy of a certain intervention may fully explain the differences in their groups’ 
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outcomes, thus providing the researcher with valuable information regarding ideal methods of 
treatment exposure. Understanding how the effects of these covariates relate to study conditions 
is an important next step in assessing the performance of partially clustered MLMs. Finally, 
performance of the MLM exposed to various departures from normality and homoscedasticity 
should also be assessed from the perspective of power and Type I error rates, which was beyond 
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