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It’s hardware that makes a machine fast.
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Cloud computing has become a dominant computing paradigm in the in-
formation technology industry due to its flexibility and efficiency in resource
sharing and management. The key technology that enables cloud computing
is virtualization. Essential requirements in a virtualized system where several
virtual machines (VMs) run on a same physical machine include performance
isolation and predictability. To enforce these properties, the virtualization soft-
ware (called the hypervisor) must find a way to divide physical resources (e.g.,
physical memory, processor time) of the system and allocate them to VMs
with respect to the amount of virtual resources defined for each VM. However,
modern hardware have complex architectures and some microarchitectural-level
resources such as processor caches, memory controllers, interconnects cannot
be divided and allocated to VMs. They are globally shared among all VMs
which compete for their use, leading to contention. Therefore, performance
isolation and predictability are compromised.
In this thesis, we propose software solutions for preventing unpredictability
in performance due to micro-architectural components. The first contribution is
called Kyoto, a solution to the cache contention issue, inspired by the polluters
pay principle. A VM is said to pollute the cache if it provokes significant cache
replacements which impact the performance of other VMs. Henceforth, using
the Kyoto system, the provider can encourage cloud users to book pollution
permits for their VMs.
The second contribution addresses the problem of efficiently virtualizing
NUMA machines. The major challenge comes from the fact that the hypervisor
regularly reconfigures the placement of a VM over the NUMA topology. How-
ever, neither guest operating systems (OSs) nor system runtime libraries (e.g.,
HotSpot) are designed to consider NUMA topology changes at runtime, lead-
ing end user applications to unpredictable performance. We presents eXtended
Para-Virtualization (XPV), a new principle to efficiently virtualize a NUMA
architecture. XPV consists in revisiting the interface between the hypervisor
and the guest OS, and between the guest OS and system runtime libraries so




Le cloud computing est devenu un paradigme dominant dans l’industrie
informatique en raison de sa flexibilité et de son efficacité dans le partage et
la gestion des ressources. La technologie clé qui permet le cloud computing
est la virtualisation. L’isolation et la prédictibilité de performance sont des
exigences essentielles d’un système virtualisé où plusieurs machines virtuelles
(MVs) s’exécutent sur une même machine physique. Pour mettre en œuvre ces
propriétés, le logiciel de virtualisation (appelé l’hyperviseur) doit trouver un
moyen de diviser les ressources physiques (par exemple, la mémoire physique,
le temps processeur) du système et de les allouer aux MVs en fonction de
la quantité de ressources virtuelles définies pour chaque MV. Cependant, les
machines modernes ont des architectures complexes et certaines ressources de
niveau micro-architectural telles que les caches de processeur, les contrôleurs
de mémoire, les interconnexions ne peuvent pas être divisées et allouées aux
MVs. Elles sont partagées globalement entre toutes les MVs qui rivalisent pour
leur utilisation, ce qui conduit à la contention. Par conséquent, l’isolation et la
prédictibilité de performance sont compromises.
Dans cette thèse, nous proposons des solutions logicielles pour prevenir la
non-prédictibilité des performances due aux composants micro-architecturaux.
La première contribution s’appelle Kyoto, une solution pour le problème de
contention du cache, inspirée du principe pollueur-payeur. Une MV est pol-
lueuse si elle provoque des remplacements importants de lignes de cache qui
ont un impact sur la performance des autres MVs. Désormais, en utilisant le
système Kyoto, le fournisseur peut encourager les utilisateurs du cloud à réser-
ver des permis de pollution pour leurs MVs.
La deuxième contribution aborde le problème de la virtualisation efficace
des machines NUMA. Le défi majeur vient du fait que l’hyperviseur reconfigure
régulièrement le placement d’une MV sur la topologie NUMA. Cependant, ni
les systèmes d’exploitation (OSs) invités ni les librairies de l’environnement
d’exécution (par exemple, HotSpot) ne sont conçus pour prendre en compte les
changements de topologie NUMA pendant leur exécution, conduisant les appli-
cations de l’utilisateur final à des performances imprévisibles. Nous présentons
eXtended Para-Virtualization (XPV), un nouveau principe pour virtualiser ef-
ficacement une architecture NUMA. XPV consiste à revisiter l’interface entre
l’hyperviseur et l’OS invité, et entre l’OS invité et les librairies de l’environne-
ment d’exécution afin qu’ils puissent prendre en compte de manière dynamique
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Nowadays, many organizations tend to outsource the management of their
physical infrastructure to hosting centers. By this way, companies aim at re-
ducing their cost by paying only for what they really need. This trend, com-
monly called cloud computing, is general and concerns all field of Information
Technology. Notably, recent years have seen HPC application developers and
industries thinking about the migration of their applications to the cloud [81].
In this context, the majority of platforms implements the Infrastructure as a
Service (IaaS) cloud model where customers buy virtual machines (VM) with a
set of reserved resources. One of the essential properties of virtualization is that
it provides isolation among VMs running on the same physical machine. Iso-
lation takes different forms, including security (sandboxing) and performance.
Regarding security, isolation between VMs means that operating systems (and
their applications) running in VMs are executing in separate address spaces
and are therefore protected against illegal (bogus or malicious) accesses from
other VMs. Regarding performance, isolation means that the performance of
applications in one VM should not be influenced or depend on the behavior of
other VMs running on the same physical machine.
Performance isolation and predictability are hard to achieve in a virtual-
ized context due to complex architectures of modern hardware. Some micro-
architectural components such as last level cache (LLC) can’t be properly
and/or efficiently divided and virtualized, resulting in performance interference
caused by contention. In addition, machines have evolved to NUMA multicore
architectures where there is a complex interconnect to connect NUMA nodes,
each contains a memory bank and several cores. The performance promises
Chapter 1. Introduction
of NUMA architectures is nearly achieved in bare-metal systems with heuris-
tics that place the memory and the threads of the processes on the nodes
[75, 53, 52, 56]. However, in a virtualized system, the guest OS cannot imple-
ment such heuristics as the hypervisors can blindly change the NUMA topology
of the guest VMs in order to balance the workload in the underlying hardware.
In this thesis, we propose two contributions as follows:
Kyoto: A software solution to the issue of LLC contention. This solution
is inspired by the polluters pay principle. A VM is said to pollute a cache
if it provokes significant cache replacements which impact the performance of
other VMs. We rely on hardware counters to monitor the cache activity of each
VM and to measure each VM cache pollution level. A VM which exceeds its
permitted pollution at runtime has its CPU capacity reduced accordingly.
eXtended Para-Virtualization (XPV): A new principle to efficiently virtu-
alize a NUMA architecture. XPV consists in revisiting the interface between
a hypervisor and a guest OS and between the guest OS and the system run-
time libraries (SRLs) in order to dynamically adapt NUMA policies used in
the guest OS and the SRLs when the NUMA topology of the VM changes. By
doing so, XPV allows each layer in the virtualization stack to implement what
it does best: optimization of resource utilization for the hypervisor and NUMA
resource placement for the guest OS and the SRLs.
Publications that constitute this thesis:
1. Alain Tchana, Bao Bui, Boris Teabe, Vlad Nitu, Daniel Hagimont. Miti-
gating performance unpredictability in the IaaS using the Kyoto principle.
Middleware 2016: 17th ACM/IFIP/USENIX International Middleware
Conference, Dec 2016, Trento, Italy. pp. 1-10.
2. Bao Bui, Djob Mvondo, Boris Teabe, Kevin Jiokeng, Lavoisier Wapet,
et al.. When eXtended Para-Virtualization (XPV) meets NUMA. EU-
ROSYS 2019: 14th European Conference on Computer Systems, Mar




1. Tu Dinh Ngoc, Bao Bui, Stella Bitchebe, Alain Tchana, Valerio Schi-
avoni, Pascal Felber, and Daniel Hagimont. Everything You Should Know
About Intel SGX Performance on Virtualized Systems. Proc. ACM
Meas. Anal. Comput. Syst. 3, 1, Article 5 (March 2019), 21 pages.
DOI:https://doi.org/10.1145/3322205.3311076.
The rest of this thesis is organized as follows. Chapter 2 presents the back-
ground of our work including virtualization, processor cache and NUMA and
discusses the virtualization of several micro-architectural components. Chapter
3 and 4 present in detail our two contributions: Kyoto and XPV respectively,
their implementation as well as their evaluation. Finally, chapter 5 concludes





2.1 Virtualization . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 CPU Virtualization . . . . . . . . . . . . . . . . . . 7
2.1.3 Memory Virtualization . . . . . . . . . . . . . . . . 11
2.1.4 I/O Virtualization . . . . . . . . . . . . . . . . . . 14
2.2 Processor Caches . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Operating principle . . . . . . . . . . . . . . . . . . 20
2.2.3 Associativity . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Non-Uniform Memory Access (NUMA) . . . . . . . . . . . 22
2.3.1 The hardware view . . . . . . . . . . . . . . . . . . 22
2.3.2 The Linux kernel view . . . . . . . . . . . . . . . . 23
2.4 Virtualization of Micro-architectural Components . . . . . 24
2.5 Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
We present here the background of this thesis: virtualization and virtual-
ization techniques in section 2.1, processor caches in section 2.2, NUMA archi-
tecture in section 2.3 and an overview of virtualization solutions for different
micro-architectural components in section 2.4. The two sections 2.2 and 2.3
cover micro-architectural components which are the sources of the performance




Virtualization isn’t a new concept. It finds its root back to the late 1960s. Back
then, it had been seen as a cost-effective technique for “organizing computer
systems resources to provide extraordinary system flexibility and support for
certain unique applications” [57]. A popular use case was to allow several devel-
opers to share an expensive computer system. However, by the 1980s, with the
appearance of personal computers and the maturity of operating systems (OSs),
virtualization didn’t gain much attention from computer system researchers.
When hardware becomes more powerful over time, interests in virtualization
across academics and industry have been raised again. While virtualization is
still regarded as an effective and flexible way for sharing computing resources,
it can help address some limitations of the current system architectures, such
as security, reliability and OS migration. It quickly becomes a driving force
of innovation in both software and hardware industries. Several improvements
have been made in OSs, systems management and hardware designs to account
for better virtualization. A new computing paradigm called cloud computing
where computing resources are provided to users on demand has been widely
adopted thanks to the flexibility of virtualization technology.
Virtualization refers to the process of creating a virtual representation of
something, such as CPU, memory, network card, disk storage. A combination of
virtualized CPUs, memory and I/O devices that forms a complete and isolated
computing environment is defined as a virtual machine (VM). The latter is
created and managed by a system software called hypervisor or virtual machine
monitor (VMM) and can run its own independent OS instance, called the
guest OS. However, not any piece of software that creates and manages VMs is
considered as hypervisor. According to Popek and Goldberg [88], a hypervisor
has three essential characteristics: equivalence, performance and safety.
• Equivalence: A program executing in a virtual environment created by
the hypervisor performs identically to its execution on hardware. The dif-
ferences in executions caused by timing dependencies and resource avail-
ability are acceptable.
• Performance: A “statically significant” amount of program instructions
must be executed directly by the hardware without the intervention from
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the hypervisor. As a result, at worst, the virtual environment only shows
minor decreases in speed.
• Safety: The hypervisor is in complete control of system resources. It
means (1) a VM is limited to only using the amount of resources allocated
to it and (2) it’s possible for the hypervisor to regain control of resources
already allocated. In other words, VMs are required to be isolated from
each other as well as from the hypervisor.
Figure 2.1: Two types of hypervisors.
Several hypervisors have been developed throughout the years and are usu-
ally (and loosely) classified into two categories depending on whether they run
on a bare machine or on a host OS (Fig. 2.1):
• Type-1: The hypervisor runs on a bare machine and directly controls
system resources. The emphasis here is on system scheduling and resource
allocation [36]. The hypervisor itself makes the resource allocation and
scheduling decisions. XEN [32], VMWare ESX Server [17] and Microsoft
Hyper-V are examples of type-1 hypervisors.
• Type-2: The hypervisor runs on a host OS. It’s the latter that plays the
role of resource allocator and scheduler of the system. The hypervisor
and VMs appear as normal processes to the host OS. Examples of type-2
6
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hypervisors are KVM [70], Oracle VirtualBox [105], VMWare Worksta-
tion [35]. Although the performance of type-2 hypervisors may not be as
good as that of type-1 hypervisors, their implementation is less complex.
2.1.2 CPU Virtualization
The requirements defined by Popek and Goldberg have been served as a guide-
line for developing hypervisors. Popek and Goldberg went further and proposed
a theorem which determines if a given instruction set architecture (ISA) is vir-
tualizable, in the sense that any OS being able to run on the hardware can
be run inside a VM without modifications [88]: “For any conventional third-
generation computer, a virtual machine monitor may be constructed if the set
of sensitive instructions for that computer is a subset of the set of privileged in-
structions”. An instruction is considered sensitive if it can update the machine
state or its semantics depend on the machine state. On the other hand, a priv-
ileged instruction is one that can only be executed in supervisor mode and will
cause a trap when executed in user mode. The virtualization approach implied
by the theorem is direct execution with trap-and-emulate which consists
of, as its name suggests, (1) directly executing non-sensitive instructions on
the processors; (2) trapping and then emulating sensitive instructions. In this
way, the VMM can remain in control and configure the virtualized hardware
correctly to achieve virtualization goals.
Figure 2.2: x86 architecture in a non-virtualized environment [8].
As stated above, researches on virtualization went inactive for some time.
ISAs developed during that time, such as MIPS, x86 and ARM, didn’t take
virtualization into account. The x86 architecture, for example, contains several
problematic sensitive but unprivileged instructions (pushf, popf, iret,...) [93].
7
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As a result, it is not virtualizable according to the Popek and Goldberg the-
orem. However, there are other techniques, namely binary translation and
paravirtualization, that can satisfy the virtualization requirements of equiv-
alence, performance and safety. Later, when virtualization became more pop-
ular, hardware producers incorporated hardware assisted features into their
processors helping the x86 architecture conform to the theorem.
The x86 hardware. Before going into detail about different virtualization
techniques, it’s worth noting that the x86 hardware is assumed by default in
this thesis. As shown in the Fig. 2.2, in the x86 architecture, there are four
levels of privilege, namely Ring 0, 1, 2 and 3. Ring 0 is the most privileged
level, Ring 3 is the least. In a non-virtualized environment, Ring 0 is used for
the OS, applications run at Ring 3 while Ring 1 and 2 are usually unused.
Figure 2.3: Full virtualization on x86 hardware [8].
Binary translation. This technique is usually employed to run binary
programs compiled for a specific ISA on processors with a different ISA [97].
The way it works is to read and analyze the source instructions, translate
them into the new instructions that are executable on the target hardware and
execute them. The process can be done statically or dynamically.
Dynamic binary translation can be applied for virtualization to run unmod-
ified OSs on x86 architecture. The idea is to translate sensitive but unprivileged
instructions to safer ones that provide the intended effects on the VM. To speed
up performance, translated code is cached. Optimization techniques such as
“block chaining”, which allows blocks of translated code to be executed one
after another without transferring control back to the hypervisor, can be used.
However, using binary translation for user-level programs could still introduce
up to 5x slowdown [94]. To address the performance issue, VMware’s solution
8
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is to combine direct execution with binary translation: direct execution used
to run user applications, binary translation used to run the guest OS [35]. This
solution (Fig. 2.3) is referred to as full virtualization.
Figure 2.4: XEN paravirtualization on x86 hardware [8].
Paravirtualization. While binary translation adapts problematic instruc-
tions at the binary level, paravirtualization does that at the source code level.
Therefore, this technique can only be used for open source OSs, such as Linux,
FreeBSD. Although the application scope is limited, paravirtualization gives
better performance than binary translation.
XEN [32] is a popular open source type-1 hypervisor that uses paravirtu-
alization. To provide virtualization support for the x86 hardware, the OS’s
code for x86 architecture needs to be updated in a way that non-virtualizable
instructions are unused. These instructions are replaced by hypercalls, which
are calls from the guest OS to the hypervisor. The latter can then take ap-
propriate actions to properly emulate the VM state. With these changes, all
instructions to be executed are now virtualizable. XEN can use direct execution
with trap-and-emulate to implement virtualization (Fig. 2.4).
Hardware assisted virtualization. To overcome the lack of virtualiza-
tion support from the hardware, hypervisor developers had to find a way to
adapt the guest OS at either source code or binary level. This made hypervi-
sors more complex than they should be. As the need for virtualization became
inevitable, Intel and AMD both have updated their products to add virtualiza-
tion extensions. While Intel introduced VT-x, AMD developed AMD-V. Both
are virtualization technologies for x86 platforms. The main goal is to eliminate
the need for paravirtualization and binary translation. This helps hypervisors
become simpler, more robust but still maintain a high level of performance and
supports for unmodified guest OSs. We focus our discussion on Intel VT-x. Al-
9
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though Intel VT-x and AMD-V are not entirely the same, they rely on similar
principles.
Figure 2.5: Hardware assisted virtualization on x86 (Intel) hardware [8].
VT-x enabled processors have two modes of operation: root operation and
non-root operation [83]. Both operating modes offer four privilege levels. In
general, root operation is intended for use by a hypervisor, while a guest OS
runs in non-root operation. Transitions between the two modes are allowed.
Precisely, there are two kinds of transition: a transition from root operation
to non-root operation is called a VM Entry, and a transition from non-root
operation to root operation is called a VM Exit. Upon a VM Entry, the so-
called host processor state is stored and the guest processor state is loaded.
Similarly, a VM Exit causes the guest state to be saved and the host state
to be loaded. The two processor states are parts of a hardware-based data
structure named the virtual machine control structure (VMCS).
Processors behave differently depending on which mode of operation they
are in. In non-root mode, the processor behavior is limited and modified to
facilitate virtualization. For instance, sensitive instructions and events now
cause VM Exits which give control back to the hypervisor. It’s also possi-
ble for system developers to configure conditions triggering VM Exits via the
VMCS. With these architectural changes, Intel VT-x makes the x86 hardware




Figure 2.6: An overview of address translation in a virtualized environment.
Virtualization adds a new layer into the software stack alongside with a new
address space. In a virtualized environment, there are basically three address
spaces: guest virtual address (GVA), guest physical address (GPA) and host
physical address (HPA). GVAs are what is exposed to applications by the guest
OS. HPAs are real machine addresses used by the hardware to fetch and store
the data. GPAs are addresses assumed by guest OSs as main memory but this
memory is virtualized.
The main objective is to translate a GVA to a HPA. Address translations are
usually done via a technique called paging, which consists of dividing memory
into pages and using page tables (PTs) mapping pages between two address
spaces. The guest OS sets up a set of virtual-to-physical page tables (V2Ps) for
each process. The hypervisor can maintain two following sets of PTs: physical-
to-host page tables (P2Hs) and virtual-to-host page tables (V2Hs). All these
PTs are not necessarily needed at the same time, a virtualization technique
can mainly rely on one or two of them. The actual address translation is
however carried out by the PT walker, which is a special hardware of the
memory management unit (MMU). Its job is to walk through the PTs of choice
(pointed to by the CR3 register) to get the desired address. Fig. 2.6 shows
a high level overview regarding how the address translation can be done. We
present here three well-known techniques: shadow paging, direct paging
and hardware assisted paging.
Shadow paging. The guest OS is unaware of the existence of the hypervi-
sor. In this case, the hypervisor maintains the V2Hs in the shadow. These PTs
are usually referred to as the shadow page tables (SPTs). It is only the SPTs
that are used by the PT walker to perform the address translation. There-
fore, the performance of address translation is close to that of a native, non-
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virtualized system. However, there are some sources of overhead in shadow
paging (Fig. 2.7). First, the hypervisor must intervene when the guest OS up-
dates its PTs in order to reflect the changes to the SPTs accordingly. This is
usually done by a technique called memory tracing, which allows the hypervi-
sor to mark any page in guest physical memory as read-only. Any attempt to
write to a read-only page will result in a page fault, transferring control to the
hypervisor. Second, the PT walker may update the accessed and dirty bits in
the SPTs, these changes need to be reflected back in the guest. Third, when
the guest tries to schedule a new process, it updates the guest CR3 register to
establish the new process’s PTs, the hypervisor must intercept this operation,
set the shadow CR3 value pointing to the corresponding SPTs. As a result, if
the VM causes too many context switches or PT updates, its performance may
suffer greatly.
Figure 2.7: Shadow paging with 2-level PTs [15].
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Figure 2.8: Address translation with EPT (4-level PTs; eLi is EPT level i; gLi
is guest PT level i).
Direct paging. This technique is used by XEN to provide memory vir-
tualization for paravirtualized VMs. As the guest OS knows that it runs in a
virtualized environment, the hypervisor lets it manage the V2Hs directly (hence
the name direct paging). The guest OS has controlled access to necessary in-
formation in order to correctly maintain the V2Hs. The hypervisor is still there
to validate any update to the PTs made by the guest OS. As the latter has no
write permission to the PTs, the changes have to be applied via hypercalls to
the hypervisor.
Hardware assisted paging. Modern Intel’s hardware has implemented
a virtualization extension called Extended Page Tables (EPT) or Nested Page
Tables (NPT) in case of AMD’s. EPT adds to the VMCS the EPT pointer field
that points to the P2Hs. The guest OS maintains the V2Ps which are pointed
to by the guest CR3 register. This means the two PTs are now exposed to
the hardware. The PT walker can perform a so-called 2-dimensional walk
using both PTs to get a HPA from a GVA. Precisely, after each pass through
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the V2Ps to translate a GVA to a GPA, the P2Hs are then used to derive
a HPA from the GPA. As a result, EPT helps eliminate calls or traps into
the hypervisor in case of the PT update synchronization. However, the cost
of an address translation with EPT becomes more expensive as both PTs are
used. For example, supposing both PTs have 4 levels in their structure, EPT
requires 24 memory references in total as opposed to only 4 memory references
in a native page walk (Fig. 2.8).
2.1.4 I/O Virtualization
I/O devices are important components for a computer system. Fortunately,
just like in case of processor and memory, even with the lack of hardware
supports for virtualization, they can still be virtualized purely by software
techniques with the costs of engineering time and performance. However, for
high performance use cases, hardware virtualization extensions are required.
Figure 2.9: Architectures for software-based I/O virtualization (simplified):
emulation (left) and paravirtualization (right). The hypervisor routes I/O re-
quests from the guests to a privileged VM, denoted “dom0”, having device
drivers installed to perform the back-end of I/O operations.
I/O emulation (full virtualization). A traditional approach for I/O
virtualization consists of exposing virtual I/O devices to the guests while im-
plementing the semantics of physical devices in a device emulation layer. In
general, the OS can interact with I/O devices via the following mechanisms:
Port-mapped IO (PIO), Memory-mapped IO (MMIO), Direct Memory Access
(DMA) and interrupts. With proper configuration, guest’s PIOs and MMIOs
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can be trapped, interrupts can be injected into the guest. Emulating DMA is
easy for the hypervisor as it can read from and write to the guest’s memory
pages. All of these emulations can be done with or without VT-x/AMD-V
support. To fulfill I/O requests from the guests, the hypervisor has two op-
tions: using device drivers embedded within itself (VMware ESXi) or relying
on a privileged guest equipped with necessary device drivers (XEN, shown in
Fig. 2.9). While using embedded drivers in the hypervisor may help reduce
latency, the second option has the advantages of simplicity and portability.
I/O paravirtualization. Although I/O emulation provides good compat-
ibility, it usually has high performance overheads. This is due to the fact that
the physical devices that are emulated are not designed to support virtualiza-
tion. For example, there are multiple register accesses involved in sending or
receiving a single Ethernet frame using the Intel 82540EM Gigabit Ethernet
Controller [36]. This is inefficient in a virtualized setup as the matching em-
ulation code (e.g., e1000 in QEMU) would cause a lot of VM exits per frame
sent or received as well.
It takes time for hardware makers to keep up with the virtualization train.
However, it’s possible to emulate a virtual device whose specification is efficient
for virtualization (i.e., to minimize the number of VM exits involved). The
guest OS and the hypervisor have to agree to work on such a device for I/O
operations. The device is said to be paravirtualized and the guest needs to
install a paravirtualized driver to work with it. This driver, which is also known
as the front-end driver, is the first in the two components in the architecture
of I/O paravirtualization. The second component is the back-end driver that
runs in the hypervisor (or in a privileged guest) and serves as the underlying
implementation for the device (Fig. 2.9).
Figure 2.10: Address translation with 2D MMU for processes and 1D IOMMU
for I/O devices [36].
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Direct device assignment. Instead of exposing a virtual I/O device, the
hypervisor can directly assign the physical device to the VM for exclusive usage.
This solution may provide the best performance for an I/O-intensive VM as
the latter can interact with the device with minimal or no involvement from
the hypervisor. However, apart from some obvious drawbacks like the lack of
scalability and portability, there are concerns about safety as well, especially
for DMA capable devices. The fundamental problem is the mismatch of the
notion of physical addresses used by the guest OS and the device. The guest
OS directs the device using the GPAs while the device expects to work with the
HPAs for I/O operations. This means the device could potentially access to
memory belonging to the hypervisor or other VMs. A software-based solution
for this is to modify the device driver to do the address translation. However,
exposing the HPAs to the driver doesn’t eliminate the safety issues. Additional
hardware support is necessary for a secure and safe direct device assignment.
Many chip vendors have updated their hardware to include the I/O memory
management unit (IOMMU), such as Intel’s Virtualization Technology for Di-
rected I/O (VT-d) [21], AMD’s I/O Virtualization Technology (AMD-Vi) [24].
IOMMU has a component called DMA remapping hardware that can do the
address translation using the page tables mapping the virtual addresses used
by the device (e.g., the GPAs) to the HPAs. Basically, the way the DMA
remapping hardware works for I/O devices is similar to how the MMU works
for processes (Fig. 2.10). However, unlike regular memory accesses, I/O devices
don’t expect page faults for DMA operations. For that reason and because the
hypervisor doesn’t know exactly which pages are used by the device, when the
hypervisor assigns a device to a guest, it usually pins the entire guest’s memory.
I/O device sharing. Direct device assignment can achieve a native per-
formance for guest’s I/O operations but is not a scalable solution. Each direct
assigned device can only be used by one VM at a time and the number of
devices that are plugged into the host system is limited (comparing to the
number of guests). To make direct device assignment scalable, the Single Root
Input/Output Virtualization or SR-IOV was proposed. It is an extension for
PCI Express (PCIe) devices. Traditionally, it’s the responsibility of the hyper-
visor to multiplex I/O devices for the VMs. In case of a SR-IOV device, the
resource sharing function is built in at the hardware level. However, some min-
imal support is still required from the system software in order for the SR-IOV
to work as a resource sharing mechanism.
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Figure 2.11: Direct device assignment with SR-IOV.
A SR-IOV device works by presenting at least one physical function (PF)
and multiple virtual functions (VFs) [16]. A PF acts as a full-featured PCIe
function with the ability to configure and manage the SR-IOV functionality
(e.g., allocate, deallocate and configure the VFs). A VF is a simple PCIe
function that can process I/O but with a limited configuration space. Each
VF can be assigned to a VM as a separate device instance. In Fig. 2.11, the
hypervisor uses the PF driver to configure the VFs of a SR-IOV device (e.g., a
SR-IOV NIC) and assigns each VF for a guest. The VF’s configuration space
is presented to the guest as the device’s configuration space. The assigned VF
is recognized and usable thanks to the VF driver residing in the guest.
Supposing a VF of a SR-IOV NIC is assigned to the guest. The latter can
receive an Ethernet packet as follows [19]. When the Ethernet packet arrives
at the NIC, the Layer 2 sorter, which is configured by the PF driver, puts the
packet into the dedicated receive queue of the target VF. The packet is then
moved to the memory space of the guest via DMA with the target memory
location configured by the VF driver. After the DMA operation is completed,
the NIC fires an interrupt which is handled by the hypervisor. The latter
generates a virtual interrupt to inform the guest that the packet has arrived.
For any operation that has global effect, the VF driver must communicate
with the PF driver. It’s up to the vendor to implement the communication





The processor caches are layers of memory located between the main memory
and a processor. One of the main activities of the processor is to access data
(read or write) in memory. However, the speed of a computer’s main memory
is much slower than the processor’s. Therefore, when the CPU tries to access
memory, it has to wait for a period time during which it does not execute in-
structions. To minimize this waiting time, a cache memory is inserted between
the CPU and the main memory. This mechanism allows the processor to access
a very fast cache memory before accessing the main memory.
Cache memories are part of the so-called memory hierarchy. Fig. 2.12 shows
a hierarchy of different types of memory available in a computer system. As
we go up in this hierarchy, the cost and speed increase while the size decreases.
At the highest level, there are the registers that are used for computations.
The cache memories are actually placed between the registers and the main
memory. In fact, with this structure, we can consider that for each level of
memory in the hierarchy, the smaller and faster storage unit at level n serves
as a cache for level n + 1 below.
Figure 2.12: Memory hierarchy inside a computer system.
It is possible to integrate several levels of processor cache in a computer
system. Today’s machines often have three levels of cache memory (namely
L1, L2 and L3, Fig. 2.13). The relationship between two levels of cache can
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be inclusive or exclusive. For example, the L2 cache is said to be inclusive if
it is forced to contain all the data inside the L1 cache. In case of an exclusive
cache, the data can be in the L1 cache or in the L2 cache but never in both.
When there is a cache fault at a cache level, the data is searched in the next
cache level. A cache fault in the last level cache (LLC) triggers the loading of
data from memory. The accessed data is replicated in all caches (except for
exclusive caches). Moreover, today machines are multicore, potentially multi
sockets, there are multiple local caches. As the shared data can be cached in
different places, the problem of cache coherence where multiple local copies of
the data need to be in-sync with each other arises. Snoopy or directory-based
protocols are commonly used by the hardware to ensure coherency.
The memory hierarchy works effectively because of the principles of data
locality. There are two forms of locality that many programs tend to follow.
When a piece of data is accessed for the first time, it is very likely to be revisited
later. So it’s worth keeping it in the cache. This is the principle of temporal
locality. Programs also tend to use the data in the memory area located near
the recently accessed data. Therefore, prefetching this memory area in the
cache could speeds up the performance. This is the principle of spatial locality.
For example, the instructions of a program are executed one after the other and
the next instruction to be executed is often placed in the location immediately
after the current instruction (except for the branch instructions).




The main memory is partitioned into contiguous data blocks. The cache mem-
ory is also partitioned into blocks of the same size as those in the main memory,
but in fewer numbers. These blocks of memory are called cache lines. The size
of each cache line can vary from 64 to 256 bytes. A cache line represents the
smallest unit of data that can be transferred between the cache and main mem-
ory. That is, it is impossible to load only a portion of a cache line from memory.
On the other hand, data words in a cache line can be accessed individually by
the processor.
The processor does not directly access the cache. In fact, the cache memo-
ries are not addressable and invisible from the processor’s point of view. When
the processor requests a read or write at a location in the memory, this access
is intercepted by the cache. If the requested data is present in the cache, there
is a cache hit. Otherwise, if it isn’t found, we have a cache miss or a cache
fault. A cache miss is potentially much more expensive compared to a cache
hit as the data may need to be loaded from the main memory.
Figure 2.14: Partition of the 32-bit memory address.
The processor accesses data by specifying its address in memory. To make
a correspondence between a memory address and a cache line, the former is
divided into three parts: tag, set offset, and word offset (Fig. 2.14). With a
cache line of 2W bytes in size, the lowest W bits of a memory address are used
as the offset into the cache line. The following S bits determine which set this
address belongs to (supposing there are 2S sets of cache lines). The remaining
32 −W − S = T bits (supposing the addresses are 32-bits wide) are used for
the tag that are associated with each cache line to differentiate the addresses in
the same set. Note that the memory address used by the cache can be physical
or virtual, depending on the cache implementation [44].
As the size of a cache is very small, and if a program has a working set size
larger than the cache size, it would cause a lot of cache faults. The selection of
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cache lines to be removed from the cache depends on the replacement policy
used. The Least Recently Used (LRU) policy, for example, replaces the least
recently used lines. There are other replacement algorithms such as Least
Frequently Used (LFU), First In First Out (FIFO). Also note that a cache fault
can trigger the eviction of several cache lines due to the prefetching mechanism
implemented in modern cache memories.
2.2.3 Associativity
The associativity of a cache indicates the number of possible cache lines where
the data located at a specific memory address can be stored. It is possible to
have a cache implementation in which memory data can be placed in any line.
This is the case of fully associative cache. The latter is very effective in reducing
collisions (cache faults). On the other hand, it is complex to implement because
in order to test the existence of the data in the cache, it requires to compare the
memory address against all the cache lines at the same time. Full associativity
is therefore only used in small cache memories such as Translation Lookaside
Buffer (TLB) caches.
Figure 2.15: Different types of cache associativity.
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For larger caches, we need a different approach. The main idea is to limit
the search space. In the extreme case, a memory address corresponds to one
and only one cache line. This is called the direct-mapped cache. This type of
cache memory simplifies the implementation of the cache. On the other hand,
the major drawback is the fact that it can create a lot of conflicting cache faults
if the memory addresses used by the program are not fairly distributed.
A trade-off solution is to create a set-associative cache. A N-way associative
cache divides its cache lines into N sets. The memory block corresponding to
a set can be placed in any available line of that set. If there is no line left,
a replacement policy is used. It’s easy to see that the two types of cache we
have seen above are special cases of the N-way associative cache. For the fully
associative cache, there is a single set that contains all the lines in the cache
and for the direct-mapped cache, the number of set is equal to the number
of lines. Fig. 2.15 shows an example regarding how a memory block is placed
depending on the type of cache associativity.
2.3 Non-Uniform Memory Access (NUMA)
2.3.1 The hardware view
Figure 2.16: Example of a NUMA system with 4 NUMA nodes.
In a traditional multiprocessor shared memory system, all the processors are
connected to the main memory via a single shared system bus. As a result, they
experience the same access time to the memory. This Uniform Memory Access
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(UMA) architecture has a scalability problem: as the number of processors
increases, the available bandwidth for each processor decreases. To provide
scalable memory bandwidth, a new architecture called Non-Uniform Memory
Access (NUMA) was introduced.
In a NUMA system, there are multiple components referred as NUMA
nodes. Each NUMA node may contain zero or more CPUs and memory
(Fig. 2.16). The nodes of the NUMA system are connected together through
some system interconnects such as AMD’s HyperTransport or Intel’s QuickPath
Interconnect. Although a processor attached to a node can access memory of
any node, the memory bandwidth and the access latency the processor experi-
ences vary depending on the distance between its node and the node containing
the memory being accessed. The lower the distance is, the higher the memory
bandwidth and the lower the latency is. Each node may also have its own pri-
vate caches. The cache coherency is ensured by the hardware. The described
above NUMA platform is usually known as cache coherent NUMA (ccNUMA).
2.3.2 The Linux kernel view
The proposed NUMA architecture introduces interesting challenges to software
developers. As the memory access time becomes non-uniform, careful attention
need to be taken regarding resource placement to avoid performance loss.
Linux maintains an independent memory management subsystem for each
NUMA node with memory [10]. In case of a memoryless node, the attached
CPUs are reassigned to other nodes that have memory. Traditionally, Linux
organizes memory pages into zones (e.g., normal zone, DMA zone) The zones
are ordered for page allocations. It means that if a selected zone has no memory
left, the page allocation is fallbacked to the zone after it. On a NUMA system,
a node can have multiple memory zones and a memory zone can overlap many
nodes. Linux creates for each memory zone a fallback zonelist containing dif-
ferent zones available across the NUMA nodes. The fallback zonelist can be
ordered by zones or by nodes. Linux uses the node ordered zonelist by default:
if there is a fallback, the memory allocator looks into other zones on the same
node first.
The Linux scheduler is also NUMA aware. In fact, the concept of scheduling
domains used for load balancing reflects the CPU topology in the system. The
base domain spans all the cores of the physical CPU. The parent level domain
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spans all the physical CPUs in the system or in case of NUMA, all the physical
CPUs of a node. As Linux prioritizes local page allocations, the scheduler tries
to minimize task migrations among distant nodes.
To help deal with NUMA systems more efficiently, Linux exposes the under-
lying NUMA topology to user space and implements several NUMA policies
beside the default one. Specifically, the memory allocator can operate in 3
additional modes: bind, preferred and interleaved [11]. Bind mode allocates
memory pages only from the set of specified nodes. Preferred mode attempts
to allocate memory pages from the single specified node. If there is no mem-
ory left for allocations, it fallbacks to other nodes. Interleaved mode allocates
memory pages in a round-robin way among the specified nodes. Using these
policies and with the ability to control how the scheduler schedules application
processes, users can find an optimal configuration for their applications.
2.4 Virtualization of Micro-architectural Compo-
nents
The hypervisor enforces isolation among the VMs running on the same host
system by giving a fraction of computing resources to each VM and multiplex-
ing them on the host system. Several software and hardware techniques for
virtualizing coarse-grained resources such as physical memory, processor and
I/O devices were discussed in Section 2.1. On the other hand, some micro-
architectural resources such as last level cache, memory controller and inter-
connect are difficult to be properly and/or efficiently partitioned and virtu-
alized due to their nature in current system architectures. Regardless, they
are globally shared among all VMs. In other words, they are still subject to
contention, leading to performance interference. In this thesis, we consider
the additional hardware features built-in modern processors (e.g., hardware
performance counters) as micro-architectural components as well. There are
software that are designed to exploit these hardware features. The lack of
micro-architectural information being properly exposed to the VMs may cause
such applications running inside the VM to work incorrectly or less efficiently.
For instance, if the hypervisor doesn’t properly expose the performance mon-
itoring unit (PMU) programming interfaces to a VM, running a PMU-based
profiler inside the VM doesn’t produce meaningful output.
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In general, depending on each type of micro-architectural resources, there
are two possible strategies that can be employed by the hypervisor on standard
hardware. The first one is to provide and maintain a virtualized view of the
resource to the VMs using traditional virtualization techniques (e.g., emula-
tion, paravirtualization). The second one consists of simply not exposing the
micro-architectural detail and if there is contention, relying on heuristics in re-
source scheduling and placement to minimize the interference among the VMs.
We discuss below some typical micro-architectural components and techniques
proposed to virtualize them.
Performance Monitoring Unit (PMU). Modern processors have the
PMU allowing software developers to do fine-grained performance profiling for
their applications. The PMU consists of a set of performance counter registers
that can be configured to monitor hardware-related events such as cache misses,
TLB misses, clock cycles. A counter overflow interrupt is sent to the CPU
when a performance counter register monitoring an event reaches a pre-defined
threshold. To allow a PMU-based profiler to properly run inside a guest, the
latter must have access to the performance counters and the hypervisor has
to implement PMU multiplexing. The virtual PMU can be implemented for
hardware-assisted guests [45, 46, 84] or paravirtualized guests [84]. In hardware-
assisted virtualization, the hypervisor can allow the guest to directly access
the performance counters and intercept the guest’s operations as necessary
via a trap-and-emulate mechanism. It can also inject virtual interrupts into
the guest. The hardware can be configured to automatically save and restore
the performance counters. In paravirtualization, hypercalls and a software
interrupt mechanism are used to implement the virtual PMU. Moreover, some
potential optimizations, such as the offsetting technique for accumulative event
counters and the batching of several register configuration changes into a single
call, can be used.
Dynamic Voltage and Frequency Scaling (DVFS). The DVFS com-
ponent allows processor cores to operate on different frequency/voltage levels
(i.e., P-states) to optimize power consumption. High-level power management
(PM) policies are implemented in the OS through a system service called gover-
nor. For example, the default governor used in most systems is the ondemand
governor where the frequency is adjusted according to CPU utilization. Cur-
rent hypervisors can only set a single PM policy per physical core although
the core may be shared among VMs with different loads. Liu et al. [76] and
Hagimont et al. [60] show that this scenario makes PM inefficient and may also
hurt the VM performance. Hagimont et al. [60] propose Power Aware Sched-
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uler (PAS) to address the incompatibilities between virtualization and DVFS.
PAS dynamically adjusts the CPU share allocated to each VM each time the
processor frequency is modified. VirtualPower [82] attempts to export a set
of virtualized states called VirtualPower Management (VPM) states to VMs.
The PM requests from the VMs are recorded and used as inputs for VPM rules
which rely on hardware scaling, soft scaling or consolidation to carry out the
management decisions. Similarly, VIP [69] also define virtual P-states but per
virtual CPU (vCPU) and expose them to VMs. To enforce virtual P-states,
when a vCPU is scheduled out and in, its virtual P-state is saved and restored
respectively.
Advanced Programmable Interrupt Controller (APIC). The APIC
[26] equipped on each Intel’s processor core (also known as the local APIC or
LAPIC) can receive interrupts from several sources and send them to the pro-
cessor for handling. In a multiple processor systems, LAPIC sends and receives
the interprocessor interrupt (IPI) messages between processors. As an essen-
tial component of a processor core, the hypervisor must virtualize the LAPIC
for the VMs. To virtualize the LAPIC, the hypervisor maintains a memory
page called the “virtual APIC page” hosting all the virtual LAPIC’s registers
and then trap-and-emulate accesses to that page. Emulating guest accesses
to the virtual LAPIC’s control registers is not ideal in terms of performance
as it requires a lot of VM Exits. To address the virtualization overheads, In-
tel proposed a hardware feature called APIC virtualization (APICv) that can
eliminate up to 50% of VM Exits [20].
Processor caches. Current hypervisors are incapable of explicitly par-
titioning caches for VMs. This leads to the so-called cache contention issue
where VMs compete against each other for cache usages. Several research have
investigated this problem. They can be organized into two categories. The
first category includes research [98, 47, 43, 65, 73, 31] which proposes to in-
telligently collocating processes or VMs. Concerning the second category, it
includes research [89, 64, 90] which proposes to physically or softly partition
the cache. The main drawbacks of these solutions are the following: cache
partitioning solutions require the modification of hardware (not yet adopted
in today’s clouds) while VM placement solutions are not always optimal (VM
placement is a NP-hard problem). Most important, VM placement solutions
are not in the spirit of the cloud which relies on the pay-per-use model: why
not each VM is assigned an amount of cache utilization in the same way as it
is done for coarse-grained resource types?
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To address this limitation, we propose Kyoto (see Chapter 3), a software
technique that employs the polluter pay principle in cache partitioning. This is
the first contribution in this thesis.
Non-Uniform Memory Access (NUMA). Existing approaches for vir-
tualizing the NUMA topology fall into two categories, Static and Blackbox. The
static virtual NUMA (vNUMA) approach is offered by major hypervisors (Xen,
KVM, VMWare and Hyper-V), and consists in directly exposing to the VM
the initial mapping of its vCPUs and VM memory to NUMA nodes when the
VM boots. Because the OS and the system runtime libraries (SRLs, such as
Java virtual machine) are unable to support resource mapping reconfiguration
[42, 23], this solution can only be used if the hypervisor fully dedicates a phys-
ical CPU (pCPU) to a given vCPU (respectively a machine memory frame to
the same guest memory frame), and if this mapping never changes during the
lifetime of the VM. This solution is not satisfactory because it wastes energy
and hardware resources by preventing workload consolidation.
On a NUMA architecture, current hypervisors are inefficient because they
blindly change the NUMA topology of the guest VM in order to balance the
load. The hypervisor migrates the vCPUs of a virtual machine when it balances
the load on the physical pCPUs or when it starts/stops new virtual machines.
The hypervisor also migrates the memory of a virtual machine when it uses
ballooning or memory flipping techniques [17]. These migrations change the
NUMA topology transparently to the VM [100, 103, 28]. However, guest OSs
and their SRLs are optimized for a given static NUMA topology, not for a
dynamic one [23]. Therefore, when the hypervisor changes the NUMA topology
of the VM, the guest OS and its SRLs consider a stale NUMA topology, which
results in wrong placements, and thus performance degradation.
The Blackbox approach was proposed by Disco [34], KVM [9], Xen, and
Voron et al. [103]. It consists in hiding the NUMA topology by exposing a
uniform memory architecture to the VM, and in implementing NUMA poli-
cies directly inside the hypervisor. By this way, the Blackbox approach can be
used in case of consolidated workloads. But, as we experimentally show in Sec-
tion 4.1, this approach is inefficient, especially with SRLs. A SRL often embeds
its own NUMA policies, which has been proven to be much more efficient than
exclusively relying on the OS (or hypervisor) level NUMA policies [56, 55, 68].
The Blackbox approach nullifies this effort because it hides the NUMA topol-
ogy from the SRL. Another issue with the Blackbox approach comes from the
current implementations of hypervisors, which can make conflicting placement
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decisions. For instance, we have observed that the NUMA policy of the hyper-
visor may migrate a vCPU to an overloaded node in order to enforce locality,
while the load balancer of the hypervisor migrates back that vCPU in order to
balance the load (see Section 4.5).
Chapter 4 introduces extended paravirtualization (XPV), a software tech-
nique helping the whole software stack respond to changes in NUMA topology.
XPV constitutes the second contribution in this thesis.
2.5 Synthesis
This chapter introduced the general context of this thesis: virtualization and
several software and hardware techniques to implement it for different types of
system resources. Next, we presented the cache memory architecture and the
NUMA architecture that create interesting challenges at the micro-architectural
level for virtualization. Finally, we summarized several micro-architectural
components available in modern computer systems as well as state-of-the-art
techniques proposed to virtualize each of these components. While there are
many micro-architectural components that need to be addressed in virtualized
environments, we believe that processor caches and NUMA are critical to the
performance of VMs. Therefore, our contributions in this thesis focus mainly
on processor caches and NUMA.
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3.1. Motivations
In this chapter, the micro-architectural component that we study is the
last level cache (LLC). We investigate the LLC contention issue in a virtual-
ized environment. To address this problem, a software solution called Kyoto
that is inspired by the polluters pay principle is introduced. A VM is said to
pollute a cache if it provokes significant cache replacements which impact the
performance of other VMs. We rely on hardware counters to monitor the cache
activity of each VM and to measure each VM cache pollution level. Hence-
forth, using the Kyoto system, the provider may compel cloud users to book
pollution permits for their VMs. A VM which exceeds its permitted pollution
at runtime has its CPU capacity reduced accordingly. We have implemented
Kyoto in several virtualization systems including both general purpose systems
(Xen and KVM) and specialized HPC systems (Pisces [86]).
3.1 Motivations
3.1.1 Problem statement
Virtualization has proved to be one of the best technology to isolate the exe-
cution of distinct applications in the same computer. The main feature which
allows achieving this goal is resource partitioning. The analysis of today’s
hypervisors shows that only the partitioning of coarse-grained hardware re-
sources (the main memory, the CPU, etc.) are allowed. The partitioning of
microarchitectural-level components such as the Front Side Bus (FSB) and
processors’ caches are not taken into account, resulting in contention. This
situation suits for some application types like network intensive applications.
However, it is problematic for a non negligible proportion of application types.
Several research have shown that contention on microarchitectural-level compo-
nents is one of the main source of performance unpredictability [73]. The conse-
quences of the latter are twofold. On the one hand, it could require supplemen-
tary tasks from cloud users. For instance, Netflix developers have reported [18]
that they needed to redesign their applications to deal with this issue in Ama-
zon EC2. On the other hand, some suggest that performance unpredictability
contributes to brake the inroad of the cloud in some domains like HPC [81].




Definition: LLC contention occurs when several VMs compete on the same
LLC lines. It concerns both VMs which run in parallel (on distinct cores on
the same socket) or in an alternative manner on the same core. The former
situation is promoted by the increase number of cores in today’s machines
while the latter situation comes from time sharing scheduling. The next section
presents evaluation results which attest the need to handle LLC contention.
3.1.2 Problem assessment
In order to provide a clear illustration of the issue we address, we consider the
following assumptions: any VM runs a single application type and is configured
with a single vCPU which is pinned to a single core.
3.1.2.1 Experimental environment
Main memory 8096 MB
L1 cache L1_D 32 KB, L1_I 32 KB, 8-way
L2 cache L2_U 256 KB, 8-way
LLC 10 MB, 20-way
Processor 1 Socket, 4 Cores/socket
Table 3.1: Experimental machine
All experiments have been performed on a Dell machine with Intel Xeon E5-
1603 v3 2.8 GHz processor. Its characteristics are presented in Table. 3.1. The
machine runs a Ubuntu Server 12.04 virtualized with xen 4.2.0.
3.1.2.2 Benchmarks
Micro benchmark. Micro benchmark applications come from [44]. In brief,
a micro benchmark application creates an array of elements whose size corre-
sponds to a specific working set size. Elements are randomly chained into a




Macro benchmark. We use both blockie [79] and applications from SPEC
CPU2006 [7] as complex benchmarks. They are widely used to assess the
processor and the memory subsystem performance.
3.1.2.3 Metrics
The two following metrics are used: cache miss ratio (cache misses per mil-
lisecond) and instruction per cycles (IPC). The latter is used to measure an
application performance. To compute these metrics, we gathered statistical
data from hardware performance monitoring counters (PMC) using a modified
version of perfctr-xen [84].
3.1.2.4 Evaluation scenarios
Handling an intermediate level-cache (ILC) miss takes less time (the proba-
bility to find the missed data within the other cache is high) than handling
an LLC miss (which always requires main memory accesses). In the case of
our experimental machine, the time taken to access each cache level (measured
with lmbench [5]) is the following (approximately): 4 cycles for L1, 12 cycles
for L2, 45 cycles for LLC, and 180 cycles for the main memory. Therefore,
VMs can be classified into three categories: C1 includes VMs whose working
set fits within ILC (including L1 and L2), C2 includes VMs whose working
set fits within the LLC (L3), and C3 is composed of the other applications.
For each category Ci (1 ≤ i ≤ 3), we have developed both a representative
and a disruptive VM, respectively noted virep and vidis. Each virep is executed
in ten situations: alone (one situation), in an alternative manner with each
vidis (three situations), in parallel with each vidis (three situations), and both in
parallel and in an alternate way with each vidis (three situations). We report

































































































































































































































































Figure 3.1: LLC contention could impact some applications.
3.1.2.5 Evaluation results
Fig. 3.1 presents the execution results of the above scenarios. Firstly, we can
see that the competition on ILC is not critical for any VM type (all the first
bars are invisible because the performance degradation percentage is almost
nil). In addition, C1’s VMs are agnostics to both ILC and LLC contention (the
three first bars of each curve are invisible because the performance degradation
of virep is almost nil). Indeed, the cost needed to handle an ILC miss is negligi-
ble. Secondly, we can see that both C2 and C3’s VMs are severely affected by
LLC contention (the four visible bars in each curve show that the performance
degradation percentage is not negligible). Thirdly, contention generated by a
parallel execution is more devastating than the contention generated by an al-
ternative execution: up to 70% of performance degradation in the former vs
about 13% in the latter.
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Figure 3.2: Impact of LLC contention explained with LLC misses
In order to complete the analysis, let us zoom-in on the first six v2rep’s time
slices1 (v2rep is the most penalized VM type). We can see from Fig. 3.2 that
when the VM runs alone, LLC misses occur only during the first time slice (data
loading). It is not the case in the other situations because of the competition
on LLC lines. This problem is well observed in the alternative execution which
has a zigzag shape: the first tick of each time slice is used for loading data to
the LLC (because the data have been evicted by the disruptive VM during the
previous time slice). Concerning the parallel execution, the cache miss rate is
very high because of data eviction. This is caused by the parallel execution
with the disruptive VM.
In conclusion, sharing the LLC without any partitioning strategy under its
utilization could be problematic for some VMs. In this chapter we propose a
solution in this direction, see the next section. In the rest of the chapter, C2
and C3’s VMs are called sensitive VMs.
3.2 The Kyoto Principle
This section presents our solution (called Kyoto) to the LLC contention issue.
After a presentation of the basic idea behind Kyoto (simple but powerful), a de-
tailed description of its implementation within the Xen virtualization system is
1A time slice (30msec) is composed of 3 ticks (10msec) in Xen.
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given (the patch can be downloaded at https://bitbucket.org/quocbaoit/
xen-4.2.0-perfctr.git). We have also implemented Kyoto within KVM (the
default Linux virtualization system) and Pisces [86] (a lightweight co-kernel for
achieving performance isolation for HPC applications). An evaluation of the
latter is presented in Section 3.3.
3.2.1 Basic idea: “polluters pay”
We propose a software solution whose basic idea is the same as the “polluters
pay” principle of the Kyoto protocol [4]. This solution relies on the following
assumptions. (1) A VM execution time results in the pollution of the LLC
at a certain level. (2) Therefore, a VM which generates a high pollution level
is likely to cause more contention (thus aggressive against other VMs) when
it is collocated with other VMs. Under these assumptions, if one is able to
instantiate a VM with a booked pollution level, and to enforce that pollution
level during the overall VM lifetime, then he will have defined a solution to the
problem of cache partitioning, thus cache contention. Therefore, the utilization
of the LLC could be charged to cloud users in the same way as coarse-grained
resources (e.g. processor, disk, main memory). This is the main idea we follow
in this contribution. This idea raises two main challenges:
• How to monitor a specific VM pollution level at runtime?
• How to enforce a booked pollution level at runtime?
The first challenge can be achieved using hardware performance monitoring
counters (PMCs). The latter allow to gather information about the utilization
of the majority of microarchitectural-level components such as the LLC. Sec-
tion 3.2.3 presents which metrics Kyoto uses to compute a VM pollution level.
Concerning the second challenge, Kyoto relies on the processor, which is the
central resource in a computer: a VM is only able to pollute the LLC when
it is scheduled on a processor. Therefore, the processor can service as a lever
to enforce a pollution level (this is illustrated in Section 3.3.1). A VM whose
actual pollution level exceeds the booked one sees its computing capacity re-
duce. Therefore, handling the second challenge requires the extension of the
hypervisor component which is responsible to schedule VM on processors. The
next section presents an implementation of the Kyoto’s scheduler within Xen.
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3.2.2 The Kyoto’s scheduler within Xen
The Kyoto’s scheduler (hereafter noted KS4Xen) enforces each VM’s booked
pollution level during the overall lifetime of the VM. Before presenting KS4Xen,
we firstly gives a quick description of the Xen credit scheduler (hereafter noted
XCS), knowing that further details could be found in [39].
XCS. It is the default scheduler in Xen. It is suitable for cloud platforms
since the customer books for an amount of computing capacity which should be
ensured without wasting resources. XCS works as follows. A VM v is configured
at start time with a credit c which should be ensured by the scheduler. To this
end, the latter defines remainCredit, a scheduling variable, which is initialized
with c. Each time a v’s vCPU is scheduled on a processor, (1) the scheduler
translates into a credit value (let us say burntCredit) the time spent by v
on that processor. (2) Subsequently, the scheduler computes a new value for
remainCredit by subtracting burntCredit from remainCredit. When the latter
reaches a lower threshold, the VM is no longer allowed to get the processor.
We can say that the VM is "blocked". Periodically, the scheduler increases the
value of remainCredit for each VM blocked according to its initial credit c.
This allows the VM to become schedulable.
KS4Xen. We propose KS4Xen as an extension of XCS. The former works
as follows. In addition to c (introduced above), a VM is configured (booked
by its owner) with the pollution level (noted llc_cap) it is allowed to generate
during a time slice. At runtime, a scheduling variable named pollution_quota
is assigned to each VM. As well as XCS ensures the respect of c, KS4Xen does
the same for llc_cap. This is achieved by periodically monitoring LLC related
statistics for each VM. From these collected data, the actual llc_cap (noted
llc_capact) of each VM is computed over a period (see Section 3.2.3). The
scheduler then debits the VM’s pollution_quota according to this llc_capact.
If a VM’s pollution_quota goes negative, that VM will be in priority OVER,
meaning that it cannot use the processor any more. At the end of each time
slice, VMs earn a specific amount of pollution quota based on their booked
llc_cap. If a pollution_quota is positive, the VM is marked UNDER, meaning
that it can use the processor. There are also some codes we have introduced in
order to provide a way to set a VM’s llc_cap as a Xen command line parameter.
In summary, apart from the code provided by perfctr-xen [84], which is used
to collect PMCs, we made our modifications in 8 files of Xen source codes,
representing about 110 LOCs.
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3.2.3 Computation of llc_capact
The computation of llc_capact is periodically performed (e.g. each 100 million
of instructions) for all active vCPUs. We assume that vCPUs of the same VM
have the same behaviour. Therefore, only one vCPU of each VM is considered.
Kyoto relies on two performance metrics: LLC Misses and UnHalted Core




Being able to collect LLC related statistics is not sufficient to compute
llc_capact for each specific VM. A crucial question goes unresolved: How to
rightly identify PMCs of a specific VM knowing that several VMs may run in
parallel atop the same LLC2? The Kyoto monitoring system is able to use two
solutions. The first solution consists in dedicating the use of the LLC to the
vCPU whose llc_capact needs to be computed. In other words, only one core in
the socket is activated during the sampling time (about one billion of cycles).
The other vCPUs are migrated to another socket. This solution could impact
migrated vCPU performance (as shown in Section 3.3.5). The second solution
comes as a response to this limitation.
The second solution relies on the use of a microarchitectural-level simulator.
We have used the McSimA+ [30] simulator in our prototype. McSimA+ [30] is
able to be configured to reflect a specific hardware (including processor caches,
pipelines, etc.). Using a pin tool [37], the instructions generated during the
execution of an application can be concurrently replayed within the simulator.
McSimA+ returns PMCs related to the architecture of the machine given as
the input. Relying on such a simulator, which runs atop a dedicated machine,
the computation of each VM’s llc_capact can be achieved following these steps:
1. KS4Xen asks the simulator to start the pin tool for a sampling period,
2. the simulator replays instructions and sends PMCs back to KS4Xen,
3. and KS4Xen computes the llc_capact based on the collected PMCs.
The next section presents the evaluation results of all KS4Xen aspects.




vsen1 , vsen2 , vsen3 respectively gcc, omnetpp, soplex
vdis1 , vdis2 , vdis3 respectively lbm, blockie, mcf
Table 3.2: Experimental VMs
3.3 Evaluations
After the presentation of the results which justify our choices, the evaluation
of both KS4Xen’s effectiveness and overhead are presented. Unless otherwise
specified, any VM uses a single vCPU (having the computing capacity of a
core) and runs either a SPEC CPU2006 application or blockie [79]. The latter
is one of the most contentious application from the contention benchmark suite
developed in [79]. To make reading easier, we use the following notations: visen
and vidis respectively identify a sensitive and a disruptive VM, lcv means that
the VM v is configured with a booked llc_cap value equals to lc. Table 3.2
shows the name of the application which corresponds to each visen and vidis
(1 ≤ i ≤ 3). Throughout the rest of the chapter, the expression “we ran an
application x” is equivalent to “we ran a VM hosting application x”.




























Figure 3.3: The processor is a good lever for punishing polluter/disruptive VMs
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KS4Xen uses the processor as the lever to enforce an assigned llc_cap. The
first experiment type confirms a strong relationship between a VM’s computing
capacity and its aggressiveness, which is correlated to its pollution level. The
scenario we use for these experiments is the following. We run each vseni in
parallel with a vidis (let us say vdis1 (lbm)) while varying the computing capacity
of the latter. Fig. 3.3 shows the results of these experiments. We can see that
each vseni ’s performance degradation percentage linearly increases with vdis1 ’s
capacity. Indeed, increasing vdis1 ’s computing capacity increases its scheduling

























































































































Figure 3.4: LLCM vs Equation 3.1
3.3.2 Equation 3.1 vs LLC misses (LLCM): which indicator
as the llc_cap?
This section presents evaluation results which confirm the better accuracy of
equation 3.1 (introduced in [98]) in comparison with LLCM for the estimation
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of each VM pollution level. The latter can be seen as the aggressiveness level
of the VM. We use the following scenario. We evaluate the aggressiveness of
10 applications (astar, blockie, bzip, gcc, lbm, mcf, milc, omnetpp, soplex, and
xalan) as follows. Each application is firstly executed alone and its llc_cap is
computed in two manners: using LLCM and using equation 3.1. Subsequently,
each application is executed in parallel with each of the other applications to
evaluate its real aggressiveness. The latter corresponds to the performance
degradation level they causes. The average aggressiveness of each application
is computed. The results of these experiments are presented in Fig. 3.4 in a
descending order regarding real aggressiveness values. The latter lead to the
order o1=(blockie, lbm, mcf, soplex, milc, omnetpp, gcc, xalan, astar, bzip)
while the order obtained with LLCM is o2=(milc, lbm, soplex, mcf, blockie,
gcc, omnetpp, xalan, astar, bzip) and the one obtained with equation 3.1 is
o3=(lbm, blockie, milc, mcf, soplex, gcc, omnetpp, xalan, astar, bzip). Relying
on the Kendall’s tau [74] method, we can see that o3 is closer to o1 than o2. In
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This section evaluates the benefits of KS4Xen in terms of LLC contention
limitation. This can be judged by the ability of KS4Xen to ensure performance
predictability. This evaluation is straightforward. We run in parallel 250kvsen1
(gcc) with different 250kvdisi (lbm, blockie, and mcf). Recall that 250k is the
pollution permit. Fig. 3.5 shows the results of these experiments. We can see
that the performance of vsen1 is almost kept whatever the aggressiveness of
the concurrent VM (Fig. 3.5 top left). Fig. 3.5 top right shows respectively
the number of times where vsen1 and vdisi have been punished (i.e., blocked by
the scheduler). All vdisi (disturber VMs) have received more penalties than
vsen1 . To complete the analysis, curves in Fig. 3.5 bottom plot for vdis1 (lbm)
respectively the variation of both pollution_quota and the processor utilization.
Contrary to XCS (the red line), we can see that in KS4Xen, the VM is deprived
of the processor for long moment every time the measured llc_cap exceeds the
booked llc_cap (the zigzag line).
We have also evaluated KS4Xen scalability. To this end, we execute 250kvsen1
while varying the number of colocated 50kvdisi (from 1 to 15 vCPUs3). KS4Xen
is scalable if vsen1 ’s performance is kept. From Fig. 3.6, we can see that KS4Xen



























Figure 3.6: KS4Xen’s scalability
3According to [109], the average number of vCPUs sharing the same core is about 4.
Having 4 cores in our socket, we can colocate up to 16 vCPUs (remember that vsen1 is
already assigned one vCPU).
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3.3.4 Comparison with existing systems
Figure 3.7: Pisces architecture
The previous section have presented the Kyoto’s effectiveness in comparison
with the Xen system, a general purpose virtualization system. We have also
compared Kyoto with Pisces [86], a co-kernel [92] which allows building strongly
isolated HPC applications (see Fig. 3.7). To guarantee performance isolation,
a Pisces application runs in a VM which has the entire control of its assigned
resources, without the intervention of an hypervisor. By doing so, Pisces
avoids the contention within the hypervisor and other virtualization compo-
nents (such as driver domains), which is known to be source of performance
interference [101]. We have evaluated the Pisces capability to (1) isolate a sen-
sitive application (vsen1) and to limit the negative effect of a disruptive applica-
tion (vdis1). Subsequently, we have implemented and evaluated the effectiveness
of two other Kyoto versions: one for the Linux virtualization system (via the
CFS scheduler, noted KS4Linux) and the other for Pisces (noted KS4Pisces).
Fig. 3.8 (the first two bars) shows that Pisces does not ensure performance
predictability when the LLC is shared between a sensitive and a disruptive
VM (the performance difference is about 24%). This is explained by the fact
that the performance interference issue considered by Pisces is the one which
comes from shared virtualization components (such as the driver domain) and
coarse-grained resources (such as processors). Microarchitectural-level compo-
nents like the LLC are not considered. Fig. 3.8 (the last two bars) also shows
that when the previous experiment is played in a Kyoto environment, perfor-
mance predictability is achieved (notice that we use the same llc_cap metric


































Figure 3.8: Comparison of Kyoto with Pisces
3.3.5 Kyoto’s overhead
The complexity of Kyoto is O(n), where n is the number of vCPUs (about a
hundred in data center computers) in the physical machine. This section eval-
uates Kyoto’s overhead by relying on KS4Xen knowing the lessons learned here
are applicable to other Kyoto’s implementations. The execution of KS4Xen can
introduce two overhead types: (1) from the solution used to identify LLC statis-
tics related to a specific vCPU (to compute its llc_capact, see Section 3.2.3),
and (2) from the monitoring system (PMCs gathering). This section evaluates













































Figure 3.9: Migrating vCPU could impact VMs which host memory bound
applications
llc_capact computation. Recall that one of the solutions used by KS4Xen
to identify the LLC statistics related to a specific vCPU relies on the dedica-
tion of a socket to that vCPU for the duration of the sampling. This requires
the migration of not concerned vCPUs to another socket. We evaluate the
impact of this migration using the following scenario. We experiment 8 SPEC
CPU2006 applications atop a NUMA machine (PowerEdge R420) composed
of 2 sockets (noted numa0 and numa1). Each experiment uses a single VM
composed of a single vCPU which starts its execution on numa0. KS4Xen is
configured to periodically migrate the vCPU between numa0 and numa1. The
return migration from numa1 to numa0 is performed after a random period in
order to mimic the time taken by KS4Xen to compute all vCPUs’ llc_capact.
Fig. 3.9 presents the results of these experiments. We can see that all VMs
are not impacted at the same level. We have observed that the most affected
applications (milc, omnetpp, lbm) are those which run memory intensive ap-
plications (up to 12% overhead). This is explained by the fact that when the




















Figure 3.10: vCPU isolation could be avoided in some situations
This degradation can be minimized by reducing the number of migrations.
We have identified two situations in which vCPU isolation is not mandatory.
These situations are:
• A vCPU which generates a very low level of LLC misses (let us say lower
than a configurable threshold) will not be isolated. Indeed, such vCPUs
are neither disturbers nor sensitive. The first two bars in Fig. 3.10 shows
the value of llc_capact for a VM running hmmer (known to generate low
LLC misses) when its vCPU is isolated and not isolated (colocated with
several disturbers vCPUs). We can see that the difference is almost nil.
• A vCPU which shares the LLC only with vCPUs which generate low level
LLC misses will not be isolated. Indeed, since colocated vCPUs are not
disturbers, it is most likely that the obtained llc_capact is not far from
the correct value. The last two bars in Fig. 3.10 shows bzip’s llc_cap is
almost the same when it is colocated with several hmmer applications.
PMCs gathering. We have also evaluated KS4Xen’s overhead in terms of
the amount of resources it consumes. Concerning the main memory, KS4Xen
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extends two data structures (structcsched_vcpu and structcsched_dom) to
record PMCs for each VM. This extension is about 72 bytes, which is negligible.
Concerning the processor, the execution of perfctr-xen (for gathering PMCs) is
the only source of processing time consumption. To evaluate the latter, we ran
in parallel two VMs which host the same CPU bound application (the SPEC
CPU2006 application povray) atop the same processor. KS4Xen and XCS
are experimented with different time slices (scheduling periods) to vary the
intervention delay (thus the execution of the monitoring system, the potential
source of overhead). Fig. 3.11 presents the results of these experiments. We
can see that both KS4Xen and XCS lead VMs to the same performance level.


























Figure 3.11: The overhead incurs by KS4Xen is near zero.
3.4 Discussion
The contribution of this chapter does not target all cloud types. It is suit-
able for HPC clouds since they run applications which are very sensitive to
microarchitectural-level components behavior (such as LLC contention). There-
fore, we assume that users of such clouds are able to deal with the new param-
eter we have introduced: the llc_cap. A question that one could ask is how
the user chooses a VM’s llc_cap value? We answer this question as follows.
A cloud platform often defines a set of bookable instance types (e.g. Amazon
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EC2 proposes 38 instance types4) which are different by the amount of resource
they are assigned regarding each resource type. For instance in Amazon EC2,
the particularity of a R3 instance is the fact that it is assigned a lot of memory
in comparison with the computing capacity. Therefore, relying on typed VM,
the provider can associate to each instance type a llc_cap level. We can as-
sume that the latter is proportional to the amount of memory assigned to the
instance. For instance, R3’s instances will be assigned much more llc_cap than
C3’s instances since the primary needs of the latter is the computing capacity.
3.5 Related Work
Existing solutions can be organized into two categories: placement algorithms
and cache partitioning.
Placement algorithms. Several prior work have proposed cache aware
scheduling algorithms to address the problem of LLC contention. In the con-
text of non-virtualized environments, [98, 47, 43, 106, 62, 59] presented some
methods to evaluate the sensitivity and the aggressiveness of an application.
Our Kyoto system uses one of these approaches, particularly the one presented
by [98]. [99] proposed ATOM (Adaptive Thread-to-Core Mapper), a heuristic
to find the optimal mapping between a set of processes and cores such that
the effect of cache contention is minimized. [111] is situated in the same vein.
It proposed two scheduling algorithms to distribute processes across different
cores such that miss rate is fairly distributed. [49] presented a cache aware
scheduling algorithm which awards more processing time to a process when it
suffers from cache contention. Therefore, [49] confirms in some way the fact
that the processor can serve as a lever for controlling LLC utilization as we
did.
Several researches [65, 73, 31, 106, 62, 59] have pointed the problem of LLC
contention in the context of virtualized environments. However, very few of
them have proposed a solution to this problem. [87] studied the effects of
collocating different types of VMs under various VM to processor placement
schemes to discover the best placement. The main limitation of this solution
is the fact that it needs to know the applications which are running within
VMs (to evaluate the collocation effects). [29] proposed a cache aware VM




LLC misses are minimized in the IaaS. This solution considers the entire IaaS,
not a single machine as we did.
Cache partitioning. In this category we can distinguish two main ap-
proaches. The first approach is based on cache replacement policies. It is in-
dependent from the execution environment (virtualized or not). According to
this approach, [89, 64] proposed a dynamic insertion policy (DIP) which adapts
the insertion policy (LRU or BIP) according to process memory activities. By
doing so, DIP avoids to keep in the cache data of a VM which is parsing a
large working set (a kind of disruptive VM). This solution is limited to a single
category of disruptive VMs. [47] trends in the same direction by proposing PD
(Protecting Distance), a cache replacement policy which protects cache lines
that may be reused. [108] proposes a cache management policy called PIPP
(Promotion/Insertion Pseudo-Partitioning). The latter partitions the cache by
managing both cache insertion and promotion policies. [90] presents UCP
(Utility-based Cache Partitioning), a runtime mechanism for partitioning the
cache between multiple applications. UCP monitors each application using a
cost estimation hardware circuit. Collected data are used by a partitioning al-
gorithm to decide the amount of cache resources to allocate to each application.
The policy is implemented through hardware and software modifications. [63]
presented a QoS enabled cache architecture which enables more cache resources
for high priority applications. Applications are assigned a priority level (this
is comparable to our llc_cap). Then each cache line is tagged with a priority
level.
The second approach addresses the cache contention issue using software
based cache partitioning. Our solution uses this approach. [67, 104] proposed
to partition the cache using page coloring [110]. Each VM is reserved a portion
of the cache, and the physical memory is allocated such that a VM cache lines
map only that reserved portion. This idea is very nice but difficult to imple-
ment. It depends on both the architecture of the cache and the replacement
policy. Moreover, allocating physical pages to enforce the use of a specific place
of the cache could be difficult to implement without wasting memory resources.
For these reasons, [67, 104] only presented preliminary results.
Positioning of our work. The main drawbacks of the above solutions are
the following: cache partitioning solutions require the modification of hardware
while VM placement solutions are not always optimal (VM placement is a NP-
hard problem), most important these solutions are not in the spirit of
the cloud which relies on the pay-per-use model: why can’t we allow each VM
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to book for an amount of cache utilization such that the virtualization system
ensures it in the same way as it does for other coarse-grained resource types
(CPU, memory, etc.). In this work, we have proposed the Kyoto system which
is a step in that direction.
3.6 Synthesis
We presented in this chapter a new approach to address the issue of perfor-
mance unpredictability due to LLC contention in a virtualized cloud environ-
ment. Our approach is inspired by the polluters pay principle which is applied
as follows: any VM should pay for the amount of pollution it generates in the
LLC. To implement it, we relied on hardware counters to monitor the utiliza-
tion of the LLC by VMs, and we implemented a new vCPU scheduler which
enforces at runtime a booked pollution level of a VM. We have presented a
prototype for Xen system, KVM and Pisces. These prototypes have been eval-
uated using reference benchmarks (SPEC CPU2006), showing that they can







4.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1.1 Description . . . . . . . . . . . . . . . . . . . . . . 52
4.1.2 Limitations . . . . . . . . . . . . . . . . . . . . . . 52
4.1.3 Synthesis . . . . . . . . . . . . . . . . . . . . . . . . 56
4.1.4 Hot-(un)plug as a solution? . . . . . . . . . . . . . 56
4.2 eXtended Para-Virtualization . . . . . . . . . . . . . . . . . 57
4.2.1 Principle . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.2 Methodology for making legacy systems XPV aware 58
4.3 Technical Integration . . . . . . . . . . . . . . . . . . . . . 61
4.3.1 Xen modifications . . . . . . . . . . . . . . . . . . . 62
4.3.2 Linux modifications . . . . . . . . . . . . . . . . . . 63
4.3.3 Application-level modifications: the HotSpot Java
virtual machine use case . . . . . . . . . . . . . . . 64
4.4 Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4.1 Experimental setup . . . . . . . . . . . . . . . . . . 65
4.4.2 XPV implementation efficiency . . . . . . . . . . . 66
4.4.3 vNUMA vs blackbox solutions . . . . . . . . . . . . 68
4.4.4 XPV facing topology changes . . . . . . . . . . . . 70
4.1. Motivations
4.4.5 Automatic NUMA Balancing (ANB) limitations . . 73
4.4.6 XPV internals . . . . . . . . . . . . . . . . . . . . . 74
4.5 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5.1 Industrial solutions . . . . . . . . . . . . . . . . . . 75
4.5.2 Academic solutions . . . . . . . . . . . . . . . . . . 76
4.5.3 Positioning of our work . . . . . . . . . . . . . . . . 76
4.6 Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
In this chapter, we are interested in studying the NUMAmicro-architectural
component. We propose a new principle called extended paravirtualization
(XPV) to efficiently virtualize a NUMA architecture. XPV extends the well
known paravirtualization (PV) principle in two directions. First, in the same
way as PV actually abstracts away I/O devices [40], XPV extends the principle
by also abstracting away the physical NUMA topology into a virtual NUMA
topology that can change at runtime. Second, while currently PV is only used at
the guest OS level to implement optimized drivers for virtualized environments,
XPV extends this principle to the software runtime libraries (SRLs, such as
Java virtual machine). By doing so, XPV allows each layer in the virtualization
stack to implement what it does best: optimization of resource utilization for
the hypervisor and NUMA resource placement for the guest OS and the SRLs.
4.1 Motivations
Several research work realized in native environments [75, 53, 52, 56] have
demonstrated the necessity to specialize system software (e.g., OS and SRL)
with respect to the NUMA architecture. The same observations were made [103,
78, 23] in virtualized environments. Among the existing solutions (presented in
Section 4.5), vNUMA is the most promising one. This section presents vNUMA
and the motivations for our work. Although the problem we address affects all




vNUMA consists in showing to the VM a virtual NUMA topology which corre-
sponds to the mapping1 of its virtual resources on physical NUMA nodes. By
this way, there is no need for the hypervisor to include a NUMA optimization
algorithm since the optimization can be performed by the guest OS. At the time
of writing of the thesis, the most popular hypervisors (Xen, VMware, hyper-V
and VMware) implement vNUMA. This is considered as the ideal approach to
handle NUMA in virtualized environments because it makes guest OS’s NUMA
policies (assumed to be the most optimal ones) effective, as argued by VMware
in [23]2.
4.1.2 Limitations
Figure 4.1: Hypervisor’s resource utilization optimizations may lead to vNUMA
changes.
1Notice that the VM does not see the full machine NUMA topology.
2“... Since the guest is not aware of the underlying NUMA, the placement of a process
and its memory allocation is not NUMA aware... vSphere 5.x solves this problem by exposing
virtual NUMA topology for wide virtual machines.” by VMware in [23]
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The common implementation approach of vNUMA consists of the hypervisor
storing the virtual topology of the VM in its ACPI tables, so that the guest
OS uses it at boot time as any OS does. This implementation has the advan-
tage to be straightforward. However, its main limitation is that a change in
the NUMA topology cannot be taken into account without rebooting the VM
[23]. In fact, existing OSs are not designed to dynamically take into account
NUMA topology changes. Also, a simple solution based on hot-(un)plug of
CPU and memory resources is not suitable as its might seem, more details in
Section 4.1.4. Topology changes occur in a virtualized system because of re-
source utilization fairness and optimizations (to avoid waste) implemented by
the hypervisor. To achieve these goals, the hypervisor is allowed to dynamically
adapt the mapping between the vCPUs and the pCPUs, and the mapping be-
tween the guest physical addresses (GPAs) and the NUMA nodes, by changing
the mapping between the GPAs and the host physical addresses (HPAs). More
precisely, the hypervisor can change the NUMA topology of a VM due to the
following decisions (summarized in Fig. 4.1).
CPU load balancing. Resource overcommitment is the widely used ap-
proach for optimizing resource utilization in virtualized datacenters. It consists
in allowing more resource reservation than the available resources. For the
CPU, this approach could lead to load imbalance, thus unfairness. This issue
is addressed by the hypervisor by migrating vCPUs from heavily contended
nodes to less contended ones. Such migrations could be frequent due to tem-
porary CPU load imbalance as indicated by VMware [23]. For instance, we
have observed that the execution of three 15vCPUs/12GB SpecJBB 2005 VMs
on a 8-node machine - 6 cores per node (two nodes dedicated to the privileged
VM in Xen) - generates about 20 vCPUs migrations between different NUMA
nodes per minute. We voluntarily choose large VMs to observe the generated
migrations.
Memory ballooning. Ballooning is the commonly used technique to im-
plement memory overcommitment. It allows dynamic memory reclaim (when
the VM does not use its entire memory) and allocation (when the VM needs
memory) from/to a VM. Ballooning may induce a modification of the mapping
between GPAs and HPAs. Pages which are reclaimed (on balloon inflate) can
be given (on balloon deflate) on any NUMA node.
Memory flipping. Memory flipping is the recent approach used by most
hypervisors to implement zero-copy during I/O (e.g., network) operations [38,
6]. It consists in exchanging (instead of copying) memory pages between the
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driver VM (the one which includes device drivers) and the user VM which
sends/receives packets. When the driver VM and user VMs are located on
different NUMA nodes (which is commonly the case), user VMs which perform
I/O operations will see a portion of their memory remapped on the driver
VM’s node. To assess this issue, we ran BigBench [54] on our 8-node machine.
All the VM resources are initially mapped on a single NUMA node which is
distinct from the one used by the driver VM. Without rebooting the VM, we
repeated the execution of BigBench 8 times. Fig. 4.2 shows the amount of
remote memory (due to memory flipping) at the beginning of each execution
of the benchmark. We can see that it increases in respect with the number of
execution, up to 45% of the VM’s memory is remote at execution number 5 due
to the memory flipping mechanism. This degrades the application performance
by 32%.
Figure 4.2: The effect of memory flipping, which occurs on I/O intensive ap-
plications. The top curve shows the proportion of the VM’s memory which has
been remapped on remote nodes after each run. The bottom curve shows the
performance of the application after each run.
VM live migration. VM live migration involves moving a running VM
from one physical host to another one. It is a central technology in today’s
datacenters. For instance, dynamic VM packing (which is a common approach
used to optimize resource utilization), physical server failure handling, data-
center maintenance, overheating power supply management and hardware up-
grades rely on it [95]. All of this makes VM live migrations very frequent in
the datacenter, especially large ones (such as Google Cloud Engine [95]). The




We assess in Xen the impact of using a stale topology as follows. We
used two memory intensive benchmarks: STREAM [80] (a synthetic bench-
mark measuring the sustainable memory bandwidth) and LU from Spec MPI
2007 [14]. The benchmarks run within a VM (called the tested VM) configured
with 12 vCPUs and 30GB memory. They use TCMalloc [68] as the SRL. We
compared three situations: (1) the VM sees a UMA topology but the hyper-
visor implements the interleaved policy (the VM’s memory is interleaved by
a granularity of 1GB among NUMA nodes selected to host the VM), which
corresponds to the default Xen solution. (2) the VM sees a NUMA topology
which corresponds to its exact resource mapping (noted vNUMA); (3) and the
VM sees a NUMA topology which is different from its actual mapping: all of
its CPUs are migrated away from the initial nodes (noted Stale vNUMA). The
initial resource mapping of the VM is as shown in Fig. 4.1 while the stale
topology is the one caused by the transition labeled “vCPU migration”. The
experiment results are shown in Fig. 4.3. Lower is better for LU (the left curve)
while it is the opposite for STREAM (the right curve). When we compare In-
terleaved and vNUMA (first two bars), we can observe that static vNUMA is
the most efficient configuration. For instance, we can notice for LU up to 13%
of performance difference. However, Interleaved becomes better than vNUMA
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Figure 4.3: Assessment of the negative impact of presenting a stale topology to
the VM when vNUMA is used. Evaluation realized using LU from Open MPI




Although vNUMA is the ideal approach for taking into account NUMA in
virtualized environments, its current implementation makes it static, thus inef-
ficient facing topology changes. Hypervisor vendors like VMware and Hyper-V
have also underlined this limitation. Typically, the VMware documentation [23]
states: “The idea of exposing virtual NUMA topology is simple and can improve
performance significantly. [...] On a virtual environment, it becomes likely that
the underlying NUMA topology of a virtual machine changes while it is running.
[...] Unless the application is properly reconfigured for the new NUMA topology,
the application will fail. To avoid such failure, ESXi maintains the original vir-
tual NUMA topology even if the virtual machine runs on a system with different
NUMA topology.”. Today, to prevent the inefficiency of vNUMA, hypervisor
providers make the following recommendations [51, 71, 41, 66, 2, 102, 96]: (1)
either the data center operator enables vNUMA and disables all hypervisor’s re-
source management optimizations, which leads to resource waste or unfairness,
(2) either she disables vNUMA and keeps hypervisor’s resource management
optimizations by using blackbox solutions (the hypervisor implements NUMA
policies and exposes a UMA architecture to the VM), which are not optimal
for performance (see Section 4.4). None of these two solutions is satisfactory.
4.1.4 Hot-(un)plug as a solution?
One might imagine the utilization of resource hot-(un)plug as a solution for
providing an adaptable vNUMA solution. Although this solution is without
any doubt elegant, it is not as straightforward and complete. These are the
main reasons:
1. Resource hot-(un)plugging is only possible for CPUs or memory which
have been discovered and recorded by the guest OS at boot time [42].
Therefore, the implementation of a hot-(un)plug based solution needs to
first show to the VM at boot time the entire physical machine topology,
knowing that the actual VM’s resource mapping concerns only a subset
of the topology. This requires deep kernel code rewriting in both the
VM’s OS setup code and also the hypervisor code which is responsible for
starting a VM. The development cost3 of this step is very high compared
3Notice that we tried unsuccessfully this alternative during several months.
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to the approach we present in the next section. Moreover, it would be
difficult to port this code to other systems.
2. Assuming that the above is implemented, memory hot-(un)plug is only
possible at the granularity of a block (e.g., 512MB in the current Linux
kernel version). Remember that topology changes could be caused by
the relocation of very few memory pages (e.g., see memory flipping for
example).
3. Finally, Hot-(un)plug is not sufficient because the SRL which runs inside
the VM is not aware of the new topology.
For all these reasons, hot-(un)plug is considered incompatible with vNUMA,
which is also the VMware opinion [42, 23]. In this chapter, we present eXtended
Para-Virtualization, a principle for implementing an adaptable vNUMA.
4.2 eXtended Para-Virtualization
This section describes the eXtended Para-Virtualization (noted XPV) principle
and our methodology to implement it in legacy systems.
4.2.1 Principle
In this contribution, we propose to make the static vNUMA approach dynamic
by revisiting the interface between the hypervisor and the VM. At high level,
the hypervisor exposes a dynamic virtual NUMA topology, which abstracts
away the physical NUMA architecture. Because current OSs and SRLs are
unable to handle a dynamic NUMA topology, we propose the eXtended Para-
Virtualization (XPV) principle to dynamically adapt the NUMA policies used
in the kernel of the guest OS and in the SRLs when the NUMA topology of
the VM changes.
XPV extends the para-virtualization (PV) principle to the whole hardware
and the SRLs. PV consists in modifying the code of the kernel of the guest
OS to efficiently virtualize I/O devices (the split-driver model), virtualize the
MMU, virtualize the time, enforce protection and handle CPU exceptions.
We extend the PV principle to the whole hardware by also virtualizing the
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NUMA topology. Instead of using a driver that considers a static NUMA
topology4, the guest kernel uses a para-virtualized driver that considers a dy-
namic NUMA topology. We also extend the PV to the SRLs. We propose to
modify SRLs with a para-virtualized NUMA management driver tailored for
virtualized environments. Instead of considering a static NUMA topology, this
para-virtualized NUMA management layer adapts the NUMA policy of the
SRL when the NUMA topology of the VM changes. Notice that the hypervisor
works as usual for non-XPV-aware VMs, meaning that XPV- and non-XPV
aware VMs can share the same host. This is also true for XPV- and non-XPV
aware applications which run inside a XPV aware VM.
By definition, XPV requires modifications in both the guest kernel code
and the SRL code. In the remainder of the section, we present a systematic
methodology for applying XPV to different legacy systems, and we show that
the required modifications remain modest.
4.2.2 Methodology for making legacy systems XPV aware
In the hypervisor, we implement XPV by adding a notification to the guest
kernel when the NUMA topology changes. In the guest kernel, we implement
XPV mainly by adapting the NUMA-aware components and by forwarding the
notification to the SRL when the guest kernel receives a notification from the
hypervisor. In the SRL, we implement XPV mainly by adapting the NUMA-
aware components when the SRL receives a notification from the guest kernel.
Fig. 4.4 presents the components modified to implement XPV, and the remain-
der of the section details these modifications.
4The code that handles NUMA in current OSs is often spread in the kernel. In order to
simplify the presentation, we consider that this code forms a driver.
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Figure 4.4: Overview of the components involved in the XPV implementa-
tion. Solid black arrows present the different steps (1-5) required to handle a
dynamic virtual NUMA topology in SRLs. Dashed arrows show guest kernel
components involved when the NUMA topology of the VM changes. Solid red
arrows represent the notifications when the NUMA topology changes.
Design choices. When the hypervisor creates a VM, it gives the VM a
topology through ACPI tables. The static vNUMA approach exposes a NUMA
topology while the blackbox solutions expose a UMA one. Exposing an initial
NUMA topology to the VM is inadequate for XPV because:
• Many NUMA-aware kernel components in the guest are hard to modify
to take into account changes in the NUMA topology.
• Such kernel components may introduce unpredictable performance if they
implement NUMA optimizations on a wrong topology.
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Instead, XPV makes the following design choices:
• We expose a UMA topology through ACPI tables so that kernel compo-
nents will not implement NUMA optimizations.
• We expose the real NUMA topology through a different data structure
shared between the hypervisor and the VM. This data structure is up-
dated upon resource remapping by the hypervisor. Key kernel compo-
nents in the guest which are critical are modified to use this (dynamic)
NUMA topology. We modified three components: the page allocator, the
scheduler and the NUMA policy manager.
Hypervisor layer adaptation. We introduce a new driver, called the topol-
ogy manager. This driver follows the split-driver principle: a part of the driver
is implemented in the hypervisor while the other part is implemented in the
guest kernel. The topology manager maintains the NUMA topology of each
VM and, when the NUMA topology changes, notifies the VM with an interrupt.
As exposing a UMA topology is the default behavior of any hypervisor, imple-
menting the topology manager is straightforward. It requires modifications in
the VM life cycle manager of the hypervisor in order to create and destroy
the data structure associated to a VM, in the memory manager in order to
record the physical addresses used by a VM and in the scheduler in order to
record the location of the vCPUs. These components are easy to identify in
any hypervisor and we were able to implement XPV in Xen and Linux KVM.
Guest kernel adaptation. The implementing XPV requires first the
implementation of the kernel part of topology manager driver. The kernel
uses this driver at bootstrap to retrieve the initial topology of the VM and to
initialize its NUMA-aware data structures. Then, when the driver receives a
notification from the hypervisor, it increments a counter used by the SRLs to
know the current version of the NUMA topology (see below), retrieves, through
a shared memory, its actual NUMA topology (e.g., physical location of the
vCPUs) and updates the NUMA-aware data structures of three components of
the guest OS: the page allocator, the NUMA policy manager and the scheduler.
As a consequence of this update, the kernel considers the new NUMA topology
for the newly allocated pages and the newly created threads. However, the
kernel does not try to relocate the previously allocated pages and threads:
instead, we let kernel’s NUMA policies (such as Automatic NUMA Balancing in
Linux) and the SRL migrate its memory and its thread because we consider that
they are those who know how to efficiently handle the new NUMA topology.
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To summarize, implementing XPV in the guest kernel requires the imple-
mentation of the topology manager and modifications in bootstrap code, in the
page allocator, NUMA policies and the scheduler. These components are easy
to identify in any kernel and we were able to implement XPV in Linux and
FreeBSD.
SRL layer adaptation. For the adaptation of the SRL layer, we need
to consider the system libraries/APIs (i.e., the c and numa libraries) and SRL
itself (e.g., jemalloc [3] or HotSpot [1]). For the former, only two modifications
are required: (1) the modification of the functions that retrieves the NUMA
topology in order to use our topology manager driver instead of the static
ACPI tables, and (2) the addition of a new function retrieving the topology
version number. The latter is useful for SRL to identify that its internal NUMA
topology becomes stale.
Each SRL has to implement its own algorithm to handle a NUMA topology
change. However, we have identified that, in our three studied SRLs (HotSpot
[1], TCMalloc [68], and jemalloc [3]), we can apply a systematic methodology
to implement XPV. This methodology consists in modifying the code of three
components that are often found in SRLs: the bootstrap code, the thread man-
ager and the memory manager. In the bootstrap code, the SRL has to record
the initial topology version number of the topology. In the thread manager, the
SRL may migrate the threads when the topology changes (i.e., when the topol-
ogy version number changes) to ensure locality with memory. In the memory
manager, the SRL has to update its internal data structures when the topol-
ogy changes, and, if required, to adequately migrate the pages that are already
allocated to the application.
4.3 Technical Integration
We applied the methodology described in the previous section in two legacy
hypervisors (Xen and KVM), two legacy guest OSs (Linux and FreeBSD) and
three legacy SRLs (HotSpot, TCMalloc, and jemalloc). Table 4.1 summarizes





Xen 4.9 8 117
KVM from Linux 4.14 6 218
Linux 4.14 26 670
FreeBSD 11.0 23 708
HotSpot 8 3 53
TCMalloc 2.6.90 (gperftools-2.6.90) 3 65
jemalloc 5.0.1 9 86
Table 4.1: XPV integration in several legacy systems.
4.3.1 Xen modifications
When Xen creates a VM, given the requested and available resources, it first
determines on which NUMA node(s) to place the VM. If more than one NUMA
node are needed, Xen statically allocates memory to the VM in a round-robin
way (with 1GB granularity by default) over the selected NUMA nodes. The
latter are usually referred to as the VM’s home nodes. Xen also sets the soft
affinity of the VM’s vCPUs to pCPUs of the home nodes. This soft affinity is
a preference and does not prevent the migration of vCPUs to different nodes
when the home nodes are overloaded.
In order to implement XPV in Xen, the topology manager first records the
initial topology of the VM when the latter boots. This initial topology is stored
in a memory region shared between Xen and the guest kernel. Recall that
topology changes may happen on the following cases: vCPU migrations (due
to vCPU load balancing) inside a machine, grants acquisition on new memory
pages (due to memory flipping), memory page migrations inside a machine (due
to ballooning), and VM migrations between machines. For the three former
cases, the modification performed in Xen is straightforward. Whenever a vCPU
of a VM is migrated to a different NUMA node, we update the corresponding
VM’s topology in the shared memory region and notifies the VM by injecting
an interrupt in the guest. Regarding page migrations, in Xen, they take the
form of page deallocation/reallocation as a consequence of memory ballooning.
The new location(s) of memory pages are taken into account as follows: when
the migrated pages return to the guest OS, the latter then examines on which
node each page is located and puts the pages into the correct free page lists (see
Section 4.3.2, Memory allocator). The same operation is realized when the VM
acquires grants on pages located on new nodes. In fact, no modifications at Xen
level are needed in these cases. Concerning changes caused by the migration
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of the VM, they can be considered as a combination of vCPU migrations and
memory migrations. Therefore, we combine the above techniques together for
handling such changes.
4.3.2 Linux modifications
Page allocator. The major challenge of implementing XPV in an OS is to
adapt the page allocator. In Linux, memory pages on each node are divided
into zones. Linux relies on the NUMA policy used by the application to search
for free pages. The page allocator applies the NUMA policy to select a node
and then a zone in that node for page allocations. Each zone has a component
called the buddy system [72] which is responsible for page allocations inside the
zone. The buddy system breaks memory into blocks of pages and maintains a
separate page list for each block size. Most of the time, allocation requests are
for single page frames. In order to get better performance, a per-CPU page
frame cache is used to quickly serve these requests. Allocations of multiple
contiguous pages are directly handled by the buddy system.
We start with a UMA version of the page allocator and we modify it to be
NUMA-aware as follows. Firstly, we add new variables representing the actual
NUMA information used by application processes. Secondly, we partition the
per-CPU page frame cache and the free page lists of the buddy system by the
number of physical NUMA nodes. The kernel can know which page comes from
which node because it knows the machine frame number of each page and the
memory range on each physical node. In contrast with normal NUMA systems,
with XPV, the page allocator will apply the NUMA policy (stored in the newly
added variables) to determine the allocated node after a zone is selected. To
improve performance, the mapping from a page number to a physical node can
be cached and will be updated only at points where page migrations may occur
(e.g., ballooned pages returning to the memory allocator).
Scheduler. Linux scheduler organizes CPUs into a set of scheduling do-
mains for load balancing. A scheduling domain consists of a set of CPUs having
the same hardware properties regarding their location in the NUMA topology.
As a result, they form a tree-like structure. We could have reproduced such
structure in the scheduler with the real NUMA topology. However, in XPV,
for simplicity, we only builds a single domain containing all the CPUs of the
VM. We found that this is actually an acceptable solution as we could avoid
the adjustments in the scheduler when the topology get changed.
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NUMA policy manager. We only describe here the Automatic Numa
Balancing (ANB) [58] as it is the most advanced and complex NUMA opti-
mization is Linux. Once activated, ANB periodically unmaps memory pages
and then traps page faults when the pages are accessed. By doing this, ANB
can know the relation between the tasks and the accessed memory and de-
termine if it should move memory closer to the tasks that reference it. Since
migrating memory pages is quite expensive, ANB may moves tasks closer to the
memory they are accessing instead. The adaptation of ANB to be XPV aware
consists mostly in replacing the default topology information provided by the
OS by the actual topology information provided by the hypervisor. Some page
fault metrics used by ANB may need to be recalculated when the topology
get changed. However, in order to avoid the complexity and also the fact that
we don’t know how long a topology will last, we decide to not recalculate the
metrics in our implementation. Instead, ANB will just continue to work with
the newer topology and the metrics are recalculated in a very short time.
4.3.3 Application-level modifications: the HotSpot Java vir-
tual machine use case
We consider HotSpot 8, which uses the parallel garbage collector (GC) by
default. GC divides the memory heap into two regions (usually referred as
generations): a young generation and an old generation. New objects are placed
in the young generation. If they survive long enough, they will be promoted
and moved to the old generation. The young generation partitions its address
spaces into N group spaces with N is the number of NUMA nodes. Each group
space gets memory pages from the corresponding NUMA node. In order to
know how to allocate memory for a given thread, HotSpot also keeps track of
the CPU-to-node mapping. Regarding the old generation, it has memory pages
allocated in a round-robin way over the NUMA nodes.
The modification we introduce in HotSpot to make it XPV aware is as
follows. At the end of a collection, HotSpot examines the topology version
counter (introduced in the system library, see Section 4.2.2) to check if the
NUMA topology is stale. In case of stale topology, HotSpot creates the new
group spaces and/or removes the invalid ones according to the new topology




The previous section presented XPV, a way to virtualize NUMA while taking
into account topology changes that may impact VMs. This previous section
reported components that should be modified and the corresponding number
of LOC required to implement XPV in different legacy systems. This corre-
sponds to the qualitative evaluation of XPV. The current section presents the
quantitative evaluation.
4.4.1 Experimental setup
The evaluations are realized on a DELL server having 8 nodes (6 AMD Opteron
6344 cores per node), each linked to a 8GB local memory. Otherwise specified,
the used hypervisor is Xen and guest VMs use Linux. One node (6 cores and
8GB) is dedicated to the privileged VM (called dom0 in Xen jargon). Thus,
user VMs (called domU in Xen jargon) can only use the remaining 7 NUMA
nodes (42 cores and 56GB). Otherwise specified, every user VM has 20 vCPUs
and 30GB memory. Note that this configuration is used because we want the
VM occupies at least 4 physical NUMA nodes which, we think, are big enough
to show the NUMA effects.
We experimented two application categories: those which can use an SRL
(Java, C/C++) and those without an SRL (Fortran). For Java, we evaluate
SpecJBB 2005 [13] (noted JBB2005) single JVM (the performance metric is
the number of business operations per second (bops)) and BigBench [54] (the
performance metric is the execution time). These applications use HotSpot as
the SRL. Regarding C/C++ applications, they are evaluated with milc and
lammps from Spec MPI 2007 [14]. We selected these benchmarks because they
are representative of the two categories of Spec MPI applications: medium
memory usage and large memory usage. These applications use TCMalloc as
the SRL. We also experiment WebServing from CloudSuite [50], which uses the
two SRLs and performs a lot of I/O. WebServing is a traditional web service
application with four tiers: a web server, a database server, a memcached server
and a client. The first three tiers are deployed in the evaluated VM while the
client is deployed on a distinct server. The performance metric is the number of
operations per second (ops/sec). Otherwise indicated, HotSpot and TCMalloc
are launched while enabling their NUMA optimizations. Applications from the
second category are bt331, fma3d, swim, mgrid331, applu331 from Spec OMP
65
4.4. Evaluations
2012 [22] and pop2 from Spec MPI 2007.
In addition to the static vNUMA solution, which exposes the topology to the
VM, we also compared XPV with four different blackbox solutions. The latter
are implemented within the hypervisor with the VM seeing a UMA topology.
These solutions are:
• First-touch (noted FT): this solution is the basic Linux’s NUMA manage-
ment solution. It has been implemented within the hypervisor by Voron
et al. [103].
• Automatic NUMA Balancing (noted ANB) [58]: It is the most advanced
Linux solution for handling NUMA. KVM naturally includes ANB while
VMware implements a similar solution. We implemented ANB in Xen
for the purpose of this work. We did this by reproducing the Linux
implementation of ANB in Xen. Such a proactive solution could be seen
as the ideal XPV competitor.
• Interleaved: the VM’s resources are packed on the minimum number of
NUMA nodes and the memory is interleaved by pages of 1GB (Xen’s
default policy).
• No policy: the VM’s vCPUs and memory are equally distributed over its
allocated nodes, no NUMA policy is used.
To plot the results of all applications on the same figure using the same
referential, results are normalized, over the “No policy” solution. For all plots,
higher is better.
4.4.2 XPV implementation efficiency
Recall that XPV follows the same approach as vNUMA, which is the presen-
tation of the NUMA topology to VMs. However, the implementation of XPV
follows a different strategy, which requires few modifications and make it adapt-
able (theoretically thus far). One could ask if XPV is at least as efficient as
vNUMA when the VM topology stays unchanged. To answer this question, we
compared the performance of several applications when they run atop vNUMA
and XPV. Recall that the implementation of XPV does not use any Xen’s
vNUMA code. Fig. 4.5 presents the evaluation results, interpreted as follows.
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XPV performs similarly to vNUMA only with JBB2005 and pop2. However, it
outperforms vNUMA for the remaining applications, by up to 75% in the case
of mgrid331, and even for I/O applications (by up to 15% with webserving).
This performance gap between the two solutions, which follow the same static
vNUMA approach in this experiment, is explained by the fact that we were able
to optimize XPV in comparison with Xen’s vNUMA implementation. Several
comments were posted in Xen-dev mailing list [48] (a scheduling issue inside















































Figure 4.5: XPV implementation efficiency. XPV is compared with vNUMA
(implementer by Xen) when no topology change occurs. The performance
gap comes from the fact that the implementation of vNUMA by Xen is less
optimized than XPV. Notice that the latter does not use any vNUMA code.
We also performed the same experiments using smaller VMs (4GB of mem-
ory with 4vCPUs). Fig. 4.6 presents the obtained results. We can observe that
XPV outperforms vNUMA with most of the benchmarks (by up to 40% with
swim), but the difference is smaller than with bigger VMs (53% with swim for
big VMs). Therefore, for the remaining evaluations in this chapter, instead of
using Xen’s vNUMA as the static vNUMA baseline, we will use a static version




































Figure 4.6: XPV implementation efficiency with small VMs.
4.4.3 vNUMA vs blackbox solutions
In this section, we compare vNUMA with the existing state-of-the-art blackbox
solutions described above. During these experiments, no topology change is
triggered by the hypervisor. Every application runs in a VM which uses three
NUMA nodes. Fig. 4.7 presents the evaluation results, interpreted as follows.
(1) vNUMA (see “vNUMA with SRL NUMA” bars) outperforms all black-
box solutions. For instance, in the case of swim, vNUMA outperforms Inter-
leaved, FT, and ANB by about 130%, 99%, and 88% respectively. Concerning
JBB2005, which is the only benchmark used by Xen [12] and VMware [23] de-
velopers for evaluating the benefits of vNUMA, we can observe a performance
gap of about 12% (which is significant) between vNUMA and other solutions.
This is compliant with the results obtained by both Xen and VMware develop-
ers. However, as mentioned above, the evaluation of other benchmarks shows
that vNUMA can bring much more benefits. The main reason which explains
the efficiency of the vNUMA approach (the exposition of the topology to the
VM) is the fact that it allows optimized NUMA policies implemented by the











































Interleaved FT ANB vNUMA without NUMA SRL vNUMA with NUMA SRL
Figure 4.7: vNUMA compared with the state-of-the-art blackbox solutions
(higher is better). This experiment also highlight the importance of NUMA
policies embedded within the SRL. No topology change is triggered during this
experiment.
(2) For some applications, the benefits of vNUMA is magnified by the opti-
mized NUMA policies embedded within the SRL (compare “vNUMA without
NUMA SRL” with “vNUMA with NUMA SRL” bars). This is the case for
JBB2005, milc and lammps. For instance, milc performs 64% better when TC-
Malloc (its SRL) is NUMA aware atop vNUMA. Notice that applications for
which “vNUMA without NUMA SRL” equals “vNUMA with NUMA SRL” do
not use an SRL.
(3) One could imagine that by implementing ANB (which is a Linux NUMA
solution) at the hypervisor level, it could provide the same results as using it
in a NUMA VM. Our results show that this is not true (compare “ANB” with
“vNUMA without NUMA SRL” bars). vNUMA outperforms ANB by up to
88% in the case of swim. This is because in the hypervisor, ANB works at the
vCPU granularity, which is not as fine-grained as the thread granularity inside
the guest OS. In fact, what a vCPU accesses may suddenly change if the guest
schedules another task on it. Therefore, the decision to move a vCPU or a set
of memory pages for minimizing remote memory accesses is not precise as it is
dictated by several tasks, which is not the case when ANB runs in the guest.
(4) Among hypervisor level solutions, ANB is the best one.
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4.4.4 XPV facing topology changes
This section presents the evaluation of XPV when resource management deci-
sions taken by the hypervisor lead to NUMA topology changes for the VMs.
Recall that the topology-changing decisions could be: vCPU load balancing,
memory ballooning, memory flipping, and VM live migration. Since memory
ballooning and memory flipping lead to the same consequences5 (which is mem-
ory remapping), we only present the evaluation results of one of them (memory
ballooning). Concerning topology changes due to VM live migration, they can
be seen as a combination of the other topology change types. Therefore, our
evaluations focus on topology changes caused by vCPU load balancing and
memory ballooning.
To show the benefits of each XPV feature, we evaluated two XPV versions:
• XPV with topology change notifications confined within the guest OS.
The SRL level is not informed. This means that only NUMA policies
implemented within the guest kernel are aware of topology changes. This
version is noted “OS only XPV”.
• XPV with topology change notifications taken into account by both the
guest kernel and the SRL. This version is simply noted “XPV”.
We compared these two versions with blackbox solutions and a static version
of XPV noted vNUMA as stated above. We present and discuss in this section
only the results for three representative applications since the other results that
we have observed are similar: a representative Java application (JBB2005), a
representative C application (milc), and a representative application which does
not use an SRL (swim).
5We experimented flipping and observed that negative impact for a memory intensive app
which runs inside the VM which is subject to flipping.
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Figure 4.8: NUMA nodes occupied by vCPU0 of JBB2005 VM during its life-
time when overcommitment is done on the CPU resource.
Recall that vCPU loadbalancing could lead to vCPU migrations between differ-
ent nodes, thus changing the topology of VMs. To create a situation which may
lead the hypervisor performing vCPU loadbalancing, we run each tested appli-
cation in three identical VMs (started at the same time). The total number of
vCPUs (for the three VMs) is 48 while the number of available cores is 42 (recall
that 6 cores are dedicated to the dom0). Thus, the scheduler of the hypervisor
is likely to realize vCPU loadbalancing during the experiment. As an example,
Fig. 4.8 shows the different nodes occupied by vCPU0 of JBB2005 VM during
its execution. For this application, we counted 1695 topology changes during
the execution, corresponding to about 20 topology changes per minutes (noted
TC/min). The topology change rates for milc and swim are 5 TC/min and 12
TC/min respectively.
Fig. 4.9 presents the performance of each application when different NUMA
virtualization solutions are used. These results are interpreted as follows. (1)
We can see that JBB2005 does not suffer a lot from the issue of topology
changes due to vCPU migrations. Except FT, the performance gap between
XPV and other solutions (about 12%) is almost the same as when there is no
topology change (presented in Fig. 4.7). FT provides the lowest performance,
58% lower than XPV. In fact, FT only considers NUMA for the first memory
allocation operations. Interleaved suffer less because it has interleaved the
VM’s memory, thus increasing the probability for a vCPU to access a local
memory. Concerning ANB, it enforces memory locality by relocating either
vCPUs or memory chunks. (2) Things are different concerning milc and swim.
The performance gap between XPV and other solutions is higher in this case
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(90% and 55% on average for milc and swim respectively). This means that milc
and swim are sensitive to topology changes caused by vCPU loadbalancing. (3)
The static vNUMA solution significantly degrades the application performance
when topology changes are triggered. The performance gap with the adaptable
XPV solution is about 12%, 127% and 84% in the case of JBB2005, milc
and swim respectively. (4) Making topology changes visible to the SRL layer
improves the performance of some applications. The gap between "OS only
XPV" and XPV is about 12% for JBB2005 and 65% for milc (recall that swim
does not use an SRL). (5) XPV keeps all applications almost to their best
performance, which is the one observed when no topology change is triggered



















Figure 4.9: XPV facing vCPU loadbalancing due to the overcommitment of
the CPU resource (higher is better).
4.4.4.2 XPV facing topology changes caused by memory ballooning
To realize this experiment, we used Badis, a memory overcommitment system
presented in [85]. Badis is able to dynamically adjust the memory size of VMs
which share the same host in order to give to each VM the exact amount of
memory it needs. We ran Badis and our three applications (JBB2005, swim
and milc) at the same time. Each VM is launched with 10vCPUs and 20GB






















Figure 4.10: XPV facing memory ballooning (higher is better).
Fig. 4.10 presents the evaluation results. The interpretation of these results
is almost the same as the one presented in the previous section. The only
difference with the previous experiments if the fact that both Interleaved and
FT provide very bad performance. For instance, in the case of swim, XPV
outperforms Interleaved and FT by about 173% and 304% respectively.
4.4.5 Automatic NUMA Balancing (ANB) limitations
Due to the inability of existing vNUMA solutions to handle VM topology
changes, ANB like solutions have been envisioned as the best compromise thus
far. In the performance point of view, our evaluation results confirmed that
ANB is the best blackbox solution, although it is largely outperformed by
XPV. However, ANB has two side effects which can degrade the performance
of the hypervisor. First, ANB decisions can enter in conflict with resource
management decisions performed by the hypervisor. For instance, a vCPU
loadbalancing decision can move a vCPU to a node, resulting in remote mem-
ory accesses, thus the intervention of ANB. The latter will move back the vCPU
to its source node, thereby contradicting the previous resource management de-
cision. This issue has also been identified by VMware [23]. Second, a malicious
VM can manipulate ANB as follows. Let us consider a VM booted with two
vCPUs, one vCPU per node. Let us consider its memory distributed on the
two nodes. Even if the VM is presented a UMA topology (as ANB does), an
application inside the VM can dynamically discover the distance between vC-
PUs an a memory chunk using read/write latencies (the STREAM benchmark
[80] is the perfect candidate). Therefore, a malicious application can enforce
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remote memory accesses in order to force ANB in the hypervisor to continually
migrate the corresponding VM’s vCPUs. These migrations would lead to the
migration of tenant VMs, thus impacting their execution. We implemented
such a malicious VM and validated this issue.
4.4.6 XPV internals
To evaluate the low level overhead introduced by XPV, we evaluated XPV
internal mechanisms. The latter are:
1. the new interrupt handler in the OS used each time there is a topology
update,
2. the new syscall used by the SRL to check the topology version and to
retrieve the topology information from the OS (for instance in our exper-
iments, it is called each time the GC runs),
3. the search for a free page on a particular node,
4. the update of memory allocator’s data structures (per-CPU caches and
the central buddy allocator).
First, the new interrupt handler in XPV runs in about 368 CPU cycles,
which is negligible. Second, the new syscalls added to the GC, we found that
the GC execution time is not significantly impacted. We rely on virtual dy-
namic shared object (vDSO) [33], which is a mechanism provided by the kernel
for exporting some frequently used read-only syscalls to user-space applica-
tions. vDSO routines are called as regular routines, without worrying about
performance overhead. Thus, the time consumed by the new syscall is negligi-
ble. Third, about the search for a free page, it takes a negligible time to do so
as all pages in the kernel are indexed by node (you can refer to Section 4.3.2).
Finally, concerning the update of memory allocator’s data structures, whenever
a page is freed and returns to the allocator, the kernel examines on which node





Several work investigated the problem of efficiently handling NUMA architec-
tures in virtualized environments. Most of them were implemented by hyper-
visor providers (Xen, VMware, Hyper-V), and, to the best of our knowledge,
only six academic works investigated this issue.
4.5.1 Industrial solutions
Xen [78]. Xen tries to pack the VM’s resources on a single node, called
the home node. When the VM requires more than one node, Xen proposes
both Interleaved and static vNUMA. As shown in this chapter, none of these
solutions are efficient as XPV.
Oracle VM Server [27]. Oracle VM server proposes the policies used by
Xen. It suffers thus the same limitations.
VMWare [23]. VMWare works like Xen, but does not allocate the memory
with an interleaved policy. Instead, the VM’s memory is simply spread over
nodes. Concerning its static vNUMA based solution, VMware is able to update
the virtual NUMA topology of the VM by changing the ACPI tables. However,
its effectiveness depends on the capability of the guest OS to adapt itself on
topology changes. This is not currently the case in the mainstream OSs, which
makes the VMware’s solution inefficient. In this chapter, our XPV solution is
able to dynamically adapt the NUMA policies of both the OS and the SRLs
when the hypervisor changes the topology.
KVM [9]. KVM implements two blackbox solutions through Linux. These
solutions are First-touch (FT) and Automatic NUMA Balancing (ANB). FT is
inefficient with SRL based applications while ANB has a lot of limitations as
presented in the previous section (conflict with resource management decisions
taken by the hypervisor and vulnerable in the point of view of security).
Hyper-V [25]. Hyper-V uses the static vNUMA approach. When it cre-
ates a VM, Hyper-V exposes the bootstrap NUMA topology to the VM. Hyper-




To the best of our knowledge, all academic solutions use a blackbox approach,
meaning that the VM sees a UMA topology and the hypervisor implements
the NUMA policy. Disco [34] is a hypervisor that enforces locality on a NUMA
machine by using page migration and page replication. When the hypervisor
observes that a page is intensively used remotely, it migrates or replicates the
page. Disco hides the NUMA topology, which makes this solution inefficient
for an SRL that implements its own NUMA policy. Similarly, Rao et al. [91],
Wu et al. [107], Jaeung al. [61] and Liu et al. [77] proposed new heuristics to
place or to migrate the memory or the vCPUs in order to efficiently use the
NUMA architecture. However, in their work, they hide the NUMA topology to
the VM, which also makes them inefficient for many SRLs. All these solutions
are similar to ANB, which has been discussed above.
Instead of proposing new NUMA policies, Voron et al. [103] proposed to
implement NUMA policies used in Linux and the Carrefour policy [53] in the
hypervisor. The VM can then choose the most efficient NUMA policy. Because
a single NUMA policy can not be efficient for all applications, letting an appli-
cation selects its policy is better than using a single fixed policy. However, the
solution proposed by Voron et al. only considers memory (thread placement is
not studied). The solution also assumes that all applications inside a VM use
the same NUMA policy, which is not the best strategy if a VM runs several
processes. Moreover, the solution hides the NUMA topology to the VM, which
makes it inefficient for many SRLs. Finally, the solution requires a lot of en-
gineering efforts, while we show that XPV only requires a modest engineering
effort.
4.5.3 Positioning of our work
As shown in previous sections, all existing solutions fail to virtualize NUMA
efficiently. With XPV, we propose to make the static vNUMA approach dy-
namic. XPV exposes to the guest OS and its SRLs the exact actual NUMA
topology. By doing so, XPV allows each layer in the virtualization stack to
do what it does best: resource utilization optimization for the hypervisor and




In this chapter we presented XPV, a new principle for virtualizing NUMA.
XPV adopts an opposite approach in comparison with existing solutions. In
fact, instead of managing NUMA at the hypervisor level, XPV presents to
the VM its actual topology while tracking topology changes. We presented a
systematic way to integrate in less than 2k LOC XPV in two legacy hypervisors
(Xen and KVM), two legacy guest OSs (Linux and FreeBSD), and three system
runtime libraries (HotSpot, TCMalloc, and jemalloc). We evaluated XPV with
different Java and C benchmarks. The evaluation results showed that XPV





With the emergence of cloud computing, researches on virtualization have be-
come very active among computer science researchers. At its core, virtualiza-
tion is about introducing a hardware abstraction layer between the OS and the
physical hardware. Virtualization techniques for CPU, memory and standard
I/O devices are well established. Virtualization of micro-architectural compo-
nents such as processor caches or NUMA still have rooms for improvements.
The main difficulties are not only due to the fact that there is no proper way
to physically partition these components in the current hardware architectures
but also that the hypervisor can reconfigure the resource placement for a VM
at will, at any time without the guest OS knowing as a result of load balancing.
We showed that these factors can bring severe performance impacts to VMs
sharing the same underlying physical hardware. It’s worth pointing out that
consolidating a maximum number of VMs on a minimum number of physical
machines is a common practice in cloud computing as it can increase hardware
utilization rates and decrease power consumption in the data centers.
In this thesis, we proposed software solutions called Kyoto and XPV to
virtualize processor caches and NUMA machines respectively. With Kyoto,
the main idea is to associate and enforce a LLC pollution permit to a VM.
The pollution permit is defined as a function of LLC cache misses and enforced
by the vCPU scheduler in the hypervisor. We implemented Kyoto in three
popular virtualization systems: Xen, KVM and Pisces. The results from our
experiments validate Kyoto’s effectiveness in terms of performance isolation
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and predictability. They also show that Kyoto introduces a negligible overhead.
Henceforth, using the Kyoto system, the cloud provider may compel cloud users
to book pollution permits for their VMs.
Through experiments, we showed that exposing to a VM its actual NUMA
topology is the best way to handle NUMA in virtualized systems. To virtualize
a NUMA machine, XPV extends the well known paravirtualization principle in
two directions. First, in the same way as paravirtualization actually abstracts
away I/O devices, XPV extends the principle by also abstracting away the
physical NUMA topology into a virtual NUMA topology that can change at
runtime. Second, while currently paravirtualization is only used at the guest
OS level to implement optimized drivers for virtualized environments, XPV
extends this principle to the SRLs: we propose to adapt the SRLs with par-
avirtualization techniques in order to dynamically adapt their NUMA policy
when the virtual NUMA topology changes. Thanks to XPV, several VMs can
run on a NUMA machine and still use NUMA policies efficiently.
5.2 Perspectives
In Kyoto, we focused mainly on the LLC contention because it is one of the
most well-known and critical types of resource contention. We would like to
investigate further into other types of contention such as contention for the
memory controller and for network resources. Memory controller contention
occurs when several processors and I/O devices request for memory access
at the same time. A careful study about the memory controller’s behavior
and strategies for handling simultaneous requests can potentially reveal some
optimization opportunities to minimize the contention. Besides, the problem of
contention, caused due to the share of network resources by VMs or applications
is also an interesting topic. For instance, user VMs usually have access to
network disk servers. To improve the performance, a SSD cache layer can be
placed between the user VMs and the storage servers. Normally, the SSD cache
layer is implicitly shared among the user VMs, leading to contention.
Regarding XPV, we would like to apply the principle to other types of non-
uniform architectures such as Non-Uniform Input/Output Access (NUIOA)
where I/O devices can connect to specific CPUs making them access to some
memory nodes faster than to the others. In case of NUIOA, I/O performance
depends on the placement of processes on CPUs. We think that exposing
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NUIOA topology to the VM allows the latter to achieve the best I/O perfor-
mance possible in a virtualized environment.
NUMA architecture is an evolution from the traditional multiprocessor
shared memory architecture as an attempt to provide scalable memory band-
width. However, a NUMAmachine is still a tightly coupled computing package:
a workload can only use resources available on a single machine and there is
no easy way for a machine to share its spare resources. In addition, it remains
impossible to integrate new CPU or memory technologies into such machine.
The only option is to replace the whole machine with a new one. To avoid
this terrible waste and to improve resource utilization, many hardware vendors
have proposed the so-called disaggregated architecture. Disaggregation means
separating computing resources (processors, memory) and allowing each type
of resource to be assigned independently to workloads. The communication
between different resources can be done through high-performance network
technologies such as Infiniband, Photonic Interconnect and iSCSI. One of the
benefits of a disaggregated architecture is the ability to add or remove indi-
vidual processor or memory module. A disaggregated architecture is generally
implemented at the rack scale. As a result, such an architecture is easier to
manage in a datacenter, and the topology is more uniform than that of a NUMA
architecture. However, modules may be heterogeneous, leading to performance
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