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	 研究背景・⽬的 
1.1 研究背景 
 IC の微細化・⾼集積化に伴い、単⼀チップ上に多種の機能を搭載することが可能に
なった。しかし、回路規模の増⼤は消費電流の増⼤や回路特性のばらつきといった問
題を誘発し、設計の難易度は⾼くなる。特に近年、IoT・AI デバイスの登場や⾃動⾞
の技術的進化に伴い、アナログ回路とデジタル回路を 1 チップに集約した「アナロ
グ・デジタル混載 LSI」の⾼性能化が求められている。現在、デジタル回路設計にお
いては論理合成技術を⽤いた論理設計⼯程の⾃動化が実現し、設計時間が⼤幅に短縮
された。⼀⽅、アナログ回路設計では依然として設計者⾃⾝の知識や経験に基づき、
修正を繰り返しながら要求仕様を満たす回路を設計している。つまり、LSI の開発期
間全体に占める割合がデジタル回路より⼤きい。また、設計者⾃⾝の技量や主観に依
存する点が多く、継続的に⼈材を育成する必要があるため、慢性的な回路設計者不⾜
に陥っている。そこで、コンピュータで実現可能な技術者の知識に依存しないアナロ
グ回路の⾃動設計⼿法を実現し、問題の解決を図る。 
 
1.2 研究⽬的 
 この研究では演算増幅器を設計の対象とする。アナログ回路の⾃動設計⼿法は「回
路構成を固定し、素⼦パラメータを決定する⽅法」と「回路構成及び素⼦パラメータ
共に設計する⽅法」に⼤別される。前者の⼿法を利⽤したタイプには、回路構成別に
回路設計者の知識を事前にライブラリ化し、素⼦パラメータの設計に利⽤する”知識ベ
ース”の⼿法(1)~(2)や、回路の特性⽅程式から適切な素⼦値を算出する”数式ベース”の⼿
法(3)~(5)、⽣物の進化過程を模して回路を繰り返し組み替える”遺伝的アルゴリズム
(GA: Genetic Algorithm)”による⼿法(6)~(7)が提案されている。しかし、知識ベースと数
式ベースによる⼿法では、設計の都度、設計者が設計⽅針を組み⽴てる必要があり、
⾃動化が困難である。また、回路構成が複雑化した場合、設計⽅針の決定や特性の算
出困難になる場合がある。遺伝的アルゴリズムによる⼿法ではこの問題を解決できる
が、結果が初期値に依存する問題を持つ。また、設計段階におけるパラメータ選択の
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ランダム性が⾼く、冗⻑な計算及びシミュレーションが発⽣しやすい。そこで、新た
にニューラルネットワーク及びディープラーニングを⽤いて回路中の素⼦を予測・決
定する⼿法[8]~[10]が提案された。こちらは後者に分類される。これにより、回路のシミ
ュレーションデータを収集・学習させることで追加のシミュレーションなしに所望の
特性を持つ素⼦の組み合わせを瞬時に予測することが可能になった。しかし、未学習
のデータパターンに対する予測精度の低下や設計過程が確認できないため、設計の妥
当性の検証が困難という課題が残った。 
 本研究では、強化学習の⼀つである Q-learning（QL）を応⽤し、コンピュータ⾃⾝
が最適な素⼦決定までの⼿順を学習・利⽤可能となる⼿法を提案する。回路構成は固
定で⾏い、素⼦パラメータを設計する。素⼦値や回路特性などの各種パラメータを
QL モデルに反映させ、⾏動（素⼦の変更）に対して状態（回路特性）がどのように
変化したかを評価し、報酬を決定する。報酬は現在の特性が⽬標の特性に近いほど⾼
くなるが、報酬は将来に渡って評価され、「⼀時的に回路性能が向上したが、設計でき
た回路の性能は低かった」という場合にはトータルで得られる報酬は低くなる。つま
り、学習を重ねることで最終的に回路性能が向上する⾏動が選ばれやすくなる。⾔い
換えれば、マシン⾃⾝が、⽬標の回路性能を実現するまでの素⼦値変更⼿順を獲得で
きる。この結果、シミュレーション結果を全て学習過程に利⽤でき、データを活⽤し
た効率的な回路設計が可能になった。また、設計過程をリアルタイムで確認すること
が可能となり、設計の妥当性の検証がより容易になった。 
 提案⼿法では初期回路の⽣成にニューラルネットワークを利⽤した、「素⼦値推論モ
デル」を作成し、使⽤した。これを⽤いたのは、ある程度の素⼦値設計がされた状態
（最低要求仕様を全て満たした回路状態）から対象回路の性能改良を図ることがで
き、より短時間で⽬標仕様まで到達することができると考えたからである。 
提案⼿法により、過去の設計情報を利⽤した再現性のある設計が可能となり、GA
で⾒られたランダム性、冗⻑性の問題を改善した。さらに、設計過程をリアルタイム
で確認でき、設計の妥当性の検証がより容易になった。NN を⽤いた回路設計の従来
⼿法では⼈間が⼿設計した回路を元に学習データを作成していたが、この場合、学習
データが⼈間の知識依存になってしまう可能性や、データに偏りが出てしまう可能性
が⾼く、モデルの汎化性能が上がりづらいという問題があった。しかし、QL モデル
による設計プロセスにおいて得たシミュレーションデータは NN の学習に使⽤でき、
モデルの精度向上のために利⽤することが出来る。 
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1.3 本論⽂の構成 
 本論⽂は５章で構成される。まず、第 2 章で本論⽂における演算増幅器の設計⼿順
と Neural network (以下 NN)を応⽤した初期回路の推論モデルについて述べる。次
に、第３章で Q-learning による回路性能向上のプロセス及び⽅法を報告する。そし
て、第４章で本研究において設計された回路の性能を確認し、マシン⾃⾝が、⽬標の
回路性能を実現するまでの素⼦値変更⼿順を獲得できているかを確認する。最後に、
５章で本研究のまとめと今後の課題を述べる。 
 
1.4 設計の流れ 
 図 1.1 のフローチャートに本⼿法における回路設計の全体の流れを⽰す。提案⼿法
ではまず、⽬的の回路の設計を⾏う前に、NN を応⽤した“素⼦値推論モデル”を作成
する。これにより、初期値を⾃動で設計することが可能となる。これについては 2 章
で詳しい説明を⾏う。続いて、⽬的の回路を設計するためのプロセスに⼊る。まず、
事前に作成しておいた素⼦値推論モデルにより、後述する最低要件を満たしつつ、⽬
標の評価値に近い回路を⽣成する。次に、⽣成された回路を初期回路とし、強化学習
（Q-learning）によりさらなる性能向上を図る。本⼿法では設計途中での回路トポロ
ジーの変更は⾏わず、素⼦値のみを設計する。初期回路の設計に使⽤する NN による
「素⼦値推論モデル」と、Q-learning を⽤いて回路性能の向上を向上させてゆく「⾃
⼰改良モデル」ではシステムの設計過程や理論が⼤きく異なるため、章ごとに分けて
述べる。まず、初期回路を決定する、NN を⽤いた素⼦値推論モデルから説明する。 
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最低要件の設定
設計目標値の設定
素子値推論モデルによる初期回路生成
自己改良モデルによる素子値探索
設計回路の性能確認
素子値推論モデルの作成
設計開始
設計終了
Yes
No
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
図 1. 1: 提案⼿法全体の流れ 
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	 Neural network による初期回路の決定 
2.1 Neural network 
2.1.1 Neural network の概要 
 NN は⼈間の脳神経系の回路網を⼈⼝ニューロンという数理モデルで表したもので
ある。個々の⼈⼝ニューロンは単純な情報伝達機能しか持たないが、それらを複数組
み合わせることで、複雑な関数近似を⾏うことが可能である。図 2.1 に複数のニュー
ロンから単⼀のニューロンに信号が伝達する簡易的なモデルを⽰した。このとき、信
号の⼊⼒側のニューロンを⼊⼒層、出⼒側のニューロン群を出⼒層と呼ぶ。x1, x2 は⼊
⼒信号、ｙは出⼒信号、w1,w2 は結合強度（重み）を表す。各⼊⼒信号に重みが乗算さ
れた信号 u は、以下のように表せる。 𝑢 = 𝑥$𝑤$ + 𝑥'𝑤' 2. 1  
 
 
 
 
 
 
 
 
 
 
 
 
 
  
𝒖 = 𝒙𝟏𝒘𝟏 + 𝒙𝟐𝒘𝟐
σ(u)
𝒙𝟐
𝒙𝟏
𝒘𝟏
𝒘𝟐
𝒚
൯𝟏 (𝜽 < 𝝈 𝒖
図 2. 1: 単⼀パーセプトロンの信号伝達 
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つまり、⼊⼒信号強度と結合強度に応じて出⼒側のニューロンが受け取る信号が変化
する。u は中央のニューロンで活性化関数σを適⽤され、その信号が閾値θを超えた
場合、1 か 0 のどちらかの値が出⼒される。1 が出⼒される場合をニューロンの発⽕と
呼ぶ。この関係をまとめたものを式(2.2)に⽰した。このように⼊⼒層と出⼒層のみで
構成され、複数の⼊⼒に対して⼀つを出⼒するものを単⼀パーセプトロンと呼ぶ。以
上の説明から、単⼀パーセプトロンが複数の⼊⼒信号を 2 値で分類することが可能で
あることが分かる。 𝑦 = 	1			(𝜃 < 𝜎 𝑢 )0			(𝜃 ≥ 𝜎 𝑢 ) 2. 2  
  
NN とは、この単⼀パーセプトロンを多数結合させることで、より多くの⼊出⼒パ
ターンの関数近似を可能にしたものである。具体的には、⼊⼒層と出⼒層の間に多数
のニューロンからなる中間層（隠れ層）を追加することで、ネットワーク全体の情報
表現の⾃由度が⼤きく向上した。これを模式的に表したものが図 2.2 である。これに
より、複数の⼊出⼒を持つ場合における複雑な関数近似が可能となった。 
  
入力層 中間層
（隠れ層）
出力層
図 2. 2: 多層パーセプトロン 
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2.1.2 学習と推論 
前述の理論を実問題に適⽤する際、根幹となるのが学習と推論のステップである。本
節では、この 2 点について説明する。 
 
学習 
 学習のステップでは学習⽤のデータを使⽤し、NN をチューニングする。ここで、
機械学習における学習⽅法は「教師あり学習」と「教師なし学習」に⼤別されるが、
NN は前者に分類されるため、本節では前者の学習⽅法を前提に説明を⾏う。教師あ
り学習において、学習に使⽤するデータを訓練データと呼び、このデータは複数の⼊
出⼒ペアの事例により構成されている。これは、本学習⽅法が、与えられた⼊⼒デー
タに対応する出⼒を正しく予測することを⽬的としているからである。実際には、あ
る⼊⼒における NN の出⼒とペアの回答となるデータを⽐較して誤差を算出し、誤差
を元に重みを変更することで、望ましい出⼒を得られるようになる。 
 図 2.3 に⽰す３層 NN を例に考える。⼊⼒を𝑥4(𝑖 = 1,2,3, … 𝐼)、⼊⼒層-中間層ノード
間の重みを𝑤$4:;(𝑗 = 1,2,3, … 𝐽)とすると、例えば、ノードℎ;から出⼒される信号𝑢?@
は、活性化関数σを適⽤され、 𝑢?@ = 𝜎(𝑥$𝑤$$-; + 𝑥'𝑤$'-; + ⋯+ 𝑥C𝑤$C-;) 2. 3  
 
となる。同様にして、ノード𝑦Dの出⼒𝑢EF(𝑘 = 1,2,3, …𝐾)は⼊⼒層-中間層ノード間の
重みを𝑤';:Dとすると、 𝑢EF = 𝜎(𝑢?I𝑤'$-D + 𝑢?J𝑤''-D + ⋯+ 𝑢?K𝑤'L-D) 2. 4  
 
となる。そして、この出⼒を正解の値と⽐較し、誤差を計算する。誤差の算出には誤
差関数と呼ばれる関数を⽤いる。本研究では、数値の回帰を⽬的としているため、最
少⼆乗誤差を誤差関数として⽤いる場合を⽰す。この時、出⼒に対する望ましい正解
を𝑡Dとすると NN の誤差は、 𝐸D = 12 (𝑦D-𝑡D)' 2. 5  
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となる。この値が最⼩となるようにネットワークの重みを更新し、⼊⼒に対する出⼒
を正解の値に近づけることが、NN における”学習”である。最⼩化の際、𝑦Dを明⽰的
に求めるのは困難なため、⼀般的には誤差の和𝐸が最も⼩さくなる𝑤の”近似値”を求め
るというアプローチがなされる。これを最適化と呼び、このときに⽤いられる⼿法が
「勾配降下法」と「誤差逆伝播法」である。まず、勾配法により、初期の重みにおけ
る誤差関数の勾配 
QRQS を求め、その勾配が正の場合は重みの値を⼩さくするよう更新
し、勾配が負の場合は重みを⼤きくするよう数値の更新を⾏う。同様に、次の学習で
は 1 回⽬の更新後の重みにおける勾配を求め、勾配の正負に応じてさらなる重みの更
新を⾏う。このプロセスを何度も繰り返すことによって、重みを徐々に⽬標値まで近
づけてゆく。また、勾配法を適⽤する際には勾配の情報が必要となるが、この勾配を
求めるための⼿法が誤差逆伝播法である。出⼒に近い層から勾配の値を算出し、続い
て、⼊⼒側へ遡るように勾配が算出され、重みが調整される。この⼀連のプロセスが
何度も繰り返され、NN の学習が⾏われる。つまり、NN の学習とは、与えられた情
報（⼊⼒データ）に対して、お⼿本（教師データ）と同じ値を関数近似により求めら
れるよう、ネットワークの重みを調整することである。本研究では、勾配法に確率的
勾配降下法（Stochastic Gradient Descent: SGD）を使⽤した。本来誤差の計算にはす
べての出⼒の誤差を使⽤するところを、確率的に選択した出⼒のみをサンプリングし
て誤差を算出するものである。これにより、計算が⾼速になる。伝播法には前述の誤
差逆伝播法を使⽤した。 
 
 
 
 
 
 
 
 
 
 
 
 
𝒙𝟏
𝒙𝟐
𝒙𝟑
𝒙𝒊
𝒉𝟏
𝒉𝟐
𝒉𝒋
𝒚𝒌
𝒚𝟏
…
…
… …
𝒕𝒌
𝒕𝟏
𝐸
図 2. 3: 三層ニューラルネットワーク 
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推論 
 推論のステップでは未知のデータをチューニング済み NN に⼊⼒し、回答を得る。 
本研究では、固定のトポロジーに対して、後述の最低要項を満たす特性を⼊⼒し、そ
れを実現するような素⼦値の組を推論によって求めた。 
 
2.2 素⼦値推論モデルの作成 
2.2.1 設計⼿順 
 NN により構築した素⼦値推論モデルにより、回路トポロジーA 及び B が最低要件
を満たすよう、素⼦値を推論設計する。設定した最低要件は 2.3.15 節で⽰す。本モデ
ルは図 2.4 のフローチャートに⽰す流れで作成する。 
 
2.2.2 回路設計への応⽤ 
 NN の理論を応⽤し、ある回路構成において所望の特性を実現するような素⼦値の
組み合わせを、推論によって設計することがこの素⼦値推論モデルの⽬的である。ま
ず、これを実現するためには、訓練データとテストデータが必要となる。学習データ
は特定の回路トポロジーに対して、以下の条件の元シミュレーションを⾏い、素⼦値
と回路特性のデータを収集した。 
 
・	変更するのは Multyply (M)のみ、回路トポロジーは固定 
・	PMOS チャネル幅 2.0 [um]、チャネル⻑ 0.2 [um]で固定 
・	NMOS チャネル幅 1.0 [um]、チャネル⻑ 0.2 [um]で固定 
・	抵抗値は 100 [kΩ]の倍数で変更 
・	容量値は 0.1 [pF]の倍数で変更 
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機械学習では⼀般的に、予測対象の数（データの次元数）が増えるほど予測精度と汎
化性能が悪くなる。これは、データの次元数が増⼤すると、そのデータで表現できる
組み合わせが⾶躍的に多くなるため、⼿元の有限なサンプリングデータでは⼗分な学
習を⾏うことができなくなってしまうからである。これを、“次元の呪い“と呼ぶ。その
ため、予測対象のデータの次元は可能な限り⼩さくすることが望ましい。そこで本研
究では、可変のパラメータを M のみにすることで、学習データの次元を削減し、精度
向上を図った。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
学習データの収集
ハイパーパラメータの調整
学習
素子値の推論実行
回路特性の確認
モデル設計開始
設計終了
Yes
No
図 2. 4: 素⼦値推論モデルの設計フローチャート 
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学習データの収集 
学習データの収集⼿順を以下に⽰す。 
 
１、回路構成を決定 
２、前述の素⼦値固定条件のもと、M の組を乱数により設定し解析を実⾏ 
３、解析結果のうち、最低要件を全て満たす M の組み合わせを対象に、正規乱数で
新たな M の組を⽣成し、解析を実⾏ 
4、結果を保存し、指定回数 1〜３を繰り返し実⾏ 
 
 上記のプロセスを複数の回路トポロジーに適⽤し、集めたデータを学習データとし
た。この際使⽤した回路トポロジーを回路 A（図 2.5）、回路 B（図 2.6）に⽰す。 
 今回収集した学習データのうち予測対象のデータは前述の通り、回路中の M の値で
ある。教師データとして使うのは消費電流（CC）、消費電⼒（PD）、直流利得
（DCgain）、位相余裕（PM）、利得帯域幅積（GBP）、スルーレート（SR）、全⾼調波
歪（THD）、同相除去⽐（CMRR）、電源電圧変動除去⽐（PSRR）、出⼒電圧範囲
（OVR）、同相⼊⼒範囲（CMIR）、出⼒抵抗（OR）、⼊⼒換算雑⾳（IRN）の 13 項⽬
から成る回路特性である。これらの評価⽅法は次節にて述べる。 
また、学習前にはハイパーパラメータを設定する必要がある。ハイパーパラメータ
とは、機械学習アルゴリズムの挙動を制御するパラメータのことで、今回では勾配法
によって最適化できないまたは⾏わないパラメータのことである。これには、学習回
数やユニット数、正則化項、学習率などが含まれる。本研究で使⽤した各種ハイパー
パラメータは表 2.1 に⽰した。この条件で学習を⾏い、モデルを完成させた。各種ハ
イパーパラメータの効果を以下に簡潔に⽰す。 
 
・学習率・・・勾配法でどれだけパラメータの更新を⾏うか決定する 
・正則化項・・・ユニットの活性率を制限し、モデルが訓練データに過学習を防ぐ。
活性率は NN が決める。 
・ドロップアウト・・・正則化項と同様にユニットの活性率を制限する。活性率は 
⼈間が決める。 
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過学習とは、与えられたデータに対して過度に適応してしまい、訓練データに対す
る誤差は⼩さいが、未知のデータに対しての予測精度が低い状態のことである。⼀般
的に、学習データ数よりも学習モデルの表現⼒や特徴量の次元が⼤きい場合に過学習
を起こしやすくなる。そのため、正則化項やドロップアウトを導⼊することでモデル
の⾃由度に制限をかけ、過学習に陥りにくくした。 
 
 
 
 
表 2. 1: ハイパーパラメータ設定値 
ハイパーパラメータ 種類 
隠れ層 1 ユニット数 400 
隠れ層 2 ユニット数 400 
学習ステップ 2500 
学習率 0.01〜0.1 
活性化関数 ReLU 
最適化法 SGD 
正則化項 L2 
ドロップアウト率 50％ 
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図 2. 5: 回路 A のトポロジー 
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図 2. 6: 回路 B のトポロジー 
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2.3 シミュレーション⽅法及び回路特性評価⽅法 
 本節では本研究における回路のシミュレーション⽅法及び回路特性の評価⽅法を説
明する。シミュレーションには回路解析ツールである HSPICE を⽤いた。また、回路
特性評価の項⽬、シミュレーション⽅法及び評価関数については平成 30 年度演算増幅
器設計コンテスト[11]を参考にした。以下、特性ごとにシミュレーション⽅法を説明す
る。 
 
2.3.1 電源電圧（SV） 
 電源電圧は 3V 以下とし、本研究では両電源を±1.5V とした。 
 
2.3.2 消費電流（CC） 
 消費電流は図 2.7 に⽰すテストベンチにより測定する。測定する値は無信号時にお
いて演算増幅器に流れる電流の⼤きさである。このとき、演算増幅器がオフセット電
圧を持つと、負荷である帰還抵抗に直流電流が流れ、Vdd より流れ出る電流または Vss
に流れ込む電流のどちらかがより⼤きくなる。そのため、バイアス電流は両⽅の電圧
のうち⼤きい側の電流を回路の消費電流とする。 
 また、電源電圧と温度を変化させ、バイアスの安定性を評価する。表 2.1 に⽰すよ
うに、電源電圧を設定した値かつ温度を 25 度で解析した際のバイアス電流の⼤きさを
I0 とし、電源電圧を設定した値の±10％、温度を-40 度、25 度及び 80 度と設定した際
のバイアス電流の⼤きさを I1~8 とする。このとき、I1~8 が I0 に対して±50％以内を要件
とする。 
 
2.3.3 消費電⼒（PD） 
 消費電⼒には、電源電圧と算出した消費電流の値を使⽤する。電源電圧と消費電流
の積を消費電⼒と定義する。 
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表 2. 2: バイアス電流の安定性評価 
 
 温度 
-40℃ 25℃ 80℃ 
電源電圧 設定値×0.9 V I1 I2 I3 
設定値 [V] I4 I0 I5 
設定値×1.1 V I6 I7 I8 
 
 
  
−
+
+
−
R1
R2
Vout
Vin
10kΩ
10kΩ
図 2. 7:  CC, OR, IRN, SR, THD の算出に⽤いるテストベンチ 
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2.3.4 出⼒抵抗（OR） 
・算出⽅法 
 出⼒抵抗値算出のため、図 2.7 に⽰すテストベンチを⽤いて伝達関数解析を⾏う。
伝達関数は、Vin から Vout までの⼩信号伝達を求めるものである。ここでの⼩信号伝達
は直流におけるものであり、利得、出⼒抵抗、⼊⼒抵抗の値が出⼒される。 
 
・補正計算 
 演算増幅器は⼤きな直流利得を持つため、バイアス点を適切に定めるために負帰還
をかけて解析を⾏う。図 2.7 についても、抵抗 R1 及び R2 によって負帰還が構成され
ている。この状態で伝達関数解析を⾏うと、負帰還がかかる閉ループの出⼒抵抗値が
出⼒される。そのため、実際の出⼒抵抗値を得るには、解析結果を補正する必要があ
る。演算増幅器の実際の出⼒抵抗を ro とすると、出⼒抵抗の解析値 ro-sim との関係は次
式で表される。 
𝑟U = １ + 𝛽𝐴U:X4Y1𝑟U:X4Y − 1𝑅$ + 𝑅' − 𝛽𝐴U:X4Y𝑅\ 2. 6  
 
ここで𝐴U:X4Yは直流利得の解析による算出結果（次節参照）、𝑅\は直流利得を求める際
の負荷抵抗であり 20kΩ、𝑅$ = 𝑅' = 10𝑘Ω、帰還率𝛽は ^I^I_^J ＝0.5である。 
 
2.3.5 直流利得（DCgain） 
・算出⽅法 
 図 2.8 のテストベンチを⽤いて⼩信号解析を⾏い、直流利得を算出する。⼊⼒電圧
には直流 0V、交流 1V を⽤いる。 
 直流時、図 2.8 の回路は１TΩの帰還抵抗によって負帰還構成となっているため、回
路の直流バイアスが定まる。また、⼊⼒信号の周波数が⾼くなるにつれて、反転⼊⼒
端⼦と接地点との間に接続されている 1ｍF の容量のインピーダンスが⼩さくなるた
20 
 
め、負帰還量が 0 に近づき、反転⼊⼒端⼦が仮想的に接地している。この時、回路が
閉ループと同じ状態になり、出⼒には閉ループの利得倍された⼊⼒電圧が現れる。よ
って、出⼒端⼦での利得や位相特性は閉ループ時の特性とほぼ等しくなる。 
 
・補正計算 
 シミュレーションによって得られた直流利得は出⼒特性の影響を受けたものであ
り、本来の直流利得ではない。そこで、次に⽰す補正計算を⾏い、本来の値を求め
る。実際の直流利得を𝐴Uとシミュレーション𝐴U:X4Yの関係を次式に⽰す。 
 𝐴U = 𝑅\ + 𝑟U𝑅\ 𝐴U:X4Y 𝟐. 7  
 
ここで、𝑅\ = 20kΩ、𝑟Uは 2.3.4 節で算出した実際の出⼒抵抗である。 
 
  
−
+
+
−
Vout
Vin
RF
CF RL
1TΩ
20kΩ1µF
図 2. 8: DCgain, PM, GBP のシミュレーションに使⽤するテストベンチ 
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2.3.6 位相余裕（PM） 
 図 2.8 のテストベンチを使⽤して⼩信号解析を⾏い、位相余裕を算出する。⼊⼒電
圧には直流 0V、交流 1V を⽤いる。 
 ⼀般的に、位相余裕は「開ループ利得が 0dB になった時、周波数において出⼒電圧
の位相回転が 180 度になるのに必要な位相」と定義されている。したがって、開ルー
プ利得が 0dB になった周波数における出⼒電圧の位相を求め、180 度からその値を引
いた値が位相余裕となる。しかし、前提としてこの定義は主要極以外の極及び零点の
影響が⼗分無視できる。意図的に零点を挿⼊し局地的に位相回転を戻すと、⼀⾒して
位相余裕のある演算増幅器に⾒えるが、ステップ応答の収束性が悪いなどの問題が発
⽣する。そのため、評価には「180 度から単⼀の利得帯域内の最⼤位相回転を引いた
値の絶対値」を⽤いる。 
 
2.3.7 利得帯域幅積（GBP） 
 図 2.8 のテストベンチを⽤いて⼩信号解析を⾏い、利得帯域幅積を算出する。⼊⼒
電圧には直流 0V、交流 1V を⽤いる。 
 演算増幅器は開ループ利得が 0dB 以上の周波数特性において、単⼀の極しか持たな
いよう設計されるのが⼀般的である。この極を主要極と呼ぶ。このため、演算増幅器
の開ループ利得をボード線図上にプロットした際、主要極より⾼い周波数帯域で利得
が-20dB/dec の傾きで減衰する。これは、周波数が 10 倍になると利得が-20dB(1/10)
に減衰することを意味する。この時、任意の周波数とその周波数における演算増幅器
の開ループ利得の積は⼀定となり、それを「利得帯域幅積」と呼ぶ。 
 主要極以外の極または零点が⼗分⾼い周波数にあり、その影響を無視できる場合、
演算増幅器の開ループ利得が 0dB になった際も同じ傾きを持つ。よってこの場合、開
ループ利得 0dB になった時の周波数は利得帯域幅積と等しくなる。直流から開ループ
特性が 0dB になった周波数までの帯域を単⼀利得帯域と呼ぶ。 
 評価には、以下の２項⽬のうち⼩さい⽅の値を⽤いる。 
 
・開ループ利得が 0dB になった周波数 
・開ループ利得が直流利得の平⽅根（dB で半分）になった周波数と利得の積 
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2.3.8 ⼊⼒換算雑⾳（IRN） 
 図 2.7 のテストベンチを⽤いて⼩信号解析及び雑⾳解析を⾏い、⼊⼒換算雑⾳を求
める。評価する値は、0.1Hz から 1MHz までの⼊⼒換算雑⾳の積分値である。ただ
し、図 2.7 中の帰還抵抗には熱雑⾳を⽣じない抵抗モデルを⽤いる。帰還抵抗にこの
モデルを適⽤することで、演算増幅器のみの雑⾳を評価できる。 
 
2.3.9 スルーレート（SR） 
・算出⽅法 
 図 2.7 のテストベンチを⽤いて過渡解析を⾏い、スルーレートを求める。⼊⼒電圧
は、⽴ち上がり及び⽴ち下がり共に傾きが 100V/ns となるようなステップ電圧を印加
する。例として、±1.5V の電圧振幅変化の場合、遷移時間は 0.03ns となる。スルー
レートの評価⽅法について図 2.9 を例にして説明する。ここで、𝑉efg及び−𝑉efgは、
それぞれ⽴ち上がる前の出⼒電圧の値と収束した後の出⼒電圧の値である。スルーレ
ートの値（SR）は次式から求める。 
𝑆𝑅 = 𝑆𝑅$ + 𝑆𝑅' + 𝑆𝑅i3 2. 8  
ここで、𝑆𝑅$、𝑆𝑅'、𝑆𝑅iは、それぞれ𝑉Uklが-90%のときの傾き、0V のときの傾き、
+90%のときの傾きである。図 2.9 は⽴ち上がりの場合の例である。⽴ち下がりも同様
の計算を⾏い、⼩さい⽅の値をスルーレートとして評価する。 
 
  
図 2. 9: スルーレート（⽴ち上がり）の例 
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・正常な波形の判定⽅法 
 スルーレートの評価では、「スルーレート評価で検出される出⼒電圧波形の⽴ち上が
り及び⽴ち下がりが１つしか存在しない」という要件を満たすため、波形の⽴ち上が
り及び⽴ち下がり回数を確認する。要件を満たす出⼒電圧波形の例を図 2.10、要件を
満たさない出⼒電圧波形を図 2.11 に⽰す。図 2.11 のように複数の⽴ち上がりが存在
する出⼒電圧波形が確認された回路は要件未達成とした。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Voltage
time
Vin
Vout
図 2. 10: 要件を満たした出⼒電圧波形の例 
Voltage
time
Vin
Vout
図 2. 11: 要件を満たした出⼒電圧波形の例 
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2.3.10 全⾼調波歪（THD） 
 図 2.7 のテストベンチを⽤いてフーリエ解析と過渡解析を⾏い、全⾼調波歪を算出す
る。電源電圧はそれぞれ 0V から𝑉mm及び 0V から𝑉XXへと変化するステップ⼊⼒を加え
る。⼊⼒電圧は周波数 100Hz、振幅 2.5mV の正弦波とし、電源電圧のステップが変化
してから 1ms 後に加える。全⾼調波歪は回路の出⼒が定常状態となる部分で評価する。
評価するためには基本波の 1 波分のデータがあれば⼗分であるため、評価には 最後の
1 波(10ms)の結果のみ⽤いる。ここで、重要となる部分が 1 波分のデータポイント数で
ある。データポイントを多く取得する程、計算精度は向上するが、⼀般的に、基本波の
周期の 1/100 の間隔でデータを出⼒する。つまり、1 波当たり 100 ポイントのデータが
あれば⾼精度で求めることが可能である。そのため、本研究では 1 波当たり 100 点の
データポイントを取り、このときの全⾼調波歪を評価に⽤いる。 
 
2.3.11 同相除去⽐（CMRR） 
 同相除去⽐(CMRR)を求めるために、図 2.12 のテストベンチを⽤いて⼩信号解析を
⾏う。⼊⼒電圧には直流 0V、交流 1V を⽤いる。このテストベンチは、開ループ利得を
求めるための回路に、同相利得を求めるための回路を追加した構成である。同相利得を
求めるための回路は、演算増幅器の⼊⼒端⼦の間に⼤きな容量を接続し、反転⼊⼒端⼦
と出⼒端⼦の間に⼤きな帰還抵抗を接続する。直流では容量が開放となるため 1TΩに
よって演算増幅器に負帰還がかかり、バイアス状態が決定される。⼊⼒周波数が⾼くな
るにつれて容量のインピーダンスが⼩さくなり演算増幅器の⼊⼒端⼦が短絡される状
態になる。また、帰還抵抗が⼤きな抵抗値を持つため、周波数が⾼くなると⼊⼒端⼦と
出⼒端⼦が開放される状態になり、⼊⼒端⼦の電位が同じように変動する際の出⼒電圧
が⾒られる。この出⼒電圧と⼊⼒電圧の⽐を同相利得𝑉nと呼び、次式で定義する。 𝐴n = 𝑉Un𝑉4o 2. 9  
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⼀⽅、演算増幅器の開ループ利得は差動利得𝑉mと呼び、次式で与えられる。 𝐴n = 𝑉Um𝑉4o 2. 10  
CMRR は差動利得𝐴mを同相利得𝐴nで割ったものであり、次式より求められる。 𝐶𝑀𝑅𝑅 = 𝐴m𝐴n = 𝑉Um𝑉4o 𝟐. 11  
評価には、周波数 0.1Hz における CMRR を使⽤する。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.3.12 電源電圧変動除去⽐（PSRR） 
 電源電圧変動除去⽐(PSRR)を求めるために、図 2.13 のテストベンチを⽤いて⼩信
号解析を⾏う。⼊⼒電圧には直流 0V、交流 1V を⽤いる。 電源と演算増幅器の電源
端⼦の間に⼩信号電圧源を挿⼊し、⼊⼒端⼦ を接地した上で、出⼒電圧を求める。こ
の際、𝑉mmと𝑉XXの両⽅に同時に⼩信号源を挿⼊しない。演算増幅器の開ループ利得を𝐴m、𝑉mmから出⼒への利得を𝐴mm、𝑉XXから出⼒への利得を𝐴XXとすると、各々の PSRR は以下
の式で算出でき、周波数 0.1Hz における両者のうち、⼩さい値を PSRR とする。 
 
図 2. 12: CMRR のシミュレーションに⽤いるテストベンチ 
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𝑃𝑆𝑅𝑅tuu = 𝐴m𝐴mm 𝟐. 12  
𝑃𝑆𝑅𝑅tuu = 𝐴m𝐴mm 𝟐. 13  
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図 2. 13: PSRR のシミュレーションに⽤いるテストベンチ 
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2.3.13 同相⼊⼒範囲（CMIR）  
図2.14のテストベンチを⽤いて直流解析を⾏い、同相⼊⼒範囲を算出する。出⼒電圧
の誤差が5%以下である⼊⼒電圧範囲を評価に⽤いる。演算増幅器は多くの場合、負帰
還を掛けて使⽤する。この際、⼊⼒端⼦間は仮想短絡となり同電位となる。特に、⾮
反転⼊⼒端⼦が接地されている場合反転⼊⼒端⼦の電位も接地電位と等しくなり、仮
想接地となる。⼀⽅、正相増幅器を構成する場合、演算増幅器の両⼊⼒端⼦は⼊⼒電
圧に追従するため、⼊⼒可能な電圧は演算増幅器の同相⼊⼒電圧範囲で決まる。同相
⼊⼒電圧範囲を求めるには、演算増幅器の両⼊⼒端⼦が接地されていない構成を⽤い
る。しかし、正相増幅回路⽤いると広い⼊⼒範囲を有する演算増幅器の場合、同相⼊
⼒電圧範囲が検出される前に出⼒電圧が飽和し、正しく評価できない。正しく評価す
るためには、回路の利得をなるべく⼩さくする必要があるが、⼩さすぎると出⼒電圧
の誤差が⼤きくなり、検出条件の誤差 5%以内を満たすことが困難である。そこ で、
評価する演算増幅器の後段に利得10倍の理想増幅回路(電圧制御電圧源)を接続し、出
⼒電圧を増幅させる。テストベンチでは利得が-0.5倍となっており、⼊⼒電圧は電源
電圧の2倍で変化するため、出⼒電圧は電源電圧まで変化する。⼀⽅、評価する演算増
幅回路の出⼒電圧は、10倍の増幅器により電源電圧の1/10しか変化しない。これは出
⼒電圧の要件に等しい値であり、出⼒段の特性が評価に影響しないための⼯夫であ
る。演算増幅器の⼊⼒端⼦の同相電圧は⼊⼒電圧の半分なので、この場合は電源電圧
まで変動する。同相⼊⼒範囲は出⼒電圧の誤差(理論値と解析値との差)で評価する
が、演算増幅器がオフセットを持つ場合、そのオフセットが出⼒に現れ、誤差として
検出される。その影響を排除するために、解析から得られた出⼒電圧からオフセット
電圧を引いたものを⽤いて、次式を満たす⼊⼒電圧を求める。  
1 − 𝑉𝑜𝑢𝑡 − 𝑉𝑜𝑠𝐺𝑉𝑖𝑛 < 0.05 𝟐. 14  
この時に得られた最⼤と最⼩⼊⼒電圧を𝑉4oYz{と𝑉4oY4oとした場合、同相⼊⼒電圧範囲𝑉nY|は次式で求められる。 
 𝑉𝑐𝑚𝑟 = 0.5(𝑉𝑖𝑚𝑚𝑎𝑥 − 𝑉𝑖𝑛𝑚𝑖𝑛) 𝟐. 15  
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最後に、同相⼊⼒範囲の評価に⽤いる値 CMIR は次式で求められる。 𝐶𝑀𝐼𝑅 = 𝑉𝑐𝑚𝑟𝑉𝑑𝑑 − 𝑉𝑠𝑠 ×100% 𝟐. 16  
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図 2. 14: CMIR のシミュレーションに⽤いるテストベンチ 
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2.3.14 出⼒電圧範囲（OVR） 
図 2.15 のテストベンチを⽤いて直流解析を⾏い、出⼒電圧範囲を算出する。評価には
出⼒電圧の誤差が 5%以下である出⼒電圧範囲を⽤いる。出⼒電圧範囲は演算増幅器の
⼊⼒端⼦が接地電位に固定されている構成を⽤いて評価する。評価回路は利得が-1 倍
の反転増幅器を⽤いる。演算増幅器がオフセット電圧を持つと、それが出⼒電圧の誤差
として現れる。この項⽬で評価する出⼒電圧はオフセット分を除いたものであるため、
次式で出⼒電圧範囲𝑉U|を求める。 1 − 𝑉𝑜𝑢𝑡 − 𝑉𝑜𝑠𝑉𝑖𝑛 < 0.05 𝟐. 17  
最後に、出⼒電圧範囲の評価に⽤いる値 OVR は次式で求める。 𝑂𝑉𝑅 = 𝑉𝑜𝑟𝑉𝑑𝑑 − 𝑉𝑠𝑠 ×100% 𝟐. 18  
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図 2. 15: OVR のシミュレーションに⽤いるテストベンチ 
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2.3.15 最低要件 
本研究における回路特性の最低要件を表 2.3 にまとめる。 
 
 
 
表 2. 3: 回路特性の最低要件 
 
 
  
評価項⽬ 設計最低要件 
電源電圧（SV） Rail-to-rail 電圧が 3V 以下 
消費電流（CC） （変動に関する条件） 
消費電⼒（PD） 100mW 以下 
出⼒抵抗（OR） 無し 
直流利得（DCgain） 40dB 以上 
位相余裕（PM） 45deg 以上 
利得帯域幅積（GBP） 1MHz 以上 
⼊⼒換算雑⾳（IRN） 無し 
スルーレート（SR） 0.1eV/us 以上 
全⾼調波歪（THD） 1.0%以下 
同相除去⽐（CMRR） 40dB 以上 
電源電圧変動除去⽐（PSRR） 40dB 以上 
出⼒電圧範囲（OVR） 5.0%以上 
同相⼊⼒範囲（CMIR） 5.0%以上 
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	 Q-learnig による演算増幅器の性能向上 
3.1 強化学習 
3.1.1 強化学習の概要 
 強化学習とは、試⾏錯誤を通じて、ある状況下における最も有⽤な⾏動を⾃律学習す
るものである。強化学習は、第 2 章で紹介した教師あり学習とは根本的な問題設定が異
なっており、教師あり学習では完全な回答が存在するデータセットを学習に⽤いるが、
強化学習において学習指標となる”報酬”は、環境の⼀部の変化に基づく断⽚的な値であ
る場合が多い。それゆえ、学習の試⾏回数は⽐較的多くなりがちであるが、明確な回答
が無い環境おいても適⽤可能なため、実問題への応⽤範囲が広い。 
 強化学習の基本的なフレームワークを図 3.1 に⽰す。このようなモデル化は、強化学
習において最も普遍的なものであり、マルコフ決定過程（Markov decision process: MDP）
に基づいている。 
  
 
  
エージェント
環境
行動(Action)
𝒂𝒕
報酬(Reward)
𝒓𝒕
状態(State)
𝒔𝒕
𝒔𝒕+𝟏
𝒓𝒕+𝟏
図 3. 1：強化学習のフレームワーク 
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 強化学習の枠組みにおいて、学習の主体となるものを“エージェント”と呼ぶ。対して、
制御対象となるもののことを”環境“と呼ぶ。これらは以下のやり取りを⾏う。 
 
1. エージェントが時刻𝑡において観測した環境の状態𝑠(𝑡)に応じて意思決定を⾏い、  
⾏動𝑎(𝑡)を出⼒ 
2. エージェントの⾏動により環境が状態𝑠(𝑡 + 1)に遷移 
3. 環境は遷移に応じた報酬𝑟(𝑡)をエージェントへ与える 
4. 時刻 t を t+1 に進め、ステップ 1 へ戻る 
 
このように、エージェントは報酬の最⼤化を⽬的として、観測状態における最適な⾏動マッ
プを獲得することができる。次に、実際に問題を解くためのアルゴリズムに必要な要素
を説明する。 
 
・状態𝑠 ∈ 𝑆・・・環境が現在どうなっているかを⽰す 
・⾏動𝑎 ∈ 𝐴・・・エージェントが環境に対してどのような影響を与えられるかを⽰す 
・報酬𝑟 ∈ 𝑅・・・ある状態においてエージェントが⾏動を起こした結果どの程度の報酬 
        が得られるか⽰す 
 
ここで、𝑆, 𝐴, 𝑅は取りうる全ての状態、⾏動、報酬を表す。また、報酬に関しては、即
時報酬ではなく⾏動を続けた将来に渡る価値を最⼤化する。つまり、単純な即時報酬
が多くもらえる近視的な⾏動ではなく、より「⻑期的な価値」を最⼤化する⾏動を選
ぶ必要がある。例えば、囲碁や将棋を考えた場合、⼀時的に有利になる⼿を選んでば
かりいても、数⼿先の動きを予想できる熟練者には簡単に対処されてしまい、最終的
に勝つことはできない。このような問題設定では、最終的に勝つことができなければ
意味がなく、エージェントは最終的に勝つ⾏動⼿順を学習することが求められる。つ
まり、⽬先の利益ではなく、最終的な勝利を⾒据えた⾏動が必要なのである。これ
が、”本質的な将来の価値を最⼤化すること“の具体的なイメージである。 
 次に、この「⻑期的な価値」をいかにして最⼤化するかを説明する。典型的には、
「ある状態𝑠においてある⾏動𝑎をとった時の価値」が分かれば、その状態において⼀
番価値の⾼い⾏動を選択すれば良いはずである。このときの価値𝑄(𝑠, 𝑎)を、”Q 値”も
しくは”状態⾏動価値“と呼ぶ。また、「その⾏動により、価値の⾼い状態に遷移できる
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⾏動」は、それ⾃体が⾼い価値を持っていると⾒なすことができる。逆に、「価値の低
い状態に遷移する⾏動」の価値は低いと考えられる。つまり、現時点𝑡における Q 値 𝑄(𝑠l, 𝑎l)は 1 遷移先の時点𝑡 + 1の Q 値 𝑄(𝑠l_$, 𝑎l_$)を使い、以下のように表せる。 𝑄 𝑠𝑡, 𝑎𝑡 = 𝐸XI 𝑟l_$ + 𝛾𝐸zI 𝑄 𝑠l_$, 𝑎l_$ 3. 1  
ここで、𝑟l_$は得た即時報酬、𝐸XI,	𝐸zIは𝑠l_$,	𝑎l_$に関する期待値である。γは割引
率と呼ばれ、将来の価値を割り引いて考えるためのパラメータである。 
 以上が強化学習の基本的なフレームワークであり、あとはこの問題を解くためのア
ルゴリズムの選択により、学習⼿順が変化する。本研究では、これに Q-learning を使
⽤した。 
 
3.1.2 Q-learning 
 Q-learning は、強化学習の代表的なアルゴリズムである。この名は、「Q 値を学習
するためのアルゴリズム」という意味で名付けられたものである。基本的な枠組みは
前節の図 3.1 と同じである。前節において、価値を最⼤化する⾏動を学習するには
(3.1)式により、Q 値を算出すればよいことを説明した。しかし、期待値𝐸XI,	𝐸zIを
計算するためには次の時点の状態𝑠l_$を正確に計算する必要がある。例えば、将棋を
例にとると「次に相⼿がどのような⼿を打つか」ということが完全にわかっている状
況であるが、これは⼀般的に難しいか、もしくは原理的に不可能である。そこで、期
待値を計算するのではなく、「実際に⾏動を⾏い、次の時点の状態を確認しながら少し
ずつ Q 値を更新する」という⽅針をとる。つまり、実際に⾏動した結果をサンプルと
し、期待値の代⽤とする。Q 学習はこの考えに従って学習を⾏う。 
 本アルゴリズムにおいて Q 値は、式(3.1)の期待値𝐸zIを𝑚𝑎𝑥zIと置き換え、以下
のように更新する。 𝑄 𝑠𝑡, 𝑎𝑡 ← 𝑄 𝑠𝑡, 𝑎𝑡 + 𝛼 𝑟𝑡+1 + 𝛾𝑚𝑎𝑥𝑎𝑡+1𝑄 𝑠𝑡+1, 𝑎𝑡+1 -𝑄 𝑠𝑡, 𝑎𝑡 3. 2  𝛼は学習率で、Q 値の更新の⼤きさを制御するパラメータである。まず、式(3.1)の期待
値𝐸zIは次の状態がどのようになるか⾒積もっている。Q 学習ではその価値の⾒積も
りを、“現在推定されている値の最⼤値“としているためこのような置き換えを⾏なって
いる。これにより、経験を重ねるごとに、状態に対する最適な⾏動⽅針が徐々にマッピ
ングされ、与えられた問題を解くことが可能となる。  
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3.1.3 強化学習の特徴と回路設計への応⽤ 
 強化学習(Q-learning)の特徴には、まず、“不確実性のある環境を取り扱える”という
点が挙げられる。実世界における制御問題は前節の将棋の例のように、不確実な問題
を取り扱うことが多いため、様々な問題に柔軟に適⽤させやすい。 
 もう⼀つは、“⻑期的な視点での評価による、離散的な状態遷移を含む段取り的な制
御規則（⾏動）の獲得”という点が挙げられる。設計者が「どのようなゴールで、どの
ような報酬与えるか」をエージェントに指定しておけば、ゴールへの到達⽅法はエー
ジェントの試⾏錯誤により⾃動的に獲得することができる。つまり、設計者は「何を
すべきか」をエージェントに報酬という形で指⽰しておけば「どのように実現する
か」はエージェントが学習によって、⾃動的に獲得できる。 
 本研究にて強化学習を採⽤した理由は、これらの特徴が回路設計にも応⽤できると
考えたからである。特に”⻑期的な価値の最⼤化”という特徴が回路設計に有⽤である
と考えた。例えば、コンピュータによる回路の⾃動設計において、ある素⼦値をラン
ダムに変更した結果、最低要件を満たさなくなる事は頻繁に起こる。しかし、それは
偶然回路中の素⼦パラメータのバランスが崩れ、⼀時的に最低要件から外れた可能性
も⾼く、別の素⼦を変更した場合、⼤幅な回路性能向上や新規性の⾼い回路が発⾒で
きる可能性が⼗分にある。従来の⾃動設計⼿法では、その際に設計を中断するか、続
⾏するかの⾒極めが難しく、⼈間の主観によるところが⼤きかった。しかし、強化学
習では設計対象が⽬標値に到達するまでの⻑期的な⾏動を評価・試⾏錯誤し、そのよ
うな⼀時的なエラーに対しても⾃律的に判断・学習可能である。 
  
3.1.4 Q-learning の応⽤例 
 ここで、倒⽴振り⼦問題を例にして、強化学習のフレームワークに回路設計のプロ
セスをいかにして反映させるか説明する。倒⽴振り⼦問題とは図 3.2 に⽰すような滑
⾞の上に乗った棒を倒すことなくバランスさせることを⽬的とした問題である。棒の
傾き具合を元に、エージェントは滑⾞を右に動かすか左に動かすかの選択をし、滑⾞
の動きを制御する。 
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状態 
まず、この問題を強化学習の枠組みにあてはめる。このときの状態の種類は表 3.1 に
⽰す 4 パターンである。 
 
表 3. 1: 倒⽴振り⼦問題における状態 
状態 最⼩値 最⼤値 
滑⾞の位置[m] -2.4 2.4 
滑⾞の速度[m/s] -3.0 3.0 
棒の⾓度[deg] -41.8 41.8 
棒の⾓速度[rad/s] -2.0 2.0 
 
⾏動 
⾏動の種類は以下の 2 パターンである。 
 
・滑⾞を右に動かす 
・滑⾞を左に動かす 
  
滑車
棒
図 3. 2: 倒⽴振り⼦ 
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報酬 
報酬は以下のように設定する。エピソードとは 1 つの試⾏が終了するまでの⻑期的な
期間をまとめたものである。１ステップは 1 回の⾏動に相当する。 
 
・棒が倒れない限り 1 ステップごとに報酬を 1 得る 
・1 エピソードで 195 以上の報酬が得られれば成功 
・1 エピソードのステップ数の最⼤数は 200 
・棒が 20.9[deg]以上傾いた時点でそのエピソードは終了 
・滑⾞の位置が±2.4[m]以上移動した時点でそのエピソードは終了 
 
以上のような設定の下、時刻𝑡において状態𝑠の場合に適切な⾏動𝑎を返す関数、 𝑎l = 𝐴(𝑠l)を求めることが最終的な⽬標となる。この後の学習過程は前述のアルゴリズ
ムに従う。実際の Q 学習では式（3.2）に⽰した⾏動価値関数𝑄 𝑠l, 𝑎l を保持及び更新
可能なものとするために、2 次元の表として表す。これを Q テーブルと呼ぶ。倒⽴振
り⼦問題の場合の Q テーブルを図 3.3 に⽰す。これは、⾏⽅向が各状態、列⽅向が各
⾏動で構成されており、各マスにあらゆる場合の報酬が格納される。ここで、状態は
表 3.1 で⽰した 4 変数であり連続値である。つまり、状態を表とするには離散化をす
る必要がある。例えば、各状態を 6 分割する場合、状態の総数は6 = 1296と定義され
る。また、⾏動は右か左かの 2 パターンである。よって、Q 値は[1296,2]の⾏列で表
現される。⼀般的に、分割数が⼤きいほど状態の情報を詳細に表現できるため、エー
ジェントはより精密な制御が可能になる。しかしそれに伴って、Q テーブルも⼤きく
なるため、より多くの学習が必要となる点に注意が必要である。 
 ここで、実際の学習過程を⾒てゆく。例えば時刻 t=100 で棒が倒れたとすると、
t=99 の⾏動𝑎の選択が悪かったためだと考えられ、𝑄 𝑠, 𝑎 にはマイナスの報酬が
与えられる。しかし、連続的に変化する環境の中で⾏動𝑎により急に倒れたとは考え
にくい。そこで、𝑎や𝑎の選び⽅も悪かったと考え、割引率を使って割り引いたマ
イナスの報酬を与える。この考え⽅はプラスの報酬の場合も同様である。これが、式
（3.2）の具体的な例である。このプロセスを繰り返すことで Q テーブルに各状況に
おける最適な⾏動を記録し、棒の傾きに応じた滑⾞の動かし⽅を学ぶことが出来る。 
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・探索と利⽤のジレンマ 
 上記の学習⽅法には⽋点がある。それは、状態𝑠lにおいて常に𝑄 𝑡 が最⼤となる⾏
動𝑎lを選択してしまうことである。このような、過去の経験を元に次の⾏動を決める
ことを「利⽤」と呼ぶが、これでは⼀部の Q 関数しか学習出来ず、多様な状況に対応
することが出来ない。つまり、学習結果は利⽤してほしいが、新たな事例の学習（探
索）もしてほしいという状況に陥る。これを、“探索と利⽤のジレンマ”と呼ぶ。 
 これを解決する⽅法のひとつにε-greedy 法がある。これは、1 ステップごとに乱数
を⽣成し、その値が確⽴ε未満の場合はランダムな⾏動𝑎lを選択し、ε以上のときは𝑄 𝑡 が最⼤となる𝑎lを利⽤するという⽅法である。これを導⼊することで探索と利⽤
をバランスよく⾏うことが可能となる。また、常に探索を⾏っていても⾏動が安定し
ないため、学習が進むにつれてεの値を⼩さくし、探索⾏動を減らすのが⼀般的であ
る。 
  
𝑄 𝑠1, 𝑎1 𝑄 𝑠1, 𝑎2
𝑄 𝑠2, 𝑎1 𝑄 𝑠2, 𝑎2
𝑄 𝑠S, 𝑎2 𝑄 𝑠S, 𝑎2
・
・
・
・
・
・
・
・
・
・
行動(Action)
状態(State)
右左
1
2
・
・
・
・
・
S
図 3. 3: Q テーブルの構成 
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3.2 設計⼿順 
 まず、Q-learning を応⽤し、⽬標仕様を満たす素⼦値の探索と、そこに⾄るまでの
素⼦値の変更⼿順を学習可能な「⾃⼰改良モデル」を作成する。その後、素⼦値推論
モデルにより⽣成した初期回路を起点とし、⽬標仕様実現に向けて素⼦値の改良を⾏
う。この⼿順は図 3.4 に⽰すフローチャートに沿って⾏う。 
  
 
 
 
 
図 3. 4: Q-learning による回路性能向上フローチャート 
  
設計目標値の設定
次の素子値(M)の決定(Action)
シミュレーション
結果から報酬(Reward)を決定しQ値を更新
設計目標値の達成確認(State)
性能向上開始
設計終了
Yes
No
素子値推論モデルによる初期回路生成
探索
(ε-greedy)
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3.3 回路設計への応⽤ 
 前節までに説明してきた内容を踏まえ、同理論を回路の設計に応⽤する。また、設計
途中での回路トポロジーの変更は⾏わず、素⼦値のみを設計する。 
 まず、強化学習のフレームワークに回路設計における各種パラメータや条件を反映さ
せ、モデル化する。まず、基本となる“状態”、“⾏動”、“報酬”について説明する。 
 
状態 
“状態”には、制御対象の置かれている状況を表現できるパラメータを選択する。そこ
で本モデルでは、現在の回路特性を“状態”として使⽤する。このとき、すべての回路特
性を離散化させて利⽤しようとすると Q テーブルが極端に⼤きくなってしまい、学習
が進まない。そのため、向上させたい特性を数種類選択し、状態の表現に使う。また、
本研究では以下に⽰す評価式でその特性を評価し、それを離散範囲内で分割数だけ離散
化させたものを状態とした。この評価値（スコア）はシミュレーション⽅法と同様、平
成 30 年度演算増幅器設計コンテストで使⽤されたものを参考にした。 
 
スコア = 𝑆𝑅[𝑉/𝜇𝑠]×𝐷𝐶𝑔𝑎𝑖𝑛[𝑑𝐵]×𝐶𝑀𝐼𝑅[%]𝐶𝐶[𝐴] 3. 3  
   
これにより、より⼩さい Q テーブルで複数の回路状態を表現可能となり、学習が⾼
速になると考えたからである。離散化の分割数と範囲は表 3.2 に⽰した。表 3.2 中の𝑛
は、初期回路の評価値を、 𝑋𝑒 + 𝑛							(𝑋 ≥ 1) 3. 4  
 
とした時の値である。また、⽬標値は回路構成ごとに変え、その値を表 3.3 にまとめた。 
 
表 3. 2: 状態パラメータ離散化の範囲と分割数 
離散範囲(最⼩) 1.00e+𝑛 
離散範囲(最⼤) 設計⽬標値 
分割数 10000 
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表 3. 3: 設定⽬標値 
回路トポロジー ⽬標値 
回路 A 1.00e+19 
回路 B 1.00e+16 
 
 
⾏動 
 “⾏動”は名の通り、エージェントがとりうることの出来る⾏動である。本研究の場合、
回路構成を固定して素⼦のサイジングを⾏うため、「どの素⼦の素⼦値を、どれくらい
変えるか」を⾏動とした。具体的には、回路中の変更できる素⼦（M）を⼀つ選択し、
-5〜-1 及び+1〜+5 のうちいずれかの値を加算する。つまり、とりうる⾏動の種類は（変
更可能な素⼦数）×10 である。 
 
報酬 
 本⼿法では、報酬を以下のように設定した。⽬標値は評価値ベースの値である。 
・現在の評価値が初期回路の評価値以上であった場合 
報酬＝
現在の評価値
⽬標値
3. 5  
・現在の評価値が初期回路の評価値未満であった場合 
報酬＝0 3. 6  
 
その他のパラメータ 
その他、学習時に設定したパラメータを表 3.4 に⽰す。エピソードは 1 つの試⾏（全ス
テップ）が終了するまでの期間を表す。本研究ではエピソード終了ごとに回路を初期状
態に戻しているため、「設計開始から終了までの期間＝１エピソード」として扱う。こ
の条件の下、Q-learning により⽬標値以上のスコアを持つ回路の設計及び、現在の回路
特性に応じた最適な素⼦値変更⼿順を学習させる。 
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表 3. 4: 学習パラメータ設定値 
パラメータ名 数値 
エピソード数 100 
ステップ数 150 
学習率 0.5 
割引率 0.99 
 
以上の条件の下、Q-learning により Q 値を学習する。基本的な学習の流れ及び Q
値の更新⽅法については倒⽴振り⼦の例と同様である。しかし、最終的な⽬的につい
ては異なる。倒⽴振り⼦問題では最終的に「棒を倒さないような⾏動マップの獲得」
を⽬的としているが、本⼿法の最終的な⽬的は、 
 
１、最低要件を満たしつつ⽬標値以上の性能実現 
２、過去の経験を利⽤した、最短素⼦設計経路が確⽴ 
 
である。次章にて、これが実際に達成されたかを確認する。 
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	 実⾏結果 
4.1 推論設計結果と⾃⼰改良結果の⽐較 
 素⼦値推論モデルによって推論設計した初期回路が⾃⼰改良モデルによりどれほど
性能（スコア）が向上したかを⽰す。使⽤した回路トポロジーは図 2.5 に⽰した回路
A 及び図 2.6 に⽰した回路 B である。まず、回路 A について初期回路の素⼦値と改良
後の素⼦値を表 4.1 にまとめた。図中、素⼦値は Multiply の⼤きさを表す。次に、回
路特性値及び最低要件との⽐較を表 4.２にまとめた。同様にして、回路 B の素⼦値の
⽐較を表 4.3 に、回路特性値及び最低要件との⽐較を表 4.4 にまとめた。 
 以上の結果から、⾃⼰改良モデルにより素⼦値のサイジングが⾏われた回路が最低
要件を満たしていること、及び、与えた⽬標値以上のスコアに到達していることを確
認した。 
 
 
表 4. 1: 回路 A の素⼦値⽐較 
素⼦名 初期値 設計値 
M1 12 2 
M2, M3 9 22 
M4, M5 16 1 
M6 3 19 
M7 15 3 
M8 28 13 
R1 13 32 
C1 2 24 
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表 4. 2: 回路 A の回路特性⽐較 
評価項⽬ 最低要件 初期回路特性 設計回路特性 
CC [A] 無し 1.19e-05 1.68e-05 
PD [W] 1.00e-01 以下 3.59e-05 5.06e-05 
DCgain [dB] 4.00e+01 以上 6.13e+01 5.97e+01 
PM [deg] 4.50e+01 以上 7.41e+01 5.95e+01 
GBP [Hz] 1.00e+06 以上 2.70e+06 7.09e+06 
SR [V/s] 1.00e+05 以上 1.93e+06 3.33e+10 
THD [%] 1.00e+00 以下 4.82e-01 4.82e-01 
CMRR [dB] 4.00e+01 以上 4.07e+01 4.04e+01 
PSRR [dB] 4.00e+01 以上 4.08e+01 4.04e+01 
OVR [%] 5.00e+00 以上 5.53e+01 5.49e+01 
CMIR [%] 5.00e+00 以上 9.97e+01 1.00e+02 
OR [Ω] 無し 1.94e+05 1.64e+05 
IRN [Hz] 無し 7.19e-02 2.43e-02 
評価値 無し 9.87e+14 1.18e+19 
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表 4. 3: 回路 B の素⼦値⽐較 
素⼦名 初期値 設計値 
M1 16 9 
M2 15 9 
M3 19 19 
M4, M5 14 7 
M6, M7 12 17 
M8, M9 51 37 
M10, M11 2 34 
M12 14 11 
M13 24 27 
M14 20 4 
R1 14 18 
R2 17 17 
R3 5 30 
R4 2 28 
C1, C2 4 14 
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表 4. 4: 回路 B の回路特性⽐較 
評価項⽬ 最低要件 初期回路特性 設計回路特性 
CC [A] 無し 7.87 e-03 2.54e-03 
PD [W] 1.00e-01 以下 2.36 e-02 7.62 e-03 
DCgain [dB] 4.00e+01 以上 5.53 e+01 6.19 e+01 
PM [deg] 4.50e+01 以上 9.66 e+01 4.73 e+01 
GBP [Hz] 1.00e+06 以上 2.06 e+06 1.94 e+06 
SR [V/s] 1.00e+05 以上 9.10 e+05 6.61 e+09 
THD [%] 1.00e+00 以下 4.82 e-01 4.82 e-01 
CMRR [dB] 4.00e+01 以上 5.49 e+01 6.04e+01 
PSRR [dB] 4.00e+01 以上 5.47 e+01 6.03 e+01 
OVR [%] 5.00e+00 以上 9.96 e+01 1.00 e+02 
CMIR [%] 5.00e+00 以上 9.55 e+01 9.96e+01 
OR [Ω] 無し 1.04 e+03 3.70 e+03 
IRN [Hz] 無し 6.59 e-02 7.77 e-02 
評価値 無し 6.11 e+11 1.60 e+16 
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4.2 Q-learning による素⼦値変更⼿順獲得の検証 
ここで、本研究では「最低要件を満たしつつ⽬標値以上の性能実現」に加え、 
Q-learning の特徴に注⽬した、「過去の経験を利⽤した、最適な素⼦設計経路の確⽴」
も⽬的としている。前者は 4.1 節にて達成を確認した。本節では回路 A を例に、学習
時のスコア推移を⽐較し、後者の⽬的を達成できているか確認する。また、Q-
learning のエラーに対する⾃律的判断⼒を試すため、学習プロセス中は最低要件を満
たさなくなった場合であってもエピソード終了、もしくは、⼈為的な条件分岐は⾏な
わない。 
 
学習初期 
まず、学習初期のスコア推移を図 4.1、図 4.2 に⽰した。この段階ではほとんど低い
スコアで推移しており、⾏動に⼀貫性が⾒られない。 
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図 4. 1: 学習初期のスコア推移１ 
47 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 0
 2x1018
 4x1018
 6x1018
 8x1018
 1x1019
 1.2x1019
 1.4x1019
 1.6x1019
 1.8x1019
 2x1019
 0  20  40  60  80  100  120  140
Sc
or
e
Step
score
図 4. 2: 学習初期のスコア推移２ 
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学習中期 
 学習中期のスコア推移を図 4.3（エピソード 51）、図 4.4（エピソード 53）、図 4.5
（エピソード 55）に⽰した。まず、図 4.1 の学習初期の推移と⽐較すると、初期では
80 ステップでスコア 2e+18 程度まで到達したが、中期では 20 ステップで到達してい
る。1 ステップ＝1 ⾏動であるため、⾼スコアに⾄るまでの⾏動数が少なくなってい
る。つまり、経験を有効に利⽤し、より少ない⾏動で⾼スコアを実現する⾏動⼿順を
学習したと考えられる。また、学習中期のスコア推移である図 4.3、図 4.4、図 4.5 を
それぞれ⽐較すると、例えば、ステップ 40 付近ではどのエピソードにおいても
6e+18 程度のスコアに到達していることがわかる。さらに、ステップ 100 を超えた辺
りでスコアが減少してゆく傾向も共通して⾒られる。つまり、エピソードを隔てても
類似した推移傾向が⾒られ、⾏動選択の再現性を確認できた。 
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学習後期 
 学習後期のスコア推移を図 4.6、図 4.7 に⽰した。この結果と学習初期・中期の推移
と⽐較する。例えばスコア 4e+18 に到達した時間（ステップ数）を⽐較すると、初期
の場合 100 ステップ以上、中期ではおよそ 30〜40 ステップかかっている。対して、
後期では最初の数ステップ〜15 ステップで到達しており、エピソードが進むにつれて
より短期間でスコアが上昇してゆくことが確認できる。また、中期のスコア推移傾向
には 100 ステップ以降スコアが減少してゆく傾向が⾒られたが、後期ではその傾向が
⾒られなくなっている。つまり、学習を重ねることで⽬標特性実現までの、より効果
的な素⼦値変更⼿順を獲得できていると考えられる。⾔い換えれば、多くの試⾏錯誤
によって Q 値が繰り返し更新され、「どういった特性の時、どの素⼦値を、どのよう
に変更すればよいか」という判断をマシン⾃⾝が⾏えるようになった。 
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図 4. 6: 学習後期のスコア推移 1 
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これまでに⽰したスコア推移の結果はすべてマシン⾃⾝が⾃律的に判断し、⾏動し
た結果である。つまり、設計者側が設定したのは、報酬を含めた環境の設定と⽬標値
のみで、「具体的にどう素⼦値を変化させ、⽬標値へ到達させるか」はコンピュータの
試⾏錯誤により⾃律的に獲得したものである。このことから、本提案⼿法は技術者の
知識に依存しないアナログ回路の⾃動設計⼿法として利⽤可能である。 
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図 4. 7: 学習後期のスコア推移 2 
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	 まとめと今後の課題 
5.1 まとめ 
本論⽂では、Q-learning を応⽤し、⽬標仕様を満たす素⼦値の探索と、そこに⾄る
までの素⼦値の変更⼿順を学習した再現性のある回路設計⼿法を提案した。提案⼿法
を⽤いると、設計者は報酬の与え⽅を含めた環境の設定と⽬標値の設定のみで⽬標値
以上の性能を持つ素⼦のサイジングが可能である。また、コンピュータは学習を重ね
ることで⽬標特性実現までの効果的な素⼦値変更⼿順を⾃律的に獲得し、より短時間
で⽬標仕様に到達できるため、設計者の知識に依存しないアナログ回路の⾃動設計⼿
法として利⽤可能である。 
 
 
5.2 今後の課題 
今後の課題は、特性ごとに⽬標値を設定できるよう、Q テーブルの密度を損なわな
い状態離散化⼿段を確⽴することである。現在の、評価値を使う⽅法では、向上させ
たい特性を個別に設定できないため、実⽤性に⽋けるという問題がある。また、“最低
要件をいくつか満たせないが評価値は⾼い”という結果が多く⾒られたため、要件を満
たした場合の追加報酬または満たさなかった場合の罰則を設ける必要があると考えら
れる。 
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