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ABSTRACT
Large-scale parallel molecular-dynamics (MD) simulations are performed to 
investigate properties and processes in nanophase silicon carbide (n-SiC) and gallium 
arsenide (GaAs) under pressure. These simulations involve 10s atoms interacting via 
realistic interatomic potentials. Structure and sintering of crystalline n-SiC are also 
investigated with neutron scattering experiments performed at the the Intense Pulsed 
Neutron Source Division (IPNS), Argonne National Laboratory. Both MD simulations 
and neutron scattering experiments indicate the onset of sintering around 1500K. During 
sintering, the pores shrink in size while maintaining their morphology: Their fractal
dimension remains -2.4 and their surface roughness exponent is -0.45.
The pair distribution functions and bond-angle distributions reveal that interfacial 
regions in n-SiC are amorphous whereas the interior regions of nanoclusters remain 
crystalline. The mean-squared displacements of atoms in the outer layer of nanoclusters 
is an order of magnitude higher than that in the interior regions of clusters in n-SiC. This 
indicates that the onset of sintering is primarily due to surface diffusion of atoms. The 
variations of the bulk and shear moduli with density, p, is well described by the power 
law p'', and the value of p  is found to be -3.5. Various experiments on high-density 
silica and carbon aerogels also find the same power-law dependence.
Structural phase transformation in crystalline GaAs is studied with a variable 
shape MD approach. The pair-distribution functions and bond-angle distributions 
indicate that the 4-fold coordinated zinc blende structure transforms to a 6-fold 
coordinated orthorhombic structure under a pressure of 22 GPa. The reverse 
transformation from the orthorhombic to zinc blende structure, observed at a pressure of 
-10 GPa, is in good agreement with experiments.
x




Computer simulation has become an established tool in many branches of 
science. It allows the comparison of models with experiment, and provide means of 
assessing the validity of models [1]. Additionally, the gap between theory and 
experiment can be filled by computer simulations. Quantities that are difficult or 
impossible to measure in experiments, such as those for systems at high temperatures 
and pressures, can be computed reliably with the aid of computers. The output of any 
simulation should be interpreted with the same statistical tools as those used in the 
analyses of experiments. In simulations, the issues of reliability and adequate sampling 
are extremely important [2].
At the outset of a simulation stands a well-defined model of the physical system. 
Over the years a wide variety of modeling techniques have been developed at the 
molecular level: Molecular Dynamics (MD), classical and quantum Monte Carlo (MC), 
Hybrid Monte Carlo (HMC), and a combination of MD with electron density-functional 
theory [2, 3]. In simulations of real materials, traditionally MD and MC have been used 
primarily due to the limitation of resources to do a large-scale simulation by any of the 
other methods. In MD we follow the motion of atoms described by an empirical 
interatomic potential. A set of initial positions and velocities are assigned to the particles 
and the subsequent trajectories are calculated by the numerical integration of the classical 
equations of motion. Apart from the choice of the initial conditions (positions and 
velocities), a MD calculation is in principle entirely deterministic. Monte Carlo
1
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simulations in contrast, are probabilistic in nature. In MC a system of N particles 
interacting through a given potential is allocated a set of initial coordinates; a sequence of 
configurations of particles is then generated by successive random displacements. Not 
all configurations are accepted, the decision whether to accept or reject a Monte Carlo 
move is made to ensure that, asymptotically, the configurational space is sampled 
according to the probability density appropriate to a particular ensemble.
Reliable materials simulations allow us to study extremely complex systems, not 
yet tractable with analytical methods and provide standards against which approximate 
theories may be compared. It can be effectively applied to study complex systems by 
using realistic models. After a model has been validated by comparison with experiment, 
simulations can be used to probe and predict issues that are either difficult to realise or 
belong to the future.
In this thesis, changes in the structure and mechanical properties of ^-silicon 
carbide (/J-SiC) and gallium arsenide (GaAs) under high temperatures and pressures are 
studied using parallel MD simulations. /3-SiC and GaAs are structurally similar 
materials: they both have zinc-blende crystal structures and they transform under high 
pressure to orthorhombic structures. Sintering of /J-SiC is also investigated by 
molecular dynamics simulations and neutron scattering experiments.
Silicon carbide is studied in the nanophase form where the system is constructed 
from nanometer size clusters of atoms. As described in the next chapter, it exhibits 
excellent material properties because of small grain sizes and the presence of large 
number of atoms at interfaces. A brief description of the synthesis and structure and 
physical properties of SiC and GaAs is given in this introduction.
2
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1.2 Silicon carbide: Background and applications
Silicon carbide was first discovered in 1891 by E. G. Acheson during an 
experiment on the synthesis of diamond. He was also the first one to realize the 
importance of SiC as a grinding and cutting material and by 1892 he had devised a 
process for its commercial production. Silicon carbide occurs in trace quantities in 
nature, and was first detected by Moissan in 1905 in a meteorite. The present annual 
production of SiC is around 500,000 tons [4].
Silicon carbide is a well-known structural and electronic ceramic. It has high 
strength and hardness, high chemical stability, low thermal expansion and resistance to 
oxidation at high temperatures. Silicon carbide has an indentation hardness of 
approximately 25 GPaf [5], It is also a good electrical and thermal conductor. The 
applications of SiC can be broadly divided into structural and electronic applications 
which are discussed below.
1.2.1 Structural applications
The development of SiC compacts as structural materials was initially begun for 
applications in gas turbine engines. The low fracture toughness of SiC is the only 
limiting factor in its technological use [5].
• Mechanical seals
Mechanical seals have conventionally been made from various metals, carbon, 
and ultrahard alloys. Since mechanical seals must rotate at high speeds while 
maintaining a seal against hot water, slurry, and chemicals, a high elastic modulus, a low 
friction coefficient and a low specific gravity are required besides resistance to abrasion, 
corrosion and thermal shock. SiC is an outstanding material for mechanical seals and it
f In Mohs’ scale the hardness of SiC is approximately 13 (diamond and boron carbide have hardness 
values of 15 and 14, respectively).
3
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is being used as a replacement for WC and A120 3. SiC seals have a much longer lifetime 
than those made of WC.
• Pump Components
Large bearings (120-160 mm diameter) made of SiC are presently being used in 
sewer pumps and even larger ones are being tested for use under extreme and high 
torques [5].
• Abrasion-resistant Liners
In the past, nozzles which handled slurry were made from metals because of their 
mechanical reliability despite a short lifetime. Recently, SiC has been used as liners to 
prevent alkali abrasion of the nozzles.
• Gas Turbines
In recent years, there has been a great deal of interest in developing ceramic gas 
turbine engines and gas turbines for power generation. Possible applications for SiC 
include combustors, turbocharger rotors, vanes and blades. Because of extremely severe 
operating conditions, it has not yet been possible to design a complete ceramic engine 
[4]. However, tests have already been carried out on engines fitted with SiC 
turbocharger rotors.
• Heat Exchangers and Ceramic Fans
It is important for “high-temperature industries” to be able to perform heat 
exchange as well as the circulation and pressurized transport of gas without reducing gas 
temperature. Such materials, besides having good oxidation resistance and good 
mechanical strength, must have high thermal shock resistance under cyclical temperature 
changes. Heat exchangers made of SiC have already seen practical applications and the 
use of ceramic fans at 1300°C has been reported.
4
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1.2.2 Electronic applications of SiC
The remarkable electronic properties of SiC have spurred a great deal of research 
focused on this material. The high electric breakdown, high thermal conductivity and a 
wide bandgap make SiC attractive for radar and microwave applications under extreme 
conditions. In a variety of semiconductor devices where Si cannot be used effectively, 
the use of SiC as an electronic component is also being investigated.
The high electric breakdown field of 3.8 x 106 V/cm, high saturated electron drift 
velocity of 2 x 107 cm/s, and high thermal conductivity of 4.9 W/cm K make SiC very 
attractive for high-power, high-frequency operations [7]. In the beginning, the 
development of commercially available SiC-based devices was slow due to the low 
quality of bulk materials and inadequate epitaxial and device processes. Breakthroughs 
in the production of high quality bulk material in the late 1980’s at North Carolina State 
University, Westinghouse (now Northrup-Grumman), Advanced Technology Materials, 
Inc. (ATMI), and Cree Research, Inc., coupled with advances in epitaxial processes and 
device processing techniques have enabled the fabrication of high-quality device 
structures [6]. Recendy SiC metal-semiconductor field-effect transistors (MESFETs) 
have achieved power gains at frequencies as high as 40 GHz and power densities as high 
as 3.3 W/mm. This is a significantly higher operating frequency and power density than 
is possible with current Si radio frequency (rf) power field-effect transistors (FET). 
Some of these devices are developed for temperatures up to 500°C and may be used for 
radar and communicadons systems for unmanned aircrafts and satellites.
In the petroleum industry electronic sensors are needed to probe the environment 
around drilling equipment where temperatures reach 300°C. SiC-based electronic 
sensors are able to operate in these high temperatures where conventional Si-based 
electronics fail. The automodve industry is interested in using SiC as engine control
5
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sensors, but the high cost of such sensors is preventing their entry into this market. 
These and many more industries have provided a major driving force for the use of SiC 
in the development of high-temperature electronics [6].
1.3 Synthesis of SiC
Until 1955, SiC was made using Acheson process in which a mixture of silica 
rock and coke is electrically heated and reacted at high temperatures. In this method, the 
core temperature reaches 2600°C, causing repeated recrystallization of the reacted and 
formed SiC [5]. Coarse a-type crystals larger than 10 mm can be obtained near the core. 
In 1955, J. A. Lely at Philips Research Labs came up with a sublimation process for 
growing a-SiC crystals. In the Lely process, the nucleation of individual crystals is 
uncontrolled and the resulting crystals are hexagonal-shaped SiC platelets of random 
sizes. In 1987, a research group under R. F. Davis at North Carolina State University 
used a seed growth sublimation process, a modification of the original Lely sublimation 
process, to make SiC single crystals. In this process a charge of polycrystalline SiC is 
heated in a graphite crucible containing argon at 200Pa. A temperature gradient is 
established with polycrystalline SiC at about 2400°C and a seed crystal at about 2200°C. 
At these temperatures, SiC sublimes from the polycrystalline source and condenses on 
the cooler seed crystal. This method is the basis for current commercial production of 
SiC single crystals.
1.4 Structure and physical properties of SiC
In SiC, the basic structural unit (see Fig 1.1) is a tetrahedron consisting of one 
silicon atom bonded to four carbon atoms and vice versa. These tetrahedra are joined at 
the comers and form a three-dimensional diamond network structure. The strong 
covalency (approximately 90%) is the source of the high strength and stability of SiC at 
high temperatures. One of the unique properties of SiC is that it has over 170 different
6
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polytypes* because of alow stacking fault energy [5]. These polytypes are divided into 
two groups, a-SiC and /3-SiC, according to differences in the crystal symmetry. The 
term /3-SiC is used for crystals with a cubic zinc-blende structure, while a -SiC is used as 
a general term for hexagonal and rhombohedral crystals. The various polytypes are 
sometimes distinguished as 3C, 4H, 6H, 15R, 9T, etc. In this notation, C represents a 
cubic system, H hexagonal, and R and T rhombohedral and trigonal, respectively. The 
preceding numeral indicates the repeat period in the stacking direction of the Si-C bond 
pair layers. At high temperature, the /3-phase transforms to a-phases with hexagonal or 
rhombohedral symmetry and 4H, 15R, and 6H are observed to be the major polytypes.
Figure 1.1 Basic tetrahedron unit
Very strong interatomic bonding leads to a high value of Young’s modulus (-480 
GPa at 25°C), low thermal expansivity (~4.3 x 10‘6/°C), and low carbon and silicon 
diffusion coefficients [4]. The low thermal expansivity along with the very high thermal 
conductivity (-4.9 W/cm K) accounts for the exceptionally good resistance of SiC to 
thermal shock. SiC has excellent chemical stability, showing no corrosion even when 
boiled in HC1, H ,S04, HF, or HF+HN03. Pure SiC shows a good resistance to
f The term polytype denotes a unique class of materials which possess the same chemical makeup but 
whose stacking sequence varies along the c-axis of the lattice.
7
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oxidation in air or oxygen environments and can be used for prolonged periods at 
temperatures up to 1600°C [5].
The fracture toughness, (a measure of energy that a material can absorb before 
fracturing) of SiC is low (-4.6 MN/m3/2) compared to Si3N4 (5-6 MN/m3/2) or PSZ (7-9 
MN/m3/2). At present, a number of different approaches are being tried to improve the 
toughness of SiC without sacrificing its excellent high-temperature properties.
A wide bandgap of the order of 3 eV allows SiC to emit and detect short 
wavelength light. This has resulted in the use of SiC in blue light emitting diodes and 
nearly solar blind UV photo-detectors. SiC can withstand electric fields that are eight 
times greater than those for Si without undergoing avalanche breakdown [7]. This 
allows the fabrication of numerous high-power devices and also a very high device 
packing density for integrated circuits. At room temperature, SiC has a higher thermal 
conductivity than metals which makes it feasible to use SiC devices at extremely high 
power levels. Because of all these properties, SiC based devices have many advantages 
over other available semiconductor devices in a large number of industrial and military 
applications.
1.5 Gallium Arsenide: Background and applications
The properties of gallium arsenide have been studied extensively in the past thirty 
years and a very large body of literature has been produced [8]. There are a number of 
reasons for this strong interest in this material. First, GaAs is a compound 
semiconductor combining group III and group V elements from the same “period”. Its 
wide bandgap allows it to remain an extrinsic semiconductor at high temperatures. 
Second, the ability of GaAs to form heterojunction structures with AlGaAs offers major 
advantages in conventional device design and operation (FETs, bipolar transistors, light 
emitting diodes (LEDs) and detectors) [9].
8
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Electronic devices made from GaAs crystals operate at high speed, use less 
power, and have several advantages over silicon in integrated circuits and other 
semiconductor applications. GaAs is used in high-speed digital circuits, solid-state 
lasers, optoelectronic integrated circuits, high-efficiency solar cells, and a variety of other 
applications. Gallium arsenide has good resistance to radiation damage and its high 
efficiency makes it an attractive choice in solar cells for space applications [10]. New 
vertical-cavity, surface-emitting lasers (VCSELs) composed of layers of GaAs, AlGaAs, 
and InGaAs grown on GaAs substrates have started revolutionizing optical data 
communications [11]. The advantages of using VCSELs are reduction in cost of high­
speed connections, high interconnection bandwidth, and reduced capacitance due to their 
small size resulting in high-speed operations.
1.6 Synthesis of GaAs
The availibilty of single-crystal material is central to semiconductor technology. 
A number of growth techniques have been used over the years, some of which are 
described below. Bulk GaAs is usually produced by the liquid-encapsulated Czochralski 
(LEC) technique in which the crystal is pulled from a melt through a molten boric oxide 
encapsulant at the melting temperature of GaAs (1513K) [12]. Stoichiometry control is 
poor in this technique. The Bridgeman technique is also used in the production of bulk 
GaAs, especially when highly conducting n-type material is needed [12]. Size 
restrictions and variable electrical properties are the main drawbacks of this method.
Epitaxial techniques usually give the highest electronic quality material. At 
temperatures between 900 and 1100K, these techniques allow both impurity and 
stoichiometry defects to be controlled below 1015 cm'3 which is not possible in the bulk 
production methods. Liquid phase epitaxy was initially successful and a variety of 
electrical and optical devices have been produced. More recendy, molecular beam
9
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epitaxy (MBE) and metal-organic chemical vapor deposition (MOCVD) processes have 
emerged which offer superior control of dopants and alloy constituents as well as 
excellent surface morphology [13].
1.7 Structure and physical properties o f  GaAs
Gallium arsenide is similar in structure to SiC. It has a density of 5.32 g/cm3 
and crystallizes into the zinc-blende structure, which consists of two interpenetrating 
face-centered cubic lattices, one containing Ga atoms and the other As atoms and shifted 
relative to each other by a quarter of the body diagonal (see fig. 1.2). The distance 
between the nearest neighbor Ga-As atoms is 2.44 A. It is equal to the sum of the 
atomic radii of As (1.18 A) and Ga (1.26 A) [8]. The lattice constant is equal to 5.65 A. 
The Ga-As-Ga or As-Ga-As bond-angle is 109.47°.
Figure 1.2 Zinc blende unit cell
Valence charge is transferred from gallium to arsenic atoms producing a mixed 
(ionic-covalent) bond. This not only increases the bond strength but also has a 
significant effect on the electronic band structure. The degree of covalency in the Ga-As 
bond is 70% [10]. Ga or As atoms in GaAs have an average coordination of four. 
Mechanical and elastic properties of GaAs are of interest because of the use of GaAs in
10
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electronic devices and lasers. Dislocations introduced in the process of fabrication of 
solid-state lasers decrease their lifetime and worsen their performance. The Mohs’ 
hardness of GaAs is 4.5, Young’s modulus is 84 GPa, and its shear modulus is 59 GPa.
Gallium arsenide is a direct band-gap semiconductor with a band gap of 1.35 eV 
to 1.45 eV at 300K. A number of electronic and optical properties make GaAs an 
attractive material for the optoelectronic industiy. The primaiy reason for using GaAs in 
high-speed integrated circuits is its high electron mobilty. Because of its direct bandgap, 
it can be used to generate light for use in lasers and light-emitting diodes. The large 
bandgap permits high-temperature operations [14]. The intrinsic substrate resistivity of 
GaAs is three orders of magnitude larger than that of silicon which means that the 
substrate capacitance of GaAs will be less than that of silicon, leading to higher 
frequencies of operation. Polycrystalline GaAs of 99.999% purity with carrier 
concentration below 1016 cm'3 is available commercially.
1.8 Outline of dissertation
The primaiy focus of this dissertation is the study of sintering, structure, and 
mechanical properties in nanophase silicon carbide (n-SiC) using the MD approach and 
neutron scattering experiments. Pressure-induced structural transformations in GaAs are 
also investigated using MD. Chapter 2 contains an overview of nanophase materials, 
their synthesis and characterization, and a brief description of their physical properties. 
In Chapter 3 we describe the parallel MD technique used in the work described in this 
thesis. MD and neutron scattering results for sintering of n-SiC, the morphology of 
pores in n-SiC, and structural and mechanical properties of crystalline, amorphous, and 
nanophase SiC are presented in Chapter 4. The results of structural transformation in 
crystalline gallium arsenide (GaAs) under high pressures are described in Chapter 5.
11
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Chapter 6 contains conclusions and a brief description of future research in SiC and 
GaAs.
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Materials synthesized by consolidation of nanometer size clusters of atoms are 
known as nanophase materials. In the mid 80’s, a research group at Argonne National 
Laboratory led by Dr. R. Siegel and a German group led by Dr. H. Gleiter began the 
synthesis of nanophase metals and ceramics [55, 16]. In the last few years there has 
been considerable interest in these materials (polycrystals with grain sizes 1-100 nm). 
The reason for the recent surge of interest is due to the fact that their physical properties 
are much superior to those of coarse-grained conventional solids. For example, 
nanophase materials tend to be stronger, more ductile, and have better electronic and 
magnetic properties than conventional materials [15]. In the past few years a number of 
companies have started the production of nanophase materials, notable among them are 
Nanophase Technologies Inc., MarkeTech, and ULTRAM Inc. A variety of metals (Cu, 
Al, Fe, Ni, Ti, Au, Ag, Co, etc.) and ceramics (A120 3, T i02, TiN, Si3N4, SiC, S i02, 
MgO, etc.) have been produced in the nanophase form.
The unique properties of nanophase materials result from their small grain sizes 
and the presence of large number of atoms at interfaces. For example, a nanophase 
material with an average grain size of 3 nm will have 60 to 70% of its atoms in the grain 
boundary region (assuming a simple grain boundary picture and an average grain 
boundary thickness of about 0.5 nm). As shown in fig. 2.1, the percentage of atoms in 
intercluster regions falls to about 10-20% for a 10 nm grain size, 1-3% for a 100 nm 
grain size, and is negligible in materials with conventional grain sizes (greater than 1 pm 
or 1000 nm).
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Figure 2.1 Percentage of atoms in grain boundaries of a nanophase material as a function 
of the grain radius, assuming an average grain boundary thickness of 0.5 nm.
The following sections describes various experimental techniques used for the synthesis
and characterization of nanophase materials.
2.2 Synthesis
In recent years, a number of methods have become available to synthesize 
nanophase materials, with the choice of the method being dictated by the application and 
the material of interest. These methods can be broadly divided into three categories: 
condensed-phase, gas-phase, and vacuum methods [16]. Nanoparticles of metals and 
semiconductors have been prepared by chemical synthesis in the condensed phase. In
14
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the gas phase, cluster formation can be achieved either by using inert-gas atoms to 
remove the heat of condensation as the clusters grow or by relying on the condensable 
species itself to cool the growing clusters. Vacuum synthesis techniques include 
sputtering, laser ablation, and liquid-metal ion sources. Other methods include high- 
energy milling, mixalloy processing, cluster deposition methods, and sol-gel methods. 
Some of the more widely used methods for the synthesis of nanophase materials are 
presented below.
2.2.1 Condensed-phase synthesis
Metal and semiconductor clusters around 10 nm in size have been prepared in the 
condensed phase by chemical synthesis. If a reducing agent like sodium citrate is added 
to an acidic aqueous solution of metal ions, then small neutral metal clusters are formed. 
The remaining ions are removed by dialysis and gelatin is added to prevent further 
aggregation of particles. Relatively narrow size distributions of Ag, Au and Pt [17] 
have been achieved with this technique. By controlling temperature, concentration, and 
solvent during liquid phase precipitation of compound semiconductors, it is possible to 
make semiconductor nanocrystallites that are less than 5 nm in diameter. These clusters 
generally show a variance of 20% in the cluster diameter. Narrower size distributions 
require a different methodology.
2.2.2 Gas-phase synthesis
In this method a supersaturated vapor of appropriate atoms is collected in a 
relatively confined volume in the presence of an inert gas. These atoms on collision with 
cold inert gas atoms lose their kinetic energy and form clusters. These clusters grow 
both by the addition of individual atoms and by aggregation due to collisions between 
clusters. To produce a population of appropriate atoms, vaporization of bulk solids or 
liquids is employed. The vaporization is done with oven sources, laser vaporization, 
laser pyrolysis or supersonic expansion.
15
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• Oven sources
Oven sources employ a heated crucible or oven. Near the source small clusters 
of fairly uniform size are observed. Farther from the source the clusters become larger 
and at some distance the clusters reach a limiting size which is governed by the 
evaporation rate from the oven and the pressure of the inert gas in the chamber. The 
mean cluster size can be reduced by using a convective flow of gas, which results in a 
shorter residence time in the source. This “gas condensation” method has been used by 
Gleiter and co-workers to produce clusters which on consolidation yield nanophase 
materials. The temperature limitation imposed by the crucible or oven is a drawback of 
oven based synthesis and therefore it cannot be used to make nanoclusters of high- 
temperature ceramic materials like SiC and Si3N4.
Inert gas condensation and consolidation
In the method of inert gas condensation, originally developed by Gleiter [17, 18] 
and his co-workers, the processing chamber is lowered to a base pressure of about 10'8 
Torr before it is filled with an ultra pure inert gas, either He or Ar to a pressure of about 
0.5-1 Mbar. The source material is then vaporized by resistive heating from a refractory 
metal boat into the inert gas atmosphere. The evaporated source material atoms transfer 
their thermal energy to the inert gas and condense into nanometer size particles. The 
particles are then carried by a convective flow of gas and collected on a rotating shroud, 
which is cooled with liquid nitrogen. The residual inert gas is then removed and the 
particles are scraped into a powder press which is an integral part of the vacuum system. 
Finally, the powder is compacted at pressures of about 1-5 GPa at temperatures between 
25 and 550°C.
Densities of consolidated materials are typically in the range of 70-90% of their 
theoretical bulk densities. The size of nanoparticles can be controlled by the evaporation
16
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rate and the condensation gas pressure. The experimental set-up is schematically 
illustrated in fig. 2.2. The Gleiter method has several advantages for basic research 
studies:
(i) Synthesis of ultra-fine particles and their compaction in an ultra-high 
vacuum system ensures that the particles and their surfaces are free from 
impurities;
(ii) The inert gas condensation method is remarkably versatile (using 
magnetron sputtering to vaporize materials it is possible to synthesize 
small particles of virtually all metals, alloys and intermetallic compounds);
(iii) Lastly, the inert gas condensation method produces sufficient quantities 
of materials for most research requirements.
• Laser vaporization
Laser vaporization uses ablation of target material in a channel where there is 
flow of inert gas. The surface of the target is heated for a short period of time to a very 
high temperature and the carrier gas then cools the resulting atoms. This leads to super­
saturated atoms and subsequent cluster formation. These clusters usually have a broad 
size distribution and the average flux is low due to the laser repetition rate. Clusters of 
semiconductors and metals have been synthesized using laser vaporization. The 
drawback of laser vaporization is that it produces only a small number of clusters per unit 
time.
• Laser pyrolysis
Laser pyrolysis is used to produce ultrafine refractory materials like SiC, Si3N4, 
and Si. A C 02 laser is usually used to rapidly heat a flowing reactant gas mixed with an 
inert gas. The reactant gas decomposes to produce a saturated vapor of the desired 
constituent atoms. The clusters nucleate and grow when atoms lose their kinetic energy 
on collision with the inert gas. The advantage of this method is that the clusters are
17
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produced in a continuous manner and the number of clusters is proportional to the laser 











Figure 2.2 Schematic drawing of the inert gas-condensation chamber for synthesis of 
nanociystalline materials.
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2.2.3 Vacuum synthesis
In vacuum synthesis a number of different methods like sputtering, laser ablation 
and liquid-metal ion sources are used.
• Sputtering
Ions of inert gases like Ar and Kr are projected with high velocities on to the 
surface of a target material; atoms and clusters both in ionic and neutral states are ejected. 
The mass and energy of the incident projectile determines the ratio of ions to clusters 
produced in sputtering. Sputtering usually leads to a small number of clusters and the 
cluster intensity distribution decreases exponentially with increasing cluster size.
• Laser ablation
This method is usually employed to produce nanoclusters from solids. A very 
high powered pulsed laser is used to vaporize cluster ions from the surface of the target 
material. Typically, UV lasers (excimer lasers) are used for ablation because the liquid 
metal surfaces reflects back (-100%) visible or IR lasers.
• Liquid-metal ion sources
In this technique liquid-metal ion sources are formed by using a small tungsten 
wire with a tip of a few micron radius and wetted with a liquid metal. When this tip is 
raised to a few kilovolts potential with respect to a grounded aperture, the liquid gets 
pulled up into a cone as the electrostatic forces overcome the surface tension. The high 
electric field results in emission of ions with significant amounts of ionized clusters. 
This technique works well for metals (e.g. Au, Ga and In) whose vapor pressures are 
sufficiently low at their melting points so as not to interfere with maintaining the 
extraction voltage.
19
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2.2.4 Other methods
• Mechanical attrition
The synthesis of nanocrystalline materials by mechanical attrition has been widely 
studied in recent years. In mechanical attrition or mechanical alloying, powder particles, 
typically 50 micro meter in diameter, are subjected to severe mechanical deformation 
from collisions with steel or tungsten carbide balls and are repeatedly deformed, cold 
welded or fractured. A variety of milling devices have been developed for different 
purposes including tumbler mills, attrition mills, shaker mills, vibratory mills, planetory 
mills, etc [6]. The powder samples are placed together with a number of hardened steel 
or WC coated balls in a sealed container, which is shaken or violently agitated. Since the 
kinetic energy of the balls is a function of their mass and velocity, dense materials (steel 
or tungsten carbide) are preferable to ceramic balls. During the continuous severe plastic 
deformation, a continuous refinement of the internal structure of the powder particles to 
nanometer scales has been observed. Typically, nanoparticles of 10-20 nm diameter are 
obtained after extended milling.
• Mixalloy processing
In this method molten metal alloys are mixed turbulently by impinging them into 
a mixing chamber. Due to the highly turbulent flow, small scale eddies are developed 
which provide effective mixing and chemical reactions on a nanometer scale. On rapidly 
cooling the mixed alloy, a fine-grained material is obtained that contains nanometer-size 
dispersions.
• Sol-gel method
Nanometer-sized ceramic particles have been generated using the sol-gel 
technique. A ceramic precursor is “seeded” with crystalline sols of the final equilibrium 
phase. A major advantage of this method is that it does not require the high temperatures 
needed for other methods involving evaporation, calcination, etc.
20
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2.3 Characterization
The structure of nanophase materials has been investigated by a number of direct 
and indirect methods. Direct methods include transmission electron microscopy (TEM), 
scanning electron microscopy (SEM), scanning tunneling microscopy (STM), and field- 
ion microscopy (FIM). Indirect tools used are electron, x-ray and neutron diffraction, 
Mossbauer, Raman, and positron annihilation spectroscopy (PAS). Some of these 
methods are discussed below.
2.3.1 Positron annihilation spectroscopy (PAS)
PAS is an important tool for the study of nanophase materials because they 
consist of grain boundaries, surfaces, pores, and voids. A few PAS measurements 
have been done to date in selected nanophase materials like Cu, Fe, Pd and Si [17]. PAS 
measurements on nanocrystalline Ti02 have demonstrated that this technique can be used 
to monitor reduction in porosity with increasing sintering temperature. The information 
provided by PAS in the presence of vacancies complements the information from 
electron microscopy. An uncertainty in the positron mobility leads to difficulty in the 
quantitative interpretation of absolute defect concentrations. The sensitivity of this 
technique makes it attractive as an analysis tool.
2.3.2 Extended x-ray fine structure (EXAFS) studies
EXAFS studies provide us with information on the short-range order present in 
materials. For example, it provides information on the coordination numbers, nearest 
neighbor distances, the Debye-Waller factors, etc. EXAFS can provide important clues 
about the structure of nanophase materials, particularly the structure of interface regions 
[18]. This is because oscillations in the EXAFS signal results primarily from the 
crystalline component of the nanophase material and, the interface region, which consists 
of a wide distribution of interatomic spacing, yields little or no oscillations. As a result, 
if the amplitude of the EXAFS signal from nanocrystalline material is compared to the
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amplitude of the signal from coarse-grained polycrystal of the same material, the 
amplitude of the nanophase material is found to be weaker by an amount that is 
proportional to the number of atoms it has in the interface regions and their deviation 
from the interatomic spacing in the crystal. EXAFS studies can be a powerful technique 
if mass-selected clusters are used and if phase uncertainties can be carefully overcome 
through a proper choice of material.
2.3.3 Small-angle neutron and x-ray scattering
Small angle neutron scattering (SANS) and small-angle x-ray scattering (SAXS) 
provide information on the nature of intergrain boundaries, particularly the grain 
boundary thickness and their average density. SANS can also yield information about 
the presence of voids and the decrease in the number and volume of voids during the 
sintering process. In scattering experiments the scattered intensity is measured as a 
function of the scattering angle ft The wave vector can be written as,
where X is the wavelength of the incident source. Peaks in the scattered intensity for 
crystalline materials occur only at angles that satisfy the Bragg condition,
where I is the lattice spacing between the atomic planes. If the clusters are randomly 
oriented, then these peaks will appear as rings of polycrystalline materials broadened by 
the cluster size. For clusters that have well-defined long-range atomic order, in addition 
to Bragg scattering there will be scattering at angles corresponding to the inverse of the 
diameter of the individual clusters. Different regions of the scattering curve contain 
information on different structural properties of the material [7]. For example, a slope of 
-4  in the Porod region of the log Intensity versus log q curve implies that the scattering
(2.1 )
2 k  
q = — (2 .2 )
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material is made up of closely packed smooth spheres. Deviations from this value of the 
slope indicates a “rough” surface for particles that make up the material.
2.4 Physical properties
The properties of nanophase materials are expected to be strongly influenced by 
their grain boundary volume (which represents a significant fraction of their total 
volume). Nanophase metals, intermetallic compounds, and ceramics have mechanical 
properties remarkably different and improved relative to their conventional coarse­
grained counterparts [21-23], Some of the properties of nanocluster assembled materials 
are discussed below.
Nanophase materials show a significant reduction in their sintering temperatures. 
For example, in the case of TiOz the sintering temperature is lowered by 600°C without 
any compacting or sintering aids. This leads to considerable savings in the synthesis of 
such materials. The mechanical properties of consolidated nanophase materials show 
remarkable improvements in strength and hardness [24], Cu and Pd assembled from 5 
to 7 nm diameter clusters have hardness and yield strength values up to 500% greater 
than conventional metals [25, 26]. This large increase in strength arises from the fact 
that the creation and motion of dislocations are hindered by small grains of nanophase 
metals.
In ceramics, which are normally very brittle, cluster assembly yields a different 
benefit. Ceramics can be rendered ductile when synthesizing from clusters below 15 nm 
in diameter. The ductility results from the ease with which ultrafine clusters can slide by 
one another in a process called grain-boundary sliding. The increased strength of 
nanophase metals and the increased ductility of nanophase ceramics will be useful in a 
variety of future technological applications, especially those for which wear and 
corrosion resistance are important design criteria.
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The increased diffusivities present in grain boundaries provide efficient impurity 
doping of these materials. Nanophase insulator and semiconductor materials can be 
doped at low temperatures allowing efficient introduction of impurity levels and therefore 
their electrical, optical, and chemical properties can be tailored. For example, nanophase 
materials can be made transparent if there are no pores larger than the size of constituent 
clusters. This is because the wavelength of visible light (380-765 nm) is too big to be 
scattered by nanoparticles in the 1-50 nm range. In contrast, radiations of smaller 
wavelengths like ultraviolet light etc. can be scattered by nanophase materials and 
therefore coatings of these materials are being tested as sunscreens.
The chemical properties of nanophase materials are quite unique. For example, 
the use of nanoparticles as catalysts to remove sulfur from car exhaust has been tested 
and found to be about five times more effective than conventional catalysts. This 
excellent performance can be explained in terms of the high surface-to-volume ratio of 
small clusters of nanophase materials. Also the large porosity of these materials 
increases the adsorption area and makes them better catalysts [15, 16, 18, 27-29]. The 
electrical and magnetic properties of nanophase materials are also novel and their use in 
magnet storage media (because of their giant magnetoresistance), varistors, etc. are being 
explored. Thus tailoring the properties of nanophase electroceramics may lead to a wide 
range of interesting device applications in the future.
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The molecular dynamics (MD) method involves the solution of classical 
equations of motion for a system of N  particles*. In the Newtonian description, a set of 
initial positions and velocities {r,(0), v,(0)} is assigned to the particles, and the 
subsequent phase-space trajectories of the particles, v,(r)}, are then calculated
from the integration of 3N equations of motion:
mPi = f,, (3 J
where f,, the force acting on the i-th particle, is given by
= d V (r„ r2,...,r„ )
and V (r,,r2, . . .,!•„) is the interatomic potential [1]. In order to obtain the trajectories of
each particle, we need to convert the second-order differential equations (3.1) into finite- 
difference equations and propagate these equations in time using a small time step Ar. To 
solve these equations the initial and boundary conditions need to be specified.
Initial conditions in a MD simulation depend on the integration algorithm for the 
equations of motion. For example, the velocity-Verlet algorithm requires only the initial 
positions and velocities of atoms to be specified whereas the standard Verlet algorithm 
requires two consecutive sets of atomic positions. If the simulation is a continuation of
* A classical description is considered sufficient in most simulations of real materials if the de Broglie 
thermal wavelength is much less than the average nearest-neighbor separation.
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another previously completed run, then the initial configuration for the second run is read 
in from the file containing the last saved configuration.
In the simulation of crystals, it is natural to place the atoms at their equilibrium 
lattice positions and the dimension of the MD box is taken to be an integral multiple of 
the unit cell in the crystal. Simulations of amorphous materials usually involve 
quenching a molten state. The starting molten state for the simulation of an amorphous 
state is attained by heating the crystalline system. The number of particles and the 
dimensions of the MD box are chosen in such a way that the system has the desired 
density. The initial velocities of the atoms are chosen randomly from a Maxwell- 
Boltzmann distribution. These velocities are scaled to obtain the desired temperature 
using the equipartition theorem. The total linear and angular momenta are set equal to 
zero [3].
Molecular dynamics simulations are performed in a box of volume V. The shape 
of the MD box is usually chosen to be cubic, although other shapes like octahedron and 
rhombic dodecahedron are also possible and have been used. In order to simulate bulk 
systems, periodic boundary conditions are applied to eliminate surface effects arising 
from using a finite box. In this arrangement the simulation box of length L is used as a 
basic unit and replicated throughout space by translation. In the course of a simulation, 
the motion of image atoms is identical to the motion of an atom in the original box. Thus 
when an atom leaves the original box an image atom enters through the opposite face as 
shown in Figure 3.1. This serves two purposes: First, surface effects are eliminated in a 
mathematically well defined manner; second, the number density of the original box is 
conserved. The box then functions only as a convenient coordinate system. In 
principle, each atom interacts with all other atoms in the original box and also with 
periodic images of all the atoms. In practice, if the range of the forces is smaller than
26
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L/2, only interactions with closest images need to be considered. This is known as the 
‘minimum image convention’. In the simulation of certain ensembles, like the 
isothermal-isobaric (NPT), the shape of the MD box is allowed to change but the basic 
idea of periodic boundary conditions remains the same [30].
Figure 3.1. Illustration of the concept of periodic boundary condition. The MD box is 
shown in red and the periodic images in lighter color.
3 . 1 .1  Interatomic potentials
The essential input to any MD simulation is the potential function. The degree to 
which the results of MD simulation represents the properties of real materials is 
determined by how realistic the interatomic potential is. The functional complexity of an 
interatomic potential determines the amount of time needed for the simulation. Over the 
years a vast number of potentials have been developed which include pair potentials, 
embedded-atom potential [31], the shell model [32], bond-order potentials etc. [32, 33],
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A brief survey of some of these potentials along with the different classes (ionic, 
covalent and metallic) of materials they describe is given in the following.
In the case of a system of N  atoms, the potential energy may be written as a sum 
of one-, two-, three-body terms, etc.
The first term in equation (3.3) represents-the effect of an external field on the 
system. The second term represents the pair-wise contribution to the potential and 
describes well the interactions in monatomic systems with close-packed structures. This 
interaction depends only on the interatomic separation, ry. A common pairwise potential 
used in the simulations of rare-gas atoms is the Lennard-Jones potential. It has the form:
where e represents the depth of the potential well and a  is the characteristic length in the 
potential. This potential has been quite successful in describing the behavior of rare 
gases.
A widely used functional form for the three-body term is the Stillinger-Weber 
potential [34], It consists of interactions between triplets of atoms and represents the 
bond-stretching and bond-bending contributions to the potential. It has the general form:
Here BJik is the strength of the interaction and 6jik is a constant angle (109. 47° in the 
case of SiC and GaAs). The four-body and higher-order terms in equation (3.3) are
(3.3)
v(r) = 4£((cT//-)12-(<T/r)6), (3.4)
vm (m * > cos6m) =  Bm h ) [c<>s ~ cos0Jlk]*>
where 0Jlk is the angle formed by r,y and r jt and is determined from,
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usually ignored as their contributions to the potential are negligible in comparison to the 
two- and three-body terms. In order to simulate materials that are both ionic and covalent 
in character, it is necessary to use both two- and three-body interactions. Molecular 
dynamics simulations of GaAs and nanophase SiC are based on a combination of two 
and three-body interatomic potentials developed by Vashishta et al.
Another class of potentials, called the bond-order potentials, has been quite 
successful in describing covalently bonded systems. Tersoff s potential is a bond-order 
potential and has been used to describe the properties of SiC. The general form of this 
potential is:
v J 'V . J - A v J 'V , ) ] ,  (3 .7
Z  i . j
where V jf\r )  represents the interatomic repulsion and VjjA)(r) represents the attractive 
part due to bonding of valence electrons. The attractive part, V ^ \r ) ,  is modified by the 
bond-order term, br  This potential has been used to describe bonding for solid silicon 
[35], carbon [36], and germanium [33], The value of the bond order, b:j, depends on 
local coordination and bond angles. As the coordination increases, the value of bjj 
decreases and the bonds become weaker. A major drawback of this potential is the short 
range of the interaction (only nearest neighbors are included) and the absence of charge 
transfer. Bond-order potentials are therefore restricted to materials with predominantly 
covalent bonding with little charge transfer.
3.1.2 Force calculation and parallel implementation
In MD simulations the trajectory of each particle is obtained by integrating the 
equations of motion (3.1). The second-order differential equations are first converted to 
difference equations which are then propagated forward in time using a small discrete 
time step. At each time step, it is necessary to calculate the forces on all the particles and
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then the atomic positions are updated. The calculation of forces is the most compute 
intensive part of a MD simulation. The time taken for a double loop used to evaluate the 
forces for a pair-wise potential is proportional to N 2. This calculation can be reduced to 
O(A0 for short-range forces using the linked-cell list technique [1]. For long-range 
forces the use of Ewald sum [37] and the fast multipole method (FMM) [38] can again 
reduce the force calculation to O(N).
• Linked-cell list and neighbor-list approach
In this technique the MD box is divided into cells of dimension d (d = rc + 8) 
where rc is the cut-off for the potential and 8  is the “skin”. To calculate the forces on 
particle i (see fig. 3.2(a)), only atoms in the cell it belongs to and the adjacent 
neighboring cells need be considered. If the average number of atoms with which atom i 
interacts is M, then the computation scales as MN. Thus the linked-cell method leads to 
an O(A0 algorithm. If Newton’s third law is invoked, the computation can be reduced 
by a factor of two as only half the number of neighboring cells need to be considered. 
The “skin” allows the update of the linked-cell list once every several time steps as long 
as the atoms do not move a distance greater than 5/2. Another approach is to construct a 
list of neighbor atoms that lie within a shell (rc + 8) of each atom i (see fig. 3.2(b)). The 
neighbor-list needs to be updated only when atoms move by more than 5/2. If the 
average number of atoms with which atom i interacts is P, then the computation scales as 
P N . If Newton’s third law is invoked the computation can be reduced by another factor 
of two. Large memory (~PN) storage requirement is the drawback of the neighbor-list 
approach.
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Figure 3.2 (a) Illustrating the linked-cell list idea; the simulation box is divided into cells 
of dimension of(rc + S). (b) The neighbor list consists of atoms that lie within a shell 
(rc + S) of atom i.
• Multiple time step (MTS) approach
The execution time for the force calculation can be further reduced by the MTS 
approach proposed by Streett et al. [39]. In this approach the force experienced by a 
particle can be separated into a rapidly varying primary component and a slowly varying 
secondary component. The primary interaction (short range ra) arises from nearest 
neighbors of a particle, whereas the secondary forces (long range rc) are due to other 
particles. The time step At is divided into m smaller steps, 5t = At/m. The primary 
forces are calculated with the time step St. The secondary force is computed with the 
time step At and then extrapolated using a truncated Taylor series.
• Force tabulation
In this technique, the potential and force for a set of points equally separated by 
distance r 2 are tabulated at the beginning of the simulation. During the simulation, the 
potential and forces arc obtained from the tables through an interpolation scheme. The 
effectiveness of this method depends on the complexity of the potential used. If the form 
of the potential is simple (for example, the L-J potential), then a lookup table will
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probably slow down the simulation. On the other-hand, if the potential involves 
complex functions, then tabulating the entire function or at least parts of it will improve 
performance.
• Parallel domain decomposition
Realistic MD simulations for cluster-assembled nanophase materials and dynamic 
fracture of materials require large system sizes of the order of 106-108 atoms. It is very 
difficult if not impossible to simulate such large systems on serial machines because of 
memory, speed and other constraints. The only alternative is to use parallel computers. 
Molecular dynamics simulations have a great deal of inherent parallelism. This can be 
exploited by the domain-decomposition strategy. Domain decomposition is used to 
balance the computational load among p processors. Other than the issues of 
interprocessor communication, the same algorithms (linked-cell, neighbor list etc.) are 
used to solve the equations of motion.
Domain decomposition involves the division of the MD box into smaller domains 
of equal volume, each of which is geometrically mapped to individual processors. Each 
processor then maintains information about the current positions and velocities of all the 
atoms that lie within its spatial domain. Each domain is further sub-divided into cells and 
a link-cell list is constructed. As the simulation proceeds, atoms may move across 
domain boundaries and therefore relevant data for these atoms are transferred to the new 
domains using message-passing interface calls (in PVM csend, crecv, etc.). To calculate 
the forces on atoms near the domain boundary, the information about the atoms in the 
boundary cells of neighboring domains is required. For this reason it is useful to define 
an “extended node”, as shown in fig. 3.3.
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Figure 3.3 Domain decomposition in 2D (4 domains shown). Each domain is further 
subdivided into cells of length rc, the potential cut-off. Arrows indicate message passing 
directions.
An extended node is a regular node surrounded by a layer of “skin cells” 
corresponding to other nodes. For force calculations, the information about the positions 
of the particles in the cell adjacent to a node is sent by it to neighboring processors. The 
atoms received from neighboring nodes are included in the force calculation.
3.1 .3  Integration algorithms
A number of different finite-difference algorithms have been used to integrate the 
equations of motion [1, 40, 41]. The speed of the integration algorithm is not an 
important consideration because the calculation of forces takes up most of the 
computation time. It is more important for an algorithm to be accurate for large time 
steps because this implies fewer calculations of forces for a given length of a simulation.
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Higher-order finite difference algorithms allow the use of large time steps but the price 
paid is increased memory usage.
A typical MD simulation explores the phase space on a constant energy surface. 
The energy conservation is determined by the integration algorithm and the time step 
used in the integration process. The higher-order algorithms show excellent short-time 
conservation of energy but perform poorly on long-time stability. In contrast, simple 
algorithms like the Verlet integration scheme tend to have moderate short-term energy 
conservation but excellent long-term stability. Unfortunately no algorithm exists that 
shows both short and long-term stability [2],
Since Newton’s equations of motion are time reversible, it is desirable to use a 
time-reversible integration algorithm. In order for an algorithm to exhibit long time 
stability in the conservation of energy, it is important that the algorithm preserves the 
volume of phase space as it evolves in time. These algorithms are also called area- 
preserving algorithms. The well-known velocity-Verlet algorithm is both reversible and 
area-preserving [40], The derivation of this algorithm using the Liouville operator [42] 
is given below.
In the case of a Hamiltonian system, the Liouville operator, L, is defined as
where denotes the Poisson bracket and the Hamiltonian, H, in Cartesian
coordinates is given by,
(3.8)
/ / = y ^ - + v .
/ 2m, (3.9)
The Liouville operator then becomes,
(3.10)
The Hamilton’s equations of motion,
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dH dH
q ' = ^ ’ P' = " ^ - ’ 
may be written in terms of the Liouville operator,
r(f) = e“T(0 ) = t/(Or(0), (3.12)
where T(f) = {q,(0.P ,(0} and T(0) = {qf(0),pf(0)} represent the state of the system at 
time equal to t and 0, respectively. U(t) = e‘u is the classical time-evolution operator. If 
the Liouville operator is decomposed into two parts,
iL = IZ1 + /I2, (3.13)
the Trotter theorem yields:
U(At) = eiUu = e'L' A'/V L2V Z'1 A,/2 + 0( A/3). (3.14)
The state of the system at time t = n At is obtained by n successive application of the
propagator U(At). The Liouville operator can be decomposed as follows:
< 3 1 5 >
In this case, the Trotter formula yields
a, a , ( A , / 2 ) ? v ‘ * ;  <4,/2)?v'4 < 3 1 6 >U{At)=Ul {^-)U2 (At)Ul {— )= e  e e
Operating with this factorization on {q, (0),p, (0)} and using the identity
e dxf { x ) ^ f { x  + t), (3‘17)
the positions and velocities at time At are obtained as
q,.(Ar) = q,(0) + — p,(0) + ^ - p , ( 0 ) ,  
m 2m
p,(A r) = P,(0) + ̂ ~ [p ,(0 )  + p,(Af)], 
which are identical to the equations of the velocity-Verlet algorithm [10].
(3.18)
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As U{-At) -  U~l(At), this integrator is time reversible and thus ensures long­
term stability. The choice of the time step is determined by the energy conservation. 
Typically, in a MD simulation the energy conservation to an accuracy of 1 part in 104  - 
105  is desirable. The time-step At is at least an order of magnitude smaller than the 
typical time required for an atomic oscillation; typically At ~ 10' 15 s.
In almost all MD simulations the phase space trajectories of the particles are 
extremely sensitive to initial conditions. That is, slightly different initial conditions will 
lead to exponentially divergent trajectories. This does not undermine the ability of MD 
simulations to predict the trajectory in phase space because of the statistical nature of 
problem.
3.2 Statistical ensembles
Generally MD simulations are carried out on in a microcanonical ensemble where the 
particle number (AO, the volume (VO, and the total energy (£) of the system are held 
constant. However, it is also desirable to observe the behavior of a system at constant 
pressure (P) and/or constant temperature (T). In the next subsections, we describe the 
isothermal (NVT) and isothermal-isobaric (NPT) ensembles.
3.2.1 NVT ensemble
One of the earliest methods for the constant temperature MD was a momentum 
scaling procedure, in which the velocities of the particles are scaled at each time step to 
maintain the total kinetic energy at a constant value [43]. This approach has been widely 
employed but there is no rigorous proof that it generates configurations belonging to the 
canonical ensemble. Since then many other methods have been developed [44, 45], 
Anderson’s method [46] involved a strategy in which the velocities of the particles were 
changed stochastically to produce the Boltzmann distribution. This method lacked a 
well-defined conserved quantity. Hoover et al. proposed a constraint method in which
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an additional velocity dependent term was added to the forces to keep the total kinetic 
energy constant [47].
An extended system method introduced by Nose has been widely used for 
isothermal simulations [48, 49]. In this method a fixed temperature is ensured by 
keeping the system in thermal contact with a heat bath (or thermostat) set at the required 
temperature T . By adding an additional degree of freedom s, the total energy of the 
system is allowed to fluctuate. A special choice of the potential for the variable s 
guarantees that the average of the static quantities in this method is equal to those in the 
canonical ensemble. The total energy of the particles is allowed to flow between the 
system and the heat bath. The Hamiltonian, Hexf of the extended system is postulated to 
be,
where the first two terms represent the kinetic and potential energy of particles and the 
last two terms represent the kinetic and potential energy of the heat bath, s and ps are 
the generalized coordinate and momentum of the heat bath; Q is a parameter of 
dimension energy.(time) 2  and behaves as a “mass” for the motion of s; and /  is the 
number of degrees of freedom. The conserved quantity for this dynamics is Hcxt [50].
In Nose’s formulation of the (NVT) ensemble, the equations of motion are:
A logarithmic dependence of the potential on the variable s, ( f  +l)kgTreglns, is essential 
for producing the canonical ensemble [49]. It is important to note that the extended
(3.19)
Qs = Im q ? s  - ( /  +1 )kbTreq /s . (3.20)
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Hamiltonian, Hexl, and the equations of motion generated from it are written in virtual 
variables (q ,,p ,,f). These are related to the real variables (q ',p ',0  by,
q / = V  (3.21)
P? = Pi/s. (3.22)
, f  dt
t = \ — , (3.23)
J  s
and the real velocity is expressed via a scaled form as,
dq'. d q .
l = s (3.24)
dt' dt
The equations of motion (3.20) can be shown to give canonically distributed 
positions and momenta. This is true only if the system is ergodic. For large systems in 
equilibrium, the ergodicity requirement is well satisfied and equations (3.20) indeed give 
rise to the canonical distribution. However, in the case of small or stiff systems the 
dynamics is not ergodic and the correct canonical distribution is not generated [50].
A modification of the Nose dynamics, proposed by Martyna et al. [50, 51] 
includes not one thermostat variable but a chain of thermostats (Nose-Hoover chains). 
The dynamics generated from such a chain has been shown to be canonical in certain 
cases where the original formulation of one thermostat fails. The addition of extra 
thermostats is relatively inexpensive even for large systems because they form a simple 
one-dimensional chain. Only the first thermostat interacts with the particles in the 
system.
The conserved quantity for the case of a chain of M  thermostats is given by,
_2
H ‘ = 1*(r)+X l r + ■ <3-25>
i = l  1 1=1 ^  1 = 2
where, the additional degree of freedom s is transformed to the variable £ by,
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log st =Nf &, 
log J( = £,
and the choice of thermostat masses, Qp, is usually determined from,
QP, = NfkBTrrq/(Op,
QPl = kBTrrq jco p,
(3.26)
(3.27)
where cop is the frequency at which the particle thermostat fluctuates.
Explicit reversible integrators based on the Liouville operator and its factorization 
using the Trotter formula have been implemented by Martyna et al. [51] for the (NVT) 
ensemble. The Liouville operator for the equations of motion generated by the Nose- 
Hoover chain (NHC) of M  thermostats coupled to an N  particle system is,
iL = ^ v , . V ri+ ^
; = i  i = i







G, = — - N fkBTm
\  i=i (3.29)
I > L
Using a simple generalization of the Trotter formula, the evolution operator can be
written as,
exp(iLAr) = e x p ^ H c y je x p jV ,  y jex p (iL 2 At)exp^'L1 ^ e x p ^ / Z ^ y
+ 0(Ar*)
where iL^JL^ and are defined as
(3.30)
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/V




^ = X y'-v " ’
(3.31)
and
N ̂ M  ̂ ^  M-1 ^
= - S v6 y--v " + Z v<. j g + X ( G' - v<., « . . ) * r +G * * ,
(3.32)
i = l  1=1 = '  i = l
On substituting equations (3.31) and (3.32) into equation (3.30) the full time-evolution 
operator exp(*LAf)is obtained. The exponential operator, when allowed to update the 
particle and thermostat variables, generates the velocity-Verlet equations for these
(  ArA .variables. The Nose-Hoover chain part of the evolution operator, expl —  I, is
written as:
(■t Atexpl iLnhc 2
"<■ r




/=i  ̂ ~~c'
where a multiple time step (/ic > l,)  approach has been used. The operator 
exp^iZ^Hc-^j is first applied to update the |^ , v^,vj variables. Next the updated
velocities are used as the input to the velocity-Verlet step, 
exp[ iL, y je x p (/L 2 Ar)exp^iZ1  y j  , and finally the last exp^iX,^ y  j  is applied to
the output of the velocity-Verlet step. This procedure is summarized as follows:
r(Af) = rvV At; r(0), v ( y )
v(A/) = vNHC 
^ )  = I nhc
f \  v'(AZ), V{ ( y )
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(3.37)
where
v y ' ,  v(0), v^(0) , (3.38)
v'(At) = yvV r(0), v ( y )  , (3.39)
l ( y )  = ̂ NHc y ;  »  v(0), v^(0) ,
v« =vw- _ y ; v(° W ° )  • (3.41)
(3.40)
and {rvl/,vvV} represent the output of a single velocity Verlet step.
3.2.2 NPT ensemble
Constant pressure MD approach was first introduced by Andersen [46] to allow 
for isotropic changes in the volume of the simulation box. Volume fluctuations are 
included through a new dynamical variable. Subsequently, Parrinello and Rahman [52] 
extended this method to allow for changes in the shape of the MD box. The Parrinello- 
Rahman approach has proved to be very valuable in studying phase transformations 
when there is a change in the crystal structure (unit cell dimensions and angles). 
Constant pressure may be maintained by coupling the coordinates to the volume of the 
MD box through the use of scaled coordinates. The atomic coordinates of the z'th particle, 
r; , is written in terms of dimensionless scaled coordinates, s, , as:
!• = s^h, + j.2h2 + ri3h3 = hs,, i = 1, 2, .. .N. (3.42)
where, h, is the so-called /z-matrix and written as,
( K  k  h , ;  
*»=*!, K  K  ■
^ 2  z  ^ h z j
(3.43)
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In the Parrinello-Rahman approach, the dynamic MD box whose sides are the 
three vectors (h,,h2,h3) is included in the Hamiltonian. The “mass” associated with the 
box variables is W and V is the volume of the box (v  = det[h] = h, h2 x h3j. This
approach may be combined with Nose’s heat bath to simulate an NPT ensemble and the 
equations of motion that generate the NPT ensemble are,
' m, W
N f\  f  J
Tr[pg] Pe
— ----- - p ,
W Q '
-  P. . * 1
W
^  = v(Pint- I  />„,) + _ L V P l  
N f ^  m,
f  , = i  '




where I is the identity matrix, Tr[...] is the sum of the diagonal elements [51]. The 
conserved quantity in this ensemble is,
H ' - S i r +5 F T r + * - 6) +p«- M 6!
»= 1
(3.45)+ {Nf + d 2)kBTrJ  .
The particles and the box variables have been coupled to a single thermostat. The 
pressure tensor is defined as,
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U')
(3.46)
If the pressure tensor is asymmetric(Pap * P^),  a net torque acts on the box and will 
cause it to rotate. This is avoided by using the symmetrized tensor
in the equations of motion and setting the initial total angular momentum of the cell to 
zero (p g =Pg). The difference between the external pressure, Prxl, and the internal
pressure, governs the dynamics of the box. The box “mass” is taken to be,
where <WAis the frequency at which the box variables fluctuate. The Liouville operator 
for the equations of motion (3.44) can be written as,




and iLNHC retains its previous definition (3.32) except that
(3.50)
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The time-evolution operator is written as,
exp(/LAt) =  exp^‘£-jvjjjC p  y je x p ^ 'Z ,,  y je x p ^ A r je x p j^ L j  y j e x p ^ 'L ^ ^ p  y
+ 0(A /3 ),
where
^ nhcp ~ iLNHC + iLp,
iLp -  (VgU v« J ^ (v ) Xap \ B/a0 <=I
N





^  = E M . ,  5 ? s r + X ( v- + v , ]  v -, ■
<*P V la p  i=l
The full time-evolution operator is applied as in the NVT  case and the 
equations are obtained for the particle and box variables
f= ( A t \ t .n. ... . = ( AfYt ,A t ,It I I - '™ - " "  ■ a . 1 1  ---
2
where
r;(Ar) = cg(0)-j Ie[ —  ̂ ( 0 ) ^ (0 )  + A/Is^ y  jc*(0)v,(— )
h(Af) = cg(0)j Ie[ y ) c ‘(0)h(0)
i f  ) -» . ( ° )+^[«k°)]-




, . N sinhf Xa — 1
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Here X a  are the eigenvalues of vg(Ar/2) and cg(0) is the associated matrix of
3.3 Computation of physical quantities
After the initial setup is complete, a MD simulation is run to equilibrate the 
system. Thermodynamic, structural, elastic and dynamic properties of a system can be 
computed by averaging them over the phase-space trajectories. It is important that the 
system reaches an equilibrium state before this averaging is done.
The purpose of equilibration is to prepare the system so that it comes to the most 
probable configuration consistent with the desired temperature and pressure. At the end 
of the equilibration period, all memory of the initial configuration is lost. One test to see 
whether a system has equilibrated is to plot various thermodynamic quantities such as 
energy, temperature and pressure as a function of time. When equilibration has been 
achieved, these quantities fluctuate around their average values, which remain constant 
over time. Another check on equilibration is to start the calculation with different initial 
positions and velocities. Convergence to similar averages from different initial values is a 
good indicator that equilibration has occurred.
3.3.1 Thermodynamic quantities
A number of thermodynamic quantities can be calculated as averages in any 
convenient ensemble. The kinetic, potential, and the total internal energies may be 
calculated using the following equations,
eigenvectors ( c‘vgcg = A).
E = (H) = (K) + (V). (3.55)
The kinetic energy is,
(3.56)
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where the a 's  denote the cartesian coordinates (*, y, z) and the potential term involves 
summing over all pairs, triplets etc. of particles, depending upon the complexity of the 
potential function [1 ].
The temperature can be calculated by making use of the equipartition theorem:
,  w
<3 - 5 7 >
The pressure can be expressed in terms of the virial, W :
W . l j S i - r , .  (3.58)
;=l
PV = N kBT + (W),
where f i s  the force on particle i. Some quantities are defined in terms of fluctuations of 
other quantities. For example, the specific heat at constant volume in the microcanonical 
ensemble is written in terms of the fluctuations in the total kinetic energy as,
<^Ll - k T
( K )  k J 2 C„
(3.59)
3.3.2 Structural correlations
The structure can be characterized by the pair-distribution function,
(3-60)
where a ,p  are atomic species and (...) implies an ensemble average. This function 
gives the probability of finding a pair of atoms a distance r apart, relative to the 
probability expected for a completely random distribution at the same density. In 
practice, the delta function is replaced by a function which is non-zero in a small range of 
separations, and a histogram is compiled for all pair separations falling within that range.
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Another measure of structure in a system is the structure factor, Sap(q), which is written 
in terms of the pair correlation function, gap(r), as
where ca is the concentration of species a  (ca = Na/N) .
The static structure factor SN(q) measured by neutron scattering may be obtained from
where ba is the coherent neutron-scattering length of species a .  The last expression 
allows us to compare the structural results from neutron scattering directly with the 
corresponding MD results.
The bond-angle distribution is a way to characterize the three-particle correlations 
in the system. A cutoff distance rh is chosen, so that particles i and j  are considered to 
form a bond if r:j < rh. A histogram of the bond angles is constructed by going over all
the appropriate triplets of particles. NMR experiments measure bond-angle distributions 
which can be compared with MD results.
3.3.3 Elastic moduli and stresses
The internal stress tensor for a system of N atoms may be written as,
where a, p  denote the cartesian coordinates and only internal contributions due to
interactions among particles are considered. Equation (3.63) is the virial definition of 
stress. The elastic constants are calculated from the Hooke’s law,
(3.61)
V ? ) :
(3.62)
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where the stress o ap is defined by equation (3.63). In the calculation of the elastic 
constants Cafil6, a strain is applied along one of the six components of the strain tensor 
(H*r’ Mv>" u i z '  u x y >  u y z '  “«)• A conjugate-gradient approach is used to relax the system
and the resulting stress components are measured using equation (3.63). This strain and 
the resulting stress are used in equation (3.64) to obtain specific elastic constants.
3.3.4 Dynamic correlations
The correlations between two different quantities A and B are measured using
the correlation function CAB(t). The time correlation function for A and B is defined as:
CAb(0  = (A(t)B(O)), (3.65)
where an ensemble average is taken. One way to calculate the phonon density of states 
in the harmonic approximation is to compute the Fourier transform of the velocity- 
velocity autocorrelation function, Za(t), which is defined as,
(v(r)v(O))
z-(',= W r '  (3-66)
where {...)a denotes an average taken over all atoms of type a  and different time origins. 
The diffusion coefficient is obtained from the mean-squared displacement:
([r(0-r(0)]2)
Da = lim—---------------k-. (3-67>
6 1
This is the Einstein relation valid at long times.
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CHAPTER 4
SINTERING, STRUCTURE, AND MECHANICAL PROPERTIES 
OF NANOPHASE SILICON CARBIDE
4.1 Background
Many technological applications of ceramics stem from their remarkable physical 
properties: light weight, high strength at elevated temperatures, chemical stability, and 
low thermal expansion [53]. The widespread use of these materials has been impeded by 
their brittle nature and their inability to withstand mechanical shock. It has been 
observed that ceramics become much more ductile allowing large plastic deformations if 
they are synthesized by consolidating nanometer size particles [54], These so-called 
nanophase ceramics deform plastically under an applied stress due to the ease with which 
the small grains slide by each other. The enhanced ductility and improved mechanical 
properties are presumably due to the presence of a large number of atoms in inter-particle 
regions replacing the intergranular microstructure in conventional polycrystalline 
materials [18, 55],
Nanophase ceramics are usually prepared as powder compacts. To maximize 
properties like strength, thermal conductivity etc., it is desirable to eliminate as much of 
the porosity as possible. The densification of these powder compacts is achieved by 
sintering them at high temperatures and pressures. The atomic organization and 
dynamics of an assembly of principally covalent-bonded nanoparticles are complex and 
therefore, the sintering behavior and mechanical properties are poorly understood. The 
central questions that emerge are: What is the behavior of these particles as they sinter 
and can the sintering process be understood on an atomic level? To this end large-scale 
parallel MD simulations have been performed to investigate sintering, structure and
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mechanical properties in nanophase silicon carbide. In addition a neutron scattering 
experiment has been performed at the Intense Pulsed Neutron Source Division (IPNS), 
Argonne National Laboratory to investigate the intra- and inter-particle structure and 
sintering behavior in nanocrystalline silicon carbide.
4.2 Interatomic potential
MD simulations of n-SiC are based on a combination of two- and three-body 
interatomic potentials designed by Vashishta et al. The two-body terms include charge- 
transfer between atoms through screened Coulomb potentials, charge-dipole interactions, 
steric repulsion between atoms, and dipole-dipole interactions. Covalent effects are 
taken into account through three-body bond-bending and bond-stretching terms. The 
interatomic potential for crystalline SiC is validated by checking the self-consistency of 
the MD results against experimental measurements of structural and dynamical properties 
including the lattice constant, cohesive energy, elastic moduli (Cn, C ]2, C4 4 ), bulk 
modulus, and the phonon density-of-states of p-SiC. Table 4.1 shows the MD and 
experimental results for the quantities mentioned above.
Table 4.1 Comparison of MD results for /3-SiC with experiment [56].
MD Experiment
Lattice Constant (A) 4.36 4.36
Elastic Moduli (GPa)
c „ 390 390
c l 2 142 142
C 4 4 226 256
Bulk Modulus 225 225
Melting/Decomposition temperature 3000°C 2830°C
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4.3 MD simulations and experimental setup
In the molecular dynamics calculations of SiC, the equations of motion were 
integrated with the velocity-Verlet algorithm using a time step of 1.5 fs. The calculations 
were performed on a 40-node Digital Alpha cluster on two Gigaswitches in the 
Concurrent Computing Laboratory for Materials Simulations at Louisiana State 
University. The parallel efficiency of the algorithm is 94% and the communication 
overhead is 6 %.
Before starting the molecular dynamics simulations, spherical nanoparticles of 
diameter 3 nm are cut out from crystalline j8 -SiC. The particles are first relaxed using the 
conjugate gradient technique and subsequendy heated to 300K. The inidal nanophase 
system consists of 864 of these nanopaiticles in a cubic box of dimension 34.5 nm. 
Subsequendy the system is heated gradually to 1800K in steps of 300K. At each 
intermediate temperature the nanophase system is relaxed for several thousand time 
steps. This inidal configuration of n-SiC is consolidated under pressure in the 
isothermal-isobaric ensemble [51]. The system is well thermalized at 1800K for 15 ps 
and subsequently subjected to external pressures of 1, 5, 10 and 15 GPa. At each 
pressure the system is cooled from 1800K to 1200K, 700K, and 300K. At each 
temperature, it is relaxed for at least 5 ps. After reaching 300K the pressure is removed 
gradually and in this manner systems at four mass densities, 2.26, 2.64, 2.76 and 2.83 
g/cm3  are generated. A view of the inidal nanophase system containing randomly placed 
clusters is shown in fig. 4.1(a) and the same system after full consolidation under a 
pressure of 15 GPa is shown in fig. 4.1(b). The density of the fully consolidated system 
at 300K is -90% of the crystal density which is 3.21 g/cm3.
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(a) (b)
Figure 4.1 View of nanoclusters in the MD box: (a) Initial setup; (b) after consolidation 
under a pressure of 15 GPa.
4 .4  Results
4 .4 .1  Sintering
The n-SiC powder used in the neutron scattering experiment was prepared by the 
method of Chemical Vapor Synthesis by Winterer et al. [57]. Tetramethylsilane (TMS) 
precursor and optimal synthesis conditions (high reaction temperature of ^  1400K, low 
total pressure of 1 kPa, low TMS partial pressure of £ 600 Pa and short reactor hot 
zones of ^ 0.2 m) were chosen to produce nanometer (~3 nm) grains with high 
crystallinity (/3-SiC) and low agglomeration. The neutron experiments were performed 
using the Small-Angle Neutron Diffractometer (at 298K), the Special Environment 
Powder Diffractometer (298 to 1650K), and the High-Resolution Medium-Energy 
Chopper Spectrometer (10K) at the Intense Pulsed Neutron Source Division, Argonne 
National Laboratory. The samples were kept either in an argon atmosphere or under 
vacuum during handling and data collection so as to minimize oxidation or
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contamination. A description of the neutron instruments and the general experimental 
procedure is given in [20, 58],
Using the Special Environment Powder Diffractometer (298 to 1650K), powder 
diffraction patterns were obtained at different temperatures (298-1650K). Figure 4.2 





Figure 4.2 The peak profiles of the powder patterns at 1390K and 1630K.
S3
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The peak positions of the powder patterns agree well with the Rietveld refinement 
of the crystal structure based on the cubic phase of /J-SiC, although considerable diffuse- 
scattering arising from a disordered component in the nanophase is clearly seen at all 
temperatures. From the widths of the powder peaks, we estimate a mean crystalline 
domain size approximately 2.5-3.0 nm at temperatures up to 1500K, in good agreement 
with x-ray results [57].
Beginning at -1500K a rapid increase in the domain size due to sintering is 
observed (see fig. 4.3(a)). This behavior is compared with the molecular dynamics 
results for the temperature dependence of the rate of bond formation between the 
nanoparticles1  (see fig. 4.3(b)). Despite the large difference between the two time-scales, 
the molecular dynamics simulation is able to provide detailed picture of the onset of 
sintering through a dramatic change in the rate of bond formation around the sintering 
temperature. The molecular dynamics results in Fig 4.3(b) show that the increase in 
temperature has a negligible effect on the number of bonds formed per unit time (about 
500 bonds/ps) up to -1500K. Above that temperature, a sharp rise in the rate of bond 
formation occurs which signals the onset of sintering in the n-SiC system. Thus both 
molecular dynamics simulation and neutron scattering experiment data indicate that the 
sintering temperature in nanophase SiC is considerably lower than that (2100 - 2400K) 
for coarse-grained SiC.
MD simulations provide further details regarding the structural evolution during 
sintering and consolidation. Pore analysis is performed with the breadth-first search 
approach [59] after dividing the MD box into smaller cubic cells (length -0.4 nm) and 
identifying contiguous unoccupied cells. The volume of a pore is the sum of the 
volumes of the empty cells within the pore and its surface area is the total area of all the
* A bond between Si and C atoms from two different clusters is said to exist if the separation between 
those atoms is less than or equal to the nearest-neighbor separation, 2.3A.
54







•  •  •  •  • •  •
•  •
2   I I I I I ■ ■ I ■ ■—■—I—■—■—■—I—■—■—>-







1200 1600 2000400 8000
Temperature (K)
Figure 4.3 (a) Onset of sintering in neutron scattering is indicated by the increase in the 
average particle size above 1500K. (b) Shows the MD results for the rate of bond 
formation between clusters as a function of temperature in nanophase SiC
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faces shared by the empty and occupied cells intersecting the pore surface. The 
morphology of pores is determined from the variations of the average pore radius R and 
the interface width W  with the pore volume V (see fig. 4.4). We have determined the 
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Figure 4.4 Dependence of the average pore radius and the interface width on the pore 
volume at300K and mass density of 2.83 g/cm3. The inset is a snapshot of the pores in 
the consolidated system.
The mean pore radius R scales as Vn with tj = 0.422 for the systems at densities 
of (2.64, 2.76 and 2.83 g/cm3). (Subscript indicates the error in the last digit.) The 
fractal dimensions d  = 1/rj is 2.4, for the (low, intermediate, high) density system. The 
interface width, which is a measure of the pore-surface roughness, scales as V*1 with fi =
56
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(0.453, 0.443, 0.474) for the systems at densities (2.64, 2.76 and 2.83 g/cm3). The inset 
in fig. 4.4 shows a snapshot of pores (green) in the system. Thus within statistical error 
the values of /x and tj are the same at different densities and the fractal dimension of 2.4, 
is consistent with the one obtained from the SANS data. It should be noted that small- 
angle neutron scattering obtain a similar fractal dimension for densified silica aerogels (d 
= 2 .0 2) [60],
In the MD simulation we have also monitored the atomic diffusivities (Si and C) 
at 1500K. The diffusion is small for atoms in the interior regions of the particles 
whereas the atoms in the outer most layer (0.5 nm thick) show at least an order-of- 
magnitude larger diffusivities near the sintering temperature (1500K) (see fig. 4.5 (a)). 
This indicates that at the early stage of sintering mass transfer is primarily due to surface 
diffusion. Figure 4.5 (b) shows the mean-squared displacement of Si atoms in the outer 
layer of nanoclusters at three temperatures (900K, 1200K, and 1500K). Clearly, the 


















Figure 4.5 Mean-squared displacements of Si atoms: (a) In the outer and interior regions 
of clusters; and (b) in the outer layer (5A) of the clusters at different temperatures.
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4.4.2 Structure
There has been considerable debate over the atomic configuration in the vicinity 
of grain boundaries of consolidated nanophase materials. While some experiments 
concluded that atoms in the grain boundary region were gas-like showing no organized 
structure [61, 62], other experiments claimed the presence of short-range order similar to 
that in liquids or amorphous solids [63, 64]. To address these issues we have performed 
a complete structural characterization of the fully consolidated n-SiC system (p = 2.83 
g/cm3) using large scale MD simulations.
We calculate the pair-distribution functions, nearest-neighbor coordinations, and 
bond-angle distributions for the nanophase systems. These quantities are calculated for 
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Figure 4.6 (a) Si-C pair correlation function in the interior (dashed lines) and the 
interface (solid lines) regions, (b) Si coordination in nanophase SiC at 300K and mass 
density of 2.83 g/cm3. In the interior (dashed lines) and interface (solid lines) regions 
there is a drop in the coordination number.
In Fig. 4.6(a) we show the Si-C pair-distribution function for atoms inside the 
nanoparticles (dashed line) and for those in the interparticle regions (solid line). The 
sharp peaks present in the interior of the clusters (dashed lines) indicate an essentially
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crystalline core. In the interface regions the peaks are broader in general, indicating more 
disordered structure.
From the Si-C pair distribution function, we find the average nearest-neighbor 
coordination for Si atoms reduces from 4 in the interior of particles to close to 3.5 in the 
interface regions (fig.4.6(b)). This indicates that there are nearly the same number of 
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Figure 4.7 (a) The Si-C-Si bond-angle distribution in the interior (dashed lines) and the 
interface (solid lines) regions and (b) the C-Si-C bond-angle distributions in the interior 
(dashed lines) and the interface (solid lines) regions.
Figures 4.7(a) and (b) show the Si-C-Si and C-Si-C bond-angle distributions. 
Again, the dashed and solid lines represent these distributions for atoms in the interior 
and in the interface regions, respectively. The narrow peak at 109.47° is consistent with 
the four-fold coordination in crystalline SiC. In the interface regions the bond angle 
peaks are broader which is consistent with the presence of under-coordinated atoms.
The pair-distribution function, nearest-neighbor coordinations, and bond-angle 
distributions indicate that the structure of interface regions is similar to that of an 
amorphous system. A bulk amorphous system was prepared by taking the initial
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crystalline system above the melting point and then quenching the system to room 
temperature. The structural correlations in this amorphous system are calculated and are 
shown in fig. 4.8 (a), (b) (c) and (d) for comparison with the interface regions in the n- 
SiC.
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Figure 4.8 (a) Si-C pair-distribution function, (b) Si coordination, (c) Si-C-Si bond- 
angle distribution, and (d) C-Si-C bond-angle distribution in amorphous SiC.
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The pair-distribution function and bond-angle distributions in the interface 
regions resemble closely the structural correlations in the amorphous system. This 
conclusion is consistent with the results of many experiments, including neutron and x- 
ray diffraction, and electron microscopy studies [65],
The local-density fluctuation within the as-prepared SiC nanopowder at room 
temperature over the characteristic length (ciystalline grain size < r < pore size) was 
investigated by small-angle neutron scattering. Over the Porod regime (-0.6 < Q < -2 
nm'1), where Q = 27t/r, the slope of the log-intensity-versus-log-Q curve provides a 
measure of the surface roughness of the nanoparticles. The observed slope of -3.7 
suggests that the particles exhibit a “rough" surface, probably due to atomic relaxation 
and/or disorder in the interface regions.
4.4.3 Mechanical behavior
For the calculation of mechanical properties, the nanophase systems are cooled 
from 300 to 5K and then brought to zero-force configurations using the conjugate- 
gradient approach. Figure 4.9 shows the dependence of the bulk modulus, K , shear 
modulus, G, and Young’s modulus, E , on the density of n-SiC. To investigate the 
structure-mechanical property relationship, we have calculated the elastic moduli of the 
various n-SiC systems. These elastic moduli exhibit power-law dependence on the 
density p and the corresponding scaling exponents for the three moduli are: K ~ p JSI±,)02  ̂
G ~p3 29±0 06t and £  ~ pJ 34±0 0\  Experimental measurements on high-density silica and 
carbon aerogels indicate very similar variations of elastic moduli with the density of these 
systems. Table 4.2 shows the calculated elastic moduli (Cn, C |2, C4 4 ) for the n-SiC 
system at different densities. The crystal and amorphous results are also tabulated for 
comparison.
61












Figure 4.9 Log-log plot showing the dependence of the bulk, shear, and Young’s moduli 
on the mass density of the n-SiC systems.
Table 4.2 Elastic moduli (Cn, C i2, C4 4 ) of four n-SiC systems and the corresponding 









15 GPa 2.87 187.97 50.17 73.77
10 GPa 2.80 174.65 44.44 68.64
5 GPa 2 . 6 8 151.75 37.55 60.01
1 GPa 2.29 87.52 21.29 35.24
Crystal 3.21 390.82 142.91 226.51
Amorphous 2.76 178.41 52.50 64.52
4.5 Summary
The results of the first joint MD and neutron scattering study of sintering of n- 
SiC are presented. Both experiment and simulation indicate that sintering ensues above 
1500K which is much lower than the sintering temperature for coarse-grained SiC. In
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the MD simulations the sintered n-SiC systems at different densities reveal similar pore 
morphologies with a fractal dimension -2.4 and surface roughness exponent -0.45. The 
mean-squared displacements of both Si and C atoms in the nanoclusters indicate that the 
primary sintering mechanism is surface diffusion of atoms. Pair-distribution functions 
and bond-angle distributions reveal a crystalline core and an amorphous interface in the 
consolidated n-SiC. The elastic moduli of n-SiC increase with the density as ~pn, where 
7 7  is 3.51±0.02, 3.29±0.06, and 3.34±0.03 for the bulk, shear and Young’s moduli, 
respectively. The calculated elastic moduli (Cn, C |2, C 4 4 )  for the n-SiC system at 
different densities are tabulated.
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CHAPTER 5
STRUCTURAL TRANSFORMATION IN GALLIUM ARSENIDE
5.1 Background
Many materials exhibit new crystal phases and novel behavior under pressure. 
GaAs, for example, is a semiconductor at normal pressure but becomes metallic at high 
pressures. In the past two decades, a large amount of experimental and theoretical work 
has been performed on the III-V compounds, especially GaAs [6 6 -6 8 ], Theoretical 
work mainly consists of pseudopotential calculations and notable discrepancies are found 
between the calculations and experiments on IEI-V compounds (A1P, AlAs, GaP, and 
GaAs) [6 6 ], High-pressure x-ray experiments reveal that GaAs transforms from the 
four-fold coordinated zinc-blende structure to a six-fold coordinated orthorhombic 
structure at around 17 GPa. Weir et al. [70] and Besson et al. [67] have used single 
crystal x-ray diffraction, x-ray absorption spectroscopy, and elastic neutron scattering to 
further investigate this structural transformation in GaAs. Both groups report a 
transformation of the zinc-blende structure to an orthorhombic structure at approximately 
17 GPa. When the pressure is decreased on an already transformed orthorhombic 
structure, Besson et al. [67] observe a reverse transformation from the orthorhombic 
structure to zinc blende structure around 10 GPa.
In this chapter, we present the first MD calculation of structural transformations 
in GaAs using a realistic interatomic potential. Both forward and reverse transformations 
are analysed using various structural correlations such as the pair-distribution functions 
and bond-angle distributions.
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5.2 Interatomic potential
To study structures of GaAs, AlAs, and InAs by MD simulations, new 
interatomic potentials have been developed by Vashishta et al. The general functional 
form [71] of the total interatomic potential is,
V = i v £ 2)(r )+ I  V 
i<j J J i,j<k
(3)fr  r 1 jik ̂  ij' ik)' (5.1)
The two-body terms include effects of steric repulsion, charge-transfer between 
atoms, charge-dipole interactions, and van der Waals interactions:
f  \
a i + a j  
\  r‘j  J






6  ■ r..y
(5.2)
The first term due to steric repulsion contains two parameters ( Atj) and ( 7],y); the
second term represents Coulomb interaction due to charge transfer and contains the 
effective atomic charges ( Z,) as parameters; the third term takes into account the charge-
dipole interaction due to large polarizability of negative ions and uses the polarizabilities 
(a ,)  of the ions as parameters and the last term corresponds to the dipole-dipole 
interaction and contains the parameter (W-). Covalent effects are taken into account 
through three-body bond-bending and bond-stretching terms. The three-body term Vj,* 
includes the Ga-As-Ga and As-Ga-As bond angles. It has the form:
vS)(r/,’r//t)=fl̂ exp r.. — rn r., — rn 
ij 0 ik 0
C O S0 . . .  -  C O S 0  .. .  I j i k  j i k  j
- 1
0 (ro - ' i> ) 0( ro - ,i J  ’
(5.3)
where Bjik is the strength of the interaction, 0 ^o -  rjk) are step functions, and
6jik is a constant. Here 6jik is the angle formed by riy and r it and is determined from,
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For structural transformations the constant C in the three-body term plays an 
important role. This new potential for GaAs has been validated by calculating various 
structural and elastic properties. As shown in table 5.1, the calculated bond lengths, 
cohesive energy, elastic moduli, phonon density of states and the melting temperature of 
crystalline GaAs are in good agreement with the corresponding experimental 
measurements [72,73].
Table 5.1 Comparison of MD results for crystalline (zinc-blende) GaAs with experiment.
MD Experiment
Lattice Constant (A) 5.65 5.65
Cohesive energy (eV/atom) -3.36 -3.36
Elastic Moduli (GPa)
c „ 119 119.0
C12 53.7 53.8
C44 65.8 59.5
Bulk Modulus 75.5 75.5
Melting temperature(K) 2130 1511
5.3 MD calculations
In our MD calculations of GaAs, the equations of motion were integrated with the 
Parrinello-Rahman variable shape approach [45, 74] using the multiple time step 
algorithm of Tuckerman et al. [42] as implemented by Martyna et al. [75] (the timestep is 
taken to be 2.5 fs). The initial crystalline system consists of 1728 atoms in a cubic box 
of dimension 34 A. First the system is heated gradually to 1 2 0 0 K in steps of 300K at
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zero pressure. At each intermediate temperature the particles are relaxed for several 
thousand time steps. The system is well thermalized at 1200K for 12 ps and 
subsequently subjected to external pressures in increments of 2 GPa till the pressure 
reaches 20 GPa. At each pressure the system is allowed to equilibrate for at least 6  ps. 
After reaching 20 GPa, the pressure is increased gradually in steps of 1 GPa upto the 
final pressure of 24 GPa. In the calculation of pair distribution functions, bond angle 
distributions, etc. configurational averages are taken every 0.25 ps.
5.4 Results and discussion
Molecular dynamics (MD) simulations were carried out to investigate zinc blende 
to orthorhombic structural transformation in GaAs. An estimate of the transition 
pressure is obtained by taking the common tangent between the energy versus volume 
curves for zinc-blende as well as rocksalt structures (see fig. 5.1). It is found that the 
slope of this tangent, p = -dE/dV, is equal to 18.1 GPa.
- 4 2
P=-dE/dV = 18.1 GPa
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Figure 5.1. Volume versus energy curves for zinc-blende and rocksalt structures.
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The pair-distribution function for the zinc-blende to orthorhombic transformation 
is depicted in fig. 5.2(a). Figure 5.2(b) shows the pair distribution for the orthorhombic 
to zinc-blende transformation. In the transition region, the average nearest-neighbor Ga­
As distance varies in a continuous manner, and this reflects the gradual variation of the 
relative number of fourfold- and sixfold-coordinated atoms. The pair-distribution 
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Figure 5.2 Pair distribution (Ga-As) functions for (a) the zinc-blende to orthorhombic 
transformation and (b) the orthorhombic to zinc-blende transformation.
Figure 5.3(a) shows the shift in the As-Ga-As bond-angle distribution from 109.47° in 
the zinc-blende structure to 90° in the orthorhombic structure. Figure 5.3(b) shows the 
As-Ga-As bond-angle distribution at the reverse transformation changing from 90° to 
109.47°.
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Figure 5.3 Bond-angle distributions (As-Ga-As) for (a) the zinc-blende to orthorhombic 
transformation and (b) the orthorhombic to zinc-blende transformation.
The coordination of the Ga atoms in the zinc-blende to orthorhombic and the 
orthorhombic to zinc-blende transformation are shown in figs. 5.4(a) and (b). The 
nearest-neighbor coordination of 4 in the zinc-blende structure does not change till we 
reach 22 GPa after which the coordination goes to 6  in the orthorhombic phase.
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For the reverse transformation the pressure is lowered and when it reaches 
around 10 GPa the reverse transformation from an orthorhombic structure to zinc-blende 
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Figure 5.4 Ga coordination both before and after (a) the zinc-blende to orthorhombic 
transformation and (b) the orthorhombic to zinc-blende transformation.
Figures 5.5(a) and (b) show the Ga-As bond length as a function of pressure 
(MD and experiment). As the pressure is increased the Ga-As distance decreases up to 
18 GPa pressure after which there is a structural transformation and the Ga-As distance 
changes to a value which is consistent with the new orthorhombic structure
As the pressure is decreased in the orthorhombic structure, the Ga-As distance 
increases up to 14 GPa after which the Ga-As distance drops to the value consistent with 
the zinc-blende structure. The calculated volume change of ~ 16% after the zinc-blende 
to orthorhombic structural transformation is in agreement with the change observed in 
experiments [70].
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Figure 5.5 Hysteresis observed during forward and reverse transformations in GaAs by 
(a) MD simulation and (b) EXAFS measurements.
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5.4 Summary
Structural phase transition in crystalline GaAs under high pressure has been 
studied using the variable shape NPT algorithm of Martyna et al. [51]. MD simulations 
reveal that the zinc-blende structure under normal pressure transforms to an 
orthorhombic structure at a pressure of 22 GPa. The Ga-As pair-distribution function 
shows a shift in the nearest neighbor peak position consistent with the zinc-blende to 
orthorhombic transformation. At 22 GPa the nearest-neighbor coordination changes 
from 4 to 6  and the peak in the As-Ga-As bond-angle distribution shifts from 109.47 0  to 
90°. The reverse transformation from an orthorhombic to zinc-blende structure is also 
found when the pressure on the orthorhombic phase is decreased. The calculated 
hysteresis is in good agreement with experimental results. The calculated volume change 
of -16% is also in agreement with the volume change observed in experiments [67, 70].
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CHAPTER 6
CONCLUSIONS
Large-scale molecular-dynamics simulations of GaAs and naophase SiC 
have been performed on parallel machines using an explicit time-reversible 
algorithm in both NVT and NPT ensembles. These simulations are based on 
reliable interatomic potentials that have been validated by comparing the values of 
the lattice constants, cohesive energies, elastic moduli (Cn , C 12, C44), bulk 
moduli, melting temperatures and phonon densities-of-states with experiments.
Neutron scattering experiments have been performed on nanophase SiC at 
the Intense Pulsed Neutron Source Division (IPNS), Argonne National 
Laboratory. The powder diffraction pattern indicates that sintering in nanophase 
SiC ensues above 1500K which is much lower than the sintering temperature for 
coarse-grained SiC (2100-2300K). Molecular-dynamics simulations on n-SiC 
also reveal the onset of sintering around 1500K. At the sintering temperature the 
mean-squared displacements of atoms in the outer layer of the nanoclusters is an 
order-of-magnitude larger than that in the interior of nanoclusters. This indicates 
that early stages of sintering are due to surface diffusion of atoms.
Pair-distribution functions and bond-angle distributions in n-SiC reveal 
that the interior regions of clusters remain crystalline even after consolidation 
under high temperature (-1800K) and pressure (up to 15GPa) whereas the 
intercluster regions are amorphous which is consistent with recent experiments. 
Pore morphology of the n-SiC during the consolidation process is characterized 
by a fractal dimension -2.4 and a roughness exponent -0.45. The pore 
morphology does not appear to vary much with the density. The elastic moduli
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of the nanophase system have been calculated at different densities. They exhibit 
power-law dependence on the density and the corresponding exponent is found 
to be ~3.5.
We have also investigated a pressure-induced structural transformation in 
GaAs. The pair-correlation functions and bond-angle distributions are 
determined as a function of pressure. At normal pressure, the zinc-blende 
structure is found to be stable. As the pressure is increased to 22 GPa, the 
nearest-neighbor coordination increases from 4 to 6  and the peak in the As-Ga-As 
bond-angle distribution shifts from 109.47° to 90°. This structural change is 
consistent with the zinc-blende to orthorhombic transformation. Starting from 
the orthorhombic structure, a reverse transformation to the zinc-blende phase 
takes place around 10 GPa. A hysteresis curve obtained by plotting the Ga-As 
distance as a function of pressure is found to compare well with experiments. 
The calculated volume change in the zinc-blende to orthorhombic transformation 
is -16% which is also very close to the experimental value (17%).
Future work on nanophase SiC will focus on the study of fracture 
toughness, crack-front morphology, crack-tip speed, and the effect of strain rate 
on dynamic fracture. Local residual stresses in n-SiC will be calculated to 
determine stress concentrators. Since SiC is an excellent high-temperature 
ceramic, fracture in n-SiC at higher temperatures will also be investigated. The 
effect of grain size on fracture toughness will be determined.
GaAs single crystals experience thermal stresses due to temperature 
variations during the growth process. These stresses can significantly increase 
the degradation rate of devices like lasers which use single crystal GaAs. A MD 
simulation study of residual stresses and their effect on fracture will be very
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important. The effect of temperature on fracture will be undertaken to study 
brittle-to-ductile transition (BDT) in GaAs.
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