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Pada tahun 2020, jumlah timbulan sampah dalam setahun sekitar 67,8 juta 
ton dan akan terus bertambah seiring pertumbuhan penduduk. Sampah plastik 
merupakan salah satu sampah dengan jumlah terbesar penggunaannya karena 
plastik memiliki harga yang murah, mudah didapatkan, elastis, dan ringan. 
Berdasarkan permasalahan lingkungan tersebut akan dibangun sebuah model 
dengan menggunakan Convolutional Neural Network dengan arsitektur ResNet50 
untuk melakukan identifikasi jenis plastik. 
Metode Convolutional Neural Network merupakan metode yang tepat 
untuk menyelesaikan masalah identifikasi dan klasifikasi objek. Dalam 
perkembangannya, diterapkan pula proses transfer learning pada beberapa 
arsitektur jaringan, seperti VGG16, VGG19, MobileNet, dan ResNet50 untuk 
proses klasifikasi objek.  
Penelitian ini memilih arsitektur Resnet50 sebagai arsitektur yang 
digunakan untuk pengembangan model. Penelitian menggunakan dataset sejumlah 
1200 gambar yang memiliki format warna RGB untuk 6 label yang berbeda 
dengan input size sebesar 256 x 256 piksel. Penelitian dibagi menjadi 6 kali 
percobaan dan didapatkan nilai akurasi paling tinggi pada percobaan 3 sebesar 
0.9937 untuk training dan 0.9944 untuk validation dengan epoch sebanyak 150 
dan rasio perbandingan dataset sebesar 80:15:5 untuk training:validation:testing. 
Proses pelatihan model memerlukan waktu antara 2 hingga 7 jam, hal tersebut 
dipengaruhi oleh jumlah epoch yang digunakan. Sedangkan untuk proses 
pengujian model, hasil paling baik ditunjukkan oleh percobaan 2(100 epochs) 
menggunakan rasio perbandingan dataset sebesar 80:15:5 dengan testing accuracy 
sebesar 1.0 dan testing loss sebesar 0.01446.  
 
Kata Kunci: sampah plastik, deep learning, Convolutional Neural Network(CNN), 
ResNet50, transfer learning 
 
Dosen Pembimbing I  : Martinus Maslim, S.T., M.T. 
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1.1.  Latar Belakang 
Sampah dan limbah yang dihasilkan oleh penduduk Indonesia sudah 
menjadi salah satu permasalahan nasional di tanah air. Sampah merupakan 
hasil dari kegiatan non biologis manusia dan didefinisikan sebagai material 
sisa yang tidak disenangi dan tidak diinginkan oleh manusia apabila masa 
penggunaannya telah berakhir. Beberapa wujud dari sampah tersebut antara 
lain adalah padat, cair, ataupun gas [1]. Sedangkan timbulan sampah adalah 
banyaknya sampah yang timbul dari masyarakat dalam satuan volume maupun 
berat per kapita perhari, atau perluas bangunan, atau perpanjang jalan [2]. 
Pada tahun 2020, Menteri Lingkungan Hidup dan Kehutanan, Siti Nurbaya 
mengakui tantangan persoalan sampah di Indonesia masih sangat besar. 
Jumlah timbulan sampah pun menurutnya, dalam setahun sekitar 67,8 juta ton, 
dan akan terus bertambah seiring pertumbuhan jumlah penduduk [3]. Masalah 
mengenai persampahan ini juga memiliki kaitan dengan peningkatan jumlah 
penduduk, pertumbuhan ekonomi, juga dengan adanya perubahan mengenai 
pola konsumsi masyarakat. Hal tersebut akan berdampak dengan 
permasalahan lingkungan dan kesehatan akibat penumpukan sampah dan 
limbah. Berdasarkan hal tersebut, tentu perlu dilakukan langkah penanganan 
yang serius [4].  
Sampah dapat digolongkan berdasar sifatnya, menjadi organik dan 
anorganik. Dapat dijelaskan bahwa sampah organik memiliki karakteristik 
berasal dari mahkluk hidup dan merupakan sampah basah. Contoh dari 
sampah organik adalah dedaunan, sampah dapur, kayu, dan kotoran hewan. 
Sampah organik memiliki istilah lain yakni sampah degradable karena 
kemudahannya untuk terurai secara alami tanpa melibatkan campur tangan 
manusia. Berkebalikan dengan sampah anorganik, yang merupakan sampah 
kering dan sangat sulit untuk diuraikan (nondegradable). Plastik, karet, kaca, 
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dan logam merupakan contoh dari sampah anorganik [5]. 
Dalam kesehariannya, manusia sulit terlepas dari penggunaan plastik. 
Plastik sendiri memiliki beberapa kelebihan yang menonjol, seperti fleksibel, 
multiguna, ringan, tidak dapat berkarat dan memiliki sifat termoplastis [6]. 
Meskipun plastik menjadi barang yang sangat mudah didapatkan dan berguna, 
namun tingginya penggunaan plastik juga merupakan sebuah bumerang untuk 
manusia. Hal tersebut dikarenakan plastik merupakan benda yang sulit terurai 
dan hal tersebut mengakibatkan pencemaran pada lingkungan.  
Istilah Industri 4.0 muncul secara resmi di Jerman di tahun 2011, saat 
diadakan acara Hannover Trade Fair. Angela Merkel merupakan seorang 
Kanselir Jerman yang berpendapat Industri 4.0 merupakan transformasi 
komprehensif dari berbagai aspek produksi di industri secara menyeluruh 
melalui penggabungan teknologi digital dan juga internet. Kondisi tersebut 
juga dipengaruhi oleh pesatnya perkembangan untuk memanfaatkan teknologi 
informasi secara digital untuk beraneka ragam bidang dalam kehidupan. 
Keadaan Revolusi Industri 4.0 yang kita rasakan sekarang, bisa disebut sebuah 
revolusi karena terjadi perubahan yang menimbulkan dampak yang besar pada 
dunia. Perubahan ini diyakini mampu meningkatkan perekonomian dan 
kualitas hidup masyarakat, karena menerapkan konsep automatisasi yang lebih 
menitikberatkan pada penggunaan mesin. Revolusi Industri 4.0 menimbulkan 
beberapa inovasi pada bidang teknologi di antaranya adalah IoT (Internet of 
Things), kecerdasan buatan (Artificial Intelligence), penyimpanan awan (cloud 
storage), dan rekayasa genetika [7]. 
Dengan adanya perkembangan teknologi sebagai dampak dari terjadinya 
Revolusi Industri 4.0, permasalahan mengenai lingkungan dapat ditanggulangi 
dengan menerapkan inovasi mengenai kecerdasan buatan, dalam sub bidang 
pembelajaran mesin atau biasa disebut machine learning. Machine learning 
merupakan pendekatan dalam Artificial Intelligence (AI) yang banyak 
digunakan untuk menggantikan atau menirukan perilaku manusia untuk 
menyelesaikan masalah atau melakukan otomatisasi. Sesuai dengan namanya, 




Dalam perkembangannya, machine learning juga memiliki perluasan 
bidang seperti deep learning. Deep learning muncul dikarenakan data yang 
diperlukan untuk mengenal sebuah citra begitu banyak dan memiliki 
kompleksitas yang tinggi. Deep learning sendiri memanfaatkan jaringan 
syaraf tiruan untuk implementasi permasalahan dengan dataset yang besar. 
Convolutional Neural Network (CNN) merupakan salah satu metode 
supervised learning pada deep learning [9] yang sedang berkembang dalam 
beberapa tahun terakhir dan memiliki kemampuan yang kuat dalam 
representasi gambar untuk berbagai pengenalan dengan tingkat kategori 
seperti klasifikasi objek (object classification), pengenalan tempat (scene 
recognition), atau deteksi objek (object detection) [10]. Residual Network 
(ResNet) diusulkan menjadi arsitektur CNN terbaik pada performansinya di 
ImageNet Large Scale Visual Recognition Challenge (ILSVRC) pada tahun 
2015 dan memungkinkan pelatihan jaringan lebih dari 1000 layer [11]. Pada 
klasifikasi dengan menggunakan dataset ImageNet, diperoleh hasil yang 
sangat baik oleh Residual Network yang sangat dalam. ResNet-152, yang 
merupakan jaringan yang paling dalam pada ImageNet memiliki kompleksitas 
yang lebih rendah dibandingkan dengan jaringan VGG [12] . 
Kolaborasi antara penanggulangan masalah lingkungan dan inovasi 
kemajuan teknologi yaitu deep learning akan penulis terapkan untuk 
menyelesaikan permasalahan sampah anorganik dengan cara membangun 
sebuah model dengan menggunakan metode Convolutional Neural Network 
dan arsitektur jaringan ResNet50 untuk melakukan identifikasi jenis sampah 
plastik. Dataset terdiri dari 6 sampah plastik yang berbeda jenis dan 
pengumpulan dataset dilakukan secara mandiri oleh penulis. Pembangunan 
model juga menerapkan proses data augmentation dan transfer learning 
dengan harapan mencapai akurasi yang baik. 
Kesuksesan dari proses identifikasi jenis sampah plastik merupakan 
sebuah awal untuk implementasi pada tempat pengelolaan sampah plastik 
sehingga sampah tersebut dapat dipisahkan berdasarkan beberapa jenisnya dan 
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kemudian dikelola dan dilakukan proses daur ulang. 
1.2.  Rumusan Masalah 
Rumusan masalah dibawah ini merupakan beberapa hal yang dapat 
digali untuk penelitian didasarkan oleh latar belakang yang sudah ditulis, 
yakni : 
1. Bagaimana implementasi Convolutional Neural Network dengan 
arsitektur ResNet50 dalam pembangunan model untuk identifikasi 
jenis sampah plastik? 
2. Bagaimana akurasi dari pembangunan model untuk identifikasi jenis 
sampah plastik? 
1.3.  Batasan Masalah 
Penelitian yang dilakukan diharapkan terarah pada tujuannya sehingga 
didefinisikan beberapa batasan antara lain : 
1. Dataset merupakan kumpulan gambar dengan format warna RGB yang 
memiliki format ekstensi file berupa (.jpg) terdiri dari 6 jenis sampah 
plastik yakni sendok makan plastik, botol air kemasan, bungkus 
makanan, cup minuman, sedotan, tas kresek. 
2. Menggunakan metode Convolutional Neural Network dengan arsitektur 
ResNet50 untuk pembangunan model. 
3. Hanya dapat melakukan identifikasi 6 jenis label sampah plastik.
1.4.  Tujuan Penelitian 
Penelitian ini hendak mencapai beberapa tujuan diantaranya :  
1. Mengimplementasikan metode Convolutional Neural Network dengan 
arsitektur ResNet50 dalam pembangunan model untuk identifikasi jenis 
sampah plastik. 
2. Mengetahui hasil perhitungan akurasi dari model untuk identifikasi 
jenis sampah plastik. 
1.5.  Metode Penelitian 
1. Kajian Pustaka 
Penulis melakukan pencarian referensi yang bisa ditemukan melalui 
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jurnal, buku, literatur yang memuat informasi mengenai objek yang 
hendak dilakukan penelitian, yakni sampah plastik, metode deep 
learning yang akan digunakan, yakni Convolutional Neural Network 
dan arsitektur yang digunakan yakni ResNet50, serta konsep mengenai 
transfer learning. Sehingga penulis memiliki pengetahuan yang cukup 
mengenai penelitian yang akan dilakukan dan digunakan sebagai dasar 
teori dalam penulisan dokumen. 
2. Analisis Masalah 
Tahapan kedua, penulis melakukan analisa dari literatur yang sudah 
diperoleh serta melakukan pengamatan dari lingkungan sekitar. Dari 
kegiatan yang penulis lakukan dapat dirumuskan bahwa permasalahan 
penumpukan sampah plastik masih menjadi sebuah urgensi yang harus 
segera diselesaikan. Alternatif yang muncul untuk membantu 
penyelesaian masalah tersebut adalah pembangunan model CNN 
dengan menggunakan arsitektur ResNet50 yang memiliki kemampuan 
untuk melakukan identifikasi terhadap objek sampah plastik yang 
terdapat pada sebuah citra.  
3. Analisis Pengumpulan Data 
Tahapan ketiga, penulis melakukan analisa untuk proses pengumpulan 
data gambar yang akan menjadi dataset sampah plastik. Dari hasil 
analisis pengumpulan data yang telah dilakukan, penulis menetapkan 
batasan bahwa data yang dikumpulkan adalah gambar dari satu objek 
sampah plastik dengan format (.jpg) dan data yang dikumpulkan berupa 
gambar dari sendok makan plastik, botol air mineral, bungkus makanan, 
cup minuman, sedotan, dan tas kresek. Data yang dikumpulkan berasal 
dari dokumentasi pribadi menggunakan kamera ponsel dan mengambil 
sumber gambar dari internet. 
4. Pengumpulan Data 
Pada tahapan pengumpulan data, penulis mulai melakukan 
pengumpulan data berupa 1200 gambar yang diambil menggunakan 
kamera ponsel maupun mencari gambar yang bersumber dari internet. 
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Penulis mencari data gambar sesuai dengan batasan yang telah 
ditentukan. Selain itu, gambar yang dikumpulkan memiliki satu atau 
lebih angle yang berbeda dalam pengambilan gambarnya. Pengumpulan 
data gambar dilakukan pada berbagai waktu (pagi, siang, sore, malam) 
dan dimana saja (rumah, kampus, rumah makan, pinggir jalan, tempat 
sampah, dan lain sebagainya). 
5. Analisis Algoritma 
Dalam tahapan ini, penulis memahami alur dan langkah kerja model 
yang akan dibangun untuk melakukan klasifikasi jenis sampah plastik 
dengan arsitektur ResNet50.  
6. Perancangan Model 
Berdasarkan teori, ilmu, dan pengetahuan yang telah didapatkan oleh 
penulis pada tahapan sebelumnya, penulis melakukan perancangan 
dengan menggunakan diagram alir dari keseluruhan model yang akan 
dibangun. 
7. Pengkodean Model 
Merupakan tahapan untuk merealisasikan perancangan model yang 
telah dibuat. Pengkodean yang dimaksud dimulai dari menyiapkan 
dataset sampah plastik, melakukan proses image augmentation dan 
image preprocessing, dan pelatihan model sehingga didapatkan nilai 
akurasi dan loss dari proses training. 
8. Pengujian Model 
Model yang telah melewati proses pelatihan kemudian dilakukan proses 
pengujian menggunakan data testing yang sudah dipersiapkan untuk 
mengetahui dan mengevaluasi nilai akurasi dan loss dari model yang 
sudah dibangun berdasarkan data testing tersebut. 
9. Penyusunan Laporan 
Penulis melakukan proses dokumentasi dari seluruh tahapan yang telah 
dilakukan dalam sebuah laporan. 
1.6.  Sistematika Penulisan    
Sistematika penulisan tugas akhir dibagi menjadi menjadi 6 bab dengan 
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rincian sebagai berikut: 
BAB I : PENDAHULUAN 
Penulisan yang terdapat di bab ini mencakup latar belakang 
masalah, rumusan masalah, batasan masalah, tujuan penelitian,  
metode penelitian, dan sistematika penulisan. 
BAB II : TINJAUAN PUSTAKA 
Penulisan yang terdapat di bab ini merupakan penjabaran dari 
beberapa penelitian terdahulu yang memiliki kaitan dengan 
penelitian yang sedang penulis lakukan. Pada bab ini juga 
dicantumkan tabel perbandingan antara penelitian terdahulu 
dengan penelitian yang hendak dilakukan oleh penulis. 
BAB III : LANDASAN TEORI 
Penulisan yang terdapat di bab ini merupakan penjabaran dan 
penjelasan dari beberapa teori yang memiliki kaitan dengan 
penelitian yang dilakukan oleh penulis. 
BAB IV : DATASET DAN PERSIAPAN PENGEMBANGAN MODEL 
Penulisan yang terdapat di bab ini merupakan penjelasan dari 
deskripsi problem, diagram alir pengembangan model, alat 
penelitian, analisis dataset yang digunakan dalam penelitian.  
BAB V : PENGEMBANGAN DAN PENGUJIAN MODEL 
Penulisan yang terdapat di bab ini merupakan penjabaran dari 
proses dan hasil pelatihan, serta pengujian model yang telah 
dilakukan. 
BAB VI : PENUTUP 
Penulisan yang terdapat di bab ini merupakan kesimpulan dan 







Kecerdasan buatan dapat diartikan sebagai program yang memiliki bentuk 
matematis dan memiliki instruksi. Tujuan dari kecerdasan buatan adalah 
menciptakan program yang mampu memprogram. Secara teori, program adalah 
kumpulan dari instruksi sekuens. Hal yang membedakan adalah kecerdasan buatan 
memiliki kemampuan untuk belajar, dengan cara melakukan update parameter. 
Pembelajaran mesin atau biasa disebut machine learning, merupakan sub bidang 
dari kecerdasan buatan. Pembelajaran mesin merupakan sebuah teknik yang 
digunakan untuk melakukan inferensi terhadap data, yang di dalamnya dilakukan 
pendekatan secara matematis [13]. 
Machine learning juga sudah diterapkan untuk menyelesaikan permasalahan 
sehari-hari. Berdasarkan referensi yang didapatkan oleh penulis, machine learning 
dapat membantu dalam dunia medis, perekonomian, perkebunan, pendidikan, dan 
lain sebagainya. Di ranah medis, digunakan penerapan metode Support Vector 
Machine pada diagnosa hepatitis [14]. Untuk masalah perekonomian, dilakukan 
implementasi terhadap algoritma Naive Bayes dalam penentuan pemberian kredit 
[15]. Kemudian ada pula penelitian untuk melakukan pengklasifikasian 
masyarakat miskin menggunakan metode Naive Bayes [16]. Sedangkan di bidang 
perkebunan, dilakukan penelitian untuk melakukan pengenalan buah apel 
menggunakan algoritma Naive Bayes [17]. 
Selain itu, deep learning yang merupakan penerapan lebih lanjut dari machine 
learning juga telah diterapkan untuk menyelesaikan permasalahan dan membantu 
pekerjaan manusia.  Salah satunya adalah metode Convolutional Neural Network 
(CNN) yang cocok untuk menyelesaikan masalah mengenai klasifikasi gambar, 
deteksi objek, maupun segmentasi gambar [18]. Beberapa contoh penerapannya 
antara lain : klasifikasi gambar makanan [19], deteksi objek dan pengenalan 
karakter plat nomor kendaraan di Indonesia [20], aplikasi pendeteksi penyakit 
pada daun tanaman apel [21], pendeteksian patah tulang femur pada citra 
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ultrasonik B—Mode [22], dan klasifikasi penyakit paru-paru berdasarkan gambar 
sinar-x [23].  Bidang lingkungan juga tidak terlepas dari manfaat penerapan 
machine learning dan deep learning. Penulis menemukan referensi mengenai 
penelitian untuk melakukan rancang bangun robot pemilah sampah [24], selain itu 
terdapat pula penggunaan Convolutional Neural Network untuk melakukan 
pendeteksian sampah perairan secara otomatis [25].  
Untuk mencapai keakuratan yang maksimal dalam proses identifikasi objek, 
penulis mengambil beberapa acuan yang dapat digunakan untuk membandingkan 
beberapa penelitian yang juga menerapkan metode Convolutional Neural 
Network, dan beberapa keterkaitan lainnya mengenai identifikasi dan klasifikasi 
objek berupa sampah. 
Fantara, dkk yang merupakan mahasiswa Universitas Brawijaya 
menggunakan sampah organik dan sampah anorganik sebagai objek penelitiannya 
[26]. Tujuan yang hendak dicapai dari penelitian ini adalah melakukan 
implementasi terhadap sistem klasifikasi sampah yang menggunakan metode 
Backpropaganation. Dengan menggunakan salah satu algoritma jaringan syaraf 
tiruan, dibangun sebuah sistem berdasarkan hasil rancangan, implementasi, 
pengujian dan analisis untuk melakukan proses klasifikasi sampah organik dan 
anorganik yang menggunakan data sensor LDR, proximity kapasitif, dan proximity 
induktif. Keakuratan dari sistem yang dibangun dari penelitian tersebut mencapai 
90% untuk melakukan prediksi dan hanya diperlukan waktu rata-rata sebesar 42,9 
mili detik untuk melakukan setiap prediksi.  
Pengamatan yang kedua dilakukan pada penelitian yang dibuat oleh Stephen, 
dkk [27]. Penelitian ini menggunakan metode transfer learning dengan 
membandingkan beberapa model CNN diantaranya VGG16, Mobilenet V1, 
Inception V3, dan ResNet50. Dalam penelitian ini dilakukan analisis mengenai 
model CNN yang sesuai untuk dapat melakukan pemilahan sampah secara 
maksimal. Pemilahan sampah dibagi menjadi beberapa jenis yakni sampah plastik, 
kaca, besi, dan lain-lain. Penelitian ini melakukan 2 perbandingan cara transfer 
learning model CNN. Yang pertama adalah melakukan freeze semua layer kecuali 
fully connected layer dan cara kedua menambahkan model cara pertama dengan 
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meakukan unfreeze layer terakhir dari sebelum fully connected layer. Hasil 
penelitian menunjukkan bahwa model CNN yang paling baik adalah ResNet50. 
Nilai akurasi yang didapatkan dari train adalah 78% dan 90%. Sedangkan nilai 
akurasi dari validation sebesar 74% dan 80%.  
Penelitian ketiga dilakukan oleh Yang dan Thung bertujuan untuk mengetahui 
klasifikasi sampah yang dibagi menjadi 6 kelas yang terdiri dari kaca, kertas, 
logam, plastik, kardus, dan trash [28]. Model yang digunakan dalam penelitian ini 
adalah SVM dengan fitur scale-invariant feature transform (SITF) dan 
Convolutional Neural Network (CNN). Hasil dari penelitian ini menunjukan 
bahwa SVM memiliki kinerja yang lebih baik dengan hasil akurasi 63% dengan 
menggunakan pembagian 70:30 untuk data latih dan data uji. Sedangkan untuk 
CNN, setelah menjalankan 50 epochs training dengan pembagian yang sama, 
yakni 70:30, didapatkan hasil akurasi 27% untuk proses testing dan 24% untuk 
proses training. Kekurangan yang ditemui oleh peneliti adalah model CNN tidak 
dilatih secara penuh karena peneliti mengalami kesulitan untuk menemukan 
hyperparameter yang optimal.  
Berdasarkan beberapa penelitian sebelumnya, penulis dapat menyimpulkan 
bahwa penerapan deep learning dengan menggunakan metode Convolutional 
Neural Network memiliki keunggulan untuk kasus identifikasi objek pada gambar. 
Melalui model yang dibangun dengan menggunakan metode CNN dan arsitektur 
ResNet50, diharapkan dapat dicapai tingkat keakuratan yang tinggi untuk  





*) Penelitian yang dilakukan oleh penulis 
Tabel Perbandingan Penelitian 
Nama Peneliti 
F. P. Fantara, D. Syauqy, and G. 
E. Setyawan [26] 
H. S. Stephen, Raymond [27] M. Yang and G. Thung [28] Setiani(2020) *) 
Judul Penelitian 
Implementasi Sistem Klasifikasi 
Sampah Organik dan Anorganik 
dengan Metode Jaringan Saraf 
Tiruan Backpropagation 
Aplikasi Convolutional Neural 
Network untuk Mendeteksi Jenis-
Jenis Sampah 
Classification of Trash for 
Recyclability Status 
Implementasi Convolutional 
Neural Network dengan Arsitektur 
Resnet50 untuk Identifikasi Jenis 
Sampah Plastik 
Metode Penelitian 
Jaringan Saraf Tiruan 
Backpropagation 
Convolutional Neural Network 
Suport Vector Machine dan 
Convolutional Neural Network 
Convolutional Neural Network 
Objek Penelitian Sampah organik dan anorganik 
Sampah plastik, kaca, besi, dan 
lain-lain. 
Sampah kaca, kertas, logam, 
plastik, kardus, dan trash. 
6 jenis sampah plastik 
Hasil Penelitian 
Servo yang dapat membuka tutup 
tempat sampah secara otomatis 
berdasarkan hasil klasifikasi yang 
dilakukan oleh sistem. Sistem 
memiliki akurasi 90% dengan 
kinerja setiap melakukan prediksi 
membutuhkan waktu rata-rata 42,9 
ms. 
Hasil penelitian menunjukkan 
bahwa model CNN yang paling 
baik adalah Resnet 50. Nilai 
akurasi yang didapatkan dari train 
adalah 78% dan 90%. Sedangkan 
nilai akurasi dari validation 
sebesar 74% dan 80% 
Hasil dari penelitian ini 
menunjukan bahwa SVM 
memiliki kinerja yang lebih baik 
dengan hasil akurasi 63%. 
Sedangkan unuk CNN, setelah 
menjalankan 50 epochs training, 
didapatkan hasil akurasi 27% 
untuk proses testing dan 24% 
untuk proses training 
*sedang dalam proses penelitian 









Berdasarkan penelitian mengenai pengembangan model Convolutional 
Neural Network menggunakan arsitektur ResNet50 dengan menggunakan 
dataset sejumlah 1200 gambar yang memiliki format RGB untuk 6 label 
penulis dapat mengambil beberapa kesimpulan, diantaranya : 
a. Pembangunan model CNN dengan menggunakan arsitektur jaringan 
ResNet50 telah berhasil dilakukan dengan menggunakan bagian 
Convolutional Base dan Classifier pada model. Penelitian yang 
dilakukan oleh penulis dibagi menjadi 6 percobaan berdasarkan rasio 
pembagian dataset dan jumlah epochnya. Percobaan 1, 2, dan 3 
menggunakan rasio 80:15:5 untuk data training:validation:testing. 
Percobaan 4, 5, dan 6 menggunakan rasio 70:20:10 untuk data 
training:validation:testing. Percobaan 1 dan 4 menggunakan 50  
epochs. Percobaan 2 dan 5 menggunakan 100 epochs. Percobaan 3 
dan 6 menggunakan 150 epochs. 
b. Hasil pelatihan model yang paling baik adalah percobaan 3 dengan 
training accuracy sebesar 0.9937 dan validation accuracy sebesar 
0.9944 dengan epochs sebanyak 150 dan rasio perbandingan dataset 
sebesar 80:15:5. Pengembangan model dilakukan dengan 
menggunakan optimizer SGD, dan learning rate bernilai 0.0001. 
Sedangkan dalam pengujian model, hasil yang paling baik 
ditunjukkan oleh percobaan 2 dengan menggunakan 100 epochs dan 
rasio perbandingan dataset sebesar 80:15:5. Dengan menggunakan 
total  gambar sejumlah 60 untuk pengujian didapatkan loss sebesar 







Berdasarkan penelitian mengenai pengembangan model Convolutional 
Neural Network menggunakan arsitektur ResNet50, berikut ini beberapa 
saran yang dapat penulis sampaikan untuk pengembangan penelitian yang 
sudah dilakukan : 
a. Mencoba melakukan eksperimen percobaan dengan menggunakan 
arsitektur jaringan yang lain, seperti VGG, InceptionV3, Xception, dan  
lain sebagainya untuk mencari hasil pengembangan model yang 
memiliki nilai paling baik. 
b. Menambah variasi label dan menambah jumlah gambar untuk setiap 
label sehingga meningkatkan akurasi model yang dikembangkan. 
c. Mencoba melakukan eksperimen percobaan dengan menggunakan 
ukuran data gambar yang berbeda.  
d. Mencoba melakukan eksperimen dengan menggunakan perbedaan 
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