In application to benzene-Ar we test a procedure that makes use of conveniently calculated Jϭ0 intermolecular eigenstates to compute molecular constants and transition intensities without requiring explicit diagonalization of the full rotational/intermolecular vibrational Hamiltonian of the species. The approach relies on the ability to calculate the orientation of an Eckart body-fixed frame for each point on a grid over which a Jϭ0 state is represented. That ability allows one to compute vibrational matrix elements of operators referred to the Eckart axes while working with Jϭ0 eigenstates obtained in an entirely different body-fixed frame. Generally excellent agreement is found between the Eckart results and those obtained by others via diagonalization of the full rotational/intermolecular vibrational Hamiltonian. Finally, a general prescription for the construction of an efficient rovibrational basis from Jϭ0 solutions in a convenient body-fixed frame is presented.
I. INTRODUCTION
Considerable progress has been made in the dynamically exact computation of intermolecular vibrational states in van der Waals complexes ͑e.g., Refs. 1-10͒. Indeed, advances in methodology and in computing power have made calculations on systems with as many as six, fully coupled intermolecular degrees of freedom possible. [8] [9] [10] Such studies are of value in the assignment of experimental spectra on weakly bound species. Moreover, they are essential to the extraction of potential-energy parameters from such spectra.
One of the significant limitations of many studies of intermolecular level structure in molecular complexes is that the inclusion of the overall rotational motion of the complex leads to considerable extra computational expense and/or a marked increase in the complexity of the Hamiltonian that must be derived and employed. Thus, for example, at present it is relatively easy to compute the rotationless (Jϭ0) intermolecular levels of an atom-molecule complex by using a vibrational Hamiltonian (Ĥ v ) derived with respect to a conveniently defined body-fixed ͑BF͒ frame. 2, 3, 5, 6 Such a frame, however, typically leads to large Coriolis interaction terms in the corresponding rotation-vibration Hamiltonian (Ĥ rv ). Hence, the inclusion of overall rotation into the problem, an inclusion that is essential to the full modeling of experimental observables ͑e.g., rovibrational transition frequencies, transition intensities, etc.͒, requires the diagonalization of Ĥ rv in a product basis composed of the eigenstates of Ĥ v multiplied by (2Jϩ1) rotor functions at a given J. This tends to limit studies to small J. It also renders the computed properties of lower-energy vibrational states susceptible to the wave function quality of higher-energy ones. Moreover, computed values for close-lying vibrational levels that are coupled significantly by Coriolis terms can be markedly inaccurate ͑given the necessarily finite basis͒.
Alternatively, one can derive and employ a Hamiltonian in a body-fixed frame that minimizes the Coriolis interactions between intermolecular motions and overall rotation. This has been done, for example, in the case of benzene-rare gas complexes. 7 The problems in this case pertain first to the derivation of the Hamiltonian, the difficulty of which arises from the dependence of the BF axis system on intermolecular coordinates. And, second, the Hamiltonian obtained is not separable with respect to vibrational and rotational coordinates for J 0, necessitating the solution of a Schrödinger equation that depends on coupled coordinates greater in number than the intermolecular degrees of freedom. Both of these factors are impediments to the application of such an approach to systems of higher dimensionality and/or lower symmetry than benzene-rare gas species.
In this paper we report on the accuracy of an approach toward the calculation of J 0 intermolecular states that circumvents the major difficulties of the two approaches summarized above. ͑Essentially, we generalize the work of Ref.
11 on atom-linear molecule complexes to species with more intermolecular degrees of freedom and/or lower symmetry.͒ The method we use combines the relative ease of calculation of Jϭ0 states in a convenient ͑albeit Coriolis inducing͒ BF frame ͑denoted BF 1 ͒ with the superior characterization of rotational and vibrationally averaged properties that result 11 when a BF frame ͑denoted BF 2 ͒ is chosen so as to reduce vibration-rotation Coriolis coupling. The key to achieving both of these objectives lies in using the prescription 12 for computing the direction of the Eckart axes of a species for any given nuclear configuration of that species ͑relative to a reference configuration͒. With such a prescription one is able to transform between BF 1 and BF 2 ͑BF 2 being the Eckart frame͒ at each point on the grid over which Jϭ0 vibrational wave functions are represented numerically. This, in turn, allows one to calculate the vibrational matrix elements of tensor components ͑e.g., those of the inverse moment-ofinertia tensor, electric dipole vector, polarizability tensor͒ referred to the BF 2 axes, by using vibrational eigenstates computed in the BF 1 frame. At the simplest level one then takes the rotational part of a given rotation-vibration eigenstate to be simply a solution to a rigid-rotorlike Schrödinger equation describing the rotational motion of the BF 2 frame relative to a space-fixed ͑SF͒ system. Such an equation is defined for a given vibrational state once the vibrationally averaged inverse moment-of-inertia tensor elements are computed.
We test the viability of this approach here by applying it to the computation of intermolecular vibration/rotation states in benzene-Ar. This problem has been extensively addressed by other groups. 2, 6, 7 These studies have produced values for numerous properties whose computation requires treatment of the full vibration-rotation problem. These include rotational constants, Coriolis-coupling constants, and transition intensities. Such properties have also been computed for several trial intermolecular potential energy surfaces. Hence, the benzene-Ar system provides considerable data against which to compare our results. As we detail below, this comparison reveals excellent agreement between our results and those of the prior studies. Indeed, where there is significant disagreement, the inaccuracies appear to be in the latter results.
The paper is organized as follows. In the next section we outline the method whereby vibrational matrix elements and rovibrational eigenstates referred to an Eckart frame can be extracted from eigenfunctions of the vibrational Schrödinger equation expressed in a different BF frame. In Sec. III we provide details pertaining to our computation of the intermolecular vibrational states of benzene-Ar. Section IV deals with the calculation of rotational constants and presents a comparison between those calculated in this work for benzene-Ar with those calculated by others using variational methods. Section V pertains to the calculation of transition intensities. Again, direct comparison is made between benzene-Ar transition intensities calculated here and those computed by a variational approach. Section VI makes an explicit, general connection between rovibrational wave functions in BF 2 and those in BF 1 . The motivation is to provide a recipe for the construction of a basis in BF 1 that is very close to diagonal in Ĥ v ϩĤ rv . Section VII concludes.
II. OVERVIEW OF METHODOLOGY
Our ''Eckart'' approach is based on the assumption that an Eckart frame, 12 BF 2 , can be defined for a species so that the rotational/intermolecular-vibrational eigenstates of that species are well-approximated as simple products of vibrational and rotational eigenfunctions
͑2.1͒
Here, i (2) (q 2 ) is a vibrational eigenfunction that is a function solely of q 2 , a set of intermolecular coordinates defined with respect to BF 2 . ͉JM ͘ ⍀ 2 is a linear combination of Wigner functions that depend on ⍀ 2 , the Euler angles defining the orientation of BF 2 with respect to a SF axis system. The viability of our approach is ultimately dependent on the quality of this assumption or, equivalently, the extent to which vibration/rotation coupling is minimized in BF 2 .
The obvious, if generally difficult, way to obtain the functions of Eq. ͑2.1͒ is to set up and solve the pertinent vibrational and rotational Schrödinger equations in BF 2 . Rather than doing this, though, we first solve for Jϭ0 vibrational eigenfunctions by working in a body-fixed frame, BF 1 , that is chosen for its convenience in rendering the J ϭ0 problem tractable. These eigenfunctions, denoted i (1) (q 1 ), are functions of a set of intermolecular coordinates, q 1 , that are defined with respect to BF 1 . Now, it is clear that the ith Jϭ0 eigenfunction i
(1) (q 1 ) can be connected with i (2) (q 2 ) of Eq. ͑2.1͒ since both solve the Jϭ0 problem. That is, since
where q 2 ϭR q 1 and R is the q 1 -dependent operator that describes the transformation of intermolecular coordinates in going from BF 1 to BF 2 , and since both the Jϭ0 rotational functions in Eq. ͑2.2a͒ are constant and equal to one another, it follows that
Given Eq. ͑2.2b͒, one can evaluate any given vibrational matrix element of Eckart-frame operator Ô (2) if one knows ͑a͒ the Jϭ0 eigenfunctions i
(1) (q 1 ) and ͑b͒ details of the transformation from BF 1 to BF 2 ͑i.e., R or, equivalently, the q 1 -dependent Euler angles that describe the rotation of BF 1 into BF 2 ͒. Specifically,
For any given vibrational state one can, for example, use Eq. ͑2.3͒ to compute the vibrationally averaged components of the inverse moment-of-inertia tensor in the Eckart frame and thereby obtain the rotational Schrödinger equation leading to the ͉JM ͘ ⍀ 2 of Eq. ͑2.1͒. In situations where l-type doubling obtains-degenerate vibrational states in symmetric tops-one can also compute the effective Coriolis interaction constant by using Ô (2) ϭl z 2 in Eq. ͑2.3͒, where l z 2 is the operator corresponding to the component of vibrational angular momentum along the z 2 Eckart axis. Or, one can compute transition-matrix elements by substituting the appropriate dipole or polarizability operator for Ô (2) in Eq. ͑2.3͒. Once such matrix elements are computed, it is a straightforward matter to compute individual rovibrational transition intensities given eigenstates of the form of Eq. ͑2.1͒.
Assuming that one knows how to compute i (1) (q 1 ), application of Eq. ͑2.3͒ requires that one know how to transform between BF 1 and BF 2 at each point on the grid over which these functions will invariably be represented for purposes of integration. This is a relatively straightforward linear-algebra task, the procedure for which is given in Ref. 12 . Such a procedure requires as input ͑a͒ a fixed reference nuclear configuration of the species ͑e.g., the equilibrium geometry͒ defined by nuclear position vectors relative to a principal axis system, and ͑b͒ the position vectors of the nuclei relative to a fixed point for the instantaneous configuration under consideration. One then calculates the so-called ''Eckart vectors''
where iϭ1, 2, 3 runs over the three directions defined by the principal axes in the reference configuration, ␣ runs over all the nuclei of the species, m ␣ are the masses of the nuclei, a i ␣ is the component of the reference-configuration position vector of the ␣th nucleus along the ith principal axis, and r ជ ␣ are the instantaneous position vectors of the nuclei relative to some fixed point. The instantaneous Eckart axes are given entirely in terms of these Eckart vectors. In matrix notation, one has
͑2.5͒
Here, the unit vectors f k , giving the Eckart-axis directions relative to the reference configuration axes, are arranged as column vectors in the 3ϫ3 matrix on the left, the F ជ i vectors are arranged similarly in the first matrix on the right, and the 3ϫ3 matrix F has elements (
.5͒ gives the direction-cosine matrix connecting the Eckart axes of any arbitrary nuclear configuration with the principal axis system of the reference configuration. Generally, the BF 1 frame for any given problem will be fixed in a known orientation relative to the reference principal axes. The BF 2 frame is the Eckart frame itself. Hence, Eq. ͑2.5͒ is all one needs in order to characterize the BF 1 -to-BF 2 transformation at any nuclear configuration ͑grid point͒.
III. CALCULATION OF BENZENE-Ar JÄ0 STATES

A. Hamiltonian
For the Jϭ0 problem for benzene-Ar we choose for the frame BF 1 the same frame as employed in Refs. 2 and 6: ͑a͒ origin at the complex's center of mass; ͑b͒ right-handed axes parallel to the principal axes of the ͑rigid͒ benzene moiety; ͑c͒ x axis parallel to the line connecting benzene carbons #1 and #4 ͑across-the-ring͒ nuclei; and ͑d͒ z axis parallel to benzene's C 6 symmetry axis and pointing from the complex's center of mass away from the benzene moiety. Also, as in Refs. 2 and 6, the intermolecular coordinates we use are based on the position vector, d, pointing from the benzene center-of-mass to the Ar nucleus. However, instead of using the Cartesian components of this vector which referred to BF 1 , we use cylindrical coordinates derived from those components: ϵͱd x 1 2 ϩd y 1 2 , ⌽ϵarctan(d y 1 /d x 1 ), and zϵd z 1 .
These constitute the set of coordinates q 1 for the problem at hand. The kinetic-energy portion of Ĥ v in these coordinates is given by Eq. ͑3.15a͒ of Ref. 
B. Basis set
The primitive basis set is composed of functions of the form ͉z ␣ ,v,l͘ϭ͉z ␣ ͉͘v,l͘.
͑3.1͒
Here, ͉z ␣ ͘ is a one-dimensional DVR 5 defined in terms of the first N z , z-dependent harmonic-oscillator functions n (n ϭ0,1,...,N z Ϫ1), and the N z Gauss-Hermite quadrature points, z ␣ , and weights, w ␣ , associated with those functions:
where ␥ z and z 0 are constants chosen to tailor the DVR to the potential-energy surface. The ͉v,l͘ are eigenfunctions of the two-dimensional, degenerate harmonic oscillator:
where ␥ is a constant analogous to ␥ z , l is any integer up to ͉l͉ϭl max , vϭ͉l͉, ͉l͉ϩ2,..., v max , and the F v ͉l͉ are given by Eq. ͑5.2͒ of Ref. 10 .
A fully symmetry-adapted basis conforming to the molecular symmetry group G 12 ͑isomorphic with C 6v ͒ that applies to benzene-Ar is readily constructed from the functions of Eq. ͑3.1͒. These are simply the primitive functions themselves for lϭϮ1 or Ϯ2 ͑mod 6͒, and correspond to irreducible representations ͑''irreps''͒ E 1 and E 2 , respectively. For lϭ0 or Ϯ3 ͑mod 6͒ they are given by
where ⑀ϭ0 or 1. These correspond to irreps A 1 and A 2 for lϭ0 ͑mod 6͒ and ⑀ϭ0 and 1, respectively, and to B 1 and B 2 for lϭϮ3 ͑mod 6͒ and ⑀ϭ1 and 0, respectively.
C. Operation with Ĥ v
Diagonalization of Ĥ v by the method that we use herein ͑see below͒ requires computing the effect of Ĥ v on a given wave function, ͉⌿͘, expanded in the basis set of choice. In regard to the kinetic-energy operator this was done by computing matrix elements of the operator in the symmetryadapted basis and then multiplying the ͉⌿͘ vector by that matrix. The matrix elements of the kinetic-energy operator were obtained by using analytic representations for those portions dependent on and ⌽. z-dependent portions of the matrix elements were obtained by computing analytically the matrix elements of relevant z-dependent operators in the n (␥ z ͓zϪz 0 ͔) harmonic-oscillator basis and then transforming from these to the DVR basis by using the pertinent transformation matrix ͑e.g., see Ref. 5͒ .
Computation of the effect of the potential energy on a given ͉⌿͘ was accomplished by transforming the wave function fully to a grid representation, multiplying the transformed ͉⌿͘ by the value of the potential at each grid point, and transforming the result back to the ͉z ␣ ,v,l͘ representa-tion. Transformation to a grid was done in sequence from v space to space followed by transformation from l space to ⌽ space. The reverse transformation proceeded from ⌽ to l and then to v. The grid consisted of the points n ϵ n /␥ , n being the square root of the quadrature points associated with the first N ordinary Laguerre polynomials. The matrix effecting the v→ transformations is given by Eq. ͑5.4͒ of Ref. 10 . The ⌽ grid consisted of N ⌽ equally spaced points given by ⌽ j ϭ2 j/N ⌽ , jϭ0,1,...,N ⌽ Ϫ1. The l→⌽ transformations were effected by discrete Fourier transform.
D. Diagonalization of Ĥ v
Filter diagonalization ͑FDG͒ was employed to diagonalize Ĥ v in the symmetry-adapted basis. Details concerning such methods have been published elsewhere. [14] [15] [16] In the FDG variant relevant to this work, window basis functions over a given energy range were generated by Chebyshev propagation 17 ͑512 steps͒ of a random, symmetry-adapted wave function by using Eq. ͑6͒ of Ref. 16 . The resultant vectors were orthogonalized by Gram-Schmitt orthogonalization. The matrix of Ĥ v in the window basis was computed by direct application of that operator on the window basis vectors. The resulting, small ͑15 by 15 was employed͒ matrix was diagonalized to produce eigenvalues and eigenvectors. Solutions were checked by comparing the computed eigenvalues with the diagonal elements of Ĥ v in the eigenvector basis. In addition, direct comparison of the eigenvalues with those computed by others served to verify the accuracy of the solutions. Table I summarizes the basis set and grid parameters relevant to the Jϭ0 calculations. ͑The number of the basis states corresponding to the parameters in Table I is 3500, 3150, 6300, and 6000 for the A 1 , B 1/2 , E 1 , and E 2 irreps, respectively.͒ Table II gives the inertial and geometrical values pertinent to the calculations for the various potentialenergy surfaces. To the extent possible the values used were chosen to be the same as those employed in the calculations of Refs. 6 and 7. Table III shows the agreement between the intermolecular eigenvalues computed in this work and those reported in Ref. 6 . Discrepancies for the higher-energy eigenvalues of the Global potential are likely due to the larger basis set used here and to the fact that the basis in Ref. 6 was not factored according to symmetry prior to diagonalization of Ĥ v . In addition to eigenvalues, various geometrical characteristics, including the expectation value of z and the rootmean-squared deviations of z, d x 1 and d y 1 from their expectation values were computed for various states listed in Table  III . The values are in agreement with those reported in Ref. 6 .
IV. CALCULATION OF BENZENE-Ar ROTATIONAL CONSTANTS
The application of Eq. ͑2.3͒ to the calculation of vibrational-state-specific rotational constants was accomplished by first transforming a given Jϭ0 eigenvector ( i (1) ), computed as per Sect. III, to the same grid as was used in the computation of potential-energy matrix elements ͑see Sec. III C and Table I͒ . At each grid point the orientation of the Eckart axes (BF 2 ) relative to BF 1 was determined as outlined in Sec. II. The reference nuclear configuration employed to accomplish this varied with potential surface but in all cases was the pertinent minimum-energy one-a C 6v geometry with Ar above the benzene plane 3.560, 3.553, and 3.503 Å for the Global, Morse, and Brupbacher potentials, respectively. Also at each grid point the components of the moment-of-inertia tensor of the complex relative to the BF 1 frame ͓I
(1) (q 1 )͔ were computed. The components of the moment-of-inertia tensor relative to BF 2 ͓I (2) (q 1 )͔ were then computed by using the direction-cosine matrix relating BF 1 and BF 2 :
where the m and n indices each run over the three BF 2 directions, the k and l indices over the BF 1 directions, and cos͓ mk ͔, cos͓ nl ͔ are the q 1 -dependent direction cosines fix- The benzene C-H bond distance. Not relevant for the Morse potential. c B is the in-plane and C the out-of-plane rotational constant of benzene. ing the relative orientation of BF 1 and BF 2 . I (2) (q 1 ) was then inverted to yield the inverse moment-of-inertia tensor relative to the Eckart frame (2) (q 1 ). Finally, the quantities
(1) (q 1 ) (n,mϭx 2 ,y 2 ,z 2 ), corresponding to the six independent components of (2) (q 1 ), were computed and summed over all grid points to yield the vibrationally averaged components of (2) . As expected given the symmetry of the problem, only the diagonal components of (2) were found to be nonzero. Rotational constants were calculated from these components.
Besides the rotational constants referred to above, nonzero first-order Coriolis-coupling constants, i , leading to l-type doubling exist for the doubly degenerate intermolecular vibrational states. Application of Eq. ͑3͒ to the calculation of such constants is straight forward. The relevant operator is l z 2 , which corresponds to the component of vibrational angular momentum along the unique Eckart inertial axis. Now,
where ␣ and ␤ are the first and second of the Euler angles 18 pertaining to the rotation of BF 1 into BF 2 , and where the operators on the right are those of the vibrational angular momentum referred to the BF 1 frame. In terms of z, , and ⌽ these are given by
Diagonal matrix elements of l z 2 for various Jϭ0 eigenstates were computed in a two-step process. In the first step the effects on a given ͉ i
(1) ͘ of the l operators in Eq. ͑4.2͒ were computed by direct multiplication of the relevant operator matrices on the ͉ i
(1) ͘ vector in the (z ␣ ,v,l) representation.
These operator matrices were computed in a manner analogous to that described for the components of the kineticenergy matrix in Sec. III C. The pieces of ͉ i
(1) ͘ transformed in this way were then each transformed to the grid representation ͑see Sec. III C͒, where they were multiplied by the appropriate trigonmetric factors of ␣ and ␤ at each grid point, as obtained from the direction cosine matrix connecting BF 1 and BF 2 at each such point. The resulting pieces at each point were added and then transformed back to the Table VI . One notes from Tables IV and V the generally excellent agreement with the variational results, except in regard to the higher-energy states of the global potential. ͑The rotationalconstant results from other groups pertaining to the Brupbacher potential are much less extensive than those corresponding to the other two potentials. Where direct comparison is possible, though, agreement is very good.͒ It seems, however, that for these states it is the variational results that are substantially in error. We say this because those results are radically different from the computed constants for the lower-energy states. This is not consistent with the similar geometrical characteristics 6 of all these states. In contrast, our results follow the clear trends of increasing A (i) and decreasing B (i) with increasing energy. One suspects that the higher-energy variational results are in error owing to their susceptibility to the quality of calculated Jϭ0 eigenfunctions at energies higher than the states that one is interested in. Further, given the finite rovibrational basis involved in the variational calculation, significant coupling between close-lying levels could also lead to substantial inaccuracies in eigenenergies. These influences are very much reduced in our Eckart calculations owing to the reduction in the magnitude of Coriolis coupling in BF 2 .
One point to address about the Eckart results concerns their dependence on the reference configuration, the fixed geometry that must be specified to compute the orientation of BF 2 . We found the values for A (i) and B (i) to be rather insensitive to changes in the reference Ar position above the benzene plane. The first-order Coriolis constant, though, was more sensitive to this parameter, changing a percent or so upon distance changes of 0.1 Å. This suggests that if very high accuracy is desired, it is necessary to go beyond the approach embodied in Eq. ͑2.3͒. ͑We outline such an extension in Sec. VI.͒ In regard to the reference configuration, it should also be noted that that geometry should have a moment-of-inertia tensor with the same symmetry as the vibrationally averaged tensor of the species. In the case of benzene-Ar, for example, lack of C 6v symmetry in the reference configuration gives rise to asymmetric-top, rather than symmetric-top rotational constants. This requirement for the reference configuration will often require the distortion of monomer geometries for the purpose of constructing that configuration. The degree of arbitrariness associated with specifying a reference configuration might be counted as one of the liabilities of the Eckart method.
V. CALCULATION OF TRANSITION INTENSITIES
Assuming the validity of using Eq. ͑2.1͒ for the intermolecular rovibrational states of a species in frame BF 2 , then the calculation of transition intensities between rovibronic states in that species essentially amounts to the calculation of vibronic transition matrix elements. These, in turn, can be computed by using Eq. ͑2.3͒.
Consider a transition between vibronic state ͉g, i (2) ͘ and ͉e, j (2) ͘, where g and e denote states corresponding to all the vibronic degrees of freedom apart from the intermolecular ones. An electric-dipole transition between these states depends on the matrix elements of the components of the electric dipole operator referred to BF 2 . We treat the sphericaltensor components of this operator and denote them ͓ p (2) ͔ k , where kϭ0,Ϯ1. The relevant matrix elements are ͗e, j
where the ͓ p (1) ͔ m are the spherical-tensor components of the dipole operator in the BF 1 frame. To obtain Eq. ͑5.1͒ we have used Eq. ͑2.3͒ and the well-known prescription 19 by which spherical-tensor components in one frame are related to those in a rotated frame. An analogous expression is easily derived for the matrix elements that pertain to Raman transitions:
where the ͓␣ (2) ͔ k j ( jϭ0,2,kϭϪ j,Ϫ jϩ1,...,j) are the spherical tensor components of the polarizability referred to BF 2 and the ͓␣ (1) ͔ m j are the components of that tensor referred to BF 1 .
In general, application of Eqs. ͑5.1͒ and ͑5.2͒ will require knowledge of how the components of p (1) and ␣
depend on the intermolecular coordinates q 1 . In many cases, though, monomer-localized moments dominate ͑e.g., see
Ref.
20͒ and the q 1 -dependence of the moments can be neglected. In such cases, Eqs. ͑5.1͒ and ͑5.2͒ become, respectively, ͗e, j
͑5.4͒
These equations can be evaluated when one knows the monomer moments, the relevant Jϭ0 wave functions, and the way in which the BF 1 -to-BF 2 Euler angles depend on the q 1 .
We have applied Eq. ͑5.3͒ to the calculation of relative intensities for the benzene-Ar 6 0 1 (JЈϭ1,KЈϭϮ1) ←(Jϭ0,Kϭ0) and 6 0 1 b 0 1 (JЈϭ1,KЈϭ0)←(Jϭ0,Kϭ0) transitions. Here, 6 0 1 refers to the vibronic transition from the zero-point level of the S 0 electronic state of the complex to the S 1 level in which there is one quantum of the doubly degenerate benzene-localized vibration 6 . 6 0 1 b 0 1 refers to the vibronic transition from the zero-point of S 0 to the S 1 level corresponding to one quantum in 6 and one quantum in the doubly degenerate van der Waals bending vibration. The latter corresponds to the lowest intermolecular vibrational state belonging to the E 1 irrep. We choose this pair of transitions because the relative intensity of the same pair was computed in the work of Ref. 6͑b͒ under the assumption that both get their intensity entirely due to the benzene-localized transition-dipole components ͗6
here. The relative-intensity calculation of Ref. 6͑b͒, however, relies on a variational calculation for Jϭ1 of the Coriolis mixing of Jϭ0 eigenstates by Ĥ rv . We wish to compare their result with that which one gets by using the Eq. ͑2.3͒-derived Eq. ͑5.3͒.
The degeneracy of the 6 1 and 6 1 b 1 levels complicates the calculation slightly. The former consists of two vibronic states, ͉6 1ϩ ͘ and ͉6 1Ϫ ͘, having values of ϩ1 and Ϫ1, respectively, for the vibronic portion of Hougen's G quantum number. 21 The selection rules on G dictate that ⌬Kϭϩ1 for the ͉6 1ϩ ͘ component and ⌬KϭϪ1 for the ͉6 1Ϫ ͘ component in transitions from 0 0 . The sum of the intensities of these transitions, apart from the Hönl-London factor, are the same as those in benzene and are given by
͑5.6͒ 6͑b͒ Its vibronic wave function is given by The vibronic contribution to the G quantum number of this state is 0, leading to ⌬Kϭ0 selection rules ͓hence kϭ0 in Eq. ͑5.3͔͒ in the excitation of this level from 0 0 . Application of Eq. ͑5.3͒ with Eqs. ͑5.6͒ and ͑5.7͒ gives, apart from the Hönl-London factor ͑which is identical to that for the 6 1 lines͒,
͑5.8͒
The matrix elements in Eq. ͑5.8͒ can be readily computed for a given intermolecular potential after the relevant Jϭ0 states are determined. ͑For simplicity, we assume that the intermolecular states in the S 0 and S 1 electronic manifolds are the same, though the relaxation of this restriction is straightforward.͒ One transforms ͉0 Table VII with the variational results of Ref. 6͑b͒ for the three IPS's employed. At first sight, the Eckart values appear to be off considerably from the others. However, the discrepancies are all by a factor of 2, which suggests a systematic error in one of the sets of calculations or a misunderstanding on our part as to the intensity ratio being computed in Ref. 6͑b͒. ͓The present results also differ by about a factor of 2 from previous relativeintensity calculations out of this group 20 in which the harmonic and normal-mode approximations were applied to calculations of benzene-Ar intermolecular vibrations. Close examination reveals that these earlier results are in error by a factor of two owing essentially to an improper treatment of the 6 1 b 1 (A 1 ) wave function.͔ In any case, we have done a As a final topic we consider, in general, the wave functions of Eq. ͑2.1͒ when expressed in terms of coordinates referred to the BF 1 frame ͑q 1 and ⍀ 1 ͒ rather than in terms of the BF 2 coordinates q 2 and ⍀ 2 . One of the major reasons for obtaining such a relation lies in the possibility that for some systems vibration-rotation coupling in the BF 2 frame may not be eliminated to the extent necessary to render functions of the form of Eq. ͑2.1͒ sufficiently accurate for the calculation of a given property. Yet, in such cases those functions would be expected to constitute a basis rather close to the true rovibrational eigenfunctions. As such, they would provide an efficient starting point in a variational or perturbative calculation of the property of interest. Since Ĥ v ϩĤ rv is most conveniently expressed in terms of BF 1 coordinates, the effective exploitation of this basis requires the functions of Eq. ͑2.1͒ to be similarly expressed. A second reason is that one would like a means by which to address J 0 states in species in which large-amplitude intermolecular motions, like internal rotation, are present. For such species the methodology of Sec. IV, by which the rotational level structure is obtained by calculation of vibrationally averaged inverse moment-of-inertia tensor components referred to the Eckart axes, is not applicable. Direct calculation of rovibrational eigenstates and energies is required, calculations that should be greatly facilitated by expressing the functions of Eq. ͑2.1͒ in terms of BF 1 coordinates.
It has already been noted that i (2) (q 2 )ϭ i (1) (q 1 ). Hence, the task at hand amounts to expressing the rotational functions ͉JM ͘ ⍀ 2 in terms of ⍀ 1 . Since the ͉JM ͘ ⍀ 2 are linear combinations of Wigner functions
where the a JK are constants, it is sufficient to determine how Wigner functions of ⍀ 2 depend on ⍀ 1 . Recognizing that the Euler angles ⍀ 2 represent a rotation from a SF frame through Euler angles ⍀ 1 , followed by a rotation of the resulting BF 1 frame through Euler angles ͑referred to the BF 1 frame as starting frame͒, it is straightforward to show from the definition of the Wigner functions 22 and some operator algebra that
This leads to the desired result
͑6.3͒
where the ͉JKЈM ͘ ⍀ 1 are symmetric-top eigenfunctions.
Note that since the are functions of q 1 , the q 1 -dependent part of the right side of Eq. ͑6.3͒ is not an eigenfunction of Ĥ v ͑except when Jϭ0͒. Just as one expects given the Coriolis terms in Ĥ rv , Eq. ͑6.3͒ reveals mixing between the eigenfunctions of Ĥ v when J 0. Equation ͑6.3͒ provides a recipe for the construction of an efficient rovibrational basis from the Jϭ0 solutions i (1) (q 1 ) and rigid rotor functions of ⍀ 1 . From a practical point of view, the construction of the q 1 -dependent part of the basis functions can be accomplished by transforming the relevant ͉ i (1) ͘ to a grid, finding the at the grid points, multiplying the transformed wave function by the appropriate -dependent Wigner functions, and transforming back to the original representation. The value of employing the basis represented by Eq. ͑6.3͒ is several-fold. First, it reduces the need to compute accurate higher-energy Jϭ0 wave functions in order to calculate the properties of lower-energy intermolecular states. Second, it reduces the number of basis states required to achieve a given accuracy via a variational calculation of rovibrational eigenstates. Third, it can allow for accurate calculations of a species' properties via loworder perturbation theory. Finally, it can be used to obtain excellent first approximations to rovibrational eigenstates and energies for species where the presence of a largeamplitude motion precludes the direct calculation of vibrationally averaged inverse moment-of-inertia components.
For the benzene-Ar system we have done some preliminary testing of the closeness of functions of the form of Eq. ͑6.3͒ to the true J 0 eigenfunctions of Ĥ v ϩĤ rv . This was done by evaluating off-diagonal matrix elements of the Hamiltonian in the basis defined by Eq. ͑6.3͒. Such matrix elements were generally found to be less than 10 Ϫ3 of diagonal energy differences for low-lying vibrational states and Jр2. In short, the basis was found to be very close indeed to the true eigenfunction basis. Future work from this laboratory will explore this issue systematically for moleculemolecule as well as atom-molecule complexes.
VII. CONCLUSION
We have shown that rovibrational energies and transition intensities of a weakly bound species can be accurately calculated from Jϭ0 eigenfunctions without explicit diagonalization of the full rotation/intermolecular-vibration Hamiltonian of the species. While the case of benzene-Ar treated here can be readily handled by explicit diagonalization, situations involving a greater number of intermolecular degrees of freedom are less amenable to such treatment. For these cases one expects the present approach to prove particularly valuable in facilitating the comparison between computational and experimental results.
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APPENDIX: BENZENE-Ar RELATIVE INTENSITIES FROM PERTURBATION-THEORY CALCULATION OF CORIOLIS MIXING
Working entirely in the BF 1 frame, under the assumption of a benzene-localized transition moment, the intensity of the 6 0 1 b 0 1 (JЈϭ1,KЈϭ0)←(Jϭ0,Kϭ0) transition is determined by the degree to which the 6 1ϩ (JЈϭ1,KЈϭ1) and 6 1Ϫ (JЈ ϭ1,KЈϭϪ1) wave functions contribute by Coriolis mixing to the 6 1 b 1 (A 1 ) (JЈϭ1,KЈϭ0) state. 6͑b͒ We use first-order perturbation theory to calculate these contributions. The perturbation is
where i refers to the axes of BF 1 , the A i are the rotational constants of benzene ͑its principal axes are parallel to those of BF 1 ͒, and the Ĵ i and l i are operators corresponding to the total angular momentum and intermolecular vibrational angular momentum, respectively, relative to BF 1 . The relevant unperturbed wave function is
1ϩ ͘]͉10M ͘ ⍀ 1 .
͑A2͒
The first-order contributions ͑amplitudes͒ of ͉6 
