Terminology translation is a critical aspect in translation quality assurance, as it requires exact forms not typically expected of conventional translation. Recent studies have examined the quality of machine translation, but little work has focused specifically on the translation of terms. We present a comparative evaluation of the success of NMT and PBSMT systems in term translation. We selected eight language pairs among English, French, German, Finnish, and Romanian, taking into account their diverse language families and resource abundance. Based on the evaluation of Exact Match (EM) and recall scores, we concluded that NMT, in general, performs better with context, but PB-SMT outperforms when translating without context, and found that significant differences often arise from language nature.
Introduction
Term translation is an important facet of translation quality assurance. Since terminologies are essential for communication among domain experts, term forms need to be consistent and contextindependent to maintain the integrity of the underlying conceptual system during knowledge exchange (Sager, 1990) . As such, term banks (collections of cross-lingual, cross-domain terminologies) ensure correct term usage across languages in the translation pipeline of humans.
The rise of machine learning in recent years has, for better or for worse, changed the landscape of c ○ 2019 The authors. This article is licensed under a Creative Commons 4.0 licence, no derivative works, attribution, CC-BY-ND. translation forever. The typical evaluation of machine translation, due to a requirement of fast, automatic metrics during the training phase, typically involves the comparison with a set of human translation in what is calculated as the BLEU or the NIST scores of the translation (Papineni et al., 2002; Doddington, 2002) . These approaches run counter to widely accepted frameworks of translation quality assurance (Görög, 2014; Peter et al., 2016) as the measures do not single out aspects of translation that humans traditionally attach importance.
Machine translation in general does not produce the exactness in forms required in term translation. Unlike translation of a text, where target text similar in meanings are equivalent as long as they fulfill the required functions, translated term forms must adhere to term banks (Kageura and Marshman, 2019) . Machine translation also has implications in terminology building during the human translation process, as it can provide an automatic way to generate and validate the terminology resource that is available to translators (House, 2014; Chiocchetti and Lusicky, 2017; Yamada and Onishi, 2019) . This is why we are also interested in learning how well the machine translation systems perform in term translation without context (Matis, 2010) .
Here we present a comparative evaluation in the effectiveness of machine translation for terminology transfer across multiple languages. We investigate language pairs of varying training resource abundance on different machine translation architecture to understand the underlying factors of the effectiveness of terminology translation. We test systems with bidirectional translations and validate the terminology equivalence by referring to an established term bank.
Related Work
The Special Case for Terminology Translation Traditional translators often approach terminology translation within the lenses of semasiological assumptions and treat terminology as a type of lexical elements (Achkasov, 2014) . Nevertheless, when we take on an onomasiological point of view and understand that terms (Adamska-Salaciak, 2010; Lyding et al., 2006) are essentially definitions of concepts, then the degrees of equivalence are expected to be higher.
A key aspect of terminology translation is that the formation of a term in some language/domain is not solely at the discretion of the translator, but has structural, pragmatic, functional, and stylistic aspects that need to be taken into account (Achkasov, 2014) . This produces a need for translation of terminologies that takes into account the domain terminology that is in existence (Kageura, 2012; Leitchik and Shelov, 2007) Terminology in Translation Quality Assurance Accuracy of terminologies in translated work is an essential element in translation quality assessment (Arango-Keeth and Koby, 2003; Görög, 2014; Peter et al., 2016) . According to the standards establishing the essentiality of special treatments of terminology translation (ISO, 2010) , policies relating to the adaptation of terminologies in translation work is necessitated and needs to be widely implemented. Substantial efforts have been expended in the past to evaluate the state of terminology translation in both phrase-based statistical machine translation (PBSMT) and more recently neural machine translation (NMT). Yin et al. (2013) investigated consistency of terminology translation by cross-referencing patent documents in English and Chinese. Vintar (2018) evaluated both PBSMT and NMT between English and Slovene, a relatively lower-resource language pair. She concluded that thought Google's NMT serves a large amount of user-generated content at a large scale, the accuracy of its terminology translation within text leaves something to be desired.
Empirical Evaluation of NMT/SMT with Textual Corpora
Several studies examined the effectiveness of neural machine translation and statistical machine translation when applied to general text. Wu et al. in their original paper describing Google's NMT system (2016) observed increased performance compared to their previous public PBSMT system. Shterionov et al. (2017) conducted a comprehensive study on text translation and found NMT improved performances in multiple metrics as evaluated by humans. Dowling et al. (2018) tested both NMT and SMT systems on a lowerresourced language that is Irish and found that a domain-specific SMT system in some cases outperform NMT.
Muzaffar and Behera (2018), on the other hand, examined translation results in English-Urdu, a relatively resource-poor language pair, and concluded that NMT brings forward better comprehensibility and grammaticality. Castilho et al. (2017) recruited professional translators and found that as a tool for translators, NMT results do not reduce post-editing time compared to PBSMT. Work on specific genre includes (Toral and Way, 2018), which examine NMT vs. PBSMT performances on literary work, and found that NMT significantly increased the readability of the text for human readers. Kinoshita et al. (2017) examined the use of NMT and SMT in the translation of patent documents and concluded that NMT is superior in terms of human evaluations.
Machine Translation Models

Neural Machine Translation (NMT)
The Encoder-decoder Architecture
The basic structure of the modern neural machine translation system involves the encoding of a series of source text tokens, which can be words or sub-word unit encoding, into a hidden state representation (Cho et al., 2014) .
where is the learned hidden state, refers to the distributional representation of words, with the suffix or referring to source or target origin. In the simplest sequence-to-sequence architecture, the encoder hidden state came is learned from the long short-term memory (LSTM) unit applied on the source sentence words (Sutskever et al., 2014) .
The encoder hidden state is then passed along to the decoder, which is then passed along to the decoder for output. The decoder generates the target sentence token-by-token while continuous updating its internal state. In addition, neural atten-tion mechanisms encourage compositional decoding by taking into account the context in the decoder. At each step in the decoding, an attentional score is calculated from the decoding hidden state along with the encoding sentence tokens.
Zero-shot Translation
As Google's Neural Machine Translation system takes input from any training pairs across all languages (Johnson et al., 2017) , cross-lingual transfer learning was made possible with the addition of a language-specific token designating the output languages. The same shared parameters are applied to allow for translation into any target languages. As a result, even when parallel data are lacking across specific language pairs, resulting in the so-called zero-shot translation, which is impossible in previous systems. This allows the highlyeffective use and wide coverage of Google's systems, even in cases where parallel corporal resources are lacking for specific language pairs.
Phrase-Based Statistical Machine Translation (PBSMT)
Statistical machine translation models statistically enumerating and maximizing the adequacy and fluency of the target translation by maximizing the probability across all possible assignments, usually with the expectation-maximization (EM) algorithm. Phrase-based statistical machine translation (PBSMT) extends this approach to account for the fact that phrases often form the smallest unit of translation, and allows for phrase-level alignments to suggest the most likable translation.
Approach
We conduct our experiment by pairing a term bank, which are sources of cross-lingual translations of specialized terms, with a set of technical documents in which the translators are expected to adhere to the term source. We extract sentence pairs from the documents by searching for a context where the term appears in accordance with the term bank.
Data Source
The Inter-Active Terminology for Europe (IATE) (Johnson and Macphail, 2000) is the official term bank sanctioned by the European Union (EU). It is the go-to source with approximately 1.4 million multilingual entries of terminologies containing the cross-lingual translation of terms (Koehn, 2005) . Size of the parallel corpora differs across language pairs, ranging from 400,000 to around 2.2 million sentence pairs. Since IATE is the official EU-wide terminology as maintained and consulted by the translators under EU's employment, the combination of the two reflects the typical translation procedure when a commonly-agreed term source is provided for translators.
Language Pairs and Data Size
We choose to investigate four language pairs of the EuroParl parallel corpus, namely English-French (en-fr), English-German (en-de), English-Finnish (en-fi) and English-Romanian (en-ro). The languages are chosen by taking into account language families and data sizes. those where both the source and the target sentences contain the source/target term from the terminology. They can be regarded as cases that the context of the sentences is guaranteed to reflect the definition of the terminology (Table 2) We consider the second dataset as an equivalent operation when the human-translator chose the exact term translation as it appears in the term bank. This replaces the needs for human terminologists manually annotating the dataset, as the term bank has already been validated.
Google Cloud Translation APIs
The Google Cloud Translation API provides a programmatic interface for translating sentences across the supported languages using state-of-theart translation models. The APIs include two models, the "nmt" model which is their new NMT model, and a "base" model, which as stated is a PBSMT model. We query the APIs to apply the model as needed.
Evaluation: Exact Match (EM) and
Recall Scores
We compare term occurrence in results coming from target text produced from Google's Translation APIs and those from the official, humantranslated target text. We presume that in cases where the term bank entry is present in the humantranslated or machine-translated sentences, the term use in these cases are validated and considered correct usage. Rather than using traditional measures of translation quality, in this work, we are mainly concerned with the success of different systems in their adequate reproduction of the relevant terminologies in the target text. Specifically:
1. Exact Match (EM) scores is defined as the exact occurrence of the ground truth target terms in the translated target sentence.
2.
Recall is defined as the fraction of known target term words that occur in the target text.
For our evaluation, we do not make a distinction between the infections of terms. We chose this strict interpretation of exact match as we want to see how well these machine translation systems can fare in creating terminology resources for translators without context, in which case the exact form (including inflections) must be properly transferred across language barriers. The same scheme is also applied for with context translation We recognize that, since both MT systems and human translation do not include an annotation as to the exact location of the term translation in the sentence, we are unable to verify the precision of the term translation or the F1 score. Also, we argue that since terms, unlike most multi-worded expressions, are technical in nature and have specific forms, it is less likely to occur by random in the target sentence and not as a translation, justifying our automated approach to evaluation.
Experiments
Adherence to Term Banks: Human v. NMT
In the first experiment, we apply translation systems to the source-term sentence pairs as detailed in §4.2. We compare performances of the system with the human translated sentences on how much the term bank target term is correctly translated in the target sentence. Results are given in Figure 1 . Cases in which the NMT scores are higher than that of human translations should not be interpreted as NMT performing better, but that the NMT systems adhere more to the term bank in a rote way. Humans may make the call on whether the particular term entry is applicable, or choose to use pronouns to avoid repetition of terms, and our evaluation may exclude the term variation deemed acceptable by humans.
• Despite varying human performances, NMT surpasses human scores for some language pairs but performs worse than human in others. This reflects the discongruity in a single end-to-end language model in its treatment of language pairs ( §3.1.2).
• We observe that languages where parallel corpora resources are plentiful achieve lower NMT scores compared to the human scores. This suggests more parallel training data may shift the model's focus to language modeling and fluency rather than simple phraselevel correspondence, and indirectly hurt performance ( §3.1). Comparing human performances with NMT, using datasets where only the source sentence with context is validated to contain the source term. We test the recall and EM scores with regards to the term bank translation and the target sentence.
en
Translating Term with and without Context: NMT v. PBSMT
In these experiments, we apply the humanvalidated sentence pairs to the MT systems; this set includes both source/target terms in their source/target sentences, so the terms are humanvalidated to reflect the context. For resulting scores in Figure 2a and 2c, we translate the terms along with the context sentences and observe how well the translated sentences adhere to the term bank translations. In Figure 2b and 2d , we see results when we translate the terms only without the context in which the term occur.
• Two obvious outliers are cases when translating English to German or Finnish. German and Finnish both have a significant amount of compound words, which has proven to be dif-ficult to translate or rather for language processing in general (Eckman, 1981; Selmer and Lauring, 2015) , and the system is expected to translate phrases (in English) to compounds.
• In general, Google's SMT systems outperform NMT when we translate term with context; but NMT performs slightly better in many cases across languages when we translate term without context. This reflects a fundamental difference in the translation mechanisms: in that the NMT end-to-end model pushes the model to translate the sentences holistically, whereas PBSMT systems can handle terms as phrasal units ( §3.2).
• Differences in performance among languages are less prominent when we translate without context. This suggests the increased performances among some languages are a result of the language modeling available to the translation system ( §3.1.1).
We also conducted a brief analysis of some of the errors we see with regards to term length (number of words) across languages but did not observe significant differences in scores.
Qualitative Analysis
We do a brief glance at the errors and observe human translation and NMT/SMT among language pairs and directionality.
• For cases where the target language is not English, we observe that NMT are more guilty of paraphrasing not allowed in term translation, like translating "réguler le marché" instead of the correct "réglementer le marché." For English as the target language translation, NMT and SMT both suffer from minor differences that do not affect meaning, suggesting that the English language models are of higher quality.
• English-to-Finnish translation is an outlier in that NMT outperforms SMT when translating with or without context. We conclude that NMT is better at handling compound words such as "lisäsuojatodistuksen", which is translated from the English multi-word term "supplementary protection certificate." • For English-Romanian, a lower-resource language pair, we see that NMT is slightly worse-off with or without context. An example of the errors made is translating "self-determination" as "auto-determinarea popoarelor" instead of "autodeterminare a popoarelor", which is a minor language error unrelated to meaning. We surmise this reflects the zero-shot approach ( §3.1.2) in Google's NMT deemphasizes the nuances of translating resource-poor language pairs.
Conclusion
We reach conclusions on NMT/SMT systems compared with human translations that have implications in addition to term validation in translation assurances. Our experiments on translating terms without context show that such MT systems can be useful for the term resource construction process, and can assist translation companies in their work on consolidating terminologies for translators' referencing purposes.
In the future, we plan to better validate the document-level consistency of terminologies, another key aspect in quality assurance of translation. Specifically, due to the nature of the data applied in this study, we are unable to validate if the terms are consistently translated into a single form throughout the whole document. Also, due to our use of publicly-facing commercial MT APIs for our translation models, we have limited insight (based on published work and general knowledge of models) to the inner workings of the systems, and are unable to completely grasp the nature of the training data used by Google in development. This is a trade-off we had to face (as training our own models would be less similar to real-world usage and the model cannot be as extensive due to difficulty in acquiring data), but future work can be based on a balance of both approaches.
