Background: The search and wet lab testing of unknown/unexplored/untested biological hypotheses in the form of combinations of various intra/extracellular factors that are involved in a signaling pathway, costs a lot in terms of time, investment and energy. Currently, a major problem in biology is to cherry pick the combinations based on expert advice, literature survey or guesses to investigate a particular combinatorial hypothesis.
Cartoon of Wnt Signaling.
Background
Significance Recent development of PORCN-WNT inhibitor ETC-1922159 cancer drug has lead to suppression of tumor in a specific type of colorectal cancer. After the administration of the drug, a list of genes were observed to know the affect of the drug. Down and up regulated list of genes have been provided but it is not known at the higher order (≥ 2) level, which combination of these genes might be influential. A search engine has be developed to prioritise and reveal these unknown/untested/unexplored combinations to reduce the cost of wet lab tests in terms of time/investment/energy. These ranked biological hypotheses facilitate biologists to narrow down their investigation in a vast combinatorial search forest.
Wnt signaling and secretion [1] 's accidental discovery of the Wingless played a pioneering role in the emergence of a widely expanding research field of the Wnt signaling pathway. A majority of the work has focused on issues related to • the discovery of genetic and epigenetic factors affecting the pathway [2] & [3] , • implications of mutations in the pathway and its dominant role on cancer and other diseases [4] , • investigation into the pathway's contribution towards embryo development [5] , homeostasis Correspondence: sinha.shriprakash@yandex.com Independent Researcher Full list of author information is available at the end of the article * c 2017, shriprakash sinha. In case of development of commercial applications, please contact the corresponding author. [6] & [7] and apoptosis [8] and • safety and feasibility of drug design for the Wnt pathway [9] , [10] , [11] , [12] & [13] .
The Wnt phenomena can be roughly segregated into signaling and secretion part. The Wnt signaling pathway works when the WNT ligand gets attached to the Frizzled(FZD)/LRP coreceptor complex. FZD may interact with the Dishevelled (DVL) causing phosphorylation. It is also thought that Wnts cause phosphorylation of the LRP via casein kinase 1 (CK1) and kinase GSK3. These developments further lead to attraction of Axin which causes inhibition of the formation of the degradation complex. The degradation complex constitutes of AXIN, the β-catenin transportation complex APC, CK1 and GSK3. When the pathway is active the dissolution of the degradation complex leads to stabilization in the concentration of β-catenin in the cytoplasm. As β-catenin enters into the nucleus it displaces the GROUCHO and binds with transcription cell factor TCF thus instigating transcription of Wnt target genes. GROUCHO acts as lock on TCF and prevents the transcription of target genes which may induce cancer. In cases when the Wnt ligands are not captured by the coreceptor at the cell membrane, AXIN helps in formation of the degradation complex. The degradation complex phosphorylates βcatenin which is then recognised by F BOX/WD repeat protein β-TRCP. β-TRCP is a component of ubiquitin ligase complex that helps in ubiquitination of β-catenin thus marking it for degradation via the proteasome. A cartoon of the signaling transduction snapshot is shown in figure 1 .
Contrary to the signaling phenomena, the secretion phenomena is about the release and transportation of Figure 3 Graphical abstract of how the whole search engine works to find out crucial interactions within the components of the pathway under consideration as different time points and durations [14] .
the WNT protein/ligand in and out of the cell, respectively. Briefly, the WNT proteins that are synthesized with the endoplasmic reticulum (ER), are known to be palmitoyleated via the Porcupine (PORCN) to form the WNT ligand, which is then ready for transportation [15] . It is believed that these ligands are then transported via the EVI/WNTLESS transmembrane complex out of the cell [16] & [17] . The EVI/WNTLESS themselves are known to reside in the Golgi bodies and interaction with the WNT ligands for the later's glycosylation [18] & [19] . Once outside the cell, the WNTs then interact with the cell receptors, as explained in the foregoing paragraph, to induce the Wnt signaling. Of importance is the fact that the EVI/WNTLESS also need a transporter in the from of a complex termed as Retromer. A cartoon of the signaling transduction snapshot is shown in figure 2.
PORCN-WNT inhibitors
The regulation of the Wnt pathway is dependent on the production and secretion of the WNT proteins. Thus, the inhibition of a causal factor like PORCN which contributes to the WNT secretion has been proposed to be a way to interfere with the Wnt cascade, 2015)). Copyright (2015) American Chemical Society. [24] which might result in the growth of tumor. Several groups have been engaged in such studies and known PORCN-WNT inhibitors that have been made available till now are IWP-L6 [20] & [21] , C59 [22] , LGK974 [23] and ETC-1922159 [24] . In this study, the focus of the attention is on the implications of the ETC-1922159, after the drug has been administered. The drug is a enantiomer with a nanomolar activity and excellent bioavailability as claimed in [24] . Figure 4 shows the hit to lead stabilization of the ETC enantiomer. 
Revealing higher order biological hypotheses via sensitivity analysis and insilico ranking algorithm
In the trial experiments on ETC-1922159 [25] , a list of genes (2500±) have been reported to be up and down regulated after the drug treatment and a time buffer of 3 days. Some of the transcript levels of these genes have been recorded and the experimental design is explained elaborately in the same manuscript. In the list are also available unknown or uncharacterised proteins that have been recorded after the drug was administered. These have been marked as "--" in the list (Note -In this manuscript these uncharacterised proteins have been marked as "XXM ", were M = 1, 2, 3, ...). The aim of this work is to reveal unknown/unexplored/untested biological hypotheses that form higher order combinations. For example, it is known that the combinations of WNT-FZD or RSPO-LGR-RNF play significant roles in the Wnt pathway. But the n ≥ 2, 3, ...-order combinations out of N (> n) genes forms a vast combinatorial search forest that is extremely tough to investigate due to the humongous amount of combinations. Currently, a major problem in biology is to cherry pick the combinations based on expert advice, literature survey or random choices to investigate a particular combinatorial hypothesis. The current work aims to reveal these unknown/unexplored/untested combinations by prioritising these combinations using a potent support vector ranking algorithm [26] . This cuts down the cost in time/energy/investment for any investigation concerning a biological hypothesis in a vast search space.
The pipleline works by computing sensitivity indicies for each of these combinations and then vectorising these indices to connote and form discriminative feature vector for each combination. The ranking algorithm is then applied to a set of combinations/sensitivity index vectors and a ranking score is generated. Sorting these scores leads to prioritization of the combinations. Note that these combinations are now ranked and give the biologists a chance to narrow down their focus on crucial biological hypotheses in the form of combinations which the biologists might want to test. Analogous to the webpage search engine, where the click of a button for a few key-words leads to a ranked list of web links, the pipeline uses sensitivity indices as an indicator of the strength of the influence of factors or their combinations, as a criteria to rank the combinations. The generic pipleline for the generation for ranking has been shown in figure 3 from one of the author's unpublished/submitted manuscript [14] , the time series data set for which was obtained from [27] .
Translating the pipeline into code of execution in R
The pipeline depicted in figure 3 was modified and translated into code in R programming language [28] . Figure 5 shows one such computation and the main commands and some of the internal executions are shown in red. The execution begins by some preprocessing of the file containing the information regarding the down regulated genes via source("extractET Cdata.R"). The library containing the sensitivity analysis methods is then loaded in the interface using the command library(sensitivity) [29] & [30] . Next a gaussian distribution for a particular transcript level for a gene is generated to have a sample. This is needed in the computation of sensitivity index for that particular gene. A gene of particular choice is selected (in blue) and the choice of the combination is made (here k = 2). Later a kernel is used (here rbf for HSIC method). 50 different indices are generated which help in generating aggregate rank using these 50 indices. The Support vector ranking algorithm is employed to generate the scores for different combinations and these scores are then sorted out. This is done using the command source("SV M Rank − Results − S − mean.R"). A file is generated that contains the combinations in increasing order of influence after the ETC-1922159 has been administered. Note that 1 means lowest rank and 2743 is the highest rank for 2 nd order combinations for gene RAD51AP1 using HSIC-rbf density based sensitivity index. The code has been depicted in figure 5.
Interpretation of 2 nd order ranking with RAD51AP1 using HSIC-rbf density based sensitivity index For example, the ranking generated for second order combination for RAD51AP1 is enlisted below. What these rankings suggests is that after the treatment of ETC-1922159, genes along with their combination with RAD51AP1 were prioritised and this gives the biologists a clue to study the behaviour of RAD51AP1 along with other genes in colorectal cancer case.
DNA repair is an important aspect in maintaining the proper and healthy functioning for the cells in the human body. Failure in DNA repair process can lead to aberrations as well as tumorous stages. There are various types of damages that a DNA can go through, one of which is the DNA double strand breaks (DSB) that can be repaired via homologous recombination (HR). RAD51 plays a central role in HR and is known to function in the three phases of HR namely : presynapsis, synapsis and post-synapsis [31] . Recently, RAD51 has been implicated as a negative/poor prognostic marker for colorectal adenocarcinoma and has been found to be highly expressed [32] . A negative/poor prognostic marker indicates that it is harder to control the malignancy. Since RAD51 helps in the repair of the DNA damage via HR and is implicated as a poor prognostic marker in colorectal adenocarcinoma, this suggests its functionality in maintaining genomic stability and therapeutic resistance to cancer drugs. Mechanistically, RAD51AP1 facilitates RAD51 during the repairing process by binding with RAD51 via two DNA binding sites, thus helping in the D-loop formation in the HR process [33] & [34] .
In context of the ETC-1922159 treatment, a series of 2 nd order rankings have been generated for RAD51AP1. Using the above pipeline can help decipher biological implications. BRCA2 is known to be a main mediator in the HR process along with RAD51 and interact with RAD51 in various ways [35] , [36] , [37] & [38] . A relative low rank of 458 between RAD51AP1-BRCA2 states that after the ETC-1922159 treatment the combination gets low priority indicating that as there is suppression of CRC, the genomic stability of the cancer cells is affected by rendering the DNA repairing capacity of RAD51AP1-BRCA2 ineffective to a certain extent. PPA2 is a tumor suppressor that regulates many signaling pathways and plays crucial role in cell transformation [39] . PPA2 in known to be highly suppressed in colorectal cancer case [40] . The relatively high ranking of 2675 for RAD51AP1-PPA2 combination indicates two points (a) the ineffectiveness of RAD51AP1 to provide genomic stability to cancer cell and (b) the over expression of PPA2 after ETC-1922159 was administered. Also, SET is a known PPA2 inhibitor and is observed to be highly overexpressed in colorectal cancer cases. In relation to the ranking of RAD51AP1-PPA2, after the administration of the drug, RAD51AP1-SET showed a lower rank of 2227.
The x-ray repair cross complementing XRCC family is known to work as a mediator or stabilizer for RAD51 during the HR process [31] . The relatively low rank of 366 for the RAD51AP1-XRCC2 indicates that the effectiveness for DNA repair capability is affected by ETC-1922159 drug as the tumor growth is suppressed. This is further confirmed by the fact that XRCC2 forms complex with paralogues of RAD51, i.e RAD51C-RAD51D-XRCC2 for DNA repair [41] & [42] . Other members of XRCC like XRCC1, XRCC6BP1 and XRCC6, showed relatively higher rankings of 1874, 2398 and 2558. Not much is known about these 3 factors in colorectal cancer case. XRCC1 may be weakly implicated in the colorectal cancer cases as have been found in the case studies in Taiwan [43] . Very little is known about XRCC6BP1 and in a risk score based analysis it was found that XRCC6BP1 acts as a tumor repressor with very low expression profile in colorectal cancer [44] . Hight rankings suggests that after ETC-1922159 treatment, the expression level of XRCC6BP1 is extremely high, indicating the establishment of genomic stability of health via suppression of cancer cells. Finally, the very high priority of XRCC6 only indicates its role as a tumor repressor and further wet lab analysis needs to be conducted to verify the effectiveness of the pipeline.
RNF43/ZNRF3 are known to negatively regulate the Wnt pathway by targeting the FZD family and leading to its degradation and thus acting as a hinderance to the Wnt pathway [45] . In presence of members from RSPO and LGR family, the RNF43/ZNRF3 is degraded in the cell and this leads to enhancement of the Wnt signaling [46] . In relation to the RAD51AP1, the ranking of RNF43 was found to be 1893 and the ranking of ZNRF3 was found to be 549, respectively, after the treatment of ETC-1922159. The lower ranking of ZNRF43 with RAD51AP1 might indicate some affinity between RAD51AP1-ZNRF43 in comparison to the high ranking of RAD51AP1-RNF43. This needs to be tested.
LGR5 and LGR6 had associated low ranks for 327 and 161, respectively. After the administration of the drug, the LGR5, RNF43 and ZNRF43 were known to be downregulated [25] . These are evident from the low rankings in combination with RAD51AP1, except for RNF43. An implication of the above combination of rankings can be the fact that as the drug takes its affect, it has multiple consequences wherein the RNF43/ZNRF3 along with LGR5 is being degraded so that the signaling is inhibited and also the genomic instability of the cancer cells in instigated by the ineffectiveness of RAD51AP1 to help in DNA repair in cancer cells.
Such rankings hold promise for any biologists who is investigating a pathway for a particular phenomena and is faced with a vast combinatorial search forest. These rankings also provide confirmatory results for existing published wet lab affirmations. 
Tools of study

Sensitivity analysis
In order to address the above issues, sensitivity analysis (SA) is performed on either the datasets or results obtained from biologically inspired causal models. The reason for using these tools of sensitivity analysis is that they help in observing the behaviour of the output and the importance of the contributing input factors via a robust and an easy mathematical framework. In this manuscript both local and global SA methods are used. Where appropriate, a description of the biologically inspired causal models ensues before the analysis of results from these models.
Seminal work by Russian mathematician [47] lead to development as well as employment of SA methods to study various complex systems where it was tough to measure the contribution of various input parameters in the behaviour of the output. A recent unpublished review on the global SA methods by [30] categorically delineates these methods with the following functionality • screening for sorting influential measures ( [48] method, Group screening in [49] & [50] , Iterated factorial design in [51] , Sequential bifurcation design in [52] and [53] ), • quantitative indicies for measuring the importance of contributing input factors in linear models ( [54] , [55] , [56] and [57] ) and nonlinear models ( [58] , [59] , [60] , [61] , [62] , [63] , [64] , & [65] , [66] , [67] , [68] , [69] , [70] , [71] , [72] , [73] and [74] ) and • exploring the model behaviour over a range on input values ( [75] and [76] , [77] and [78] ). [30] also provide various criteria in a flowchart for adapting a method or a combination of the methods for sensitivity analysis. Figure  6 shows the general flow of the mathematical formulation for computing the indices in the variance based Sobol method. The general idea is as follows -A model could be represented as a mathematical function with a multidimensional input vector where each element of a vector is an input factor. This function needs to be defined in a unit dimensional cube. Based on ANOVA decomposition, the function can then be broken down into f 0 and summands of different dimensions, if f 0 is a constant and integral of summands with respect to their own variables is 0. This implies that orthogonality follows in between two functions of different dimensions, if at least one of the variables is not repeated. By applying these properties, it is possible to show that the function can be written into a unique expansion. Next, assuming that the function is square integrable variances can be computed. The ratio of variance of a group of input factors to the variance of the total set of input factors constitute the sensitivity index of a particular group.
Besides the above [47] 's variance based indicies, more recent developments regarding new indicies based on density, derivative and goal-oriented can be found in [79] , [80] and [81] , respectively. In a latest development, [82] propose new class of indicies based on density ratio estimation [79] that are special cases of dependence measures. This in turn helps in exploiting measures like distance correlation [83] and Hilbert-Schmidt independence criterion [84] as new sensitivity indicies.
The framework of these indicies is based on use of [85] f-divergence, concept of dissimilarity measure and kernel trick [86] . Finally, [82] propose feature selection as an alternative to screening methods in sensitivity analysis. The main issue with variance based indicies [47] is that even though they capture importance information regarding the contribution of the input factors, they • do not handle multivariate random variables easily and • are only invariant under linear transformations. In comparison to these variance methods, the newly proposed indicies based on density estimations [79] and dependence measures are more robust. Figure  7 shows the general flow of the mathematical formulation for computing the indices in the density based HSIC method. The general idea is as follows -The sensitivity index is actually a distance correlation which incorporates the kernel based Hilbert-Schmidt Information Criterion between two input vectors in higher dimension. The criterion is nothing but the Hilbert-Schmidt norm of cross-covariance operator which generalizes the covariance matrix by representing higher order correlations between the input vectors through nonlinear kernels. For every operator and provided the sum converges, the Hilbert-Schmidt norm is the dot product of the orthonormal bases. For a finite dimensional input vectors, the Hilbert-Schmidt Information Criterion estimator is a trace of product of two kernel matrices (or the Gram matrices) with a centering matrix such that HSIC evaluates to a summation of different kernel values.
It is this strength of the kernel methods that HSIC is able to capture the deep nonlinearities in the biological data and provide reasonable information regarding the degree of influence of the involved factors within the pathway. Improvements in variance based methods also provide ways to cope with these nonlinearities but do not exploit the available strength of kernel methods. Results in the later sections provide experimental evidence for the same.
Application in systems biology
Recent efforts in systems biology to understand the importance of various factors apropos output behaviour has gained prominence. [87] compares the use of [47] variance based indices versus [48] screening method which uses a One-at-a-time (OAT) approach to analyse the sensitivity of GSK3 dynamics to uncertainty in an insulin signaling model. Similar efforts, but on different pathways can be found in [88] and [89] .
SA provides a way of analysing various factors taking part in a biological phenomena and deals with the effects of these factors on the output of the biological system under consideration. Usually, the model equations are differential in nature with a set of inputs and the associated set of parameters that guide the output. SA helps in observing how the variance in these parameters and inputs leads to changes in the output behaviour. The goal of this manuscript is not to analyse differential equations and the parameters associated with it. Rather, the aim is to observe which input genotypic factors have greater contribution to observed phenotypic behaviour like a sample after treatment of the drug.
There are two approaches to sensitivity analysis. The first is the local sensitivity analysis in which if there is a required solution, then the sensitivity of a function apropos a set of variables is estimated via a partial derivative for a fixed point in the input space. In global sensitivity, the input solution is not specified. This implies that the model function lies inside a cube and the sensitivity indices are regarded as tools for studying the model instead of the solution. The general form of g-function (as the model or output variable) is used to test the sensitivity of each of the input factor (i.e expression profile of each of the genes). This is mainly due to its non-linearity, non-monotonicity as well as the capacity to produce analytical sensitivity indices. The g-function takes the form -
were, d is the total number of dimensions and a i ≥ 0 are the indicators of importance of the input variable x i . Note that lower values of a i indicate higher importance of x i . In our formulation, we randomly assign values of x i ∈ [0, 1]. For the static data d = 2500± (factors affecting the pathway). Thus the expression profiles of the various genetic factors in the pathway are considered as input factors and the global analysis conducted. Note that in the predefined dataset, the working of the signaling pathway is governed by a preselected set of genes that affect the pathway. For comparison purpose, the local sensitivity analysis method was also used to study how the individual factor is behaving with respect to the remaining factors while working of the pathway is observed in terms of expression profiles of the various factors. Thus, both global and local analysis methods were employed to observe the entire behaviour of the pathway as well as the local behaviour of the input factors with respect to the other factors, respectively, via analysis of fold changes. Given the range of estimators available for testing the sensitivity, it might be useful to list a few which are going to be employed in this research study. These have been described in the Appendix. For brevity, we report results from HSIC method only. This is not by random choice but it has been shown that density based methods are known to superior to their counterparts the variance based methods.
Support vector ranking machines
Learning to rank is a machine learning approach with the idea that the model is trained to learn how to rank. A good introduction to this work can be found in [90] . Existing methods involve pointwise, pairwise and listwise approaches. In all these approaches, Support Vector Machines (SVM) can be employed to rank the required query. SVMs for pointwise approach build various hyperplanes to segregate the data and rank them. Pairwise approach uses ordered pair of objects to classify the objects and then utilize the classifier to rank the objects. In this approach, the group structure of the ranking is not taken into account. Finally, the listwise ranking approach uses ranking list as instances for learning and prediction. In this case the ranking is straightforward and the group structure of ranking is maintained. Various different designs of SVMs have been developed and the research in this field is still in preliminary stages. In context of the gene expression data set employed in this manuscript, the objects are the genes with their recorded expression values after the ETC-1922159 treatment.
Note that rankings algorithms have been developed to be employed in the genomic datasets but to the author's awareness, these algorithms do not rank the range of combinations in a wide combinatorial search space in time. Also, they do not take into account the ranking of unexplored biological hypothesis which are assigned to a particular sensitivity value or vector that can be used for prioritization. For example, [91] presents a ranking algorithm that betters existing ranking model based on the assignment of P -value. As stated by [91] it detects genes that are ranked consistently better than expected under null hypothesis of uncorrelated inputs and assigns a significance score for each gene. The underlying probabilistic model makes the algorithm parameter free and robust to outliers, noise and errors. Significance scores also provide a rigorous way to keep only the statistically relevant genes in the final list. The proposed work here develops on sensitivity analysis and computes the influences of the factors for a system under investigation. These sensitivity indices give a much realistic view of the biological influence than the proposed P -value assignment and the probabilistic model. The manuscript at the current stage does not compare the algorithms as it is a pipeline to investigate and conduct a systems wide study. Instead of using SVM-Ranking it is possible to use other algorithms also, but the author has restricted to the development of the pipeline per se. Finally, the current work tests the effectiveness of the variance based (SOBOL) sensitivity indices apropos the density and kernel based (HSIC) sensitivity indices. Finally, [92] provides a range of comparison for 10 different regression methods and a score to measure the models. Compared to the frame provided in [92] , the current pipeline takes into account biological information an converts into sensitivity scores and uses them as discriminative features to provide rankings. Thus the proposed method is algorithm independent.
Methods
Variance based sensitivity indices
The variance based indices as proposed by [47] prove a theorem that an integrable function can be decomposed into summands of different dimensions. Also, a Monte Carlo algorithm is used to estimate the sensitivity of a function apropos arbitrary group of variables. It is assumed that a model denoted by function u = f (x), x = (x 1 , x 2 , ..., x n ), is defined in a unit ndimensional cube K n with u as the scalar output. The requirement of the problem is to find the sensitivity of function f (x) with respect to different variables. If u * = f (x * ) is the required solution, then the sensitivity of u * apropos x k is estimated via the partial derivative (∂u/∂x k ) x=x * . This approach is the local sensitivity. In global sensitivity, the input x = x * is not specified. This implies that the model f (x) lies inside the cube and the sensitivity indices are regarded as tools for studying the model instead of the solution. Detailed technical aspects with examples can be found in [58] and [93] .
Let a group of indices i 1 , i 2 , ..., i s exist, where 1 ≤ i 1 < ... < i s ≤ n and 1 ≤ s ≤ n. Then the notation for sum over all different groups of indices is -
Then the representation of f (x) using equation 2 in the form -
is called ANOVA-decomposition from [71] or expansion into summands of different dimensions, if f 0 is a constant and integrals of the summands f i1,i2,...,is with respect to their own variables are zero, i.e,
It follows from equation 4 that all summands on the right hand side are orthogonal, i.e if at least one of the indices in i 1 , i 2 , ..., i s and j 1 , j 2 , ..., j l is not repeated i.e 1 0 f i1,i2,...,is (x i1 , ..., x is )f j1,...,j l (x j1 , x j2 , ..., x js )dx = 0
[47] proves a theorem stating that there is an existence of a unique expansion of equation 4 for any f (x) integrable in K n . In brief, this implies that for each of the indices as well as a group of indices, integrating equation 4 yields the following -
were, dx/dx i is ∀k∈{1,..,n};i / ∈k dx k and dx/dx i dx j is ∀k∈{1,..,n};i,j / ∈k dx k . For higher orders of grouped indices, similar computations follow. The computation of any summand f i1,i2,...,is (x i1 , x i2 , ..., x is ) is reduced to an integral in the cube K n . The last summand f 1,2,...,n (x 1 , x 2 , ..., x n ) is f (x)−f 0 from equation 4. [58] stresses that use of Sobol sensitivity indices does not require evaluation of any f i1,i2,...,is (x i1 , x i2 , ..., x is ) nor the knowledge of the form of f (x) which might well be represented by a computational model i.e a function whose value is only obtained as the output of a computer program.
Finally, assuming that f (x) is square integrable, i.e f (x) ∈ L 2 , then all of f i1,i2,...,is (x i1 , x i2 , ..., x is ) ∈ L 2 . Then the following constants
.,is (11) are termed as variances. Squaring equation 4, integrating over K n and using the orthogonality property in equation 7, D evaluates to -
Then the global sensitivity estimates is defined as -
It follows from equations 12 and 13 that ΣS i1,i2,...,is = 1
Clearly, all sensitivity indices are non-negative, i.e an index S i1,i2,...,is = 0 if and only if f i1,i2,...,is ≡ 0. The true potential of Sobol indices is observed when variables x 1 , x 2 , ..., x n are divided into m different groups with y 1 , y 2 , ..., y m such that m < n. Then f (x) ≡ f (y 1 , y 2 , ..., y m ). All properties remain the same for the computation of sensitivity indices with the fact that integration with respect to y k means integration with respect to all the x i 's in y k . Details of these computations with examples can be found in [47] . Variations and improvements over Sobol indices have already been stated in section 1.
Density based sensitivity indices
As discussed before, the issue with variance based methods is the high computational cost incurred due to the number of interactions among the variables. This further requires the use of screening methods to filter out redundant or unwanted factors that might not have significant impact on the output. Recent work by [82] proposes a new class of sensitivity indicies which are a special case of density based indicies [79] . These indicies can handle multivariate variables easily and relies on density ratio estimation. Key points from [82] are mentioned below.
Considering the similar notation in previous section, f : R n → R (u = f (x)) is assumed to be continuous. It is also assumed that X k has a known distribution and are independent. [94] state that a function which measures the similarity between the distribution of U and that of U |X k can define the impact of X k on U . Thus the impact is defined as -
were d(·, ·) is a dissimilarity measure between two random variables. Here d can take various forms as long as it satisfies the criteria of a dissimilarity measure.
[85]'s f-divergence between U and U |X k when all input random variables are considered to be absolutely continuous with respect to Lebesgue measure on R is formulated as - (16) were F is a convex function such that F (1) = 0 and p U and p U |X k are the probability distribution functions of U and U |X k . Standard choices of F include Kullback-Leibler divergence F (t) = − log e (t), Hellinger distance ( √ t−1) 2 , Total variation distance F (t) = |t−1|, Pearson χ 2 divergence F (t) = t 2 − 1 and Neyman χ 2 divergence F (t) = (1 − t 2 )/t. Substituting equation 16 in equation 15, gives the following sensitivity index -
were p X k and p X k ,Y are the probability distribution functions of X k and (X k , U ), respectively. [85] fdivergences imply that these indices are positive and equate to 0 when U and X k are independent. Also, given the formulation of S F X k , it is invariant under any smooth and uniquely invertible transformation of the variables X k and U [95] . This has an advantage over Sobol sensitivity indices which are invariant under linear transformations.
By substituting the different formulations of F in equation 17, [82] 's work claims to be the first in establishing the link that previously proposed sensitivity indices are actually special cases of more general indices defined through [85] 's f-divergence. Then equation 17 changes to estimation of ratio between the joint density of (X k , U ) and the marginals, i.e -
were, r(x, y) = (p X k ,U (x, u))/(p U (u)p X k (x)). Multivariate extensions of the same are also possible under the same formulation. Finally, given two random vectors X ∈ R p and Y ∈ R q , the dependence measure quantifies the dependence between X and Y with the property that the measure equates to 0 if and only if X and Y are independent. These measures carry deep links [96] with distances between embeddings of distributions to reproducing kernel Hilbert spaces (RHKS) and here the related Hilbert-Schmidt independence criterion (HSIC by [84] ) is explained.
In a very brief manner from an extremely simple introduction by [97] -"We first defined a field, which is a space that supports the usual operations of addition, subtraction, multiplication and division. We imposed an ordering on the field and described what it means for a field to be complete. We then defined vector spaces over fields, which are spaces that interact in a friendly way with their associated fields. We defined complete vector spaces and extended them to Banach spaces by adding a norm. Banach spaces were then extended to Hilbert spaces with the addition of a dot product." Mathematically, a Hilbert space H with elements r, s ∈ H has dot product r, s H and r · s. When H is a vector space over a field F, then the dot product is an element in F. The product r, s H follows the below mentioned properties when r, s, t ∈ H and for all a ∈ F -• Associative : (ar) · s = a(r · s) • Commutative : r · s = s · r • Distributive : r · (s + t) = r · s + r · t Given a complete vector space V with a dot product ·, · , the norm on V defined by ||r|| V = ( r, r ) makes this space into a Banach space and therefore into a full Hilbert space. A reproducing kernel Hilbert space (RKHS) builds on a Hilbert space H and requires all Dirac evaluation functionals in H are bounded and continuous (on implies the other). Assuming H is the L 2 space of functions from X to R for some measurable X. For an element x ∈ X, a Dirac evaluation functional at x is a functional δ x ∈ H such that δ x (g) = g(x). For the case of real numbers, x is a vector and g a function which maps from this vector space to R. Then δ x is simply a function which maps g to the value g has at x. Thus, δ x is a function from (R n → R) into R.
The requirement of Dirac evaluation functions basically means (via the [98] representation theorem) if φ is a bounded linear functional (conditions satisfied by the Dirac evaluation functionals) on a Hilbert space H, then there is a unique vector in H such that φg = g, H for all ∈ H. Translating this theorem back into Dirac evaluation functionals, for each δ x there is a unique vector k x in H such that δ x g = g(x) = g, k x H . The reproducing kernel K for H is then defined as : K(x, x ) = k x , k x , were k x and k x are unique representatives of δ x and δ x . The main property of interest is g, K(x, x ) H = g(x ). Furthermore, k x is defined to be a function y → K(x, y) and thus the reproducibility is given by K(x, ·), K(y, ·) H = K(x, y).
Basically, the distance measures between two vectors represent the degree of closeness among them. This degree of closeness is computed on the basis of the discriminative patterns inherent in the vectors. Since these patterns are used implicitly in the distance metric, a question that arises is, how to use these distance metric for decoding purposes?
The kernel formulation as proposed by [86] , is a solution to our problem mentioned above. For simplicity, we consider the labels of examples as binary in nature. Let x i ∈ R n , be the set of n feature values with corresponding category of the example label (y i ) in data set D. Then the data points can be mapped to a higher dimensional space H by the transformation φ:
This H is the Hilbert Space which is a strict inner product space, along with the property of completeness as well as separability. The inner product formulation of a space helps in discriminating the location of a data point w.r.t a separating hyperplane in H. This is achieved by the evaluation of the inner product between the normal vector representing the hyperplane along with the vectorial representation of a data point in H (Figure 8 represents the geometrical interpretation). Thus, the idea behind equation ( 19) is that even if the data points are nonlinearly clustered in space R n , the transformation spreads the data points into H, such that they can be linearly separated in its range in H.
Often, the evaluation of dot product in higher dimensional spaces is computationally expensive. To avoid incurring this cost, the concept of kernels in employed. The trick is to formulate kernel functions that depend on a pair of data points in the space R n , under the assumption that its evaluation is equivalent to a dot product in the higher dimensional space. This is given as:
Two advantages become immediately apparent. First, the evaluation of such kernel functions in lower dimensional space is computationally less expensive than evaluating the dot product in higher dimensional space. Secondly, it relieves the burden of searching an appropriate transformation that may map the data points in R n to H. Instead, all computations regarding discrimination of location of data points in higher dimensional space involves evaluation of the kernel functions in lower dimension. The matrix containing these kernel evaluations is referred to as the kernel matrix. With a cell in the kernel matrix containing a kernel evaluation between a pair of data points, the kernel matrix is square in nature.
As an example in practical applications, once the kernel has been computed, a pattern analysis algorithm uses the kernel function to evaluate and predict the nature of the new example using the general formula:
where w defines the hyperplane as some linear combination of training basis vectors, z is the test data point, y i the class label for training point x i , α i and b are the constants. Various transformations to the kernel function can be employed, based on the properties a kernel must satisfy. Interested readers are referred to [99] for description of these properties in detail.
The Hilbert-Schmidt independence criterion (HSIC) proposed by [84] is based on kernel approach for finding dependences and on cross-covariance operators in RKHS. Let X ∈ X have a distribution P X and consider a RKHS A of functions X → R with kernel k X and dot product ·, · A . Similarly, Let U ∈ Y have a distribution P Y and consider a RKHS B of functions U → R with kernel k B and dot product ·, · B . Then the cross-covariance operator C X,U associated with the joint distribution P XU of (X, U ) is the linear operator B → A defined for every a ∈ A and b ∈ B as -
The cross-covariance operator generalizes the covariance matrix by representing higher order correlations between X and U through nonlinear kernels. For every linear operator C : B → A and provided the sum converges, the Hilbert-Schmidt norm of C is given by -
were a k and b l are orthonormal bases of A and B, respectively. The HSIC criterion is then defined as the Hilbert-Schmidt norm of cross-covariance operator -
were the equality in terms of kernels is proved in [84] . Finally, assuming (X i , U i ) (i = 1, 2, ..., n) is a sample of the random vector (X, U ) and K X and K U denote the Gram matrices with entries K X (i, j) = k X (X i , X j ) and K U (i, j) = k U (U i , U j ). [84] proposes the following estimator for HSIC n (X, U ) A,B -
were H is the centering matrix such that H(i, j) = δ i,j − 1 n . Then HSIC n (X, U ) A,B can be expressed as -
Finally, [82] proposes the sensitivity index based on distance correlation as -
were the kernel based distance correlation is given by -
(HSIC(X, X) A,A HSIC(U, U ) B,B )
were kernels inducing A and B are to be chosen within a universal class of kernels. Similar multivariate formulation for equation 25 are possible.
Results & discussion
Identified/identified 2 nd -order combinations Table 1 shows the relative rankings apropos RNF43 for three different kernels. The genes that have been shown along with the RNF43 are known to be highly expressed in colorectal cancer cases and after the ETC-1922159 was administered. Here we show only a few of the rankings as a confirmatory result that supports the in silico findings of the pipeline. In the table, except for BMP7 and NKD1, while considering the majority rankings over the three different columns representing the kinds of kernels used with the HSIC density based method, we find that each one of them has been assigned a relatively low priority in the order of 2743 combinations. The implication of these low rankings indicate or confirm the effectiveness of the pipeline in assigning appropriate biologically induced priority to the ETC-1922159 influenced down regulation of these genes. Surprisingly, BMP7 [100] and NKD1 [101] are known to be highly expressed in colorectal cancer case and were down regulated after the drug treatment. But these were assigned high rank with RNF43. Mutations in RNF43 could be subdued after ETC-1922159 has suppressed the Wnt pathway as has been shown in [25] . NKD1 is enigmatic in nature and known to be a negative regulator of the Wnt pathway [102] . Mutations in NKD1 have been found to be prevalent in colorectal cancer cases [103] . High rank might suggest that after the suppression of the cancer cells, the NKD1 is highly activated or the mutated version of NKD1, if present, are highly ineffective. Thus the RNF43-NKD1 acquires a high ranking by the engine and it is more likely that NKD1 is highly activated. ZNRF3/RNF43 is known to be implicated in inhibiting the Wnt signaling via degradation of FZDs at the cell surface level [46] & [104] . Mutations in these can lead to abberent signaling and mutated RNF43 were found to be suppressed after the ETC-1922159 treatment and the relatively low rank assigned to the combination points to effectiveness of the pipeline. Similarly, RRM2 which is involved in DNA repair [105] , is implicated in the metastasis of colon cancer [106] and was observed to be highly expressed in colorectal cancer cases [25] . With mutated RNF43, as the Wnt signaling is enhanced, there is possibility of increased tumorigenesis and RRM2 could synergistically work in tandem with RAD51AP1 (another contributor of genomic stability) to enhance the metastasis of CRC. Coincidently, the pipeline gives a preferred low rank of 139 to RRM2-RAD51AP1 combination after the drug treatment, thus indicating that its inhibition in the suppressed cancer cells. The lower ranking of RRM2 along with the RNF43 points to the correct prioritization by the pipeline. Similar results were found for KI-67 (MKI67) which as an independent prognostic marker for CRC [107] and MCM4, which play essential role in DNA replication [108] , are both highly expressed in colorectal cancer cases. AXIN2, like AXIN1, helps in the assembly of the destruction complex that facilitates in the degradation of β-catenin in the cytoplasm, thus negatively regulating the Wnt pathway [109] . Mutations in AXIN family can lead to different subtypes of CRC. AXIN2 is also a transcriptional target for β-catenin and changes in protein levels of AXIN2 due to excessive β-catenin can negatively regulate the Wnt pathway in cancer cases. Mutations in RNF43 can lead to enhanced Wnt signaling which can then target the over expression of AXIN2 via β-catenin that might lead to negative feedback to the pathway at a later stage. After the ETC-1922159 treatment, AXIN2 was found to be down regulated. This implies that the drug is working at multiple levels to inhibit the Wnt pathway and the low ranking of the AXIN2-RNF43 combination assigned by the pipeline accounts for this fact. ASCL2 has been found to play a major role in stemness in colon crypts and is implicated in colon cancer [110] . Switching of the ASCL2 leads to a literal blockage of the stemness process and vice versa. At the downstream level, ASCL2 is regulated by TCF4/βcatenin via non-coding RNA target named WiNTR-LINC1 [111] . Activation of ASCL2 leads to feedforward transcription of the non-coding RNA and thus a loop is formed which helps in the stemness and is highly effective in colon cancer. At the upstream level, ASCL2 is known act as a WNT/RSPONDIN switch that controls the stemness [112] . It has been shown that removal of RSPO1 lead to decrease in the Wnt signaling due to removal of the FZD receptors that led to reduced expression of ASCL2. Also, low levels of LGR5 were observed due to this phenomena. The opposite happened by increasing the RSPO1 levels. After the drug treatment, it was found that ASCL2 was highly suppressed pointing to the inhibition of stemness in the colorectal cancer cells. Also, [112] show that by genetically disrupting PORCN or inducing a PORCN inhibitor (like IWP-2), there is loss of stem cell markers like LGR5 and RNF43, which lead to disappearance of stem cells and moribund state of mice. A similar affect can be found with ETC-1922159, where there is suppression of RNF43 and LGR5 that lead to inhibition of the Wnt pathway and thus the ASCL2 regulation. These wet lab evidences are confirmed in the relatively low ranking of the combination ASCL2-RNF43 via the inhibition of PORCN-WNT that leads to blocking of the stemness that is induced by ASCL2. Since ASCL2 is directly mediated by the WNT proteins, the recorded ASCL2-WNT10B combination showed low priority ranking of 488, 497 and 321 for rbf, laplace and linear kernels, respectively, thus indicating a possible connection between WNT10B and ASCL2 activation. WNT10B might be playing a crucial role in stemness. This is further confirmed by wet lab experiments in [113] , which show BVES deletion results in amplified stem cell activity and Wnt signaling after radiation. WNT10B has been implicated in colorectal cancer [114] .
The foregoing descriptions confirm the effectiveness of the pipeline for a few cases and it is not possible to elucidate each and every combination in a single manuscript. The rankings have been made available for further tests and will help the investigator in narrowing down their focus on particular aspects of the signaling pathway in cancer cases.
Unidentified/(Un)identified 2 nd -order combinations -one blade double edged sword Hitherto, the 2 nd order combinations pertaining to known or recorded factors that have been affected by the ETC-1922159 have been prioritized and discussed. But there were some uncharacterized proteins that were also affected after the drug treatment and their behaviour might not be known in terms of higher order interactions. We now traverse the unchartered territory of unknown/unexplored/untested proteins whose transcript levels were recorded after the drug treatment. Note that we will be dealing with two different cases over here -(1) Unidentified/identified 2 nd order combinations and (2) Unidentified/unidentified 2 nd order combinations. In total 234 such unidentified proteins were recorded of which we show the interpretations of only a few. Note that the numbers like 1,13, 121 etc associated with XX DO NOT imply any sort of association and we do not assume anything about them. We just interpret the rankings of these unidentified factors with indentified and unidentified factors. Table 2 represents these combinations, with the first 20 describing XX1-identified factor combinations and the next 16 describing XX1-unidentified factor combinations.
unidentified-identified combinations -We first begin with the analysis of the unknown factor XX1 with some of the identified and comfirmed factors that are implicated in the pathway either positively or negatively. As has been seen earlier many of the factors like RAD51AP1, RRM2, ASCL2, AXIN2, MKI67,
LGR5 and NDK1 that are highly implicated in colorectal cancer case were found to be suppressed after the drug treatment. XX1 pairs with these factors and the pipeline assigns low rank to these combinations. One of the interpretations can be that XX1, like the above factors, is highly implicated in colorectal cancer case and its association with some of these factors might be possible in reality and entails verification of the same. For example, the minichromosome maintenance (MCM) proteins are essential replication factors and have been found to be overexpressed in colorectal cancer [115] . After the administration of the drug, MCM3 was found to be highly suppressed and the pipeline points to its low rank along with XX1. Ubiquitinconjugating enzyme E2C gene (UBE2C) [116] is known to be overexpressed in colorectal cancer [117] and its apparent downregulation after ETC-1922159 has been assigned a low rank with XX1. Genetic alterations in tyrosine phosphatases have been found in colorectal cancer and serve as tumor suppressors in colorectal cancer [118] . PTPRO is one such family member and was found to be suppressed after drug treatment and assigned low ranks with XX1. There might be a possibility that mutations in PTPRO were present and there was overexpression of these mutated versions in the tumor cells before the drug administration. After the treatment, the in silico low ranks point to the observed suppressions in PTPRO. The HOX family, is known to play multiple roles in various tumor cases and varied affects have been found in colorectal tumor and normal cases [119] . HOXB8 and HOXB9 are highly expressed in colorectal cancer cases and were found to be downregulated after the drug treatment. Along with XX1, they were assigned low ranks as desired.
The opposite interpretations are that there are very high ranks assigned to many of the factors that are known to play tumor suppressor roles like HOXB7, HOXB13, HOXA9, HOXA11 [119] , PPA2 [40] and XRCC6BP1 and mutations in these could lead to enhancement in colorectal cancer. These were found to be down regulated after the drug treatment in can-cer cases and were assigned high ranks along with the XX1. XX1 might be a tumor suppressor gene also that might be mutated in colorectal cancer case. But these high ranks provide an alternative insight to the functioning of XX1. Thus the interpretations are like two edges of one blade and biologists can use these rankings to see the multifaceted aspects of the hitherto unidentified XX1.
unidentified-unidentified combinations -Now we analyse the unknown factor XX1 with some of the unknown/unexplored factors that are implicated in the pathway either positively or negatively. Observing table 2, the rankings of unidentified-unidentified factors after the ETC-1922159 were also generated.
In each of the series starting with XXM , were M ∈ 1, 2, 3, 4, two interactions are shown with very low ranks assigned to them and two interactions are shown with very high ranks assigned to them. For example, XX1-XX20 and XX1-XX2 both show low priority ranks while XX1-XX205 and XX1-XX207 high ranks.
The low priority ranks indicate that their down regulation was important after the ETC-1922159 treatment and these might have been highly expressed in colorectal cancer case before the treatment of the drug. The high priority ranks indicate that these might be tumor suppressor genes (might be mutated) in colorectal cancer and would be highly expressed after the administration of the drug, had the mutations not happened in them. Their down regulation and yet high rank points to their mutated versions in the cancerous cells, a possibility that needs to be verified. Similar interpretations can be made for the different ranked unidentifiedunidentified combinations that the pipeline generated on the list of downregulated genes after the ETC-1922159 treatment.
Conclusion
A theoretically sound and a practical framework has been developed to prioritize higher order combinations of downregulated genes after the administration of ETC-1922159 PORCN-WNT inhibitor in cancer cells. The prioritization uses advanced density based sensitivity indices that exploit nonlinear relations in reproducing kernel hilbert spaces via kernel trick and support vector ranking method to rank and reveal various combinations of identified and unidentified factors that are affected after the drug treatment. This gives medical specialists/oncologists as well as biologists a way to navigate in a guided manner in a vast combinatorial search forest thus cutting down cost in time/investment/energy as well as avoid cherry picking unknown biological hypotheses.
