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Abstract
Transition state theory provides a well established means to compute the rate at which rare
events occur; however this is strictly an equilibrium approach. Here we consider a nonequilibrium
problem of this nature in the form of transport through a liquid liquid interface. When two
immiscible liquids are coexisting in equilibrium there will be a certain amount of mixing between
the two phases, resulting in a finite linear mobility across the liquid-liquid interface. We derive an
exact relationship between the mobility and the local diffusion in the direction perpendicular to the
interface. We compute the mobility using both nonequilibrium molecular dynamics (NEMD) and
a variety of linear response type approaches, with accurate agreement being obtained for the best
of these. Our analysis makes it clear how the local diffusion is influenced by the inhomogeneities of
the interface, even when at a distance from it. This non-local character to the mobility has not be
appreciated before and results in a strong variation in the local diffusion, which is formally coupled
to the variation in the potential of mean force. The non-local aspect of the diffusion requires
the velocity autocorrelation function to be integrated out to far longer times than is the case for
homogeneous liquids, and requires special care with regard to the choice of numerical approach.
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I. INTRODUCTION
Transition State Theory (TST) [1, 2] (in physics often known as Kramers’ theorem [3])
is well established and of great utility for computing the rate at which rare events occur,
e.g. the rates at which a chemical reaction occurs or the rate of nucleation for crystals
forming from the melt [4]. The crucial idea behind this approach is that for the transition to
occur, a region of phase space that is very rarely occupied (the barrier), must be traversed,
and that the probability of occupying this region of phase space may be computed using the
equilibrium distribution function from statistical mechanics. This makes the key requirement
for the valid application of this approach easy to deduce. Their must be a rare event
caused by a region of phase space that is unlikely to be occupied, such that the resulting
slow flow across the barrier allows us to appeal to equilibrium statistical mechanics. This
allows us to project the phase space down onto a reaction coordinate. In every direction
perpendicular to this coordinate, the probability distribution is assumed to be given by the
equilibrium distribution function, but along the reaction coordinate it may differ. If the
event is sufficiently rare and over a small enough range of reaction coordinate values, then
it will only be in this small range that the distribution function for the reaction coordinate
differs from equilibrium, and then any sensible choice of reaction coordinate will produce
consistent results.
Having said this there is another way in which the theory ceases to be applicable. That is if
we subject the system to some nonequilibrium process that alters the rates. A clear example
of this may be constructed by considering a dissipative nonequilibrium field. Imagine that
our system is initially in equilibrium with no net flow across the barrier, and we then switch
on our dissipative field, causing a net flow. Because the field is dissipative our assumptions
about equilibrium will be invalid and we must consider nonequilibrium statistical mechanics.
This forms the content of this paper, which will focus on the net flow of a tagged particle,
which is driven by a constant field through a liquid-liquid interface. This bears some relation
to our recent work on extending transition state theory [5].
We note that there are other computational approaches, which have been developed for
computing these types of nonequilibrium rare event problems. Perhaps the best known
is forward flux sampling [6] which is conceptually easy to grasp and able to handle time
independent (i.e. steady state) nonequilibrium problems. A generalisation of this (S-PRESS)
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[7], allowing time dependent problems to be handled has been developed. These methods,
which exploit a stochastic element in the dynamics, can have sampling problems when
applied to deterministic systems [2, 5]. These sampling problems may be relevant here but
we will leave the question, of whether enough noise can be added to the equations of motion
without significantly altering the results, for future work. An excellent introduction on the
various methods that can be used for these types of nonequilibrium problems may be found
in [2].
Interfacial phenomena and inhomogeneous systems form an important problem in stat-
istical mechanics which is of current interest [8–11]. These types of problems have important
applications to chemical engineering and biology. Of particular interest here is the mobility
of a tagged particle in two coexisting immiscible liquids, with a small constant force pushing
the tagged particle across the liquid-liquid interface. In equilibrium the particle will spend
the vast majority of its time occupying the liquid phase in which it is a member of the
dominant or majority species. The crossing of the interface will constitute a rare event.
Even without the nonequilibrium difficulties this is already a very difficult problem, with
the free energy barrier being very wide and the relatively large number of recrossings events
significantly effecting the end result. One way of dealing with the recrossing problem is to
use the reactive flux method, which is an extension of TST. Recently we have derived a
new method to extend the reactive flux method to nonequilibrium processes. Here we will
develop a tailored method for the problem at hand. As it turns out the method we develop
here is very closely related to the reactive flux method, but we will not go into further detail
about this here.
The system we are interested in will be computed under periodic boundary conditions.
This will mean the unfavoured liquid phase may be completely traversed, Fig. 1. The
steady state mobility will thus be determined solely by the rate at which the unfavoured
phase is traversed by the tagged particle. While crossing the interface will represent a rare
event, many of these crossing will simply end up recrossing the interface without traversing
the unfavoured phase. These crossings will make no contribution to the mobility which
represents the transport across the unfavoured phase.
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FFigure 1: Two immiscible liquids in contact with each other, which are in periodic boundary
boundary conditions. One of the particles is chosen from one of the two species and is subject
to a constant force that tends to very occasionally push it from its favoured phase, through the
interface, right through the unfavoured phase, and back into the periodic image of the original
favoured phase.
II. THEORY
Here we will provide some theory that we will use to guide the choices we make in carrying
out our simulations. The theoretical results will also be used in the analysis of our simulation
data.
A. Conventions
We represent all of the particles positions q and momenta p using the phase space vector
Γ = Γ(q,p). The ith particle has it’s position and momentum represented as qi and pi
and one of its components (e.g. the z component) represented as zi and pzi. The particle
velocity is represented as vi and components vzi etc.
B. Equation of continuity and umbrella sampling
We analyse what the equation of continuity can tell us about a tagged particle in an
inhomogeneous liquid, subject to an additional constant driving force. We will make use of
this in analysing our simulations, but it will also provide us with some important insight
more immediately. We will show how the local mobility is formally slaved to the potential
of mean force and this will compel us to contemplate the potentially nonlocal character of
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the diffusion in inhomogeneous media. Eq. (5) (below) is a key result that we will use
throughout the paper.
When we consider the mobility of a particle in an inhomogeneous medium we can write
down an equation of continuity for density as a function of position. In this case the density
will be given by an ensemble average. We consider the first particle whose position is given
by q1 and whose velocity is given by v1. We focus on the mobility in the z direction and
then have the ensemble average of the density given by
ρ(z) = 〈δ(z1 − z)〉 (1)
where 〈. . .〉 represents an ensemble average. The equation of continuity for the density [12],
which might be viewed as a projected down Liouville equation [13], is then given by
∂
∂t
ρ(z) = − ∂
∂z
[ρ(z) 〈vz1〉z] , (2)
where the ensemble average over vz1 is defined as
〈B〉z =
〈Bδ(z1 − z)〉
〈δ(z1 − z)〉 . (3)
If the system reaches a nonequilibrium steady state then we must have
∂
∂t
ρ(z) = 0 (4)
and therefore
ρ(z) 〈vz1〉z = ρ 〈vz1〉 (5)
where ρ = 1/Lz and Lz is the length of the periodic boundary conditions in the z direction,
which is to say that the product, ρ(z) 〈vz1〉z, is independent of the value of z.
The global mobility µz is defined by
〈vz1〉
Fe
= µzFe (6)
with 〈. . .〉Fe being the steady state ensemble average with constant force Fe acting solely on
particle 1 (the tagged particle) in the z direction. We may also define a local mobility as
〈vz1〉z,Fe = µz(z)Fe (7)
with 〈. . .〉z,Fe being given by
〈B〉z,Fe =
〈Bδ(z1 − z)〉Fe
〈δ(z1 − z)〉Fe
. (8)
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We now obtain the relation between the local density and mobility
µz(z) =
ρ
ρz,Fe
µz (9)
where ρFe(z) is the local density in the steady state
ρFe(z) = 〈δ(z1 − z)〉Fe . (10)
This means that the local mobility may be obtained in terms of the global mobility and
the potential of mean force. We begin by writing down the relation, for equilibrium Fe = 0,
as
ρ0(z) = exp [−β∆A(z)] (11)
where the change in free energy is given by
∆A(z) = A(z)− A0, (12)
where
A0 = −kBT ln
ˆ
dΓ exp(−βH0(Γ)), (13)
where the Hamiltonian, H0, is the sum of the kinetic energy and the interparticle potential
energy, and Γ = Γ(q,p) is the the phase space vector representing all of the positions and
momenta. If the local free energy is now taken to be
A(z) = −kBT ln
ˆ
dΓ δ(z1 − z) exp(−βH0(Γ)), (14)
then Eq. (11) follows. We can now take the derivative of the free energy which yields the
equality,
dA(z)
dz
= −〈Fz1〉z,0 , (15)
where Fz1 is z component of the interparticle force on particle 1. Obviously this means that
∆A(z) is the potential of mean force. Following the methods used in ref. [14] we provide
a rigorous proof of this equality in the appendix. So the potential of mean force is closely
related to the equilibrium density, but what we need is to relate it to the nonequilibrium
density Eq. (10). To do this we need to consider the dissipation theorem [15, 16], see next
subsection.
Before moving on to do this, let us consider what this implies about the local nature
of diffusion. We have obtained a relationship between the free energy as a function of z
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and the self diffusion coefficient as a function of z. Now if we envisage this to be merely
local behaviour, then we could take a bulk phase with the same macroscopic conditions
(density, temperature and composition) as we have at z in our inhomogeneous sample and
expect to have the same free energy and self diffusion coefficient in the bulk. We could
then vary our macroscopic state to be consistent with the variation in our inhomogeneous
sample, upon a continuous change in z, and obtain the change in the self diffusion coefficient
from the change in the free energy. But we know that this is not how bulk systems work.
The self diffusion coefficient is a transport property, which is a dynamical property of the
system. In contrast the free energy is a static property of the system and it contains
inadequate information to determine a dynamical property such as the diffusion coefficient.
It is entirely possible to construct two different types of equations of motion that produce
the same equilibrium distributions, yet have different bulk self diffusion coefficients with
different dependencies as a function of composition, temperature etc. The relationship we
have derived here which is exact for our inhomogeneous system cannot be so for a bulk
system as discussed. Our relationship is a result of the behaviour of the system being
determined by the Liouville equation, which does not apply to the bulk system. This leaves
us with the firm conclusion that there must be some nonlocal character in the self diffusion
coefficient, given the coefficient is related to the mobility in inhomogeneous media. Recently
some interesting work on nonlocal response functions for shear in inhomogeneous fluids has
appeared in the literature [17, 18].
C. Dissipation theorem
We will present a special case of the dissipation theorem, which is easier to understand but
adequate for this paper. For a more comprehensive account see [15, 16], and for a stochastic
version see the appendix in [5]. The Liouville equation is given by
d
dt
f(Γ(t), t) = −f(Γ(t), t)Λ(Γ(t)) (16)
with
Λ ≡ ∂Γ˙
∂Γ
(17)
and in all cases we will arrange things such that the equations of motion obey
Λ = βQ˙, (18)
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where Q˙ is the energy exchange due to the thermostat, i.e. the heat.
Now the formal solution to the Liouville equation in streaming coordinates is
f(StΓ, t) = f(Γ, 0) exp
[
−β
ˆ t
0
ds Q˙(SsΓ)
]
, (19)
where we have introduced the shift operator, St, that moves a phase space coordinate through
time as per the equations of motion, e.g. StΓ(0) = Γ(t). Given the system is initially in
equilibrium, noting the energy is conserved i.e.
H˙0(Γ) = W˙ (Γ) + Q˙(Γ) (20)
we have
f(StΓ, t) = feq(S
tΓ) exp
[
β
ˆ t
0
ds W˙ (SsΓ)
]
, (21)
and upon a change of dummy variable, SuΓ→ Su−tΓ, we have
f(Γ, t) = feq(Γ) exp
[
β
ˆ t
0
ds W˙ (Ss−tΓ)
]
, (22)
which is the required result.
D. Mobility
Now we are only interested in the case where a tagged particle is acted on by a constant
force and so the work is given by
W = Fe
ˆ t
0
ds vz1(s) (23)
which, with the approximation exp [x] = 1 + x+O(x2), gives,
lim
Fe→0
〈vz1〉Fe = βFe
ˆ t
0
ds 〈vz1(0)vz1(s)〉0 , (24)
the well known standard Green-Kubo or linear response theory result. In the case where we
need to know the average velocity at a particular value of z we obtain
lim
Fe→0
〈vz1〉z,Fe =
βFe
´∞
0
ds 〈δ(z1(0)− z)vz1(0)vz1(s)〉0´∞
0
ds 〈δ(z1(0)− z) [1 + βFevz1(s)]〉0
. (25)
We recognise the denominator in this equation as the density given by Eq. (10) and then
with the use of Eq. (10 & 5) we have
ρ 〈vz1〉Fe = βFe
ˆ ∞
0
ds 〈δ(z1(0)− z)vz1(0)vz1(s)〉0 . (26)
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We now write down the following equalities using explicit integrals for the ensemble averages,
βFe
ˆ
dΓ δ(z1(0)− zc)g(z1(0))exp (−βH0)
Zg
ˆ ∞
0
ds vz1(0)vz1(s)
= βFeg(zc)
Z0
Zg
ˆ ∞
0
ds
ˆ
dΓ δ(z1(0)− zc)feq(Γ)vz1(0)vz1(s)
= g(zc)
Z0
Zg
ρ 〈vz1〉Fe (27)
where Zg is defined such that
ˆ
dΓ g(z1)
exp (−βH0)
Zg
= 1, (28)
and Z0 is the equilibrium partition function, Z0 = exp(−βA0). Integrating the first and last
line in Eq. (27) with respect to zc produces the result
〈vz1〉Fe ρ = βFe
Zg
Z0
´
dΓ g(z1)
exp(−βH0)
Zg
´∞
0
ds vz1(0)vz1(s)´ Lz/2
−Lz/2 dz g(z)
(29)
and we will set
g(z) = exp
[−1
2
βktr(z − µ)2
]
, (30)
where ktr is the harmonic trap strength or the force constant and µ is the mean. This results
in the integral
ˆ ∞
−∞
dz g(z) =
√
2pi
kBT
ktr
, (31)
providing us with
〈vz1〉 ρz1 = Fe
kBT
√
2pi kBT
ktr
ˆ
dΓ g(z1)feq(Γ)
ˆ ∞
0
ds vz1(0)vz1(s). (32)
The significance of this equation is that it relates to the quantity
〈vz1(0)vz1(s)〉g,z =
´
dΓ g(z1)feq(Γ)vz1(0)vz1(s)´
dΓ g(z1)feq(Γ)
(33)
which may be readily obtained from an initially biased simulation, with the harmonic bias
switched off at time zero. That is the function g(z1) takes on the role of an umbrella and we
are then able to use umbrella sampling simulations to obtain Eq. (33). Umbrella sampling
can be very useful in dealing with rare events, because we can force our simulations to take
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place in the highly unlikely region of phase space where the rare events, crucial for the
transition, occur. For a Gaussian with a suitably large harmonic trap strength we have
lim
ktr→∞
ˆ
dΓ g(z1)feq(Γ) = ρ0(µ) (34)
which provides a direct link between this umbrella sampling and the potential of mean force,
Eqs. (11 & 14).
III. SIMULATIONS
A. Simulation details
We choose to create a realistic simulation model of two immiscible liquids in contact with
each other in periodic boundary conditions. The scenario is illustrated in Fig. 1 where we
see the two immiscible liquids represented, and one of the particles (from one of the liquids)
is tagged and acted on by a constant force. Very occasionally this particle will be pushed
through the interface into the liquid phase that disfavours it. Because periodic boundary
conditions are employed it can travel completely through this unfavoured liquid and back
into the favoured liquid. This possibility of cycling through the periodic boundaries causes
the force to be nonconservative and additionally causes it to be a dissipative force which
drives the system away from equilibrium.
To form our simulation model for an immiscible liquid we modify the standard Lenard-
Jones (LJ) potential, making the cut off radius shorter while at the same time ensuring the
force is zero at the cut off. We choose to make our binary liquid model symmetric with the
AA species interaction the same as the BB interaction and the same number of A and B
species particles, but the AB interaction being such that the liquids are immiscible. Our
modified binary mixture pair potential is given by
φαβ(r) = 4αβ
[(σαβ
r
)12
−
(σαβ
r
)6
+ af
(
r
σαβ
)12
+ δ
]
(35)
where the indices α and β represent the species (A or B) of the two particles under con-
sideration, with the requirement that, φ(rc,αβ) = ∂φαβ(r)/ ∂r|r=rc,αβ = 0, determining the
values of af and δ and where it is understood that AB = BA and σAB = σBA. We choose
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to set the value rc,αβ = 2σαβ for all combinations of α and β and then
af =
(
σαβ
rc,αβ
)24
− 1
2
(
σαβ
rc,αβ
)18
=
1
224
− 1
219
' −1.84774× 10−6, (36)
and
δ = −
(
σαβ
rc,αβ
)12
+
(
σαβ
rc,αβ
)6
− af
(
rc,αβ
σαβ
)12
= − 1
212
+
1
26
− af × 212
' 0.0229492. (37)
For the standard LJ potential
φLJ(r) = 4
[(σ
r
)12
−
(σ
r
)6]
(38)
we have
φLJ
(
2
1
6σ
)
=  (39)
and we will choose our value of ij such that
φLJ
(
2
1
6σ
)
= φαα
(
2
1
6σαα
)
(40)
which results in
AA = BB =

1− 16af + 4δ
' 1.1010394, (41)
where the last line follows after our choice to set  = 1.
For the interaction between particles of different species we set AB = 0.2 × AA, and
σAB = 1
1
32
σAA. This results in the depth of the potential well for the cross interaction being
far less than for the species of the same kind, and thus the energy favours a segregation
of the two liquids. There has been a considerable amount of work done on simulations
with standard Lenard-Jones potentials along these lines [8–10, 19]. This immiscibility costs
entropy, resulting in either phase having impurities at equilibrium. As the temperature is
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Figure 2: Pair potentials: the dashed line shows the AA or BB species interaction potential and
the solid line shows the AB interaction potential.
increased the density of the impurities increases and, if the liquid gas transition doesn’t
intervene first, a temperature will be reached where a single miscible liquid is recovered.
All simulation results are given in terms of the energy unit AA, the length unit being
σAA and the time unit
√
mσ2AA/AA.
Simulations are run with NA = NB = 100 i.e. a total of 200 particles, at a density
of ρ = 0.745, at a temperature of kBT = 1 with the length of the simulation’s periodic
boundary conditions in the z direction being twice that in the x & y directions, L = 5.12013,
Lz = 10.24026. The simulations are started with one species on one side of the cell in the z
direction and the other species on the other side of the cell. The simulations are then allowed
to equilibrate, forming two immiscible liquid phases, before quantitative data was gathered.
There is no doubt about the equilibration because the impurity density was found to be
consistent with more sophisticated umbrella sampling methods using the multiple Bennett
acceptance ratio MBAR [20] to obtain the potential of mean force.
B. Results and discussion
Although computationally expensive, we were able to obtain results for the global mobility
by brute force. The challenge here is to drive the system with a weak enough field that the
response is linear, yet still obtain acceptable accuracy in our estimates for the mobility.
This requires a very large amount of averaging. Results from these simulations are given in
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Fe v¯ Std. Error D Std. Error
0.5 2.291× 10−3 3× 10−5 4.58× 10−3 6× 10−5
0.25 8.20× 10−4 3× 10−5 3.28× 10−3 1× 10−4
0.125 3.43× 10−4 2× 10−5 2.74× 10−3 1.5× 10−4
0.0625 1.69× 10−4 1× 10−5 2.70× 10−3 1.5× 10−4
Table I: Table of drift velocities and the diffusion coefficients derived from them for several field
strengths taken from brute force NEMD simulations.
table (I) where the results for the drift velocity, and the diffusion coefficients derived from
them, D = kBT v¯/Fe, are given. The results were obtained by averaging over 100 separate
runs of a production duration 2.5× 105 each, except in the case of smallest field where the
number of separate runs was increased to 500. It can be seen that the error in the diffusion
coefficient increases as the field is decreased, in the usual way expected for NEMD. What
is not so usual is how small the field needs to be to obtain something approaching a linear
response [21]. This is due to the particle having to cross the interface. Because such small
fields are needed to obtain the linear mobility NEMD is not a particularly good method for
this system. On the other hand if we are interested in the nonlinear response with a suitably
large field then NEMD forms a very good method indeed.
We now consider the equilibrium mean square displacement (MSD), 〈∆z2i (t)〉0 where
∆zi(t) = zi(t) − zi(0). Because the binary mixture is symmetric this quantity will be the
same regardless of whether it is computed for an A or a B species particle. We can relate
the MSD to the global mobility (the global mobility is given by Eq. (6)) using the Einstein-
Sutherland relation. A detailed proof of the Einstein-Sutherland relation may be found
in [22], the proof of which only requires time translation and time inversion invariance,
properties which are features of equilibrium. The result is that the global mobility is related
to the mean square displacement by µz = βD and the diffusion coefficient is given by
D = lim
t→∞
〈∆z2i (t)〉0
2t
. (42)
The results for the MSD can be seen in Fig. 3. When one thinks about the MSD in this
system, the first thing that may come to mind is that the particle is most likely to be in its
favoured phase and to diffuse just as it would in a bulk system. Clearly this bulk behaviour
has nothing to do with the transport through the interface, but it is this transport through
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Figure 3: Log-log plot of the mean square displacement for the entire system. The dot-dashed lines
have gradients of unity and are indicative of diffusive behaviour.
the interface that is crucial in determining the value of the global mobility. We see in the
figure, which is a log log plot, that initially at short time a gradient of 2 may be observed.
This is due to the initial short time ballistic motion of the particles, but as time progresses
this curves over to the first diffusive region of unit gradient. This corresponds with the bulk
diffusion coefficient. As time progresses still further the MSD slows down and asymptotes
towards a slower diffusive regime. This slower diffusion happens on a longer length scale,
long enough that the particles must pass through an interface. The longest time in displayed
in our figure is close but still has not reached the second diffusive regime. It is this slower
diffusion coefficient which is related to the global mobility, but this is a very poor way to
compute the mobility because it requires a large amount of averaging over a very long time
scale.
We now consider a method to compute the local mobility by making use of the potential
of mean force using Eq. (7). Given a knowledge of the potential of mean force we can
relate the local mobility at one value of z to the global mobility using Eq. (9). This allows
us to compute the local mobility by choosing a value of z that is particularly favourable.
The potential of mean force was computed using the MBAR [20] method to enhance the
umbrella sampling, and the umbrellas, Eq. (30), had their force constant set to ktr = 50.
The results of this are shown in Fig. (4). Most of the data was computed using umbrellas
that forced the tagged particle into the unfavoured phase, which is the reason for the noise
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seen at the higher densities in the plot of the density. This allowed us to obtain an accurate
estimate for the potential of mean force A(z) for all values of z. These distributions were
computed upon taking account of the z components for the centre of mass of each of the
phases. Thus any slow drift of the position of the interface did not effect the results. This
drift can occur due to a particle diffusing across the interface, through the new phase it
has entered and across the second interface, and back into the original phase it occupied
via the periodic boundary conditions. The density, ρ(z), for a particle in the middle of its
favoured phase is approximately 300 times higher than is the case when in the middle of the
unfavoured phase. Appealing to Eq. (5) we see that this means the drift velocity must be
approximately 300 times larger in the unfavoured phase than it is in the favoured one, and
therefore it must be much easier and statistically advantageous to compute it in the middle
of the unfavoured phase.
Having obtained the potential of mean force we now need to obtain the local velocity
auto-correlation function as per Eq. (33). To do this we used umbrella sampling with the
initial distribution being constrained by the function given by Eq. (30) again with a the
force constant set to ktr = 50. This holds one tagged particle in a harmonic well with respect
to the z coordinate. At time zero this umbrella function is switched off and the resulting
velocity autocorrelation function is determined. This is done for two different values for the
parameter, µ, in Eq. (30) which sets the umbrella’s z position, and the resulting velocity
autocorrelation functions may be seen in Fig. 5. The first of these, µ = −2.56, has the
tagged particle initially in the middle of the favoured phase and the second of these values,
µ = 2.56, has the tagged particle initially in the middle of the unfavoured phase. To obtain
the diffusion coefficients from these results we need to integrate the area under the curves.
Upon doing this we obtain values of D(−2.56) = 0.072 which is very close to the value of
0.075 for the first diffusive region seen in Fig. 3 and (given our potential of mean force is
accurate) approximately a factor of 55 times larger than what it would need to be to give
an accurate estimate of the mobility. The other value of D(2.56) = 0.0935 is too small by a
factor of approximately 4.2 to provide the correct value for the mobility. While this second
result is an improvement it is still poor to say the least, and begs the question what has gone
wrong? The answer to this is that these velocity autocorrelation functions feature very long
tails of very small amplitude, which contribute substantially to the value of the integral. We
note that the well known Alder long time hydrodynamic tail for the velocity autocorrelation
15
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Figure 4: The top panel: local density ρ(z) as a function of z as obtained from equilibrium
simulations using MBAR. Bottom panel: potential of mean force A(z) = − ln(ρ(z)) as obtained
from the equilibrium simulations.
function [23] is strongly affected by confining boundary conditions [24].
Consider the first case, where the tagged particle is in the majority species, and where the
diffusion coefficient we obtained was close to what we would expect for a similar homogenous
bulk system. Initially the tagged particle is in the middle of its liquid phase and it takes
some time until it diffuses out and comes into contact with the interface. Typically the
velocity autocorrelation function has effectively decayed to a value of zero on this time. Yet
in fig. (3) we saw that the mean square displacement is strongly affected by the interface at
very long times, and this is formerly related to the global velocity autocorrelation function,
which must in turn be affected. When the particle hits the interface it is usually reflected,
resulting in a negative tail in this velocity autocorrelation function, which is not present in
a corresponding homogeneous system. These reflections from the interface will happen at
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Figure 5: localised velocity auto correlation functions Z(t) as obtained from equilibrium simula-
tions.
different times every time we repeat the simulation, and so in the ensemble average used to
construct the velocity autocorrelation function the negative tail is of very small magnitude
and spread out over a correspondingly long time. This makes it very hard to accurately
obtain the correct value for the mobility from numerical integration of the simulation data.
In the second case where the particle starts in the unfavoured phase the particle is typically
ejected into the favoured phase upon reaching the interface, resulting in a small amplitude
positive tail (also smeared out in time) for the autocorrelation function, which is still very
problematic despite being a factor of 10 closer to the correct result. It stands to reason
that this second case works better because it starts in the unfavoured region of phase space,
which needs to be traversed for a transition to occur.
It is the integral of the velocity autocorrelation function that we require, so why not
obtain it more directly? Namely we make use of the equality:
ˆ t
0
ds 〈vz1(0)vz1(s)〉g,z = 〈vz1(0)∆z1(s)〉g,z . (43)
This cross correlation function can be obtained directly from our simulations without the
need to numerically integrate the autocorrelation function. The results of computing this
are shown in Fig. 6, for both the case where the tagged particle is initially held by an
umbrella in the centre of the favoured phase, µ = −2.56, and for the case in the centre of
the unfavoured phase, µ = 2.56. In the latter case this proved very effective. The value
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Figure 6: localised velocity displacement cross correlation.
obtained for the cross correlation function as shown in the figure was time averaged from
t = 300 out to t = 625 producing a local diffusion value of D(2.56) = 0.388. The density
with ktr = 50 is ρ(2.56) = 0.00069006, so
ρ(2.56)D(2.56)LZ = 2.74× 10−3, (44)
which compares very favourably with the value obtained from NEMD simulations (table I)
of 2.7 × 10−3. The value obtained from the cross correlation function when initially in the
favoured phase, µ = −2.56, remains wildly too large. None the less this approach works
when initiated in the unfavoured phase, and works best of the various methods we have
examined in this paper.
IV. CONCLUSIONS
We have looked at the nonequilibrium diffusion through an interface using a combined
theoretical/simulation study. The stand out feature of this study has been the way we
have been forced to consider the nonlocal nature of the diffusion coefficient in order to
correctly compute the mobility of the system. This can be fundamentally traced back to the
nonequilibrium distribution function, given by Eq. (22) which features a path integral. In
the case of the particle mobility we must trace the tagged particles motion backwards in time
to evaluate the path integral and obtain the nonequilibrium distribution function. When we
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do this the particle is found to come from a different region in the inhomogeneous system,
and it is precisely this which is responsible for the nonlocal character. It is interesting that
considerations about the result we obtained using the equation of continuity also pushed us
towards the nonlocal nature of the problem, and that this nonlocal nature has been found
by others in a completely different study (and approach) on nonequilibrium response in
inhomogeneous media [17, 18].
On the simulation side of things we looked at a number of methods to compute the
mobility through the interface. The first of these, computing the global mean square dis-
placement, also pointed us towards the nonlocal nature of the diffusion. In the end we found
it best to compute the mobility by using a form of umbrella sampling, where we forced our
tagged particle to start in the middle of the unfavoured liquid phase. We then evaluated
this in terms of a cross correlation function obtained by analytically integrating the velocity
autocorrelation function.
It is interesting to contemplate what might happen if we made the system larger, by
making it longer in the z direction while maintaining the system size in the other directions
and increasing the number of particles to maintain the density. Obviously the method we
used here would become less and less effective as we increased the system size, because the
path across the unfavored phase would become longer and more torturous. However one
should be able to split the path into portions, one in the region of the interface and one in
the bulk. The details of how to do this, and how large the system would need to be for such
an approach to work accurately, are not known at this stage. It forms a nice problem for
further study.
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V. APPENDIX
We seek to prove the equality
dA(z)
dz
= −〈Fz1〉z,0 . (45)
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We begin by writing down the derivative from first principles
dA(z)
dz
=
−kBT´
dΓ δ(z1 − z) exp [−βH0(Γ)]
× lim
∆→0
1
∆
ˆ
dΓ (δ(z1 − z −∆)− δ(z1 − z)) exp [−βH0(Γ)] . (46)
To proceed with this we to make a coordinate transformation [14],
Γ′ = Γ− zˆ1∆, (47)
where zˆ1 is the unit vector in the z direction of particle 1. This transformation is equivalent
to
z′1 = z1 −∆, (48)
and has a unit Jacobian ∣∣∣∣∂Γ′∂Γ
∣∣∣∣ = 1. (49)
We can Taylor expand the Hamiltonian as
H0(Γ
′) = H0(Γ)− ∂H0(Γ)
∂Γ
· zˆ1∆ +O
(
∆2
)
= H0(Γ) + Fz1(Γ
′)∆ +O (∆2) . (50)
Next we transform the integral
ˆ
dΓ δ(z1 − z −∆) exp [−βH0(Γ)]
=
ˆ
dΓ′ δ(z′1 − z) exp [−β (H0(Γ′)− Fz1(Γ′)∆)]
'
ˆ
dΓ δ(z1 − z) exp [−βH0(Γ)] (1 + βFz1(Γ)∆) . (51)
Combining this with the initial expression for the derivative Eq. (46) then yields
dA(z)
dz
= −
´
dΓ δ(z1 − z)Fz1(Γ) exp [−βH0(Γ)]´
dΓ δ(z1 − z) exp [−βH0(Γ)] , (52)
which proves the equality, Eq. (45).
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