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ABSTRACT 
Traffic simulation is a useful tool to study human factors, traffic system, and vehicle 
design. To build a realistic and intelligent traffic environment, driver behavior models need 
to be studied. A significant problem in modeling driver behavior was the lack of real traffic 
data. This thesis presents an experiment for obtaining real traffic data and shows the 
filtering process for the data. This is the first experiment using a rear-looking radar-tracking 
device to obtain real traffic data. Based on the data, some driver behavior models, such as 
car-following models and lane-changing models, have been constructed and some 
simulation results have been presented and compared. Furthermore, the traffic simulation 
with driver behavior models has been implemented into the driver-simulator system at Iowa 
State University. Current developments of the driver-simulator· system have been discussed. 
CHAPTER 1. INTRODUCTION 
With the evolution of increasingly powerful computers comes greater opportunities 
for creating more accurate and plausible simulation of the physical world. Cheap desktop 
computers can now capture the behavior of complex large-scale adaptive systems. The 
newfound capabilities are opening up new application areas and helping to bring numerical 
simulations to a wider audience. 
Automotive and roadway design, in particular, stand to benefit from enhanced 
simulation capabilities. The fields are characterized by: high development costs, high 
hazards, and unacceptable margin for errors. Simulations seem logically suited to address 
these design challenges. The reality, however, is that simulations have found limited 
acceptance due to a sufficient lack of fidelity or predictive ability. For example, traffic 
modeling studies have focused on macroscopic flow properties and are thus unable to 
describe transient behavior. Unfortunately, the transients are often the property of most 
interest. 
An alternative approach is to model traffic flow at the vehicle- (or microscopic) 
level of interaction (Druitt, et al, 1998). The advantage of this approach is that it describes 
the traffic system in a manner consistent with observation, i.e., traffic flow is the aggregate 
effect of individual vehicle interactions based upon observable and quantifiable rules. The 
disadvantage is that massive computing power is required to simulate the thousands of 
discrete interactions. Hence, microscopic simulations have become feasible only recently. 
By necessity, the vehicle dynamics are kept as simple as possible. In most cases, 
the vehicle is modeled as a double integrator with limits on acceleration and deceleration. 
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The complexity of driver behavior models, in contrast, can vary widely across simulations. 
There have been numerous driver behavior models reported in the past twenty years. The 
first model using a control theoretic framework was recorded in 1967 (Michon, 1967). The 
model remains the standard benchmark in the field and is characterized by a succinct 
description of the operator as an optimal controller. 
Instead of a single control model, McKnight and Adams ( 1970a, 1970b; McKnight 
and Hundt, 1971) postulated that driving behavior depends upon the particular driving task. 
They partitioned the act of driving into 45 different major driving tasks. These tasks, in 
tum, were composed from more than 1700 elementary tasks. Fuller ( 1984) incorporated a 
number of these characteristics in his driving model, and included an additional feature: 
avoidance learning. The avoid learning model includes the driver's expectations for current 
situations so that drivers will decide whether an anticipatory avoidance response is selected 
or not. 
More simplified descriptions generally accept fewer tasks. For example, the 
Paramics (Druitt, 1998) simulation decomposed driving into vehicle following, gap 
acceptance, and lane changing modes. The MITSIM simulation contained 3 similar 
distinctions: route choice, vehicle following, and gap acceptance (Qi, 1997). The PELOPS 
simulation had a different decomposition: "uninfluenced" driving, approaching, vehicle 
following, and emergency braking (Ludmann et al., 1997) 
J. Ludmann (1997) demonstrated a rebuilt driver behavior model for the 
microsimulation program PELOPS created by Institut fi.ir Kraftfahrwesen Aschen and 
BMW. The PELOPS designs different scenarios to improve the traffic flow and to relieve 
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the traffic environment based on detailed traffic data from a video observation and floating 
car measurement. It extends its route model and driver model into the strategy control level. 
These studies all beg the question: how does one validate the driver models? Most 
of the microscopic simulators use data from driving simulators. That is, they observe how 
test subjects respond while driving a simulator under carefully controlled conditions. The 
biggest problem with this approach is that driver behavior in a simulated environment bears 
poor resemblance to real world behavior. The reasons for the observed difference range 
from mismatched motion cues (simulator fidelity) to a lack of perceived risk. Since there is 
minimal consequence from mistakes (in a simulated environment), a driver will compensate 
with more aggressive, high-risk behavior. 
Masroor Hasan (1997) used recorded video data to validate the MITSIM driver 
model. The drawback here is that the data is installed at a fixed location. Therefore, it is 
difficult to generalize the results to all driving conditions and traffic scenarios. Moreover, 
overhead video data does not provide sufficient resolution ( due to pixel size limitation) to 
enable accurate dynamic models. Bracks tone ( 1999) presented a new approach to get the 
reliable data from real traffic in his paper. One instrumented vehicle that equipped with 
relative distance and speed measuring radar was used to collect the data. The vehicle is 
deployed in the real traffic so that the collected data is dynamic, realistic, and accurate. The 
experiments were using the forward-looking radar, i.e. the radar only records the vehicles in 
front of the instrumented vehicle. However, since seven subjects are chosen to do these 
experiments in certain roads, it only contains a small sample of driver and road types. In 
addition, driver behavior is arguable affected by knowledge of the fact that their car is being 
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instrumented. A person becomes more careful and considerate if he knows he is being 
observed. 
This paper describes an effort to model a large, inclusive class of driver behavior 
across a wide range of traffic, road and environmental conditions. The modeling effort is 
based upon data obtained from an unprecedented experimental study with a rearward 
looking radar. The test vehicle records the behavior (e.g. range, closing rate) of the 
following vehicle(s). This data is recorded along with test vehicle velocity. Video images 
from hidden cameras are used to verify following vehicle type, and age and sex of driver. 
The use of the rearward looking radar provides a much richer sampling of driver/vehicle 
types. Additionally, it does not perturb observed behavior. 
The paper is organized as follows. The second chapter provides a description of the 
experiment platform and the experimental protocol. The hardware is detailed along with 
the signal processing techniques used to extract the relevant data. The relevant assumptions 
are stated, and a discussion of the disturbance and noise statistics is provided. The third 
chapter describes the architecture used to frame the vehicle-following model. The 3-
layered approach is adopted - strategic, tactical and control. A Proportional + Derivative 
controller is used to model the control layer. Analysis and simulations are used to verify 
the choice of controls. 
Chapter 4 describes the lane change model . used. Lane change is perhaps the least 
understood and most difficult behavior to quantify. This paper reviews several accepted 
lane change models. The experimental data contains many useful instances of lane 
changing and is used to compare and validate the lane change models. Chapter 5 
catalogues the many different scenarios encountered during a driving, e.g. free driving, 
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braking, · intersection approach and protocol. The behavioral distributions are established 
based upon the experimental data. 
The modeling results are integrated into a Virtual Reality driving simulator in the 
chapter 6. A brief description of the simulator is provided. The last chapter concludes with 
a discussion of usage cases and areas for further work. 
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CHAPTER 2 EXPERIMENT DATA 
Driver behavior models are a key element in traffic microsimulation. One of the 
major problems the people have met is the lack of traffic data from the real life. Most of 
current researchers used the experiment data from driver simulators. Driver simulators do 
have a key role in studying human factors. However, the current technology in driver 
simulators is far from satisfaction. The limitations of motion base and virtual reality 
technology make it is still a long way to reach the goal---real feel in driving. Another 
reason we need the data from real world is to build the virtual traffic environment for driver 
simulators. Before the driver simulator system is used to study driver behavior, the traffic 
microsimulation is needed to build. That is why researchers in driver behavior models 
began to search a new way to get experiment data instead of from driver simulators. 
Radar tracking devices have been used to collect real life data under this condition. 
They are easy to be installed on the vehicles and have a good measurement resolution. The 
data got from radar tracking devices reflect the driver's real responses to the traffic 
information. This technology makes it possible to construct the realistic driver behavior 
models. 
2.1 Experiment Setup 
The experiments are done in California .from May 2000 to July 2000. The Fujitsu 
millimeter-wave radar has been chosen for experiments. The block diagram of the radar is 
illustrated in Figure 2.1. The specification of the radar is listed in Table 2.1. The radar can · 
measure the ranges, relative speeds and angles of the detecting target. 
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Figure 2.1 Millimeter-wave radar block diagram. 
Table 2.1 Fujitsu millimeter-wave radar specifications. 
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The schema of the experiment is shown in figure 2.2. The radar was installed at the 
back of a truck. It is used to detect the relative distance as well as relative velocity of the 
vehicle that was approaching the truck. The radar is able to track maximum 8 vehicles at 
the same time. The truck was running in the real traffic system, including freeway, and 
urban areas. Around one thousand sets of data have been collected. Both female and male 
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drivers in different ages have been studied in the experiments. The different driver 
behaviors have been studied and categorized to six different situations, including Leading 
Vehicle in ConstantSpeed, Leading Vehicle in Braking and so on. 
Video Camera 
D 
Following vehicle 
Truck 
Figure 2.2 Schematic of experiment. 
2.2 Data Description 
The original data got from the experiment is the rough data. The radar device 
recorded ranges, relative speed, and relative angles of eight vehicles at each time step (0.1 
second). The data for each vehicle is not easy to identify. They are not stored in data file in 
order. They can only be identified by comparing the angle data between the data before and 
the present. And, the data output from the tracking device is in digital format (8 bits). Some 
preprocessing is needed to convert them to continuous data having physical meanings. 
After preprocessing, the data is not smooth because the measurement noises. To 
improve the accuracy of the data, a Kalman filter is designed to estimate the original 
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signals. The data after Kalman filtering finally is used to construct the driver behavior 
models. 
2.3 Data Preprocessing 
Data preprocessing is to get the data for the following vehicle from eight tracking 
vehicles and convert binary data to actual data we wanted. Though it is nice to recover all 
the data of tracking vehicles, it would take a lot of extra works. Another reason is that the 
experiments are focusing only on the following vehicle so that other driver's information is 
not available. 
A Visual C program has been written to do the data preprocessing. Since the 
beginning of the rough file is the information of the experiment like driver's age and 
gender, the first thing is to convert them to readable text information and remove them from 
the data. Each experiment has its own identity number and some information. They are 
organized and saved in a header file for future uses. 
The data for the following vehicle is identified by sorting the relative angles. Since 
the following vehicle always has the smallest relative angle with the truck, the range and 
speed with the smallest angle are the data that we wanted. After this, the rough data is 
converted from the digital to the analog data. For instance, each bit in range data represents 
0.2 meter. After data preprocessing, the data we have is shown in figure 2.3. After the 
figure is zoomed in (As shown in figure 2.4), it will be found that there are a number of 
jerky points in the data. This is why the data is needed to use the kalman filter. 
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2.4 Kalman Filtering 
Kalman filter is a popular filter that is used in radar tracking. It estimates the signal 
from the signal plus noise. The idea is to use the measurement information we have and 
model information to estimate the next signal. The great thing of kalman filter is whenever 
the model is generated correctly, kalman filter will run in itself and estimate all the things. 
Kalman filter is very good and applicable for a state space model. 
2.4.1 Physical model 
In real life, distance, velocity, and acceleration are related to each other. Due to the 
massive weight of the vehicle, acceleration cannot be changed dramatically. Therefore, the 
acceleration was assumed to be the acceleration from previous time step plus a small 
variance. This can be modeled as AR( 1) model with appropriate pole value and noise 
variance value. This assumption was supported by Ramachandra (2000). Based on these 
assumptions, the following equations of motion were developed. 
where 
x1 (t) = x1 (t-1) + x2 (t- l)T + x3 (t- l)T 2 /2 
X2 (t) = X2 (t -1) + X3 (t - l)T 
X3 (t) = ln3 (t -1) + b(t) 
x1 (t) = vehicle position at time t 
x 2 (t) = vehicle velocity at time t 
x 3 (t) = vehicle acceleration at time t 
T = sampling time 
8 = white noise 
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a = the pole of AR( 1) model 
The above equations set can be rewritten as the state equation for the Kalman Filter as: 
X ( t) = FX ( t - I) + A( t - I) 
where 
The measurement equation can be written as: 
where 
y(t) = HX (t) + v(t) 
y(t) = measured position at time tor the measured position and velocity, 
v(t) = random noise of the measurement. 
H = [1 0 o] , if y(t) is the only position .. Otherwise 
These models are: based on discrete state space models. When continuous time state 
space models are used, the AR( 1) model with pole 1 can be viewed as a random walk 
model (shown in figure 2.5). The AR( 1) model with pole less than 1 can be viewed as a 
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Markov process. When alpha in AR ( 1) model is 1, the whole system can be considered as 
the following figure (2.5). 
White noise 1 
s 
1 1 
Acceleration s Velocity s 
Figure 2.5 a random walk process model 
Position 
The Q matrix in kalman filter for this model has been computed. Q matrix is the 
correlation of the noise in the steady state model. 
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where w = PSD of white noise, fl.t is sampling time. 
When alpha is smaller than one, the acceleration can be modeled as a Markov process 
(figure 2.6). The Q matrix in kalman filter is computed by using a matlab program 
[Appendix 1]. 
White noise ... 
PSD =W .,.. 
1 
s+ Jl 
,..__ _ __, 
Figure 2.6 a Markov process model 
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In general, the radar observation noise was generated by vehicle dynamics, 
background echoes, atmospheric noise, and the radar receiver. However, in the millimeter 
wave radar application, the largest source of interference was from ground clutter, which 
was the reflection of radar energy from the ground and the environment. Normally, this is 
considered as white noise. The measurement noise is not available in these experiments. 
However, since each bit for ranges in rough data represents 0.2 meter, that means the 
measurement noise for range data is at least 0.1 meter. Therefore, 0.1 meter is the final 
measurement noise variance that has been used in this study. The same to the measurement 
noise for relative speeds, white noise with variance 0.1 meter/sec has been used as the 
speed measurement noise for this study. 
2.4.2 Results 
The Kalman filter was implemented and tested on the observation. Different 
settings for the alpha (AR model pole) and sigma (noise variance) were compared. In 
addition, two versions of Kalman filter, reduced order and full order were used. For the 
reduced order Kalman filter, only the distance measurement was used. For the full order 
Kalman filter, both the distance and velocity measurements were used. The following 
figures show the results. 
In theory, the full order Kalman filter should produce a better estimate compared to 
the reduced order Kalman filter estimation, because the full order Kalman filter accounts 
both the distance and velocity information. However, in this project the reduced order 
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Kalman filter shows a better estimation than the full order Kalman filter as shown in Figure 
2.11. This might be due to the poor resolution of the velocity profile. 
In addition, the noise variance cr2 and the AR model's pole a were adjusted to improve the 
performance of the Kalman filter. Figure 2.7 shows the result obtained by using different 
noise variance. As shown in Figure 2.7, the noise variances that were chosen are 0.039, 0.1, 
and 0.001, where the value 0.039 is the averaged noise variance from all data sets while the 
value 0.1 and 0.001 was chosen based on assumption that the car which has a massive 
weight cannot accelerate or decelerate too drastically. Figure 2.8 shows the zoomed in 
results. A noise variance that is larger will be more sensitive in tracking changes in 
observation and vise versa. However, this characteristic might n?t be very important in this 
study since the difference among those estimation results is less than one foot Compared to 
the long range between vehicles, this small difference does not affect the study. 
The pole value has a valid range from zero to one. However, a car cannot change its 
distance and velocity instantaneously, therefore, the pole value should stay close to one. In 
Figure 2.9, the pole values that were used are 1.0, 0.99, and 0.95. With pole value of 1.0, 
the Kalman filter yield a smoother plot, compared to pole value of 0.99 and 0.95. This can 
be explained because the low pass filter will become an integrator when the pole is one. 
Figure 2.10 shows the zoomed-in results for different a values. 
By comparing these results with different values of alpha and sigma, the alpha 
equals 1 and sigma equals 0.01 have been chosen for kalman filter. The result for this 
typical data is shown in figure 2.12 and 2.13. 
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2.5 GUI software 
Since there are existed a lot of experiment data that belong to several categories, it is 
not easy to check the header file to find each one's information. Furthermore, some basic 
calculation and analysis are needed to apply to the data. A graphics user interface (Gun 
software is desired to realize these tasks. The software is written by matlab. The main 
interface is shown in figure 2.14. With this tool, users can search the data and categorize 
data based on scenario, driver's age, and driver's gender. Furthermore, users can interact 
with the plot and choose an area that they are interested in. When users press the Add 
button, the program will do some analysis for the data in the chosen area. 
20 
Figure 2.14 GUI matlab tool 
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CHAPTER 3 FOLLOWING MODELS 
Driver behavior modeling is a crucial issue in traffic microsimulation. Driver 
behaviors in the microsimulation typically consist of the following behavior, the lane 
change behavior, the free driving behavior, and the collision avoidance behavior. Car 
following models are a key element in modeling driver behaviors and are included in 
almost every traffic microsimulation. Two approaches are used by most of car-following 
models: 
1. safety control strategy; 
2. spacing control strategy 
P. G. Gipps presented his car-following model for computer simulation in 1980. 
This model is derived by calculating a safe speed with respect to the preceding vehicle. It 
will make sure that the following car would stop should the vehicle ahead come to a sudden 
stop. D. Swaroop (et al. 1994) presented a spacing control strategy for car-following 
models. There are many other car-following models belonging to these approaches like 
NETSIM, INTRAS, FRESIM, CARSIM, and INTELSIM (Aycin and Benckohal, 1999). 
PD-controller car following model is a spacing control strategy approach. It is based 
on the assumption that drivers try to keep the relative speed to the lead car zero and 
simultaneously attempts to keep the distance headway at a desired value (Hogema, 1999). It 
is easy to be implemented into the microsimulation, and the method is efficient and 
realistic. 
To study driver behaviors, microscopic traffic data is needed. Till now, however, 
not many experiments are done to get the real traffic data. To evaluate behavior models, 
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most researchers used the data from driver simulators. The main drawback of this method is 
the uncertainty about whether the driver behavior in the simulators are the same as the real 
world. Masroor Hasan etc. ( 1997) showed that they extracted traffic data from video. Since 
the limitation of pixel size, it is hard to get an accurate measurement. Another problem of 
this method is that the data is static since cameras are installed in a fixed place. 
An alternative method of gaining information on behavior, however, is the use of an 
instrumented vehicle. The instrumented vehicle is driven in the real traffic system and the 
behavior of adjacent drivers is recorded. This approach is realistic and accurate. It may be 
the only method that can produce a sufficient quality and quantity of data to allow the 
. continued development and validation of simulation models (Brackstone, et al. 1999). 
3.1 PD Controller Concept 
PD controller assumes the driver adjusts his or her speed with respect to the leading 
vehicle. It assumes the acceleration of the following vehicle is a function of relative 
distance and relative velocity between following and leading vehicles: 
Where: 
a(t +I)= Kp*lDrW-Dit)J+ Kd*Vrft) 
a(t+ 1) is the acceleration at time t+ 1 
Dr (t) is the relative distance at time t 
Dd(t) is the desired distance at time t 
Vr(t) is the relative velocity at time t 
Kp, Kd are gains for relative distance and velocity 
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3.2 Desired Distance 
In the equation of PD controller for car-following models, there is a desired 
distance. A study by Brackstone ( 1999) indicated that a driver reacts to changes in the 
speed of the leader by equalizing his or her speed with the leader's speed in order to 
maintain spacing. When the steady state reaches, the distance between the following vehicle 
and the leader's vehicle is considered as the desired distance. It is obviously a function of 
the speed of the leading vehicle. There existed two kinds of models for the desired distance: 
the linear model and the quadratic model. The linear model assumes a constant time 
headway and the desired distance can be expressed as: 
Desired distance = speed x preferred time headway + offset 
Another model is using a quadratic function to describe the desired distance as a function of 
speed. This model is used in MIXIC microsimulation. 
Figure 3 .1 · shows the data of desired distances in different speeds got from the 
experiments. It is found that the linear model is good to describe the relation between the 
desired distance and the leader's speed. Even though the quadratic model has more freedom 
and is thought better than the linear model, it is really no need to use a complex model. Not 
only these experiments show the desired distance is close to a linear function of the leader's 
speed, but also experiment results in (Brackstone, et al. 1999) show this kind of relation. It 
is interesting to find that the preferred time headway in the regressive form of the data is 
1.18 second. It shows the time headway for most of drivers is near 1.18 second. 
Figure 3.2 shows the density function of the preferred time headway got from the 
experiment results. It shows that for different drivers the preferred time headway may be 
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not the same. The range for car-following preferred headway time is from 0.9 second to 1.5 
seconds. The probability density function for the preferred headway time is kind of similar 
to normal distribution. This information is very useful to generate different driver_' s 
behaviors in traffic microsimulation. 
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3.3 Kp and Kd Gains 
To design Kp and Kd control gains for PD controller, the first some questions 
needed to think about are whether these gains are time-invariant, not dependent on current 
leader's speed or the desired distance. In the paper (Bracks tone, et al 1999), it is said that 
the parameters Kp and Kd are constant and it has been verified by the data from driver 
simulators. The following analysis is on this assumption and the assumption is verified by 
comparing the simulation results and experiment results. 
3.3.l System analysis 
In ·control areas, the PD controller is a simple but very useful controller. It can 
change the poles of the system so that the system can change from unstable to stable and 
attain certain response property. Car-following problems can be viewed as a feedback 
control problem. It can be thought that there is a spring with damping connecting the 
following car and the leading car. To design Kp and Kd gains means . choosing the suitable 
spring and damping properties. Figure 3.3 shows the system diagram for the car-following 
model with PD controller. The following car updates its acceleration based on the PD 
controller at each time step. Then it updates its current velocity and position. 
relative distance -desired distance 
PD Acceleration 
.Jn~ controller 
Relative ve~ity 
I du I 
Kinetics veloci1+ 
Figure 3.3 System diagram 
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If the leading vehicle is driven in a constant speed, the whole system can be 
represented in the following control diagram (figure 3.4). 
Kp+Kd*S a 1/S V 1/S D,. 
e.. e1Tor; a: acceleration; v: velocity; 
Dd: desired distance; Dr: actual distance 
Figure 3.4 Transfer function diagram 
The input is the desired distance (Dd). The output of the system is the actual relative 
distance (Dr). The feedback system's transfer function is shown in Equation 3.1. 
Dr ( s) = Kp + Kd * S 
D d (s) S2 + Kd * S + Kp 3.1 
In the view of state space, the car-following model can be viewed as a two-
dimension control problem. The state space form is always written in i = Ax+ Bu format, 
where x is system state vector, u is the input, and A, B are system matrixes. The state space 
representation of car-following models with PD controller is shown as equation 3.2. 
3.2 
where: 
xi is the relative distance; 
x2 is the relative velocity; 
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The eigenvalues of A matrix are the roots of equation /42 + Kd/4 + Kp = 0 . The system is 
internal stable if and only if all eigenvalues of A have negative real parts. To satisfy this 
condition, the Kp and Kd must be larger than zero. In another word, as long as Kp and Kd 
are positive, the system is internal stable. 
3.3.2 Parameters identification 
From the above analysis, it seems control gains have a lot of choices if only 
considering stability. It is why the real traffic data is necessary that it is hard to choose 
control gains for PD controller without analyzing drivers' behavior in the real world. To 
analyze each set of car-following data, the steady following distance, i.e. the desired 
distance, is got from the data first. Then Kp and Kd control gains are computed with 
acceleration data, relative distance, and relative velocity. It is an overdetermined linear 
system and a least square method is used to solve control gains. Figure 3.5 shows the 
control gains got from experimental data. 
It is interesting to note that Kp and Kd control gains are not random distributed. 
They are kind of related each other and around a certain region. A second order polynomial 
was found to simulate Kp and Kd relation. It is found that Kd will increase slowly with 
increasing Kp. From the figure 3.6, it is known that most Kp and Kd locate in the region 
with small values. The density function of Kp has a decreasing trend. This information is 
useful to generate Kp and Kd values in microsimulation so that different following 
behaviors are simulated. 
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3.2.3 Analysis of control gains 
The eigenvalues of A matrix are the poles of the closed-loop transfer function. The 
poles' distribution is shown as figure 3. 7. Comparing with the poles got from above fitting 
cures, the experiment results are oscillating along the fitting results .. The fitting results are 
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good representatives of PD control gains' distribution and are suggested to use in the traffic 
microsimulation to generate different PD controller car-following models. And, experiment 
results shows the damping ratio for car-following system ranges from 0.3 to 1.0 and nature 
frequency range is 0.06~0.4. Note that the setting time for step response is more than 
twenty seconds. This means the response of drivers is very slow. 
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Figure 3.7 Poles of transfer function 
3.4 Simulation Results 
The simulation was run using simulink. Figure 11 shows the simulation results and 
experiment results. The simulation is run with the same condition as the experiment at the 
beginning. Hence, the simulation begins the same relative distance and same relative 
velocity between the following car and the leading car as in the experiment. The simulation 
is using the PD control gains which are got from the experiment using the least square 
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method. The simulation results show that the PD controller is a good method in that its 
results are very close to the original ones. And it proves the PD controller gains can be 
considered as time-invariant too. The control gains used here are Kp=0.056 and Kd=0.30. 
For the same data in figure 3.8, different PD control gains were chosen to compare 
effects of control gains (figure 3.9). Differing drivers would choose different paths to attain 
the desired distance even in the same conditions. The PD controller car-following model 
simulates differing drivers following behavior through changing control gains. In designing 
PD controller, the damping ratio will affect the rising time and overshoot of the response. 
The nature frequency will affect the setting time. 
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Figure 3.8 Simulation results and experiment results 
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To compare PD controller with other following models, a simulation experiment has 
been set up to get average velocity and traffic density information. The following models 
chosen in this experiment is GIPPS, NETSIM, and PD controller. The GIPPS following 
model is used in MITSIM and considered a reliable but not realistic model. It does a 
complicated calculation to get the maximum acceleration for the following car so that it 
wouldn't collide with the lead car. NETSIM also gets the acceleration from the safe 
distance but add another parameter to simulate different drivers. The experiment used 13 
simulating cars (including one leading car). The simulation's initial conditions are totally 
the same for three following models. The leading car is predefined to keep a constant speed 
20 mis for 5 seconds, then brake to zero (20 seconds), accelerate to 20 mis (20 seconds), 
and keep at the current speed until the simulation is over. 
Figure 3.10 shows the average traffic speed for three following models. The PD 
controller following model is better than NETSIM in most of the simulation time. 
Comparing with GIPPS, the PD controller get higher average speed in some situations, but 
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worse mainly in acceleration areas. It is because that GIPPS use the maximum acceleration 
when it is calculatedly safe. 
Figure 3.11 shows the traffic density information. The density is the maximum 
vehicles per kilometer and is got from the following equation: 
Density = 1000 X 13 X ( X d - Xe - L X 12 ) 
where Xd is the position of the leading car, Xe is the position of the last following car, and L 
is the car's length. 
The simulation results show that the PD controller improves the traffic density. The 
PD controller gets almost the same density as the INFRAS at the beginning but is different 
at the end. GIPPS is quite different comparing to two space control strategies. Further 
comparison to real density data is required to evaluate these models. 
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3.5 Conclusion 
Real traffic data is very useful to analyze and design driver behavior models. The 
PD control gains got from the real data are used in traffic microsimulation. The simulation 
shows the PD controller car-following model is a realistic and efficient model. It can be 
applied to car-braking status, but needed to consider reaction time. 
The experiments done are almost in high velocity (30mph-65mph). In the low 
velocity range, cars are close each other. The overshoot in the PD controller may result in 
collision with the leading car. The safety issue must be considered in this case. 
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CHAPTER 4 LANE CHANGE MODELS 
Traffic microsimulation is currently under development to evaluate the Intelligent 
Transportation System (ITS) and improve the Driver Simulator. Modeling driver behaviors 
is the core component in traffic microsimulation and has been a popular area in engineer 
and psychology. Lane change models are another key models in traffic microsimulation 
besides car following models. They are more complicated than car following models and 
are common phenomena in real traffic. Almost all the traffic microsimulation includes lane 
change behavior models but has different kinds of models. 
In spite of its importance, not a lot of researches have . focused on lane changing 
behavior. Most of researchers put emphasis on how to modeling the gap acceptance model 
(Gipps, 1995). Gipps ( 1986) presented a model for the structure of lane-changing decisions. 
Koutsopoulos ( 1996) presented his approach for modeling lane-changing behavior using the 
discrete choice. These models are based on the gap acceptance model. Few of existing lane-
changing models are based on the real traffic data. They are mostly tested by simulation and 
accepted since they do not generate incidents and interrupt traffic. 
Modeling lane changing behavior is more complex since it actually includes three 
parts: the need for lane changing, the possibility for lane changing, and the trajectory for 
lane changing. Each part is important for getting a realistic lane-changing model. 
Furthermore, the lane-change model is complex itself. It needs to consider not only the 
vehicle in the front, but also the vehicles nearby, and even the traffic flow information. It is 
also more dangerous. It is of great possibility to cause incidents when the car is doing lane 
changing since several cars are involved in this scenario. Modeling driver behavior in lane 
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changing becomes difficult and a lot of issues have to be considered to construct a realistic 
and reliable lane-changing model. 
4.1 Lane Change Decisions 
When drivers make decisions to do lane changing is a complicated thing . and 
depends on travel destination, driver behavior, and traffic flow. Lane changing in traffic 
microsimulation can be clarified into two categories: mandatory and discretionary. 
Mandatory lane changing happens in following situations: 
1) the current lane is blocked; 
2) the current lane is merging to another lane; 
3) the destination requires to change to another lane; 
Discretionary lane changing happens in following situations: . 
1) overpassing the low speed or heavy vehicle 
2) yielding another merging vehicle 
People won't do lane changing without any reason in normal situations. To reach their final 
destination, drivers will do mandatory lane changing when the current lane is not available. 
To adjust vehicle speed, drivers will do discretionary lane changing. Note even under 
mandatory lane changing situation, the driver does not need to do lane changing 
immediately. The model system for lane changing is shown in figure 4.1. 
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4.2 The Lane Changing Model 
To do the lane changing, the most important thing is to check whether it is safe to do 
it or not. Most of lane changing models are based on the gap acceptance model. As figure 
4.2 shows, there are two gaps: the lag gap and the lead gap. When a driver wants to do lane 
changing, the critical lead gap and the lag gap are required to be acceptable for the driver. 
Otherwise, it is not safe for the driver to do the lane changing. 
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Changed 
Mandatory 
lag gap 
Lane Changing 
Unsafe to 
change 
Discretionary 
Lane 
Changed 
Figure 4.1 Lane changing model 
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In the gap acceptance model, another gap is always ignored for some reason. It is 
the front gap, which is the gap between the vehicle doing lane changing to the vehicle 
ahead it. In most of situations, the lag gap and lead gap are acceptable for drivers, but they 
won't do the lane changing when the front gap is too far or too short. In the Car-following 
model, there is a desired distance for each individual driver. Of course, the front gap is 
much shorter than the desired distance in following. However, the front gap can not be too 
short to have a possibility to collide with the front car. Drivers will justify the front gap 
whether safe or not by their own experience. 
4.2.1 Front gap 
The front gap is important in modeling lane changing. Especially in discretionary · 
lane changing, drivers not only notice the traffic of side lanes, but also the traffic of current 
lane. The car doing lane changing is mostly faster than cars ahead when it wants to pass the 
front cars. Normally, it only does lane changing when it is near the front car. 
Considering in a freeway traffic situation, the front car won't brake suddenly as in a 
dense urban traffic situation. Drivers will behave aggressive and keep the distance to the 
front car shorter while doing lane changing. Figure 4.3 shows the front gap got from 
experiments at different leading speed. It is found most of front gaps are shorter than the 
corresponding desired distance. Here the preferred time headway is using 1.1 seconds. 
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Figure 4.3 Front gap vs. desired distance 
Actually, the front gap is not only related with the leading vehicle speed, but also 
related with speed difference between the leading car and the car doing the lane changing. 
Figure 5-4 shows the experiment data no matter what leading velocities are. The result 
shows the front gap is kind of linear to the speed difference. It is reasonable because the 
bigger the speed difference is, the longer safe distance drivers need to keep. 
Another normal situation is the front car stops for some reason. For instance, a car 
wants to tum left, but it has to wait until the intersection is clear. In this case, cars behind it 
may want to do lane changing and pass it. Figure 4.3 shows the experiment result about this 
situation. In this condition, the cars behind the stopped car do not want to brake to stop 
unless they have to. The result shows that the front gap is still kind of linear to the speed 
difference. Combining two results of figure 4.4 and 4.5, the front gap can be viewed as a 
linear function of speed difference. 
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The front gap can be considered as a minimum desired distance to the front car. It is 
not necessary for drivers to do lane changing at the exact front gap distance. The front gap 
only tells the normal distance drivers would accept. Of course, drivers would do lane 
changing when the distance is farther than the front gap, and even there is no front car. 
Therefore, this lane changing model only considers the front gap as the minimum lane 
changing distance. But how to choose suitable front gap for different situations is a higher-
level control problem. -
In the simulation, the front gap Dfg is constructed as a linear function of speed 
difference Vd. The constant K and offset D vary a little at different leading speeds. The 
equation is shown as follows: 
Dfg=K * vd + D 
These values are obviously not only related with drivers but also vehicle types. Since no 
enough data about this is available, the simulation will randomly generate K and D in 
certain ranges for different cars. 
4.2.2 Lead gap and lag gap 
The lead gap and the lag gap are key elements in modeling lane changing models. 
The differences between most of lane changing models are how to calculate the lead gap 
and the lag gap. The most famous lane changing model may be Gipps's, and it has been 
used in a lot of microsimulation like MITSIM. The model is to use some parameters and Va, 
Vb, and Vn construct the critical lead gap and the lag gap. 
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Since the experiments could not use to study the lead gap and the lag gap, the lead 
gap and the lag gap models are constructed based on the simulation results. Based on own 
driving experience, drivers normally take 2 to 4 seconds to finish their lane changing. The 
two gaps are required to make sure that during lane changing cars won't cause any 
accidents or emergency brakes. 
The lead gap is to keep the car doing lane changing from colliding with the front 
car. Obviously, the gap is related with Vn and Va. Assuming a driver will take ft seconds to 
finish lane changing and both vehicles keep the current velocities, the minimum distance, ft* 
(Vn - Va), is needed. After the car finishes its lane changing, it will change its driving mode 
to follow the front car. Then the distance will eventually change to desired following 
distance. So besides the safe distance, an extra space is needed to be comfortable for drivers 
to change modes. To consider the aggressiveness of drivers while doing lane changing and 
the figure 5-3, the lead gap Dte is modeling as followings: 
Dte = min(max(f1* (Vn - Va)+ Va*0.5, 20ft), 1.1* Va) 
Where the distance is in unit feet, while the velocity is in unit ft/sec. 
lag gap lead gap 
Figure 4.6 Lead gap and Lag gap 
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The t1 varies with drivers and vehicle types. It is chosen randomly by the simulation 
program from 2 to 4 seconds. 
The idea for the lag gap is the same. The difference is that the lane changing car 
does not want to or is not safe to make the lag car brake. So the lag gap use some different 
parameters. 
Dia= min(max(t1* (Vb- Vn)+ Vn*0.8, 20ft), 1.2* Vn) 
The parameters' meanings are the same as in the lead gap model. 
4.3 Lane Changing Trajectory 
After constructing the gap acceptance model, another issue is required to 
consider-how does a driver do a lane changing. In other words, the problem is how to 
choose a suitable lane changing trajectory. In the traffic microsimulation, the vehicle 
dynamics won't be considered for simplicity and efficiency. A traffic engineer only cares 
about vehicles' speed and positions. Those are enough to construct a traffic 
microsimulation. About drivers. how to steer and how it affect vehicle dynamics are out of 
consideration. 
There are several lane changing trajectories such as Circular Arcs, Polynomial Arcs 
(Sledge, et, al, 1997). Some are complicated, and some are simple. No matter what kind of 
trajectories are, some basic criteria are needed to meet. First, the trajectory curve should be 
continuos, and even derivative should be continuos as well. Second, the trajectory should be 
easy to generate and suitable for different situations, like different velocities. Finally, the 
trajectory should be reasonable and not unrealizable for cars. 
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The trajectory used in this study is a Sinusoid trajectory. The Sinusoid trajectory 
provides the continuos curvature and accommodates changing velocity. It is also reasonable 
from the simulation results. Assuming the vehicle's velocity is v and the time to finish lane 
changing is t1, the coordinate system is constructe~ as figure 4. 7. 
The equations for the Sinusoid trajectory are as follows: 
X = Xo + V * t 
Y =Yo+ sin ( tlt1 *K-1ll2) * y/2+ y/2 
where Yd is the desired y position after lane changing. The figure 4.8 shows the lane 
changing trajectory with v 20m/s and t1 3 seconds 
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Figure 4.7 Lane changing coordinate system 
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As seen in the figure 4.8, the simulation result is very good. The curve of trajectory 
is smooth and the derivatives at the both ends are 0. This method is also simple and 
efficient. Not many calculations are needed to design the trajectory. 
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CHAPTER 5 INTELLIGENT SCENARIOS 
Driver behaviors are not only following and lane changing behaviors, though these 
two are very basic and important ones. Driver behavior models are typically categorized 
into four types: free driving, following, lane changing, and braking to avoid collision. In 
real traffic, drivers make decisions based on the current environment. In the simulation, cars 
adopt which driver behavior model based on the current information. Even with the same 
driver behavior model, the parameters in the model are not the same. 
The microsimulation is very complex. To represent real traffic, the most situations 
drivers could meet will happen in the simulation. For an instance, highway system is 
relatively simple. Most of c~s in the freeway either do following or do passing. But if the 
simulation considers entrances and exits of cars in highway, then the simulation becomes 
more complicated. If all kinds of highway systems were added into simulation, to construct 
the perfect simulation would be very hard. 
Nobody wants to see a monotonous traffic microsimulation. It should represent the 
real traffic. Intelligent agents, i.e. vehicles, control its lateral and longitudinal based on a 
number of hierarchical decision rules. The whole transportation system includes a lot of 
intelligent scenario. These things like what happens in our daily driving life. Without 
intelligent agents and scenarios, the traffic microsimulation would be unrealistic and 
useless. 
Most of present traffic microsimulation or traffic environments have included 
intelligent agents and scenarios. D.A. Reece (1991) presented his computational models of 
driving for autonomous vehicles. In the National Advanced Driver Simulation (NADS) 
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system, the scenario control subsystem has been constructed to generate driver behavior 
models for semi-autonomous vehicles, traffic management systems, and other non-static 
entity in the virtual environment. Qi ( 1999) in his thesis described the design of scenario 
control and driver behavior models in MITSIM. 
5.1 Free Driving 
Free driving is a common model in driver behaviors. When there are no cars at 
certain distance ahead of the driving car, no cars trying to lane changing to the driving lane, 
and no traffic lights, the car's behavior can be viewed as a free driving model. In this state, 
drivers normally drive cars in their desired speeds based on the lane speed limit. Obviously, 
the individual desired speed is not a constant value. It is determined by the individual 
driver's characteristics. Another important parameter related with free driving models is the 
desired acceleration. It varies to different drivers and is limited by vehicles as well. When 
drivers try to reach the desired speed, the maximum acceleration they prefer to use is called 
the desired acceleration. 
The desired speed deviates around an average. This distribution is got from the 
experiment data. Here the speed over speed limit 5 mph is not considered since it is against 
the law. Figure 5.1 shows the distribution of the speed difference between free driving 
desired speed and lane speed limit. It can be viewed as a normal distribution at mean 2 but 
the left and right parts have been cut off. Figure 5 .2 shows the simulated distribution which 
represents the experiment data very well. This density function has been used in traffic 
simulation to generate free driving desired speeds. 
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The desired acceleration is determined by the driver and the vehicle. Since the 
unavailable data for vehicle type, the desired acceleration can not be got from the 
experiment data. In the traffic simulation, the desired acceleration is assumed as 2.0 m/s2 for 
common vehicles and 1.0 m/s2 for trucks. 
In the state of free driving, drivers only consider the speed instead of the distance in 
following state. Therefore, drivers control cars by speed feedback. Figure 5.3 shows the 
diagram of control strategy for free driving. The acceleration of course would exceed the 
desired acceleration for individual drivers. The K value will decide the quickness of 
drivers' responses. In this study, 0.1 has been used for K. 
Desired speed acceleration 
K 1/S 
Figure 5.3 diagram of control strategy 
5.2 Braking 
In the traffic simulation, braking is a -~ommon phenomenon. General braking is 
categorized into following models since PD controller will calculate the deceleration. In 
other cases, the braking is viewed as braking to stop, like when cars meet red lights or stop 
signs in intersections. This situation requires cars to stop at a certain distance or stop to 
avoid collisions. 
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The model used in the study is really simple. The deceleration is determined by the 
safe distance. In another word, the deceleration would make sure cars stop before they meet 
obstacles. The equation 6-1 presents the relation between the deceleration and the distance. 
where: 
a= Vc*Ve/2*Dd when De< Ds 
a the deceleration 
Ve the vehicle's current velocity 
De the vehicle's distance to the obstacle 
Ddthe vehicle's safe distance. 
The. vehicle's safe distance is assumed as the distance that the car will stop in current state 
by using the desired acceleration. 
5.3 Driver Behaviors at the Intersections 
The normal situation in the urban traffic microsimulation is that cars stop at the 
intersections. Intersections are the important and general sections on the road. Driver 
behaviors at the intersections are often neglected or not emphasized in most of 
microsimulation. Modeling driver behaviors at the intersections is complicated since there 
are several different traffic management systems in the intersections and in each of them 
drivers are required to consider more information of environment than in the following or 
lane changing situation. 
There are two basic intersection traffic control types: the traffic light system and the 
traffic sign system. The traffic light system means the intersection is controlled by RED, 
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YELLOW, GREEN, and LEFT TURN lights. The traffic sign system means the 
intersection is controlled by STOP signs. 
5.3.1 Traffic light system 
In the intersection controlled by traffic light system, cars are not supposed to simply 
respond to lights, like stopping while the light is RED and passing while the light is 
GREEN. They should have kind of intelligence. For example, in a common two way 
intersection shown as figure 5.3, assuming Al, A2, A3, and Cl are on GREEN and Bl is on 
RED, these cars would meet such typical situations. 
1) A3 car wants to tum left but has to yield C 1 car; 
2) B 1 car wants to tum right but has to yield A cars; 
3) A3 and Cl both tum left, but A3 has to tum slowly to prevent collision. 
Gu 
CJ 
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Figure 5.3 Intersection with traffic lights 
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In the simulation, the vehicle turning left, if it meets GREEN light, or turning right 
will check vehicles in other lanes. As long as the distance of the vehicles exceeds the safe 
distance, the vehicle will keep turning. The safe distance is calculated by the coming 
vehicle's current distance and velocity. Assuming vehicles need to take a certain time tr to 
finish their turning, this time varies in different drivers and vehicles. The safe distance is 
the distance that the coming vehicle with current velocity travels in tr time. 
Another complicated situation is when a car meets the YELLOW light. The car has 
to decide whether it goes through the intersection or not. The decision is determined by 
whether the car can stop or not. If the car can not stop even with the maximum deceleration 
that the car and the surface are allowed, the car will go through the intersection. 
In the traffic simulation, the traffic light system is implemented by traffic light 
tables. A special table recording the simulation time and light status is predefined for each 
intersection. At each simulation time step, the status of all the lights would update based on 
the simulation time. 
5.3.2 Traffic sign system 
Traffic sign system is often used in urban traffic management system, especially in 
resident or campus area. Figure 6-4 shows a typical and simple intersection controlled by 
stop signs. Cars have to stop at the intersection no ~atter whether the road is clear or not. 
The important thing in modeling driver behavior in this case is to determine which car in 
the intersection should go first. 
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To reach this, an integer array for each intersection is created to store the order. The 
array size is the same as the size of roads going into the intersection. Like in the figure 5.4, 
there are four roads labeled from 1. to 4 going into the intersection. So the size of the order 
array is four. The array stores the lane label to tell the simulation which car should go first. 
For instance, if the array is 1,3,2,-1, it means there are cars at lane 1, 2, and 3. The car at 
lane 1 should go first, then one at lane 3, finally at lane 2. When cars leave the intersection, 
the corresponding lane numbers will be removed from the order list. When cars just stop at 
the intersection, the numbers of the lanes that cars are at are added to the list. The -1 in the 
array means that there is no car at some lane. The order array will be updated at each time 
step. 
D 
D 
Figure 5.4 Intersection with stop signs 
Actually, in the intersection control, cars will not go order by order. In some cases, 
cars can go their way if the car that comes first won't in their way. To model this, cars not 
only check the order list to make sure if they can go, but also check the cars at the front list 
to see if they would block the ways. 
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CHAPTER 6 ISU DRIVER SIMULATOR 
The Driver Simulator project in Iowa State University under the direction of Dr. 
Pham begun in 1999. The goal of this project is to construct a driver simulator with an 
immersive virtual environment and supporting multiple users to study human factors. The 
first six-sided cave (C6) virtual reality system in USA has been used in this project. 
Figure 6.1 shows a basic concept and configuration for the driver simulator used in 
this project. The simulator uses several computers to control the whole system and generate 
the graphics. One of computers is using QNX operating system to simulate vehicle 
dynamics models and control the motion base and steering wheel. The C6 and C2 Virtual 
Reality system in Iowa State University are used to generate graphics and update traffic 
environment. A driver sits in a truck located in the C2 to drive the car. The observers in the 
C6 system can observe the whole traffic information and driver behaviors while the driver 
is driving in the virtual environment. 
D atab as e for simulation I 
.... 
I Observer I .,,. .... .,,. - i ... .. Real time Traffic Graphics -- Vehicle ... Simulation Generate dynamics ... System 
l 
Driver ... Motion, Sound ... Force System 
feedback --
-- I -
Figure 6.1 Driver simulator's system configuration 
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6.1 Real Time Vehicle Dynamics 
Real time vehicle simulation is a key element in driver simulators. In some car 
racing games, a driver would feel that he/she is driving on the ice because of the lack of real 
time vehicle dynamics. The vehicle dynamics models include tire models, powertrain 
models, suspension models, and Engine models (as showed in figure 6.2). Bernard's (1999) 
new tire models have been selected to simulate the longitudinal and lateral tire dynamics. 
Other parts of vehicle models are based on Pham's complex vehicle model (Pham, 1998). 
Throttle 
Engine Powertrain 
Brake System 
vVheel 
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Figure 6.2 Real Time Vehicle Models 
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The vehicle model has totally 17 degree of freedom (DOF). Associated with each 
tire, there are two first order differential equations for its lateral and longitudinal slip 
variables. This adds eight states to the complex vehicle model. The drivetrain model has 
two DOF for the engine and automatic transmission. Table 1 lists the total 17 DOF. 
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Table 6.1 DOF for vehicle model 
Mass D.O.F. 
Sprung Mass (ms) 4 
Total Mass 2 
Front Unsprung 3 
(mur) 
Rear Unsprung 3 
(mur) 
Wheel rotatition inertia 4 
Ow) 
Wheel inertia about steer axis 1 
(IFW) 
Total Degrees of Freedom 17 
The integration time step of the real time simulation in this study is 0.005 second 
and can be down to 0.002 second. It is said a passenger car should run well at about 200 Hz. 
(Bernard, 1998). Several real-time integration methods such as Euler, Heun and Adams 
methods have been used for real-time simulation. As suggested by Lee (1998), the Adams 
method has been selected to increase the accuracy and simplify the calculation. 
A personal computer equipped with Pentium II 400MHz processors has been set up 
as a real time simulation system in this study. The QNX operating system has been chosen 
to construct real time simulation. The QNX Operating System is ideal for real time 
applications (1997). It provides multitasking, priority-driven preemptive scheduling, and 
fast context switching that are very suitable for real time simulation. This computer 
manages all the data acquisition, motion and force feedback control, and vehicle dynamics 
simulation. It also has been set up as a network server to communicate with SGI system 
based on TCP/IP protocol. 
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6.2 Motion and Force Feedback 
Research on fixed-base Driver simulators, i.e. without motion base, indicates that 
they have some limitations to test driver behavior (Bernard, 1999). The driver can get the 
motion cues from the motion base so that they can correspond realistically. 
An electric six degree of freedom motion system from Sarnicola Simulation 
Systems has been used for the driver simulator in this study. Because of the limitation of 
the motion base, filtering is required to convert the computed motion to the simulated 
motion. A typical and classical washout filter has been used to attain this goal. 
A force feedback system is another key element in feedback cues. Most of driver 
simulators focus on steering feel. An adaptive steering feedback is not enough to simulate 
realistic steering feel. A DC servomotor has been implemented into steering system. The 
steering torque varies with car velocity, steering angle and terrain properties. A steering 
torque model determining how much of torque is passed through to the driver from a 
steering system considering a power assisting system has been implemented into vehicle 
dynamics model. A powerful DC servomotor has been controlled to simulate steering 
torque through feedback control. 
6.3 Virtual Traffic Environment 
Since the driver controls and maneuvers the car mostly depending on what he/she is 
seeing, The visual cue is a very important element for a realistic driving simulation. To 
study human factors using driver simulators, the real scenarios and high-resolution graphics 
are needed. To build a virtual traffic environment, several subsystems are needed as 
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follows: terrain database, traffic management system, intelligent agents and scenarios, and 
3D graphics. 
6.3.1 Terrain database 
The most important element in terrain database is the road database. The simulation 
is assumed each vehicle is driving on the road. If the driver drives a car off roads, the 
simulation is over. Therefore, a simple terrain database for simulation only needs a road 
database. Other parts of terrain database are only useful for graphics. The two different 
databases are separated so that it is efficient for simulation and it is easy to add more 
graphics objects. 
Driver simulators rely heavily on a driving simulation correlated database to provide 
the operator with a realistic virtual world. It is not only because the driver controls his/her 
car through visual cues, but also because the terrain information will highly affect the 
vehicle dynamics. Different terrain surface properties and grades will result in different 
responses of vehicles. 
A great challenge to the . road database is to build a tool to create road network 
quickly and easily." A road editor is designed to accomplish this goal. From Bayarri, the 
road network is decomposed as links and junctions that are editable by an editing tool (Lee, 
2000). The editor supplies a number of existed different kinds of junction libraries. Road 
segment uses B-Spline curves to connect the points users defined. A complicated road 
network can be built by using this editor. The figure 6.3 and 6.4 show two different views 
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Figure 6.3 The road database in road editor 
Figure 6.4 The road database in simulation mode 
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of a road network that has been built. It can generate a multiple-layer road network system 
and different kinds of road connections such as bridges and intersections 
6.3.2 Traffic Management System 
Traffic management system includes traffic lights and traffic signs. The traffic light 
system needs to update at each time step, while the traffic sign system is always static 
through the whole simulation. The traffic system information is needed to be included in 
terrain database. For instance, the lane speed limit for each lane is specified and stored 
when each lane is created in road editor. 
Traffic light systems vary with different kinds of road junctions. Different traffic 
light systems have different control algorithms. When the junction is created in the road 
editor, the special traffic light system is required to be selected. The control table, which 
controls each light in the light system based on the simulation time, is predefined for each 
junction. Therefore, when the simulation is running, the traffic light system updates its 
status depending on the simulation time has run. The control table could be dynamic, i.e. 
varies with the traffic density and daytime like in the real world. This would make the 
traffic management system more realistic. 
6.3.3 Intelligent Agents and Scenarios 
A lot of virtual traffic environments have been done for driver simulators. But few . 
of them included intelligent scenes and scenarios. They are the hardest part in designing 
virtual traffic environments. It requires a well-designed database, driver behavior models, 
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and artificial intelligence. A well-designed database would make cars get information about 
their surrounding environment and their own location easily so that the whole .program is 
efficient. Otherwise, to design intelligent agents and scenarios · is impossible. Driver 
behavior models are needed to study to make the traffic simulation realistic. Artificial 
intelligent is a higher-level driver behavior study. The fuzzy logic and neural network have 
been applied in driver behavior models. 
As said before, the road database is decomposed of links and junctions. Another 
necessary description of road database is the lane. Each simulating car would follow these 
lanes in the database and decide its path based on lane's connections. From the road 
database, each simulating car knows its current lane and information about this lane, like 
lane speed limit. The information about branch in and branch out in the lane is also needed 
to supply. For overtaking, lanes near the lane are also needed in the database. Lanes are the 
logical database for simulation and constitute the road network in the simulation. This 
connection network reduces the cost of all processes of navigation through the database 
(location, motion, and search) (Kearney, et al. 1997). 
Database not only includes static database, like road database, but it also includes 
dynamic database. Each car's information is a kind of dynamic database in the simulation. 
Every vehicle in the simulation must get its surrounding environment information including 
information of other vehicles near it. Obviously, it is not efficient to check every vehicle's 
position to find if it is nearby. In this study, each vehicle is assigned an allocation based on 
its relative position in its current lane. When the vehicle searches other vehicle around it, it 
only searches along its current lane and lanes nearby if necessary. This approach increases 
the efficiency of searching tremendously. Though the more environment information is got, 
61 
the better it seems for the whole simulation, the cost of calibration would be one of key 
factors sthat is needed to consider. In a virtual traffic environment, hundreds of cars are 
running inside. Each of them has to finish updating its status in a frame (30 frames/sec). 
Even with the powerful processors, it may be not possible to handle such complicated 
simulation. To reduce unnecessary information from environment will improve the 
performance of the simulation. 
Driver behavior study is to construct driver's model to simulate driver's behavior. 
The typical model distinguishes between four driving situations, in which drivers behave in 
a significantly different way (Ludmen, 1997). In this research, four basic driver behavior 
models as follows are used in the simulation: uninfluenced driving; lane changing; breaking 
to avoid an obstacle or accident; following. One problem in studying driver behavior 
models is the lack of real world data. Fortunately, some experiments have been set up to get 
the driver behavior using radar to track vehicle distance and velocity. The real world data 
has been collected by a radar-tracking device and been used to construct driver behavior 
models. 
Since the virtual environment varies with time, the control for cars can not be static. 
The simplest artificial intelligence for a car agent is to decide what it should do with a set of 
condition-action rules. This is called a reflex agent (Russel, 1995). In this research, the 
reflex agent with internal state has been implemented into the simulation. A goal-based 
agent model and utility-based agent model are highly desired for intelligent agents and 
scenarios. 
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6.3.4 3D graphics 
A high resolution graphics will make the virtual environment more realistic. 
Graphics database is different with the simulation database although graphics database is 
based on the simulation database. Graphics database is unlimited and has a lot of additional 
objects not including in simulation database. Figure 6.5 shows a graphics database for the 
simulation. The simulation database only includes road database and traffic light and signs 
information. But in graphics database, a lot of buildings and mountains have been added. 
In the simulation, the graphics is rendered by performer in SGI. The database for the 
simulation has been converted to performer format and be able to be added more objects. 
Multigen is used to created impressive graphics effects based on the database has been 
preprocessed. 
Figure 6.5 Graphics database in the simulation 
63 
6.4 Networking 
Virtual reality system has more extensive applications with the network supporting. 
Two groups can collaborate and communicate through the network while watching the 
. same virtual objects. It makes possible to solve problems on line and saves a lot of money 
on travelling. The network in driver simulators also has an important role. The multiple 
observers can sit outside the driver simulator, even in remote sides, and observe the 
behavior and the whole traffic simulation. 
In the application of network communication, a set of simulation status data has to 
be sent to other sites. Considering the limitation of network rate, the data can not be so 
large. In this study, 30k/sec data rate is reliable, and if much more than that, the transferring 
data can not guarantee be able to pass through completely. Therefore, at each remote site 
only the local data, i.e. which the observer only can see in the screen, will be passed, and a 
data compression technology has been used to reduce the data size. The UDP network 
protocol has been set up for network communication. 
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CHAPTER 7 CONCLUSION 
The Driver Simulator in Iowa State University has been developed for two years. 
Right now, it has the real-time vehicle dynamics system, the motion based control system, 
the steering feedback control system, the immersive virtual traffic environment, . and 
networking system. The whole system has been tested in C2 virtual environment and SGI 
system. 
The driver behavior models have been studied for traffic simulation. Sets of real 
traffic data have been got from an instrumental vehicle and have been used to model the 
driver behavior. The data have been filtered and a couple of basic driver behavior models 
have been constructed. The driver behavior models have been used into the virtual traffic 
environment and to build the intelligent scenarios. 
Further studies are needed to improve the traffic simulation. Higher control 
strategies like fuzzy control are highly desired for traffic simulation. Audio system is 
important in the driver simulator, and it would be better if it could also be included in the 
Simulator of Iowa State University. 
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APPENDIX I. Q MATRIX MATLAB PROGRAM 
clear 
%File name is pb05_3.m and this is for Problem 5.3 part (c). 
%Parts (a) and (b) are paper-and-pencilproblems, and the results of 
%part (a) are needed for part (c). 
%First specify beta, W, and dt. 
%beta*dt=l-alpha 
%sigma=sqrt(W*dt*dt) 
beta=.1 
W=3.9 
dt=.1 
%The partitioned parts of the A matrix are (see Sec. 5.3): 
F=[O 1 O;O O l;O O -beta]; 
GWGT=[O O O;O O O;O OW]; 
%The full A matrix (including the dt multiplier) is: 
A=dt*[-F GWGT;zeros(3,3) F']; 
%The desired PHI and Qare then obtained from: 
B=expm (A); 
PHIT=B(4:6,4:6); 
PHI=PHIT' 
Q=PHI*B (1: 3, 4 .: 6) 
%Note that the numerical values of PHI and Qare approximately the 
%same as those obtained from the equations given in Problem 5.2. 
