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Chapte~ I Introduetion 
Advances in CMOS technology have allowed a continuous increase in microprocessor performance by 
increasing clock speed and integrating more transistors on a chip . Especially the increase in the 
number of transistors by the innovations of semiconductor technology enables mic~oprocesso~s to 
employ more useful and effective methods to erihance the performance of microprocessors by 
implementing additional circuits . 
As the performance of microprocessors continues to increase, increasingly aggressive 
implementations of cache memories are needed to bridge the performance gap between 
microprocessors and main memory. A cache is very fast memory that can be accessed in a few clock 
cycles, while it takes a few hundred clock cycles to get the contents of main memcry. Thus, a cache is 
able to provide processo~:s with data much faster than main memory, enhancing the perforznance of 
microprocessors drastically. 
However, a cache can either be fast or large, not both. To design a fast cache, the size must be small, 
meaning that not all the data utilized in a program can not be mapped onto the cache . This causes lots 
of cache misses, increasing the pumber of memory access. The penalty of these cache ~isses is too 
large because the discrepancy in access latency between a cache and main meznory is large, resulting 
in the deterieration of ~icroprocessors. 
In this dissertation, new cache memory systems are proposed to alleviate the performance gap 
problem between processors and main memory. The proposed cache memory systems exploit dynamic 
characteristics of programs to enhance the performance of computer systems. The dynamic 
characteristics of programs focused in this thesis have a high possibility of causing a long delay for 
completing the execution of programs. To avoid the long delay, several techniques are explcred and 
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characteristics of programs are proposed. 









The execution flow of a load instruction is divided into
1 . Phase waiting to be readied 
2. Phase waiting to be issued 
3. Phase waiting to be completed 
4. Phase waiting to be committed 
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Chapte~ 3 Memory Syste~~ Exp


































































































years, a new locality for realizing higher performance named criticality has been widely studied by 
many researchers. Criticality-based cache memory systems are based on the classiflcation of data into 
two categories, critical data and non-critical one . Critical data is the data which possibly degrades the 
performance of cache memory if it doesn't exist in fast caches like L1 caches. On the other hand, 
non-critical data is the data which has little effect on the performance of cache memory even if it 
doesn't exist in fast caches. By storing critical data intc fast caches and non-critical data intc slower 
caches, criticality-based cache memory systems can supply critical data required by a CPU in a short 
latency. Also by avoiding the conf~ct between critical and non-critical data in fast caches., 
criticality-based cache systems can utili2;e fast caches more effectively for critical data. In this chapter, 
we propose a new method of classifying data into either critical or non-critical based on the latency of 
load instructions to be issued. We introduce a new cache structure for critical data to be selectively 
stored at a faster cache. 
A small and fast cache named DO Cache is added to store critical data. The DO Cache can provide a 
CPU with data faster than the D I Cache. The LSQ(Load Store Queue) has counters to count how long 
each corresponding load instruction waits for the issue. The criticality checker decides whether a load 
instruction is critical or not. In case that the value of a counter exceeds a deined threshold value , the 
criticality checker regards the corresponding load instruction as critical and the load instruction 
accesses the DO Cache. On the other hand, in case that the value of a counter is less than the deined 
threshold value, the corresponding load instruction is regarded as non-critical, therefore, the load 
instruction is conducted to access the D I Cache . After the execution of a load instruction is compieted, 
the counter value of the load instruction in the LSQ is reset to zero. 
We evaluate the performance of our proposed cache system by using a simulator and show that the 
proposed cache system can obtain better performance with smaller hardware cost than a certain 
conventional cache system. Simulation results showed that the proposed cache memory system 
increases IPC by up to 130/0. 
Chapter 4 Memery Sy~tems Exploiting Long Waiting Aeee~ses to Lower memory 
Hierarchy 
A cache memory systezn prioritizing memory accesses causing bank conflicts is proposed in Chapter 4. 
Memory bank conflicts are one of the most critical events which degrade the performance of computer 
systems because they make it impossible to access main me:nory in parallel. Therefore, we propose a 
cache management method that the data required by long waiting memory accesses are kept in the 
second level data cache for a long time to avoid further memory bank conflicts. To avoid these bank 
conilicts, the second ievel cache is split into two sub-caches and one sub-cache is accessed only by 
memory accesses which cause memory bank conflicts. 
The behavior of the proposed memory system is like this. Firstly, when a memory access co~npletes its 
processing, the data obtained by the Inemory access is transfered into the corresponding MSHR entry. 
Then, the MSHR entry initiates to transfer the data into the L2 cache when all the resources needed 
for the transfer are available . At this time , the conilict flag of the MSHR entry is checked to determine 
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 論文審査結果の要旨
 半導体技術の絶え間ない向上により拡大しているプロセッサとメモリの速度差を隠蔽するために、キャッ
 シュメモリは重要な役割を果たしている。キャッシュメモリの構成は、メモリシステムの性能に多大な影響
 を与えることが広く知られており、そのため、優れたキャッシュメモリ構成方式が求められている。本論文
 は、プログラムの動的特性を考慮したキャッシュメモリの構成方式を提案し、メモリシステムの性能につい
 て論じたものであり、全編5章からなる。
 第1章は緒論である。
 第2箪では、プログラムの動的特性の解析を行なっている。アウトオブオーダ実行方式のプロセッサでは、
 ロード命令の実行も他の命令の実行状況の影響を受ける。シミュレーションによるプログラム実行の解析の
 結果から、ロード命令が命令キューに入ってから実行開始されるまでの時間がメモリシステムの性能に大き
 く影響を与えることを示している。これは、本研究において重要な結果で、今後のマイクロプロセッサ設計
 にとって貴重な知見である。
 第3章では、第2章において得られた知見を基に、メモリシステムの性能低下を可能な限り防ぐメモリシ
 ステムを提案している。このメモリシステムでは、実行開始まで特に長い時間のかかるロード命令の使用す
 るデータを、別に用意したDOキャッシュと呼ぶ高速キャッシュに格納することにより、プログラム実行のク
 リティカルパスの増大を抑制し、処理を高速化している。性能評価の結果、提案方式が従来のメモリシステ
 ムよりも高い性能を得ることを示している。これは、高速なメモリシステムを構築する上で、重要な成果で
 ある。
 第4章では、メモリのバンク競合を考慮したメモリシステムを提案している。そのメモリシステムは、バ
 ンク競合が発生すると、単一バンクのメモリと同程度の性能となるため、バンク競合を引き起こしたデータ
 をそれ以外のデータより優先してキャッシュに留めている。性能評価の結果から、本手法はバンク競合を多
 く引き起こすプログラムに対して有効であることを示している。これは、キャッシュメモリを含んだ階層化
 されたメモリシステムの設計に、極めて有益な指針を与える成果である。
 第5章は、本論文を総括し、結論としている。
 以上要するに本論文は、プログラムの動的性質の解析結果を基に、優れたメモリシステムの実現に向けて
 論じ、まとめたものであり、計算機科学並びに情報基礎科学の発展に寄与するところが少なくない。
 よって、本論文を博士(情報科学)の学位論文として合格と認める。
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