The motion behaviors of vertebrates require the correct coordination of the muscles and of the body limbs even for the most stereotyped ones like the rhythmical patterns. It means that the neural circuits have to share some part of the control with the material properties and the body morphology in order to rise any of these motor synergies. To this respect, the chemical downward neuromodulators that supervise the pattern generators in the spinal cord create the conditions to merge (or to disrupt) them by matching the phase of the neural controllers to the body dynamics. In this paper, we replicate this control based on phase synchronization to implement neuromodulators and investigate the interplay between control, morphology and material. We employ this mechanism to control three robotic setups of gradual complexity and actuated by McKibben type air muscles: a single air muscle, an elbow-like system and a leg-like articulation. We show that for specific values, the control parameters modulate the internal dynamics to match those of the body and of the material physics to either the rhythmical and non-rhythmical gait patterns.
Introduction
Performing complex behaviors and rapid movements require the partial overlap between the controllers and the body's dynamics. It means that one efficient controller should encompass some knowledge about the system to be controlled (e.g., its passive dynamics). At the physical level, it implies the exploitation of its material properties (i.e., its stiffness and elasticity, the shock absorption, friction and gravity) whereas at the morphological level, it implies the exploitation of its structural regularities (i.e., its postural configuration or the disposition of its effectors). The interplay of both levels create at the body interface the conditions to rise the natural coordinations of the muscles into behavioral patterns.
In biological systems, it is the micro-circuits in the spinal cord that rule out these motor synergies (cf., Bizzi et al. 1995; Grillner 1996) . However, rather than producing stereotyped rhythms as they were previously thought, they are considered nowadays to be far more flexible systems that can exploit the body dynamics instead of guiding them (cf., Bizzi and Clarac 1999; Rosenblum et al. 1998; Selverston et al. 2000; Rabinovich et al. 2006) . For instance, they can adapt their rhythms to the body's ongoing motion via proprioceptive feedback (see Grillner 2006; Levi et al. 2005; Ivanenko et al. 2005; Lockhart and Ting 2007) and follow multiple synergies at the same time and/or dismiss others (cf. Ting and MacPherson 2005; Ting 2007 ). This suggests that they exploit efficiently the body rather than model its dynamics and that they are part of a larger distributed system that includes the body and higher-level signals which accurately controls them (Thelen and Smith 1995) . One important actor of this larger system is perhaps the chemical neuromodulators which work at the intermediate level and that constantly supervise the pattern generators and tune their frequencies to the good synergies (Fellous and Linster 1998; Calabrese 1995; Marder and Calabrese 1996; Marder 1996) . The neuromodulators, with respect to the pattern generators, create therefore the conditions to realize a specific motion. As a result, they can modulate the coordination between the neural circuits and the body dynamics.
So far, the emphasis on pattern generators in robotics to produce rhythmical patterns (see Ijspeert 2008 for a review) has a little occluded the functional role of the neuromodulators to group softly different motor synergies (Kelso 1995; Kelso and Haken 1995) . Methods corresponding to the former case model entrainment by extracting the periodic and rhythmic patterns so that the specific waveforms are learned; e.g., the adaptive phase frequency technique by Ijspeert and colleagues (Ijspeert et al. 2003) , and also (Schaal 2003; Buchli et al. 2006; Nakanishi et al. 2004) . Conversely, those corresponding to the latter case create entrainment by exploiting the body dynamics; e.g., the morphological computation by Pfeifer and colleagues cf. also, Williamson 1998; Berthouze 2002, 2004; Iida and Pfeifer 2004; Der et al. 2006; Kuniyoshi and Suzuki 2004; Kuniyoshi and Sangawa 2006) .
In this paper, we employ a control framework based on phase synchronization to implement neuromodulators that can regulate the coordination between the body and the controllers' dynamics to different gait patterns either oscillatory or discrete. Although this approach is not novel and some similar results have been found in earlier works, we would like to investigate in detail the interplay between control, morphology and materials and its links with biological control and especially neuromodulation. We want also to extend some of our previous works realized on computer simulations to robotic systems (cf., Pitti et al. 2005 Pitti et al. , 2006 Lungarella et al. 2007 ). We employ for this McKibbentype pneumatic actuators that reproduce some of the nonlinear properties of mammal's muscles in terms of damping and elasticity (cf., Klute et al. 1999; Niiyama et al. 2007; Takuma and Hosoda 2007; Hosoda et al. 2008) .
The paper is organized as follows. In the first part, we present the phenomenon known as phase synchronization between coupled dynamical systems. We explain how nonlinear controllers can exploit this mechanism to control some dissipative systems (i.e., the robot's passive dynamics). In the experimental part, we describe the way we use this control scheme in three robotic setups and experiments of increasing complexity. The first experiment is done with a single pneumatic muscle on which the variations of the coupling parameters modulate entrainment to its intrinsic frequency. The second and third experiments are done respectively on a 1 DOF elbow-like mechanical system actuated in the sagittal plane and a 3 DOF leg-like articulation (hip, knee and heel). Our experimental results show that variations of the coupling parameters in the systems without explicit coupling between the controllers generate dynamical transition of actuator's output behaviors and entrainment synchronized to the robot's body's natural frequency. They rise rhythmical behaviors (oscillatory regimes) as well as other gait patterns (discrete motions such as contraction and release). We discuss then the possible links with downward neuromodulators to reduce the computational complexity of motion control to few order parameters. The set of synergies created can be learned then and combined to perform more complex and fast coordinations by exploiting the material properties and the body morphology.
Control framework
In the last decade, the discoveries of control and synchronization of chaos shed some new lights on the mechanisms of interaction between nonlinear dynamical systems and complex systems in general. Pecora and Caroll demonstrated that weakly coupled chaotic oscillators can synchronize their phase to each other while their amplitude stay uncorrelated (see Pecora and Carroll 1990; Pikovsky et al. 1997; Gonzalez-Miranda 2004) .
The important result is that small actions can have strong effects on the system's response to another order magnitude. It stresses the idea that physically coupled systems can efficiently interact with very little information exchanged as they exploit their passive dynamics reciprocally. In biological control, we suggest that neuromodulators may play a similar role to increase and control the computational complexity of neural circuits with a very weak input trigger.
Mechanism of phase synchronization
We describe in this section the mechanism of phase synchronization for the case of two coupled dynamical systems and for the more general case of multiple interacting subsystems. Then, we explain how chaotic systems can serve to the control of mechanical systems (e.g., robotic devices).
One can conceive the coupling of two oscillators φ 1 and φ 2 linked by the equations:
where the pair {γ 1 , γ 2 } corresponds to the coupling parameters regulating the interaction between the two systems and the functions g 1 and g 2 model the kind of interaction between the two systems (cf. Rosenblum et al. 2001; Pikovsky et al. 1997) . Each oscillator perturbs the dynamics of the other as a weak and periodic perturbation force P(t) of frequency ω and coupling strength γ and phase φ: P(t) = γ cos(ωt + φ). Under these conditions, the two systems essentially influence each other if their frequencies are in resonance:
where n and m are integers. The generalized phase difference, ϕ n,m (t) , between the two systems is then,
When the phases of the two systems stay close enough then the phase difference ϕ n,m (t) is kept bounded. Under this condition, it is possible to observe the phenomenon known as phase synchronization (Rosenblum et al. 1996; Pikovsky et al. 2001 ) and (3) becomes:
Phase synchronization (PS) means that the phase of one oscillator always stays close enough to the phase of the other oscillator for some conditional pairs {m, n}. Therefore, discovering all the pairs {m, n} that realize PS will permit to find the different types of coordination existing between the two systems. Similarly, we can expand this assumption to the synchronization of multiple forces in presence-e.g., a distributed system of multiple elements. The perturbation force P is then a linear combination of k forces p i where 
with the mean function. The global stability of PS is satisfied if the phase relations for all the sub-systems stay always circumscribed.
If the coupling terms {γ 1 , γ 2 } are also the control parameters that regulate PS for this case, then the modulation of PS will depend on the dimensionality of the coupling terms and not on the system's dimensionality per se which can be higher. We suggest that downward neuromodulators may play a similar role to the coupling parameters to tune in the micro-circuits to the body dynamics and to indirectly control the overall coordination. By doing so, they may perform a dimensionality reduction by supervising the global dynamics rather than controlling individually each sub-system. 2.2 Joint mechanisms of phase synchronization and feedback resonance between active and dissipative systems A mechanical system is not properly an oscillator and the condition required to realize PS (normally restricted to oscillatory systems) is that one oscillator can exploit its non- Fig. 1 Joint mechanism of phase synchronization and feedback resonance between an active system and a dissipative system. Depending on the values of the coupling parameter {γ 1 , γ 2 }, the chaotic oscillator synchronizes or not to the phase of the dissipative system. The occurrence of this stage produces a resonance regime in the device linearities which means its resonant and damping terms. Under this condition, a nonlinear controller can control the mechanical system's dynamics if it can match its resonant frequencies. If a feedback signal is sent from the mechanical system to the nonlinear controller then the second can match the phase of the former and enslave its dynamics in a mutual entrainment stage. Here, two mechanisms are at work corresponding to the phase synchronization of the oscillator's dynamics to the mechanical system's dynamics, and to the resonance induced by the oscillator to the mechanical system (see Fig. 1 , cf. Taga 1994). Equation (1) can describe this situation where the system 1 corresponds to the chaotic oscillator and the system 2 to the mechanical system. Here, the coupling parameters γ 1 and γ 2 will "contract" the two systems' dynamics to each other in the sense given by Slotine and Lohmiller (2001) such that, on the one hand, γ 1 will regulate the state of phase synchronization in system 1 with more or less strength by changing the phase φ 1 in function of φ 2 (same situation as (3) and on the other hand, γ 2 will vary the amplitude of system 1's dynamics and the frequency of system 2's dynamics (its resonance state, cf. (2)).
Under this scheme, synchronization and resonance can rapidly be amplified in few iterations and the systems can then be driven with a very small gain. Fradkov defined this mechanism as feedback resonance (cf. Fradkov 1998 Fradkov , 1999 which permits the discovery and the exploration of one nonlinear system's intrinsic dynamics.
Experiments
One efficient control gets easier to achieve if the controller incorporates some knowledge about the device to be con-trolled, or if the device carries out some parts of the taskwhat is known as computational morphology ) which emphasizes the role of the body's morphology (e.g., its natural synergies and geometrical redundancies) and of its material properties (e.g., the stiffness of the joints) for control. Under these conditions, the partial overlap between the controller and the body's dynamics reduces the complexity of the ensemble. On the one hand, a nonlinear oscillator may achieve so by matching the phase of the device. On the other hand, the morphology and the materials of the mechanical system may ease its action. The rate of PS relates then directly to the areas of good exploitation of the mechanical system (e.g., the motor synergies).
In this part, we investigate the interplay between the controller, the materials and the morphology in three robotic experiments with different architectures and gradual complexity using pneumatic actuators (McKibben type). The first experiment consists on the compliance control of one single artificial muscle. The second experiment considers the torque control of an arm-like mechanical system articulated in the sagittal plane and actuated by two antagonistic air muscles. The third experiment presents a leg-like system with three joint articulations (hip, ankle and knee) aligned agonistically. We provide web links to some supplemental videos of these experiments. 1
Experiments with one Air Muscle
McKibben actuators are pneumatic rubber tubes confined into a bladder (see Fig. 2a-b) . The volume of the bladder is fixed but the pressure inside it and its length can be controlled depending of the amount of air injected into the rubber tube. A small air volume injected will correspond to its resting mode whereas a big air volume injected will correspond to its compressed mode. The pressure ρ in MPa, the nominal length of the bladder L in m, and the diameter d of its surface section S in m 2 define their properties such as the springiness or the damping ratio during the nominal and compressed modes (see Klute et al. 1999 ). We use a muscle with a resting and minimal length of resp. L = 16 cm/L = 12 cm with a diameter d = 1 cm.
In our experiments, we assume that these values are not accessible or defined but have to be retrieved via synchronization. That is, rather than to model the motion coordination, we would like that frequency matching arises from the mutual entanglement between the controller and the air muscle as a by-product of their coupling. Consequently, we choose on purpose as nonlinear controller a discrete chaotic map having fast dynamics but capable to phase-lock its envelop to an external source. We define it with the equation 1 http://www.isi.imi.i.u-tokyo.ac.jp/~alex. 
where the parameter α, limited between the interval [0.0; 2.0], controls the entropy level of its dynamics which are comprised within the interval [−1; 1]. We fix also α to 1.95 corresponding to a high level of chaoticity. The controlling scheme follows a similar setup as the one described in Sect. 2 where the coupling parameters {γ 1 , γ 2 } constrain the dynamics of both systems to each other (see Fig. 2a ). On the one hand, the logistic map receives as input the pressure P sensor of the actuator-measured by a pressure sensor attached at one extremity (50 Hz sampling rate)-normalized between [−1; 1] and weighted by γ 1 . On the other hand, the pneumatic actuator receives the chaotic map's output, P actuator , sampled at 10 Hz and weighted by 
Here the two terms γ 1 and γ 2 control the functional coupling between the pneumatic actuator and the chaotic oscillator but in order to simplify the analysis we fix one of the parameters, γ 1 , to 0.04.
We study then for which values of γ 2 , comprised between [0; 1], a phase transition will occur by exploring its interval range. Figures 3a-c present the results of the experiment with respectively the amplitude of the chaotic controller, the pressure measured inside the actuator and the relative level of PS calculated with the phase synchronization index 2 ψ . One can observe a clear bifurcation in the controller's dynamics for a specific coupling value γ 2 , its modulation creates therefore the conditions for various behaviors in the McKibben actuator.
We distinguish three different cases for different γ 2 intervals and four regions annotated in the figures: -Case 1. For γ 2 < 0.60, PS does not occur (ψ < 0.10) and the McKibben actuator is fully passive. The supplied pressure in the air muscle is too weak and noisy to generate any variability, it remains inferior to 0.01 MPa. This situation corresponds to area 1 in Fig. 3 where the chaotic map stands for a noisy energy supplier to the pneumatic muscle. Their respective dynamics are displayed in Fig. 4a . -Case 2. For γ 2 ∈ [0.60; 0.74], a bifurcation occurs inside the systems' dynamics. In this new stage, the chaotic map synchronizes its phase to the intrinsic frequency of the McKibben actuator which is entrained into resonance. Here, the controller is settled into three states (i.e., three synergies): f (x) = −0.75 which corresponds to the resting mode, f (x) = +1.0 which corresponds to the compressed mode, and f (x) = 0.0 which is a mode in-between that attempts to combine both of them. Like for the real muscles, the McKibben actuator can be activated by concurrent motor commands and tries to integrate them into a novel mode (cf. Bizzi and Clarac 1999) . The actuator is in a sort of multistable state. We can distinguish two regions that constitute the PS area, resp. region 2 for γ 2 ∈ [0.60; 0.66] and region 3 for γ 2 ∈ [0.66; 0.74]. Region 2 corresponds to a situation of weak synchronization between the two systems (ψ ≈ 0.18). In that stage, the rubber tube is transiently entrained into resonance but not stabilized. This produces a high variability inside the tube and nonlinear stiffness; the compliance inside the air muscle changes rapidly by elongating and contracting the actuator's length dynamically. Since the material is very sensitive to the signal phase, small variations of γ 2 in this interval range produce important qualitative changes inside the rubber tube. For γ 2 ∈ [0.66; 0.74] in region 3, the global system reaches its nominal regime. The rubber tube has a stable pressure rate of 0.25 MPa with stable periodicity; see Fig. 3b and Fig. 4b . The two systems are in phase and ψ culminates to its highest level (see Fig. 3c ). Compared to region 2, we emphasize that the regime developed in 2 The phase synchronization index ψ between two signals A and B is defined as the rubber tube here is also sensitive to the phase of the control signal and not to its amplitude because γ 2 varies only slightly. It corresponds to the state of PS (ψ ≈ 0.8) when the chaotic map synchronizes to the resonant frequencies of the McKibben actuator and entrains it to its stable rhythm and nominal pressure. -Case 3. For γ 2 > 0.74 (region 4), the high gain imposed to the pneumatic muscle saturates its dynamics. As a result, the synchronous regime of region 3 does not pertain. The chaotic map follows simultaneously three attractors that overlap more and more as γ 2 augments; the rhythm vanishes and ψ returns to a low value. The air muscle becomes stiffer and less dynamic (see Fig. 4c -d resp. for γ 2 = 0.76 just above the interval of PS and γ 2 = 0.90 far from it).
To resume, γ 2 controls dynamically the coupling strength between the chaotic map and the artificial muscle, and modulates their phase relations. We analyze further this situation in the temporal and spectral domains with the phase plot of the McKibben actuator dynamics displayed in Fig. 5 for the three different cases and the spectral bifurcation diagram (SBD, 3 Orrel and Smith 2003) of the two systems respectively in Fig. 6a-b . First, the phase plot in Fig. 5 presents the 3 In order to investigate qualitative changes of the dynamics in the spectral space we use the spectral bifurcation diagram (SBD, cf. Orrel and Smith 2003) . Essentially, SBD displays the power density spectrum of multiple system variables as a function of a system control parameter (e.g., force, temperature, coupling strength). This method allows identification of the resonant states characterized by sharp frequency components, chaotic states having rather broad power spectra, as well as bifurcation, that is, qualitative changes in the system's behavior (phase air pressure flow relative to its first derivative (zero-centered for all the cases) for the three cases: γ 2 < 0.60 when the two systems interact weakly from each other (blue dots), γ 2 ∈ [0.60; 0.74] of mutual entrainment, at PS, when the controller exploits optimally the dissipative system and develops high variability (red crosses), and γ 2 > 0.74 when a strong air pressure saturates the muscle (green circles). Second, the spectral bifurcation diagram plots the power spectrum densities of the chaotic controller and of the air muscle relative to the parameter γ 2 , see Fig. 6a-b . It exhibits the retransitions from one state attractor to another). The spectral bifurcation is the Fourier transform performed for different values of the control parameter. interact loosely with no definite bandwidth whereas for γ 2 > 0.74, the too high gain saturates the dynamics. In contrast, for γ 2 ∈ [0.60; 0.74], the chaotic map synchronizes its phase to the fundamental frequency of the pneumatic muscle at 3.33 Hz gion where the chaotic map matches the resonant frequency of the air muscle at PS at 3.33 Hz.
Joint control of 1 DOF arm with antagonistic muscles
The previous experiment described how synchronization creates a control interface at the material level that can modulate the stiffness and the compliance of one muscle. In this Section, we extend its action to the morphological level via the physical constraints of a body structure. We employ to this end a elbow-like mechanical system actuated by two air muscles (see Fig. 7 ). The system is composed of two linked bars (1 DOF joint rotation) where the lower-part is fixed at the base-ground and the upper-part moves freely in the sagittal plane.
The two actuators are disposed antagonistically such that they control concurrently the angular position θ between the two bars (measured by an angular position sensor). This structural constraint eases the contiguous elongations and contractions to act either in opposition or in unison. The system has therefore some phase dependencies relative to the material properties and others relative to the body's morphology (its geometry) that a motor synergy should incorporate. In our synchronization scheme, this state will occur if the controller adapts its phase to the muscles' characteristics (their resonant frequencies) and to the body's architecture for specific coupling.
Here, each chaotic map controls exclusively one muscle like in Sect. 3.1 using the same equations; i.e., (7). The two controllers do not have any explicit coupling to each other but are rather externally linked through the body. Since we assume that the same pair {γ 1 , γ 2 } controls both actuators, the pair operates therefore a dimensionality reduction of the control task. In the following, we explore the interval ranges that exhibit the different synchronization regimes possible to achieve and we analyze the conditions that enable the control of the elbow-like articulation.
For this, we fix γ 2 = 0.60-where synchronization occurred in the previous experiment-and set γ 1 to three different values corresponding to three different states observed; see, For γ 1 = 0.00 (without feedback), the oscillators are open-loop and because their dynamics are not constrained by any external loads, they develop a very noisy output. Meanwhile, they do not entrain the limbs and the joint angle remains fixed (θ = 1.3 rad); the system is passive and released. In contrast, when the controllers receive a weak input (γ 1 = 0.04), a phase transition occurs at the body level, see Fig. 8b : after a transient period of high variability and disorganized dynamics, the system stabilizes itself into a limit cycle where the two oscillators start to work in phase, see Figs. 8b and 9. Since the amplitude of the chaotic maps' output remains fixed due to γ 2 , the difference with the previous case γ 1 = 0.00 comes from a change in the temporal domain (phase). Here, the controllers' dynamics exploit the phasic information of the body to concurrently discover its nominal regime (i.e., intrinsic resonant forces) and the joint angle develops a maximal angular amplitude when the individual controllers lock to its phase. At reverse, if a too high input gain is applied, which corresponds to γ 1 = 0.18, the controllers are saturating their dynamics and the mechanical system develops a very strong contraction.
PS acts therefore both at the material and morphological level to generate different dynamics such as the arm's os- Fig. 7 Articulated joint (1 DOF) actuated by two antagonistically positioned air muscles. The air pressure inside the two limbs are regulated with two different control commands (chaotic oscillators). Stable oscillatory movements are produced if we have a phase coordination in both (1) the internal and the body-environment dynamics and (2) between the two controllers cillation, its strong contraction or its release. Similar to the top-down chemical neuro-transmittors that change the functional configuration of CPGs to produce different motor outputs, the pair {γ 1 , γ 2 } modulates the controllers' dynamics to achieve different types of behavior. Therefore, they act more as a filter for processing sensory information rather than a generator of commands (Kuo 2002) , and the body's morphology contributes to the control (Pfeifer et al. 2007; McMillen et al. 2008 ).
Joint control of a 3 DOF leg with ground contact
The materials and the body structure have a strong influence on the type of functions and behaviors possible to develop; nevertheless, the physical interaction with the environment is also essential like during walking or hopping (Lungarella and Berthouze 2002; Seyfarth et al. 2007; Rummel et al. 2008 ). We use a leg-like system to explore this issue. Three joint angles constitute its mechanical architecture which replicate the ankle-knee-hip articulation of vertebrates' legs (see Fig. 10 ). The three segments constitute the foot, the tibia and the femur and measure each 18 cm. Moreover, two artificial air muscles actuate the ankle and the knee joints respectively whereas the hip joint (the upperpart) is passive. Here, the neural impulses have to incorporate some knowledge about the geometry of the limbs and the material properties in order to produce some loose control. We want to explore to what extend transient synchronization and entrainment deal with load changes during the swing period and the stance period.
To this purpose, we use in this experiment a more realistic biological neuron model that replicates the spiking frequency adaptation of the neurons in the spinal cord. Its dynamics are defined by the formal model proposed by Izhikevich (2004) which approximates the Hodgin-Huxley model. Its equations are:
with v representing the membrane potential of the neuron in mV and u a membrane recovery variable, v and u are their respective temporal derivatives.The signal I triggers the neuron's membrane potential and can lead to a spike if it crosses the voltage threshold of 30 mV. The after-spiking rule is:
where the variables set {a, b, c, d} defines the neuron's attributes: the values (a; b) = (0.02; −0.1) and (c; d) = (−55; 6) determine a class 1 excitable neuron whose spiking frequency is proportional to the trigger amplitude I . In our experiments, we limit I 's values between 24 mA (corresponding to low frequency adaptation) to 100 mA (corresponding to high frequency adaptation). We also threshold the neuron voltage v so that the volume of air sent P actuator is maximal when v > −60 mV and minimal when v < −60 mV. This operation transforms a spike train (e.g., three spikes) into one step function of equal interval length which permits to relieve the air compressors' work while preserving the phase information. The gain v is then weighted by the coupling parameter γ 2 (γ 2 = 1.00). Fig. 9 Phase plots of the 1-DOF joint angle corresponding to the three cases of Fig. 8 : γ 1 = 0.00 (no sensory feedback), 0.04 (weak coupling), 0.18 (strong coupling) for fixed output gain γ 2 = 0.60 (cf. Fig. 8 ). The fed back information from the sensors has a structuring effect on the dynamics of the oscillators. For weak coupling, γ 1 = 0.04, the result is the motion's stabilization of the system to an oscillatory regime; the oscillators' phase synchronize to the body intrinsic frequency
We measure the air volume inside each muscle P sensor using pressure sensors attached at one extremity. Each neuron receives then the current input I = I 0 + γ 1 P sensor (I lim − I 0 ), where I 0 is the static current, γ 1 the control parameter that we vary within the interval [0; 1]; I 0 = 24 mA and I lim = 100 mA. The frequency of the spikes depends therefore on the amplitude of the current injected but also on the physical constraints induced in the air muscle during ground contact. We speculate that for specific coupling and body posture, the two controllers are able to mutually entrain their dynamics to a certain phase delay corresponding to the particular muscles disposition of the leg. To this end, we propose to analyze the system's behavior when we vary the parameter γ 1 to different values. We plot in Fig. 11a -c the respective time series of the two spiking neurons (left column), and the respective knee and ankle vertical displacement in relative coordinates retrieved from motion capture (right column) for the three cases γ 1 = 0.11, γ 1 = 0.17, and γ 1 = 0.25. We reproduce in Fig. 12 the displacements of the knee, ankle and hip in absolute coordinates in the sagittal plane for these three situations. For γ 1 = 0.11 in Fig. 11a , the leg executes very little hops which correspond mostly to reflexive patterns (blue dots in Fig. 12 ). The oscillators are not completely in phase due to their weak coupling and generate spikes of 13 ms of interval range. They perturb the body's passive dynamics such that the joint angles absorb the impulse with a damped oscillation followed by a rebound; see Fig. 11a in the right column.
The situation however changes for γ 1 = 0.17 in Fig. 11b where the system develops its optimal regime and generates rhythmic jumps of higher amplitude. Here, the oscillators are in phase and the ankle and the knee develop their maximal amplitude of motion. The gait combines one harmonic frequency to the fundamental frequency in a bimodal rhythm. The oscillators actively entrain the leg and exploit its dynamic. This occurs when the spike trains are more numerous and their interval range longer between 15 and 20 ms. Although the coordination is much more flexible, the behavioral pattern is rather stable (the red circles in Fig. 12 ).
For greater values like γ 1 = 0.25, this interval of good coupling in the parameter space however vanishes see Fig. 11c . The stronger the input current is, the more the oscillators generate spikes that influence in return the muscle's activation phase length (approx. 30 ms). As a result, the motion behavior, which is apparent to a forced regime, embeds more harmonics that disrupt a little more the coordination, see the green crosses in Fig. 12. 
Conclusion
In this paper, we presented a standard control scheme based on the phenomenon of phase synchronization that mimics the action of neuromodulators to adjust the neural controllers to the natural dynamics of a mechanical system. In biological systems, neuromodulators permit the fine tuning of the central pattern generators to specific dynamics which include not only their proper rhythms but also those imposed by the body itself (visco-elastic properties, morphology) and those imposed by the higher decision commands in the central nervous system. They contribute therefore to a decentralized view of control that may ease the discrimination of the regions of interest in the parameters space, reduce the complexity of control and enhance energy efficiency.
Since the visco-elastic properties of the materials and the body morphology play some roles in the control, they affect therefore the size of the region of interest (of useful control) in the parameters space: e.g., for the syncing of one air muscle, the rhythmic and angular control of the arm-like joint and the entrainment of the leg-like articulation. For instance, 10% of the space only in Fig. 3 (regions 2-3) leads to the oscillatory regime, this surface depends on the visco-elastic properties of the material: the more compliant the material is, the larger the interval. However, global entrainment cannot withstand all non-stationary situations and entrainment will fail under some given load situation. A higher controller may advantageously switch between different synergies to modify the stiffness of the muscles at precise periods only so that the most efficient synergy is selected for sudden disturbances: e.g., stiff muscles during the stance phase only (region 4 in Fig. 3 ) then more compliant muscle during the swing phase (regions 2-3 in Fig. 3 ). Ting and colleagues (Ting and MacPherson 2005; Ting 2007 ) support such scenario-which updates the motor synergy concept defined by Bizzi and Clarac (1999) and propose that the synergies can be selected or dismissed "on demand" from a set of synergies for specific postural tasks. In line with them Ivanenko et al. (2005) propose that voluntary motor programs of higher-level control signals are just simply "inserted" into the locomotion program at a precise timing. Therefore, a hierarchical view of movement control with on the one hand a repertoire of motor synergies executed by neurons (alpha-motoneurons) controlled by few coupling parameters (neuromodulators) and on the other hand a higher system that exploits efficiently the first structure may ease the controllability problem and reduce its dimensionality. This follows one of the idea presented by Latash et al. (2007) on motor synergies and of contraction theory (Lohmiller and Slotine 1998; Slotine and Lohmiller 2001; Seo and Slotine 2007) . Although more oscillators to entrain imply more combinations, the body morphology of vertebrates possesses lots of regularities that greatly restrict the number of pertinent coordinations (e.g., symmetries of the legs and the arms dynamics during walking). A learning algorithm could thus discover the useful regions of the parameters space in a kind of trial and error exploration, then exploit and combine them to generate fast muscles grouping or postural control when needed. Fig. 11 Time series of the two spiking neurons (left column) and the relative knee and ankle vertical displacements (right column) for the three cases γ 1 = 0.11, γ 1 = 0.17, and γ 1 = 0.25, resp. (a), (b) and (c).
Small coupling values (γ 1 = 0.11) perturb only the body's passive dynamics whereas stronger ones (γ 1 = 0.25) destroy coordination. In between for γ 1 = 0.17, the oscillators actively entrain the body dynamics to resonance Fig. 12 (Color online) Diagram of the horizontal and vertical displacements of the hip, knee and ankle in the sagittal plane for three cases described in Fig. 11 . The blue dots present the situation for γ 1 = 0.11, the red circles present the situation for γ 1 = 0.17, and the green crosses present the situation for γ 1 = 0.25 A similar scenario is advocated to occur during infant's development to shape the formation of spinal organization and cortical maps (cf., Schouenborg 2003; Petersson et al. 2004; Granmo et al. 2008 ).
Phase synchronization has been already considered in other works for tuning in the internal controllers to various regimes of coordination with the body dynamics. One difference with them in this work is perhaps that the rhythmical gait patterns are not present in the internal controllers but created dynamically by exploiting the body. At least in the first two experiences, the chaotic maps do not have any clear limit cycles, the interacting systems create dynamically the rhythmical pattern. In many models of CPGs, the oscillators have an explicit frequency defined parametrically or learned such as the Kuramoto oscillator, the Rossler oscillator or any sinusoidal functions. However, experiment 3 is a little more in line with these frameworks since we modulate purposefully the internal frequency of each oscillator. There, the oscillators entrain the body dynamics with appropriate phase lags.
