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Abstract: Beton adalah bahan yang diolah yang terdiri dari 
semen, agregat kasar, agregat halus, air dan bahan tambahan 
lainnya. Kuat tekan beton sangat bergantung pada karakteristik 
dan komposisi bahan-bahan pembentuk beton. Metode neural 
network memiliki kinerja yang baik dalam mengatasi masalah 
data nonlinear, namun neural network memiliki keterbatasan 
dalam mengatasi data noise yang tinggi. Untuk menyelesaikan 
masalah tersebut diperlukan metode bagging untuk 
mengurangi data noise pada metode neural network. Beberapa 
eksperimen dilakukan untuk mendapatkan arsitektur yang 
optimal dan menghasilkan estimasi yang akurat. Hasil 
eksperiman dari delapan kombinasi parameter penelitian pada 
dataset concrete compressive strength dengan neural network 
didapatkan nilai rata-rata RMSE adalah 0,069 dan nilai RMSE 
terkecil adalah 0,057, sedangkan dengan menggunakan neural 
network dan bagging didapatkan nilai rata-rata RMSE adalah 
0,062 dan nilai RMSE terkecil adalah 0,055. Hasil eksperimen 
dari delapan kombinasi parameter penelitian pada dataset 
slump dengan neural network didapatkan nilai rata-rata RMSE 
adalah 0,020 dan nilai RMSE terkecil adalah 0,011 sedangkan 
dengan neural network dan bagging didapatkan nilai rata-rata 
RMSE adalah 0,016 dan nilai RMSE terkecil adalah 0,010. 
Maka dapat disimpulkan estimasi kuat tekan beton dengan 
menggunakan metode bagging dan neural network lebih akurat 
dibanding dengan metode individual neural network.  
 




Dewasa ini kata beton sudah tidak asing lagi, baik di 
masyarakat umum maupun di kalangan para engineer. 
Kelebihan sifat beton dibanding bahan lain adalah: 1). Mampu 
memikul beban yang berat, 2). Dapat dibentuk sesuai dengan 
kebutuhan konstruksi 3). Tahan terhadap temperatur yang 
tinggi 4). Biaya pemeliharaan yang kecil  (Mulyono, 2004). 
 Beton adalah bahan yang diperoleh dengan mencampurkan 
semen hidrolik (portland cement), agregat kasar, agregat halus, 
air dan bahan tambahan (Mulyono, 2004). Sebagian besar 
bahan pembuat beton adalah bahan lokal (kecuali semen atau 
bahan tambahan kimia lain), sehingga sangat menguntungkan 
secara ekonomi. Namun pembuatan beton akan menjadi mahal 
jika perencanaannya tidak memahami karakteristik bahan-
bahan pembentuk beton yang harus disesuaikan dengan 
perilaku struktur yang akan dibuat. Dalam ilmu sipil, 
memprediksi sifat mekanik bahan konstruksi adalah tugas 
penelitian yang penting (Chou & Pham, 2013). Sifat dan 
karakteristik bahan pembentuk beton akan mempengaruhi 
mutu beton (Mulyono, 2004). 
 Mutu beton yang baik adalah jika beton tersebut memiliki 
kuat tekan tinggi (antara 20–50 Mpa, pada umur 28 hari). 
Dengan kata lain dapat diasumsikan bahwa mutu beton ditinjau 
dari kuat tekannya saja (Tjokrodimuljo, 1996). Kuat tekan 
beton akan berubah sesuai dengan bertambahnya umur beton 
tersebut dengan umur 3, 7, 14, 21, 28, 90, dan 365 hari. (PBI, 
1971). Secara umum, para ahli laboratorium melakukan mix 
design dengan aturan standar tertentu yang dilakukan secara 
manual dengan melihat tabel dan grafik referensi dan keadaan 
lapangan, tetapi cara tersebut sangat tidak efisien dan tidak 
menjamin akurasi. Untuk menjamin tingkat akurasi dalam 
memprediksi kuat tekan beton sampai saat ini telah banyak 
penelitian yang dilakukan dengan berbagai macam metode 
komputasi dengan berbagai jenis dataset kuat tekan beton, 
dalam cabang ilmu komputer yang disebut data mining. 
 Dari beberapa penelitian yang telah dilakukan disimpulkan 
bahwa metode individual yang paling baik adalah neural 
network. Hubungan antara komponen dan komposisi bahan 
pembentuk beton dengan kuat tekan beton bersifat sangat 
nonlinear (Chou & Pham, 2013; Erdal, 2013). Neural network 
memiliki keunggulan dalam memprediksi hasil dikotomis atau 
membuat keputusan diagnostik dibandingkan dengan model 
linear regression, termasuk kemampuan untuk mendeteksi 
hubungan kompleks yang bersifat nonlinear antara faktor 
prediksi dan hasil prediksi (Alshihri, Azmy, & El-Bisy, 2009; 
Chen, Zhang, Xu, Chen, & Zhang, 2012). Neural network 
menjadi alat yang sangat ampuh untuk memecahkan banyak 
masalah teknik sipil, khususnya dalam situasi, dimana data 
mungkin rumit atau dalam jumlah yang cukup besar (Nazari & 
Pacheco Torgal, 2013). Meskipun metode neural network telah 
mampu membuktikan dalam menangani masalah nonlinear, 
neural network masih memiliki beberapa kelemahan. 
 Seperti banyak penelitian lainnya, prediksi kuat tekan beton 
menderita efek negatif yaitu noise dari data pelatihan, hal ini 
dapat dapat mempengaruhi akurasi prediksi (Erdal, Karakurt, 
& Namli, 2013). Noise adalah data yang berisi nilai-nilai yang 
salah atau anomali, yang biasanya disebut juga outlier. 
Penyebab lain yang mungkin dari noise yang harus dicari 
dalam perangkat rusak adalah pengukuran data, perekaman dan 
transmisi. Itu adalah adanya data yang dinyatakan dalam 
satuan pengukuran heterogen, sehingga menyebabkan anomali 
dan ketidakakuratan (Vercellis, 2009). Dataset kuat tekan 
beton mengandung noise yang tinggi, hal ini dapat dilihat dari 
penyebaran data (varians) yang tidak merata atau meluas 
(heterogen). Noise yang tinggi pada dataset kuat tekan beton 
mengganggu proses estimasi, sehingga menyebabkan estimasi 
yang kurang akurat. 
 Neural network memiliki kemampuan untuk model yang 
kompleks dengan berbagai masalah nonlinier, namun 
kelemahan utama dari neural network adalah ketidakstabilan 
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mereka, terutama dalam kondisi noise dan dataset yang 
terbatas (Dimopoulos, Tsiros, Serelis, & Chronopoulou, 2004). 
Neural network telah sangat berhasil dalam sejumlah aplikasi 
pemrosesan sinyal, namun keterbatasan fundamental dan 
kesulitan yang melekat yaitu ketika menggunakan neural 
network untuk pengolahan noise yang tinggi dan sinyal ukuran 
sampel yang kecil (Giles & Lawrence, 2001). Untuk mengatasi 
kelemahan neural network dalam mengatasi data noise yang 
tinggi dibutuhkan metode gabungan dengan metode lain untuk 
memecahkan masalah data noise agar mendapatkan prediksi 
yang lebih akurat dibandingkan dengan metode individual.  
Breiman (1996) menganggap bagging sebagai teknik 
pengurangan varians (noise) untuk metode dasar seperti 
decision tree atau neural network (Breiman, (1996). Bagging 
dikenal sangat efektif bila pengklasifikasi tidak stabil, yaitu 
ketika penturbing set pembelajaran dapat menyebabkan 
perubahan yang signifikan dalam perilaku klasifikasi, karena 
bagging meningkatkan kinerja generalisasi dengan cara 
mengurangi varians (noise) dengan tetap menjaga atau hanya 
sedikit meningkatkan bias (Breiman, 1996). Menurut Wange et 
al dalam Erdal et al, bagging mampu mengurangi pengaruh 
noise (Erdal et al., 2013). Modifikasi algoritma hybrid bagging, 
mampu menyediakan kecepatan komputasi, perbaikan 
tambahan dalam akurasi, dan ketahanan untuk vektor respon 
noise (Culp, Michailidis, & Johnson, 2011). Bagging sering 
memiliki akurasi secara signifikan besar, dan lebih kuat 
terhadap efek noise dan overfitting dari data pelatihan asli 
(Han, Kamber, & Pei, 2012). Bagging juga baik diterapkan 
untuk skema pembelajaran untuk prediksi numerik (Witten, 
Frank, & Hall, 2011). Bagging adalah algoritma yang tepat 
untuk mengurangi data noise pada neural network, serta baik 
diterapkan pada dataset kuat tekan beton yang memiliki atribut 
dan label yang bersifat numerik. 
 
2 PENELITIAN TERKAIT 
Dataset kuat tekan beton merupakan dataset yang 
kompleks, sangat nonlinear dan mengandung noise yang 
tinggi. Neural network adalah alat yang baik untuk model 
sistem nonlinear, namun masih kurang mampu mengatasi 
noise. Penelitian yang dilakukan oleh Alshihri (Alshihri et al., 
2009) dalam peningkatan akurasi prediksi metode neural 
network untuk memprediksi kekuatan tekan beton ringan 
dengan dua model yang digunakan yaitu, Feed-forward Back 
Propagation (BP) dan Cascade Correlation (CC). Hasil 
disimpulkan bahwa CC mampu mengurangi noise pada neural 
network, serta menunjukkan hasil yang sedikit akurat dan 
mampu belajar dengan sangat cepat dibandingkan dengan 
prosedur backpropagation. 
 CC masih menunjukkan hasil yang sedikit akurat dan 
belum mampu mengurangi noise yang tinggi pada neural 
network, oleh karena itu dilakukan penelitan oleh Erdal et al 
(Erdal et al., 2013)  dengan menggunakan metode gabungan 
(ensemble) neural network, discrete wavelet transform dan 
gradien boosting. Hasil penelitian menunjukkan nilai RMSE 
yang menurun dibanding dengan metode individual neural 
network.
  
Pendekatan model ensemble kembali dilakukan oleh Erdal 
(Erdal, 2013) dengan metode decision tree. Decision tree 
mudah dipengaruhi oleh data noise. Hasil penelitian ini 
menunjukkan metode ensemble bagging mampu mengurangi 
noise pada decision tree.  
Dari permasalahan pada penelitian-penelitian di atas 
disimpulkan bahwa dataset kuat tekan beton merupakan data 
kompleks yang bersifat nonlinear dan memiliki data noise yang 
tinggi. Berdasarkan analisa bahwa metode gabungan dua 
metode atau lebih (ensemble) menunjukkan hasil yang lebih 
akurat dibanding metode individual. Neural netwok yang 
ampuh mengatasi masalah data nonlinear namun kurang 
mampu mengatasi data noise yang tinggi, sedangkan bagging 
mampu mengurangi data noise. Oleh karena itu pada penelitian 
ini diusulkan menggunakan metode ensemble dengan 
menggabungkan metode bagging untuk mengurangi noise 
pada neural network dengan kombinasi adjustment parameter 
yang berbeda-beda. 
 
3 PENGUMPULAN DATA 
Dalam penelitian ini dikumpulkan dua dataset yaitu dataset 
concrete compressive strength dan dataset slump seperti pada 
Tabel 1 dan Tabel 2 yang menampilkan unit, nilai minimal, 
maximal, mean, varians dan standard deviation dari variabel 
input dan variabel target (class). Dari model input ini 
menunjukkan seberapa tinggi tingkat noise pada dataset 
terlihat dari besarnya nilai varians atau perbandingan nilai 
standard deviation yang lebih besar dari nilai mean. 
 
Tabel 1. Dataset Concrete Compressive Strength 
 
 




4. PENGOLAHAN DATA AWAL (PREPROCESSING) 
Merupakan tindak lanjut dari pengumpulan data, dengan 
melakukan normalisasi data. Normalisasi data dilakukan sesuai 
fungsi aktivasi yang digunakan, dalam penelitian ini digunakan 
fungsi binary sigmoid, data harus dinormalisasikan dalam 
range 0 sampai 1, tapi akan lebih baik jika ditransformasikan 
ke interval yang lebih kecil, misal pada interval [0.1,0.9] (Jong 
Jek Siang, 2009). Maka, pada data sinoptik yang ada dilakukan 






+ 0,1  (1) 
 
Journal of Intelligent Systems, Vol. 1, No. 1, February 2015               ISSN 2356-3982 
 
Copyright © 2015 IlmuKomputer.Com                      39 
http://journal.ilmukomputer.org 
Keterangan : x1 = nilai transform 
        x  = nilai asli 
        a  = nilai minimal 
        b  = nilai maximal 
 
5 METODE YANG DIUSULKAN  
 
5.1 Baging 
Bagging adalah singkatan dari bootstrap aggregating, 
menggunakan sub-dataset (bootstrap) untuk menghasilkan set 
pelatihan L (learning), L melatih dasar belajar menggunakan 
prosedur pembelajaran yang tidak stabil, dan kemudian, 
selama pengujian, mengambil rata-rata (Breiman 1996). 
Bagging baik digunakan untuk klasifikasi dan regresi. Dalam 
kasus regresi, untuk menjadi lebih kuat, seseorang dapat 
mengambil rata-rata ketika menggabungkan prediksi. Bagging 
adalah (Alypadin, 2010) sebuah algoritma pembelajaran yang 
stabil pada perubahan kecil dalam training set menyebabkan 
perbedaan besar dalam peserta didik yang dihasilkan, yaitu 
algoritma belajar pada data yang memiliki varians tinggi 
(noise). Bagging mampu meningkatkan akurasi secara 
signifikan lebih besar dibanding model individual, dan lebih 
kuat terhadap efek noise dan overfitting dari data pelatihan asli. 
(Han et al., 2012; Culp et al., 2011). 
Algoritma Bagging (Brieman, 1996): 
Perulangan for b = 1, 2, . . ., B 
1. Buat sampel boostrap {(𝑋 , 𝑌1
∗)1





dengan penggantian secara acak dari data training 
{(𝑋1, 𝑌1), (𝑋2, 𝑌2), … , (𝑋𝑛 , 𝑌𝑛)} mencocokkan dengan 
classifier Cb dinyalakan pada sampel yang sesuai 
bootstrap. 
2. Output classifier akhir: 
 
𝐶(𝑥) = 𝐵−1 ∑ 𝐶𝑏(𝑥)
𝐵
𝑏=1  (2) 
 
Karya (Breiman, 1994) pada Kim & Kang melaporkan 
bahwa bagging dapat meningkatkan kinerja dengan 
penggabungan (ensemble) algoritma seperti Decision Tree 
(DT), Neural Network (NN), dan Support Vector Machine 
(SVM) (M. Kim & Kang, 2012). 
Dataset dengan noise yang tinggi menyebabkan kesalahan 
dalam generalisasi pengklasifikasian, sehingga dibutuhkan 
algoritma yang tepat untuk digabungkan (ensemble) dengan 
neural network agar akurasi prediksi dapat meningkat. 
  
5.2 Neural Network  
 Neural Network (NN) atau biasa juga disebut Jaringan 
Saraf Tiruan (JST) merupakan upaya untuk meniru fungsi otak 
manusia. Otak manusia diyakini terdiri dari jutaan unit 
pengolahan kecil yang bekerja secara paralel, yang disebut 
neuron. Neuron saling terhubung satu sama lain melalui 
koneksi neuron. Setiap individu neuron mengambil input dari 
satu set neuron. Hal ini kemudian memproses input tersebut 
dan melewati output untuk satu set neuron. Output 
dikumpulkan oleh neuron lain untuk diproses lebih lanjut 
(Shukla, Tiwari, & Kala, 2010). 
 Pada penelitian ini menggunakan algoritma 
backporpagation. Algoritma backpropagation bekerja melalui 
proses secara iteratif menggunakan data training, 
membandingkan nilai prediksi dari jaringan dengan setiap data 








Gambar 1. Penggabungan Algoritma Bagging dan Neural  
Network 
 
Gambar 1 menggambarkan metode yang diusulkan dalam 
penelitian ini yaitu metode bagging pada neural network. Pada 
pengolahan dataset awal, dataset ditransformasi  ke dalam  
range 0 sampai 1. Kemudian dataset dibagi dengan metode 10-
fold cross validation yaitu dibagi menjadi data testing dan data 
training. Kemudian data training dibagi lagi oleh bagging 
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menjadi sub dataset (boostrap) sebanyak 10 perulangan 
(iterations). Masing-masing boostrap data kemudian diproses 
dengan metode neural network. Langkah awal neural network 
yaitu memberikan inisialisasi bobot awal untuk input layer, 
hidden layer, dan bias secara acak. Simpul bias terdiri dari dua, 
yaitu pada input layer yang terhubung dengan simpul-simpul 
pada hidden layer, dan hidden layer yang terhubung pada 
output layer. Setelah semua nilai awal dinisialisasi, kemudian 
dihitung input, output dan error. Selanjutnya membangkitkan 
output untuk simpul menggunakan fungsi aktifasi sigmoid. 
Selanjutnya dihitung nilai error output prediksi dengan output 
aktual, selanjutnya dibalik ke layer sebelumnya 
(backpropagation) untuk menghitung error pada hidden layer. 
Proses neural network tersebut akan terus berulang sebanyak 
10 perulangan boostrap. Setelah perulangan selesai semua 
hasil model boostrap dihitung hingga menghasilkan 10 model. 
Selanjutnya dihitung output prediksi rata-rata 10 model 
tersebut. Kemudian dihitung error rata-rata selisih antara 
output prediksi dengan output aktual yaitu Root Mean Square 
Error (RMSE).  
 
 
6 HASIL DAN PEMBAHASAN 
Penelitian yang dilakukan menggunakan komputer dengan 
spesifikasi CPU Intel Core i5 1.6GHz, RAM 8GB, dan sistem 
operasi Microsoft Windows 7 Professional 64-bit. Aplikasi 
yang digunakan adalah RapidMiner 5.2. Penelitian ini 
menggunakan dua dataset yaitu dataset concrete compressive 
strength dataset slump. Dataset ini didapat dari UCI Machine 
Learning Repository. 
 Setelah eksperimen yang dilakukan dengan neural network 
dan neural network dan bagging, kemudian dikomparasi hasil 
RMSE pada metode neural network dengan neural network dan 
bagging dari 8 eksperimen pada dataset concrete compressive 
strength dan dataset slump.  
 Pada Tabel 3 dan Gambar 2 dari 8 eksperimen dan rata-rata 
keseluruhan eksperimen pada dataset concrete compressive 
strength secara konsisten menunjukkan penurunan nilai RMSE 
yang signifikan antara neural network dengan neural network 
dan bagging. 
 
Tabel 3. Hasil Eksperimen Neural Network dengan 
Neural Network dan Bagging 




Gambar 2. Grafik Perbedaan Metode Neural Network dengan 
Neural Network dan Bagging (Dataset Concrete Compressive 
Strength) 
 
Pada Tabel 4 dan Gambar 3 dari delapan eksperimen dan 
rata-rata keseluruhan eksperimen pada dataset slump juga 
secara konsisten menunjukkan penurunan nilai RMSE antara 
neural network dengan neural network dan bagging. 
Penurunan nilai RMSE yang signifikan dan konsisten dari 
enam belas eksperimen pada dataset concrete compressive 
strength yang ditunjukkan pada Tabel 3 dan Gambar 2 serta 
dataset slump yang ditunjukkan pada Tabel 4 dan Gambar 3, 
menunjukkan bahwa penggunaan neural network dan bagging 
memiliki nilai RMSE lebih kecil dibanding dengan 
penggunaan neural network saja. Dari hasil pengujian tersebut 
menunjukkan bahwa bagging mampu mengurangi data noise 
pada neural network, sehingga menghasilkan kinerja atau 
tingkat akurasi estimasi kuat tekan beton yang lebih baik 
dibanding dengan menggunakan metode individual neural 
network. Merujuk pada penelitian yang telah dilakukan 
sebelumnya oleh (Kim & Kang, 2010) dalam mengkomparasi 
hasil error rate neural network dengan neural network dan 
bagging pada 10 eksperimen yang berbeda, hasil penelitian 
tersebut juga menunjukkan penurunan nilai error rate yang 
konsisten dan signifikan, sehingga menunjukkan bahwa 
metode neural network dan bagging memiliki kinerja yang 
lebih baik dibanding neural network saja. 
 
Tabel 4. Hasil Eksperimen Neural Network dengan Neural 
Network dan Bagging (Dataset Slump) 
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Gambar 3. Grafik Perbedaan Metode Neural Network dengan 
Neural Network dan Bagging (Dataset Slump) 
 
Setelah diuji distribusi data dengan menggunakan SPSS, 
hasil uji distribusi data hasil eksperimen neural network 
dengan neural  network dan bagging pada dataset concrete 
compressive strength seperti pada Tabel 5 dan hasil uji 
distribusi data hasil eksperimen neural network dengan neural  
network dan bagging pada dataset slump seperti pada Tabel 6 
menunjukkan bahwa nilai sifnifikansi (Asymp.Sig > 0.05)  
maka data tersebut adalah berdistribusi normal.  
 
Tabel 5. Hasil Uji Distribusi Data Hasil Eksperimen Neural 
Network dengan Neural Network dan Bagging pada Dataset 
Concrete Compressive Strength 
 
 
Tabel 6. Hasil Uji Distribusi Data Hasil Eksperimen Neural 




Untuk menjamin evaluasi hipotesis penelitian ini, 
dibutuhkan pengujian dengan metode statistik untuk menguji 
hubungan antara penggunaan metode neural network dengan 
neural network dan bagging, apakah terdapat hubungan di 
antara keduanya. Dikarenakan data hasil eksperimen 
berdistribusi normal maka pengujian hipotesis menggunakan 
metode t-Test (Dem, 2006). Metode ini termasuk yang paling 
umum dalam metode statistik tradisional, yaitu t-Test 
(Maimon, 2010). Ada atau tidaknya perbedaan antara dua 
model membutuhkan pengujian, salah satunya dengan uji t-
Test (Larose, 2007), dengan melihat nilai P. Jika nilai P < 0,05 
maka menunjukkan hipotesis nol ditolak atau disebut hipotesis 
alternatif (Sumanto, 2014). Hipotesis nol menyatakan tidak ada 
pengaruh atau perbedaan antara dua buah variabel, sedangkan 
hipotesis alternatif menyatakan adanya pengaruh atau 
perbedaan antara dua buah variabel (Sumanto, 2014). 
Pada Tabel 7 menampilkan t-Test untuk hasil RMSE pada 
dataset concrete compressive strength menunjukkan hipotesis 
nol ditolak (hipotesis alternatif) yaitu dengan nilai P < 0,05 
yaitu 0,0004. Pada Tabel 8 t-Test untuk hasil RMSE pada 
dataset slump, juga menunjukkan hipotesis nol ditolak 
(hipotesis alternatif) yaitu dengan nilai P < 0,05 yaitu 0,0259.  
Hasil t-Test dengan hipotesis nol ditolak (hipotesis 
alternatif) tersebut menunjukkan bahwa antara penggunaan 
metode neural network dengan neural network dan bagging 
menunjukkan adanya pengaruh atau perbedaan yang sifnifikan. 
Neural network dan bagging menghasilkan kinerja atau tingkat 
akurasi yang lebih baik dibanding dengan menggunakan 
metode neural network saja. Hal tersebut seperti dikatakan 
pada penelitian Kim & Kang (Kim & Kang, 2010) bagging 
secara konsisten menunjukkan mampu meningkatkan akurasi 
prediksi pada neural network, hal ini berarti bahwa dua metode 
gabungan (ensemble) bagging dan neural network yang 
diusulkan dapat menjadi alat yang efektif untuk meningkatkan 
kinerja neural network. 
 
Tabel 7. Paired Two-tailed t-Test dengan Metode Neural 




Tabel 8. Paired Two-tailed t-Test dengan Metode Neural 





Hasil eksperiman dari delapan kombinasi parameter 
penelitian pada dataset concrete compressive strength dengan 
neural network didapatkan nilai rata-rata RMSE adalah 0,069 
dan nilai RMSE terkecil adalah 0,057, sedangkan dengan 
menggunakan neural network dan bagging didapatkan nilai 
rata-rata RMSE adalah 0,062 dan nilai RMSE terkecil adalah 
0,055. Hasil eksperimen dari delapan kombinasi parameter 
penelitian pada dataset slump dengan neural network 
didapatkan nilai rata-rata RMSE adalah 0,020 dan nilai RMSE 
terkecil adalah 0,011 sedangkan dengan neural network dan 
bagging didapatkan nilai rata-rata RMSE adalah 0,016 dan 
nilai RMSE terkecil adalah 0,010. 
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Dari hasil pengujian di atas maka dapat disimpulkan bahwa 
bagging mampu mengurangi data noise pada neural network, 
sehingga menghasilkan kinerja atau tingkat akurasi estimasi 
kuat tekan beton yang lebih baik dibanding dengan 
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