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Abstract
This thesis presents a comprehensive study on the hydrometeorology of Kuwait. The spa-
tial, seasonal, and interannual variability of Kuwait rainfall is discussed based on rain gauge
and satellite datasets. It is found that the spatial distribution of Kuwait's annual rainfall
features a gradual increase from the southwest to the northeast. Furthermore, Kuwait ex-
periences a distinct rainy season from November to April, with double peaks in January
and March. The seasonal variability of rainfall is associated with shifts in the pattern of
mid-latitude storm tracks migrating towards the Middle East during the winter and spring
seasons. These patterns are characterized using estimates of the spatial correlations of
rainfall in Kuwait with the surrounding region. At the interannual timescale, significant
correlation is found between the tropical El Nifio-Southern Oscillation and annual rain-
fall anomalies. Similar correlations are found between mid-latitude rainfall in Europe and
rainfall in Kuwait.
In addition, a new sub-cloud layer evaporation scheme is incorporated into Regional
Climate Model 3 to better simulate the rainfall distribution over Kuwait. The new scheme
represents sub-cloud layer evaporation of convective as well as large scale rainfall. These
simulations show significant response to the incorporation of sub-cloud layer evaporation
where a reduction of nearly 20% in annual rainfall occurs over the region. As a result,
the new model simulations of annual rainfall are within 15% of observations. Results also
indicate that the interannual variability of rainfall simulated by RegCM3 is sensitive to the
specification of boundary conditions. Moreover, with sub-cloud layer evaporation incor-
porated as well as ERA40 boundary conditions implemented, the model's bias and root
mean square error are significantly reduced. Therefore, the model's ability to reproduce
observed annual rainfall and the yearly variations of rainfall is greatly improved. Ulti-
mately, the analysis presented here allows for the future assessment of climate variability
of Kuwait.
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Chapter 1
Introduction
1.1 Motivation
With low annual rainfall and long, hot, summers, the scarcity of water resources has long
plagued the Middle East [Rogers and Lydon, 1994]. Surrounded by the Syrian and Ara-
bian Deserts to the west and the Persian Gulf to the east, the country of Kuwait is cen-
trally located in this arid region (Figure 1-1). Due to few natural freshwater sources itself,
Kuwait's situation is particularly difficult. Within the last three decades, the nation's pop-
ulation has nearly doubled while domestic water demand has nearly tripled [Fadlelmawla
and Al-Otaibi, 2005]. Recent reports indicate that Kuwaiti domestic water consumption
now totals over 400 L day- 1 per capita [Al-Rashed and Sherif, 2000]. Further work has
shown that the pattern of water consumption in the country is well correlated with atmo-
spheric conditions such as temperature, relative humidity, and rainfall as shown in Figure
1-2 [Mukhopadhyay et al., 2000]. In sharp contrast, extreme rainfall events, where more
than 10 cm of rain falls in just a few hours, can result in large surface runoff and property
damage for urban areas of the country [Al-Rashed and Sherif, 2000]. Therefore, it is nec-
essary to understand fully the spatial and temporal distribution of rainfall in the country.
To this date, little work has been done on describing or modeling the rainfall distribution
of the nation.
As mentioned, the combination of short, distinct, rainy seasons and limited renewable
freshwater resources are important motivations for studying rainfall variability in the Mid-
Figure 1-1: NASA Shuttle Radar Topography Mission (SRTM) and Moderate Resolution
Imaging Spectroradiometer (MODIS) image from 2000 of the Middle East from the Cali-
fornia Geographical Survey. Highlighted in red is Kuwait.
dle East and in particular Kuwait. For example, Egypt, Kuwait, and Bahrain, all consume
more than 2000% of their natural freshwater resources (Figure 1-3) [Human Rights Devel-
opment Report, 2000]. Here a comprehensive record and detailed rainfall history that in-
cludes traditional land measurements as well as novel satellite observations is compiled for
Kuwait. From this collection, a description of the country's rainfall variability is produced.
Walters [1988] provides a thorough description of circulation patterns of the Middle East
but mentions neither Kuwait's rainfall nor climate in detail. In contrast, Al Kulaib [1984]
describes the major climatic characteristics of the country but does not compile a complete
rainfall record. Hence, for any future climate analysis or modeling, a reliable rainfall cli-
matology should be constructed. Succinctly, with rain gauge and satellite measurements,
this study aims to quantify in detail Kuwait's rainfall record. Lastly, attempting to explain
variability of Kuwait rainfall, these datasets are used to also test for correlations between
Kuwait rainfall and other large scale atmospheric circulation patterns. As a result, these
findings should ultimately explain some of the rainfall variability in Kuwait.
4)
'U
'U
Month
Figure 1-2: Kuwait average monthly water consumption with corresponding atmospheric
conditions for the period of 1992-1998, Mukhopadhyay et al. [2000].
Furthermore, to allow for the future assessment of climate variability of Kuwait, we
present a modified regional climate model (RCM) that more accurately simulates rainfall
over semi-arid regions. Prior studies have indicated that the neglect of sub-cloud rainfall
evaporation in a RCM leads to an overestimation of rainfall in semi-arid climates [Small
et al., 1999]. In a recent paper, Evans et al. [2004] use a RCM to study rainfall pro-
cesses over the Middle East. Although their results show an overestimation of rainfall in
Saudi Arabia and the Persian Gulf region, they do not address the cause of this bias. Re-
cently, Worden et al. [2007] reaffirm the significance of raindrop evaporation, reporting
that nearly 20% (to as much as 50%) of rainfall evaporates near convective clouds over the
tropics. Here, a more physically realistic representation of sub-cloud layer evaporation is
incorporated in a regional climate model. In addition, the sensitivity of RegCM3 to lateral
boundary conditions in simulating Kuwait's rainfall distribution is examined. A compar-
ison of simulation results to a variety of observational datasets is completed to determine
the effects of subcloud layer evaporation and lateral boundary conditions on simulating
Kuwait's rainfall. Ultimately, this work leads to a better description, simulation, as well as
prediction of the rainfall distribution over Kuwait and the surrounding region.
Annual Fresh Water Withdrawals
The width of the light blue line represents IO~% of the natural fresh water
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Figure 1-3: Human Rights Development Report [2000] figure highlighting the stress on
Freshwater resources for Middle East countries. Dark blue bars indicate the actual fresh-
water withdrawn compared to what is naturally available (in percentage,) whereas light
blue bars indicate 100% of the natural freshwater resources available for each country.
Chapter 2
Hydroclimatology of Kuwait
The following chapter describes the hydroclimatology of Kuwait. Currently, little work
has been completed in compiling a robust record of rainfall in the country. In addition to
a broad overview of the hydroclimatology, efforts are made to explain the variability of
rainfall experienced in Kuwait at the seasonal and interannual timescales.
2.1 Observational Datasets
From the Tropical Rainfall Measurement Mission (TRMM) to NCEP reanalysis data, a
variety of rainfall datasets were considered in this study. However, the country of Kuwait
spans a small area from 28.4oN to 30.20 N, and 46.5°E to 48.50E. Therefore, datasets with
a long historical record as well as high spatial resolution are desired. As a result, the three
datasets below were used in the analysis. Table 2.1 provides a summary of the temporal
coverage for each dataset.
2.1.1 Climate Research Unit High Resolution Gridded Dataset TS 2.1
(CRU)
The CRU fine resolution gridded dataset, TS 2.1, consists of a monthly time series of
various climate variables covering the period 1900 to 2002. Such variables include surface
temperature, precipitation, and vapor pressure-all interpolated from surface observations
onto a global 0.50 x 0.5' resolution grid [Mitchell and Jones, 2005]. The goal of the CRU
database is to provide the best estimate of the spatial pattern of climate variables [New et al.,
1999]. Many studies [e.g., Yiao and Caya [2006] and Syed et al. [2006]] have used the
CRU rainfall dataset for climate analysis and model validation. The weight placed on each
station for a given gridbox is a function of the station's distance from the gridbox assuming
an exponential correlation decay distance (450 km correlation scale for precipitation). If
there is insufficient data for a gridbox, the 1960-1990 average value is used. The exact
construction and description of the interpolation scheme used for each variable can be
found in Mitchell and Jones [2005]. The CRU data available for the past fifty years (1952-
2002) is used in this study.
2.1.2 Global Precipitation Climatology Project (GPCP)
Established in 1979 by the World Climate Research Program (WCRP), the Global Pre-
cipitation Climatology Project (GPCP), combines satellite observations and rain gauge
measurements to produce precipitation estimates. Satellite measurements are computed
from the Special Sensor Microwave/Imager (SSM/I) as well as the Atmospheric Infrared
Sounder (AIRS) [Adler et al., 2003]. Estimates obtained from the SSM/I and AIRS are
then merged with rain gauge data, which is collected and maintained by the Global Pre-
cipitation Climatology Centre (GPCC). The output is a monthly, global, total precipitation
product of 2.50 x 2.50 resolution from 1979 to present. It is important to note that no single
satellite data source encompasses the entire GPCP record. In fact, four distinct periods
exist in which data coverage changed including the incorporation of SSM/I data in 1987.
2.1.3 Kuwait International Airport Rain Gauge (WMO)
Lastly, located at 29.13 0N, 47.58°E in Kuwait City, the Kuwait International Airport rain
gauge data is also used for analysis. The airport has kept a nearly continuous record of
monthly mean temperature, pressure, and total precipitation. Through the World Meteoro-
logical Organization (WMO) and the World Weather Records (WWR) compilation, these
measurements are readily available from 1961 to present. Other station data exists within
Temporal Coverage
Spatial Coverage
Resolution
Measurement Type
CRU GPCP WMO
1952-2002 1979-2004 1961-2002
Land Only Global Kuwait City
0.50 x 0.5' 2.50 x 2.50
Gauge Interpolation Satellite/Gauge Gauge
Table 2.1: Summary of observation datasets surveyed in this study.
Kuwait, but none with such a substantial continuity in their observations. The airport sta-
tion data along with CRU and GPCP data will be compared to simulations of monthly,
annual, and interannual variability of rainfall in Kuwait.
2.2 Rainfall Statistics and Variability
2.2.1 Spatial Variability of Annual Rainfall
Shown in Figure 2-1 is the spatial distribution of rainfall over the Middle East for both CRU
and GPCP datasets. From the wetter regions in the north of the Black and Caspian Seas
to the drier areas in the south of the Syrian Desert and Arabian Peninsula, the gradient in
Middle East precipitation is clear in both CRU and GPCP datasets. Interestingly, the effects
of orographic lifting from the Zagros Mountains of western Iran are clearly seen where
there is a a northeast increase in precipitation from Kuwait to Iraq in the north in Iraq and
easterly into Iran. Although this pattern is noticeable in both the CRU and GPCP datasets, it
is more apparent in CRU data over Kuwait (Figure 2-2). Here, nearly a doubling of annual
rainfall (from 90mm to 180mm) occurs from the southwest, bordering Saudi Arabia, to
the northeast, near coastal southern Iran. Moreover, it appears that coastal areas of Kuwait
exhibit higher annual totals than interior regions (see Figure 2-2). For example, rainfall
totals increase from 100 mm in the west to nearly 140 mm near Bubiyan and the Failaka
Islands of the Persian Gulf. Moreover, the CRU dataset contains significantly wetter totals
than GPCP in the Black Sea, Turkey, and Georgia region, yet it is significantly drier in the
southern areas of Iraq and northern Saudi Arabia (compare Figure 2-la & 2-1b). A lack of
a dense observational network may result in the CRU dataset failing to capture accurately
the spatial distribution of rainfall in this southern region [Evans et al., 2004]. Finally, it is
important to note that although the CRU and GPCP results displayed in Figure 2-1 cover
different time periods, looking at overlapping periods in both datasets reveal similar spatial
distributions and magnitudes for annual precipitation.
CRU Annual Precipitation GPCP Annual Precipitation
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Figure 2-1: Average annual precipitation (mm) for the Middle East in a) CRU dataset
ranging from 1952-2002 and b) GPCP dataset ranging from 1979-2004.
Yearly rainfall totals for Kuwait vary between the three datasets (see Table 2.2). Since
Kuwait's rainy season occurs in the winter and spring months, annual rainfall values pre-
sented are determined from totaling June to May values. For example, annual rainfall for
1987 is calculated by summing rainfall from June of 1987 through May of 1988. While
CRU and WMO annual totals of 112 and 114 mm are similar, GPCP's value of 188 mm
is nearly 67% more than the other two datasets. GPCP's larger totals are also visible in
the time series shown in Figure 2-3. In all but one year (1999), GPCP yearly values are
larger than CRU. In fact, in above average rainfall years (i.e. 1992, 1994, 1995, and 1997),
GPCP values are nearly double those of CRU (see Figure 2-3a). This trend is also visible
at Kuwait City. In Figure 2-3b, a comparison is made between station data at Kuwait City
airport (WMO) and the closest gridbox in the GPCP and CRU datasets that corresponds to
the Kuwait City airport. Note how WMO estimates fall in between GPCP and CRU values
in above average rainfall years. For example, in 1992, GPCP measures 353 mm for Kuwait
while CRU measures only 155 mm. However, WMO falls in between these two estimates
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Figure 2-2: Average annual rainfall (mm) for Kuwait based on CRU 1952-2002 dataset.
Note gray shaded gridboxes denote ocean/water data not included in the CRU dataset.
at 234 mm. In years before the advent of GPCP, the smoothing that occurs with CRU data
is still noticeable. That is, WMO values for dry (below average rainfall) and wet (above
average rainfall) years are more extreme than those of CRU. For instance, in the dry year
of 1976, WMO recorded 43 mm of rainfall while CRU had nearly double this total at 73
mm. In contrast, the wet year of 1975 sees WMO rainfall of 260 mm while CRU's value is
merely 190 mm (Figure 2-3b).
CRU
Temporal Coverage 1952-2002
Annual Rainfall p [mm] 112
Standard Deviation a [mm] 39
Coefficient of Variation C, 0.35
Table 2.2: Summary of Kuwait rainfall for (
1979-2004
188
72
0.38
MRU, GPCP,
1961-2002
114
67
0.59
WMO datasets.
2.2.2 Seasonal Cycle and Variability
Rainfall in Kuwait occurs in a relatively short, distinct, cool period during the winter
months when synoptic scale systems originating from further north reach the region. This
GPCP WMO
ED.
0oC
0S
0
, Kuwait City Airport Annual Rainfall
E
C
0
U
.2
0-<
.5AC0)
.0
Year
Figure 2-3: Time series of annual rainfall (mm) from CRU, GPCP, and WMO datasets for
a) country of Kuwait and b) Kuwait City International Airport. Note that gridboxes in CRU
and GPCP containing the airport's location are used in plot b).
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period is detailed using CRU, GPCP, and WMO data (Figure 2-4). The seasonal cycle of
rainfall in all three datasets is remarkably similar. Some of this similarity is most likely
due to the WMO rain gauge contributing to both CRU averaging and GPCP merged values.
Nevertheless, onset of appreciable rainfall occurs in November and subsides by April. Al-
though detectable rainfall usually begins in November and ends in April, Al Kulaib [1984]
describes rare occasions in which rainfall occurs in October and May. This is evident in
Figure 2-4 with low average rainfalls but high standard deviations in these two months. In
general, GPCP values are about 10 mm larger than both CRU and WMO estimates in each
month of the rainy season. It is believed that the coarse resolution of GPCP, which includes
wetter areas to the east in the Persian Gulf, results in rainfall totals larger than CRU and
WMO values.
Both CRU and GPCP datasets have a double peak in rainfall occurring in January and
March, where 27 mm of rain falls in either month (averaged between the datasets). In ad-
dition, a local minimum in February rainfall (17 mm) is seen in all three datasets. This sea-
sonal pattern is most likely due to shifts in predominant storm track positions over Kuwait
(Figure 2-5). During February, a more southerly storm track (from the Red Sea & Saudi
Arabia) becomes dominant over the region. Consequently, a reduction in the frequency
of large scale systems reaching the area from the stronger, (wetter) northerly storm track
(by Syria & Israel) occurs [Walters, 1988]. This pattern is noticeable in Figures 2-5a and
2-5b, which show the high spatial correlation between Kuwait rainfall and rainfall in Syria
and the eastern Mediterranean during the month of January. However, this connection de-
creases in February for both CRU and GPCP datasets. During this time, a new pattern of
high spatial correlation between rainfall in Kuwait and the surrounding southern regions
(Figures 2-5c & 2-5d) becomes prominent. More specifically, statistically significant cor-
relations (at the 99% confidence level) are found with r-values above 0.50 (Figure 2-5d)
over the Red Sea and central Saudi Arabia, revealing a larger connection with rainfall in
this southern area. Therefore, since this drier, less active pattern becomes dominant in
February, a reduction in rainfall is observed in Kuwait. However, by March, Figures 2-5e
& 2-5f, correlation between Kuwait rainfall and precipitation to the north by Sryia and the
eastern Mediterranean again increases; thus, Kuwait rainfall totals increase.
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Figure 2-4: Seasonal cycle of rainfall in Kuwait for CRU and GPCP datasets and Kuwait
City for WMO data. Monthly standard deviations are also plotted.
Lastly, Figure 2-4 highlights November, March, and April's large standard deviations
for monthly rainfall. When averaged over the three datasets, these values translate into
the largest coefficients of variation occurring in November and April (1.34 and 1.1, re-
spectively). Since these months mark the transitional periods of the rainy season, which,
in itself, varies from year to year, this relatively large spread about the mean is expected
[Al Kulaib, 1984]. Furthermore, autocorrelation of Kuwait monthly rainfall at different
lags is performed to determine if rainfall in one month is correlated with rainfall in a future
month. However, results do not reveal any statistically significant persistence in monthly
rainfall estimates over the country.
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Figure 2-5: Spatial correlation between Kuwait rainfall and surrounding precipitation for
a,c,e) CRU and b,d,f) GPCP for the months of January, February, and March respectively.
Also contoured are the statistically significant correlation coefficients at the 95% and 99%
confidence levels which correspond to r=-+/-0.28 and r=-+/-0.35, respectively, for CRU, and
r=+/-0.38 and r=+/-0.49, respectively, for GPCP.
I
C
0.4
01
C:
0Oz
-0 S0
32-1
29-
20N
0.2
0.•.
4"~
32%
29-W
0.2
-02
-oL&
-W . 0. . . . . . . . . ..WE VA SOT
244%
m"
26-N
2.
-0.6 20
0.6
0.4
-0.4
-a6
01 IOT 201 301E WE WE
L4
GPCP January Precipitation Correlation
48'
2.2.3 Interannual and Decadal Variability
The combined characteristics of the above datasets lead to a wide range in the estimates of
interannual variability (refer to Table 2.2). As expected, CRU's standard deviation is lowest
at 35 mm while GPCP,the highest at 72 mm, is more than double CRU's value. The airport
data exhibits larger yearly variability than CRU but less than GPCP at 67 mm. Moreover,
the coefficient of variation, C, is calculated to describe the dimensionless spread of values
about the mean. Here, GPCP and CRU datasets have very similar values of C, at 0.38 and
0.35, respectively. However, WMO data has a significantly larger value at nearly 0.60. A
larger coefficient of variation at Kuwait City Airport seems logical since no averaging of
rain gauges occurs as does in CRU and GPCP totals. In addition, as seen from CRU data
in Figure 2-3, very little interdecadal variability occurs in Kuwait rainfall. However, the
lack of a consistent, reliable dataset that extends throughout the twentieth century makes
analyzing the decadal variability of rainfall in Kuwait challenging.
In addition, an analysis between annual and monthly Kuwait rainfall anomalies is per-
formed. Results indicate that CRU's yearly Kuwait rainfall anomalies are highly correlated
with March and April rainfall anomalies (see Figure 2-6). That is, nearly 36% of Kuwait
annual rainfall variability can be explained by April rainfall anomalies (r=-0.60) while 19%
(r=-0.44) can be explained by March anomalies. For example, in the CRU dataset, of the
six wettest annual rainfalls, five of these years contain April rainfall values of at least 2.5
times the April average.
2.3 Discrepancies in Datasets
The discrepancy and wide range in values of the three observational datasets needs some
explanation. In general, for above average years, WMO totals are larger than CRU. These
larger values are due to localized convective events occurring at the airport which are muted
in the CRU averaging [Al Kulaib, 1984]. In contrast, for years of below average rainfall,
WMO reports values that are smaller than CRU. In these years, the majority of rainfall is
most likely associated with northerly large scale depressions that travel across Kuwait and
areas further north [Al Kulaib, 1984]. Therefore, CRU estimates, which have contributions
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Figure 2-6: Monthly Kuwait rainfall anomalies for a) March and b) April plotted against
yearly Kuwait rainfall anomalies for the past 50 years from CRU dataset. Also shown
are the correlation coefficients (r) and the coefficients of determination (r2), which are
statistically significant at the 99% confidence level.
from stations north of Kuwait (where a denser network of observations exists), overestimate
the actual Kuwait rainfall in such years. Hence, it will be of particular importance to include
the WMO dataset when comparing model results to observations. Moreover, although both
datasets have similar mean values, WMO contains a significantly larger standard deviation
than CRU-74 mm versus 40 mm (Table 2.2). As a result, the coefficient of variation for
WMO is nearly 65% larger than that of CRU, demonstrating the large smoothing that occurs
in CRU averaging over multiple stations. In contrast, GPCP mean estimates are consistently
larger than both CRU and WMO data. This difference is partly due to GPCP's coarser
resolution and its use of satellite measurements for rainfall estimates. However, GPCP's C,
is similar to that of CRU yielding a similar spread about the mean. Explanations for these
differences can be linked to the inherent characteristics and thus differences between the
datasets. For example, with a gridbox of over 250 km in resolution, GPCP estimates rainfall
over the Persian Gulf and coastal Iran whereas CRU & WMO are land based estimates
at much finer resolutions (56 km and point estimate, respectively.) Therefore, GPCP's
estimate for Kuwait represents a larger area that includes regions where annual rainfall is
significantly larger than Kuwait (as can be discerned from plots of rainfall distribution in the
region). However, as seen in Figure 2-3, when huge discrepancies do occur between CRU
Iach Cofedton April Coffleon
and GPCP, airport rain gauge data consistently falls in between the two datasets. Therefore,
the comparison to be made in this study using both CRU and WMO as benchmarks will be
the best possible analysis for Kuwait rainfall.
2.4 Teleconnections with Tropical & Mid-Latitude Atmo-
spheric Conditions
Much research has been done in studying the effects on regional climates of large scale at-
mospheric patterns such as the North Atlantic Oscillation-NAO [Hurrell, 1995] and the El
Nifio-Southern Oscillation-ENSO [Kumar et al., 2006]. For example, Cullen et al. [2002]
examine the effects of the NAO teleconnection on streamflows of the Middle East at the
interannual and decadal timescale. However, in this study, no significant relationship be-
tween Kuwait rainfall and NAO is found at a monthly or yearly timescale. These results are
similar to those of Evans et al. [2004] which does not find significant correlation between
NAO and rainfall in the Middle East.
Nevertheless, studies have shown connections do exist between ENSO anomalies and
precipitation in Israel [Price et al., 1998]. In a similar analysis, the correlation between
the Southern Oscillation Index (SOI) and normalized annual rainfall anomalies in Kuwait
is performed using both CRU and GPCP datasets (see Figure 2.7). Results indicate that
a statistically significant negative relationship between SOI and Kuwait rainfall exists in
both datasets (r=-0.40 and r=--0.48, respectively). That is, in El Nifio years (negative SOI
indices), when Pacific Ocean sea surface temperature anomalies are positive, Kuwait's an-
nual rainfall is above average. Nevertheless, the relationship is somewhat weak where only
16% of the variability in CRU annual rainfall can be explained by the ENSO phenomenon
whereas 23% of rainfall variability in GPCP is explained (Figure 2.7). Interestingly, this
relationship extends only for the past twenty-five years. Extending the analysis for longer
periods of time causes a significant decrease in correlation between ENSO and Kuwait an-
nual rainfall. A similar finding was reported by Price et al. [1998]. Many studies [e.g.
Rajagopalan et al. [1997], and Wuethrich [1995]] have documented recent changes in fre-
quency of El Nifio events and the increased connection between Pacific and mid-latitude
ocean-atmosphere systems. These changes may help explain the limited nature of the cor-
relations observed between ENSO and Kuwait rainfall [Price et al., 1998]. Lastly, noting
the strong relationship between April and March rainfall anomalies and annual rainfall, a
connection between NAO (or SOI) and March/April rainfall is studied. However, no signif-
icant correlation is found between these large scale atmospheric features and these monthly
rainfall values.
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Figure 2-7: Scatter plots showing correlation between average Southern Oscillation Index
for October through March and Kuwait normalized annual rainfall anomalies in a) CRU
(1976-2001) and b) GPCP (1979-2001). Also plotted are the best fit lines, correlation coef-
ficient (r), and coefficient of determination (r2). Note that these correlations are significant
at the 95% confidence level.
Moreover, interannual variability of Kuwait rainfall can be explained by rainfall vari-
ability in the mid-latitudes of Europe. More specifically, Figure 2-8 highlights the spatial
correlation between Kuwait rainfall summed from November to April and the correspond-
ing European rainfall in the CRU datatset. As seen, a statistically significant negative cor-
relation occurs between rainfall in Eastern Europe/Eurasia and rainfall in Kuwait during
this period. In fact, a negative correlation between rainfall in Eurasia and rainfall in Kuwait
is also evident at the monthly timescale in both CRU & GPCP datasets (Figure 2-5). In
contrast, a positive correlation between Kuwait rainfall and rainfall in northern Africa and
the eastern Mediterranean is observed in Figure 2-8. Likewise, this positive relationship is
seen throughout the rainy season (see Figure 2-5). Most likely, cyclogenesis in the eastern
Mediterranean causes the positive correlation in the region where resulting storm systems
migrate toward Kuwait, causing much of the country's rainfall. It is important to mention
that a similar analysis to that of Figure 2-8 with GPCP data used does not reveal as clear or
as strong correlation pattern as that of the CRU dataset.
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Figure 2-8: Spatial correlation between CRU's Kuwait rainfall and surrounding precipita-
tion for November through April period. Note contours for statistically significant correla-
tion coefficients at the 95% and 99% confidence levels which correspond to r=+/-0.28 and
r=-+/-0.35, respectively.
Chapter 3
Regional Climate Model version 3
(RegCM3)
The following chapter provides a broad overview of the history and features of the regional
climate model (RCM) used in this study, Regional Climate Model 3 (RegCM3). In this
study, RegCM3 is used to simulate the climate of Kuwait.
3.1 Model Description
In an ideal numerical and computational environment, climate model simulations would ex-
tend globally as well as compute atmospheric and surface physics at the finest horizontal,
vertical, and temporal resolutions. However, in reality, such a scenario is computationally
infeasible. Therefore, RCMs attempt to find accord between temporal resolution and do-
main size while maintaining realistic computational times. In order to maintain numerical
stability, temporal resolution, At, becomes a function of both grid cell size (the afore-
mentioned horizontal and vertical resolutions-Az), and maximum wind velocity, u. This
relationship, also known as the Courant-Freidrichs-Levy condition for stability, is better
described numerically as:
uAt
- <1 (3.1)
Ax -
A limited area regional climate model (LAM) is driven by time-dependent lateral boundary
conditions and initial conditions derived from a general circulation model (GCM) simu-
lation or reanalysis product [Elguindi et al., 2004]. Such high resolution models utilize
one-way nesting, where the LAM has no feedback on the coarse meteorological forcings
at the boundaries. Rather, these forcings simply provide initial and boundary conditions
for the regional model. As a result, regional climate models, like RegCM3, are able to per-
form at resolutions on the order of kilometers (10 km for RegCM3, where some numerical
weather prediction models can reach even finer resolutions than this), while GCMs have
spatial resolutions on the order of hundreds of kilometers (approximately 1o). The ability
to simulate climates at high spatial resolution offers significant advantages for studying re-
gional weather patterns [Giorgi et al., 1998]. For example, with finer spatial resolutions,
topography as well as mesoscale meteorological features are better represented, both which
can markedly affect local climates. However, one must realize that while RegCM3 repre-
sents an important tool for examining environmental sensitivity to climate variability [e.g.
changes in precipitation, atmospheric radiation], independently, RegCM3 cannot be used
to predict climate change. Rather, RegCM3 must be forced by climate change scenarios
from GCM simulations to achieve such a sensitivity analysis.
Originally developed at the National Center for Atmospheric Research (NCAR), but
now maintained at the International Center for Theoretical Physics (ICTP), RegCM3 is a
three-dimensional, hydrostatic, compressible, primitive equation, sigma-coordinate (Figure
3-1), RCM. RegCM3 traces its ancestry from NCAR's RegCM, which was developed from
the work of Dickinson et al. [1989], Giorgi and Bates [1989], and Giorgi [1990]. The
model maintains much of the dynamical core of NCAR/Pennsylvania State University's
(PSU/NCAR) mesoscale model, MM4 [Anthes et al., 1987].
From developments made to RegCM3 itself, to its coupling with hydrologic, aerosol,
and dynamic vegetation models, RegCM3 has become a powerful tool for regional climate
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Figure 3-1: Diagram showing terrain-following vertical structure of RegCM3. Example
given for a 16 vertical layer sigma-coordinate model (RegCM3 offers 18 levels). Dashed
lines denote half-sigma levels, solid lines denote full-sigma levels [Winter, 2006]. (Adapted
from the PSU/NCAR Mesoscale Modeling System Tutorial Class Notes and User's Guide).
studies [Winter, 2006]. RegCM originally contained the radiation package of NCAR's
Community Climate Model version 1 (CCM 1) of Dickinson et al. [1986]; Giorgi [1990] , a
medium resolution local planetary boundary layer (PBL) scheme, the cumulus convection
scheme (Kuo scheme) of Anthes [1977], Biosphere-Atmosphere Transfer Scheme (BATS)
[Dickinson et al., 1986], and the explicit moisture large-scale precipitation scheme of Hsie
et al. [1984].
In 1993, RegCM was further updated to Regional Climate Model version 2 (RegCM2)
which contained many significant improvements adapted from both PSU/NCAR's Meso-
scale Model version 5 (MM5) [Grell et al., 1994] and NCAR's Community Climate Model
version 2 (CCM2) [Hack et al., 1993]. The original radiation scheme was updated using
the radiation physics of CCM2 which employs a 6-Eddington approach and includes the
effects of H20, 03, 02, CO2, and clouds on short and longwave radiation [Briegleb, 1992].
A new mass flux convection scheme, developed by Grell [1993], was added, as well as
the local PBL scheme replaced by a non-local PBL parameterization of Holtslag et al.
[ 1990]. Lastly, surface physics were improved in RegCM2 with the inclusion of BATS 1 e
[Dickinson et al., 1993], the latest version of BATS.
From RegCM2, multiple improvements were made to create the current version of
the model, RegCM3. Again, the atmospheric radiation transfer package was updated to
NCAR's Community Climate Model version 3, CCM3, based on the work of Kiehl et al.
[1996]. The CCM3 radiation package incorporates the effects of additional greenhouse
gases (NO2, CH4, CFCs), atmospheric aerosols, and cloud ice [Elguindi et al., 2004]. A
reduced version of Hsie et al.'s fully explicit moisture scheme, the Simplified Explicit
Moisture Scheme (SIMEX), was also included in RegCM3 to decrease the computational
expense caused by calculations for large scale precipitation [Giorgi and Shields, 1999].
SIMEX differs from Hsie et al.'s scheme by eliminating the prognostic variable for rain-
water and its associated calculation while still maintaining the cloud water variable used
directly in the cloud radiation physics. In addition, Giorgi and Shields's SIMEX adds fun-
damental interactions between the hydrologic cycle and the energy budget [Elguindi et al.,
2004]. RegCM2's dynamical core, planetary boundary layer scheme (Holtslag et al.), and
land surface physics (BATS le) were left unchanged in RegCM3 [Elguindi et al., 2004]. In
addition to the aforementioned changes in some of RegCM's model physics, several new
features were added to the model. More specifically, a new ocean flux parameterization by
Zeng et al. [1998] was added, the lake model of Small and Sloan [1999] was coupled to
RegCM3, and an aerosol/dust chemical tracer model was introduced. Moreover, the Sub-
grid Explicit Moisture Scheme (SUBEX), a non-convective, resolvable-scale cloud and pre-
cipitation scheme was included and subsequently replaced SIMEX [Pal et al., 2000]. Addi-
tionally, a new convection package, MIT's Emanuel scheme [1991], was added to RegCM3.
With the Emanuel scheme, RegCM3 now offers a total of three possible representations of
non-resolvable cumulus convection, including the Grell scheme from RegCM2 and the Kuo
scheme from RegCM. More information regarding the specific parameterization schemes,
history, and applications of RegCM3 can be found in the RegCM3's User Guide of Elguindi
et al. [2004].
3.2 Model Dynamics
RegCM3 works on the basic governing equations of atmospheric motions. Essentially,
RegCM3 implements conservation of mass, energy, momentum, and water vapor while
assuming air behaves as an ideal gas. The model's dynamic equations and numerical dis-
cretizations are best described by Grell et al. [1994]. Below are the relative equations that
describe the atmospheric dynamics in RegCM3:
Horizontal Momentum Equations
p*u p2 a*uu/m +p*vu/m ap*ui RT_ _p*  _
=- m2
at ax 09y da r p*( + pt/•a)x a
+ fp*v + FHU + Fvu (3.2)
and,
p*v 2 p*uv/m + ap*y/m, mp*v P* (*RTp / p* +)(t 0aPv/my L + 0 a
+ fp*u + FHV + Fvv (3.3)
where, the east-west and north-south components of velocity are u and v, respectively, Tv
is the virtual temperature, 0 is the geopotential height, f is the coriolis parameter, R is the
gas constant for dry air, m is the map scale factor for Lambert Conformal, Stereographic,
or Mercator map projections, & = 4, FH and Fv represent the horizontal and vertical
diffusion, respectively and lastly, p* = p, - Pt, where p, is the surface pressure and pt is the
top of atmosphere pressure, which is specified as 5 mb in RegCM3.
Continuity Equation
Vertical integration of Equation 3.4 yields the temporal variation of the surface pressure
in RegCM3. Therefore, after calculating the surface pressure tendency, 2, the vertical
velocity in sigma coordinates, 6, can be computed at each level in the model as such 3.4
[Elguindi et al., 2004]:
Op* _ p*u/m a v/m ap*&= -m2 x + a (3.4)
oa = 1 [ [ + n2 (Pu/m + aP*Vm )da' (3.5)
where a' is a dummy variable of integration and &(a = 0) = 0 [Elguindi et al., 2004]
Thermodynamic and Omega (w) Equation
The thermodynamic equation can be written as follows:
6p*T -m2 (Op*uT/m +p*vT/m ;p*T&i RTw
p*Qat 09X ay au CpmQT + Pt/past)
+ + FHT + FvT (3.6)
where, Cpm is the specific heat for moist air (at constant pressure) and is defined as
Cpm = Cp(1 + 0.8q,), Q is the diabatic heating term, FHT represents horizontal diffusion
while FvT represents the effect of vertical mixing and the dry convective adjustment [El-
guindi et al., 2004]
w is defined as:
dp*
w = p*r + d (3.7)dt
and, by definition, the total derivative for p*:
dp* p* :* ap*dt= + m +  y (3.8)
Hydrostatic Equation
Geopotential heights are calculated from the hydrostatic equation using the virtual temper-
ature, T, = T(1 + 0.608 q,) where, q,, qc, and q, are the water vapor, cloud water/ice, and
rain water/snow mixing ratios.
( /p) -RT, [1 + q 1 (3.9)a In(a + Pt/p*) 1 + q,
3.3 Radiation Scheme
As mentioned prior, RegCM3 employs the radiation scheme of NCAR's CCM3. The radia-
tion package is called at intervals of 30 minutes regardless of the temporal or spatial resolu-
tion of the simulation [Elguindi et al., 2004]. Fluxes for longwave, shortwave, and surface
radiative energy components are held constant between intervals [Kiehl et al., 1996]. With
a top down approach, insolation at the top of atmosphere (TOA), SI, can be expressed as:
SI = SoC cos (3.10)
where So is the solar constant, E is the eccentricity factor, and C is the solar zenith angle
[Kiehl et al., 1996]. Within RegCM3, the diurnal cycle is calculated as exactly 24 hours
long, while the calendar year contains exactly 365 days. These are calculated by the fol-
lowing equations:
cos ( = sin ¢ sin 6 - cos ¢ cos 6 cos(27rtiocal) (3.11)
cos E =1.000110 + 0.034221 cos Oo + 0.001280 sin 0o + 0.000719 cos 200
+ 0.000077 sin 200
6 =0.006918 - 0.399912 cos o0 + 0.070257 sin o0 - 0.006758 cos 200
+ 0.000907 sin 200 - 0.002697 cos 390 + 0.001480 sin 300
(3.12)
(3.13)
where 0o represents the mean orbit angle, q is the latitude in radians, 6 symbolizes the solar
declination in radians, and toca is the calendar day in local time [Kiehl et al., 1996]. The
formulation of cos ( is taken from Sellers [1965] and equations for C and 6 are drawn from
Paltridge and Platt [1976].
Once TOA solar insolation is calculated, RegCM3's radiation scheme determines the
fraction of TOA energy that reaches the surface. From this value and surface characteristics,
RegCM3 determines the portion of that energy which is reflected by the surface, the albedo.
This calculation is performed using the 6-Eddington approximation, originally attributed to
both Joseph et al. [1976] and Coakley Jr. et al. [1983], but fully documented in Briegleb
[1992].
The scheme divides the solar spectrum into 18 spectral intervals, each spectral interval
covers wavelengths important for radiatively relevant interactions with atmospheric chem-
istry (7 for 03, 1 for visible, 7 for H20, 3 for C0 2) [Kiehl et al., 1996]. Each layer of
the atmosphere in RegCM3 (Figure 3-1) is modeled as a well-mixed (homogeneous) blend
of all radiatively significant elements. From here, reflectivity and transmissivity are calcu-
lated for each layer, and then combined together allowing scattering between layers [Kiehl
et al., 1996]. This calculation produces the spectral fluxes (upward and downward) at each
layer interface, which then accumulate over multiple spectral intervals which yields broad
band fluxes. Subsequently, these broad band fluxes are used to determine the radiative
heating rate and the cosine of the solar zenith angle, both key inputs to other schemes [e.g.
Dickinson's BATS le, Zeng's ocean flux parameterization] found in RegCM3.
Based on Ramanathan and Downey's [1986] absorptivity and emissivity formulation,
fluxes of longwave radiation (FI&FT) are calculated as follows:
Fi(p) = B(0)(0, p)+ (p, ( ')dB(p') (3.14)
and,
F T(p) = B(Ts) - a(p, p')dB(p') (3.15)
where B is the Stefan-Boltzmann relation
B(T) = aT 4  (3.16)
T is temperature, T, is surface temperature, a is the Stefan-Boltzmann constant, a is the
absorptivity, e is the emissivity, p, is surface pressure, and p, p' are pressures [Kiehl et al.,
1996].
While the 6-Eddington approximation calculates absorption of radiative energy for mul-
tiple atmospheric gases [i.e. CO2, 03, etc.], the effect of clouds on solar radiation is pa-
rameterized by the work of Slingo [1989] and Ebert and Curry [1992]. More specifically,
for cloud droplets that are in the form of liquid water, optical properties of clouds [e.g.
single scattering albedo, asymmetry parameter, extinction optical depth, forward scattering
parameter] are calculated based on the cloud water path and droplet effective radius. The
cloud water path (CWP) is inputed into the radiation package from both the convective
and large-scale precipitation schemes [Kiehl et al., 1996]. It is important to note that the
cloud radiative properties depend on the phase of water [i.e. liquid water (warm) cloud
or ice (cold) cloud] and calculated at each individual spectral interval [Kiehl et al., 1996].
However, when partial cloudiness occurs or clouds overlap, a simplified parameterization
which complies with the random overlap assumption, benchmarked by Briegleb [1992], is
implemented by RegCM3.
For a full description of the radiation package within RegCM3, please refer to Kiehl
et al. [1996].
3.4 Boundary Layer Physics
Holtslag's [1990] non-local planetary boundary layer (PBL) scheme, contained in NCAR's
CCM3, is also used to parameterize boundary layer physics in RegCM3. As mentioned
above, before using Holtslag et al.'s work, a local diffusion scheme was included in RegCM
[Elguindi et al., 2004]. The local diffusion scheme assumes that the flux of any substance
[e.g. momentum, water vapor, latent heat] caused by turbulence can be determined by
the local gradient of that given quantity [Kiehl et al., 1996]. This assumption holds true
when the height of the PBL is larger than the length scale of the largest turbulent eddies.
However, the assumption breaks down for relatively large turbulent eddies where the flux
can actually run opposite to the local gradient [Kiehl et al., 1996; Deardorff, 1972; Holtslag
and Moeng, 1991]. Large eddies, which are often associated with unstable or convective
atmospheric conditions, are, in general, poorly represented by local diffusion schemes as
that used prior to RegCM3. Therefore, it becomes necessary to employ a non-local PBL
parameterization [Kiehl et al., 1996]. In a non-local PBL scheme, the diffusion is modified
in such a way that the vertical eddy flux of a substance C [e.g. momentum, water vapor,
latent heat], w'C', at a given height z is described by:
w'C'=-Kc - (3.17)
and, Kc is calculated from:
Kc kwtz ( - - (3.18)
where, wt is the turbulent velocity scale (0 40 m in RegCM3), k is the von Karman con-
stant, and h is the PBL height solved iteratively using:
Ricr[u(h)2 + v(h) 2 ] (3.19)
(g/Os)(O8(h) - Os)
in Equation 3.19, the critical bulk Richardson number for the PBL is represented by Ricr,
u(h) and v(h) are the horizontal velocity components at height, h, g is the acceleration
due to gravity, O,(h) is the virtual temperature at h, and O8 is a measure of the surface air
temperature, calculated from:
For unstable conditions (i.e., Monin-Obukhov height, L, is less than 0) [Holtslag et al.,
1990]:
0, = ,O(zs) + KW O'  (3.20)
Wt
and, for stable conditions:
08 = 9, (zS) (3.21)
where z8 is located at 2m, K is a constant equal to 8.5, and w'O' is the surface heat flux.
The term Kw ' represents the convective thermals strength located at the lower part of the
PBL, and hence is zero for stable conditions [Holtslag et al., 1990].
Lastly, -y, the countergradient transport, represents the non-local transport of both heat
and moisture (C = O,q, respectively) from dry convection:
'y = K (3.22)
wth
where w'C" is the surface temperature or water vapor flux. This equation is used from the
top of the surface layer (0.1h) to the top of the PBL in RegCM3 [Elguindi et al., 2004]. For
heights higher than the top of the PBL or for stable conditions, y, is neglected [Elguindi
et al., 2004].
3.5 Convection Schemes
Since atmospheric convection occurs at horizontal resolutions on the order of 1 kilome-
ter or less, most models are required to parameterize this process by assuming that the
statistical properties of convection can be deduced from large resolvable scale processes.
RegCM3 offers a total of three such convection schemes: the Kuo scheme [Anthes, 1977];
the Grell scheme [Grell, 1993]; and the Emmanuel scheme [Emanuel, 1991]. The Grell
scheme offers two different closure assumptions: the Arakawa & Schubert closure (AS74)
[Grell et al., 1994] or the Fritsch & Chappell closure (FC80) [Fritsch and Chappell, 1980].
Although results presented in this study implement both the Grell scheme with the FC80
closure and the Emanuel scheme, the Kuo scheme is mainly used in simulations of precipi-
tation over the Middle East due to its superior performance over the domain. Nevertheless,
a detailed description of all three schemes will be included. Full documentation and refer-
ences for all convection schemes can be found in Elguindi et al. [2004].
3.5.1 Kuo Scheme
Developed by Anthes [1977], and later simplified by Anthes et al. [1987] to be included
in PSU/NCAR's MM4, the Kuo scheme, named for the work of Kuo [1974], is triggered
when the total horizontal moisture convergence exceeds a critical threshold value [Anthes,
1977]. Figure 3-2 depicts a simple diagram of the fundamental processes that occur in the
Kuo scheme.
The vertically integrated moisture convergence, Mt, is calculated as:
A = (2) f 1 Vp*Vqdao (3.23)
where m is the mass flux, g is acceleration due to gravity, Vp* is a function of surface and
top of model pressure, V is dependent on horizontal velocity, q, is the mixing ratio of water
vapor, and a is the vertical sigma level.
The vertically integrated moisture convergence term, Mt, only includes the advective
tendencies for water vapor. However, a potential feedback between rainfall in a prior time
step and current moisture convergence can occur. That is, evapotranspiration from a prior
time step is indirectly included in the moisture convergence since it will moisten the lower
atmosphere. As a result, as evapotranspiration increases, more and more of it can be recy-
cled into rainfall, assuming that the column remains convectively unstable [Pal, 2001].
As shown in Figure 3-2, a fraction of the total moisture convergence in the cumulus
convection is converted to precipitation, R:
I &t~ enrianiclnt
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Figure 3-2: Diagram of the Kuo scheme [Anthes, 1977].
P ci i t/
R = Mt(1 - 3) (3.24)
where 3 is the precipitation efficiency factor which is a function of the average relative
humidity RH as follows:
= 2(1- RH) RH > 0.5
= 1 otherwise (3.25)
The remaining fraction, 3, remains in and thereby moistens the column [Anthes, 1977].
In theory, the transfer of latent heat from condensed water (that is subsequently reevapo-
rated before escaping from the cloud) should be distributed as a function of both the height
of condensation and reevaporation [Anthes, 1977]. However, this process is parameterized
in the Kuo scheme by dividing the latent heat from condensation along the cloud using a
parabolic heating profile, which allocates the maximum heating to the upper part of the
cloud [Pal, 1997].
Lastly, some computational modifications to the Kuo scheme were made by both Giorgi
and Bates [1989] and Giorgi and Marinucci [1991] to eliminate numerical point storms by
including a horizontal diffusion term and a time release constant (so that moisture and latent
heat are not redistributed instantaneously).
3.5.2 Grell Scheme
Similar in structure to the Arakawa & Schubert convective scheme [1974], the Grell scheme
offers a basic representation of cumulus convection. Triggered when a lifted parcel of air
attains moist convection, the Grell scheme has been most successfully and widely used over
domains of the Midwest United States of America. As shown in Figure 3-3, the scheme
simply models clouds as two steady-state circulations: an updraft and a downdraft [Grell
et al., 1994].
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Figure 3-3: Conceptual diagram of the Grell scheme adapted from Grell et al. [1994].
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It is important to note that no mixing is allowed between the cloudy air and the environ-
mental air along the length of the column, rather it is allowed only at the top and bottom of
the circulations [Grell et al., 1994]. Therefore, entrainment or detrainment from the sides
of a cloud is prohibited. In arid regions, this may be an important process that is ignored
in the Grell scheme. In addition, mass flux, mu,d is held constant with height, z ,and since
no entrainment or detrainment occurs along the edges of the cloud, this can be represented
numerically as:
for the updraft:
m,(z) = m,(zb) = mb (3.26)
and, for the downdraft:
md(z) = md(zo) = mo (3.27)
where mu and md represent the updraft and downdraft mass flux, respectively, Zb the orig-
inating level of the updraft mass flux, and zo is the originating level of the downdraft mass
flux. Also, mb and mo are the mass fluxes of the updraft and downdraft at their originating
levels [Grell et al., 1994]. Maximum and minimum moist static energy values dictate the
originating levels, h, for both the updraft and downdraft. Mathematically, this is expressed
as:
h(z) = CpT(z) + gz + Lvq(z) (3.28)
where z is the height, C, being the specific heat of air, T(z) the temperature of air at height
z, g the acceleration due to gravity, L, the latent heat of vaporization of water, and q(z) the
specific humidity at height z.
Given boundary condition values, the downdraft's originating mass flux can be defined
as a function of the updraft mass flux at the originating level and the precipitation efficiency
Winter [2006]:
/Il mb
mo = (3.29)/2
I1 represents the normalized updraft condensation, I2 the normalized downdraft evapo-
ration, and / the fraction of the updraft condensation that reevaporates in the downdraft
[Pal, 1997]. In addition, (1 - 3), the precipitation efficiency, is dependent on wind shear.
Therefore, the Grell scheme simulates rainfall, R, as:
R = Ilmb(1 - /) (3.30)
Heating and moistening in the Grell scheme is calculated from mass fluxes as well as
detrainment at the top and bottom of the cloud [Pal, 1997]. Moreover, both the cooling ef-
fects of moist convective downdrafts as well as an upper limit on lateral mixing are included
to avoid zero-order sources of error [Grell et al., 1994].
As mentioned prior, due to the simplistic nature of the Grell scheme, two closure as-
sumptions for the parameterization are available in RegCM3. Although in this study results
presented are from the Grell scheme closed with the FC80 technique, simulations were per-
formed with both closures.
The quasi-equilibrium Arakawa & Schubert method (AS74) is the default closing tech-
nique used in RegCM3. The AS74 closure assumes that the environment is stabilized by
clouds at the same rate that it is destabilized by non-convective processes [Elguindi et al.,
2004]. This expression can be mathematically described as:
dABE dABELs dABEcu
dt dt dt
where ABE is the available buoyant energy, LS is the subscript for large-scale, and CU
is the subscript for cumulus convection [Pal, 1997]. Expressed as a mass flux, mb, the
relationship is:
ABE" - ABE
mb = NAt(3.32)NAAt
where, ABE" is the buoyant energy generated by non-convective processes available for
convection over the time period At and NA is the rate of change of AB per unit mb.
As mentioned above, in this study, results presented with the Grell scheme implement
the Fritsch and Chappell closure (FC80). This closure technique assumes that convection
removes the available buoyant energy, ABE, over a given time scale as follows:
ABE
mb = (3.33)NAT
where T is the ABE removal time scale
Designed to represent Type II or tropical convection (the most common form of con-
vection) the AS74 closure assumption connects convective fluxes to tendencies in the atmo-
spheric state. On the other hand, the FC80 closure technique, designed to model Type I or
explosive convection which typically occurs at mid-latitudes, connects convective fluxes to
instability in the atmosphere [Elguindi et al., 2004]. In short, both closure schemes achieve
statistical equilibrium between large-scale processes and convection.
3.5.3 Emanuel Scheme
The Emanuel scheme offers the newest cumulus convection option available to RegCM3.
Triggered when the level of neutral buoyancy (LNB) is greater than the cloud base level
(lifted condensation level-LCL), the scheme assumes that mixing in clouds is inhomoge-
neous and highly episodic as opposed to the continuous entraining plumes of such schemes
as Grell and Kuo [Elguindi et al., 2004]. Air parcels between these two levels are lifted
where a fraction of the condensed moisture forms precipitation while the remaining frac-
tion forms the cloud as shown in Figure 3-4. This resulting cloud is assumed to mix with
the surrounding environmental air according to a uniform spectrum of mixtures which de-
scend or ascend to their respective LNBs [Emanuel, 1991]. Entrainment and detrainment
rates of clouds and environmental air are functions of the vertical gradients of buoyancy
found within the clouds [Elguindi et al., 2004]. More specifically, the fraction of the total
cloud base mass flux that mixes with its environment at a given level is proportional to the
(undiluted) buoyancy rate of change with altitude [Emanuel, 1991].
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Figure 3-4: Schematic highlighting the fundamental processes of the Emanuel scheme
adapted from Emanuel [1991]. Diagrams are labeled in order of the evolution of a typical,
convectively active cloud parcel in the Emanuel scheme.
Since the Emanuel scheme is designed to represent the effects of all moist convection
. . . . I ~
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(including shallow and even non-precipitating cumulus), the scheme is arguably the most
physically realistic representation of convection offered in RegCM3. In addition, Emanuel
offers a formulation for the auto-conversion of cloud water into precipitation. Likewise,
ice processes are accounted for by permitting the auto-conversion water content threshold
to be a function of temperature. Moreover, precipitation is added to a single, hydrostatic,
unsaturated downdraft that can transport both water and heat to to the surrounding atmo-
sphere [Elguindi et al., 2004]. The Emanuel scheme also includes the transport of passive
tracers within RegCM3. However, thorough testing of the scheme within RegCM3 has not
been fully completed as of yet. For further information of the Emanuel scheme please refer
to Emanuel [1991].
3.6 Large-Scale Precipitation Scheme
Large, resolvable-scale clouds and precipitation are calculated using the Subgrid Explicit
Moisture Scheme (SUBEX) of Pal [2001]. Drawing from the work of Sundqvist et al.
[1989], SUBEX relates the average grid cell relative humidity, rh, to the cloud fraction and
cloud water found in the grid cell using the following relationship:
rh - rhminFCLS = min (3.34)Srhmax - rhmin
where FCLS is the fractional cloud cover, rhmin is the relative humidity threshold in which
clouds begin to form, and rhmax is the relative humidity threshold at which the fractional
cloud cover reaches unity [Pal, 2001]. If rh < rhmin, then FCLS is assumed to be zero,
and when rh > rhmax, FC L s is assumed to be unity.
When cloud water QLS content breaches the autoconversion threshold Qc, precipita-
tion pLS forms as such:
PLS = C (QLS FCLS - Qth)FCLS (3.35)
where, Cppt is the autoconversion rate. Conceptually, 1/Cppt can be thought of as the char-
acteristic time required for cloud droplets to convert into rain droplets. Once precipitation
forms, it is assumed to fall instantaneously. Qth is empirically derived from:
Qth = CacsO - 0 .49 +0 .013T (3.36)
with, T, temperature in degrees Celsius and Cac is the autoconversion scale factor, which
accounts for the land or ocean based threshold that results from differences in density be-
tween land and ocean-based clouds.
In addition, SUBEX includes calculations for physically important precipitation pro-
cesses such as raindrop accretion and evaporation. The representation of accreted cloud
water from falling rain droplets follows the work of Beheng [1994], where the amount of
accreted water, Pace, is expressed as:
Pace = C accQSPsum (3.37)
with Cace being the accretion rate coefficient and Psum the accumulated large-scale pre-
cipitation from above falling through the cloud grid cell. In addition, evaporation from
falling raindrops, a function of the ambient relative humidity, is accounted for using the
formulation of Sundqvist et al. [1989] and will be elaborated upon in Chapter 4:
Pevap = Cevap(1 - rh)P./ 2  (3.38)
Here, Pevap is the amount of evaporation and Cevap is a rate coefficient.
3.7 Ocean Flux Parameterization
For all simulations in this study, the Zeng ocean surface scheme is used within RegCM3.
Therefore, for ocean cover in model runs, sensible heat SH, latent heat LH, and momen-
tum 7 fluxes are all approximated by the following bulk aerodynamic algorithms:
SH = -PaCpau,*O (3.39)
LH = -paLvu* q (3.40)
T = PaU (U + u2)1/2/u (3.41)
where Pa is the air density, Cpa the specific heat of air, u, is the frictional wind velocity,
0, is the temperature scaling parameter, Lv is the latent heat of vaporization of water, q, is
the specific humidity scaling parameter, u, is the mean zonal wind component, uy is the
mean meridional wind component, and u is wind speed [Elguindi et al., 2004]. For a more
rigorous description of the Zeng ocean scheme please refer to Zeng et al. [1998].
3.8 BATSle
Dickinson et al.'s land surface model, Biosphere-Atmosphere Transfer Scheme 1 e (BATS le),
offers a comprehensive representation of the physics that drive land surface processes.
BATS l e can be run offline, or coupled to a RCM/GCM, as it is coupled to RegCM3 in
these experiments [Dickinson et al., 1993]. For a full list of the parameter values used in
BATSle please refer to table provided in Appendix A.1. The overall structure of BATSle
is shown in Figure 3-5. Seven primary tasks are performed by the land surface scheme,
their relevant equations can be found in Appendix A.
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S sea ice, bare land I vegetated land
compute leaf area, wind in canopy,
other vegetation parameters,
stomatal resistance
adjust stomatal resistance so that
arnnc ir•tinn tpnc not pyxpld I -
water flow to roots
compute transpiration and leaf
evaporation rates, dew formation,
leaf temperature
test if sea ice test converegence I
...... c
I yes I no I I yes I I no I
calculate sea ice temperature
and fluxes to atmosphere,
allowing for leads ] determine soil moisture,soil temperature, runoff,and snow cover
compute sensible and latent heat fluxes to
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Figure 3-5: Flow chart for Biosphere-Atmosphere Transfer Scheme version le (BATSle)
[Dickinson et al., 1993].
To begin with, the first function of BATS le is assigning both vegetation and soil char-
acteristics for each grid cell in the model. Available in 2, 3, 5, 10, 30, and 60 minute
resolutions, the United States Geological Survey's (USGS) Global Land Cover Characteri-
zation (GLCC) dataset is used to assign the vegetation type for each grid cell [United States
Geological Survey, 1997]. It is important to note that vegetation type dictates the soil char-
acteristics for a given grid cell in BATS. For example, a desert grid point, as seen in some
gridboxes for experiments over Kuwait, would be assigned a coarse, sandy soil.
Next, BATS calculates the albedo for sea ice, bare soil ,and vegetated lands. The albedo
is a a function of multiple surface characteristics [e.g. soil type, soil moisture, and sun an-
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Land Cover
Crop/Mixed Farming
Short Grass
Evergreen Needleleaf Tree
Deciduous Needleleaf Tree
Deciduous Broadleaf Tree
Evergreen Broadleaf Tree
Tall Grass
Desert
Tundra
Irrigated Crop
Semi-Desert
Ice Cap/Glacier
Bog/Marsh
Inland Water
Ocean
Evergreen Shrub
Deciduous Shrub
Mixed Woodland
Forest/Field Mosaic
Water and Land Mixture
Vegetation Class
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
Vegetation albedo
wavelengths < 0.7prm
0.10
0.10
0.05
0.05
0.08
0.04
0.08
0.20
0.10
0.08
0.17
0.80
0.06
0.07
0.07
0.05
0.08
0.06
0.06
0.06
Vegetation albedo
wavelengths < 0.7mrn
0.30
0.30
0.23
0.23
0.28
0.20
0.30
0.40
0.30
0.28
0.34
0.60
0.18
0.20
0.20
0.23
0.28
0.24
0.18
0.18
Table 3.1: BATS le vegetation types [Winter, 2006].
gle] (refer to Appendix A.1). The albedo of a vegetated surface is determined by the vege-
tation type (see Table 3.1), with albedos for each vegetation drawn from multiple studies,
but mainly Monteith [1976].
Calculation of the surface drag coefficient CD, is the third major set of computations
that BATSle must perform. Please refer to Appendix A.2 and A.3 for equations used to
calculate surface drag coefficients.
The fourth set of tasks performed by BATS le includes all plant water budget calcula-
tions [e.g. foliage and stem water fluxes, resistance (stomatal and water induced) limited
transpiration, and precipitation interception] [Dickinson et al., 1993]. A more thorough
description of these processes can be found in Appendix A.4 and A.5.
Calculated in the fifth set of BATS equations, transpiration, Etr, is determined using a
similar scheme to the one-layer formulation credited to Monteith [Thom and Oliver, 1977].
Major differences between Dickinson et al.'s formulation and Monteith's include having
a partially wetted canopy, as well as explicitly separate equations/resistances for energy
fluxes between foliage and air within the canopy, or between air within the canopy and air
above the canopy [Winter, 2006].
Once transpiration is calculated (Appendix A.6), the foliage temperature is solved for
iteratively and mainly a function of heat and moisture transport within the canopy [Dickin-
son et al., 1993].
Task six involves computing soil, snow, or sea ice surface temperatures dependent on
radiation inputs, soil/snow heat capacity, and thermal conductivity [Dickinson et al., 1993].
An example of such calculations is provided in Appendix A.7.
Lastly, soil moisture is determined by evaporation as well as surface and groundwater
runoff. In BATS le, the soil profile contains three layers: a 10 cm surface soil layer, a 1 to
2 m root layer, and a 3 m deep soil layer [Pal et al., 2000]. Once water is applied to the soil
surface through either snowmelt or rainfall, it is partitioned to either runoff or infiltration,
and then permitted to move between the three layers based mainly on vegetation and soil
properties [Dickinson et al., 1993]. In addition, evaporation from the soil is modeled as
function of the aerodynamic characteristics of both the soil surface and the soil conductivity
[Dickinson et al., 1993]. The partitioning of runoff and infiltration is primarily a function
of soil moisture where little runoff will occur from soils at field capacity. Therefore, nearly
all water is sent to runoff from saturated soils [Dickinson et al., 1993]. Refer to Appendix
A.8 and A.9 for BATS le equations for infiltration and runoff.
3.9 RegCM3 Datasets
Four different reanalysis datasets are available for use as initial and boundary conditions in
RegCM3: the National Centers for Environmental Prediction (NCEP) reanalysis 1 dataset
(NNRPl) [Kalnay et al., 1996], the NCEP reanalysis 2 dataset (NNRP2) [Ebisuzaki, 2005],
the European Centre for Medium-Range Weather Forecasting (ECMWF) reanalysis dataset
[European Centre for Medium-Range Weather Forecasts, 1995], and the ECMWF 40-year
reanalysis (ERA40) dataset [Uppala et al., 2005]. In addition, output from a number of
GCMs may also be used to drive the boundaries of RegCM3. For baseline experiments
performed in this study (i.e. Sections 4.1.1 & 4.1.2), NNRP2 lateral boundary conditions
(LBCs) are used. However, further simulations with ERA40 LBCs are performed in Section
4.4.2.
Due to RegCM3's lack of an interactive ocean model, sea surface temperatures, (SSTs)
are prescribed by the National Oceanic and Atmospheric Administration (NOAA) Opti-
mum Interpolation Sea Surface Temperature (OISST) dataset [Reynolds et al., 2002] or
the Hadley Centre Meteorological Office Global Sea Surface Temperature (GISST) dataset
[Rayner et al., 1996]. Please refer to Chapter 4 for a detailed description of datasets used
for experiments in this study.
Finally, two land surface datasets are used to initialize RegCM3. The first, topogra-
phy, is derived from elevations provided in the United States Geological Survey's (USGS)
Global 30 arc second elevation dataset (GTOPO30) [United States Geological Survey,
1996]. As mentioned prior, land cover is given by the USGS GLCC dataset [United States
Geological Survey, 1997]. While GTOPO30 and GLCC have spatial resolutions of 30 arc
seconds and 1 km respectively, both are used in 2, 3, 5, 10, 30, or 60 minute resolutions
[Winter, 2006].

Chapter 4
Modeling the Hydroclimatology of
Kuwait
If examining the effects of anthropogenic forcings on Kuwait's climate is desired, it is
first necessary to simulate accurately the natural climate variability of the country. This
chapter examines using a RCM to simulate the climate of Kuwait namely addressing the
overestimation of rainfall simulated by RegCM3 over the region. Modifications are made
to the model to include sub-cloud layer evaporation in the Kuo convection scheme as well
as improving sub-cloud evaporation in the large scale precipitation routine. In addition, an
examination of domain choice, convection scheme, and boundary conditions implemented
are discussed. Results indicate a significant improvement in RegCM3's ability to simulate
the hydroclimatology of Kuwait.
4.1 Model Setup Selections
4.1.1 Domain Choice
Much experimentation was performed with domain size, nesting, and resolution within
RegCM3. All results presented in this section use NCEP reanalysis 2 (NNRP2) data for
initial and boundary conditions as well as NOAA's OISST's unless otherwise stated. Initial
runs of 10 km resolution centered over Kuwait produce unrealistic precipitation patterns
and therefore it is necessary to expand the model's domain while running RegCM3 at a
coarser horizontal resolution.
As a result, further work entailed implementing one way nesting within RegCM3. That
is, model output from a coarser, outter domain is used to drive the initial and boundary
conditions of simulations of an inner, finer resolution domain. One way nesting offers
more accurate spatial distributions of rainfall, yet it fails to capture the magnitude of rainfall
adequately over the region.
Therefore, it was decided that in order to simulate Kuwait's rainfall properly, the model
domain must cover a significant portion of the Middle East and eastern Mediterranean Sea,
where mid-latitude synoptic systems form and then traverse south towards Kuwait. As seen
by comparing Figure 4-la & 4-1 c, a larger domain does significantly better in capturing the
spatial distribution as well as the magnitude of rainfall over the Arabian Gulf region. This
domain was then run at 30 km resolution (shown in Figure 4-1b) and results deteriorated
as rainfall over the region was further overestimated by the finer resolution.
4.1.2 Precipitation & Convection Schemes
In addition to the extensive work done with domain setup, many experiments were com-
pleted in varying parameters of both large scale and convective precipitation schemes in
RegCM3. Results indicated that altering parameters, [e.g. cloud relative humidity thresh-
olds, auto conversion scale factors] in the large scale precipitation scheme does not signif-
icantly affect precipitation patterns or magnitudes over our domain. However, the model
results over the domain are particularly sensitive to the implemented convection scheme.
This study finds that the Kuo scheme does best in simulating not only the spatial distribution
but also the magnitude of precipitation over the area of interest (Figure 4-2). More specif-
ically, the Emanuel scheme, which was physically modeled for tropical climates, does not
accurately capture the spatial distribution of rainfall as described by CRU (compare Figure
4-2a & 4-2c). Other schemes, such as the Grell (FC80 closure) which was designed for
explosive convection typical in the Midwest of America, greatly overestimates annual rain-
fall over the entire Arabian Peninsula. For example, in simulations using the Grell scheme
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Figure 4-1: Expanded domain results for Middle East annual precipitation (mm) for the
period from 1996 to 2000 in a) RegCM3 at 60 km resolution, b) RegCM3 at 30 km reso-
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(Figure 4-2d), annual rainfall totals in Kuwait are simulated well over 300 mm while obser-
vational estimates are much closer to 110 mm. Likewise, using the Grell scheme with the
AS74 closure (modeled for tropical convection) yielded similar overestimations. Lastly,
since the Kuo simulations (Figure 4-2b) most accurately capture the magnitude and spatial
distribution of rainfall over Kuwait, it is used in all further simulations in this study.
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4.2 Model Improvements
4.2.1 Large Scale Sub-cloud Evaporation-SUBEX
Since a focus of this chapter is improving SUBEX's raindrop evaporation, a brief sum-
mary of precipitation formulation in the scheme is provided. RegCM3's large scale rainfall
evaporation is modified by improving the representation of the evaporation rate coefficient.
SUBEX dramatically improves RegCM3's representation of clouds, rainfall, and the
energy budget [Pal et al., 2000]. Following the work of Pal et al. [2000], large scale rain-
fall, pLS, forms in RegCM3 once cloud water content ,QLS, breaches the autoconversion
threshold, Qth, as follows:
PLS = Cppt ( F - s Qth FLS (kg * kg-'s- 1) (4.1)
where, FCLS is the fraction of the grid cell covered by clouds, which is a function of the
average relative humidity of the gridcell [Sundqvist et al., 1989]. Cppt (s- 1) is the inverse of
the characteristic time it takes cloud droplets to convert into raindrops, the autoconversion
rate. The cloud water threshold (Qlh,) with units of kg9ate, per kgair, is described by an
empirical function of temperature. In addition, the scheme accounts for raindrop accretion
which was previously excluded from RegCM3's explicit moisture scheme. As formulated
in the work of Sundqvist et al. [1989], raindrop evaporation, which occurs in the cloud free
portion of the gridcell, is modeled as such:
Pk,evap = Cevap(1 - rh) Ps, (kg kg-'s - ) (4.2)
where rh is the ambient relative humidity. Psum, with units of kg*m-2s - 1, is the large-
scale precpitation falling from above and is uniformly distributed across the gridbox. The
evaporation rate coefficient, C,,eap, the focus of the improvement proposed in this study,
will be referred to as the static evaporation coefficient. The moisture and heat tendencies
are updated for each layer to account for the amount of rainwater evaporated within that
layer. Thus, rainfall leaving a gridcell at vertical level k (where k increases as one moves
toward the surface) is simply:
PkLS = LS1  _ Pk,evap (kg * kg-s - ) (4.3)
and, Psum,k = Pk~ 1 (4.4)
Following the work of Georgakakos and Bras [1984] in their formulation of rainfall
evaporation in a hydrological station model, SUBEX's Cevap is scaled to account for the
variability of water vapor diffusivity as a function of the model layer's temperature and
pressure. The diffusion coefficient's assumed form of dependence on temperature and pres-
sure is based on the empirical analysis of Pruppacher and Klett [1978]. Thus, the new rate
coefficient, which will be referred to throughout as the dynamic evaporation coefficient, is:
Cevap Cevap 1.94 (kg m-2 -1/2 - 1  (4.5)
where P* & T* take values of 1013.25 mb and 273.15 K, respectively and Po & To are
values for each atmospheric layer. For a typical winter day (when most large scale rain-
fall occurs in Kuwait) surface temperatures are about 25°C and surface pressure reaches
approximately 1000 mb [Al Kulaib, 1984]. As a result, evaporation in lower model layers
can increase by more than 20% with the new dynamic coefficient of evaporation. Table 4.1
provides all prescribed constant SUBEX parameters used in these simulations.
Parameter Value Units
Auto-conversion rate Cppt 5 x 10- 4  S-1
Auto-conversion scale factor Ca,, 4 x 10-1 -
Accretion rate aca 6.0 m 3 * kg- 1 s- 1
Static coefficient of evaporation Cevap 2 x 10- 5  (kg * m-2s-1)- 1 / 2s-1
Table 4.1: Summary of SUBEX constants used.
4.2.2 Convective Sub-cloud Evaporation: Kuo Scheme
As mentioned by Sundqvist et al. [1989], most convection schemes lack sub-cloud evapo-
ration since it is assumed that rain falls through almost saturated air. However, in semi-arid
climates this is not the case. Studies have shown that in these regions between 25% and
50% of convective rainfall can evaporate before reaching the ground (depending on rainfall
intensity and cloud base height [Rosenfeld and Mintz, 1988]). Further work by Al Ku-
laib [1984] describes many accounts in which such convective activity occurs over Kuwait
with rainfall totals less than 5 mm. As a result, to simulate accurately Kuwait's rainfall, it
is necessary to add a sub-cloud convective evaporation scheme. Modeled after SUBEX's
layer by layer approach for evaporation, the method applied here may also be adopted to
other convection schemes. As mentioned prior, Kuo's convective parameterization is used
in these experiments because of its superior performance over our domain. As mentioned
in Chapter 3, the Kuo scheme implements a simple integrated column approach in rep-
resenting convective rainfall which is triggered by both a convectively unstable vertical
sounding and large scale moisture convergence [Kuo, 1974]. Rainfall in the Kuo scheme is
calculated from the following equation:
P c U" = M (1 - 3) (4.6)
where, Mt is the vertically integrated moisture convergence described by
M= (m) 1 V s da (4.7)g9 o m
where m is the mass flux, g is acceleration due to gravity, Vp* is a function of surface and
top of model pressure, V is dependent on horizontal velocity, q, is the mixing ratio of water
vapor, and a is the vertical sigma level. The term 0, the rainfall efficiency, is determined
by the average relative humidity of the sounding RH as follows:
3 = 2 * (1 - RH) for, RH > 0.5 otherwise, / = 1 (4.8)
Similar to SUBEX evaporation, rainfall evaporation is allowed from the model's cloud-base
level down to the surface as calculated in Equation 4.2 while using the dynamic coefficient
of evaporation of Equation 4.5. Because rainfall in the Kuo scheme is calculated in a
column integrated approach, it is assumed that PcU is the total rainfall at the cloud-base
level as calculated in Equation 4.6. Then, evaporation is permitted to occur layer by layer
from this initial amount as follows:
PCU = PCU - P,ev,,ap where, k = cloudbase (4.9)
and,
P•L = PCU - Pk+l,evap (4.10)
where,
Pk+l,evp = vap(1 - rh) (4.11)
and so forth from k = cloud-base down to k + 1= surface. Again, it is important to note that
moisture and heat tendencies are updated for each layer to account for water evaporated in
that layer. Figure 4-3 provides a schematic of the sub-cloud layer evaporation added to the
Kuo scheme.
4.3 Experiment Design
Simulations using RegCM3 were completed spanning the period from 1982 to 2002. After-
wards, longer simulations (1972-2002) were performed and results are found to be similar
to the twenty year runs. Therefore, results presented are from simulations spanning for
twenty years. The domain, centered at 33.5°N, 44°E at 60 km resolution, has 52 points
in the zonal and meridional direction using a Lambert Conformal projection. Thus, the
domain covers most of the Middle East from the Black and Aral Seas in the North to the
southern Red Sea in the SW and Oman in the SE. Figure 4-4 represents the model domain
as well as topography and land use in the simulations. Two different sets of initial and
boundary conditions are implemented and examined: NNRP2 of Kalnay et al. [1996] and
ERA40. Lateral boundary conditions were enforced by applying the exponential relax-
ation of Davies and Turner [1977]. As mentioned prior, SST's are prescribed to RegCM3
from the National Oceanic and Atmospheric Administration (NOAA) Optimally Interpo-
lated Sea Surface Temperatures (OISST) dataset which has a temporal coverage from 1982
sture convergence, Mt
vapk
- - subcloud layers
wIw`j'~wI 
- W~mflUV dU~lW~
f" " Pk -- I'Pk-1 -•' k evapk= (RHk,Tk,Pk,precipk-)
Figure 4-3: Diagram showing modifications made to sub-cloud layers in the Kuo convec-
tion scheme.
to 2002 [Reynolds, 2002]. The SST datasets are 10 x 10 weekly resolution and are based
on in situ and satellite observations.
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To account for the local effects of LBC's on model results, three degrees along each
boundary of the model's output are not analyzed. Nonetheless, results here focus mostly on
model output from 28.4'N to 30.20 N and from 46.5'E to 48.5°E (the approximate location
of Kuwait), which should be free from most LBC influences. Table 4.2 provides a summary
of the simulations completed, the name prescribed to each experiment, and the datasets
used in each simulation.
Run Years LBC Evaporation SST
NCEP 1982-2002 NNRP2 OISST
ECMW 1982-2002 ERA40 - OISST
EEVP 1982-2002 ERA40 Kuo + SUBEX OISST
Table 4.2: Summary of simulations with parameters varied. Names given are used to refer-
ence each simulation in the text.
4.4 Results and Discussion
Several studies utilizing RegCM3 to model arid regions have compared model output to re-
analysis and observational data. For example, Small et al. [1999] have shown that general
circulation patterns [i.e. 500 mb geopotential heights and 500 mb winds] are well repre-
sented by RegCM over a similar domain in central Asia. In addition, Evans et al. [2002]
have used RegCM to model the climate of the Middle East in a domain similar to that of
this study. Their results show reasonable temperature representation in the model with a
slight cool bias in winter (December, January, February-DJF). Similarly, we find a cool bias
(of around one degree) over the entire domain. However, summer (June, July, August-JJA)
average temperatures show a significant warm bias (see Figure 4-5). This summer warm
bias is currently being addressed and results will be reported in the near future.
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Figure 4-5: Temperature bias between RegCM3 simulation and CRU observations for two
meter temperatures in a) summer (JJA) and b) winter (DJF).
4.4.1 Model Validation
For baseline model performance, a comparison of both NCEP & ECMW simulations of
annual rainfall to CRU observations is made. To begin with, both simulations significantly
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overestimate Kuwait's annual rainfall, which CRU estimates at 110 mm. More specifically,
shown in Table 4.3, NCEP over-predicts annual totals by over 40% at 154 mm per year
while ECMW predicts 148 mm which is 35% too large. These values are still somewhat
better than rainfall in reanalysis datasets such as NNRP2 and ERA40 which severely under-
estimate rainfall at 50 mm and 75 mm per year, respectively. Nevertheless, when comparing
CRU's (Figure 4-6a) annual rainfall to Figures 4-6b & 4-6c (NCEP & ECMW), RegCM3
does well in simulating the spatial distribution of precipitation over the domain. For ex-
ample, the model correctly simulates the gradient of rainfall from Kuwait to the Zagros
mountains of western Iran. However, attention should be paid to the extensive, excessive,
wet tongue of rainfall that extends from central Saudi Arabia to the Persian Gulf. This
area is clearly seen in Figures 4-7a & 4-7b which display the annual difference between
CRU and RegCM3 rainfall. Some locations in this southern region have annual rainfall
overestimated by more than 60 mm, which is nearly double the yearly rainfall (see Figure
4-7c). The neglect of sub-cloud layer evaporation most likely contributes to these results;
therefore, addressing this problem should help reduce simulated values in the region. Addi-
tionally, in both NCEP & ECMW, rainfall over the Zagros mountains is over-estimated by
nearly 300 mm or 75% more than observations as seen in Figure 4-7c & 4-7d. On a similar
note, the spatial distribution of rainfall across the Black Sea near Turkey and the Caspian
Sea adjacent Iran are modeled correctly but with magnitudes significantly overestimated.
This amplification is caused by steep topography gradients that exist along the coastline of
the Black and Caspian seas where the Koroglu, Caucasus, and Elburz mountain ranges are
located respectively. With winds blowing onshore over topography of one kilometer and
higher, orographic lifting occurs with a constant, abundant supply of moisture which exces-
sively precipitates out. The dry bias in RegCM3 along the eastern Mediterranean Coast and
western Saudi Arabia is most likely a result of model resolution. That is, at 60 kilometers,
RegCM3 does not capture the finer scale mountainous topography that enhances rainfall
totals in both areas. Lastly, analysis reveals that RegCM3 correctly simulates the seasonal
cycle of Kuwait rainfall, where the rainy season begins in November and ceases in April
(Figure 4-8a). In addition, when compared to TRMM daily rainfall values, the model does
well in simulating finer temporal rainfall events (see Figure 4-8b).
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Figure 4-6: Average annual rainfall (in mm) from 1982-2002 for a) CRU observations b)
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Figure 4-7: Total annual precipitation difference (mm) between CRU and a) NCEP b)
ECMW simulations for 1982-2002 period. Percent bias between CRU and c) NCEP d)
ECMW. Red shaded (positive) areas indicate locations where model results are drier than
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ter than CRU observations.
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Figure 4-8: Temporal plot of Kuwait a) average monthly rainfall (mm) for period of 1982-
2002 for CRU and ECMW simulation and b) daily rainfall (mm) from January, 1999 to
March, 1999 for TRMM and ECMW simulation.
Kuwait - Country Kuwait City Airport
p [mm] a [mm] C A [mm] a [mm] C,
CRU 110 35 0.32 100 40 0.39
WMO - - - 112 74 0.66
GPCP 188 81 0.43 182 93 0.51
NCEP 154 119 0.77 162 147 0.91
ECMW 148 101 0.68 143 113 0.79
EEVP 126 88 0.71 122 106 0.87
Table 4.3: Summary of observations and simulation results for country of Kuwait and
Kuwait City International Airport. Mean (yu) annual rainfall in mm, yearly standard devia-
tion (u) in mm, and the coefficient of variation C, are presented.
4.4.2 Effects of Boundary Conditions
Figures 4-6 & 4-6 indicate that boundary conditions have very little effect on RegCM3's
spatial distribution(or magnitude) of Kuwait rainfall. The similarities are more apparent
in Figures 4-9a & 4-9b which display the total and percent differences between NCEP &
ECMW annual precipitation. Yearly differences between the two simulations for Kuwait
are 6 mm and 4% respectively. However, as seen in Figure 4-9a, ECMW possesses sig-
nificantly wetter annual rainfall in the northern portion of the domain. This increased pre-
cipitation is approximately 10 to 20% more than NCEP results (Figure 4-9b). As a result,
ECMW output is closer to CRU observations in northern Turkey and Georgia as exhibited
in Figure 4-7b. This pattern is most likely due to ERA40 transporting more moisture at
the boundaries than NNRP2. As a result, more rainfall occurs along this inflow boundary.
In addition, ECMW is somewhat drier than NCEP in western Saudi Arabia (Figure 4-9b).
However, the actual difference in precipitation, Figure 4-9a, is less than 10 mm and hence
essentially insignificant.
Comparison to CRU
RegCM3 results show substantial differences in interannual variability compared to mea-
sured values (see Table 4.3). For example, the NCEP simulation exhibits large year to year
variation in rainfall. Compared to CRU's yearly standard deviation of 35 mm, NCEP's
value of 119 mm is nearly 2.5 times larger than observations. It should be noted that signif-
ECMW-NCEP [mm]
ECMW-EEVP [mm] ECMW-EEVP [%]
Figure 4-9: Annual precipitation difference between ECMW and NCEP simulations high-
lighting boundary condition effects in a) total annual difference (mm) and b) percent dif-
ference. Also shown are annual precipitation differences between ECMW and EEVP high-
lighting effects of evaporation changes in c) total annual difference (mm) and d) percent
difference.
ECMW-NCEP [%]
icant smoothing does occur in CRU estimates, which accounts for the eight closest station
observations in calculating each gridbox's value. However, such large interannual variabil-
ity reveals the model's inability to capture year to year variation in rainfall. Similar results
were found in Small et al. [1999] where overestimations in RegCM's annual rainfall led to
overestimations in interannual variability for semi-arid regions of central Asia. Likewise,
the coefficient of variation, C,, which measures the dimensionless dispersion of a distribu-
tion is, as expected, significantly higher for NCEP at 0.77 versus 0.32 for CRU. In fact, all
simulations have coefficients of variation approximately between 0.7 and 0.8 (Table 4.3).
These quantities indicate that using the mean alone to describe model performance is insuf-
ficient thus, the interannual variability of the model's rainfall is of particular importance.
These wildly varying annual totals can also be seen in Figure 4-10 where RegCM3 (NCEP
shown) simulates the correct cycle of wet and dry years compared to observations but over-
estimates the magnitude of above average rainfall years. Also noticeable in Figure 4-10a,
is the muted variability of CRU when compared to satellite measurements of rainfall such
as GPCP. Consequently, GPCP's standard deviation is 81 mm compared to CRU's 33 mm
(Table 4.3). Although it is important to note the coarse resolution of GPCP (2.50 x 2.50),
NCEP variability is still significantly larger than GPCP as well.
By forcing RegCM3 with ERA40 boundary conditions, interannual variability is re-
duced in RegCM3 simulations. This reduction is better seen in Figure 4-11 which shows
model results plotted against observations (CRU & WMO) with the bias, root mean square
error (rmse), and the slope of the best fit line, M, displayed. The model's bias describes
how well it can reproduce observed mean conditions. The root mean square error (rmse)
provides an overall error of model simulations and hence better reflects how well the model
reproduces year to year variations in rainfall. Since the rmse includes the bias within the
statistic, an improvement to the bias usually results in an improvement to the rmse. The
slope is defined as the slope of the best fit line of model output versus observations. A slope
greater than one represents model results that overpredict yearly variability while a slope
less than one represents an underestimation in interannual variability. Thus, an improve-
ment to the bias, rmse, and slope indicates a model that can more accurately predict mean
observational conditions as well as interannual variations in these observations.
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Figure 4-10: Time series (1982-2002) of annual rainfall (mm) for a) country of Kuwait in-
cluding CRU, GPCP observations, NCEP simulation, and EEVP simulation and b) Kuwait
City for same datasets plus WMO airport rain gauge
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As seen in Figure 4-11 a, NCEP exhibits the highest rmse of 102.7 mm per year. Com-
bined with a slope of 2.6, this simulation clearly does poorest in describing year to year
variations in Kuwait rainfall. In fact, in wetter years (those with observations greater than
110mm) NCEP's slope is significantly larger than 2.6. By introducing ERA40 LBC's, the
rmse is reduced by 20 mm per year (82.7 mm per year) and the slope is reduced to 2.3.
Moreover, ECMW simulations are wetter for years in which NCEP is drier than CRU (see
Figure 4-11 a & 4-11 b ). Conversely, ECMW simulates drier years for those in which NCEP
is significantly wetter than CRU. Both improvements contribute to a reduction in yearly
standard deviations by 15%. Therefore, ECMW better captures year to year variations in
Kuwait rainfall.
Comparison to WMO
Due to the large discrepancy in CRU & GPCP values, a comparison is made between
Kuwait International Airport's (Kuwait City) rain gauge data and the closest corresponding
gridbox in observations and model output. Looking at WMO comparisons (Figure 4-11d),
NCEP performs somewhat better at Kuwait City with a rmse of 92.7 mm per year and a
slope of 1.9. However, with a yearly standard deviation of 147 mm, NCEP's value is still
two times that of WMO. The improvement in rmse and slope is most likely due to the
larger variability in the WMO rainfall record. More specifically, WMO has a value of 74
mm which is nearly double that of CRU, thus providing more evidence that CRU values
may in fact be smoothed. For example, Figure 4-10b shows that CRU's annual rainfall for
Kuwait City is significantly less than that reported by WMO in relatively wet years (e.g.
1992, 1995, & 1997). Moreover, as expected, WMO exhibits a larger C, at 0.66 than CRU
(0.40). As discussed in Chapter 2, techniques used to construct the CRU dataset explain
these discrepancies between WMO and CRU. In any event, ECMW performs significantly
better with a bias lower by nearly 20 mm per year and a rmse of only 59.6 mm per year. The
slope of the best fit line is much closer to unity at 1.4, thus capturing year to year variations
in Kuwait City rainfall better than NCEP. This improvement is further seen in the standard
deviation of ECMW which is 25% smaller than NCEP (see Table 4.3). It is believed that
ECMW's smaller totals in extreme rainfall events contributes most to this improvement.
For instance, in 1997, NCEP predicts nearly 425 mm of rainfall, while for the same year,
ECMW only simulates 340 mm, an amount which is nearly 20% less. Thus, with a smaller
bias, nearly a 40% reduction in rmse, and a slope closer to unity, ECMW more accurately
simulates the rainfall distribution of Kuwait City.
4.4.3 Effects of Sub-cloud Layer Evaporation
As discussed prior, RegCM3 forced with either NCEP or ECMWF boundary conditions
significantly overestimates Kuwait's rainfall (Figure 4-7). This wet bias can also be seen in
Table 4.4 where an overestimation in Kuwait annual rainfall by 44 and 38 mm occurs, re-
spectively. Although using ERA40 boundary conditions reduces the interannual variability
of the model, a large wet bias still exists over Kuwait. By improving the large scale rainfall
evaporation rate coefficient as well as introducing sub-cloud layer rainfall evaporation in
the convection scheme, a significant reduction in annual rainfall occurs (Figure 4-9c). It
is important to note that although the same daily rainfall events occur in Kuwait for both
ECMW and EEVP, the magnitude of the rainfall associated with any of these events is sig-
nificantly reduced in EEVP. Additionally, results indicate that using dynamic evaporation
does not markedly modify the spatial distribution of rainfall across the entire domain (see
Figure 4-6d). Further work completed compared ECMW & EEVP vertical profiles of spe-
cific humidity and temperature. Minimal differences were observed (on the order of 0.01 g
kg - 1 & 'C). These findings demonstrate that model dynamics are not significantly altered
by changes made to RegCM3. Figure 4-9c displays the actual difference (in mm) of rainfall
that is evaporated from ECMW in the EEVP simulation. Encouragingly, areas in the do-
main that RegCM3 significantly overestimates precipitation are the same areas where most
precipitation evaporates (compare Figures 4-7b and 4-9c). For example, over the coast-
lines of the Black & Caspian Seas and the Zagros Mountains where rainfall is significantly
overestimated, nearly 500 mm of rainfall evaporates in EEVP. In addition, note the large
amount of rainfall that has evaporated over the Arabian Peninsula and Persian Gulf coast
where once a significant wet bias occurred in the model (Figure 4-7). As a result, moving
further south in the domain to the lands of the hot, arid Syrian & Arabian Deserts, an in-
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crease in the percentage of total rainfall that evaporates is clearly visible (see Figure 4-9d).
For example, in parts of Saudi Arabia more than a third of the total rainfall simulated by
RegCM3 in earlier simulations evaporates in EEVP. Therefore, by incorporating this new
evaporation scheme, reductions in annual rainfall totals are clearly noticeable.
Comparison to CRU
As seen in Figure 4-11 la & 4-11 lb, both NCEP and ECMW simulations contain large bi-
ases of 44.1 and 37.8 mm per year. With our improvements to evaporation in the model,
RegCM3's bias is reduced by 21 mm (or 16%) to 126 mm per year. More specifically, in
the five years in which ECMW overestimates CRU annual rainfall by the largest amounts,
EEVP provides significant reductions in yearly totals. This trend is clearly seen in Figure
4-10a. For example, in the wet years of 1992, 1997, and 2000, EEVP values fall much
closer to CRU or GPCP observations. As a result, EEVP contains a bias of only 16.9 mm
compared to CRU observations. Also encouraging, this improved evaporation scheme does
not drastically reduce dry years (annual rainfall less than 50 mm); only twice do EEVP
values fall significantly below observations or other simulations. Additionally, the yearly
standard deviation of EEVP (88 mm) is 13% lower than that of ECMW (101 mm). As a
result, an improvement is also made to the rmse and slope (see Figure 4-1 lc). In short,
EEVP's smaller bias suggests it is able to produce mean observational values better than
NCEP or ECMW. In addition, EEVP's 20% reduction in rmse to 65.2 mm per year suggests
that this simulation best represents the year to year variation in Kuwait rainfall. Lastly, from
Figure 4-11 c it is also noticeable that EEVP's scatter of points lies closest to the one-to-one
line of all simulations, or rather, has a slope closest to unity resulting in the most accurate
simulation of interannual variability amongst simulations. Therefore, EEVP performs best
in simulating the overall hydroclimatology of Kuwait.
Comparison to WMO
Since large differences occur in annual rainfall totals between GPCP & CRU, WMO data is
also used in comparing simulations' yearly means. The closest gridbox to Kuwait City Air-
port in RegCM3 simulations is compared to airport rain gauge data (WMO). From Figure
4-11e & 4-11f, one can see that RegCM3 forced with ERA40 boundary conditions per-
forms better against WMO than against CRU. That is, both RegCM3 simulations (ECMW
& EEVP) contain smaller biases, rmse, and slopes for the comparison at the airport (see
Table 4.4). This is due mostly to rain gauge values that are larger than CRU measurements
for this locale. Nevertheless, apparent in Figure 4-11lie, ECMW still contains a large bias
of 31.2 mm per year at the airport. The wet bias is mostly caused by RegCM3's difficulty
in accurately capturing heavy rainfall years. For example, the wettest three years in WMO
are substantially overestimated in the ECMW simulation (Figure 4-11e). By including the
modified SUBEX and new convective evaporation schemes, EEVP dramatically decreases
total rainfall in each of these wet years (Figure 4-11f). Moreover, four out of the five
wettest years simulated in ECMW have a significant reduction in total rainfall in EEVP.
This decrease leads to a large reduction in the bias to 9.9 mm per year. Now, simulations
are within 9% of observations. Lastly, with modifications made to RegCM3's precipita-
tion schemes, gains in the rmse, slope, and interannual variability are made. For example,
EEVP exhibits the lowest rmse (52.2 mm per year) and slope, M, of 1.3 (Table 4.4). As
a result, it is clearly visible in Figure 4-11f that EEVP's scatter of points also lies closest
to the one-to-one line of all simulations performed. Thus, compared to NCEP & ECMW,
EEVP does significantly better in predicting not only Kuwait's annual rainfall but also the
annual variation in rainfall.
Versus CRU Versus WMO
Bias [mm] RMSE [mm] M Bias [mm] RMSE [mm] M
CRU - - - -12.2 39.2 0.51
NCEP 44.1 102.7 2.6 49.5 92.7 1.9
ECMW 37.8 82.7 2.3 31.2 59.6 1.4
EEVP 16.9 65.2 1.9 9.9 52.2 1.3
Table 4.4: Summary statistics for country of Kuwait (simulations versus CRU) and Kuwait
City International Airport (versus WMO.) Bias in mm, root mean square error (RMSE) in
mm, and slope of the best fit like (M) are presented. Values provided are for the period of
1982-2002 when observations were available from airport (14 years.)
Chapter 5
Conclusions and Future Work
5.1 Summary of Data Analysis
By compiling multiple datasets, basic characteristics and statistics of Kuwait's rainfall are
presented. As mentioned prior, discrepancies between CRU, GPCP, and WMO datasets
arise from averaging techniques used in creating both CRU and GPCP data. Nevertheless,
annual rainfall totals vary from 112 mm (CRU) to 188 mm (GPCP) for the country. In
addition, all three datasets show the seasonal cycle of rainfall beginning in November,
peaking in both January and March, and subsiding by April. Moreover, yearly standard
deviations range from 39 mm (CRU) to 72 mm (GPCP) while small interdecadal variability
is observed.
Interannual variability of Kuwait rainfall is weakly influenced by both tropical (ENSO)
and mid-latitude (European rainfall) atmospheric features. Since Kuwait is located in the
transitional zone between the tropics and mid-latitudes, rainfall in the country is expected
to be connected with both tropical climates as well as mid-latitude climates. Here it is
found that within the past twenty-five years, Kuwait annual rainfall anomalies are signif-
icantly correlated with the Southern Oscillation or El Nifio phenomenon. The correlation
explains 16% (CRU) or 23% (GPCP) of annual rainfall variability in Kuwait. Likewise,
significant spatial correlations are found between Kuwait's rainfall and rainfall over Eu-
rope and the Mediterranean region. More specifically, Kuwait's annual rainfall (November
through April) is found to be negatively correlated with corresponding Eurasian rainfall
totals. On the other hand, regions of the Mediterranean, and northern Africa are found to
have positive correlation with Kuwait's annual rainfall totals. In addition, seasonal variabil-
ity of the country's rainfall can be explained by the north-south migration of the dominant
storm track over the region. That is, a positive correlation with precipitation over the east-
ern Mediterranean in January shifts further south toward the Red Sea by February before
moving north again towards Israel and Syria by March. Although most relationships pre-
sented here are statistically significant, they are insufficient for forecasting Kuwait rainfall
accurately.
5.2 Summary of Modeling Research
By implementing and improving a simple, yet physically based, sub-cloud layer evapo-
ration scheme, RegCM3's rainfall performance over a semi-arid region has been greatly
improved. More specifically, by incorporating dynamic evaporation, the model shows a
strong response to rainfall evaporation in sub-cloud layers. As a result, mean model results
are now substantially closer to observational datasets. For example, newest model simula-
tions are now within 15% of CRU observations for Kuwait's mean annual rainfall as seen
in Figure 5-1. Furthermore, model biases have dropped from nearly 45 mm to 16 mm per
year. This improvement is noted all along the Arabian Peninsula where previously a large
wet bias in rainfall was simulated by RegCM3 (compare Figure 4-7b to Figure 5-la and
Figure 4-7d to 5-1b). Therefore, it is confirmed that sub-cloud layer evaporation is indeed
an important physical process in simulating the mean hydroclimatology of arid regions.
In addition to strides made in annual rainfall totals, simulations of year to year fluctu-
ations in Kuwait rainfall have also been substantially improved. By implementing ERA40
boundary conditions and incorporating dynamic evaporation scheme, interannual variabil-
ity as well as root mean square errors are significantly reduced. More specifically, a 36%
reduction in rmse and 25% reduction in yearly standard deviations occur between NCEP
and EEVP. Furthermore, incorporating dynamic evaporation (EEVP) reduces the rmse for
Kuwait an additional 17.5 mm per year. Thus, it is shown that along with ERA40 boundary
conditions, including sub-cloud layer evaporation in RegCM3 helps improve the accuracy
of simulating the interannual variability of rainfall in semi-arid climates. Encouragingly,
rainfall totals now consistently fall in between CRU rain gauge data and GPCP satellite
measurements, (Figure 4-10). For example, as shown in Figure 4-10b, EEVP totals lie
between WMO & GPCP in most years, particularly the wet years of 1992, 1995, & 1997.
Although values now lie closer to these observational datasets, the inaccuracy of RegCM3
in capturing the interannual variability of rainfall is one area still in need of improvement.
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Figure 5-1: Annual precipitation differences between CRU observations and EEVP simu-
lations in a) total difference (mm) and b) percent of total CRU observations.
5.3 Conclusions & Future Work
The combined analysis presented on the hydroclimatology of Kuwait offers a comprehen-
sive and concise description of the country's rainfall at both the seasonal and interannual
timescales. Understanding more of the features that dictate variability at these timescales
may allow for the possibility of predicting future variability of Kuwait rainfall. For exam-
ple, if confirmed that anthropogenic forcings do indeed cause an increase in both El Nifio
strength and frequency, then understanding the relationship between ENSO and Kuwait
rainfall becomes particularly useful in forecasting changes to the country's rainfall.
In addition, the modified version of RegCM3 presented can now be used to better sim-
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ulate natural climate variability across arid and semi-arid climates. As a result, this tool
could be used to predict more accurately changes in rainfall patterns induced by anthro-
pogenic activity in such regions. Therefore, a number of experiments could be performed
in the sensitivity analysis of Kuwait's environment-climate feedback. For example, the
ability to better predict rainfall patterns leads to the ability to better model vegetation dy-
namics as well as other land surface processes. Since vegetation and land surface physics
play a vital role in the biosphere-atmosphere feedback, these findings should help advance
the understanding of this non-linear, dynamic coupling in semi-arid climates.
Lastly, future work includes revising the existing formulation of rainfall evaporation.
An examination of the original assumption that evaporation is driven mainly by relative
humidity will be performed. Such a formulation may be incomplete since it does not ex-
plicitly account for the absolute vapor pressure deficit (or specific humidity) for any given
climate but rather is driven by the relative humidity deficit. For example, total rainfall
evaporation over arid regions will differ from those over mid-latitude regions due to the
strong non-linear dependence of the saturation vapor pressure on temperature (the Clau-
sius Clapeyron effect). As a result, an arid climate's air mass has a larger saturation vapor
pressure than a mid-latitude climate. Therefore, its vapor pressure deficit will be larger
even given the two regions have the same relative humidity. Thus, in this modified repre-
sentation, a specific location's saturation vapor pressure (or specific humidity) is explicitly
accounted for in deriving rainfall evaporation. Therefore, a more robust representation of
subcloud evaporation across different climates would be presented. Results for this new
formulation will be documented in the near future.
Appendix A
BATSle Formulations and Tables
Relevant equations and parameters used in BATS l e are listed below. All formulations are
derived from the work of Thom and Oliver [1977], Dickinson et al. [1993], and Winter
[2006].
Albedo calculations:
Albedo, ALBG can be represented mathematically as:
ALBG = ALBGO + Ag (Sw) (A.1)
where ALBGO is the albedo for a saturated soil and Aog(Ssw) is a function of the surface
soil water content SsW and upper soil layer depth, which gives the increase of albedo due
to the dryness of surface soil [Dickinson et al., 1993].
Surface Drag Coefficients:
The drag coefficient, CD, is given by the drag coefficient for neutral stability, CDN, and the
surface bulk Richardson number, RiB [Dickinson et al., 1993]:
CD = CDN(1 + 24.5(-CDNRiB)1/2)
= CDN/(1 + 11.5RiB)
RiB < 0
RiR > 0 (A.2)
with CDN calculated from mixing-length theory as follows:
CDN = n( o) (A.3)
where k is the von Karman constant, zo is the roughness length, and zl is the height of the
lowest model level [Dickinson et al., 1993].
Plant Water expressions:
Implemented in combination with the drip formulae of Massman [1980], interception is
calculated as:
LW= W• ) 2/3 (A.4)
WDMAX)
where, L, is the fractional area of leaves covered by water, Wdae is the total water in-
tercepted by the canopy, and WDMAX is the maximum amount of water the canopy can
hold.
It is important to note that in BATS, interception encourages evaporation from wet leaf
surfaces while suppressing transpiration from these leaves [Dickinson et al., 1993]. Root
resistance follows the work of Federer [1979], Hillel [1980], and Molz [1981]. Follow-
ing the methodology of Jarvis [1976] and Hinckley et al. [1978], specific environmental
variables, [i.e. solar radiation, temperature, soil moisture, and vapor pressure deficit] are
weighted and combined to find stomatal resistance, rs. Ultimately, this process is simi-
lar in manner as the work presented by Monteith [Thom and Oliver, 1977] to calculate
transpiration [Dickinson et al., 1993].
r. = rsmin x Rf x Sf x Mf x Vf (A.5)
where r,,in is the minimum stomatal resistance, Rf is the dependence of rs on solar ra-
diation, Sf is the seasonal temperature factor, Mf is a function of soil moisture and root
uptake of water, and Vf gives the dependence of r, on the vapor pressure deficit [Dickinson
et al., 1993].
Transpiration formulation:
Transpiration, Etr, is expressed as:
Etr = 6(E~ ET)Ld (la + EWE T  (A.6)
where ra is the resistance for heat and water vapor flux, EWET is the evaporation rate
of water from leaves and stems per unit wetted area, Ld is the fraction of foliage allowed
to transpire, and 6 is a step function that is 1 (0) when the argument E vET is positive
(negative) [Dickinson et al., 1993].
Soil Temperature equation:
One of the more important surface variables, surface soil temperature, T91, is expressed as:
dT 1CAt a + 2AT9, = B (A.7)
Here, A is a function of the diurnal frequency, B is a term proportional to net surface
heating, C is dependent on the thermal inertia of freezing, and At is the timestep in seconds.
The soil temperature expression is modeled after the force restore method of Deardorff
[1978], and is explicitly documented in Dickinson and Sellers [1988]. Following the work
of Maykut and Untersteiner [1971] and Semtner Jr. [1976], a simpler scheme for sea ice is
used and basically models a constant heat conduction from the ocean.
Infiltration and Runoff expressions:
Infiltration is dictated by the diffusivity, D, which is mathematically expressed as:
D = K..ooBsB+2 (A.8)
where K,, is the hydraulic conductivity, s is the volume of water divided by the volume of
water at saturation, B is the Clapp and Hornberger [1978] exponent, and q0 is the minimum
soil suction [Dickinson et al., 1993]. At larger length scales, infiltration can be influenced
by the subsoil drainage [Dickinson et al., 1993].
Runoff R8 is formulated by:
Rs = (pw/Pwsat) 4G
= (Pw/pwsat)G
Tg1  00C
T 1, < 00 C (A.9)
Here, the soil water density, Pw, is weighted toward the top layer, Pwsat is the saturated soil
water density, and G is the net water applied to the surface [Dickinson et al., 1993].
Parameter Land Cover/Vegetation Type
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Max fractional
vegetation cover
Difference between max
fractional vegetation
cover and cover at 269 K
Roughness length (m)
Displacement height (m)
Min stomatal
resistence (s/m)
Max Leaf Area Index
Min Leaf Area Index
Stein (& dead matter)
area index)
Inverse square root of
leaf dimension (n- 1/2)
Light sensitivity
factor (m 2 W - 1)
Upper soil layer
depth (mm)
Root zone soil
layer depth (mm)
Depth of total
soil (mm)
Soil texture type
Soil color type
Vegetation albedo for
wavelengths < 0.7 p m
Vegetation albedo for
wavelengths > 0.7 p m
0.85 0.80 0.80 0.80 0.80 0.90 0.80 0.00 0.60 0.80 0.35 0.00 0.80 0.00 0.00 0.80 0.80 0.80 0.80 0.80
0.6 0.1 0.1 0.3 0.5 0.3 0.0 0.2 0.6 0.1 0.0 0.4 0.0 0.0 0.2 0.3 0.2 0.4 0.4
0.08 0.05 1.00 1.00 0.80 2.00 0.10 0.05 0.04 0.06 0.10 0.01 0.03 0.0004 0.0004 0.10 0.10 0.80 0.3 0.3
0.0 0.0 9.0 9.0 0.0 18.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
45 60 80 80 120 60
6 2 6 6 6 6
0.5 0.5 5 1 1 5
60 200 80 45 150 200 45
6 0 6 6 6 0 6
0.5 0 0.5 0.5 0.5 0 0.5
0.5 4.0 2.0 2.0 2.0 2.0 2.0 0.5 0.5 2.0 2.0 2.0 2.0 2.0
10 5 5 5 5 5 5 5 5 5 5 5 5 5
0.02 0.02 0.06 0.06 0.06 0.06 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02
100 100 100 100 100 100 100 100 100 100 100 100 100 100
2.0
80 120 100 120 120
6 6 6 6 6
5 1 3 0.5 0.5
2.0 2.0 2.0 2.0 2.0
5 5 5 5 5 p
0.02 0.02 0.02 0.06 0.02 0.02
100 100 100 100 100 100
1000 1000 1500 1500 2000 1500 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 2000 2000 2000
3000 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000
6 6 6 6 7 8 6 3 6 6 5 12 6 6 6 6 5 6 6 0
5 3 4 4 4 4 4 1 3 3 2 1 5 5 5 4 3 4 4 0
0.10 0.10 0.05 0.05 0.08 0.04 0.08 0.20 0.10 0.08 0.17 0.80 0.06 0.07
0.30 0.30 0.23 0.23 0.28 0.20 0.30 0.40 0.30 0.28 0.34 0.60 0.18 0.20
0.07 0.05 0.08 0.06 0.06 0.06
0.20 0.23 0.28 0.24 0.18 0.18
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