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In this study, the step size strategies are obtained such that the local error is smaller than
the desired error level in the numerical integration of a type of nonlinear equation system in
interval [t0, T ]. The algorithms are given for calculating step sizes and numerical solutions
according to these strategies. The algorithms are supported by the numerical examples.
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1. Introduction
Selection of the step size is one of themost important concepts in numerical integration of differential equation systems.
It is not practical to use constant step size in numerical integration. If the selected step size is large in numerical integration,
the computed solution can diverge from the exact solution. And if the chosen step size is small, the calculation time, number
of arithmetic operations, and the calculation errors start to increase. So, if the solution is changing rapidly, the step size
should be chosen small. Inversely, if the solution is changing slowly, we should choose bigger step size.
The existence and uniqueness of the solution of the problemmust be considered in the step size selection. Picard theorem
and Lipschitz condition are well-known concepts which are related to the existence and uniqueness of the solution. Picard
theorem can be found in [1–3] and Lipschitz condition can be situated in [1–6].
If the existence and uniqueness of the solution of the problem are known:
x′ = f (t, x), x(t0) = x0 (1.1)
the step size has been obtained as follows for Euler’s method in [7]
hi ≤
 2δL
max
τ∈[ti−1,ti)
|z ′′(τ )|
 12 , (i = 1, 2, . . . , n)
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and for the second-order Runge–Kutta method as follows,
hi ≤

12δL
Mti
 1
3
, (i = 1, 2, . . . , n)
where maxτ∈[ti−1,ti) |(ftt + 2f .ftx + fx.ft + f .f 2x + f 2fxx)(τ )| ≤ Mti in [7,8] such as local error is smaller than required error
level δL in each step of the integration.
If the existence of the solution of the Cauchy problem given by Eq. (1.1) on region D = {(t, x) : |t− t0| ≤ a, |x− x0| ≤ b}
is unknown; the step size has been given as
hi = min{a, b0i−1/Mi},
where yi is the numerical solution obtained in the ith step, z(t) is the solution of the Cauchy problem z ′ = f (t, z), z(ti−1) =
yi−1, bi−1 is the upper bound of |z − yi−1| error, b0i−1 = min{b0i−2, bi−1}, Di−1 = {(t, z) : |t − ti−1| ≤ a, |z − yi−1| ≤ b0i−1}
andMi is the upper bound of f (t, z) on region Di−1 [7,9].
It is known that the solution of the Cauchy problem for the linear system
X ′(t) = AX(t), X(t0) = X0 (1.2)
exists and unique on the region D = {(t, X) : |t − t0| ≤ T , |xj − xj0| ≤ bj}, where A = (aij) ∈ RN×N , X(t) = (xj(t)),
X0 = (xj0); xj0 = xj(t0), X(t), X0 and b = (bj) ∈ RN . The step size has been obtained as
hi ≤ 1
α
4√N5

2δL
βi−1
 1
2
(1.3)
such as local error is smaller than δL-error level for the Cauchy problem (1.2). Here, α = max1≤i,j≤N |aij|,
max1≤j≤N(supti−1≤τi<ti |zj(τi)|) ≤ βi−1 [10,11].
In addition, if it is desired that the local error is closer to δL in ith step of the numerical integration, the step size has been
given as following
hi = γ p−2hˆi; hˆi ≤ 1
α
4√N5

2δL
βi−1
 1
2
,
where hˆi is the proposed step size in inequality (1.3), γ > 1 is a real number, δL is the required error level,
α = max1≤i,j≤N |aij|, max1≤j≤N(supti−1≤τi,j<ti |zj(τi,j)|) ≤ βi−1 [10,11].
In this study, we aimed to develop step size strategies for the following system
X ′(t) = AX(t)+ ϕ(t, X) (1.4)
using strategies mentioned above.
In Section 2; the concept of local error given in [7,8,12] as being defined for systems of differential equations and local
error analysis has been examined. The step size strategy for linear systems has been remained. In Section 3, the step size
strategies have been given for a type of nonlinear equation system. In Section 4; algorithmswhich calculate step sizes based
on the given strategies and numerical solutions have been given. Finally, the effectiveness of the proposedmethod has been
demonstrated by application to specific problems as the mechanical oscillator equation, the logistic growth model and the
van der Pol equation in Section 5.
2. Preliminaries
Consider the Cauchy problem
X ′ = F(t, X), X(t0) = X0 (2.1)
on the region D = {(t, X) : |t − t0| ≤ T , |xj − xj0| ≤ bj}, where X(t) = (xj(t)), X0 = (xj0); xj0 = xj(t0), F(t, X) = (fj);
fj = fj(t, x1, x2, . . . , xN), F(t, X) ∈ C1([t0 − T , t0 + T ] × RN), X(t), X0 and b = (bj) ∈ RN . We let give some basic concepts
for the Cauchy problem given by the Eq. (2.1).
2.1. Basic concepts for system of differential equations
In this study, as a norm in RN we use Euclidean norm, which is defined as follows
∥y∥ =
 N
j=1
y2j , y = (yj) ∈ RN .
For every A = (aij) ∈ RN×N , we use the Frobenius norm, i.e.
∥A∥ =
 N
i=1
N
j=1
a2ij.
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2.1.1. Local error
We give concept of local error, which is given for Cauchy problem (1.1) in [7,8,12], for Cauchy problem (2.1) as follows.
Let us construct the Cauchy problem given as follows
Z ′ = F(t, Z), Z(ti−1) = Yi−1, Y0 = X0, t ∈ [ti−1, ti), (2.2)
where Yi = (yij) ∈ RN is the numerical solution taken from numerical method in step i.
Vector of local error LEi of a numerical method is given by
LEi = Yi − Z(ti) =

yi1 − z1(ti)
yi2 − z2(ti)
...
yiN − zN(ti)
 =

LEi1
LEi2
...
LEiN
 (2.3)
and ∥LEi∥ is the local error of the numerical method.
2.1.2. Euler’s method
Euler’s method for Cauchy problem (2.1) is defined in [13] by
Yi+1 = Yi + hi+1Fi.
Here Fi = (fij) ∈ RN , Yi = (yij) ∈ RN and hi+1 = ti+1 − ti.
2.1.3. Error analysis for systems
Let us apply error analysis in [7] to Cauchy problem (2.1). Component LEij of (2.3) is given as follows,
LEij = yij − zj(ti)
= y(i−1)j + hif(i−1)j −

zj(ti−1)+ z ′j (ti−1)(ti − ti−1)+
1
2! z
′′(τij)(ti − ti−1)2

= y(i−1)j + hif(i−1)j −

y(i−1)j + hif(i−1)j + 12! z
′′(τij)h2i

LEij = − 12! z
′′(τij)h2i , j = 1, 2, . . . ,N, τij ∈ [ti−1, ti).
The vector of local error on interval [ti−1, ti) is as follows,
LEi =

LEi1
LEi2
...
LEiN
 = − 12!

z ′′1 (τi1)
z ′′2 (τi2)
...
z ′′N(τiN)
 = − 12!h2i Z ′′(τij). (2.4)
2.2. The step size strategy for linear systems (SSSLS)
Let us consider Cauchy problem (1.2). The local error vector of Cauchy problem (1.2) is obtained as follows
LEi = −h
2
i
2! A
2Z(τij), τij ∈ [ti−1, ti). (2.5)
According to Eq. (2.5), the upper bound of local error for the system (1.2) is given by
∥LEi∥ ≤

1
2
α2βi−1
√
N5h2i , (2.6)
where
α = max
1≤i,j≤N
|aij|, max
1≤j≤N

sup
ti−1≤τi<ti
|zj(τi)|

≤ βi−1. (2.7)
From (2.6) in step i, the step size is calculated by
hi ≤ 1
α
4√N5

2δL
βi−1
 1
2
(2.8)
such that local error ∥LEi∥ < δL, where δL is the error level that is determined by user [10,11].
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3. The step size strategies for a type of nonlinear equation system
We let assume that the solution of the Cauchy problem
X ′(t) = AX(t)+ ϕ(t, X), X(t0) = X0 (3.1)
is unique and exists on the region
D = {(t, X) : t ∈ [t0, T ], |xj − xj0| ≤ bj},
where A = (aij) ∈ RN×N , X ∈ RN and ϕ ∈ C1([t0 − T , t0 + T ] × RN).
Following theorems give the upper bound of local error for Cauchy problem (3.1) to obtain step size strategies.
Theorem 3.1. The vector of local error of Cauchy problem (3.1) is
LEi = −12h
2
i {A2Z(τij)+ Aϕ(τij, Z(τij))+ ϕ′(τij, Z(τij))}, τij ∈ [ti−1, ti). (3.2)
Proof. If the local error analysis is applied to Cauchy problem (3.1), we get:
LEi = Yi − Z(ti)
= Yi−1 + hi[AYi−1 + ϕi−1] − Z(ti−1)− hi[AZ(ti−1)+ ϕ(ti−1, Z(ti−1))] − 12h
2
i Z
′′(τij)
= Yi−1 + hi[AYi−1 + ϕi−1] − Yi−1 − hi[AYi−1 + ϕi−1] − 12h
2
i Z
′′(τij) = −12h
2
i Z
′′(τij)
LEi = −12h
2
i {A2Z(τij)+ Aϕ(τij, Z(τij))+ ϕ′(τij, Z(τij))}, τij ∈ [ti−1, ti). 
Theorem 3.2. The upper bound of local error for Cauchy problem (3.1) is
∥LEi∥ ≤ 12
√
Nh2i {N2α2βi−1 + Nαγi−1 + ζi−1}, (3.3)
where α and βi−1 are given by (2.7),
max
1≤j≤N

sup
ti−1≤τi<ti
|ϕj(τi, z(τi))|

≤ γi−1, max
1≤j≤N

sup
ti−1≤τi<ti
dϕjdt (τi, z(τi))


≤ ζi−1. (3.4)
Proof. If we take norm of the Eq. (3.2), we obtain;
∥LEi∥ = 12h
2
i ∥A2Z(τij)+ Aϕ(τij, Z(τij))+ ϕ′(τij, Z(τij))∥, τij ∈ [ti−1, ti)
∥LEi∥ ≤ 12h
2
i {∥A2Z(τij)∥ + ∥Aϕ(τij, Z(τij))∥ + ∥ϕ′(τij, Z(τij))∥}
and we get,
∥LEi∥ ≤ 12h
2
i {∥A∥2∥Z(τij)∥ + ∥A∥ ∥ϕ(τij, Z(τij))∥ + ∥ϕ′(τij, Z(τij))∥}. (3.5)
Since the inequalities
∥A∥ ≤ Nα, ∥Z∥ ≤ √Nβi−1, ∥ϕ∥ ≤
√
Nγi−1,
dϕdt
 ≤ √Nζi−1
are valid for every A = (aij) ∈ RN×N , Z = (zj) ∈ RN , taking α and βi−1 as in (2.7), γi−1 and ζi−1 as in (3.4), the inequality
(3.5) can be written as
∥LEi∥ ≤ 12
√
Nh2i {N2α2βi−1 + Nαγi−1 + ζi−1}. 
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Strategy 3.1. According to the upper bound of local error given by inequality (3.3); the step size is calculated with
hi ≤ N−1/4

2δL
N2α2βi−1 + Nαγi−1 + ζi−1
1/2
, (3.6)
where α and βi−1 as in (2.7), γi−1 and ζi−1 as in (3.4); in the ith step of the numerical integration of Cauchy problem (3.1)
such as the local error is smaller than δL-error level.
Strategy 3.2. We let give a new step size strategy for Cauchy problem (3.1) using strategy (2.8) which has been given for the
Cauchy problem of the linear systems.
The numerical solution of Cauchy problem (3.1) is calculated with the step size
⌢
h i = 1
α
4√N5

2δL
βi−1
 1
2
(3.7)
as proposed for the linear Cauchy problem (1.2) in the ith step of the integration. Therefore, there is a real number ξi for the
local error of Cauchy problem (3.1) such as
1
2
√
N
⌢
h 2i [N2α2βi−1 + Nαγi−1 + ζi−1] = ξiδL,
where α and βi−1 as in (2.7), γi−1 and ζi−1 as in (3.4). Hence; we get
δL = 12
 ⌢
h i√
ξi
2√
N[N2α2βi−1 + Nαγi−1 + ζi−1]
and the step size is calculated with
hi ≤
⌢
h i√
ξi
(3.8)
for the ith step of the numerical integration of Cauchy problem (3.1).
Thus, the solution of Cauchy problem (3.1) is calculated such that the local error is smaller than the required error level
δL.
Corollary 3.1. For the linear Cauchy problem (1.2), Strategies 3.1 and 3.2 are equivalent to SSSLS.
Proof. Let us take ϕ(t, X) = 0 in Cauchy Problem (3.1). Since γi−1 = 0, ζi−1 = 0 and ξi = 1 in this case, it is clear that
Strategies 3.1 and 3.2 are equivalent to SSSLS. 
4. Algorithms
Before giving the algorithms, let us recall the step size control algorithm. This control algorithm is to control the step
size strategies and to stop the algorithms which are going to be given from now. The step size control algorithm is given as
follows:
K: 1. If
k−1
i=1 hi + hˆk ≤ T ; then
1.1. If hˆk > h∗; then hk = hˆk.
1.2. If hˆk < h∗; then hk = 0 and the process stops.
2. If
k−1
i=1 hi + hˆk > T ; then ˆˆhk = T −
k−1
i=1 hi.
2.1. If ˆˆhk > h∗; then hk = ˆˆhk.
2.2. If ˆˆhk < h∗; then hk = 0 and the process stops.
Here; k is the step number, hˆk is the proposed step size by the considered step size selection and h∗ is the practical step
size parameter [7].
Algorithm 4.1. Algorithm 4.1 calculates the step sizes given by Eq. (3.6) and the numerical solution of Cauchy problem (3.1)
using these step sizes.
Step 0 (Input). t0, T , b, h∗, δL, X0, ϕ(t, X),A
Step 1. Calculate α as in (2.7) and dϕ(t,X)dt .
Step 2. Calculate βi−1 as in (2.7), calculate γi−1 and ζi−1 as in (3.4).
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Step 3. Calculate step size hˆi as in (3.6).
Step 4. Control step size with K- algorithm.
Step 5. Calculate ti = ti−1 + hi and Yi = (I + hiA)Yi−1 + hiϕ(ti−1, Yi−1).
Example 4.1. Consider the Cauchy problem
x′1
x′2

=

100 0
25 100

x1
x2

+

0
3x21

,

x1(0)
x2(0)

=

1
1

(4.1)
on D = {(t, xi) : t ∈ [0, 0.05], |xi − xi0| ≤ 5}. Let us calculate the numerical solution of Cauchy problem (4.1) using
Algorithm 4.1 with the values of h∗ = 10−12, δL = 10−1. The results have been summarized in Table 1 and in Fig. 1.
Table 1
The values of hi and ∥LEi∥ which have been calculated with
Algorithm 4.1 for Example 4.1.
i hi ∥LEi∥
1 0.7066605946e−3 0.4425922773e−2
2 0.7011462842e−3 0.4681614387e−2
3 0.6953676144e−3 0.4943561658e−2
4 0.6893268517e−3 0.5210921024e−2
.
.
.
.
.
.
.
.
.
207 0.6588534113e−4 0.3888339916e−1
208 0.5267133e−4 0.2518536512e−1
0,005
20 40 60 80 100
i
120 140 160 180 200
0,010
0,015
0,020
0,025
0,030
0,035
h[i] LE[i]
Fig. 1. hi and ∥LEi∥which have been calculated with Algorithm 4.1 for Example 4.1.
Algorithm 4.2. Let us give the Algorithm 4.2 to calculate the numerical solution of Cauchy problem (3.1) using the step sizes
given by Eq. (3.8).
Step 0 (Input). t0, T , b, h∗, δL, X0, ϕ(t, X),A
Step 1. Calculate α as in (2.7) and dϕ(t,X)dt .
Step 2. Calculate βi−1 as in (2.7).
Step 3. Calculate
⌢
h i as in (3.7).
Step 4. Calculate γi−1 and ζi−1 as in (3.4).
Step 5. Calculate ξi; ξi = 12δL
√
N
⌢
h 2i [N2α2βi−1 + Nαγi−1 + ζi−1].
Step 6. Calculate the step size hˆi as in (3.8).
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Step 7. Control step size with K- algorithm.
Step 8. Calculate ti = ti−1 + hi and Yi = (I + hiA)Yi−1 + hiϕ(ti−1, Yi−1).
Example 4.2. Consider the Cauchy problem
x′1
x′2

=
−1 1
0 2

x1
x2

+

tx22
0

,

x1(0)
x2(0)

=

1
1

(4.2)
on D = {(t, X) : t ∈ [0, 1], |xj − xj0| ≤ 5}. Let us calculate the step size and the numerical solution of Cauchy problem (4.2)
using respectively the Algorithms 4.1 and 4.2. Let take h∗ = 10−12 and δL = 10−1 (see Tables 2a and 2b, Figs. 2a and 2b).
Note 1. If Example 4.1 is resolved with Algorithm 4.2, then the number of the step sizes are same as. In this case, the values
of the calculated step sizes and the occurred local errors are close to the values which are obtained in Algorithm 4.1.
Table 2a
The values of hi which have been calculated with Algorithms 4.1 and 4.2 for
Example 4.2.
Algorithm 4.1 Algorithm 4.2
i hi i hi
1 0.1834986417e−1 1 0.3144182114e−1
2 0.1825099242e−1 2 0.3028033082e−1
3 0.1815016296e−1 3 0.2922982207e−1
4 0.1804739919e−1 4 0.2827079649e−1
.
.
.
.
.
.
.
.
.
.
.
.
58 0.1116133861e−1 58 0.9676055086e−1
59 0.1103262530e−1 59 0.86677998e−2
.
.
.
.
.
.
71 0.9593767015e−2
72 0.39269291e−2
Table 2b
The values of ∥LEi∥which have been calculatedwith Algorithms 4.1 and 4.2 for
Example 4.2.
Algorithm 4.1 Algorithm 4.2
i ∥LEi∥ i ∥LEi∥
1 0.854145975463057933e−3 1 0.253434857681399595e−2
2 0.882367478862261914e−3 2 0.252988998091363896e−2
3 0.911950139731815117e−3 3 0.253757504469621920e−2
4 0.942975142824566929e−3 4 0.255583033530652674e−2
.
.
.
.
.
.
.
.
.
.
.
.
58 0.726753766053366002e−2 58 0.971581200149233132e−2
59 0.746855669929858118e−2 59 0.813582921141354533e−2
.
.
.
.
.
.
71 0.992722626996024940e−2
72 0.172257226914432869e−2
5. Applications
For Cauchy problems given by Eq. (3.1), the Maple procedure has been used in all calculations.
5.1. The mechanical oscillator equation
The mechanical oscillator problem is modeled by the equation
mu′′ + ku′ + cu = F(t),
where m is the mass, k is the damping coefficient, c is the spring constant and F(t) is the driving force (for example, [14],
[15, p. 177]).
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0,005
10 20 30
i
40 50 60 70
0,010
0,015
0,020
0,025
0,030
The value of h[i] obtained
with Algorithm 4.1.
The value of h[i] obtained
with Algorithm 4.2.
Fig. 2a. The step sizes which have been calculated with Algorithms 4.1 and 4.2 for Example 4.2.
0,001
0,002
0,003
0,004
0,005
0,006
0,007
0,008
0,009
10 20 30
i
40 50 60 70
The value of ⎥⎥LE[i]⎥⎥ 
occured in Algorithm 4.1
The value of ⎥⎥LE[i]⎥⎥ 
occured in Algorithm 4.2.
Fig. 2b. The local errors which have been occurred with Algorithms 4.1 and 4.2 for Example 4.2.
Let take us m = 3, k = 75, c = 0 and F(t) = 10 cos(5t) with the initial values u(0) = 0.2, u′(0) = −0.1. In this case,
the equation
3u′′ + 75u′ = 10 cos(5t), u(0) = 0.2, u′(0) = −0.1 (5.1)
can written as
y′1
y′2

=

0 1
−25 0

y1
y2

+

0
10
3
cos(5t)

,

y1(0)
y2(0)

=

0.2
−0.1

where, A =

0 1
−25 0

, ϕ =

0
10
3
cos(5t)

. Consider Cauchy problem (5.1) on D = {(t, yi) : t ∈ [0, 5], |yi − yi0| ≤ 5}. Let us
apply Algorithm 4.1 to Cauchy problem (5.1) using the values of h∗ = 10−12, δL = 10−1. The results have been summarized
in Figs. 3a and 3b.
The exact solution of the problem (5.1) can be found in [15, p. 177].
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i i
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0,008
0,010
0,012
0,014
h[i] LE[i]
Fig. 3a. hi and ∥LEi∥ calculated with Algorithm 4.1 for the mechanical oscillator equation.
100 200 300 400 500 600 700 800 900 1000 100 200 300 400 500 600 700 800 900 1000
numerical
solution
exact
solution
1,5
-1
-0,5
0
0,5
1
1,5
1,5
-1
-0,5
0
0,5
1
Fig. 3b. Numerical and exact solutions of (5.1) calculated with Algorithm 4.1 for the mechanical oscillator equation.
5.2. The logistic growth model
The logistic growth model developed by Pierre Verhulst is the common model in various applied areas, such as biology,
agriculture, marketing, economics etc. (for example, [16]). The population model is formalized by the differential equation:
dy
dt
= ry

1− y
K

(5.2)
where the constant r is the growth rate and K is the carrying capacity [16,17]. Let us solve this problem for r = 0.07,
K = 1000 and y(0) = 150 [15].
Consider Cauchy problem (5.2) on D = {(t, y) : t ∈ [0, 50], |y − y0| ≤ 200}, where N = 1, A = 0.07 and
ϕ = −0.00007y2. Let us apply Algorithm 4.1 to Cauchy problem (5.2) taking h∗ = 10−12 and δL = 10−1. Figs. 4a and
4b demonstrate the results.
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Fig. 4a. hi and ∥LEi∥ calculated with Algorithm 4.1 for the logistic growth model.
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Fig. 4b. Numerical and exact solutions of (5.2) calculated with Algorithm 4.1 for the logistic growth model.
5.3. The van der Pol equation
The another problem is the van der Pol equationwhich is awell known equation in the literature. The van der Pol equation
is an oscillator with nonlinear damping governed by the second-order differential equation
y′′ = µ(1− y2)y′ − y, (5.3)
where y is the dynamical variable and µ > 0 a parameter. This model has been proposed by Balthasar van der Pol
(1889–1959) (for example, [18–20]).
Let us take the Eq. (5.3) with the initial values y(0) = 0.5, y′(0) = 0 and write as
x′1
x′2

=

0 1
−1 µ

x1
x2

+

0
−µx21x2

,

x1(0)
x2(0)

=

0.2
−0.1

where, A =

0 1
−1 µ

, ϕ =

0
−µx21x2

. Consider Cauchy problem (5.3) on D = {(t, xi) : t ∈ [0, 100], |xi − xi0| ≤ 5}. Let us
apply Algorithm 4.1 to Cauchy problem (5.1) using the values of h∗ = 10−12, δL = 10−1. The following figures represent the
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Fig. 5a. hi , y(t) values and limit cycle obtained from Algorithm 4.1 for µ = 0.2 (The van der Pol equation).
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Fig. 5c. hi , y(t) values and limit cycle obtained from Algorithm 4.1 for µ = 5 (The van der Pol equation).
data obtained from Algorithm 4.1 forµ = 0.2,µ = 1 andµ = 5. The figures of y(t) values and the limit cycles given below
are compatible with the existing ones in the literature (see Figs. 5a–5c).
6. Conclusion
In this work, the step size strategies and algorithms were given for the system (3.1). The algorithms calculate step
sizes based on our strategies and numerical solution. The numerical examples were also given using the algorithms. The
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algorithms are suitable to write computer procedure. To calculate step size and numerical solutions, the Maple procedure
has been used.
If ϕ(t, X) = ϕ(X) in Cauchy problem (3.1) as Example 4.1, Algorithms 4.1 and 4.2 give results close to each other. In
other cases, usually the calculation process is completed in fewer stepwith Algorithm 4.2 than Algorithm4.1 as Example 4.2.
So, if the number of the step sizes are desired to be more less, Algorithm 4.2 is more appropriate to use. Otherwise, both
Algorithms 4.1 and 4.2 can be used.
Our strategies and algorithms were applied to some problems frequently encountered in applied sciences. The
effectiveness of our strategies and algorithms were seen by these examples. The figures of solutions obtained from
algorithms and strategies are compatible with the existing ones in the literature.
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