The dynamics of cargo movement in axons encodes crucial information about the underlying regulatory mechanisms of the axonal transport process in neurons, a central problem in understanding many neurodegenerative diseases. Quantitative analysis of cargo dynamics in axons usually includes three steps: (1) acquiring time-lapse image series, (2) localizing individual cargos at each time step, and (3) constructing dynamic trajectories for kinetic analysis. Currently, the later two steps are usually carried out with substantial human intervention. This article presents a method of automatic image analysis aiming for constructing cargo trajectories with higher data processing throughput, better spatial resolution, and minimal human intervention. The method is based on novel applications of several algorithms including 2D kymograph construction, seed points detection, trajectory curve tracing, back-projection to extract spatial information, and position refining using a 2D Gaussian fitting. This method is sufficiently robust for usage on images with low signalto-noise ratio, such as those from single molecule experiments. The method was experimentally validated by tracking the axonal transport of quantum dot and DiI fluorophore-labeled vesicles in dorsal root ganglia neurons. Microsc. Res. Tech. 74:605-613, 2011. V V C 2010 Wiley-Liss, Inc.
INTRODUCTION
Active cargo transport between the cell body and the axon termini of a neuron is an essential process for proper distribution of materials to their respective cellular locations and is vital for the survival and maintenance of the neuronal network (Holzbaur, 2004) . Disruption of the axonal transport process often precedes the death of the neuron and is linked to many neurodegenerative diseases (Collard et al., 1995; Li et al., 2001; Roy et al., 2005; Salehi et al., 2006; Stokin et al., 2005) . Axonal cargoes are transported by molecular motors moving along microtubule tracks (Falnikar and Baas, 2009; Vale, 2003) , exhibiting characteristic patterns of movements such as transport direction, moving speed, running length, pausing frequency, and pausing duration. Those movement patterns underlie regulatory mechanisms that control the axonal transport process. To fully understand the axonal transport process, it is important to follow the trajectory of individual axonal cargos over time. Intrinsic heterogeneity in individual cargo dynamics demands a statistical analysis of many cargo trajectories . The vast amount of data, often exceeding thousands of cargo trajectories with each containing hundreds of time points, calls for an automated data analysis method.
Tracking particles in time-lapsed image sequences can be a sophisticated problem. In neuroscience, the analysis of axonal particle tracking is, if described, mostly done manually (Lochner et al., 1998; Miller and Sheetz, 2004; Pelkmans et al., 2001; Pelzl et al., 2009) . The manual tracking is extremely labor intensive and results in poor spatial resolution and poor reproducibility. For high-quality images, several automatic tracking methods (Carter et al., 2005; Cheezum et al., 2001; Chetverikov and Verestoy, 1999; Crocker and Grier, 1996; Sbalzarini and Koumoutsakos, 2005) and softwares (ImageJ and Metamorph) have been developed to tackle the time-lapse particle-tracking problem. The most commonly used algorithm is the single particle tracking (Cheezum et al., 2001; Crocker and Grier, 1996; Sbalzarini and Koumoutsakos, 2005 ) that generally consists of two steps (i) detecting individual particle positions at each image frame and (ii) linking these positions over time to follow the traces of individual particles. Single particle tracking algorithm requires images with good signal-to-noise ratio for accurate particle detection at each frame. Inaccurate particle detection would lead to failures of the subsequent linking steps due to frequent false positives (background noise classified as particles) or false negatives (missed detection of real particles). This method also requires that particles are moving at a sufficient low speed for tracking purpose and that their positions never overlap. These characteristics make it particularly difficult to apply the single particle tracking method for axonal transport data. It is primarily due to (1) time-lapse images for axonal transport studies are often of lower quality with high background noises, (2) images of axonal cargos can overlap at events of cargo overtaking during the transport, and (3) axonal cargos can move at a speed as fast as 4 lm/s. Algorithms using auto-and cross-correlation of neighboring images (Kannan et al., 2006; Welzel et al., 2009 ) have been shown to supply valuable information such as distributions of particle velocities and pausing times, but they do not produce trajectories for individual particles.
Axons have diameters in the range of 0.5-1 lm, but run lengths of 1 cm and longer. The unusually high-aspect ratio makes axonal cargos effectively moving along a defined 1D line under a fluorescence microscope due to the diffraction limit of the optical microscopy. This characteristics makes it possible to transform the threedimensional (x, y, and time) movie data into a twodimensional time versus position kymograph image along the line of interest (Racine et al., 2007; Smal et al., 2010; Stokin et al., 2005; Welzel et al., 2009) . In addition to the significant reduction of the amount of data, the kymograph image makes it possible to use long range correlations in the temporal space. This is in sharp contrast to the existing single particle tracking methods that typically use only a few neighboring frames to connect particle positions for tracing purpose, thus making them unable to trace fast-moving or blinking particles. Consequently, the kymograph image converts the problem of particle tracking in 3D movie into a curve-tracing problem in a single 2D image.
Our approach applies the curve tracing or vectorial tracking algorithm proposed by Steger (1998) that explores the correlation between the center line of a curve segment and their two parallel edges. This algorithm had been successfully applied to outline vascular structures in retinal fundus images (Can et al., 1999) and to detect neurite structures in neuron images (Zhang et al., 2007) . We implemented this curving tracing algorithm to map out multiple particle traces in the kymograph image and extract location versus time trajectories for each particle at a spatial resolution of $2 image pixels. To achieve higher spatial resolution, the particle positions are refined by back-projecting the kymograph locations to the original movie data and fitting the particle image with a 2D Gaussian point spread function (PSF).
In summary, we have developed an improved method for cargo tracking that incorporates global features in the time domain to address the problem of inaccurate particle tracing for low-quality images and the problem of particles fading out and reappear in the time course. The whole algorithm has been validated by analyzing single-molecule experimental data with low signal-tonoise ratio, e.g., retrograde axonal transport of quantum dot (Qdot) labeled nerve growth factor (NGF). This method is also sufficiently robust to be applied for very crowded transport movies, in which many axonal cargos of varying brightness are moving simultaneously, and their trajectories cross or overlap. This is demonstrated by tracking the anterograde axonal transport of DiI-labeled vesicles in dorsal root ganglion (DRG) neurons. Limitations of this method are also discussed.
MATERIALS AND EXPERIMENTAL METHODS
Cell Culture of Dorsal Root Ganglion Neurons DRG neurons were harvested from embryonic Sprague Dawley rats according to a published protocol Wu et al., 2007) . Briefly, DRGs were removed from E15-E16 rats and placed immediately into chilled Hanks balanced salt solution (HBSS) supplemented with 1% Pen-Strep antibiotics. After dissection, 0.5% Trypsin solution was added to the medium, incubated for 30 min with gentle agitation every 5 min, and triturated 5-8 times to dissociate cells. Dissociated neurons were centrifuged down and washed thrice with HBSS solution. Cells were resuspended and then plated in a microfluidic chamber specially designed for DRG neuronal culture (Taylor et al., 2006; Zhang et al., in press) , in which the cell bodies were grown in one compartment, whereas the axons were directed to grow toward an adjacent axon chamber through imbedded microchannels. The cells were maintained in neurobasal medium supplemented with B27 and 50 ng/mL NGF. All cell culture related solutions and reagents were purchased from Invitrogen Co. NGF was purified from mouse submaxillary glands, biotinylated via carboxyl group (Bronfman et al., 2003) and subsequently labeled with quantum dot (605 nm emission wavelength) using a streptavidin-biotin linkage as previous reported . Cultured DRG neurons can survive up to 6 weeks in the microfluidic chamber for imaging. In general, healthy cultures 1-2 weeks after plating were used for axonal transport studies.
Fluorescence Imaging of Axonal Transport
Fluorescence imaging experiments were conducted on an inverted microscope (Nikon Ti-U) equipped with a 603, 1.49 NA total-internal-reflection (TIRF) oil immersion objective. The microscope was modified for pseudo-TIRF illumination . A green solid state laser (532 nm, Spectra Physics) was used to excite the 605 nm quantum dots (Invitrogen) or the membrane bound DiI fluorophore (Invitrogen). The incident angle of the laser was adjusted to be slightly smaller than the critical angle so that the laser beam could penetrate $1 lm into the aqueous solution. The emitted fluorescence light was collected by the same objective, reflected on a 550 nm dichroic mirror (Chroma), filtered with a Qdot605/20 emission filter (Chroma), and focused onto a cooled EMCCD camera (Andor iXon DU-897).
Retrograde transport of Qdot-NGF in axons had been previously documented ). An hour before fluorescence imaging, 1 nM of Qdot-NGF was added to the distal axon compartment. The liquid in the cell body compartment was always maintained at higher level than the distal axonal compartment to prevent flow of Qdot-NGF into the cell body compartment. Immediately before imaging, free Qdot-NGF in solution was washed off and the culture medium was replaced with CO 2 independent medium. Time-lapsed images were collected at a rate of 10 frames/s and 1,200 frames/movie. The temperature of the microscope stage, sample holder, and the objective were maintained at 368C during the imaging collection. For DiI-imaging, 2 lM of DiI (Molecular Probes) was added to the cell body compartment and incubated for 30 min to label anterograde transported vesicles with DiI fluorophore. Experimental data for anterograde transport of DiI-labeled vesicles were collected using the same experimental setup and conditions as Qdot-NGF transport.
Data Analysis Algorithms
All data analysis was performed using custom-written MATLAB (Mathworks) programs. Raw data of the timelapse movie was stored as a 32-bits three-dimensional array (512 3 512 3 1,200). Because of the rather large data size (>1 GB), each image frame was accessed indi-vidually instead of loading the whole data set into the memory. Algorithms for particle tracking of the axonal transport process involved four major steps. First, the three-dimensional data was projected along the outline of the axon to construct a spatiotemporal kymograph image, effectively converting the 3D particle tracking problem into a 2D curve tracing problem. Second, Stager's edge detection algorithm was implemented for curve tracing in the two-dimensional kymograph image. Third, particle positions from curve tracing were refined to achieve higher spatial resolution using a 2D Gaussian fitting. Finally, in kymograph images with high-particle density and many crossing traces, global features were used to optimize the connection of trace segments.
RESULTS

Construction of Kymograph Image
Time-lapse image series of Qdot-NGF and DiI-vesicle transport were collected as described in the method section. The retrograde movement of Qdot-NGF particles from the axon termini to cell bodies (Supporting Information Movie S1) and the anterograde movement of DiIvesicles from the cell body to axon termini (Supporting Information Movie S2) could be easily identified and tracked by visual inspection. To optimally leverage on the information in all image frames and obtain more accurate particle trajectories, we go beyond the idea of frame-by-frame particle tracking from the original data. Instead, we construct a kymograph image that is a graphical representation of all time frames along the line of the axon. The kymograph image is constructed in two steps. The first step involves identifying the outline of the axon on which the kymograph will be computed. The second step assembles the identified axon lines in all time frames into a spatiotemporal image.
In a single fluorescence image, the outline of the axon is often not discernable (Fig. 1a) . To find the axon outline, the initial time-lapse images with intensity data I (x, y, t) is projected along the t axis as I P (x, y) 5 max t[T (I(x, y, t)) where T is the time duration of the movie. The maximum intensity projection operation is chosen over the average operation due to its ability to keep small and weak vesicles from loosing to the background. This operation enables the visualization of the axial projection of all vesicle trajectories in a single reference image, in which mobile particles leave a ''trail'' on the image I P (Fig. 1b) . The kymograph is constructed by defining an ''observation line'' L along one of these trails in the projection image (Racine et al., 2007; Smal et al., 2010; Stokin et al., 2005; Welzel et al., 2009 ), e.g., the green line in Figure 1c . Several points on the line are selected out manually (white circles in Fig. 1c ). As the line L is not necessarily a straight line across the image, the coordinate d i along the line L would depends on x and y coordinates on the image. The relation is calculated by linear interpolation of the selected points along line L using pixel-by-pixel equal-distant coordinates (d i ). The total length of L should approximately equal to the trail length in the projection image. The kymograph image I K (t, d) is assembled from the original data intensity at those coordinates (d i ). Every column t in the kymograph image contains the gray-scale intensity values at locations (d i ) in t-th image. In practice, to increase the signal to noise ratio, the intensity values are obtained by averaging pixel values in the vicinity of d i along a line perpendicular to L. Figure 1d shows an example of generated kymograph image. The vertical axis is the spatial distance along line L. The width of the kymograph image is identical to the length of the movie sequence. For example, this particular movie sequence consists of 500 frames, and therefore, the width (in pixels) of the image is also 500. The line trace of a moving particle can be clearly seen. The slope of this line corresponds to the velocity of the particle and the flat segments are time periods when the particle is stationary. Now the problem of identification and localization of moving particles has been transformed to the isolation and extraction of the trace from the kymograph image.
Generation of Seed Points
Curving tracing in an image generally starts from a certain initial point, tracks along the center lines, and terminates at positions where stopping conditions are satisfied (Can et al., 1999; Zhang et al., 2007) . We locate the initial seeding points by identifying local intensity maxima within the kymograph. A pixel is considered as local maxima if no other pixel within a distance w is of greater or equal intensity. For this purpose, the kymograph image is first processed by the gray-scale dilation that sets the value of pixel I K (t, d) to the maximum value within a distance w of coordinates (t, d), as shown in Figure 2b . Pixel-by-pixel comparison between the dilated image and the original image locates those pixels that have the same value, which are local bright points. Because only the brightest pixels fall onto the axon outline, we further require that candidates for seed point p i to be in the upper 10% percentile of brightness for the entire image (Fig. 2c) .
For a high-quality kymograph image that contains only one particle trace, a single seeding point is sufficient. However, it is expected that the traces are sometimes segmented due to particles going out of focus or photo-blinking of fluorophores such as quantum dots. In addition, when particle traces cross on the kymograph image, those traces are also separated into segments. The brightness cutoff is set that at least one seed point is detected on every trace segment. Occasionally, some false points not on the trace lines will be recognized as seed points due to uneven fluorescence background along the shape of the axon and bleaching of fluorescence background over time. Those false seed points will be automatically removed during the curve tracing step.
Direction Estimation by Edge Detection
After the initial seeding step, a sequence of exploratory searches are initiated at each of the seed point p i for curve tracing in the 2D kymograph image. The process of curve tracing is composed of three steps: (1) determining the line direction vectorD i at a seed point p i , (2) locating the next point p i11 following the line direction and move to p i11 , and (3) iteratively repeating (1) and (2) until certain termination condition is met. The core tracing algorithm is carried out using an implementation of Steger's algorithm (Steger, 1998) that is based on detecting the edges of the line perpendicular to the direction of the line and average intensity along the direction the line.
The line directionD i at point p i is estimated using a combination of edge response and intensity response between a template and the neighborhood of nearby pixels, an algorithm that has been previously reported (Can et al., 1999; Zhang et al., 2007) . To be consistent with previous reports, we use similar notations as in Zhang et al. (2007) .
For each seed point p i , its surrounding two-dimensional space is discretized into 32 equally spaced directions. However, not all 32 directions are physically possible. Because of the irreversibility of time, the trace always moves forward along the time axis in a kymograph. Therefore, only 16 directions are possible, and each direction is indexed by a number (Fig. 3a) . For any arbitrary directiond, a low-pass differentiator filter is applied to its perpendicular direction to detect edge responses. The kernel of the differentiator filter for left and right edge responses are given by:
is the discrete unit-impulse function and j represents the number of pixels away from the seed point p i along the direction perpendicular tod (Fig. 3b) . To be consistent with previous reports, we will use (x, y) instead of (t, d) axis notations for kymograph image for this section. Numerically, the calculated (x, y) positions of point j are often not integer numbers. The intensity at point (x, y) is calculated using weighted addition of intensities of four pixels surrounding it.
Iðx; yÞ
, and x I is the integer part of x and x F is the remaining decimal part. To reduce the high-frequency noise, we averaged intensity values over those five points that begins at point j and equally spaced with 1 pixel apart along the orientation ofd. The fivepoint average intensity at j 5 0 (i.e., at the location of p i ) along the directiond is denoted as intensity response IðdÞ.
The most probable line directionD i should give the sharpest edge response among all arbitrary directions d at point p i (Fig. 3c) , and any suboptimal line directioñ d will lead to flatter edge responses than the optimal one. The left and right edge responses for directiond at point j are calculated by convoluting intensity vector I½d; j with the differentiator filter in Eq. (1) which gives L½d; j ¼ 1 8
The range of j values was chosen to from 28 to 8 based on the size of the particle in experimental data. Figure 3c illustrates the left and right responses for direction 12 as a function of j. As expected, the left and right responses are of the same absolute value with opposite signs. The maximum values of left and right responses are R max ðdÞ at j 5 2 and L max ðdÞ at j 5 21 along direction d ¼ 12. The overall template response along directiond is defined as
As shown in Figure 3d , the plot of overall template response versus directiond shows a maximum at d ¼ 12, which is the desired line direction. In previous reports (Can et al., 1999; Zhang et al., 2007) , only the template response is used for direction estimation, for which the direction with the largest T max ðdÞ is chosen to be the direction vectorD i for the seed point p i . Here, we also incorporate information in the intensity response IðdÞ (Fig. 3e) . In general, the template response T max ðdÞ is more accurate in finding the right direction vector than the intensity response IðdÞ. However, the kymograph image is much noisier than a real 2D image, which gives rise to noisy template and intensity responses. The template response parameter is susceptible to high-frequency noises, whereas the intensity response parameter is more affected by the low frequency intensity variations in the image. We estimate the direction vector by calculating the sum of the template and the intensity responses. Equal weights are chosen for the template and the intensity responses after testing over tens of kymograph images. Therefore, the direction whose combined values of the template response and the intensity response is the maximum among all 16 directions is chosen to be the direction vectorD i for point p i
. Curve Tracing in Kymograph Image After the tracing direction is determined at the seed point p i , the position of next point p i 1 1 on the curve can be calculated from a predefined step size. Because we are interested in the particle position at each time frame that corresponding to a vertical slice on the kymograph image, we trace forward a single pixel in the x axis (time axis). Given the optimal direction vectorD i , the next point p i 1 1 can be obtained as:
where argD i is the angle of vectorD i . Even the initial seed point is usually located at the center of the kymograph line, the calculated next point p i 1 1 does not always fall at the center of the line due to discretized directions and highly pixelated image. As the tracing process proceeds forward, some points can deviate significantly from the kymograph line, particularly at locations when the line makes an abrupt turn (Fig. 4a) . To move the next point p i 1 1 closer to the center of the line, we set the algorithm to find the brightest pixel in the vicinity (6 2 pixels) of the calculated y i 1 1 along the y direction and assign it as the new y i 1 1 . This step will move the next point to the center of the line that is generally the local maximum in y direction. The x i 1 1 is kept unchanged because each column of data comes from a single time frame. Therefore, the next point p i 1 1 is moved to the center of the line before calculating the direction vector for the following time point. Figure 4b shows the good agreement between the computed trace and the source kymograph, after each point is adjusted to the center of the line.
The tracing process is repeated until one of the following termination conditions is met.
1. The next point p i 1 1 falls within max(j) 1 1 pixels from the edge of the image. 2. The next point p i 1 1 falls within the overlap range (6 3 pixels) of a previously detected curve. This condition terminates the tracing at the intersections and avoids repeated tracing. 3. The maximum template response falls below a predefined threshold. This threshold terminates the tracing when the line does not show a clear edge with respect to its local background. 4. The intensity response falls below a predefined sensitivity threshold. This threshold ends the tracing when the brightness of the line is below a certain value.
It should be noted that seed points are not necessarily located at the beginning of the line segment. To trace the line to its very beginning, we also apply the curve tracing method to the left side of each seed point for reverse tracing after the forward tracing is terminated. For reverse tracing, the direction estimation, next point calculation, and termination conditions are the same as the forward tracing, except for using the negative time [in Eq. (6)] and the mirror-image set of discretized direction.
Refining Spatial Positions
The trajectory data extracted from the curve tracing has a spatial resolution limited by both the accuracy of tracing algorithm and the diffraction of light. During the tracing step, the center of the particle at time t is set to be the brightest pixel in the y direction, which sets the spatial resolution to 1 pixel ($0.25 lm) minimum (Fig. 5a) . The diffraction limit of the light sets the ultimate spatial resolution for any optical microscopy at approximately half wavelength of the light. Most importantly, the ''observation line'' used to construct the kymograph image is drawn semi-manually, which could deviate from the actual particle center by a few pixels. To achieve higher spatial resolution, we refine the position of each trajectory point on the 2D kymograph image by back-projecting them onto their corresponding locations in the original three-dimensional movie images. An example is given in Figure 5b that shows a small image area surrounding the circled point shown in Figure 5a in its corresponding time frame. The particle center determined by the curve tracing process (the red dot in Fig. 5b ) deviates from the real particle center by 1 pixel in both the x-and the y-directions.
Each particle position is refined for better spatial resolution by single particle localization. The central position of an isolated fluorescence emitter can be determined to a high accuracy by fitting their PSF intensity profile with a 2D Gaussian function (Moerner, 2006; Mudrakola et al., 2009; Yildiz et al., 2003) . Notably, the precision of this localization is not limited by the spread of its diffraction-limited intensity profile. The localization accuracy of this procedure is only limited by the signal to noise ratio of the image and the total number of photons collected. In practice, accuracies of a few nanometers or less have been achieved. We fit the small image with a symmetric two-dimensional Gaussian function
using a simplex algorithm with a least-squares estimator. All four parameters x 0 , y 0 , r, and I 0 are allowed to vary. The Gaussian fitted values of x 0 and y 0 are added to the estimated values determined in the previous step to obtain better spatial resolution for each point. Figure 5d displays the same trajectory after the position refinement. The localization accuracy of 15 nm is achieved, which is estimated from the positional fluctuation in the segment of the trajectory when the particle is stationary.
Connecting Trace Segments by Incorporating of
Global Features In many of cases, multiple particles of varying brightness move in the same axon and their traces can overlap or cross over each other (Fig. 6a) . Our implantation of Steger's algorithm uses information from several neighboring pixels, but it is unable to work accurately in two situations: (1) curves that fade out and reappears and (2) curve following at junctions. Ideally, a curve tracing algorithm should emulate human perception. Human vision can detect a line from the whole image (a global view) and a cropped one (a local view). Therefore, a good curve tracing algorithm has to incorporate both the local and the global features of a line.
One of the termination conditions of our tracing algorithm is when the intensity response falls below a predefined sensitivity threshold. If the particle reappears after a short interval, it will be recognized as a new trajectory (Fig. 6b) . To address this issue, we first trace out the two segments independently and then link them together if certain global conditions indicate that they actually belong to the same trajectory. The possible connections are detected based on relative orientation between two segments and relative distance between their end points. The orientation measure, y, is defined as where y a and y b are angles between segments and the connecting line as shown in Figure 6c . The relative distance measure is defined as
where d is the distance between the end points of two segments and l a and l b are their lengths. We accept the connection if it satisfies the condition given by y < T y and d/(l a 1 l b ) < T d where T y and T d are two user defined threshold values. The typical working values of T y and T d are 0.5 and 0.2, respectively, meaning two segmented trajectories apart by 20% of their total lengths and $288 are likely to be joined as a single trajectory.
In the case of two traces crossing each other, the current tracing algorithm would very likely yield four fragmented trajectories. In this case, there could be multiple possibilities satisfying the connecting condition at the junction. If we follow one trace only, we select one possibility, which is the most likely connection. However, when we consider multiple possible connections simultaneously, we need to find the optimal linkage combination (Fig. 6d) . Therefore, to select globally optimal connections, it is necessary to consider all the possible connections simultaneously and choose the optimal one. The optimal connections are chosen by minimizing the summary of all connection measures
where (y 1 k Á d/(l a 1 l b )) i is the measure of i-th linkage and k is a weight parameter. We empirically choose k 5 3 for our experimental data because d/(l a 1 l b ) has a smaller range of value than y among all putative linkages. After selecting the optimal connections, the gaps of the selected connections are filled by finding the local maximum pixels around the connection line. We extract sufficiently long connected segments, and regard them as particle trajectories as shown in Figure  6e . After extracting dynamic trajectories from movies, all subsequent kinetic analysis such as moving velocity, direction, pausing frequency, and duration can be computed with ease. DISCUSSIONS In the last decade, extensive studies link impaired axonal transport to a range of human neurodegenerative diseases including Alzheimer's disease (Stokin et al., 2005) , amyotrophic lateral sclerosis (Collard et al., 1995) , Parkinson's disease, and frontotemporal dementia (Ittner et al., 2008) . In most cases, the average rate of axonal transport is slowed by 20% or less as compared with normal neurons. However, the axonal transport process is intrinsically heterogeneous, with the transport rate of individual cargos varying by an order of magnitude . To draw statistically significant conclusions out of individual cargo transport measurements, one needs to analyze a large number of trajectories. In previous studies, manual tracking of particle trajectories from a time-lapse image series has predominated the analysis. For manual analysis procedure, the amount of trajectory data is often limited (tens of trajectories) and the selection criterion is hardly impartial. In contrast, the method presented here is capable of generating >1,000 trajectories from a single day experiment.
In this article, we describe a numerical method for the automatic extraction of particle trajectories during axonal transport. We first transform the problem of particle tracking in a 3D data set as a curve tracing problem in a 2D spatiotemporal kymograph image. Initial seed points are automatically detected as local brightest points. The core tracing algorithm is based on the direction-dependence of the edge and intensity response functions between a template and the neighborhood of nearby pixels. High-spatial resolution ($15 nm) is achieved by back-projecting the trajectory points located in the kymograph onto the original image data and fitting the particle image with a 2D Gaussian function. After all candidate segments are extracted, an optimization process is then used to select and connect these segments. We have shown experimentally that particle trajectories can be stably extracted by means of this method.
Automated data analysis for axonal transport process would minimize the selection bias and reduce errors and thus can be applied to high-throughput image processing. As expected, the performance of the present method still depends on the quality of the data. In images where background fluorescence is high and particle intensities vary by more than 10 times, this method would miss some trajectory segments of the dim particles. In addition, when the particle is very dim and signal to background ratio is low, the 2D Gaussian fitting may not converge, leading to missing points in the high-resolution trajectory. Fully automated axon line detection is still in progress.
