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ЯКІСНІ АЛГОРИТМИ ІДЕНТИФІКАЦІЇ ДИНАМІЧНИХ СИСТЕМ 
Запропоновано регресійний та адаптивний алгоритми параметричної ідентифікації динамічних 
систем, що дозволяють проводити поточну ідентифікацію при номінальних режимах роботи 
керованого об'єкта та задовольняють заданим вимогам до швидкості збіжності динамічних 
процесів ідентифікації. Запропоновані алгоритми можуть бути застосовані у практиці 
проектування літальних апаратів для обробки записів польотної інформації.  
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A regressive and an adaptive algorithms of parametric identification of dynamic systems which allow to 
conduct identification at the nominal modes of operation of the controlled object and satisfy the specified 
requirements to speed of fading of dynamic processes of identification are offered. The offered algorithms 
can be applied in the practice of aircraft design for processing the flight information records.  
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Запропоновано регресійний та адаптивний алгоритми параметричної ідентифікації динамічних систем, 
що дозволяють проводити поточну ідентифікацію при номінальних режимах роботи керованого об'єкта 
та задовольняють заданим вимогам до швидкості збіжності динамічних процесів ідентифікації. На 
першому етапі розв’язується задача для лінеаризованої системи, при цьому сукупність коефіцієнтів 
матриць системи диференціальних рівнянь розглядається як узагальнений вектор невідомих параметрів. 
Оцінки цих параметрів отримуються на основі використання попередніх вимірів. На основі розв’язання 
лінеаризованої задачі побудовано регресійний та адаптивний алгоритми розв’язання задачі ідентифікації 
нелінійної динамічної системи. З метою забезпечення бажаної якості динамічних процесів ідентифікації до 
системи співвідношень для невідомих параметрів додано модифікуючі умови, що визначають швидкість 
збіжності процесу. Запропоновані алгоритми можуть бути застосовані у практиці проектування 
літальних апаратів для обробки записів польотної інформації.  
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A regressive and an adaptive algorithms of parametric identification of dynamic systems which allow to conduct 
identification at the nominal modes of operation of the controlled object and satisfy the specified requirements to 
speed of fading of dynamic processes of identification are offered. On the first stage the problem is solved for a 
linearized system, where the aggregate of coefficients of the matrices of the system of differential equations is 
considered as a generalized vector of unknown parameters. The assessments of these parameters are obtained on 
the basis of use of the previous measurings. On the basis of solving of the linearized problem the regressive and 
adaptive algorithms of solving of the problem of identification of nonlinear dynamic systems are built. With the 
purpose of providing of the desired quality of dynamic processes of identification, the modifying terms which 
determine speed of fading of the process are added to the system of relations for unknown parameters. The offered 
algorithms can be applied in the practice of aircraft design for processing the flight information records. 
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Предложены регрессионный и адаптивный алгоритмы параметрической идентификации динамических 
систем, которые позволяют проводить текущую идентификацию при номинальных режимах работы 
управляемого объекта и удовлетворяют заданным требованиям к скорости сходимости динамических 
процессов идентификации. На первом этапе решается задача для линеаризованной системы, при этом 
совокупность коэффициентов матриц системы дифференциальных уравнений рассматривается как 
обобщенный вектор неизвестных параметров. Оценки этих параметров получаются на основе 
использования предыдущих измерений. На основе решения линеаризованной задачи построены регрессивный 
и адаптивный алгоритмы решения задачи идентификации нелинейной динамической системы. С целью 
обеспечения желаемого качества динамических процессов идентификации к системе соотношений для 
неизвестных параметров добавлены модифицирующие условия, которые определяют скорость сходимости 
процесса. Предложенные алгоритмы могут быть применены в практике проектирования летательных 
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