Introduction
Biomass burning (BB) produces significant amounts of trace gases and aerosol, which play important roles in atmospheric chemistry and climate [Crutzen and Andreae, 1990] . One important component of BB is agricultural field burning, a common practice worldwide. Emissions of global agricultural residue burning have been estimated as the fourth largest among all types of BB [Andreae and Merlet, 2001 ]. An estimated 500 Tg of crop residues was burned in fields annually in the developing world in the 1990s [Yevich and Logan, 2003] . Agricultural field burning is also extensive in the contiguous United States [McCarty, 2011] , where wheat, rice, LIU ET AL.
AGRICULTURAL FIRES IN THE SE US 7383 (BrC), a component of OA that absorbs light in the UV and visible spectral regions, is associated with incomplete combustion and SOA formation [Hecobian et al., 2011; Saleh et al., 2013; Forrister et al., 2015] . Recent studies indicate that BrC evolution in BB plumes is controlled by secondary processes such as chromophore formation and loss due to photobleaching, volatilization, and/or aerosol phase reactions, leading to different evolution of BrC and bulk OA Zhong and Jang, 2014; Forrister et al., 2015; Zhao et al., 2015] . Although agricultural field burning is ubiquitous in the U.S., no field study to date has characterized the emissions and smoke chemistry of these fires.
A major goal of the recent Studies of Emissions and Atmospheric Composition, Clouds, and Climate Coupling by Regional Surveys (SEAC 4 RS) airborne field campaign was to quantify the emissions and assess the atmospheric impacts of agricultural and forest fires. The heavily instrumented NASA DC-8 research aircraft was deployed during this mission, which enabled measurements of a wide variety of chemical species and physical parameters [Toon et al., 2016] . During SEAC 4 RS, five research flights targeted agricultural fire plumes during late summer of 2013.
This study presents the first detailed measurements of trace gas and fine particle emissions from 15 agricultural fires in the U.S., with locations shown in Figure 1 . The vegetation burned is almost certainly rice straw because it is essentially the only crop residue burned in the Mississippi River Valley during the late summer and early fall [McCarty et al., 2007] . The evolution of O 3 and reactive nitrogen species (PAN, NO x , HNO 3 , and nitrate) in these fire plumes is examined in detail. The changes of OA concentration and BrC absorption in the first 1.2 h of aging are also investigated. To evaluate our understanding of the rapid chemical evolution within fire plumes in a biogenically influenced environment, a Lagrangian plume cross-section (LPCS) model is used to simulate the formation of O 3 , PAN, and nitrate. By implementing the simple parameterization proposed by Hodzic and Jimenez [2011] , the model also simulates SOA and the change of atomic oxygen-to-carbon (O/C) ratios that characterize OA oxidation state. With the measured emission factors (EFs), we also estimate the annual agricultural fire emissions of SO 2 , NO x , and CO from the four states where the fires were sampled.
Methods

Aircraft Instrumentation
A wide range of chemical, physical, and optical measurements were used to characterize the agricultural fires. These measurements are listed in Table 1 along with methodologies, sample intervals, accuracies, and references. All the data used in this work can be accessed through the NASA data archive (http://www-air.larc.nasa.gov/cgibin/ArcView/seac4rs, doi: 10.5067/Aircraft/SEAC4RS/Aerosol-TraceGas-Cloud). All data used were synchronized to match the rapid measurements of ambient water vapor, which ensured accurate peak alignment.
Airborne Sampling of Fires
The aircraft sampled agricultural fires during the five research flights by either cross-plume or long-axis penetrations at its typical air speeds in the range~110-150 m s À1 . Figure S1 in the supporting information includes two photographs taken from NASA DC-8 cameras showing two typical fires and the emanating plumes that were sampled. Figure S2 exemplifies two time series obtained following each strategy. The cross-plume transects were usually performed at or near the source at altitudes ranging from 0.3 to 1.3 km above the ground, which provided observations of fresh smoke younger than several minutes. However, since such sampling requires high time resolution measurements, some instruments could not get sufficient data, especially for small fires. Therefore, the long-axis sampling strategy, including source-to-downwind and downwind-to-source approaches, was also performed for some agricultural fires. The aircraft conducted the long-axis source-to-downwind sampling by entering the smoke column very close to the active flame front at an altitude between 0.2 and 1.3 km, mostly below 0.5 km. Maximum performance climbs were then attempted to match the rise of the smoke and to extend sampling in the smoke. As the plane flew down the long axis, it entered or exited both thicker and thinner plume regions, creating a series of peaks due to intermittent sampling of higher concentrations along the plume length. The sample age for each peak was calculated by dividing the downwind distance from the source by average wind speed, calculated using 3-D wind measurements [Chan et al., 1998 ]. The source locations usually preceded the largest fresh peak by a few hundred meters since the smoke rose at an angle. The downwind-to-source sampling was performed as the reverse of the source-to-downwind sampling. With the long-axis strategy, the aircraft Figure 2 shows an example of a partial flight path over Arkansas on 23 September 2013 along with the locations of the five agricultural fires sampled. Table 2 summarizes the sampling times and locations of the 15 agricultural fires and the number of samples obtained by each of the two sampling strategies. Of the 15 fires, the sources of 12 fires were recorded by the aircraft cameras. The locations of these fires are defined as the centers of the burning fields with an accuracy of~300 m for a typical sized field. For the three fires for which sources were not recorded, their source locations were defined as the point where the 1 s CO concentration was highest in each plume sample. The locations of the 15 fires are also displayed in Figure 1 .
Estimation of Emission Ratios, Emission Factors, and Modified Combustion Efficiency
The enhancements of CO and CO 2 (the two main gaseous emissions from BB) were examined for all five flights to identify and delineate the edges of all agricultural burning plumes. BB tracers such as hydrogen cyanide (HCN) and acetonitrile (CH 3 CN) were then used to confirm that the CO and CO 2 enhancements were due Photolysis frequencies Spectral radiometry 3 s~12-25% Shetter and Müller [1999] a Disjunct sampling. b In the case of multiple neutral precursors for a specific m/z signal, we consider only species with a relative contribution > 10% to the total signal [Yokelson et al., 2013; Stockwell et al., 2015; Müller et al., 2016] . c Used to derive CH 2 O emissions for the flights on 6, 9, 11, and 16 September 2013. d to BB. For all the identified plumes, the following quantities were derived: excess mixing ratio, normalized excess mixing ratio (NEMR), emission ratio (ER), emission factor (EF), and modified combustion efficiency (MCE). These parameters were then used to characterize initial emissions and plume evolution. The excess mixing ratio of a species X (ΔX) was calculated by subtracting the mixing ratio of X in the background air from that in the fire plume. The background concentrations were based on measurements made~30 s before or after the plume encounter, at a similar location and altitude as the sampled plume. For this time period, both continuous and discrete instruments acquired sufficient data in background air. The NEMR was derived by dividing ΔX by the excess mixing ratio of a simultaneously measured species Y, where Y was usually a relatively long-lived tracer such as CO or CO 2 that enabled the NEMR to account for the influence of dilution. A special case of the NEMR is the emission ratio (ER), which is ΔX/ΔY specifically in fresh smoke up to a few minutes old sampled at or near the fire source. As shown in Table 1 , the data used in this study were generated from various continuous and discrete instruments with different time resolutions and response times. To allow comparison between different instruments, NEMRs (or ERs) were obtained by comparing the integrals of ΔX and ΔY of a series of peaks as the aircraft passed through an aged (or nascent) smoke plume (SO 2 and BC are shown as examples in Figure 3 ).
The ER has two important uses: (1) it can be used to calculate EFs, and (2) differences between the ERs measured at the source and the NEMRs measured downwind allow us to quantify gas and particulate phase chemistry and gas-particle partitioning. Fire-averaged ERs were used to compute EFs. The fire-averaged molar ERs for gaseous species and mass ERs for particulate species relative to CO 2 or CO for each individual fire were computed as follows. First, if only one fresh plume transect was available for a fire, the ER for this fire was the ratio between the integral of ΔX over the entire fresh plume relative to that of ΔCO 2 or ΔCO over the entire fresh plume. Second, for multiple discrete samples of a fire, the fire-averaged ER was obtained from the slope of the least squares line (with the intercept forced to zero) in a plot of one set of integrals of excess mixing ratios versus another [Yokelson et al., 2009] . However, species measured by the PTR-MS were treated differently, because they were reported for 0.5-1 s measurements at a lower time resolution of every~10 s. Potential errors due to different sampling frequencies limit deriving the ERs of these species directly from ΔX/ΔCO in an environment with rapidly changing concentrations. For these species, we first obtained the ER relative to PTR-MS benzene averaged over each fire by comparing the integrated excess for an entire fire to the integrated excess amount for benzene. As benzene was also measured by the whole air sampling (WAS) system at time resolutions of 30-60 s, this facilitated obtaining ERs of PTR-MS species relative to ΔCO. To be specific, these ERs can be obtained by multiplying the ER of Δ(PTR-MS species)/Δ(PTR-MS benzene) by the fire-averaged ER of Δ(WAS benzene)/ΔCO, with Δ(WAS benzene) and ΔCO integrated over the same period within the plume. For the three fires where WAS benzene was not available (Fires 2, 7, and 11), the fire-averaged ERs of Δ(PTR-MS benzene)/ΔCO were used for obtaining ERs of PTR-MS species, in which Δ(PTR-MS benzene) and ΔCO were averaged over the same sampling time.
Emissions undergo chemical and physical changes that can deplete or enhance their mixing ratios. In this study, short-lived compounds are defined as those with lifetimes less than~1 day [Atkinson and Arey, 2003; Atkinson et al., 2006; Simpson et al., 2011] . To further identify any other reactive compounds, the NEMR of each species, which was obtained from long-axis samples, was plotted versus smoke age to identify possible evolution. For both the short-lived compounds and the longer-lived compounds that also exhibited evolution, the fire-averaged ERs were calculated only using the fresh samples that were less than~10 min old and sampled within~3 km of the sources where CO concentrations peaked. These reactive compounds include nitrogen monoxide (NO), nitrogen dioxide (NO 2 ), formaldehyde, acetaldehyde, isoprene/furan plus isomeric pentadienes and cyclopentene, monoterpenes, methyl vinyl ketone (MVK) plus its isomers methacrolein (MACR) and crotonaldehyde, nitrate, ammonium, and OA. The long-axis sampling strategy often gave interinstrument NEMRs at a series of typically 5-10 downwind ages up to~1.2 h, which also enabled characterizing downwind plume evolution of reactive compounds. However, besides plume evolution, the changes occurring downwind can also reflect changes at the source that occurred before the aircraft arrived. In most cases the source changes can be assumed to be small as the fire burned through a homogeneous fuel bed in a single crop type. The cases where source combustion regime changes were contributing can be identified by looking at the ΔBC/ΔCO ratio as a surrogate for the flaming to smoldering ratio [Yokelson et al., 2009] . For all except one fire (Fire 12) in which BC was measured, the average ΔBC/ΔCO ratios for the last few ages were similar to the ΔBC/ΔCO ratios near the sources within measurement uncertainty ( Figure S3 ). In addition, there was generally no apparent relationship between the observed small ΔBC/ΔCO variations and the evolution of O 3 , PAN, or OA (r 2 of ΔBC/ΔCO versus ΔO 3 /ΔCO or ΔPAN/ΔCO ranged from 0.001 to 0.37). The exceptions are the relatively good correlations between ΔBC/ΔCO and ΔO 3 /ΔCO (r 2 = 0.61) and ΔPAN/ΔCO (r 2 = 0.86) for Fire 12 and that between ΔBC/ΔCO and ΔOA/ΔCO (r 2 = 0.77) for Fire 13. Except for these cases, we concluded that the downwind changes described here were driven mainly by chemical and physical evolution rather than source changes with time. EFs, in units of grams of compound X emitted per kilogram of dry biomass burned, were derived for all the individual fires using the carbon mass balance method, which assumes that all the volatilized carbon is detected [Yokelson et al., 1999] :
where F C is the carbon mass fraction for which we use a value of 39.3 ± 2.4%, which is an average of rice straw collected from California and Arkansas, U.S. and from China based on elemental analysis (ALS Analytics, Tucson); MW X and MW C are the molecular weight of compound X and the atomic weight of carbon, respectively; and C X /C T is the number of emitted moles of compound X divided by the total number of moles of carbon emitted. C X /C T was calculated using
where ΔC X /ΔCO 2 and ΔC j /ΔCO 2 are the fire-averaged ER of species X to CO 2 and that of carbon-containing species j to CO 2 , respectively; and nC j is the number of carbon atoms in compound j. The sum of the moles of carbon divided by the emitted moles of CO 2 , the denominator in equation (2), was determined from the measured carbon-containing species including CO 2 and CO. Sources of uncertainties that contribute to the overall uncertainty of individual EFs include (in order of significance): (1) the uncertainties in the integrated ΔX vary by species and fire, but are usually near instrumental uncertainties (Table 1) given the significant enhancements in fresh plumes;
(2) the uncertainties in the slopes of ΔX versus ΔY are usually small (<5%) while the ER-derivation method for PTR-MS species is likely associated with another~20% uncertainty; (3) the~6% uncertainty in the carbon mass fraction; and (4) the sum of the moles of carbon determined from CO 2 and CO could underestimate the total carbon by 2-4%, which would lead to an overestimation of EFs by 2-4% . In contrast to the individual EF uncertainty, fire-to-fire variability is the dominant uncertainty (≥40% except for CO 2 and CO) and is reported throughout.
BB emissions also vary with different combustion processes, e.g., flaming and smoldering. The MCE, which describes the relative amount of flaming or smoldering , was also calculated. MCE is defined as ΔCO 2 /(ΔCO 2 + ΔCO). Higher MCE values indicate more flaming combustion and lower MCE more smoldering combustion. Pure flaming has an MCE near 0.99, while smoldering has an MCE over a larger range (~0.65-0.85) but is most often near 0.8. An overall fire-integrated MCE near 0.9 suggests roughly equal amounts of flaming and smoldering . Fire-integrated MCEs are presented here for comparison to fire-averaged EFs.
Calculation of BrC Absorption
Particle absorption coefficients measured at two wavelengths (470 and 532 nm) by a particle soot absorption photometer (PSAP) were used to infer BrC absorption in fire plumes [Lack and Langridge, 2013] . PSAP data were corrected for a known scattering interference from particles deposited on the collection media based on Virkkula [2010] . The aerosol absorption Ångström exponent (AAE) was determined from a pair of observations at 470 and 532 nm and then used to estimate the aerosol absorption at 365 and 660 nm, using equations (3)-(5).
The light absorption by BC at 365 nm (b ap , BC (365)) can then be derived by extrapolation using b ap , PSAP (660) and a BC AAE of 1 [Bergstrom et al., 2002; Kirchstetter et al., 2004; Schnaiter et al., 2005] , assuming that absorption at 660 nm is mainly due to BC and that the BrC contribution is minimal [Liu et al., 2014] . Using PSAP data to predict BrC absorption is an indirect method that has inherent uncertainties. AAE PSAP , given in equation (3), can be determined from different wavelength combinations (i.e., 470-532, 470-660, and 532-660 nm) . For SEAC 4 RS data set, only one wavelength pair 470-532 nm is available. Measurement uncertainty of PSAP (5%) results in a 7% uncertainty in AAE PSAP. Liu et al. [2015] and Liu et al. [2014] found that different pairs led to systematically different b ap,PSAP (365), predicted by equations (3) and (4) . They found that the 470-660 nm pair gave results for b ap,PSAP (365) in between the other pairs. The 470-532 nm pair and the 532-660 nm pair resulted in b ap,PSAP (365) that was~20% higher and~20% lower than the 470-660 nm pair, respectively. Thus, our b ap,PSAP (365) estimated from the 470-532 nm pair likely has an uncertainty of 17%, when compared to the middle b ap,PSAP (365) predicted from the 470-660 nm pair. Another uncertainty comes from the attribution of BC. For example, since BC internally mixed with nonabsorbing material would have an AAE BC greater than 1, the attributed short-wavelength BC absorption was likely underestimated [Lack and Langridge, 2013] . Lack and Langridge [2013] proposed that the uncertainty in short-wavelength (404 nm) absorption by BC determined by extrapolation using an AAE BC = 1 ranged from +7% to À22%. For this reason, we used 22% as an approximate uncertainty for the predicted b ap,BC (365). The uncertainties of the AAE attribution method and the PSAP measurement (5%) were then treated independently and propagated in quadrature yielding uncertainties in b ap,PSAP (365) and b ap,BC (365) of 19% and 23%, respectively. By combining these two uncertainties, the uncertainty in b ap,BrC (365) is estimated to be 20%-43%. Due to uncertainties associated with these various calculations, definitively attributing the difference to be due to BrC is highly uncertain. However, for BB plumes sampled in an airborne study, Liu et al. [2015] derived a reasonable closure (a slope within 22% of 1) between BC + filter-based BrC versus absorption coefficients derived from the PSAP wavelength pair 470-660 nm, which suggests that PSAP AAEs greater than 1 were mainly due to the presence of BrC. Analogous to individual EFs, individual Δb ap , BrC (365)/ΔCO in fresh plumes likely have an uncertainty of 21%-43% by combining the uncertainties in b ap,BrC (365) and CO measurements. The accuracy of downwind Δb ap , BrC (365)/ΔCO may be slightly reduced by the diluted concentrations.
Lagrangian Plume Cross-Section Model
We developed a Lagrangian plume cross-section (LPCS) model based on the 1-D version of the Regional chEmical trAnsport Model (1-D REAM) [Wang et al., 2007; Gray et al., 2010; Liu et al., 2010 Liu et al., , 2012 Zhang et al., 2014 Zhang et al., , 2016 . This LPCS-REAM model was used to simulate the evolution of agricultural fire emissions. Differing from previous modeling approach that treated the plume as a well-mixed Lagrangian parcel [Mason et al., 2006; or performed three-dimensional Eulerian simulations , the LPCS-REAM model simulated the cross section of a fire plume along the cross-wind direction, so as to capture the strong concentration gradient within the plume. The cross section was discretized into 200 horizontal boxes, each 50 m wide. Both the photochemistry within individual boxes and the mixing among different boxes were computed alternately at a 15 s time step. The gas phase O 3 -NO x -hydrocarbon photochemistry mechanism was taken from the 1-D REAM, including 110 species and 400 reactions. Chemical kinetics data were updated following the latest compilation by Sander et al. [2011] . Additionally, the model implemented a new isoprene chemistry mechanism based on Paulot et al. [2009a] and Paulot et al. [2009b] . In our case, the use of the updated isoprene mechanism led to negligible differences for the species of interest (e.g., O 3 and PAN). The model used an implicit diffusion scheme to calculate the mixing process along the cross-wind direction [Zhang et al., 2014] . The dilution parameters included the initial plume width and the cross-wind horizontal diffusion coefficient, K y . The initial plume widths for all cases were set as 500 m, consistent with the typical field size observed during SEAC 4 RS, and were represented by the center 10 boxes in the model (the 96th-105th boxes). K y was determined through a pretest, in which the model was run with various K y (100, 500, 1000, 2000, 4000, 6000, and 10000 m 2 s À1 ). When a plume was penetrated by the aircraft more than one time (Table 2) , it was likely that the dilution conditions had changed and thus each pass was simulated separately. For each long-axis pass, we chose the K y with which the simulated CO concentrations had the least sum of squared error compared with the peak-averaged CO observations. A sensitivity test confirmed that the chemical production of CO in the plume was <5%, thus negligible.
The model was constrained by aircraft measurements. Meteorological parameters such as temperature and humidity in situ observations were used as model inputs. Photolysis frequencies were calculated from measured actinic flux and laboratory-determined molecular cross sections and quantum yields [Shetter and Müller, 1999] . The initial concentrations in the center 10 boxes were set as fire emissions, i.e., the highest values measured in plumes near the fire sources. Note that in addition to the fast measurements, VOC data measured by WAS coupled with gas chromatography were also used as best estimates of the initial VOC emissions (Table 1) . However, since WAS collected integrated air samples, the WAS VOC data tended to underestimate the actual fresh emissions. For other boxes, the initial values were specified with background concentrations. During mixing and aging processes, the boundary conditions (the 1st and 200th boxes) were specified with the background values identified from the data set. The simulated results at different plume ages were averaged from the center 25 boxes to compare with the peak-averaged measurements. Two examples of simulated CO mixing ratios along the cross-wind direction at ages between 0 and 30 min are shown in Figure S4 .
To understand how VOC, oxygenated volatile organic compound (OVOC), and HONO emissions from the agricultural fires impact the production of PAN, a series of sensitivity tests were conducted by perturbing initial concentrations. Specifically, the sensitivities of PAN production to acetaldehyde, propene, isoprene, methylglyoxal, methyl ethyl ketone (MEK), diacetyl, and HONO emissions were examined. Since HONO and several important PAN precursors including methylglyoxal, MEK, and diacetyl [Liu et al., 2010] were not measured in the campaign, the EFs for rice straw measured by Stockwell et al. [2015] were applied in order to estimate their initial concentrations by scaling with the observed CO.
In addition to gaseous species, nitrate, SOA, and the O/C ratios were also modeled. We estimated the nitrate production through the deposition of nitric acid (HNO 3 ) to the aerosol surface using the formulation by Dahneke [1983] , with an uptake coefficient assigned as 0.15 [Sander et al., 2011] . The aerosol surface area was calculated based on measurements by a laser aerosol spectrometer (TSI Inc., St. Paul, MN) . Dry deposition velocity of HNO 3 was set as 2 cm s À1 [Zhang et al., 2009] . The wet deposition of HNO 3 and the dry/wet deposition of nitrate aerosols to land or clouds were not included in the simulation because of the short time span of the simulation (~1 h) and the common clear-sky conditions during the flights of interest. The SOA production was calculated following the simple parameterization by Hodzic and Jimenez [2011] , using a mass emission ratio of 0.013 g of a lumped SOA precursor per gram of CO based on Cubison et al. [2011] , a SOA yield of one, and a rate constant with hydroxyl radical (OH) of 1.25 × 10 À11 cm 3 molecule À1 s À1 . Deriving the photochemical age from the simulated OH concentrations, the evolution of the O/C ratios of primary organic aerosol (POA) was also calculated with the following equation similar to the approach proposed by Hodzic and Jimenez [2011] for the evolution of urban emissions, but with different parameters
where A is days of photochemical age computed by dividing OH exposure by a typical OH concentration of 1.5 × 10 6 molecules cm À3 , i.e., A ¼ ∫ t 0 OH ½ dt = 1:5Â10 6 molecules cm À3 À Á , and 0.05 in days is the aging time scale for the agricultural fires.
Due to plume tracking difficulties, plume intercepts were rarely perfect, posing challenges to model simulation. To realistically interpret the photochemical processes, the cases presented here were selected because (1) the dilution could be reasonably simulated with the model; (2) there are enough downwind data to compare with the modeled concentrations; and (3) the initial concentrations of important species, such as NO x , are available. These cases include the second pass of Fire 3, the two passes of Fire 4, and the first and third passes of Fire 15.
Results
Initial Emissions
The average MCEs and EFs for the 15 agricultural fires are shown in Table 3 along with the study-averaged MCE and EF. Among the species that were quantified by the fast measurements from the NASA DC-8 platform, at least 25 trace gases and 6 particle species exhibited elevated concentrations within the agricultural fire plumes. This represents the most comprehensive suite of species measured in the field in the U.S. for agricultural fires to date. The fire-integrated MCEs derived in this work range from 0.895 to 0.958, with an average of 0.930. Hence, most of these fires can be regarded as primarily flaming. EFs for most species depend on the MCE. For this reason, we examined the calculated MCE and its correlation with EFs. Table 4 shows the linear regression results of EFs as a function of MCE for all species, including slopes, y intercepts, and r 2 . No species had a good correlation (r 2 > 0.1) and a positive slope significantly different from zero, which would signify production mainly by flaming combustion. Compounds with negative slopes are likely associated with smoldering combustion since the emissions increase as the MCE decreases (e.g., toluene and benzene). However, numerous factors besides flaming and smoldering could dominate the variability in EFs. For species containing elements other than carbon, hydrogen, or oxygen, the emissions can depend strongly on the fuel composition (e.g., SO 2 and NO x ) [Burling et al., 2010] . In general, the EFs of organic gases correlated better with MCE than the EFs of inorganic gases and particles. The SEAC 4 RS EFs were also compared to the limited crop residue burning EFs available from the literature, including both field and laboratory studies. Table 5 summarizes the average EFs, the crop residue fuels burned, and the measurement approach (i.e., field or lab study) for these studies. Note that the EFs from Stockwell et al. [2015] are predicted EFs at the SEAC 4 RS-averaged MCE based on their linear regression between EF and MCE.
Emissions of Sulfur Compounds
Sulfur in soil partly comes from atmospheric deposition and is then made available to plants by bacterial activity [Wilhelm Scherer, 2009 ]. Another source of soil sulfur is S fertilization, which helps increase rice yield [Tsujimoto et al., 2013] . Significant amounts of SO 2 and sulfate were observed in the sampled fire plumes, up to 80 ppbv and 15 ppbv ( Figure S2 ), respectively. As can be seen from Table 3 , the excess mixing ratios of SO 2 are substantially higher than those of sulfate. This indicates that the emitted sulfur was mainly in the form of gaseous SO 2 . The average EF(SO 2 ) for SEAC 4 RS is 0.795 ± 0.377 g/kg, which is nearly 2 times higher than the existing EF(SO 2 ) for several other types of BB including tropical forest, savanna, and pasture maintenance fires . This implies high sulfur content in rice straw, possibly resulting from high sulfur input into soil such as S fertilization or high absorption of sulfur by rice. When compared to the lab-predicted EF(SO 2 ) for Asian rice straw [Stockwell et al., 2015] , 1.22 ± 0.34 g/kg, the field average EF for U.S. rice straw is lower, statistically significant based on t test at a 95% confidence level. The differences between the lab-predicted EF (SO 2 ) and the field EF(SO 2 ) could be due to the differences in fuel, burning conditions, and sampling methods. SO 2 has been established previously as a product of flaming combustion [Yokelson et al., 1996; Andreae and Merlet, 2001] . For the agricultural fires sampled during SEAC 4 RS, although the slope of the linear fit of EF(SO 2 ) as a function of MCE is positive, the low r 2 with a value of 0.05 indicates that the amount of emitted SO 2 was not primarily dependent on the ratio of flaming to smoldering. It is likely that SO 2 emissions are highly dependent on fuel sulfur content, as also found in laboratory studies [Burling et al., 2010; Stockwell et al., 2014] . For particulate sulfate emissions, the average EF is 0.160 ± 0.115 g/kg. Hayashi et al. [2014] measured lower EF(sulfate) from Japanese rice straw with values of 0.027 ± 0.000 and 0.063 ± 0.003 g/kg under different residue moisture contents of 10.6% and 20.0%, respectively. The average EF(sulfate) during SEAC 4 RS is over 2 times higher than those measured by Hayashi et al. [2014] , probably due to fuel variability. 
. Emissions of Chlorine Compounds
Sea salt deposition and the use of agricultural chemicals such as herbicides and insecticides can increase the chlorine content in plants and therefore chlorine emissions from BB. The chlorine-containing species quantified in this study are gaseous HCl and particulate chloride. For the 15 fires we sampled, average EFs of chloride and HCl are 1.07 ± 0.89 and 0.0181 ± 0.0144 g/kg, respectively. If we calculate the average molar ratio of emitted chloride to HCl from their average EFs, a ratio of~60 indicates that chlorine was mainly emitted as chloride.
Since the samples were all from inland areas, the high chloride emission from rice straw burning are more likely to result from the use of agricultural chemicals rather than impacts from sea salt. During FLAME-4, Stockwell et al. [2014] observed high HCl emissions with an average EF of 0.458 ± 0.308 g/kg, adjusted to the SEAC 4 RS-averaged MCE. They also observed that the concentration of HCl decayed rapidly in several minutes in fresh smoke that was stored in low-light conditions for rice straw and other fuels. Christian et al. [2010] observed high chloride and below-detection-limit HCl in the fresh emissions from two barley residue fires in Mexico. Stockwell et al. [2014] obtained fresher samples in the lab, which were seconds old, while this study and Christian et al. [2010] sampled smoke that was usually several minutes old in field. Thus, the reason that the field studies observed much less HCl might be that HCl rapidly decreased after emission by partitioning to the aerosol phase. In the lab study conducted by Hayashi et al. [2014] , fireintegrated samples of HCl and chloride were collected by cellulose filters and glass-fiber filters, respectively. Therefore, the observed high chloride and low HCl EFs were averages from a complete burning process from the ignition to the end of the smoldering period.
Lab studies have shown that the emission of HCl correlates with flaming combustion [Burling et al., 2010; Stockwell et al., 2014] , while that of particulate chloride does not depend strongly on the ratio of flaming to smoldering ]. However, for the U.S. rice straw, the linear fits of EFs versus MCEs in Table 4 indicate that neither HCl nor chloride strongly correlates with MCE (r 2 ≤ 0.18). Analogous to sulfur, EFs of chlorine species are likely highly dependent on the fuel composition. Christian et al. [2003] and Hosseini et al. [2013] found a strong relationship between fuel chlorine content and chloride-containing particulate emissions for a series of laboratory fires. Stockwell et al. [2014] also found in lab studies that for a wide variety of biomass fuels, the emissions of HCl were positively correlated with fuel Cl. In this airborne study, a large fraction of HCl may have already incorporated into the particles before being sampled, which could also lead to a weak correlation between EF(HCl) and MCE. [Yokelson et al., 2007 [Yokelson et al., , 2009 Burling et al., 2011; Akagi et al., 2012 Akagi et al., , 2013 and at 9% of NO x for Asian rice straw burned in lab [Stockwell et al., 2015] . Thus, HONO emission could be an important source of OH radicals. HCN and CH 3 CN are widely recognized as useful BB tracers [Li et al., 2000; de Gouw et al., 2003; Li et al., 2003] . The variability in HCN emissions is significant over a broad range of fuel types . HCN from crop residue fires has previously been measured in the laboratory and in field studies in Mexico Akagi et al., 2011; Stockwell et al., 2014] . These measurements show that the average EF(HCN) for SEAC 4 RS rice straw fires is the largest among these crop residue fires with a value of 0.610 ± 0.479 g/kg (Table 5 ). This EF(HCN) is also slightly larger than those for other types of BB except forest fires and peat as reviewed in Akagi et al. [2011] . In general, airborne and ground-based EF(HCN) for pine/conifer fuels show a strong negative correlation with MCE over a wide range of 0.85-0.96, suggesting that HCN is primarily released from smoldering combustion [Akagi et al., 2013] . By contrast, no statistically significant linear dependence of airborne EF(HCN) on MCE was detected in this work (Table 4 ). Airborne HCN EFs measured in some other studies of "nonpine" ecosystems, e.g., African savanna fires , are also effectively independent of MCE. The emission of CH 3 CN is lowest among all the nitrogen-containing species (Table 3 ). The average EF(CH 3 CN) reported here is smaller than those reported in the literature for crop residues (Table 5) , although not statistically significant. The EF(CH 3 CN) for individual fires ranges from 0.0281 to 0.456 g/kg and is weakly correlated with MCE ( Table 4 ). The study-averaged ER of ΔCH 3 CN/ΔHCN is 0.22 ± 0.20, smaller than previous laboratory and field measurements of 0.30-0.56 for a wide range of nonboreal Yokelson et al., 2008; Crounse et al., 2009; Yokelson et al., 2009] and boreal fuel types.
In this study, the average EF(NO 2 ), 2.02 ± 0.80 g/kg, is approximately 8 times the average EF(NO), 0.251 ± 0.211 g/kg. This NO 2 /NO ratio, largely controlled by photostationary state, is the largest among the crop residue studies listed in Table 5 . Since NO and NO 2 are rapidly interconverted, it is also useful to report an EF for "NO x as NO." The EF(NO x ) of this study is 1.58 ± 0.63 g/kg, the smallest among the studies listed in Table 5 . As for the EF(NO x ) versus MCE plots, although some laboratory and field measurements have shown that NO x is emitted primarily via flaming combustion [Lobert et al., 1991; Yokelson et al., 1996; Goode et al., 2000] , neither EF(NO), EF(NO 2 ), nor EF(NO x ) from SEAC 4 RS correlates with MCE (Table 4 ). Instead, NO x emissions might have been driven more by fuel nitrogen content than MCE, as found in Burling et al. [2010] , Andreae and Merlet [2001], and McMeeking et al. [2009] . However, since SEAC 4 RS agricultural fires emitted less NO x and CH 3 CN but more HCN, it is likely that the emissions of gaseous nitrogen compounds depend not only on the total fuel nitrogen but also the composition of N-containing precursors in fuel and burning conditions [Becidan et al., 2007; Bai et al., 2013] . Gaseous HNO 3 was not significantly elevated within most of the fire plumes. Other studies have reported that HNO 3 did not correlate with elevated CO within fresh or aged BB smoke [Yokelson et al., 2009; Alvarado et al., 2010] . The reason for this may be that HNO 3 is converted efficiently to nitrate due to the availability of NH 3 in the plumes, as indicated by high ammonium emissions. The evolution of nitrogen species will be discussed in detail in section 3.2.2.
Particulate nitrate and ammonium are often minor components of the emitted nitrogen species. Akagi et al. [2011] reviewed the emissions of these particles in various BB types. The observed nitrate EFs ranged from 0.016 to 0.14 g/kg, and those of ammonium were smaller than 0.006 g/kg. McMeeking et al. [2009] also found particulate nitrate and ammonium to account for only a small fraction of the fuel nitrogen for 33 different U.S. plant species and rice straw collected from Taiwan burned in a lab study. Their study-averaged values of EF (nitrate) and EF(ammonium) for rice straw were 0.04 ± 0.03 g/kg and 0.26 ± 0.16 g/kg, respectively. Hayashi et al. [2014] also observed very low emissions of nitrate and relatively higher emissions of ammonium under both dry and moist conditions (Table 5 ). During SEAC 4 RS, fresh nitrate and ammonium emissions with average EFs of 0.436 ± 0.337 g/kg and 0.424 ± 0.261 g/kg were measured, respectively, which are larger than the existing literature values. In addition, both nitrate and ammonium exhibited enhancement in aged smoke. If the initial emitted and subsequently produced nitrate and ammonium are summed, both nitrate and ammonium would have even higher emissions than the lab studies of McMeeking et al. 
Emissions of Gas Phase Nonmethane Organic Compounds (NMOCs)
Among the reported gas phase NMOCs, rice straw fires had the highest average EFs for formaldehyde, hydroxyacetone, methanol, and acetaldehyde. In previous studies, formaldehyde is consistently one of the most abundant OVOCs emitted by fires [Goode et al., 2000; Yokelson et al., 2003] . The field burning of U.S. rice straw produced significant amounts of formaldehyde with an average EF of 2.63 ± 1.05 g/kg, which is the largest EF among all types of BB shown in Table 5 and in Akagi et al. [2011] , except charcoal making.
Hydroxyacetone has both biogenic and BB sources. It is the precursor of other atmospherically important species, such as methyglyoxal, formic acid, and acetic acid [Grosjean et al., 1993; Butkovskaya et al., 2006 ]. Hydroxyacetone emissions have recently been reported for both field and laboratory fires from various fuels Akagi et al., 2011; Yokelson et al., 2013; St. Clair et al., 2014] . Christian et al. [2003] reported very large quantities of hydroxyacetone, 21-34 g/kg, from burning Indonesian rice straw in piles under smoldering combustion (a common practice in Indonesia and East Asia) with a MCE of~0.81. Rice straw burned in FLAME-4 also had a relatively high average EF (1.33 ± 1.47 g/kg) for the SEAC 4 RS-averaged MCE value. The fires sampled during the SEAC 4 RS also produced high amounts of hydroxyacetone with an average EF of 2.06 ± 0.89 g/kg.
In SEAC 4 RS and previous studies, methanol was consistently one of the most abundant OVOCs emitted by crop residue fires and other types of BB Kudo et al., 2014; Stockwell et al., 2014 Stockwell et al., , 2015 . The SEAC 4 RS and the FLAME-4 lab-predicted EFs of methanol agree very well (Table 5) .
Acetaldehyde plays an important role in the formation of PAN, O 3 , and HO x radicals and also has large effects on modeled smoke plume chemistry [Singh et al., 1995; Trentmann and Andreae, 2003; Trentmann et al., 2005] . The annual emission of acetaldehyde from BB has been estimated as 3 Tg [Millet et al., 2010] . As the principal carbonyl precursor of PAN (44% of the global source) [Fischer et al., 2014] , acetaldehyde emitted from BB likely has an important impact on the regional and global PAN budget. Burning crop residues emits relatively large amounts of acetaldehyde relative to other types of fuel. Among the five types of crop residues burned in FLAME-4, sugar cane and rice straw had the largest acetaldehyde EFs [Stockwell et al., 2015] . We report an average EF (acetaldehyde) of 1.37 ± 0.80 g/kg, which is smaller than that measured in FLAME-4 [Stockwell et al., 2015] , though the uncertainties are large ( Table 5 ). The impact of acetaldehyde emissions on PAN formation in aged smoke is studied in detail by the LPCS-REAM model and is discussed in section 3.3.
Other quantified organic gases include (in order of abundance by mass): acetone/propanal, MVK/MACR/crotonaldehyde, isoprene/furan/pentadienes/cyclopentene, isoprene hydroperoxyaldehydes (HPALDs), benzene, monoterpenes, CH 3 CN, and toluene. Among these species, the OVOCs are relatively abundant initial emissions from BB. HPALDs are autoxidation products of isoprene via 1,6-H-shift isomerizations of peroxy radicals produced from OH + isoprene [Crounse et al., , 2013 . Their production is expected to be important in low-temperature combustion chemistry as occurs in BB [Cox and Cole, 1985; Rogge et al., 1991] . The first direct emissions of HPALDs from BB were measured during SEAC 4 RS, with an average EF of 0.406 ± 0.229 g/kg. For those overlapping species in Table 5 , the average EFs of our field study and those predicted from the FLAME-4 EF versus MCE plot are shown to agree well, considering the differences in fuel and burning conditions. There were larger discrepancies in the NMOC EFs derived in this work as compared to those in Kudo et al. [2014] , although the average MCEs were similar. In general, Kudo et al. [2014] obtained higher EFs, perhaps because of the difference in the composition of wheat and rice straw.
The emissions of all the NMOCs are negatively correlated with MCE (Table 4 ), meaning they are primarily emitted from smoldering combustion. However, variability in the relationship between EFs and MCE does exist. MVK/MACR/crotonaldehyde, toluene, monoterpenes, and HPALDs correlate reasonably well with MCE (r 2 from 0.57 to 0.68). On the other hand, acetone/propanal and methanol are the NMOCs that were least dependent on MCE, both with r 2 = 0.08. The acetone/propanal and MCE correlation is reported for the first time here. For methanol, unlike in this study, good correlation (r 2 from 0.68 to 0.90) between the EF (methanol) and MCE has been reported in previous lab and field studies focusing on the fuels burned in prescribed and savanna fires Yokelson et al., 2003; Burling et al., 2010 Burling et al., , 2011 .
Emissions of Carbonaceous Aerosols
Open BB, as a primary source of carbonaceous aerosols, contributes one third of the global BC and two thirds of the global POA budget [Bond et al., 2004] . BC is known to be the most absorbing aerosol in the visible wavelengths in the atmosphere [Bond et al., 2013] [Reid et al., 2005] . Here we examine the first suite of field measurements of BC and OA emitted from agricultural fires. We also use the PSAP data to infer the existence and absorption properties of BrC.
The EFs of BC in this work vary between 0.024 and 0.521 g/kg, with an average of 0.160 ± 0.115 g/kg (Table 3) . This average value is~5 times smaller than that derived from field measurement of EC from Mexican crop residue burning (Table 5 ) and is also smaller than the EF(BC) reviewed in Akagi et al.
[2011] for all types of BB except charcoal making. Previous studies have shown that BC is a flaming combustion product Reid et al., 2005] . However, our BC EFs are essentially independent of MCE (Table 4) . Therefore, given the complexity and variability of biomass combustion, the variance of EF(BC) was not attributable simply to the relative amount of flaming or smoldering for the SEAC 4 RS agricultural fire measurements.
OA comprised the largest chemical component of fine particles in smoke from the sampled agricultural fires, with an average EF of 12.9 ± 6.3 g/kg (Table 3) . Yokelson et al. [2009] and Hayashi et al. [2014] observed significantly less OA emissions from crop residue fires (Table 5 ). Contrary to BC, OA is mainly produced by smoldering combustion [Reid et al., 2005] . OA EFs are negatively correlated with MCE (r 2 = 0.26), as expected (Table 5 ). This correlation is weaker than some previously observed average EF(OC) and MCE correlations with r 2 = 0.36 for various plant species burned in lab [McMeeking et al., 2009; Jolleys et al., 2014] . It is possible that some of the variance in these OA EFs could be due to fire variability. The strength of the relationship between EF(OA) and MCE can also be degraded by gas-particle partitioning effects. POA emitted from fires has been observed to be semivolatile [Donahue et al., 2006; May et al., 2013] . Thus, although the samples used to calculate EF(OA) are relatively fresh, the POA may still have gone through variable gas-particle partitioning related to dilution and temperature changes as the smoke mixes with background air.
As shown in Figure 4 , the calculated PSAP AAEs range from 2.2 to 4.2 near the 15 fire sources, higher than the average AAE of the background air just outside of the plumes (1.60 ± 0.40). The average AAE for the agricultural fires, 3.34 ± 0.62, is similar to the AAEs of 3.5 to 4.0 for the fresh plumes of a large wildfire, the Rim Fire, sampled during the same campaign [Forrister et al., 2015] . Corresponding to the elevated AAEs, derived BrC absorption at 365 nm normalized by ΔCO was significantly elevated in all 15 fresh agricultural fire plumes, also shown in Figure 4 . In contrast, the absorption at 365 nm contributed by freshly emitted BC was lower or 15%-93% of that contributed by BrC. The average fresh Δb ap , BrC (365)/ΔCO and Δb ap , BC (365)/ΔCO of this study are 0.223 ± 0.053 Mm À1 ppbv À1 and 0.078 ± 0.036 Mm À1 ppbv À1 , respectively. Direct measurements of light absorption spectra from liquid extracts of aerosols collected on 20 teflon filters were also available for these agricultural fires. After applying a factor of 2 for conversion of light absorption from liquid solution to particles [Liu et al., 2013 [Liu et al., , 2015 Washenfelder et al., 2015] , the average Δb ap , BrC (365)/ΔCO determined from liquid extracts is 0.25 ± 0.27 Mm À1 ppbv À1 , which agrees with the average derived from PSAP measurements. The uncertainty of the extract-derived Δb ap , BrC (365)/ΔCO by particles is estimated to be at least~45% by combining the uncertainties in the conversion factor [Liu et al., 2013] and the measurements. The real uncertainty is likely larger because the background absorption near the plume often cannot be obtained due to the low sampling frequency of 5-7 min. By performing orthogonal distance regression for the sum of b ap , BrC (365) determined from liquid extracts and b ap , BC (365) based on PSAP measurements and an AAE BC of 1 versus total PSAP absorption at 365 nm, we obtained a slope of 0.81 ± 0.09 and an intercept of À0.74 ± 3.29 ( Figure S5) . A slope near 1 and a relatively good correlation (r = 0.91) indicate a reasonable closure between extract-derived BrC plus PSAP-derived BC and PSAP absorption for the agricultural fire plumes, although there are uncertainties associated with the assumptions made. Forrister et al. [2015] determined from liquid extracts a similar fresh Δb ap , BrC (365)/ΔCO of 0.25 Mm À1 ppbv À1 in the very large plume of the Rim Fire. In this study, the relatively good correlation (r 2 = 0.53) between Δb ap , BrC (365)/(ΔCO + ΔCO 2 ), analogous to EFs but in a unit of Mm À1 ppb À1 , and MCE indicates that BrC was mainly a product of smoldering combustion.
Plume Evolution
Among the 15 agricultural fires, 13 included at least one long-axis penetration providing samples of both the fresh and aged plume (Table 2) . To study the evolution of reactive species, we selected all seven fires that provided aged samples older than 20 min: Fires 1, 3, 4, 12, 13, 14, and 15 . As discussed in section 2.3, the downwind changes discussed here were driven mainly by chemical and physical evolution rather than source changes. However, since the ΔBC/ΔCO exhibited an increasing trend for Fire 12 ( Figure S3 ), it is possible that the downwind evolution of the species in this fire discussed here reflected both source changes to some extent and plume aging.
When using downwind NEMRs to illustrate evolution, we plot all available data for a single fire together to show the general trend even if these data were from multiple penetrations through the fire. The 1σ uncertainty in the estimated age is based on the variability of wind direction and wind speed. Absolute uncertainties of NEMRs are a result of error propagation from measurement uncertainties. The uncertainties of estimated age and NEMRs (or ERs) are only shown for one fresh and one aged measurement for each fire as examples. Linear or polynomial fits were performed to the NEMRs versus smoke age plot as a simple representation of the evolution trend and also an estimation of the final NEMR at the age of the last measurement. The species we focus on include O 3 , reactive nitrogen species, OA, and BrC.
Ozone
In Figure 5 , ΔO 3 /ΔCO for the seven aged fires is plotted versus the estimated smoke age. The initial ΔO 3 /ΔCO is sometimes negative because the background O 3 can be depleted by fast reaction with freshly emitted NO. Negative initial ΔO 3 /ΔCO has been frequently observed in fresh BB plumes Akagi et al., 2012] . In general, rapid O 3 formation was observed in six out of seven agricultural fires. The only exception is Fire 3, in which the less-intense ultraviolet light in late afternoon likely retarded the photochemistry (local flight times are shown in Table 2 ). ΔO 3 /ΔCO for the other six fires increased from near zero to 0.03-0.05 in~30 min after emission. For Fires 4, 14, and 15, the ratio reached over 0.10 or more in about 1 h. Such a formation rate is comparable to that observed in prescribed fires in South Carolina [Akagi et al., 2013] and tropical BB plumes as reviewed in Akagi et al. [2011] and faster than those observed in some midlatitude and high-latitude BB plumes [Goode et al., 2000; Alvarado et al., 2010; Akagi et al., 2012] .
Reactive Nitrogen
Species NO x emitted from BB can be converted to HNO 3 , nitrate, peroxyacyl nitrates (PANs), alkyl nitrates, and other peroxy nitrates. Figure 6 shows the evolution of excess NO, NO 2 , PAN, HNO 3 , and nitrate normalized by measured excess NO y for the selected seven fires. These species constituted~0.82-0.96 of the total measured NO y . This fraction did not show significant evolution during aging when compared to combined measurement uncertainty. Several organic nitrates produced by the first and second generation isoprene oxidation such as isoprene hydroxynitrates and MVK/MACR nitrates were also measured at high frequency but no significant elevation or evolution was seen in the plumes. Although not discussed in this section, their observations will be used to evaluate model performance in section 3.3. Other reactive nitrogen species were either not measured (such as HONO) or were measured at a lower time resolution so that such an evolution analysis is limited.
Immediately after emission, NO x constituted 0.69-0.82 of the total reactive nitrogen (NO y ). The ΔNO x /ΔNO y ratios decreased with smoke age. Similar to the trend of ΔO 3 /ΔCO, the conversion of NO x to other reactive nitrogen species was slow in the late afternoon smoke plume of Fire 3. The decrease of ΔNO x /ΔNO y was much faster in the other five fires in which NO x measurements were available. In these five plumes, NO x loss ranged from~26% to~56% in about 30 min. PAN accounted for 51% to 74% of the loss of NO x on a molar basis at the end of our aging measurements on each fire. No significant increasing trend was observed for HNO 3 . As the plumes aged, HNO 3 concentrations in general remained near background level. Although NH 3 was not measured in this campaign, significant amounts of NH 3 have been observed in other BB studies (Table 5) , including crop residue burning Stockwell et al., 2014] Mason et al. [2001] , so that our Δnitrate/ΔPAN ratio may decrease as the plumes get older than 1 h. PAN and nitrate together accounted for almost all NO x loss, ranging from 100% to 140% if based on Δnitrate/ΔPAN, ΔPAN/ΔNO y , and ΔNO x /ΔNO y ratios. However, such an estimate is uncertain since ΔNO y is not a strictly conserved tracer in plumes. We will further discuss the conversion of NO x to PAN and HNO 3 /nitrate and the branching between them in section 3.3 using our model simulations. 
Organic Aerosol and Brown Carbon
The changes in ΔOA/ΔCO were also measured for the seven aged fires and were found to vary from fire to fire. The net formation of SOA may contribute to higher downwind ΔOA/ΔCO, while the net evaporation of semivolatile OA may decrease OA mass during dilution and thus reduce ΔOA/ΔCO. The ratio may also stay approximately constant despite active oxidation chemistry, if the different processes approximately cancel in terms of their changes of OA mass [Cubison et al., 2011] . For Fires 12, 13, and 15 sampled on 23 September a possible net increase in ΔOA/ΔCO might have been present ( Figure S6 ). However, no significant increase was seen for the other fires. To represent the overall ΔOA/ΔCO evolution, the changes in ΔOA/ΔCO for all the seven fires were compiled in a single box and whisker plot (25th-75th and 10th-90th percentiles), as shown in Figure 7a . The 1σ uncertainty in the estimated age is same as that shown in Figure 5 . NO 2 measurements are not available for Fire 13. Note that the downwind evolution of Fire 12 might reflect both source changes to some extent and plume aging.
Journal of Geophysical Research: Atmospheres [Grieshop et al., 2009; Hennigan et al., 2011; Ortega et al., 2013] . The reasons for the observed variability in net SOA formation from BB plumes are not well understood.
To investigate the chemical transformations of OA, we analyzed elemental ratios including oxygen-to-carbon (O/C) and hydrogen-to-carbon (H/C) ratios using data from the aerosol mass spectrometer (AMS) [Aiken et al., 2008; Canagaratna et al., 2015] . Figure 8 shows the evolution of these two elemental ratios and also background ratio values for six fires. Elemental ratios for Fire 12 were not available. The measurement uncertainties of O/C and H/C are 28% and 13%, respectively, based on Canagaratna et al. [2015] . The background H/C ratios were in the range of 1.5-1.7 and were always smaller than the H/C ratio near the burning sources, which were generally between 1.6 and 1.8. In contrast, the background O/C ratios (0.7-0.9) were higher than the O/C ratios for POA from the agricultural fires (0.3-0.5), which are similar to the values observed in BB plumes over the Mexico City basin [DeCarlo et al., 2008] . Lower O/C and higher H/C values than background values suggest that POA produced by crop residue burning contained more reduced and less oxidized compounds than background OA. For all six plumes, a consistent increase in the O/C ratios and a decrease in the H/C ratios associated with aerosol aging were observed, although at different rates. Processes that could explain the observed elemental ratio trends include (1) mixing with background OA, (2) chemical processing, and (3) the preferential evaporation of more reduced species. Although mixing with background OA would eventually increase O/C and decrease H/C toward the background values, this is likely not the dominant effect. For five out of the six cases, O/C ratios increased from around~0.4 to 0.6-0.8 in less than 1 h. Since the measurements indicated that the excess OA concentrations in plumes were well beyond the background OA concentrations throughout this period, mixing alone could not have contributed enough background OA to account for such a rapid O/C increase (Figure 12b , as will be discussed in section 3.3.4). When combined with the approximately constant [ΔOA/ΔCO] t /[ΔOA/ΔCO] 0 ratios, the observations in O/C and H/C ratios show that the addition of oxygen must be offset by the loss of carbon during aging so that both chemical processing and evaporation were contributing. Rapid O 3 formation also serves as evidence of photochemical activity within the plumes. Chemical processing could change elemental ratios by the addition of SOA of higher O/C ratios or the heterogeneous oxidation of POA. Not surprisingly, the changes of O/C and H/C ratios were slowest in the plume of Fire 3, which agrees with the overall slow photochemistry. This provides further evidence that, in general, SOA formation was active on this time scale and that not all the O/C changes can be explained by differential evaporation.
BrC in POA and SOA in BB plumes may also evolve. The aging effects on the light-absorbing properties of organic carbon vary among studies perhaps due to different aging times and oxidation conditions [Adler et al., 2011; Saleh et al., 2013; Zhong and Jang, 2014; Forrister et al., 2015] . To investigate the influence of aging on short-wavelength light absorption, we plotted box and whisker plot of the changes in Δb ap , BrC (365)/ΔCO for the seven fires (Figure 7b ). Similar to Figure 7a , [Δb ap , BrC (365)/ΔCO] t /[Δb ap , BrC (365)/ΔCO] 0 was used to represent Δb ap , BrC (365) evolution. In Figure 7b , the downwind [Δb ap , BrC (365)/ΔCO] t /[Δb ap , BrC (365)/ΔCO] 0 exhibits slightly higher median values and upper limits than the fresher samples less than 15 min old. The slight increase in Δb ap , BrC (365))/ΔCO suggests that the aged aerosols up to~1.2 h old were more absorptive than fresh OA. This could possibly result from SOA formation, as implied by the O/C increase. Other processes could also be occurring, such as the loss of volatile BrC and photobleaching. On a similar time scale, Saleh et al. [2013] also reported that aged OC was more absorptive due to SOA formation in a smog chamber experiment. Zhong and Jang [2014] reported that chromophore formation and sunlight bleaching governed the change in the absorption of wood smoke aerosol. During a diurnal cycle, OA absorption was first enhanced by chromophore formation in the morning and then decreased by sunlight bleaching in the afternoon. On a longer time scale, Forrister et al. [2015] demonstrated that BrC emitted from wildfires was largely unstable and decayed in the plume with a half-life of 9 to 15 h. Therefore, our measurements in agricultural fire plumes may have captured BrC evolution in the early stage before its loss exceeded possible secondary formation.
Model Simulations
Understanding the rapid chemical evolution in fire plumes is critical for evaluating the impact of agricultural fires on regional air quality, atmospheric composition, and climate. Here we use the LPCS-REAM model to simulate the evolution of O 3 , PAN, HNO 3 , nitrate, radicals, SOA, and the O/C ratios within young agricultural fire plumes. Figure 9 shows the simulated CO mixing ratios using the best fit dilution coefficient (K y ), one half of best fit K y , and twice of best fit K y , along with the observed CO mixing ratios. Despite the assumptions made for a single K y value and the method of observation-model comparison, the simulated CO mixing ratios using the best fit K y reasonably represented the dilution trend when compared to the observations. The overall successful agreement enables us to further study the chemical evolution in the fire plumes. Figure 10 shows the evolution of the enhancement ratios of O 3 for the five selected cases. With the best fit dilution coefficients, the model can reasonably simulate ΔO 3 /ΔCO to within~30% in general. To quantify the photochemical O 3 production in an agricultural fire plume, we used the simulated results to calculate ozone production efficiency (OPE), defined as the number of O 3 molecules produced per number of NO x molecules oxidized [Liu et al., 1987; Lin et al., 1988; Trainer et al., 1993; Olszyna et al., 1994] . In this study, we computed the OPEs during 1 h evolution by dividing the number of O 3 molecules produced by the number of NO x molecules oxidized to PAN and HNO 3 + nitrate, given that PAN and HNO 3 + nitrate accounted for most of the measured NO x oxidation products ( Figure 6 ). As shown in Table 6 , the OPEs are in a range of 6.0 to 9.8 for the five cases. OPE values on the time scales of 0.5-4 days were estimated to be 5-17 for BB activities in Southeast Asia [Kondo et al., 2004] , South and Central Africa [Marion et al., 2001; Yokelson et al., 2003] , Australia [Shirai et al., 2003; Takegawa et al., 2003] , and western U.S. [Baylon et al., 2015] . The OPEs for the agricultural fires are in the lower end of the previously reported range. However, the OPEs in our cases will likely evolve as age increases beyond 1 h. The thermal decomposition of PAN could also further promote O 3 production after the first 1 h.
Reactive Nitrogen Species
The simulated enhancement ratios of the major NO x oxidation products, PAN, HNO 3 , and nitrate, are shown in Figure 11 . Note that the nitrate observations shown are the total nitrate measured by AMS, while the modeled nitrate represents the sum of initial emissions plus those originating from HNO 3 condensation. As the AMS measurements indicated that the nitrate in all the fire plumes in this study was mainly composed of inorganic nitrate (>90%), comparing the evolution of measured total nitrate with that of the modeled inorganic nitrate is reasonable. Table 6 shows the ratio between NO x oxidized to PAN and that oxidized to PAN plus HNO 3 + nitrate. It can be seen from Figure 11a that the model, in general, underestimated the formation of PAN by up to~50% of the observed ΔPAN/ΔCO. The simulated HNO 3 was generally lower than the observed HNO 3 as the simulated ΔHNO 3 /ΔCO decreased more rapidly with age than the observations (Figure 11b ). For Figure 9 . CO mixing ratio versus smoke age for the five selected cases. Green, red, and blue lines are for the slow, best fit, and fast plume dilution rates. Circles are the measured mixing ratios, with the horizontal error bars showing the uncertainty in the estimated age. Crosses are background CO concentrations outside the plumes. Figure 10 . Enhancement ratios of ΔO 3 to ΔCO versus smoke age for the five selected cases. Green, red, and blue lines are for the slow, best fit, and fast plume dilution rates. Circles are the measured enhancement ratios, with the vertical error bars showing the uncertainty in the measurement. The uncertainty in the estimated age is not shown here but is same as in Figure 9 .
Journal of Geophysical Research: Atmospheres Figure 11c ), the increase of Δnitrate/ΔCO was overestimated by the model by up to~50%. In these three cases, the underestimation of HNO 3 and the overestimation of nitrate imply that the model exaggerated the gas-to-particle deposition of HNO 3 . In the other two cases, Fire 15 Passes 1 and 3, the model underestimated nitrate, although within measurement uncertainties. However, more downwind nitrate data are needed for better evaluation.
Since modeling the partitioning between HNO 3 and nitrate is limited by the simplified treatment of HNO 3 deposition, it is also useful to compare the observed and the simulated sum of HNO 3 + nitrate. As also shown in Figure 11b , the model made reasonable predictions for total HNO 3 + nitrate for the first three cases within measurement uncertainties but underestimated the concentrations of total HNO 3 + nitrate for the last two cases, although again more downwind nitrate data would be useful to better evaluate the model performance. Several reasons may explain the disagreement. First, the highest initial emissions of nitrate near the fire sources were not measured for the Fire 3 Pass 2 and Fire 4 Pass 1. The input of the freshly emitted nitrate was estimated using the EF(nitrate) from other transects of the same fire and measured CO peak, which is a source of uncertainty for downwind nitrate simulation. Second, errors in the modeled photochemistry, e.g., the modeled OH concentration, could bias the HNO 3 + nitrate predictions.
The model output also includes other gaseous organic nitrate, including peroxypropionyl nitrate (PPN), peroxymetacryloyl nitrate, NO 3 CH 2 PAN, isoprene organic nitrates, carbonyl nitrates from NO 3 + isoprene, methyl nitrate, and C 4 -and C 5 -alkyl nitrates. According to the simulation, the sum of these gaseous organic nitrates was elevated by 0.1-0.3 ppbv at an age of 1 h after accounting for dilution, which is minor compared to PAN or HNO 3 + nitrate formation. The available fast measurements of PPN and several organic nitrates produced from isoprene oxidation showed that their formation was of similar magnitude as predicted by the model. In addition, the organic nitrate fractions for all the fires in this study reported by the AMS were <10%, which indicates that the enhancement of particulate organic nitrate was smaller than or similar to that of gaseous organic nitrates. So it is likely that only a small amount of gaseous organic nitrates that formed, if any, partitioned to the particle phase.
Several sensitivity simulations were performed to explore possible reasons for the underestimation of PAN (all five cases) and HNO 3 + nitrate (the last two cases) formation ( Figure 11 ). Since the VOCs measured at sampling rates ≥ 10 s (Table 1) likely missed the highest peak near fire sources and thus underestimated the initial emissions from the fires, additional model runs were performed with enhanced VOC initial concentrations.
The results indicate that as expected, acetaldehyde had the most significant influence on PAN formation. However, doubling the acetaldehyde concentration still cannot fully explain the observed rapid formation of PAN ( Figure S7 ). Simulations were conducted with additional unmeasured species, including HONO, methylglyoxal, diacetyl, and MEK. Their initial emissions were scaled using FLAME-4 EFs (adjusted to SEAC 4 RS MCE) and measured CO initial emissions [Stockwell et al., 2015] . The results showed that, with EFs from FLAME-4, HONO (0.35 ± 0.13 g/kg) and diacetyl (0.92 ± 1.00 g/kg) were significant contributors to PAN formation (Figure 11a ), while methylglyoxal (0.36 ± 0.31 g/kg) was relatively less important ( Figure S7) . A combined effect of adding HONO, diacetyl, and methylglyoxal is shown in Figure S7 . Since PAN was very sensitive to diacetyl, the large variability of EF(diacetyl) could lead to a large uncertainty in the simulated PAN. We found that by reducing EF(diacetyl) by a factor of 2, the simulated ΔPAN/ΔCO agreed well with the observed values ( Figure 11a ). The addition of initial HONO also promoted the modeled HNO 3 + nitrate formation by~30-70% and resulted in better agreements with observations especially for the last two cases (Figure 11b ). This suggests that the baseline simulation is likely missing some radical sources. The measured acetaldehyde, methylglyoxal, and diacetyl were also found to be the main precursors of peroxyacetyl radicals in the plume of the small forest understory fire in Georgia reported by Müller et al. [2016] .
Radical Concentrations
BB greatly perturbs atmospheric oxidants. For example, the direct emissions and the secondary formation of hydrogen peroxide, formaldehyde, and other aldehydes from BB can be significant sources of hydrogen oxides (HO x ) [Lee et al., 1998; Trentmann and Andreae, 2003; Yokelson et al., 2009; Müller et al., 2016] . In addition, the oxidation of emitted organic species produces organic peroxy radicals (RO 2 ), which can propagate HO x and NO x radical chains and thereby generate O 3 through subsequent photolysis of NO 2 [Orlando and Tyndall, 2012] . Although measurements of HO x or RO 2 were not available, we present model estimates to characterize the oxidants within the agricultural fire plumes. Table 6 lists the median and average concentrations of OH, hydroperoxyl radical (HO 2 ), and RO 2 during the 1 h simulation. For Fire 3 Pass 2, the low modeled radical concentrations agree with the overall slow photochemistry. For the other four cases, the average OH and HO 2 concentrations were in the ranges of 6.7 × 10 6 to 1.8 × 10 7 molecules cm À3 and 3.3 × 10 8 to 1.1 × 10 9 molecules cm À3 , respectively. The photochemical production of the HO x family in the plume was dominated by the photolysis of formaldehyde and the reaction of O [Xiong et al., 2015] . In short, the photochemical environment in the plumes studied here has similar levels of OH as those in Hobbs et al. [2003] and Yokelson et al. [2009] and generally higher OH, up to~8 times higher, than the surface ambient air studied in Xiong et al. [2015] . The magnitude of simulated HO 2 in the plumes is similar to that in Xiong et al. [2015] . In the case of RO 2 , the average modeled concentration ranged from 6.6 × 10 7 to 4.1 × 10 8 molecules cm À3 , with methyl peroxy radical (CH 3 O 2 ) accounting for~30-50% of RO 2 . As discussed before, the radical concentrations reported here likely represent a lower limit on actual radical levels in the agricultural fire plumes. 3.3.4. SOA and O/C Ratios SOA formation in the plumes was calculated by a simplified parameterization, which was proposed based on urban pollution observations made in Mexico City [Hodzic and Jimenez, 2011] and Los Angeles [Hayes et al., 2015] , with parameters updated for biomass burning emissions based on Cubison et al. [2011] . Figure 12a shows the modeled ΔOA/ΔCO versus plume age for the five individual passes. The simulated ΔOA/ΔCO is the sum of the observed POA/ΔCO and the modeled SOA/ΔCO, where POA is treated as nonvolatile during the~1 h aging considered here. The model parameters ensured that ΔOA/ΔCO was generally conserved for all the five cases after considering dilution, indicating that SOA formed in 1 h was insignificant compared with POA emitted. Although there are discrepancies between the simulations and the observations, several factors limit a detailed parameter optimization. First, for Fire 3 Pass 2, Fire 4 Pass 1, and Fire 15 Pass 3 in Figure 12a , POA emissions were not measured but were estimated from the EF(OA)s of the corresponding fires obtained from other transects, which may contribute to downwind discrepancies between modeled and observed ΔOA/ΔCO. Second, the short aging time and the limited number of downwind samples also make it less meaningful for a detailed parameter optimization. In our simulation, the EF of 0.013 g of the lumped SOA precursor per gram of CO worked well for the agricultural fires, although a lower EF could have also worked due to the insignificant SOA formation observed. Since the ratio of the average EF for the VOCs listed in Table 3 to that of CO is already as high as 0.16 g g À1 , this implies a net SOA yield of the order of 10%.
The evolution of the O/C ratio due to oxidation was also empirically estimated using equation (7). Note that since POA accounted for the majority of the mass of OA in the plumes, equation (7) can be regarded as a parameterization for the O/C increase in the bulk OA, which was composed of POA and some SOA. In Figure 12b , the red lines are the O/C increases due to the mixing effect only and the blue lines represent the sum of mixing and chemical processing effects, both assuming a POA O/C ratio of 0.4 based on observations. In Fire 3 Pass 2 (Figure 12b) , consistent with the low simulated OH, the slow increase of O/C was almost solely due to mixing with background air rather than chemical oxidation. In other cases with sufficient oxidation, our parameterization generally agreed with the observed O/C increases. Although highly uncertain, the photochemical aging time scale of 0.05 days used here (equivalent to OH exposure of 0.6 × 10 10 molecules cm À3 s) is much smaller than that of 1.5 days (equivalent to OH exposure of 1.94 × 10 11 molecules cm À3 s) for SOA in Mexico City [Hodzic and Jimenez, 2011] and Los Angeles [Hayes et al., 2015] conditions. In other BB plumes, O/C aging time scales longer than 0.05 days were observed. For example,~0.1-0.4 days were observed for forest fire plumes in field studies [Cubison et al., 2011; Forrister et al., 2015] and~1.2 days when exposing smoke emitted from burning different types of biomass to OH and O 3 in a flow reactor [Ortega et al., 2013] . By comparison, the rate of oxidation of OA in the agricultural fire plumes reported here is substantially faster than those in urban plumes, forest fire plumes, and smoke exposed in a flow reactor.
3.4. Annual Emissions of SO 2 , NO x , and CO From Crop Residue Burning in Southeastern U.S.
The measured EFs were used to estimate the annual emissions of three trace gases, SO 2 , NO x , and CO from agricultural field burning in the four states where the agricultural fires were sampled (Arkansas, Louisiana, Mississippi, and Missouri) and hence to compare with the 2011 National Emissions Inventory (NEI; http:// www.epa.gov/ttnchie1/net/2011inventory.html; accessed data in June 2015). Although the lab study by Stockwell et al. [2014] found roughly similar emissions from various crop materials including rice straw (generally within a factor of 2-3), it is very likely that the emissions of some species can be more variable across crop type (e.g., Table 5 ). However, since the field EF data for other crops in the U.S. are not available, the same EFs are assumed for all crops to roughly estimate the annual emissions of trace gases from open burning in the four states. This noncrop-type specific EF assumption for SO 2 , NO x , and CO likely results in an uncertainty of about a factor of 2. Emissions were calculated using the Seiler and Crutzen [1980] method of multiplying EF, burned area, fuel loading (mass of biomass per unit area), and combustion completeness (fraction of biomass consumed by fire). The EFs obtained in SEAC 4 RS were coupled with fire activity data from three studies based on different methods: Figure 10 of Melvin [2012] , acre ranges of agricultural and forestry prescribed burning in 2011 were based on state records. We estimated the agricultural burning area for each state by multiplying the average prescribed burning area by 37%, which is the overall percentage of agricultural burning in the southeast region according to Figure 5 of Melvin [2012] . In addition, the dry mass of rice straw was taken as 0.58 ± 0.14 kg m À2 [Oanh et al., 2011] and we assume that 100% of biomass was consumed in burning. Figure 13 compares a set of regional emission estimates based on different fire activity data. The first three bars in the two figures are our estimates. The last red bars are the estimates by the 2011 NEI, in which SO 2 , NO x , and CO emission data are available. The error bars of the estimates based on Melvin [2012] represent a range corresponding to the burned area range as reported. Total uncertainties are not explicitly shown, in part because there is not enough information to estimate them quantitatively. The appropriate error would include error propagation from the noncrop-type specific EF data and the estimates of biomass burned.
In Figure 13 , the estimated emissions of SO 2 , NO x , and CO vary with the fire activity data used. In general, the estimates based on McCarty et al. [2009] are the smallest emissions. Emissions estimated from Reid et al. [2004] and Melvin [2012] and by the 2011 NEI are generally close, and they differ by less than a factor of 2.5 except for Missouri. The fire activity data are highly uncertain, as indicated in Figure 13 . While there could have been some variability in fire activities of different years [McCarty et al., 2009; van der Werf et al., 2010] , it is likely the different methods contributed most to the uncertainties in emissions. Three of the four estimates rank Arkansas as the state with the highest agricultural burning emissions among the studied states. Arkansas and Louisiana are also two of the several states that emitted the highest amounts of CO in the contiguous U.S. according to McCarty [2011] . Summing up the four states, the average annual SO 2 , NO x , and CO emissions from agricultural fires were~2%,~7%, and~330% of coal combustion emissions estimated in the 2011 NEI. For NO x and CO, the agricultural fire emissions were about~1% and~9% of mobile sources, respectively. These ratios are estimated to have uncertainties between factors of 2.1 and 2.4 by considering uncertainties in EFs and variations in burned areas. Further investigation is required to obtain realistic burning activities and crop-specific EFs for better emission estimation.
Conclusions
The emissions from 15 agricultural fires were measured over the southeastern U.S. from the NASA DC-8 research aircraft. Based on these measurements, this study reports a detailed set of EFs of a number of trace gases and fine particles from agricultural field burning. The aerosol light absorption coefficients measured by PSAP and the light absorption measured from liquid extracts of aerosol implied that BrC was ubiquitous in these fires. The EFs as a function of MCE were examined. Whereas the EFs of VOCs generally showed good anticorrelation with MCE, the EFs of inorganic gases and particles were likely influenced more by fuel composition and fire variability than by MCE and thus had weak correlations with MCE. We also compared the EFs with the limited previous field and lab measurements of crop residue fires. In general, the average EFs of trace gases derived in this work agree well with those reported by Akagi et al. [2011] , Hayashi et al. [2014] , Kudo et al. [2014] , and Stockwell et al. [2015] . As for the particle species, the agricultural fires studied here had significantly larger emissions than the lab burning of rice straw [Hayashi et al., 2014] .
In addition, 7 out of the 15 fire plumes allowed for a detailed investigation into the chemical evolution of the primary emissions during the first 1.2 h of aging. Rapid enhancement of O 3 was observed with ΔO 3 /ΔCO reaching~0.10. Meanwhile, rapid conversion of NO x to PAN and nitrate was also observed with the ratios of ΔPAN/ΔNO y and Δnitrate/ΔNO y being generally similar and each reaching up to~0.4 in about 1 h. Although no significant evolution of OA mass and BrC absorption was seen on average, a consistent increase in O/C elemental ratios associated with aerosol aging indicated that chemical processing was ongoing and that SOA formation consistently occurred but was likely offset by the evaporation of OA. We used the LPCS-REAM model to simulate the chemistry within these young fire plumes. We found that the model reasonably simulated O 3 formation. The formation of PAN was generally underestimated by the model, which implied missing radical sources likely due to unidentified oxygenated compounds or underestimated initial VOC concentrations. Specifically, diacetyl, which is rarely measured in BB, could be a significant contributor to PAN formation. In the case of HNO 3 and nitrate, the model could not fully reproduce their branching. On the other hand, the modeled sums of HNO 3 + nitrate agreed with observations in three cases but were biased low in the other two cases. We speculated that the assumed HNO 3 uptake coefficient or the modeled Journal of Geophysical Research: Atmospheres 10.1002/2016JD025040 photochemistry (e.g., no initial HONO) might be responsible for these discrepancies. As PAN and nitrate accounted for almost all observed NO x loss, organic nitrates in the gas phase or the particulate phase were not formed efficiently in the agricultural fire plumes. The model also estimated radical concentrations within the fire plumes during the 1 h simulation, with high OH levels that sometimes reached over 1 × 10 7 molecules cm À3 . By implementing the simple empirical parameterization proposed by Hodzic and Jimenez [2011] with the parameters of Cubison et al. [2011] , we modeled the evolution of OA mass. The OA parameterization was generally consistent with the measured OA, although the number of OA samples limited a thorough parameter optimization. After modifying the parameters used in Hodzic and Jimenez [2011] to adapt to this study, our O/C parameterization indicated that the aerosol oxidation process within the agricultural fire plumes appeared to be much faster than that in urban atmospheres and forest fire plumes.
With the measured EFs, we also roughly estimated the annual agricultural fire emissions of SO 2 , NO x , and CO from Arkansas, Louisiana, Mississippi, and Missouri. The estimated ratio of the annual primary emissions from agricultural burning to the annual primary emissions from major sources for these species follows: SO 2 (~2% of coal combustion), NO x (~1% of mobile sources), and CO (~9% of mobile sources). However, these ratios are highly uncertain, about a factor of 2.1-2.4, since the EFs used for crop residues other than rice straw and the burning activity are uncertain. Future investigation of the EFs for different crop fuels, fuel loading, and fire activity will help address the uncertainties in agricultural burning emission inventories.
