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Introduction
Camera calibration has been studied extensively in computer vision for a long time and many calibration methods have been proposed [1, 2, 3, 4] . The basic camera calibration methods can be divided into the traditional camera calibration and the self-calibration [5, 6, 7, 8] . The traditional calibration method has high calibration accuracy, but need specific calibrations reference substance. The self-calibration method does not rely on calibration reference substance, but the calibration results are relatively unstable.
In [9] , the direct linear transformation (DLT) method was used for camera calibration, in which the camera imaging geometry linear model was established and the imaging model parameters can be directly obtained by the linear equation [9] . However the camera distortion was not considered. To avoid this kind of problem, a most common method of two-step calibration was proposed in [10] . Most parameters in the model were firstly obtained with the radial alignment constraint (RAC), and then the nonlinear search method was used to solve the distortion coefficient, effective focal length and a translation parameter. The method considers the radial lens distortion, assuming the main point of image lies at the image center. Coplanar points were used to solve both interior and exterior parameters.
Zhang [11] took into account the radial distortion and proposed a camera calibration method based on the plane pattern, which used the orthogonal condition of rotation matrix and nonlinear optimization in camera calibration. The method is simple and flexible, but needs multiple planar template images of different perspective as the calibration reference object and the distortion is considered deficiently.
Camera self-calibration method was firstly introduced by Faugeras and Maybank in 1992 [12] , which did not need any special external calibration object and directly completed the calibration tasks by images. It has a great deal of flexibility and has been widely deployed. In [13] , Ma proposed a linear method based on two groups of three orthogonal movements, which is the self-calibration method based on active vision. It used multiple images and the camera motion to determine the camera internal and external parameters. However, its computational cost is very high.
In recent years, some nature-inspired swarm intelligence optimization algorithms have been widely applied in visual calibration and detection, and achieved the remarkable effect and superiority [14, 15, 16, 17] . For instance, a camera calibration method based on the global search ability of particle swarm algorithm was presented in [18, 31, 32] . It can solve the camera parameters very well. But without giving full consideration to the distortion, the calibration precision remains to be future improved. Tian et al. [19] used the local convergence and stability of BP neural networks to improve the camera calibration accuracy and robustness. However, the limitations of these intelligent algorithms are easy to fall into the problems such as premature convergence or inefficiency, which is unable to find the optimal solution. To prevent these problems, it is necessary to combine many kinds of algorithms [20, 21] . Li et al. [22] combined genetic algorithm with particle swarm optimization for camera calibration, in which the crossover and mutation of genetic algorithm are adopted to avoid particle swarm prematurely into local optimum.
As we know, Particle Swarm Optimization (PSO) is a kind of global random search algorithm based on swarm intelligence [23] . It has less adjustable parameters and is easy to implement than the traditional intelligent algorithms such as genetic algorithm (GA), as well as the better ability of global optimization. Differential Evolution (DE) is a kind of global random search algorithm based on real parameter optimization problem [24] . It has a fast convergence speed, less adjustable parameters and good robustness. By combining both algorithms, a differential evolution particle swarm optimization (DEPSO) is presented in [25] . This paper proposes the use of DEPSO in camera calibration. It is more advanced than the existing single algorithm based on camera calibration techniques in [18, 19, 31, 32] that have the risk of premature convergence, or complex hybrid algorithm based on camera calibration techniques in [20, 21, 22] that have the weaker ability of optimization and are not easy to implement.
The rest of this paper is organized as follows. Section 2 introduces the principle of camera calibration, including the establishment of the calibration model. Section 3 presents an improved camera calibration algorithm for solving the camera parameters. Some experimental results and analysis are presented in Section 4 to verify the feasibility and performance of the proposed algorithm. Finally, a brief conclusion and the future work are given in Section 5.
Camera calibration principle

Calibration parameters description
In computer vision, the imaging model is considered as the geometric objects in 3D space to the projection relationship of 2D image corresponding points. The corresponding geometric parameters are camera parameters and obtained by camera calibration [3, 8, 26] . The camera parameters can be divided into internal and external parameters.
Camera internal parameter
Internal parameter is the relationship between CCS and ICS, representing the camera optical and geometry features such as the main point (image centre), focal length, radial lens distortion, off-axis lens distortion and so on [27] . The mathematical model of camera internal parameter can be expressed in a 3×3 matrix.
where f x = f /d x and f y = f /d y are respectively the camera image plane scale factor of horizontal axis x and vertical axis y. f is the focal length of the camera. d x and d y are the physical distance of horizontal direction and vertical direction on the image plane. c x and c y are the offset of horizontal direction and vertical direction between the camera center and optical axis. s is the obliquity factor which is zero when the camera image plane coordinate axis is not orthogonal each other. The camera internal parameter calibration is mainly solving the four parameters (f x , f y , c x , c y ).
Camera external parameter
External parameter denotes the location and direction of the camera in WCS, i.e. the relationship of unifying CCS and WCS [28] . It includes the rotation matrix R and translation matrix T as follows. 
where each direction vector is satisfied orthogonal constraint condition.
If α, β and θ denote the rotation angle of camera in the x, y, z axes and the direction of rotation is clockwise, then each axis transformation matrix is given below.
The total rotation matrix is as follows:
The translation matrix T is the offset between the two coordinate systems. The transformation from the point P w in WCS to the point P c in CCS is expressed as:
By solving the external parameter, the unity of the camera coordinate system (CCS) and the world coordinate system (WCS) can be realized. Then, the internal parameters of camera can be combined to realize the unity between the coordinate systems, so as to realize the mapping from the 3D space to the 2D image and to achieve the goal of visual identification.
Camera imaging relationship
Camera imaging relationship can be determined by internal and external parameters of camera, and the transformation model is established from 3D space to 2D images. Assuming a 3D point of the world coordinate is (x w , y w , z w )
T , a homogeneous coordinate of CCS is (x c , y c , z c ) T , a 2D image pixel coordinate is (u, v) T , the camera imaging relationship is expressed as follows.
The transformation between WCS and CCS
According to the transformation relation of rotation matrix and translation matrix, the coordinate transformation between the two coordinate systems can be realized.
The transformation between CCS and IPCS
The ideal perspective projection transformation under pinhole model is established as follows:
Using homogeneous coordinate and matrix are written as:
where (x, y) T is the homogeneous coordinate of the image physical coordinate system (IPCS). The transformation between IPHCS (image physical coordinate system) and PCS (pixel coordinate system) is expressed as:
where u 0 and v 0 are the intersection coordinate between the optical axis center and image plane. From (2) and (3), the transformation between CCS and IPCS can be obtained by:
The transformation between WCS and IPCS
According to the transformation relation between the above coordinate systems, i.e. (1) - (4), the final camera imaging relationship is shown as:
where M A is the camera internal parameter array, M R,T is the camera external parameter array. They represent the basic relationship between the 2D pixel coordinate and 3D world coordinate. According to the known world coordinate, using the matrix transformation relation can calculate the corresponding image pixel coordinate and realize the mapping from 3D space to 2D image.
Camera calibration model
The camera imaging model is the basis of camera calibration and determines the camera parameters. It is divided into either linear model or nonlinear model [1, 3, 8] . The linear model is based on the principle of pinhole imaging, and its geometric relationship is established between the image points and the corresponding object space points. In practical applications, the physical structure of camera leads to many kinds of distortion. The actual image point position may offset the ideal image point position, and damage the collinear relationship among the image points, the projection centre and the corresponding space points. Therefore, the nonlinear model needs to be established for distortion correction. Fig. 1 shows the imaging model. (4) WCS (world coordinate system-o w x w y w z w ): it is a reference coordinate system in an appropriate choice of the space environment. (x w , y w , z w ) denotes the coordinate of object point P in the world coordinate system.
Solving camera parameters
The camera parameters can be determined according to the camera imaging model. In order to simplify the calculation, it is assume that the template plane is on z w = 0 in WCS. The i th column of the rotation matrix R is denoted as r i . From (5), the points of the template plane are expressed as follows:
To define the homography H, the mapping between the point on template plane and its corresponding image point is
. So the transformation can be written below:
Namely:
Given an image of the template plane, a homography can be denoted as
. It can be expressed as:
where λ is the scale factor. Because r 1 and r 2 are orthogonal vectors, thus r 
These are the two basic constraints for solving the camera intrinsic parameter. Assuming B = M A −T M A −1 , it can be written as:
It can be seen that matrix B is symmetric, which can be defined as a sixdimensional vector b = 
According to the constraints (10) and (11), the two homogeneous equations about vector b can be expressed as follows:
If n images of the template plane are observed, the linear equation can be given from (14) .
where V is 2n × 6 matrix. If n ≥ 2, the analysis shows that the above equations have the linear solution. Then the camera intrinsic parameter can be obtained from the closed-form solution of matrix B. According to the intrinsic parameter and homography H, the camera extrinsic parameter can be obtained by:
where scale factor λ is determined by orthogonal conditions, λ = 1
It is important to note that the solved matrix R =
does not in general satisfy the properties of a rotation matrix. So the singular value decomposition (SVD) method is used to obtain the best rotation matrix here.
Distortion correction
Note that the lens distortion of a camera is not considered in the above calibration process. Since the used camera lens produce large geometric distortion in the region far away from the center of an image [11, 29, 30] , the radial distortion and tangential distortion are dealt with. As for radial distortion, the center of the imaging plane distortion is 0. When moving to the edge, the distortion becomes more serious. The several terms of Taylor series expansion around the location r = 0 can be used to quantitative description. For a general camera, we usually use the first two coefficients, i.e. k 1 and k 2 . As for a big distortion camera such as fisheye lens, the third radial distortion item k 3 can be used. The three distortion coefficients are adopted here to correct the distortion as follows:
The tangential distortion is due to the lens manufacturing defects, i.e. the lens in un-parallel with the image plane, and is commonly described by two parameters p 1 and p 2 as follows:
where
The inference of the two kinds of distortion above is considered in the process of calibration. After transforming (18) and (19) , the distortionless calibration results can be obtained by:
Here the nonlinear model introduced distortion is used to calibrate camera. The camera parameters are redefined and evaluated, which can be obtained by a large number of equations. In the practical application, distortion correction can effectively reduce the influence brought of the distortion and ensure the accuracy of calibration results, which has very important research value.
Algorithm design and application
Particle swarm optimization
PSO algorithm is based on the evolution of population and has been successfully applied in many optimization problems [16, 18, 31, 32] . It is initialized to a group of random particles and updated themselves by tracking two "extremum" in each iteration. Assuming that the information of particle i is a D-dimensional vector, its location is represented by
T . The renewal equations of speed and position can be expressed as follows:
where w is the inertia weight, which is affecting the global and local searching ability of the algorithm. c 1 and c 2 are the accelerated factor (or the learning factor), which respectively adjust the maximum step of the global and individual best particle in the flying direction. If they are too small, the particles may be far away from the object region, otherwise, may lead to fly over the object region. The appropriate c 1 and c 2 can accelerate the convergence and not easy to fall into local optimum, usually c 1 = c 2 = 2. rand() is a random number between [0, 1]. pbest is the individual extreme value point location of the particle i. gbest is the global extreme value point location of the whole population.
Differential evolution particle swarm optimization
Differential evolution (DE) is a kind of global optimization algorithm based on real number coding and the evolution of population, which shows the great advantages in many optimization problems and has been successfully applied in many fields [33, 34] . On the other hands, particle swarm optimization has some limitations, such as premature and slow convergence, population diversity decreased too fast with algebraic increasing and may not converge the global optimal solution and so on. Therefore, we propose a new algorithm here, namely differential evolution particle swarm optimization (DEPSO).
In our algorithm, the mutation and crossover operation of differential evolution are introduced at each iteration into the PSO, which can maintain the diversity of population particles and select the optimal particle at each iteration to the next iteration. It can improve the convergence of the algorithm and prevent the particles into premature convergence [25, 33, 35] .
Assuming the population size is N and each individual has a D-dimensional vector, the target vector and the test vector are respectively represented as
The each target vector of G th generation individual is represented as X i,G . Mutation operator is usually used as follows:
where r1, r2, r3, r4, r5 are random unequal integers between [1, N] . F is the mutation control parameter, which controls the magnification of difference and general value in [0, 2]. It affects the convergence speed of DE.
In this paper, Eq. (24) is used as an operating mode of population particle mutation. The mutation mechanism is introduced into the particle swarm iteration computation, which generates mutation after each iteration and prevents particle swarm premature into a local optimum. In order to increase the diversity of population, the crossover operation is introduced. The test vector V i and the target vector X i are permeated to achieve the purpose of improving the population global search ability. Assuming the cross vector is
T , and the crossover operator is:
. CR is a cross control parameter, i.e. a general value in [0, 1]. The big the value is, the better the crossover probability and the diversity of population. The candidate individual U i,G is evaluated by fitness function in order to decide whether the new generation individual should be selected with the following selecting operator:
The optimal individual is chosen at each iteration to achieve optimization purpose.
Algorithm for camera calibration
According to the analysis of the camera model, the proposed DEPSO algorithm is applied to obtain camera parameters during camera calibration. The 2D coordinates of the obtained images are compared with the actual measured image coordinates in order to verify the feasibility and superiority of the algorithm.
Objective function
The camera internal and external parameters and distortion coefficients are to be optimized in this research. Assuming we have n plane template images each of which has m calibration points. Each point is equal in size and located in the same noise environment. Objective function is established as follows:
wherep ij is the pixel coordinate of the j th calibration point in the i th image. R i and T i are the rotation and translation matrices corresponding to the i th image. Note that p (M A , k 1 , k 2 , k 3 , p 1 , p 2 , R i , T i , P j ) is obtained by using (5), which is the pixel coordinate of the j th world coordinate point P j in the i th image. The objective function is optimized by the proposed algorithm, and then the optimal stable solution of camera parameters can be obtained.
Algorithm application
The application process of differential evolution particle swarm optimization algorithm is given as follows:
Step 1 Population initialization: it randomly generates the position and speed of N particles within the allowed scope, and sets the upper and lower limit of particle velocity. In order to avoid the unstable search ability of the proposed algorithm, a kind of dynamic adjustment strategy is adopted to adjust the algorithm parameters (w, F, CR). Setting the upper and lower limit of parameters, the maximum iteration number λ max and the current iteration number λ, then the dynamic adjustment strategy can be written as:
Step 2 Fitness function selection: the objective function is the distance of the obtained pixels and the actual pixels, which is used as the fitness evaluation standard and calculated to get the individual extremum and global extremum of the initialization population. Fitness function is expressed as:
Step 3 Renewing population: according to (21) and (22), the speed and position of each particle are renewed.
Step 4 Selective renewal: using the selection strategy of differential evolution, the fitness of the renewed particle is compared with the fitness of particle before renewing, and choosing higher fitness particle to update location.
Step 5 Crossover operation: increasing diversity of the population and ensuring that the excellent individuals have a high fitness.
Step 6 Mutation operation: according to comparing fitness value, the low fitness individuals are generated mutation with greater probability, which is beneficial to produce excellent schema and guarantee the existence of superior individuals. Thus a new generation of excellent population is forming.
Step 7 Renewing the population extreme: according to the fitness value of a new generation population, renewing the individual extreme and global extreme of population.
Step 8 Determining whether the termination condition is satisfied: if it reaches the maximum number of iteration, then the end of the loop and output results, otherwise go to Step 3 to continue iteration.
Experiments
Experimental preparation
In order to verify the application performance of the proposed algorithm, a company visual identification project is chosen as an example. The calibrating camera for experiment is the ARTCAM-150PIII CCD camera of ARTRAY Company, Japanese Seiko lens TAMRON 53513, the effective pixel is 1360×1024. To ensure the fairness of comparison, the experiment is carried out on Windows XP system platform, 2.67GHz, 2GB RAM and the Matlab. Unified setting particle population size N is 30, the maximum number of iteration is 1000 and 100 times continuous optimization.
The calibration image used for experiment is the classic black and white chessboard with a size of 8×10, namely 80 corners. The unequal row-column dimension is adopted, which can always determine the direction of chessboard corner detection and ensure the corner correct arrangement. The checkerboard is fixed on a flat plate, which is taken as calibration template. A number of different perspective calibration plate images are collected. As shown in Fig.2 . As can be seen in Fig. 3 , all corners are detected in each calibration plate image at the same direction. There are not missing any corners and able to ensure the accuracy of the detection results. Corner detection results provide coordinate information for the camera calibration.
Experimental results and analysis
To decide the geometric parameters during camera calibration, more than two perspective images are needed. A large number of experiments show that the camera internal parameter (f x , f y , c x , c y ) can convergence and the relative error is small when there are more than three different visual angle images. In order to ensure the convergence and accuracy of camera parameters, 10 calibration board images at different perspectives are used in this paper, as shown in Fig. 2 . The corners are considered as calibration points and the proposed algorithm is used for camera calibration. In view of the different visual angles, the camera external parameters are uncertain. Each perspective image is corresponding to one group of external parameters, which is described by a rotation matrix and translation matrix. Table 1 shows the 10 groups of external parameters obtained by the algorithm. Because of the uncertain camera external parameters, the camera internal parameters and distortion coefficients are calibrated. In order to verify the validity of the algorithm, our method is compared with the planar pattern calibration method by Zhang [11] . Table 2 presents a comparison of the calibration results from different methods. Table 2 , the simulation results are close to the calibration result from Zhang's method and the relative difference is small. It should be noticed that Zhang's calibration method has only considered the first two term coefficients of radial distortion, without fully considering the influence of other distortion. However, the radial and tangential distortions are adequately considered in our method to further reduce the effects of camera lens distortion and obtain the more accurate camera calibration parameters.
According to the model transformation relation, the calibrated camera parameters and the 3D space coordinates (x w , y w , z w ) are used to obtain the corresponding 2D image coordinates (u, v), and then compared with the actual image coordinates (ũ,ṽ) obtained by the image processing, so that the validity and accuracy of the calibration method results can be verified. Experiments are based on the visual identification project and 10 groups of the actual measured data are randomly selected. Table 3 presents the verification results. As can be seen in Table 3 , the derived image coordinates are close to the actual image coordinates, which shows the good performance of the proposed calibration method. The object average (Ave) and standard deviation (Std) of all images pixel coordinates are calculated and compared with the other calibration results. The arbitrary 10 groups of solutions from one image, all 80 groups of solutions from any one image and all 800 groups of solutions from the whole images are respectively selected to compare and verify the reliability and stability of the proposed calibration algorithm, as shown in Table 4 . As can be seen in Table 4 , the object average and standard deviation in the results by the proposed algorithms are less than ones produced by the other methods. It is clear that differential evolution combined with the particle swarm optimization can effectively avoid local optimum. The proposed DEPSO algorithm has a better optimization effect and achieved accurate calibration results and stability. In the experiment of visual identification, the LED board is used as a 3D space object. The board is a 16×16 dot matrix and the distance between any two LED lights is 7mm. One point on the LED board is randomly selected to calibrate the corresponding 2D image coordinates, which is marked in the image. It can verify the practical application of the proposed calibration method. Fig. 5 presents visual identification results.
As shown in Fig. 5 , the 3D space coordinate corresponding to the actual 2D image coordinate is shown in Table 3 . The calibration result error is very small and the visual identification is very accurate. It is clear that using the proposed DEPSO is suitable for camera calibration, and can achieve good reliability and high accuracy. It has a good effect in practical applications.
Conclusions
Camera calibration plays very important role in the computer vision application. This paper investigates the novel method that can be used to calibrate camera accurately. Based on actual project and the consideration of the camera distortion effect, the nonlinear relationship model is established for camera calibration and the differential evolution particle swarm optimization is used to calibrate camera parameters. The simulation results show that the algorithm is simple and effective, as well as good optimization ability. It is outperformed the traditional methods in terms of accuracy and robustness in practical applications.
Currently, many methods have been proposed for camera calibration, including the traditional calibration methods and the self-calibration methods. Both of them have limitations, and further improvement is needed. Our future research will be focused on the development of intelligent learning algorithms to solve the camera calibration problems in the diversified real-world applications.
