Abstract. We adapt Schaback's error doubling trick [R. Schaback. Improved error bounds for scattered data interpolation by radial basis functions. Math. Comp., 68(225):201-216, 1999.] to give error estimates for radial interpolation of functions with smoothness lying (in some sense) between that of the usual native space and the subspace with double the smoothness. We do this for both bounded subsets of R d and spheres. As a step on the way to our ultimate goal we also show convergence of pseudoderivatives of the interpolation error.
1. Introduction. In this paper we are interested in extending the range of applicability of error estimates for radial basis function interpolation in Euclidean space and on spheres. Let Ω be a subset of we refer to S Y φ as the φ-spline interpolant to f on Y . We will be approximating functions f ∈ H φ , a Hilbert space of functions which depends on the function φ-the so-called native space. Later we will be more explicit about this space of functions. With this Hilbert space we have a inner product · , · φ , with associated norm · φ . We will require the following useful orthogonality and consequent Pythagorean property; see, e.g., [11, 13] . φ . The usual error estimate for φ-spline interpolants is of the form |f (x) − S where estimation of P (x, Y, φ)-the so-called power function-leads to error estimates for interpolation in terms of the fill-distance h(Y, Ω). For the archetypal function in H φ we can say no more than f − S Y φ φ → 0 as h(Y, Ω) → 0. However, if f has double the smoothness (in some sense to made clear later) than the typical function, then Schaback [19] has shown how to double the convergence order of the φ-spline interpolant.
We show how to get improved orders of convergence when the target function, f , has less smoothness than Schaback requires, but more smoothness than the typical function. We shall be doing this on the sphere (though this can be easily generalised to other two-point homogeneous spaces) in §2 and in Sobolev spaces on Euclidean space in §3. An intermediate result in both cases is to prove approximation orders for pseudoderivatives of the interpolant. We will define this notation at the appropriate place in each of the following sections.
In each case we shall be concerned with the practical scenario in which Y consists of a finite number of points. Foregoing this assumption is of theoretical interest. In particular, in Euclidean space for (perturbed) gridded data, certain improved error estimates are already known to hold for functions within the native space itself (see, e.g., [4] ).
The goal in this paper is quite different from the desire to establish error estimates for functions possessing insufficient smoothness for admittance in the native space. In recent years, contributions in that direction has been provided by several authors, e.g., [16, 17, 12] for the sphere and [23, 3, 18] for the Euclidean case.
2. The sphere. Let S d = {x ∈ R d+1 : |x| = 1}. Then the geodesic distance between points x, y ∈ S d is d(x, y) = cos −1 xy, where xy denotes the usual inner product of vectors in R d+1 . We let ν denote the normalised rotationally invariant measure on the sphere and define the inner product
and let L 2 (S d ) denote the set of functions for which
Let P n be the polynomials of degree n in R d+1 restricted to the sphere, and let H n = P n ∩ P ⊥ n be the space of degree n spherical harmonics. Then,
n dn be an orthonormal basis for H n . Related to S d (we will see why shortly), we have the Gegenbauer polynomials
n (t) which are orthogonal on [−1, 1] with respect to the weight (1 − t 2 ) λ−1/2 . It is well known (Müller [15] , for instance) that the following addition formula holds:
with λ = d/2 − 1. The normalisation of the Gegenbauer polynomials is chosen so that there is no constant in the addition theorem. It is straightforward to see that
The following lemma is a specialisation of a result in [11] to the sphere. Lemma 2.1. For n ≥ 0,
We will be considering interpolation using kernels of the form φ(d(x, y)) where φ : [0, π] → R. We will assume that the function φ has an expansion
where a n > 0, for n = 0, 1, . . . , and n≥0 d n a n < ∞.
The first condition ensures that φ is positive definite, and the second that it is continuous. Our analysis will take place in the native space for φ, H φ , defined by
A pseudodifferential operator Λ on S d is an operator which acts via multiplication by a constant on each eigenspace H n :
For more information on pseudodifferential operators on spheres see, e.g., [9, 20] . We call the sequence of numbers {λ n } n≥0 the symbol of Λ. Let δ x denote the point evaluation functional at x, and, when it makes sense for the functional µ, let Λµ(f ) = µ(Λf ). Let us denote by Y * the span of the point evaluation functionals supported on Y . In Morton and Neamtu [14] the authors give error estimates for the collocation solution of pseudodifferential equations on spheres. Here we attempt, initially, to find errors in pseudoderivatives of solutions to the interpolation problem.
Proof. Since f (y) − S φ (y) = 0, y ∈ Y , we have, for any coefficients c y , y ∈ Y ,
We now take the infimum over all functionals in Y * to obtain the result. In what follows we will need the pseudodifferential operator Λ to satisfy the following assumption: Assumption 2.3. For all n ≥ 0, λ n = (n(d + n − 2)) s , for some s > 0. From Ditzian [6] , if Λ satisfies Assumption 2.3, then for p ∈ P n ,
for some E independent of n.
From [10, Lemma 7] we have the following result. Lemma 2.4. Let Y be a finite set of points with fill-distance h(Y,
there is a set of real numbers {b y } y∈Y , with y∈Y |b y | ≤ 2, such that
so that, by the previous lemma, there is a set of coefficients {b y } y∈Y , such that
with y∈Y |b y | ≤ 2. Thus, with c y = Eλ N b y , for y ∈ Y , we have
where,
We now arrive at the first main result of this section.
, for some fixed N ∈ Z + . Let Λ be a pseudodifferential operator with symbol {λ n } n≥0 satisfying Assumption 2.3 and
Proof. Let is choose {c y } y∈Y to be the coefficients described above. Let v ∈ H φ with v φ = 1. Then,
using Lemma 2.1. Hence, using (2.2) and the Cauchy-Schwarz inequality,
and the result follows from Proposition 2.2 since v φ = 1, and because {λ n } n≥0 is an increasing sequence. Integrating the conclusion of the previous theorem over the sphere we easily obtain Corollary 2.6. Under the hypotheses of Theorem 2.5,
Before we give our improved error estimate we need to define a new space H Λφ by
, for some fixed N ∈ Z + . Let Λ be a pseudodifferential operator with symbol {λ n } n≥0 satisfying Assumption 2.3 and n≥0 d n λ 2 n a n < ∞.
Then, for f ∈ H Λφ and for all
Proof. Firstly, using Proposition 1.1 and the Cauchy-Schwarz inequality, we have
using Corollary 2.6. Cancelling a factor of f − S Y φ φ from both sides yields
We can now employ the standard error estimate taken from Jetter, Stöckler and Ward [10] (our Theorem 2.5 with λ n = 1 for all n) to give the required result.
3. The Euclidean case. Our attention now turns to φ-spline interpolants of the form
where φ : R + → R. We will conduct our analysis for positive definite basis functions φ ∈ L 1 (R d ) whose Fourier transform satisfy, for some s > 0,
for some positive constants C 1 and C 2 , for example, the Sobolev splines [7] or piecewise polynomial compactly supported radial functions of minimal degree [21] . The exposition contained in this section can be readily adapted to include the polyharmonic splines [8] as well. In that case, the φ-spline interpolant must be augmented by a polynomial p with the extra degrees of freedom taken up by the side conditions
where q is polynomial of the same degree (or less) as p.
denote the usual space of square-integrable functions on Ω with inner product · , · L2(Ω) and norm · L2(Ω) . For k ∈ Z + , the integer-order Sobolev space is defined by
with D α understood in the distributional sense, which carries the inner product
where (f, g) k denotes the Sobolev semi-inner product
We can write the semi-norm, using the Fourier transform, in the alternative form
which facilitates the definition of fractional-order Sobolev space, H s , for s > 0, which has the semi-norm
The space H s is complete with respect to
otherwise, and, whenever we have s > d/2, H s is continuously embedded in the continuous functions. The native space for φ satisfying (3.1) is equivalent to H s . We now wish to make local definitions of our function spaces, which we shall denote by H s (Ω). For s ∈ Z + the definition should be is clear. In what follows we also need the local fractional-order Sobolev spaces:
where |f | s,Ω is the local fractional-order Sobolev semi-norm obtained by rewriting (3.2) in an equivalent direct form, i.e., not defined through the Fourier transform of f (see, e.g., Adams [1, p. 214] ). For our analysis we find it more useful to exploit an equivalent wavelet representation for the local Sobolev norm [5] .
To introduce this equivalent norm we stipulate that the bounded domain, Ω, admits a local multiresolution of closed subspaces {V n (Ω)} n≥0 of L 2 (Ω):
Cohen et al. [5] give sufficient conditions on Ω to admit such a local multiresolution. In particular, for d = 2, those domains whose boundaries have certain piecewise Lipschitz smoothness are admissible. The following is an incidence of [5, Theorem 4.2] .
For each s ≥ 0, let Λ s be the pseudodifferential operator on Ω defined via
Then, there exists positive constants C 1 and C 2 such that, for all f ∈ H s (Ω),
Now, let us return to the task at hand. For φ satisfying (3.1), we will denote the φ-spline interpolant on the point set Y by S Y φ . The standard error estimate in this context is
3)
see [22] . If f is smoother (and satisfies some boundary conditions) we can get a better rate of convergence. We will exploit the fact that H µ (Ω), for 0 < µ < s, is an interpolation space lying between L 2 (Ω) and H s (Ω) (see Bergh and Löfström [2, p. 131]). We can then use the standard interpolation theorem concerning the norms of operators bounded on the extreme spaces to infer a bound on the norm for the interpolation space. For further information on interpolation spaces the reader can consult, e.g., Bergh and Löfström [2] . We use the following interpolation theorem. Since we can write the H s -norm in entirely direct form, we are at liberty to utilise Duchon's localisation technique [8] to enhance the standard error estimate (3.3). Therefore, if Ω is bounded and satisfies an interior cone condition then, for f ∈ H s (Ω), s > d/2, and sufficiently small h = h(Y, Ω),
, we see, using the last proposition, that, for 0 < µ < s,
We can now prove our main result of this section, which is a generalisation of that of Schaback [19] . The result follows by substitution into the standard error estimate (3.3).
