A new algorithm for unconstrained optimization is presented which is based on a modified one-dimensional bisection method. The algorithm actually uses only the signs of function and gradient values. Thus it can be applied to problems with imprecise function and gradient values. It converges in one iteration on quadratic functions of n variables, it rapidly minimizes general functions and it does not require evaluation or estimation of the matrix of second partial derivatives. The algorithm has been implemented and tested. Performance information for wellknown test functions is reported. ᮊ
INTRODUCTION
There is no need to emphasize the importance of finding the extrema of a function f : D D ; ‫ޒ‬ n ª ‫,ޒ‬ 1 . 1
Ž .
where ‫ޒ‬ n indicates the real Euclidean n-space, and the numerous applications in many different fields such as mathematics, statistics, operation research, management science, economics, computer science, engineering, and physical sciences.
Ž . Optimization methods non-numerical ones existed even before Newton, Lagrange, and Cauchy. After the contributions of Bernoulli, Euler, Lagrange, and Weierstrass to the calculus of variations, and the use of certain multipliers by Lagrange to solve the constrained minimization problem, Cauchy made the first application of the steepest descent method w x to solve unconstrained minimization problems 4 . w x A well-known method in the class of steepest descent methods 11, 2, 18 Ž . for unconstrained minimization of functions 1.1 having Lipschitz continuw x ous first partial derivatives is given by Armijo in 1 , which under some suitable assumptions on f and D D always converges to a local minimum.
This method is in fact a modification of Cauchy's method. It allows for the possibility of variable step size and does not require knowledge of the value of the Lipschitz constant.
Moreover, there is a class of methods called nonlinear conjugate gradient Ž . w x methods, as typified by the Fletcher᎐Ree¨es FR algorithm 8, 11, 2, 18, 17 Ž . w x and the closely related Polak᎐Ribiere PR algorithm 16, 17 . The converw x gence of these methods, for general nonlinear problems, is linear 13, 11 . Conjugate gradient methods require storage of order only a fewtimes n. On the other hand, these methods require derivative calculations as well as one-dimensional subminimization and they are very sensitive to rounding off errors.
Another efficient class of methods is known under the names quasiNewton and¨ariable metric methods, as typified by the Da¨idon᎐ Ž . w x Ž Fletcher᎐Powell DFP algorithm 5, 7, 11, 2, 18, 17 sometimes referred Ž . . to as Fletcher᎐Powell FP algorithm or the closely related Broyden᎐ Ž . Fletcher᎐Goldfarb᎐Shanno BFGS algorithm. The above-mentioned methw x ods are very stable and they converge superlinearly 13 . On the other hand, these methods require storage of order n 2 and they require derivative calculations. Besides, they approximate the inverse of the Hessian matrix and they require one-dimensional subminimization.
All the above mentioned methods require precise function and gradient values. However, in many optimization problems of practical interest the values of the objective functions are known only imprecisely. For example, when the function and gradient values depend on the results of numerical simulations, then it may be difficult or impossible to obtain very precise values. Or, in other cases, it may be necessary to integrate numerically a system of differential equations in order to obtain a function value, so that the precision of the computed value is limited.
In this contribution we describe a new efficient numerical method for computing an unconstrained local minimum which needs neither information about the Hessian matrix nor matrix inversions. This method is based on a modified one-dimensional bisection method and it actually requires only the signs of function and gradient values to be correct. Consequently, it can be applied to problems with imprecise function values. The algorithm converges in one iteration on quadratic functions of n variables and, as numerical results indicate, rapidly minimizes general functions. Comparing the new method with the previously mentioned methods to a variety of test functions we obtain very promising results.
In the next section we give the theoretical background of our method. Also in this section we present a modified bisection method for the computation of a root of a single continuous function within a given Ž . interval a, b ; ‫.ޒ‬ Then, in Section 3, we describe the new algorithm and we also study its convergence. Applications of this algorithm are presented in Section 4. We finally end, in Section 5, with some concluding remarks and a short discussion for further research.
THEORETICAL BACKGROUND
In this section we shall give the theoretical background on which our method is based.
Ž . a Armijo's Modified Steepest Descent Algorithm
First, let us give Armijo's modified steepest descent algorithm. To do this the following assumptions are needed:
Ž . a The function f is a real-valued function defined and continuous everywhere in ‫ޒ‬ n , bounded below in ‫ޒ‬ n , where m is the smallest positive integer for which
converges to the point x* which minimizes f.
Based on this, we are able to give the following subprocedure, which we are going to use in the sequel, where MAR is the maximum number of Armijo iterations required, is an arbitrary assigned positive number, and the predetermined desired accuracy. Step 2 Set k s y1.
Step 3 If k -MAR, replace k by k q 1, set s ,m s 1 and go to 0 next step; otherwise, go to Step 8.
, go to Step 6; oth-2 erwise, set m s m q 1 and go to next step. Step 5 Set s r2 my 1 and return to Step 4.
Step 7 If ٌf x F , go to Step 8; otherwise go to Step 3.
There is a class of methods for the numerical solution of a system of nonlinear equations 
This criterion is known as Bolzano's existence criterion and can be w x generalized to higher dimensions 24 . Based on this criterion various rootfinding methods, for example, bisection methods, are created. Here we shall use the bisection method which has been modified to the following w x simplified version described in 22, 23 . There it is reported that, in order Ž . w x to compute a root of f x s 0 where f : a, b ; ‫ޒ‬ ª ‫ޒ‬ is continuous, a simplified version of the bisection method leads to the iterative formula Ž .
Of course the iterations 2.8 converge to a root r g a, b if for some x , p s 1, 2, . . . , the following holds:
Also, the number of iterations , which are required in obtaining an < < Ž . approximate root r* such that r y r* F ␦ for some ␦ g 0, 1 , is given by y1 s log h␦ , 2.11
u v where the notation и refers to the smallest integer not less than the real number quoted.
Ž . Instead of the iterative formula 2.8 we can also use
It is evident from 2.8 and 2.12 that the only computable information required by the bisection method is the algebraic signs of the function f. The one-dimensional rootfinding portion of our method employs the above modified bisection method. Alternatively, any one of the well-known w x one-dimensional methods 13, 6 can be used. We use bisection method since it is a global convergence method, it always converges within the w x given interval, it is optimal 19, 20 , i.e., it possesses asymptotically the best rate of convergence, it has a known behavior concerning the number of iterations required when we seek a root with a predetermined accuracy, and last, but not least, it is the only method that can be applied to problems with imprecise function values.
THE NEW METHOD AND ITS CONVERGENCE
In order to find a point x* which minimizes a given function f : D D ; ‫ޒ‬ n ª ‫ޒ‬ in a specific domain D D, we shall try to obtain a sequence of points x k , k s 0, 1, . . . which converges to x*. So, using an arbitrary
we solve the one- function value than these endpoints. With this fact in mind we can now choose such a point, say for example
Ž .
and solve the one-dimensional equation
for x keeping all the other coordinates in their constant values. Suppose 2 Ž . now that x is the solution of Eq. 3.3 . We can obtain a better approxima-2 tion for the second component by taking
We continue this process for the remaining coordinates to obtain the point
x s x, . . . , x . Now, replacing the starting point x by x , we can 1 n repeat the above process to compute x 2 and so on until the final estimated point is computed according to a predetermined accuracy. For a geometric 
To solve the above-mentioned one-dimensional equations we employ Ž . Ž . the iterative scheme 2.8 or 2.12 . Alternatively, any one of the one-Ž w x . dimensional rootfinding methods see 13, 17 , etc. can be used. We use this modified bisection method for the reasons explained in Section 2.
Of course, utilizing the above process we are able to obtain also local maxima. But if, in applying the previous one-dimensional bisection, we choose the endpoints a and b so that at the left endpoint a the ist component of the gradient has negative value or at the right endpoint b the ist component of the gradient has positive value, then clearly the new method deals with a local minimum. This can be easily handled by applying Ž . the iterative scheme 2.8 and taking the endpoint a and b from the relations is not close to a minimum. Of course, this existence can be detected by Ž . checking if the iterative scheme 2.8 converges to the right endpoint b, or the signs of the corresponding function values at the endpoints a and b are the same. When this happens we can apply Armijo's method for a few steps and then try again with our method. Our experience is that in many Ž cases as well as for all the problems studied in this paper see below in . Section 4 the application of Armijo's method is not necessary. We have merged it in our algorithm for completeness.
With the above discussion in mind we can now state our algorithm Step 2 Set k s y1.
Step 3 Set i s 0.
Step 4 If k ) MIT, replace k by k q 1 and go to next step; otherwise, go to Step 16.
Step 5 Replace i by i q 1 and continue.
Step 6 Set a s x y 1 q sgn Ѩ f x h and b s a q h .
Step 7 Compute an approximate solution x of
Step 10 If i -n, go to Step 5.
Step 11 If x y x F , go to Step 16.
y f x F 0, return to Step 3; otherwise set y 0 s x k and continue.
Step 14 Apply Armijo's algorithm utilizing the starting value y 0 and take its output value y M A R .
Step 15 Set x kq 1 s y M A R and return to Step 3.
When the values of the objective function or the gradient values can be accurately obtained we may also use the following convergence criteria Ž w x. see 18 at Step 11 of our algorithm:
Ž . Ž . 
. . , x and p s x , . . . ,
Thus, in this case, we are able to get an estimation iy1 iq1 n of ␥ at each iteration and for each coordinate using the following relation:
Similarly, an estimate of the relaxation parameter at Step 12 of the algorithm can be achieved using the values of the ist component of the gradient at the points x k and x kq 1 and minimizing the produced onedimensional quadratic function. In this case an estimate of the coefficient may be obtained so that the point x kq 1 at Step 12 of the algorithm i coincides with the following one:
Thus, in this case, we can have an estimation of at each iteration and for each coordinate using the following relation:
In order to give a convergence result for our method the following w x nonlinear SOR theorem 13 is needed: 
Ž . indicates the spectral radius of A and where ⌽ x is defined by
y1 ⌽ x s D x y L x 1 y D x q U x ,
Ž . Ž .
or equivalently to solving the following system of equations:
Ѩ f x , x , . . . , x s 0.
Ž . Now, applying the nonlinear SOR method 2.5 to the above system we Ž . have to find at the k q 1 st iteration a solution x of the one-dimensional
and set
Evidently, the sequence of the above points x k can be generated by the 2 Ž . new method for some values of ␥ and . Now, since ٌ f x* is symmetric and positive definite, then, by Corollary 3.1, x* is a point of attraction of Ž . 3.15 . Thus the theorem is proved.
NUMERICAL APPLICATIONS
The algorithm described in Section 3 has been implemented using a new Ž . FORTRAN program OPTBIS OPTimization BISection . OPTBIS was tested on the University of Patras HP-715 system as well as on an Express IBM PC compatible with random problems of varying dimensions. Our experience is that the algorithm behaved predictably and reliably and the results were quite satisfactory. Some typical computational results are given below. For the following problems, the reported parameters are:
. ᎏxs x,x, . . . , x starting point, 1 2 n Ž . ᎏh sh, h, . . . , h starting stepsizes in each coordinate direction, 1 2 n Ž U U U . ᎏ x*s x , x , . . . , x approximate local minimum computed within 1 2 n an accuracy of s 10 y8 , ᎏ IT the total number of iterations required in obtaining x*, ᎏ FE the total number of function evaluations, ᎏ ASF the total number of function algebraic signs that are required Ž . for applying the iterative schemes 2.8 and ᎏ ASG the total number of algebraic signs of the components of the gradient.
In Tables I᎐XII we compare Table I. EXAMPLE 4.2. Olympus function. In this case we obtain the local minimum for the function IT  TFE  IT  TFE  IT  TFE  IT  TFE  IT  TFE   Ž Table II. The advantage of applying our method to this kind of problem is obvious since, with this method, only the signs need to be computed which can be Ž . achieved by taking into account relatively few terms of 4.3 . 
CONCLUDING REMARKS AND FURTHER RESEARCH
This paper describes a new efficient numerical method for computing an unconstrained local minimum of functions f : D D ; ‫ޒ‬ n ª ‫.ޒ‬ This method always converges to a local minimum of f in D D provided that the assumptions for the existence of such a minimum are fulfilled. The new method converges in one iteration on quadratic functions of n variables, it rapidly minimizes general functions and it is superior to other well-known optimization methods on a variety of classical test functions.
Our method avoids all information regarding the Hessian matrix as well as it avoids matrix inversions. It requires only that the algebraic signs of the function and gradient values be correct, so that it can be applied to problems with imprecise function values. Of course, having some previous knowledge about the optimal values of the relaxation parameters ␥ and would significantly improve our method. We hope to address this approach in a future work.
It seems that the new method is not affected when the objective function has more than one extrema in D D and it does not require the starting estimate of an extremum to be close to it.
Furthermore, preliminary investigations suggest that our method can be efficiently applied for the computation of the unconstrained global ex-Ž . trema minimum andror maximum in some specific domain G G by computing all the extrema in G G. The exact number of all the extrema in a bounded domain G G can be obtained using the value of topological degree Ž . of ٌf x at the origin relative to G G, calculated on a Picard's extension w x 14, 15, 9 . An analysis and results for these approaches will appear in a w x subsequent communication 25 .
