Abstract
22
Distributed information systems consist of several 23 separated nodes (sensors, fusion centers) observing an 24 environment, collecting information, and making deci-25 sions or estimations based on their own observations 26 and information that is communicated among nodes. 27 Networks of embedded sensors are becoming increas-28 ingly important especially due to their potentially 29 enormous impact in environmental monitoring, product 30 quality control, defense systems, etc. New exciting 31 technologies such as MicroElectroMechanical Systems 32 (MEMS) [5] and Smart-Dust devices [14, 28] are ex-33 pected to expand the capabilities of embedded devices 34 and networks of sensors by putting a complete sensing/ 35 communication platform inside a cubic millimeter.
36
Given the great technological advances and the 37 enormous potential for applicability of sensor networks 38 in many situations, research in data fusion in multi-39 sensor systems is receiving more and more attention. 40 The main advantages of multi-sensor fusion systems 41 [12, 13, 27] over single-sensor systems include the fol-42 lowing: (a) in many applications the observations of 43 individual sensors are incomplete, imprecise and often 44 inconsistent so the use of multiple sensors reduces the 45 effect of noise in measuring a quantity, (b) the use of 46 multiple types of sensors increases accuracy in which a 47 quantity is observed, (c) observation of a certain phe-48 nomenon may require the use of multiple sensors dis-49 tributed across multiple spatial locations, (d) contextual 50 information is very important in critical decision mak-51 ing. Data fusion can occur at three levels: data level, 52 feature level, and decision level [7] . In the data level, the 53 sensors observe the same physical phenomenon and data 54 are directly combined. In the feature level, features are 55 extracted from data. In the decision level, information 112 The estimation is achieved via compressed information. 113 We assume error free communication channels and fixed 114 length coding for the transmission. We also assume that 115 the observation statistics, i.e., the joint probability 116 density function, is unknown. 117 The problem we are considering is defined as follows: 118 For a distributed system with k sensors, find, for each 119 sensor, a mapping from the observation space to code-120 words (of a certain number of bits given by the capacity 121 constraints), and find a fusion center function that maps 122 a vector of k codewords to an estimate vector for the 123 unobserved quantities, so that the mean of the square of 124 the Euclidean norm of the estimation error is minimized. 125 The representation of the fusion center function may 126 take into account the storage constraints at the fusion 127 center. There is a joint probability distribution of all 128 observations and unobserved quantities. However, since 129 this distribution is unknown, the design of the system is 130 based on a training set and the mean squared error is 131 computed based on a test set. Although the number of 132 sensors, k, can be in general arbitrary, here we consider 133 the two-sensor case (see Fig. 1 ) since the method for this 134 case can be easily extended to the more general case.
135 We assume that a training set is available. Training 136 data can usually be obtained, with some additional cost, 137 in the collection process. For example, in the case of 138 remote object tracking, in addition to the estimates at 139 the sensors the actual location of the object can be 140 available by other means (e.g., the object moves on a 141 predetermined path with a known speed to collect data 142 for training before the design phase). This is similar to a 143 calibration procedure. 144 The problem of quantizer design for a distributed 145 estimation system in the case of unknown observation 146 statistics was considered by Megalooikonomou and Gubner [11] considers the 165 problem of quantizer design for this system subject not 166 only to communication constraints but also to compu-167 tation constraints at the fusion center. Gubner, though, 168 assumes that the probability model is known. The 169 computational capabilities of the fusion center are 170 constrained to direct sum estimation of the continuous 171 quantity. As a result, his algorithm uses only bivariate 172 joint distributions. We design methods that deal with the 173 case of unknown distribution. 174
In this paper we consider the problem of quantizer 175 design subject to both communication constraints and 176 storage constraints at the fusion center in the case where 177 the joint probability model is unknown and one must 178 rely on a training set. To deal with the unknown joint 179 probability model we use a regression tree approach for 180 designing the quantizers. We propose two approaches 181 that use reduced storage representations of the fusion 182 center 2 2 V j g is a subset 226 of the training set. We consider the mean-squared error 227 (MSE) distortion function. The objective is to find Q 1 , 228 Q 2 , and h such that the error expression below is mini-229 mized
231 The numbers N , L of partition regions for quantizers Q 1 232 and Q 2 respectively are provided so that the capacity 233 constraints on the communication channels are satisfied. 234 In the case where the joint distribution pðx 1 ; x 2 ; hÞ 235 (i.e., the observation statistics) is known and continu-236 ous, necessary conditions for optimal Q 1 , Q 2 , and h for 237 the MSE distortion function are given by Lam and 238 Reibman [17] . These conditions are not sufficient. 239 However, their joint solution leads to an estimation er-240 ror that converges. It is widely believed that this solution 241 is indeed locally optimal, although no general theoreti-242 cal derivation of this result has ever been obtained [9] . In 243 order to find the solution, the Cyclic Generalized 244 Lloyd's Algorithm (CGLA) proposed by Longo, et al. 245 [20] in the framework of decentralized hypothesis testing 246 under capacity constraints and for a known joint dis-247 tribution is used [11, 16, 17, 20] . The CGLA is a variation 248 of the Generalized Lloyd Algorithm (GLA) [10, 18, 19 
U N C O R R E C T E D P R O O F
249 well-established methodology for designing single 250 quantizers when the aim is to minimize the distortion 251 [10, 18, 19] . It starts with an initial guess of quantizers 252 and fusion center and it iteratively improves them by 253 finding the optimal component given the others. 254
The methods proposed for designing quantizers for 255 distributed estimation use a simple table for the fusion 256 center that is indexed by the codewords of the quantizers 257 (see Fig. 2 for an example of a fusion center Regression analysis is the generic term revolving 272 around the construction of a predictor from a training 273 set. Breiman et al.
[4] describe tree structured predictors 274 (BFOS regression trees) that are formed by iteratively 275 splitting subsets (nodes) of the training set into descen-276 dant disjoint subsets, beginning with the training set it-277 self, in order to maximize the decrease in the mean 278 prediction error. In each terminal node (leaf) the pre-279 dicted response value is either constant (where the tree 280 can be thought of as a histogram estimate of the 281 regression surface) or some approximating function. 282
The main issues in designing regression trees are the 283 assignment of a value to every terminal node, the 284 selection of good splits (queries), and the stop splitting 285 rules. However, in order to grow trees of the right size, 286 instead of attempting to stop the splitting at the right set 287 of terminal nodes, one may continue the splitting until 288 the expected prediction error is below a certain thresh-289 old (resulting in a large tree), and then selectively prune 290 this large tree by recombining leaves that are siblings. 291 Regression trees [4] are decision trees with queries of 292 the form X k ½l < c j (for an observation variable X k ½l and 293 a constant c j ) where each leaf R i is labeled by an esti-294 mation value hðiÞ which is generally constant. See 299 All splits are on single variables so they are perpendic-300 ular to the coordinate axes. The regression tree is grown 301 by introducing a split at a time. The basic operation that 302 finds the next split is as follows: At each node the tree 303 algorithm searches through the variables one by one. 304 For each variable it finds the split that results in the 305 greatest reduction in prediction error. Then it compares 306 the best single variable splits and selects the best among 307 them for the split at this node. Finally, it splits the node 308 for which the greatest reduction of the prediction error 309 was noticed. 310 2.2. Designing quantizers using regression trees 311 In order to deal with the problem of unknown joint 312 distribution we design the quantizers using the regres-313 sion tree approach proposed by Megalooikonomou and 314 Yesha [21] . In this section, having introduced regression 315 trees, we present details on the design of quantizers. 316 As mentioned earlier the regression trees are formed 317 by iteratively splitting subsets of the training set into 318 decendant disjoint subsets in order to reduce the esti-319 mation error. For sensor k the next split is chosen 320 (considering all the variables X k ½1; . . . ; X k ½p and all the 321 values of these variables) so that the error in the esti-322 mation of the quantity h, given by Eq. (4), is minimized. 323 The tree growing is cooperative since the estimation 324 error depends on the existing rectangles of both trees. In 325 order to grow trees of the right size, pruning is also in-326 volved in the growing procedure. The pruning algorithm 327 that is used, which recombines leaves that are siblings, is 
328 the Recursive Optimal Pruning Algorithm (ROPA) 329 proposed by Kiang et al. [15] . The purpose of pruning 330 the original regression trees in the case of fixed rate 331 quantization is to get a subtree with a given number of 332 leaves and with estimation error that is as small as 333 possible. When one tree is pruned given the other tree, 334 the risk of every node (i.e., the expected estimation error 335 of the subtree that has as root that node [4]) in the tree is 336 calculated taking into account the other tree. 337
After building a regression tree for each one of the 338 sensors the rate is reduced using a labeling technique 339 that combines rectangles into the required number of 340 partition regions assigning the same codeword (label) to 341 the rectangles of the same region. The rectangles are 342 labeled using s-CGLA (set-CGLA), an algorithm that 343 considers together groups of training samples and is 344 related to the Cyclic Generalized Lloyd Algorithm 345 (CGLA) [20] . A variation of s-CGLA is the lh-s-CGLA 346 (lookahead-set CGLA) that changes the fusion center 347 temporarily whenever there is a decision that has to be 348 made in order to calculate the effect of every possible 349 change and also keeps the fusion center table updated all 350 the time. 351 Let n k be the number of codewords and m k P n k be 352 the number of leaves for quantizer k. Let also lðrÞ be the 353 label of a specific rectangle r. Given the partition regions 354 P Q 1 and P Q 2 , for X 
363 The total estimation error is then given by:
365 The estimation error can also be expressed using a 366 similar formula that includes the corresponding subsets 367 of the training set based on X r 2 . The main component of 368 lh-s-CGLA performs the following for each sensor k [21] 369 until the reduction on the estimation error given by Eq. 370 (7) is less than a given threshold:
371
for each rectangle i from 0 to m k À 1 do 372 for each label j from 0 to n k À Here, we introduce two fusion strategies with a re-382 duced space complexity for the fusion center. The first 383 approach gives a direct sum estimation of the continu-384 ous quantity. The second approach uses a neural net-385 work representation of the reconstructed values at the 386 fusion center. We also propose a combination of the two 387 approaches. 394 Constraining the storage requirements of the fusion 395 center using the direct sum estimation approach we re-396 quire (as in the approach proposed by Gubner [11] ) that 397 the estimation of the quantity h for a certain training 398 point t is: 
408 is a linear estimation problem whose solution is given by 409 the normal equations (also used by Gubner [11] ). We use 410 an iterative solution to the normal equations. The 411 parameters a i , i : 1; . . . ; N are given as follows: 
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418 reduction on the estimation error given by Eq. (9) is less 419 than a given threshold. We initialize the parameters b j , 420 j : 1; . . . ; L with 0. This iterative method solves the 421 normal equations using a training set and converges to 422 the actual solutions given by analytical methods. It is 423 actually the Gauss-Seidel (successive displacements) 424 method where each new component is immediately used 425 in the calculation of the next component. 426
When the partition regions of one sensor along with 427 the fusion center parameters are fixed we partition the 428 space of the other quantizer using a variation of the 429 methods for growing and pruning the regression trees 430 that were used in the case of an unrestricted fusion 431 center [21] . This variation of the methods is used be-432 cause of the restrictions on the storage requirements of 433 the fusion center. The estimation error is now calculated 434 using Eq. (9). Also, when we build the regression tree for 435 X q 1 taking into account the partitions of the quantizer 436 for X r 2 along with their associated parameters b j , 437 j : 1; . . . ; L we use the quantities h ðtÞ À b j (where X rðtÞ 2 is 438 in partition region V j ) instead of h ðtÞ in the methods that 439 try to find the best split on X q 1 . A similar variation is 440 used when we build the regression tree for X r 2 given the 441 regression tree for X q 1 . It can be proved that minimizing 442 the expected squared estimation error based on the 443 above quantities is equivalent to minimizing the ex-444 pected squared estimation error based on the direct sum 445 estimate. The proof is omitted. 446
In the case of direct sum estimation, finding the best 447 splits for one tree, when the other tree and the coeffi-448 cients that correspond to it are fixed, is feasible. We 449 build the quantizers taking into account the special form 450 that the fusion center function takes in order to satisfy 451 the storage constraints. 
454
By partially relaxing the space requirements of the 455 fusion center we can further improve the performance 456 achieved by the direct sum estimation of the quantity 457 using a neural network representation of the fusion 458 center table (i.e., of the reconstructed values given by 459 Eq. (3)). The neural network output (after training) 460 approximates the reconstructed values of the fusion 461 center. Simulations show (see Table 2 ) that with enough 462 parameters (that correspond to weights and biases of 463 neurons) the neural network can achieve better perfor-464 mance than the one given by the direct sum estimation 465 method. Moreover, we can have control on the number 466 of parameters that need to be stored in order to 467 approximate the fusion center table h.
468
The neural network that we use is a two-layer feed-469 forward network and the learning rule is backpropaga-470 tion with momentum and adaptive learning rate. The 471 momentum method decreases the probability that the 472 network will get stuck in a shallow minimum in the error 473 surface and helps decrease training times. Adaptive 474 learning rate decreases training time by keeping the 475 learning rate reasonably high while insuring stability. 476 For the first layer we use a hyperbolic tangent transfer 477 function and for the second layer we use a linear transfer 478 function. This kind of networks has been proven capa-479 ble of approximating any function with a finite number 480 of discontinuities with arbitrary accuracy [3] . By varying 481 the number of neurons, we can achieve various trade-482 offs of the complexity of the fusion center representation 483 and the performance of our system. 484 Let S 1 be the number of neurons in the first layer of 485 the neural network. We use only one neuron for the 486 second layer (the output layer). We use the notation 487 c k : k ¼ 1; . . . ; M for the elements of the weight and bias 488 matrices that are, in other words, the parameters of the 489 neural network. Let I be the number of inputs of the 490 neural network. These correspond to the codewords of 491 the quantizers. We use the unary representation of the 492 codewords with each input corresponding to a codeword 493 being present or absent. Therefore, the number of inputs 494 for the neural network is equal to the total number of 495 codewords from all the quantizers. Then the number of 496 parameters, M, used for the description of the two-layer 497 neural network is 
508 for every point t of the training set, where hði; jÞ is given 509 by Eq. (3). This is because the corresponding two 510 expressions for the estimation error differ by a quantity 511 that depends only on the training set (the proof is easy 512 and is omitted). However, the learning process is faster 513 in the second case because of the variation of the target 514 values for the same input in the first case. 515 If f ði; jÞ is the output of the neural network for inputs 516 i, j after the training, then the approximation of the 517 fusion center table entry h ðtÞ ,ĥ h ðtÞ , is given by:
650 obtained after we apply the design-fc-q algorithm that 651 iteratively trains the neural network for the fusion center 652 and possibly alters the quantizers by assigning new la-653 bels to the rectangles of their regression trees. Table 3 654 presents the improvement of the design-fc-q algorithm 655 over the one-iteration approach that builds a neural 656 network of 4 neurons and stops. 657 Finally, in Table 4 we compare the direct sum esti-658 mation system with the one that in addition to the a's 659 and b's, uses a neural network representation of the 660 residual of the reconstructed values. We iteratively im-661 prove the direct sum estimation system and the neural 
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662 network using the design-fc algorithm. We report the 663 case of a neural network with one neuron (hyperbolic 664 tangent transfer function), two neurons (one in the 665 hidden layer, one in the output layer) and three neurons 666 (two in the hidden layer, one in the output layer). We 667 also report the total number of parameters used in each 668 case. We present the results for q ¼ 0:85. As expected, 669 the performance of this system is similar to the one that 670 uses a neural network for the representation of the fu-671 sion center table instead of a neural network for the 672 representation of the residual table in addition to the 673 direct sum estimation of the continuous quantity.
674

Conclusions
675
In this paper we have addressed the problem of 676 designing efficient quantizers for a multi-sensor fusion 677 system that performs estimation, where the efficiency is 678 in terms of space complexity of the fusion center. In our 679 system, quantization is used to meet the communication 680 constraints between the sensors and the fusion center. 681 Previous work on this problem assumed partial knowl-682 edge of the data statistics. However, here, we considered 683 the case of unknown data statistics, and the system de-684 sign was accordingly based on training sets. 685 To reduce the fusion center space requirements we 686 proposed two approximations of the estimation rule: a 687 direct sum estimation and a neural network implemen-688 tation of the estimates. In addition, we considered a 689 combination of the two approaches. We performed 690 numerical investigations to quantify the estimation error 691 of the proposed approaches. Experiments demonstrated 692 that the performance loss observed for the direct sum 693 estimation approach was small while the space com-694 plexity was greatly reduced. The neural network ap-695 proach provided more flexible trade-offs between Table 3 Comparison of estimation error (MSE) for the neural network approach--one iteration versus design-fc-q r 2 n bp_init, q ¼ 0:85, 16 
