This paper addresses photometric distortion problems of a compact 3D scanning sensor which is composed of a micro-size and inexpensive camera-projector system. Recently, many micro-size cameras and projectors are available. However, erroneous 3D scanning results may arise due to the poor and nonlinear photometric properties of the sensors. This paper solves two inherent photometric distortions of the sensors. First, the response functions of both the camera and projector are derived from the least squares solutions of passive and active calibration, respectively. Second, vignetting correction of the vision camera is done by using a conventional method, however the projector vignetting is corrected by using the planar homography between the image planes of the projector and camera, respectively. Experimental results show that the proposed technique enhances the linear properties of the phase patterns that are generated by the sensor.
INTRODUCTION
Phase-shifted fringe projection is one of the structured light 3D sensing techniques. Structured light 3D sensing is based on the triangulation between a vision camera and a pattern projection device such as laser and digital projector. For example, a digital projector projects specially coded patterns on an object of interest and a vision camera captures the image of the projected patterns. Then, to calculate the 3D coordinates of the object, the 2D coordinates of the patterns in the image planes of both the projector and the vision camera are matched [1] . To calculate the 3D coordinates of the matched pattern in the two image planes, the geometric relation between the camera and projector should be calibrated.
The geometric calibration of the 3D sensors based on the triangulation of camera-projector systems is a well-known computer vision problem and many investigations have been introduced [2, 3] . However, only a few investigations have considered the calibration of the photometric properties of camera-projector systems. The main reason is that the most conventional structured light 3D scanning sensors employ high quality vision cameras and projectors which have high quality photometric properties.
Nowadays, many inexpensive digital vision cameras and projectors are available. Moreover, they have also become more compact in size, and so, it is possible to develop hand-held 3D sensors. However, the compactness of the sensor inherently yields poor photometric properties such as vignetting and non-response function of camera and projector. The poor photometric properties of the sensor also yield erroneous 3D sensing results. Therefore, it is necessary to correct such properties through the photometric calibration of the sensor.
W Correction of Photometric Distortion of a Micro Camera-Projector System for Structured Light 3D Scanning high dynamic range images. They introduce very similar methods which use multi-exposed image to measure nonlinear image intensity with respect to the amount of light that falls on the camera sensors.
This paper addresses the photometric distortion problem of a 3D scanning sensor which consists of an inexpensive and micro-size camera-projector system. In such a cameraprojector system, photometric distortions are inherent and it could result in inaccurate 3D sensing. Two photometric distortions are corrected, one is a nonlinear response function and the other is vignetting. The response functions of the camera and the projector are derived from the solution of a linear equation and an illumination sensor, respectively. Vignetting of the vision camera is corrected by using a conventional technique which uses an inverting function model. To correct the projector vignetting, we use the planar homography between the image planes of the projector and the camera. Comparison of the phase image produced from the 3D sensor with and without distortion correction is shown in the experiments.
DISTORTION CORRECTION OF A 3D SENSOR
In Fig. 1 , we briefly describe two photometric properties of a camera-projector system. An image is projected from a digital projector to a planar screen. While is imaged in a micro display device such as LCD, LCOS, or DLP, a nonlinear mapping occurs from to . This is due to the response function of the micro display device. Let, f p be the response function of the projector. The distorted image then, passes through the projector lens and distorted again due to lens vignetting. As a micro-size projector is equipped with a micro-mount lens, serious vignetting distortion is inherent when an image is projected through the lens. Let be the vignetting function of the projector. Then, the original image becomes after it is projected to the screen.
A micro digital camera also has the same photometric distortions, nonlinear response function and vignetting. Suppose the light intensity of a scene is . The scene light is distorted by the lens vignetting, which results in the distortion from to . Then, the distorted light is distorted again in the process of converting the light intensity to an image . We call vignetting and nonlinear response functions of the camera as and f c , respectively.
Distortion Correction of a Micro Camera
In an ideal case, the quantity of the incoming light that falls onto the camera's imaging sensor is proportional to the exposure time k n of the camera. In other words, intensity of an image i n is k n times of a reference image i ref such that
here, f c is the camera's response function. Fig. 2 shows some example images for different exposes. The left image is the reference and the other images are acquired with double-expose time.
Taking the logarithm on both sides,
where, K n = log( k n ). This relation suggests a way to estimate the response function from differently exposed images of the same scene as shown in Fig. 2 [8]. Equation (2) gives an over-determined linear equation of the form: AF = -K, where A R L+1 N , L is the number of pixels in i n , and N is the number of grayscale values (typically N = 256). 256 elements of the vector F contain unknown transformation values of all image intensities. (1) 
