This paper analyses measurement error in the classification of employment. We show that the true employment rate and time-invariant error rates can be identified, given access to two measures of employment with independent errors. Empirical identification requires at least two periods of data over which the employment rate varies. We estimate our model using matched survey and administrative data from Statistics New Zealand's Integrated Data Infrastructure. We find that both measures have error, with the administrative data being substantially more accurate than the survey data. In both sources, false positives are much more likely than false negatives. Allowing for errors in both sources substantially affects estimated employment rates.
I. Introduction
Measurement error impedes analysis of survey data (Bound, Brown, & Mathiowetz, 2001) , and a substantial literature has found measurement error in employed workers' earnings. 1 However there is little research on the mismeasurement of employment itself. This paper studies the misclassification error using two measures of employment from matched survey and administrative data.
The lack of existing research is surprising. Employment dynamics are regularly studied, and these studies require assumptions about error in their data. 2 Moreover, studies of earnings error which omit the unemployed may be biased for the same reason that estimates which omit censored observations are generally biased: they select on a non-random subsample. 3 Finally, the restrictions required to identify measurement error in employment are relatively weak, and the nature of employment measurement error has obvious implications for that in earnings.
The existing literature on error in survey data employment has lacked a distinct second measure of employment. Poterba and Summers (1986) analyse reported employment status in the US Current Population Survey using a validation reinterview, assuming that correct employment status is established during the reinterview. They estimate that 5% of non-employed individuals report being employed (are false positives), and that 2% of those employed report being not employed (are false negatives).
Alternatively, Keane and Sauer (2009) estimate a dynamic model of female employment in which employment is measured with error. By restricting the longitudinal distribution of employment they identify error rates. They estimate false positive rates of 6% -8%, and false negative rates of about 1%. Similarly, Feng and Hu (2013) longitudinally restrict the Current Population Survey, requiring for example that next-period employment is independent of lagged employment conditional on current employment and demographics. They find a false positive rate of roughly 5% and a false negative rate of roughly 2%. 4 As far as we know, this is the first study of misclassification errors using discrepancies between two measures of employment. 5 Our data comes from Statistics New Zealand's Integrated Data Infrastructure (IDI), using a matched sample from the Survey of Family, Income and Employment (SoFIE) linked to administrative earnings records. The first employment measure is derived from SoFIE, while the second measure is derived from the administrative data. While both SoFIE and the administrative data may contain error, the causes of error in each are distinct and thus are likely independent.
We show that the true employment rate and each measure's misreporting rates can be identified, provided that the errors are independent across the two measures and that the error rates are constant over time. We find both SoFIE and the administrative data contain error. The SoFIE false positive rate is between 10% and 16%, while the false negative rate is about 3%. There is less error in the administrative data -less than 3% false positives, and between 1% and 4% false negatives -but allowing for erroneous administrative data does substantially increase estimated employment, by about 2 percentage points.
In Section II we present our model and discuss identification. In Section III we present our data and its summary statistics. In Section IV we estimate our model and present its results. Section V concludes.
II. A model of employment misclassification error
In this section we model two measures of employment. Our model is identified by three sets of assumptions: false positive and false negative rates are constant over time, are independent across the two measures, and the probability of employment is increasing in both measures. Empirical identification also requires at least two time periods and a time-varying true employment rate.
Let E t be the binary event that a person is employed in period t, E c t be the complementary event that the person is not employed, and let S t and A t be the events that the person is reported as employed in survey and administrative data respectively. The probabilities P(S t ), P(A t ) and P(S t , A t ) can be estimated with sample proportions. Our aim is to estimate the employment rate (P(E t )), and the false positive P(S t |E c t ), P(A t |E c t ) and false negative (1 − P(S t |E t )), (1 − P(A t |E t )) rates associated with each measure.
Local identification requires two sets of restrictions. First assume that the false positive and false negative rates are constant over time. For all t:
This assumption implies that changes in the employment rate are the only source of year-to-year changes in reporting.
Second, assume that the false positive and false negative rates are independent across the two measures of employment. 6 Given equation (1),
Given these two assumptions, with T periods there are 3T sample moments {P(S t ), P(A t ), P(S t , A t ); t = 1, ..., T} and (4 + T) parameters {P(S|E), P(S|E c ), P(A|E), P(A|E c ), P(E t ); t = 1, ..., T}. By applying the law of total probability to each sample moment, we express them in terms of the parameters:
As specified, the model is locally just-identified when T = 2. The Jacobian of the moment conditions is square, with determinant
and thus the model will be locally identified if both reports are related to true employment and true employment differs between periods. 7 In the above model, the predicted moments are invariant to replacing every employment event with a non-employment event: replacing P(S|E) with P(S|E c ), replacing P(E t ) with 1 − P(E t ), and so on. Thus global identification requires some criterion for selecting between these two locally identified estimates. We assume that the probability of reporting employment is greater when employed than not: P(S|E) ≥ P(S|E c ) and
III. Matched survey and administrative data
Our identification requires us to estimate the proportion of individuals recorded as employed by both measures, and thus requires our two employment measures to be matched. We use matched survey and administrative data from the IDI. Our 7 Because we are only using pooled cross-sectional moments to identify the model, we estimate average error rates acrosss the population. However, in the empirical analysis, we will estimate models that allow for the error rates to vary across observable characteristics, and also estimate the model separately for demographic subsamples. 8 The identification presented earlier does not require a longitudinal survey: although multiple time periods must be observed, these can be observed across repeated cross-sections. However observing the Individuals in the SoFIE sample were matched to administrative data sources in the IDI using name, date of birth and gender. The administrative data is from the Employer Monthly Schedules (EMS), which each employer must file with New Zealand's Inland Revenue tax department. The EMS lists each worker an employer paid earnings to, and thus withheld tax from, in each month.
Our analytical sample consists of the balanced panel of individuals aged 20-64 who completed the full SoFIE survey, could be matched to the IDI data, had no selfemployment activity and had no missing employment data or inconsistent annual reference periods over the panel. Table 1 presents summary statistics for this sample, and the excluded sample of working age individuals.
In the first wave of SoFIE, respondents reported employment activity over the 12 months to the end of the previous month. This determined the calendar months for their 'annual reporting periods'. In subsequent waves, respondents were asked about activity since their previous interview, and their employment activity is allocated to their annual reporting period for that wave. The survey measure we use is derived from SoFIE information: we classify a person as employed in a wave if they report any earnings within that wave's annual reporting period. The administrative employment measure classifies an individual as employed if they received any EMS earnings within their SoFIE annual reporting period.
Both of our employment measures have potential error. SoFIE will be subject to recall error -for example, participants may misremember job end dates. The administrative data may be incorrectly matched to SoFIE participants. We have no reason to think the sources of error in the two measures will be correlated. Table 2 summarises the employment classifications of our sample. Unsurprisingly, the two measures correlate closely: 6.6% of observations show a discrepancy, with observations being slightly more likely to be classified employed in SoFIE and not in the administrative data than vice versa. Discrepancies are greater for women (6.9%) than for men (6.2%), although men are more likely to report employment in SoFIE and not in EMS.
cross-time covariance of the sample moments does facilitate optimal minimum-distance estimation. Table 3 presents an optimal minimum-distance estimation of the model presented in Section II. 9 Estimates in the first four columns were estimated using the full sample. Of these, models (1)-(3) are estimated assuming at least one of the measures is reported without error, while model (4) allows errors in each. Model (1) assumes both measures are reported without error: the false positive rates and false negative rates are restricted to equal zero, and the only free parameters are annual employment rates. Employment rates are estimated to be about 3-4 percentage points lower than the proportions reported as employed in SoFIE or in the administrative data. As suggested by the discrepancies between the two measures, this model fits the data poorly. 10 Models (2) and (3) each assume one measure is reported without error. These models fit the data more closely, and correspondingly have smaller goodness of fit statistics. 11 Both models precisely estimate a small false negative rate and a large false positive rate in the measure with error.
IV. Results
In column (4), we present the model estimates allowing errors in both reports. The estimated false positive rate in the administrative report is at the zero boundary, while the estimated false negative rate is small, positive and marginally significant. 12 This model results in substantially higher employment rates than those in column (3), which assumed the administrative report was without error. Table 4 contains the sample moments to which the model is fitted and the predicted moments which the model produces. Because some error rates are estimated at the zero-boundary of the probability range, the conditions for the standard asymptotic distribution are invalid, as are the usual full sample bootstrap approach to estimating standard errors (Andrews, 1999) . We present subsample bootstrap standard errors based on 100 bootstrap samples of size N 7/8 (Politis, Romano, & Wolf, 1999) . 10 The model is severely rejected using the formal χ 2 goodness of fit criteria: G.O.F.= 697.4 (with 16 degrees of freedom).
11 The goodness of fit statistics remain large, and a Sargan overidentification test would easily reject the collective validity of the moment restrictions they require. This is largely due to the first period -when that period is excluded, the goodness of fit statistic for the model displayed in column (4) becomes 18.95, though the other parameters change little. We have also estimated the model allowing for parametric time trends in the error rates. Allowing for linear trends, the model fits the data much more accurately (GoF = 8.2; df = 8). The error rates themselves are little changed, except for the false negative rate in SoFIE which slopes upwards at 0.0089 per year, and the false negative rate for LEED which slopes insignificantly downwards. 12 When not restricted to be between 0 and 1, the point estimate of the administrative data false positive rate is -0.104. With a 0.098 standard error the hypothesis that it was equal to zero would not be rejected with any confidence. the annual SoFIE and administrative reported employment rates. Unsurprisingly, the models which assume truth in either SoFIE or in the administrative data estimate employment rates similar to those in the source they assume is true. Despite the model (4) error probability estimates being similar to those in model (3), model (4) estimates higher employment rates, closer to those from model (2).
The estimates in columns (5) and (6) reestimate model (4) separately for men and women. Unsurprisingly, the employment rates for men and women differ; otherwise the estimates resemble those in column (4). For men, the estimated SoFIE false negative rate is actually smaller than that for the administrative data, and a small and statistically-insignificant administrative false positive rate is estimated.
In estimating gender-specific models we are implicitly weakening the assumptions presented in Section II -in particular, we are now requiring independence of errors only after conditioning on gender. This could be justified if gender both predicts false-match rates in the administrative data (perhaps because women are more likely to change their name) and predicts exaggerated survey reports. Our final estimates, in column (7), assume error independence only after conditioning on covariates. 13 Wave-specific logit regressions are estimated with the dependent variable being either SoFIE reporting, administrative data reporting, or reporting in both measures. The moments P(A t , S t |x =x), P(A t |x =x), P(S t |x =x) are calculated by evaluating the estimated logit equations at covariate means. Parameters are then fitted to these predicted moments as before. 14 Column (7) displays different parameters to those in column (4). The estimated SoFIE false positive rate, for example, is now the probability of reporting employment in SoFIE conditional both on not being employed and on having covariates equal tox.
Thus the parameters in column (7) could differ from those in column (4) even if column (4) was correctly specified. Nonetheless, the parameters follow similar contours. When compared to those in column (4), the SoFIE false negative rate is similar, the SoFIE false positive rate is insignificantly lower, and both administrative data error rates are insignificantly higher.
In order to allow the error rates to vary across the sample, we have also estimated model (4) on a variety of demographic subsamples. Although these estimates, presented in Table 5 , vary across these subsamples, there are no apparent systematic patterns.
Collectively, our estimates suggest that both the administrative data and SoFIE are measured with error. While administrative data errors are rare, with few false negatives and fewer false positives, allowing for erroneous administrative data substantially increases estimated employment rates. There is more error in SoFIE, with false positive rates estimated between 10% and 16%.
We can more formally test the administrative data with the restriction P(A|E) = 1, P(A|E c ) = 0. That restriction is rejected for men (p = 0.046) and for the conditional moments (p = 0.005), but not for women (p = 0.880) or for the full sample (p = 0.500).
We attribute those discrepancies to the low power of overidentification tests, but they may suggest that misclassification in the administrative data varies across subsamples.
Similar restrictions on SoFIE are easily rejected in all specifications.
V. Conclusions
The literature on earnings measurement error has generally presumed the absence of error in administrative data. In this study we have shown that assumption to be unjustified. Both measures of employment contain error, and analysis which ignores that error will misrepresent reality. Allowing for error in the administrative reports substantially increases estimated employment rates and, in some subsamples, the restriction that the administrative data lack error can be rejected. Nonetheless, we estimate greater levels of error in the survey data, and in particular between 10% and 16% of those not employed report employment. 
Notes: Estimates from optimal minimum-distance estimation of employment rates and misclassification error rates. Standard errors in parentheses, estimated using the subsample bootstrap method with 100 bootstrap replications of bootstrap samples of size N 7/8 . Model (1) estimated assuming no errors in SoFIE and EMS admin reports, model (2) assumes no errors in SoFIE reports, model (3) assumes no errors in EMS admin reports, models (4) -(7) allow errors in both reports. The GoF statistics for the models are χ 2 d f distributed under the null hypothesis that the model provides an adequate fit to the sample moments. Sample moments and predicted moments corresponding to the models displayed in Table 3 . Sample moments are estimated with sample proportions, except for those for the representativex which are estimated with a logit model evaluated at covariate means. . All GoF statistics have 12 degrees of freedom.
