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The determination of minority-carrier lifetimes and surface recombination velocities is essential for the devel-
opment of semiconductor technologies such as solar cells. The recent development of two-photon time-resolved
microscopy allows for better measurements of bulk and subsurface interfaces properties. Here we analyze the
diffusion problem related to this optical technique. Our three-dimensional treatment enables us to separate
lifetime (recombination) from transport effects (diffusion) in the photoluminescence intensity. It also allows us
to consider surface recombination occurring at a variety of geometries: a single plane (representing an isolated
exposed or buried interface), two parallel planes (representing two inequivalent interfaces), and a spherical
surface (representing the enclosing surface of a grain boundary). We provide fully analytical results and
scalings directly amenable to data fitting, and apply those to experimental data collected on heteroepitaxial
CdTe/ZnTe/Si.
I. INTRODUCTION
The minority-carrier lifetime may be considered the
most critical parameter for photovoltaic materials. How-
ever, in polycrystalline materials like CdTe, the exact
contribution of bulk, grain boundaries and other in-
terfaces to recombination losses is still unclear. Op-
tical techniques, such as time-resolved photolumines-
cence (TRPL), have been developed to probe the bulk
lifetime and surface recombination velocities of direct
bandgap materials. These experiments consist of op-
tically generating electron-hole pairs and observing the
time-dependence of the photons emitted from radiative
recombination. The time constant of the signal decay
contains information about bulk and surface recombina-
tion.
TRPL measurements are most commonly conducted
using one-photon excitation. In this case the energy of
the incident photons is larger than the semiconductor
bandgap so that a single photon generates an electron-
hole pair (or exciton). The absorption in the bulk decays
exponentially away from the sample surface, as shown
in Fig. 1a). More recently, two-photon TRPL has been
developed and applied to photovoltaic materials1–3. In
this case, the energy of the incident photons is smaller
than the bandgap such that multiple photon absorptions
are required to excite an electron-hole pair. This non-
linear absorption process is obtained by focusing a laser
beam under the sample surface, as shown in Fig. 1b).
The procedure allows one to generate carriers at any de-
sired depth inside the material, so that surface and bulk
contributions can be disentangled in the TRPL response.
We refer to the literature4,5 for details on the operating
principle and experimental setups.
While there exists an abundant literature on the mod-
eling of one-photon TRPL measurements6–8, theoretical
works for two-photon TRPL are still scarce and lim-
ited to numerical studies9. The present work builds on
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FIG. 1. Schematics of the one- and two-photon excitation
microscopy techniques. (a) The incident beam is absorbed
exponentially away from the surface. (b) Charge carriers are
excited at the focal point of the incident beam, under the
surface of the sample.
the extensive body of mathematical analysis developed
from earlier investigations of one-photon TRPL, which
assumed an optical excitation that decays away from the
sample surface into the bulk according to Beer’s law.
In this work we analyze the diffusion problem related
to the two-photon TRPL microscopy technique. Because
PL intensities often depend on material parameters in
non-trivial ways, we use the analytical solutions of our
modeling to propose scalings and experimental proce-
dures which enable convenient extraction of these param-
eters. We are considering a model of excess carrier diffu-
sion in three dimensions in the low-injection regime (i.e.
with first order recombination), with recombination that
is first order in carrier density. We provide general results
for the minority-carrier concentration and the photolu-
minescence (PL) intensity for an excitation of arbitrary
spatial dependence. Because the free carriers can dif-
fuse away from the photon collection region before they
radiatively recombine, the PL signal is strongly affected
by the dimensions of generation and collection volumes.
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2This makes our 3D treatment relevant to identifying the
impact of the free carriers transport on the time decay of
the PL intensity. The paper is organized as follows: We
present our model for the transport of optically-generated
minority carriers in Sec. II. The Green’s function of the
diffusion problem is introduced, and we show how it re-
lates to the minority-carrier density. Section III presents
the case of a volume bounded by a single planar boundary
with enhanced recombination. We provide the solution
of the 3D diffusion equation for an arbitrary generation
and collection volume. We then consider the special case
of point-like excitation and collection, and use this re-
sult to derive expressions which can be conveniently used
for data fitting. We end the section using this solution
to fit the experimental data obtained on heteroepitaxial
CdTe/ZnTe/Si in Ref. 5. A second planar boundary in
the axial direction is added in Sec. IV. Finally, we in-
vestigate the spherical diffusion of minority carriers in
Sec. V to determine the surface recombination velocity
of an enclosing grain boundary surface.
II. MODEL FOR THE LASER BEAM INDUCED
MINORITY-CARRIER TRANSPORT
Without loss of generality we develop our analysis
for a p-type material. We model the transport of
optically-induced electrons with the time-dependent dif-
fusion equation
∂n
∂t
(r, t)−D∆n(r, t) + n(r, t)
τ
= g(r)δ(t), (1)
where n(r, t) is the electron concentration, D is their dif-
fusion constant, τ their bulk lifetime and g(r)δ(t) is the
carrier generation, assumed instantaneous. The recom-
bination rate is taken to first order in minority-carrier
density, so that Eq. (1) is valid only in the low-injection
regime. For the purpose of calculating the distribution
of electrons after a laser pulse, we introduce the Green’s
function G(r, r′, t) that satisfies
∂G
∂t
(r, r′, t)−D∆G(r, r′, t) + G(r, r
′, t)
τ
= δ(r− r′)δ(t).
(2)
Upon solving Eq. (2) with the appropriate boundary con-
ditions, the electron density is obtained with the convo-
lution
n(r, t) =
∫
dr′ G(r, r′, t)g(r′), (3)
and integrating the above density over a collection vol-
ume V yields the PL intensity
I(t) =
1
τr
∫
V
dr n(r, t), (4)
where τr = 1/Bp0 is the radiative lifetime (B: radiative
recombination coefficient of the material, p0: hole dop-
ing). The lateral collection area is set by the spot size,
while the generation volume is contained within the spot
size and is generally smaller (the generation volume is
determined in part by the laser fluence10). The volumes
in Eqs. (3) and (4) are therefore different. For simplicity,
we take these volumes to be equal in the experimental
procedures presented in Secs. III and V. The results of
the successive integrations of the Green’s function (one
for the carrier density and a second one for the PL inten-
sity) become quickly very messy in the rare cases where
we can compute them analytically. However, this is easily
done numerically.
The model introduced here has several limitations.
First, it does not include the self-absorption of radia-
tively emitted photons with the subsequent electron-hole
pair creation, or so-called photon recycling11. Photon
recycling can alter the measured PL lifetime only when
the radiative recombination mechanism is not negligi-
ble. For direct band gap polycrystalline semiconductors
with low majority-carrier densities (1015 − 1016 cm−3),
the Schockley-Read-Hall recombination mechanism dom-
inates. Photon recycling can therefore be neglected in
these materials. Second, the model leaves out space
charge effects caused by surface-induced electric fields
and differences in electron and hole mobilities. These
non-linear effects have been studied numerically9. Fi-
nally, while refraction and diffraction are not limitations
of this model per se, we will discuss how the optics influ-
ences the extraction of physical parameters from experi-
mental data in the next section.
We will now proceed with the resolution of Eq. (2) for
various boundary conditions.
III. TWO-PHOTON TRPL IN A SEMI-INFINITE SYSTEM
We discuss the case of a volume bounded by a single
planar surface with enhanced recombination. This sur-
face can be the sample surface, as depicted in Fig. 1, or
any buried subsurface or material interface. We provide
the analytic solution to the 3D diffusion problem. Next
we introduce the ratio of the PL signals for excitations
deep in the bulk and near the surface, and show that it
varies linearly with time. The slope of this linear varia-
tion can be used to determine the diffusion constant and
the surface recombination velocity.
Eq. (2) is solved in the half volume z > 0 with the
boundary conditions determined by the surface recombi-
nation velocity S at z = 0,
D
∂n
∂z
= Sn, z = 0 (5)
n = 0, z → +∞ (6)
3The solution reads
G(x, x′, y, y′, z, z′, t) =
e−t/τ
2
e−
(x−x′)2
4Dt
2
√
piDt
e−
(y−y′)2
4Dt
2
√
piDt[
e−
(z−z′)2
4Dt + e−
(z+z′)2
4Dt√
piDt
− 2 S
D
e
S
D (z+z
′)+S
2
D terfc
(
z + z′
2
√
Dt
+ S
√
t
D
)]
, (7)
where erfc is the complementary error function. A deriva-
tion can be found in Ref. 12 and in Appendix A. Direct
numerical integration of Eq. (3) with the Green’s function
Eq. (7) over the generation/collection region yields the
time-dependent PL intensity for this geometry. Eq. (7)
is an exact solution to the problem and, with the afore-
mentioned numerical work, can be used for data fitting.
However the expression is complicated and not especially
intuitive.
To gain insight into the role of diffusion and surface
recombination, we consider a limiting case of Eq. (7), for
which the generation/collection regions are both point
sources. These are strong approximations but they give
good insights for i) the shape of the PL signal, in par-
ticular the behavior at short times, and ii) possible pro-
cedures to determine the recombination velocity S. The
point source is positioned at (0, 0, z0) with amplitude g0
g(x, y, z) = g0δ(x)δ(y)δ(z − z0). (8)
Applying Eq. (3) yields the spatial distribution of elec-
trons in the system
n(x, y, z, t) = G(x, 0, y, 0, z, z0, t). (9)
The PL intensity of photons originating from z = z0 is
given by
I(t) =
g0
τr
e−t/τ
8piDt
[
1 + e−z
2
0/(Dt)√
piDt
− 2 S
D
e
S
D 2z0+
S2
D terfc
(
z0√
Dt
+ S
√
t
D
)]
. (10)
We first consider an excitation in the bulk, far from the
surface (z0  Ld, Ld =
√
Dτ : diffusion length). In this
case we can ignore the second term in square brackets in
Eq. (10), and get
Ib(t) =
g0
τr
e−t/τ
8(piDt)3/2
. (11)
This result indicates that the diffusion of carriers mostly
influences the PL intensity at short times (e−t/τ ≈ 1),
giving an algebraic form to the decay instead of an ex-
ponential one. At long times, the bulk lifetime domi-
nates the PL signal but the PL decay is still not purely
exponential. One recovers a purely exponential decay
when the laser spot size is much greater than the diffu-
sion length. Formally this amounts to integrating Eq. (7)
over all spatial directions ignoring the second term in the
square brackets. Next we consider an excitation near the
surface (z0  St, z0 
√
Dt), and focus on long times
(t > τ). In this case, we obtain
Is(t) =
g0
τr
(z0 +D/S)
2e−t/τ
8pi3/2(Dt)5/2
. (12)
Although Eqs. (11) and (12) were derived for a point
source generation/collection region, we find that for a fi-
nite generation/collection region of volume V , the same
relations hold with an additional prefactor of V 2. This
assumes a uniform carrier generation, and times long
enough so that carriers have diffused outside the collec-
tion volume, that is
√
Dt  V 1/3. We notice that the
time dependence of the signal for near-surface excitations
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FIG. 2. Procedure to determine the surface recombina-
tion velocity and the diffusion constant at a sample sub-
strate/active layer interface. (a) Schematic of the sample
with three focal points for the generation/collection region
respectively in the bulk and at the substrate/active layer in-
terface. (b) PL intensities as a function of time correspond-
ing to the three excitations obtained for uniform rectangular
shaped generation/collection volumes, as shown in a). The
curves are numerical integrations of Eq. (3). The reference
spot in the bulk (black, Ib) has lateral size 2Ld and axial
size 3Ld. The axial sizes of the spots in the active layer at
the substrate/system interface are 3Ld (red with dots, Is,1)
and 2Ld (blue with triangles, Is,2). (c) Ratio of the bulk and
interface PL intensities. Symbols correspond to the ratio of
the data plotted in b). The continuous lines correspond to
Eq. (13) with z0 indicated by the red cross inside each spot
in a). z0 values are Ld (blue, triangles) and 1.5Ld (red, dots).
The reference spot has z0 = 9Ld. The surface recombination
velocity was chosen such that S = 6v (v: diffusion velocity).
4Is(t) has an additional factor of 1/t compared to the bulk
excitation signal Ib(t). For this reason we propose that
forming the ratio of these PL signals may be a convenient
way of estimating material parameters. Including the
generation/collection volume factors we discussed above,
the ratio is given by
Ib(t)/Is(t) = 1 +
(
Vb
Vs
)2
Dt
(z0 +D/S)2
, (13)
where Vb and Vs are the generation/collection volumes
in the bulk and close to the surface respectively; z0 is
now the distance of the center of the uniform generation
volume from the surface.
To test the accuracy and demonstrate the use of
Eq. (13), we perform numerical calculations in which
we compare Eq. (13) to the full numerical integration of
Eqs. (3) and (7). Fig. 2(a) shows the geometry; we choose
three focal points for the generation/collection region:
one in the bulk, and two near a buried sample-substrate
interface. Note that as the generation/collection region
approaches the interface, a portion of it falls outside the
sample and does not contribute to the generation or col-
lection (hatching in the right spot of Fig. 2(a)). Fig. 2(b)
shows the PL time traces obtained by direct numerical in-
tegration. As expected, the signal decreases more quickly
for excitations near the sample-substrate interface (Is,1
and Is,2). The symbols of Fig. 2(c) shows the ratios be-
tween the two subsurface excitations and the bulk exci-
tation. The solid lines of Fig. 2(c) show Eq. (13), demon-
strating good agreement with the full numerical calcula-
tions. Given a similar set of experimental data (one bulk
and two near-surface excitations, or two values of z0),
one can form the ratio of the PL signals of excitations
in the bulk and near the surface, and use the resulting
slopes to estimate S and D.
We now apply the formulas derived above to fit the
experimental data taken from Ref. 5. Kuciauskas and
coworkers reported on one- and two-photon TRPL stud-
ies of CdTe grown on Si(211) substrates. Here we fo-
cus on the characterization of the buried heteroepitaxial
CdTe/ZnTe/Si interface presented in Fig. 6 of the article
(CdTe layer thickness: 17.5 µm). In particular we con-
sider two spot positions: in the bulk (purple) and close
to the interface (black). Fig. 3 shows the experimental
data with our fitting curves. Our theoretical model for
the generation volume consists of a uniform generation
of rectangular shape. The generation and collection vol-
umes were kept the same with lateral length 2 µm. The
axial spot size was 5.5 µm in the bulk (yellow) and 1.2 µm
at the interface (red). We attribute this reduction to a
large amount of the laser spot being partially focused
on the silicon substrate, hence reducing significantly the
number of electrons generated in the CdTe layer. The
material parameters obtained after a least square fit-
ting are S = 4.4 × 105 cm s−1, D = 6.5 cm2 s−1 and
τ = 1.6 ns. This gives the diffusion length Ld = 1.0 µm.
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FIG. 3. Fitting of the experimental data of Fig. 6 from Ref. 5.
The purple and black traces are two-photon TRPL measure-
ments taken respectively in the bulk and close to the het-
eroepitaxial CdTe/ZnTe/Si interface of a CdTe layer grown
on Si substrate. The yellow and red curves correspond to
numerical evaluations of Eq. (3) with the Green’s function
Eq. (7). The generation and collection volumes are the same
with lateral size (x and y) 2 µm, and axial sizes 5.5 µm (yel-
low) and 1.2 µm (red). The center of the spot is at 8.75 µm
from the interface for the yellow curve and 0.6 µm for the
red curve. Parameters obtained after least square fitting:
S = 4.4 × 105 cm s−1, D = 6.5 cm2 s−1, τ = 1.6 ns. In-
set: Relative uncertainty δS/S on the extracted values of S
as a function of the error on the position of the center of the
spot (δz), and its axial length (δL).
These values are to be compared to the ones found in
Ref. 5: S = (6±2)×105 cm s−1, D = 17.0±0.3 cm2 s−1.
There is some degree of insensitivity of the fitting pa-
rameters. For example, we find that good fitting persists
for variations of the diffusion constant, the bulk lifetime
and the surface recombination by 13 %, 7.5 % and 30 %
respectively. Furthermore, the inset of Fig. 3 shows the
uncertainty on the extracted surface recombination as
the uncertainties of the center of the laser spot (δz) and
its axial length (δL) vary. An error on both quantities of
only 0.1 µm results in a 60 % relative error on S. This
sensitivity implies that a precise knowledge of the optical
generation and collection volumes is required for a pre-
cise extraction of physical parameters from experimental
data.
Fig. 4 compares the scaling proposed in Eq. (13) to
the ratio of the PL signals taken in the bulk and at the
interface. The time interval (< 3 ns) is small compared
with the lifetime τ = 1.6 ns, and Eq. (13) applies for
t > τ . Nevertheless, the scaling agrees with the trend
of the experimental data. In addition to the aforemen-
tioned experimental challenges related to optics, another
difficulty is to obtain data at the surface with little noise
on a time scale at least several times the minority-carrier
lifetime. This can be difficult because of the fast decay of
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FIG. 4. Ratio of bulk and interface photoluminescence in-
tensities as a function of time. The black (red-white dotted)
continuous line corresponds to the ratio of the experimen-
tal (numerical) data presented in Fig. 3. The blue line with
square symbols corresponds to Eq. (13) with the parameters
used in Fig. 3.
the PL intensity caused by the enhanced recombination
occurring near the surface.
IV. DIFFUSION BOUNDED BY TWO PARALLEL PLANES
We now turn to a system with finite thickness d in the
z-direction. This situation is especially applicable to thin
films of thickness on the order of the laser spot axial di-
mension (typically a few µm), as depicted in Fig. 5. The
substrate
d
FIG. 5. Schematic of a sample with thickness d on the same
order of the laser spot size.
PL signal is then sensitive to the sample surface as well
as the sample/substrate interface. We provide the ana-
lytic solution to the 3D diffusion problem studied in the
previous section with the additional boundary condition
D
∂n
∂z
= −S′n, z = d (14)
The solution of Eq. (2) with the boundary conditions
Eq. (5) and Eq. (14) is given by
G(x, x′, y, y′, z, z′, t) = e−t/τ
e−
(x−x′)2
4Dt
2
√
piDt
e−
(y−y′)2
4Dt
2
√
piDt
U(z, z′, t)
(15)
with
U(z, z′, t) =
∑
n>0
An(z
′)An(z)e−α
2
nDt, (16)
where the coefficients αn satisfy the transcendental rela-
tion
tan(αnd) =
αn(S + S
′)D
α2nD
2 − SS′ . (17)
The details of the calculations as well as the expression
of the coefficient An(z) are given in Appendix B. As with
the single planar boundary, the diffusion in free space re-
sults in non-exponential terms to the PL signal given by
the x and y components in Eq. (15). The transcendental
equation Eq. (17) has already been found and studied
in the context of excess minority-carrier excitation de-
cay13,14. The literature provides approximations for the
characteristic time τ1 corresponding to the first non-zero
root of Eq. (17). For any values of S and S′, τ1 can be
approximated by15
τ1 =
(τD + τS + τS′)(τD + τS)(τD + τS′)
(τD + (τS + τS′)/2)
2 , (18)
with τD = d2/pi2D, τS = d/4S and τS′ = d/4S′. Equa-
tion (18) encompasses approximations found in earlier
works, in particular in the case where S = S′, τ1 can be
approximated by6
τ1 ≈ d
2/D
pi2
+
d
2S
, (19)
and in the case where S′ = 0 (or equivalently S = 0) it
has been found that14
τ1 ≈ 4d
2/D
pi2
+
d
S
. (20)
For times long compared to d2/(pi2D) the Fourier series
Eq. (16) can be reduced to its first term so that the ex-
ponential component of the PL signal decays with the
effective characteristic time
1
τPL
=
1
τ
+
1
τ1
. (21)
This remains valid whatever the shape of the generation
volume (because the successive integrations on Eq. (15)
will not affect the time-dependent term), as long as the
laser pulse duration is much smaller than all other char-
acteristic times.
Equation (21) together with Eq. (17) (or with the ap-
proximation Eq. (18)) require prior knowledge of the bulk
6lifetime and the diffusion constant in order to access S
and S′. Assuming that this condition is met, one would
make two devices with different thicknesses to determine
both surface recombination velocities. To simplify the ex-
traction of the parameters from experimental data, one
may consider a laser beam with lateral dimensions much
larger than the diffusion length. This procedure allows
one to formally integrate Eq. (15) over x and y, so that
the PL decay becomes purely exponential. As the thick-
ness d increases, τ1 asymptotes to d2/pi2D, and no longer
contains information about the surface; therefore d must
be sufficiently small to extract S. Also, d must be chosen
so that 1/τ1 is not negligible compared to 1/τ . As an
example, with S = S′ = 5× 105 cm s−1, D = 10 cm s−1
and τ = 1 ns, one finds that d 6 2.7 µm is needed to
obtain τ1 6 τ .
V. DETERMINATION OF THE SURFACE
RECOMBINATION VELOCITY OF A GRAIN BOUNDARY
In this section we consider a case more readily appli-
cable to the analysis of a single grain and its associated
enclosing surface. The shape of the grains in a poly-
crystalline sample strongly depends on the material and
the fabrication process16. Here we limit ourselves to the
case of a grain with spherical symmetry of radius R, as
depicted in Fig. 6. This grain can be identified, for in-
stance, in the bulk of a sample after 3D mapping of the
granular structure17. The geometry considered here also
approximates systems for which the distance between the
sample surface and the buried sample-substrate interface
is roughly the same as the lateral grain size. This would
apply to CdTe photovoltaics, for which both layer thick-
ness and grain size are on the order of 1 − 3 µm. The
surface recombination velocity S then represents an av-
erage over these three distinct surfaces (sample surface,
buried interface surface, and grain boundary surface). As
in previous sections, we first solve the general diffusion
equation for this geometry, and then use the solution to
propose procedures for convenient data analysis.
The diffusion problem Eq. (1) is now treated in spher-
ical coordinates with the boundary condition
D
∂n
∂r
(R, t) = −Sn(R, t). (22)
The generation volume is centered in the middle of the
grain such that the diffusion problem has radial symme-
try. The solution of Eq. (2) with the boundary condition
Eq. (22) is given by
G(r, r′, t) =
e−t/τ
2piR
∑
n>0
cn
sin(αnr
′)
r′
sin(αnr)
r
e−α
2
nDt,
(23)
with
cn =
α2nR
2 + (SR/D − 1)2
α2nR
2 + (SR/D − 1)SR/D (24)
x
y
z
surface defects
excitation volume
Rg
R
FIG. 6. Optical beam focused at the center of a single grain
of radius R of a polycrystalline material, creating a spherical
generation of carriers with radius Rg. The surface defects
corresponds to the grain boundary.
where the coefficients αn satisfy the transcendental rela-
tion
tan(αR) =
αR
1− SR/D. (25)
The details of the calculations are in Appendix C. The
system being bounded in all directions, the time decay
of the PL signal is now only given by exponential terms.
An approximation of the first non-zero root of Eq. (25)
was found18
τ1 ≈ R
3S
+
R2
pi2D
. (26)
For collection times longer than R2/pi2D, the Fourier ex-
pansion in Eq. (23) is dominated by its first term so that
the PL signal decays following a single exponential with
an effective characteristic time given by Eq. (21).
We next propose a method for conveniently estimat-
ing S and D, assuming that the bulk lifetime is al-
ready known, by varying the generation/collection re-
gion radius. For a uniform spherical carrier genera-
tion/collection volume of radius Rg and a carrier gen-
eration per unit volume g0. Integrating Eq. (23) twice
over the sphere of radius Rg yields the PL intensity
I(t) =
g0
τr
e−t/τ
8pi
R
∑
n>0
cn
α4n
An(Rg)e
−α2nDt, (27)
with
An(Rg) = [sin(αnRg)− αnRg cos(αnRg)]2 . (28)
In the long time limit (t R2/pi2D) Eq. (27) reads
I(t) =
g0
τr
8pi
R
c1
α41
A1(Rg)e
−(1/τ+α21D)t. (29)
We notice that the time constant of the signal decay is
independent of the excitation radius Rg. Indeed, Rg en-
ters only in the prefactor A1(Rg). For this reason, the
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FIG. 7. PL intensities (normalized by the carrier generation
g0) as a function of time (in units of τ) for a uniform spher-
ical excitation. Symbols and lines correspond to Eq. (27)
computed up to n = 200 and Eq. (29) respectively, with
Rg = 0.5R (dots, red), Rg = 0.8R (triangles, blue). The
grain radius is R = 1 µm. We used D = 10 cm2 s−1, τ = 2 ns
and S = 5 × 105 cm s−1. Inset: schematic of the increase of
the spot size (red) inside a grain (orange).
ratio of PL signals from two different excitation radii is
a time-independent constant
I1(t)/g0,1
I2(t)/g0,2
=
A1(Rg,1)
A1(Rg,2)
, (30)
where I1(t) and I2(t) are two PL signals corresponding to
generation/collection volumes with radii Rg,1 and Rg,2,
and generations per unit volume g0,1 and g0,2. We next
outline how Eq. (30) can be used to conveniently estimate
D and S. In Fig. 7, we show the time-dependent PL
intensities for two excitations with different radii. The
symbols correspond to PL signals given by the exact so-
lution of Eq. (27) with two different radii. The solid lines,
corresponding to the estimate Eq. (29), show that the
slopes of both signals are the same, equal to 1/τ + α21D.
If the bulk lifetime is already know, these slopes can be
used to determine α21D. We now need to find α1. We take
the logarithm of Eq. (30) and replace A1 with Eq. (28)
to obtain
δ = 2 log
[
sin(α1Rg,1)− α1Rg,1 cos(α1Rg,1)
sin(α1Rg,2)− α1Rg,2 cos(α1Rg,2)
]
, (31)
where α1 is given by the approximation Eq. (26)
α1 =
1√
D
(
R
3S +
R2
pi2D
) . (32)
Measuring the distance between both PL signals after the
initial rapid decay, gives δ, as shown in Fig. 7. Given δ,
Eq. (31) can be used to determine α1. Having determined
α21D and α1, finding D is trivial and Eq. (32) yields the
surface recombination
S =
R
3
α21D
1− (α1Rpi )2 . (33)
VI. CONCLUSIONS
The present work investigates the diffusion problem re-
lated to the two-photon TRPL measurement technique.
This non-invasive and non-destructive optical technique
can spatially resolve surface and subsurface features. We
have modeled the transport of excess minority-carriers
in three dimensions in the low injection limit. A variety
of boundary conditions were considered corresponding to
different experimental and material geometries. The re-
sults obtained here suggested different routes for measur-
ing physical parameters (diffusion constant, bulk lifetime,
surface recombination velocity) by making use of the PL
amplitude and time decay. Using the calculations done
for a single planar boundary, we fitted experimental data
collected in the bulk and at the substrate/active layer in-
terface of heteroepitaxial CdTe/ZnTe/Si. We found that
the optics (spot size and location) significantly impacts
the precision of the extracted physical parameters. Fi-
nally, we have shown that PL signals are in general not
purely exponential. Purely exponential decays are recov-
ered, for instance, when the laser spot size is much greater
than the diffusion length. This amounts to assuming that
all radiatively emitted photons are collected.
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Appendix A DERIVATION OF EQ.(7)
We present here the steps followed to derive Eq. (7).
Our starting point is Eq. (2) in Cartesian coordinates.
Performing a Laplace transform with respect to the time
variable t and two Fourier transforms with respect to the
space variables x and y leads to
∂2G
∂z2
− µ2G = e
−i(kxx′+kyy′)
D
δ(z − z′) (34)
8with µ =
√
k2x + k
2
y + s/D + 1/(Dτ). The general solu-
tion to this equation is given by
∀z < z′, G(kx, x′, ky, y′, z, z′, s) = Aeµz +Be−µz (35)
∀z > z′, G(k, z, s) = Ce−µz (36)
The continuity of G at z = z′, the discontinuity of ∂zG at
z = z′ and the boundary condition Eq. (5) fix the three
constants A,B,C so that we obtain
G(kx, x
′, ky, y′, z, z′, s) =
e−i(kxx
′+kyy′)
2Dµ
×
[
e−µ|z−z
′| +
µD − S
µD + S
e−µ(z+z
′)
]
. (37)
We now use the shift theorem of the Laplace transform,
L [e−atf(t)] = F (s+ a), (38)
to separate the Fourier and Laplace transforms
G(kx, x
′, ky, y′, z, z′, t) =
1
2
e−(D(k
2
x+k
2
y)+1/τ)t−ikxx′−ikyy′
×
∫ c+i∞
c−i∞
ds
esDt√
s
[
e−|z−z
′|√s +
D
√
s− S
S
√
s+ S
e−(z+z
′)
√
s
]
(39)
where we changed the variable s/D for s. The inverse
Fourier transform is now straightforward and so is the
inverse Laplace transform with the two identities
L−1
[
e−
√
as
√
s
]
=
e−a/(4t)√
pit
(40)
L−1
[
e−a
√
s
√
s(
√
s+ β)
]
= eaβ+β
2terfc
(
a
2
√
t
+ β
√
t
)
(41)
where erfc is the complementary error function. These
transformations yield Eq. (7).
Appendix B DERIVATION OF EQ.(15)
We now turn to the derivation of the Green’s function
Eq. (15). Our starting point is Eq. (2) in Cartesian co-
ordinates. Because the diffusion remains in free space in
the x- and y-direction and based on the previous calcu-
lation, we introduce the following ansatz for the Green’s
function
G(x, x′, y, y′, z, z′, t) = U(z, z′, t)e−t/τ
e−
(x−x′)2
4Dt
2
√
piDt
e−
(y−y′)2
4Dt
2
√
piDt
.
(42)
Substitution of Eq. (42) into Eq. (2) yields the standard
diffusion equation for t > 0
D
∂2U
∂z2
=
∂U
∂t
(43)
with the initial profile U(z, z′, 0) = δ(z − z′). The dif-
fusion equation has been extensively studied for various
boundary conditions by Carslaw and Jaeger for the heat
flow problem19. The following form is assumed with con-
stants A and B determined by boundary conditions
U(z, z′, t) = (A cos(αz) +B sin(αz))e−Dα
2t. (44)
The boundary conditions Eq. (5) and Eq. (14) yield
B = AS/(αD) (45)
tan(αd) =
α(S + S′)D
α2D2 − SS′ (46)
The general solution to Eq. (43) is given by the summa-
tion over all the roots of Eq. (46)
U(z, z′, t) =
∑
n>0
cn(z
′)(Dαn cos(αnz)+S sin(αnz))e−α
2
nDt,
(47)
where the coefficients cn(z′) are given by
cn(z
′) =
∫ d
0
dz δ(z − z′)(Dαn cos(αnz) + S sin(αnz))∫ d
0
dz (Dαn cos(αnz) + S sin(αnz))2
,
(48)
which gives after some algebra
cn(z
′) =
2(Dαn cos(αnz
′) + S sin(αnz′))
D2α2n+S
2
D2α2n+S
′2 [d(D2α2n + S
′2) +DS′] +DS
. (49)
The coefficient An(z) given in Eq. (16) comes from a
rewriting of Eq. (47) and reads
An(z) =
√
2(Dαn cos(αnz) + S sin(αnz))√
D2α2n+S
2
D2α2n+S
′2 [d(D2α2n + S
′2) +DS′] +DS
.
(50)
Appendix C DERIVATION OF EQ. (23)
The derivation of Eq. (23) follows the same procedure
used in App. B, except that our starting point is Eq. (2)
in spherical coordinates
−∂G
∂t
(r, r′, t) +D
1
r2
∂
∂r
(
r2
∂G
∂r
)
(r, r′, t)− G(r, r
′, t)
τ
=
δ(r − r′)
4pir2
δ(t). (51)
The Green’s function takes the form
G(r, r′, t) =
U(r, r′, t)
r
e−t/τ , (52)
where U satisfies the one-dimensional diffusion equation
D
∂2U
∂r2
=
∂U
∂t
(53)
9with the boundary condition
D
∂U
∂r
(R, t) =
(
D
R
− S
)
U(R, t) (54)
and the initial profile
U(r, r′, 0) =
δ(r − r′)
4pir2
. (55)
The details of solution of Eq. (55) can be found in
Carslaw and Jaerger’s work19, and is given by the Fourier
series
U(r, r′, t) =
1
2piR
∑
n>0
An(r
′) sin(αnr)e−α
2
nDt (56)
where
An(r
′) =
D2α2nR
2 + (SR−D)2
D2α2nR
2 + SR(SR−D)
sin(αnr
′)
r′
, (57)
and the coefficients αn are given by the transcendental
relation Eq. (25).
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