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ABSTRACT
In this paper, we present an open queuing network modeling approach to estimate
performance measures of a cellular manufacturing layout.  It is assumed a layout and
production data for a planning period of specified length are available.  The production data
takes into account, processing and handling set-up times as well as transfer and process batch
size information of multiple products that flow through the system.  It is assumed that two
sets of discrete material handling devices are used for material transfer.  The first set, of
which there is a copy in each cell, is used for intra-cell transfer and the second for inter-cell
transfer. Experimental results are provided to demonstrate the effectiveness of this approach.
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1. INTRODUCTION
In this paper, we discuss an approach to analyze a given cellular manufacturing (CM)
layout with respect to the usual operational performance measures – product flow times,
work-in-process inventories and machine/material handling device utilization.  We present an
open queuing network modeling approach to estimate the performance measures. It is
assumed a cellular manufacturing layout and production data for a planning period of
specified length are available.  The production data include processing and handling set-up
times as well as transfer and process batch size data for multiple products that flow through
the system.  It is assumed that two sets of discrete material handling devices are used for
material transfer.  The first set, of which there is a copy in each cell, is used for intra-cell
transfer and the second for inter-cell transfer.  The allocation of machines to cells, parts to
families and part families to machine cells is also assumed to be known. Further, it is
assumed that there is unlimited waiting room in front of each cell as well as each machine.
Under these set of limited assumptions we come up with a model to estimate the performance
measures.  Our method follows the work of Whitt (1983) closely. 
In the next section, we briefly review the relevant literature.  In section 3, we present the
open queuing network approach for evaluating a CMS layout with respect to operational
performance metrics. To demonstrate the validity of the open queuing network model,
experimentation, numerical results, comparison with simulation and discussion of results are
provided in section 4. Conclusions are drawn in section 5.
22. LITERATURE REVIEW
One of the most important problems in the group technology and cellular manufacturing
is the part-machine grouping problem. Researchers model this problem as an optimal design
problem and tackle it with either “hard-computing” or “soft-computing” methods (see[2],[3]).
The soft or hard computing methods can be classified as generative methods and evaluative
methods[5].Generative method “generate” the optimal or near optimal solution according to
some objective function criteria. Evaluative method, on the other hand, evaluate a given
solution with respect to specific operational performance measures. The evaluation may
indicate changes that can be made to improve the original solutions. This paper provides an
evaluative method for cellular manufacturing systems. When used in conjunction with a good
generative method, it offers us the opportunity to develop a solution that performs well with
respect to static design factors as well as dynamic operational factors.
 There are a numbers of papers on the performance evaluation of a CM system.
Agarwal[4] and Govil [5] have surveyed many of these papers. Agarwal provide a taxonomy
of the research papers according to the three commonly used research methodology:
simulation, empirical and analytical. The review is comprehensive in areas of simulation and
empirical study, but in the analytical models area, only a few papers are mentioned[6] and
[7].There are other papers in the analytical category. For example, Karmarkar et al.[8]
provides the analysis of the influence of the lot size to one of the performance measure of the
CM system: lead time. Benjaafar presented a formulation of layout design problem where the
objective function is to minimize work-in-process[9]. Govil classified the literature according
to types of the system whose performance being evaluated. Models for job shop, FMS,
assembly/disassembly networks, flow lines are surveyed in the paper. For each type of
system, exact and approximation queuing models are reviewed. Although performance
modelling of cellular manufacturing system is not considered explicitly, the topic are treated
as a sub-problem in the design of manufacturing system in which the objective is to
minimize work-in-process inventory.
3. EVALUATING CELLULAR MANUFACTURING LAYOUTS VIA OPEN
QUEUING NETWORK MODELS
The performance analysis of a cellular manufacturing system (CMS) follows a two-level
hierarchical framework in which the cells are analyzed at a higher (aggregate) level first.
Based on the output of the aggregate analysis, each cell is analyzed to provide specific
detailed information on estimates of performance measures at the cell level.  In the higher
level analysis, the material handling system (MHS) used to transfer parts between cells is
modeled as another network of discrete material handling devices (MHDs). In general, the
MHDs in the MHS node are similar. However, if they are dissimilar in a particular situation,
the resulting node would have to be treated as a multiple server node with non-identical
servers and appropriate models used to analyze it as in the case of manufacturing cells with
dissimilar machines. 
3.1 Notation:
i Product type index, i=1,2,…,p
k Machining cell index, k=1,2,…,n-1
n MHS cell index
3i
k0 Arrival rate of product i from the external world into cell k, i=1,2,…,p;
k=1,2,…,n-1
i
kscv0 Squared coefficient of variation of inter-arrival time for product i from the
external world into cell k, i=1,2,…,p; k=1,2,…,n-1
io Number of operations required by product i, i=1,2,…,p
i
klto Natural service time for l
th operation on product i at cell k, i=1,2,…,p; k=1,2,…,n-
1; l=1,2,…, io
i
oklscv Squared coefficient of variation of natural service time for l
th operation on product
i at cell k, i=1,2,…,p; k=1,2,…,n-1; l=1,2,…, io
i
klts Mean set-up time for l
th operation on product i at cell k, i=1,2,…,p; k=1,2,…,n-1;
l=1,2,…, io
i
sklscv Set-up time squared coefficient of variation for l
th operation on product i at cell k,
i=1,2,…,p; k=1,2,…,n-1; l=1,2,…, io
jktr Travel time between cells j and k, j, k=1,2,…, n-1
rjkscv Squared coefficient of variation of travel time between cells j and k, i=1,2,…,p;
k=1,2,…,n-1
itp Mean set-up time for loading product i on MHD in MHS node n, i=1,2,…,p
i
pscv Squared coefficient of variation of set-up time for loading product i on MHD in
MHS node, i=1,2,…,p
i
klb Batch-size of product i at cell k for l
th operation, i=1,2,…,p; k=1,2,…,n-1;
l=1,2,…, io
i
jkbt Batch-size for transferring product i between cells j and k, i=1,2,…,p; j,
k=1,2,…,n-1
km Number of machines in cell k, k=1,2,…,n
i
klY 1 if the l
th operation of product i is done at cell k, i=1,2,…,p; k=1,2,…,n-1;
l=1,2,…, io ; 0 otherwise
3.2 Higher level analysis
Notice that it is assumed that the nth cell is the MHS cell with identical servers (MHDs) in
the above notation.  It is convenient to obtain an indicator variable that tells us whether or not
the two successive operations (say the l-1th and the lth) on a product i are done at a pair of
cells j and k.  It is also necessary to determine the total external arrival rate for product i as
follows.
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Because we are assuming deterministic routing, for each product i, i k0 >0 for only one k.
Based on the above, it is easy to get the total arrival rate of products into each machining cell
from the external world as well as out of each cell to the external world.  Notice that the
material transfer from and to the external world is not included in our analysis.  If necessary,
4however, this can be easily incorporated.  Furthermore, it is assumed that the intra-cell
material transfer is accomplished by a MHD residing in that cell and is treated like an
‘operation’ for modelling purposes.  However, the inter-cell material transfer is completed by
the MHS node consisting of one or more identical MHDs and is treated as a transfer.  Thus,
since all the inter cell transfers between machining cells must take place via the MHS cell n,
the arrival rate from a machining cell j to machining cell k for kj  will be zero.  The total
arrival rate from a machining cell to the MHS cell and vice-versa is not zero however and can
be easily determined.  
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Observing that all inter cellular transfer takes place via the MHS cell and that the MHS
cell never transfers parts to itself, the proportion of parts visiting cell k after cell j is easy to
calculate.  
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The natural service time for a processing operation is the average time required for that
operation and is usually readily available or can be obtained from the machine responsible for
the processing operation.  However, the natural service time for a transfer depends not only
on the actual (loaded) travel from the originating station to the destination station, but also on
the empty travel time from the station at which the material handling carrier is currently
located to the flow originating station.  While the empty travel time may be small and
negligible for intra-cell transfers, it can have dramatic impact on inter cell transfers.  We use
the approach of Benjafaar (2000) to include the loaded and empty travel time for inter-cell
5material transfers.  However, unlike Benjafaar (2000), we do not assume the loaded travel is
deterministic; instead, it is characterized by two moments – mean and squared coefficient of
variation, which are assumed to be known or can be calculated.  Although it can be relaxed,
we assume unloaded travel is negligible for intra-cell transfers.
The probability that a material transfer takes place from cell j to cell k is given by:
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The average transfer time per trip between two cells (including loaded and unloaded
travel) is provided in expression (14). Notice that the travel time (loaded or unloaded)
between two cells j and k can be determined as shown in expression (15) if the distance
between the two cells djk and the velocity of the transfer device v are known.
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The above travel time formula recognizes the fact that the material handling carrier
dispatched to serve an inter-cell transfer request can be at any one of the n-1 cells. It
explicitly includes empty travel time from the cell it is currently at to the cell where the
transfer originates as well as the loaded travel time to the destination cell.  The squared
coefficient of variation for the intra and inter-cell transfer times is simply the variance in the
transfer time divided by the square of the mean.  For the intra-cell transfer, the variance is the
observed variance.  The inter-cell transfer time variance, however, must be determined as
follows.
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Obviously, the effective service time for an operation depends upon the batch size of the
product.  In our model, batch size can vary from one operation to the next.  Similarly, the
transfer batch size for the same product can vary from one transfer to the next.  The following
discussion shows how batch size and set-up impact the two moments of the effective service
time of processing and transfer operations.  It assumes that for each operation or transfer, the
natural process or transfer time is independent of the corresponding set-up time.  
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The first and second moments for the service time distribution at each machining and
MHS cell can be obtained as follows.  Recall that unlike in an inter-cell transfer, intra-cell
transfer is treated as an ‘operation’ and thus would be included in (22) and (23).
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The fundamental traffic rate equations can now be obtained as shown below.
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Observe that pjk=0 for kjnj  ,1,...,2,1 and 0ˆ0 n  in (26). The above set of linear
equations can be solved to obtain the individual .ˆk  With this, we can determine traffic
intensities as follows.
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We now have all the building blocks to calculate squared coefficient of variation for the
arrival process at each cell k.  The composite arrival process at each cell is determined using
the hybrid approximation for superposition arrival processes as follows(Whitt,[1]).
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Recall again that kjnkjp jkjk  ,1,...,2,1,,0ˆ . Also, 0ˆ0  nnnp  . Now that we
know the first and second moments of the effective arrival rates at each cell k, we can begin
to analyze each cell in detail. Before doing that, we disaggregate the combined arrivals into
each cell into product specific arrival rates, which will be used to calculate the routing
probability in the cell. We then disaggregate these product specific arrival rates into a cell
further into product and machine specific arrival rates into the cell.
 To disaggregate the combined arrival rates by products, the following formulas are used: 
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Formula (30)  is an approximate formula based on the assumptions that (i) the combined
arrival process at each node is a renewal process (when in fact it may not), and (ii) the routing
is Markovian.
3.3 Cell level analysis
We now proceed to the cell level analysis. Each cell consists of a number of different type
of machines, and we are assuming there is no dedicated MHD for each cell. Also we assume
that no two consecutive operations are done on the same machine in the cell. If this were true
in a particular situation, the two operations could be combined into one.
Using the ik and
i
ak
scv values determined in (29) and (30), we calculate the routing
probability matrix within a cell and the effective service time of each machine in the cell.
Disaggregating the high level analysis results again yields the effective arrival rate of each
machine in the cell. 
If a product visits other cell(s) for one or more consecutive or non-consecutive operations
and returns back to the cell under consideration, it is “split” into multiple products depending
upon how many times it leaves the current cell and returns.  Each product is analysed
separately and the results are combined after the analysis.  For example, suppose that a
product has four operations/transfers done consecutively in a cell, three operations/transfers
8in another cell and it returns back to the current cell for three more operations/transfers before
leaving the system. For purpose of evaluating the current cell, it is split into two product
types, each with the same effective arrival rate, but different routings. After a split product
completes all consecutive operations in the current cell, it is assumed to leave the system in
the cell level analysis. Note that the index k now corresponds to a machine, rather than a cell.
As with the higher level analysis, it is convenient to obtain an indicator variable that tells
us whether or not the two successive operations (say the l-1th and the lth) on a product i are
done at a pair of machines j and k.  It is also necessary to determine the total external arrival
rate for product i as follows.
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Once again, for every machine k, i k0  is greater than zero for only one k, because of the
deterministic routing assumption. Based on the above, it is easy to get the total arrival rate of
products into each machine from the external world as well as out of each machine to the
external world. It is assumed that material transfer in a cell is accomplished by the MHD
residing in that cell, but the service time is added to the service time of next operation for
modelling purposes. A primary reason is that the travel times are negligible and accomplished
manually in a CM system due to the proximity of the machines in a cell. If necessary,
however, the travel time can be modelled explicitly. We are also assuming no product visits
the same machine for two consecutive operations, so kkˆ =0 for k=1,2,…,n.
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The proportion of parts visiting cell k after cell j is easy to calculate as shown below.
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The travel time and service time in a cell can be determined as shown below.
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Now we disaggregate results from the higher level analysis to get the effective arrival
rates into each machine in a given cell. We first disaggregate product specific arrival rates
into a cell further into machine specific arrival rates via expressions (43) and (44). 
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To get combined arrival rates into each machine in the current cell, expression (45) and
(46) are used. 
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Using the first two moments of kte  and k , we can determine traffic intensities, the
offered load (or expected number of busy servers), departure rate at each machine as well as
the departure rate from the entire cell. Further using a simple approximation for the expected
waiting time of a GI/G/m queue as shown in expression (47), together with Little’s law and
disaggregation process discussed before, we could get necessary performance measures.
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4. EXPERIMENTAL RESULTS AND DISCUSSION
Two data sets are tested against the proposed analytical model and their results are
compared with simulation results. Both data sets have 3 cells and 21 product types. Dataset 1
has only 2 inter-cellular trips while data set 2 has 20, total of 70 operations. The results show
that the open queuing network (OQN) model proposed in this paper produces results
comparable to a simulation model. In fact, the results are closer to simulation model when
there is heavy inter cellular traffic.
Utilization rate
C1M1 C1M2 C1M3 C1M4 C1M5
OQN model 0.4195 0.845 0.157 0.102 0.317Dataset 1
Simulation 0.409 0.687 0.143 0.089 0.252
OQN model 0.609 0.824 0.295 0.219 0.264Dataset 2
Simulation 0.638 0.689 0.313 0.179 0.203
5. CONCLUSIONS
The two level analysis technique proposed in this paper using an  open queuing network
approach appears to provide reasonable estimates of performance measures even when the
service times and inter arrival times follow a general distribution. Initial results are promising
and further refinements will enhance its performance.
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