Abstract. The solution of continuous and discrete-time Markovian models is still challenging mainly when we model large complex systems, for example, to obtain performance indexes of parallel and distributed systems. However, iterative numerical algorithms, even well-fitted to a multidimensional structured representation of Markov chains, still face the state space explosion problem. Discrete-event simulations can estimate the stationary distribution based on long run trajectories and are also alternative methods to estimate performance indexes of models. Perfect simulation algorithms directly build steady-state samples avoiding the warm-up period and the initial state bias of forward simulations. This paper introduces the concepts of backward coupling and the advantages of monotonicity properties and component-wise characteristics to simulate Stochastic Automata Networks (SAN). The main contribution is a novel technique to solve SAN descriptions originally unsolvable by iterative methods due to large state spaces. This method is extremely efficient when the state space is large and the model has dynamic monotonicity because it is possible to contract the reachable state space in a smaller set of maximal states. Component-wise characteristics also contribute to the state space reduction extracting extremal states of the model underlying chain. The efficiency of this technique applied to sample generation using perfect simulation is compared to the overall efficiency of using an iterative numerical method to predict performance indexes of SAN models.
and manipulate the descriptor numerically [3] [4] [5] . One of the major problems with structured representations is the insertion of unreachable states in the product state space, but to cope with that there are very efficient approaches to generate the reachable set [6, 7] .
It remains an open problem the efficient solution of large and complex models where all, or almost all, states are reachable.
Simulation approaches are alternative methods to estimate indexes of performance models when the numerical solution is no longer sufficient. Based on discrete-event simulation or on Markov properties, simulations estimate the stationary distribution π based on long run trajectories. The first approaches to simulate a SAN, or any other structured formalism, focus on the concept of events [8] . Such event-driven dynamics implements a hierarchy of events inside the automata structure starting from a predefined initial global state. Despite of this event-driven choice, the problem of how long one have to run the simulation, i.e., the burn-in time period, still remains open in forward simulations [9] . The system is simulated until it is considered that reached the stationary regime. After this time, the simulation is no more dependent of the initial state chosen due to the stationary assumption.
Propp and Wilson [10] proposed a backward coupling simulation method where the problem of biased samples is completely solved. Perfect simulation algorithms directly build steady-state samples avoiding the warm-up period and the initial state bias. The method proposes the running of trajectories in parallel, starting from all possible states, and their coupling guarantees the samples confidence. This method is extremely efficient when the state space is large and the model has dynamic monotonicity because this will determine the number of trajectories in parallel needed to run. This paper introduces the concepts of backward coupling and the advantages of monotonicity properties to simulate SAN models. The structural information in the original SAN description can be used to contract even more the state space, analysing component-wise characteristics for example. The main contribution is the adaptation of a new simulation technique to SAN models originally unsolvable by iterative methods due state space explosion. Monotone backward coupling methods can run with a reduced state space since models have a monotonic behavior. The efficiency of sample generation using perfect simulation is compared to the overall efficiency of using an iterative numerical method to predict performance indexes of SAN models.
Stochastic Automata Networks
The Stochastic Automata Networks formalism (SAN) is an analytical method to obtain performance indexes of systems. It is proposed by Plateau [2] and its basic idea is to represent a whole system by a collection of K subsystems or chains described as
In each of these automata the transitions among states are labeled by events. Each event includes probabilistic and timing information, and the network of automata has a set ξ of all possible events in the model. This framework defines a modular way to describe continuous and discrete-time Markovian models [11] . The SAN formalism has exactly the same application scope as the Markov Chain formalism [12, 1] . 
Definition. The set of all global states is called product state space. The product state space X of a SAN model is the Cartesian product of all sets δ (k) . Considering the product state space X , the system is composed by a set of global states ass and also a finite collection ξ = {e 1 , . . . , e P } of P events. Since models with discrete state space can also be described as discrete-event systems [13] , the set ξ can be defined with an associated transition function Φ between global states.
Definition. The transition function defined by Φ(s, e p ) =r (p ∈ [1..P ]) is the set of rules that associate to each global states ∈ X a new global state denoted byr ∈ X , through the firing of the transition labeled by event e p ∈ ξ.
In each global states some events are enabled, i.e., they change the global states into another stater. However, not all events may occur from a given global state. In those cases the transition function assigns the permanence in the same global state.
Definition. An event e p is said to be enabled in the global states ∈ X , iff Φ(s, e p ) = r, ands =r, andr ∈ X . Analogously, an event is said to be disabled in states, iff Φ(s, e p ) =r, ands =r.
The SAN model construction as a Markov process has the rates of each event e p seen as intensities λ p of Poisson processes, and they are supposed to be independent.
The SAN description has a table of events extracted from ξ and uniformization techniques are used to introduce the independence between these events. The uniformized process is driven by the Poisson process with rate Λ = Fig. 1 The global process execution [14, 15] described is related to the underlying uniformized Markov chain. Its transitions are given by Φ applications over X . However, it is common to have global states that are not reachable by any other global state through a transition. Due to this SAN models have established a reachable state space, i.e., the set of global statess ∈ X that composes the related MC. The others are considered unreachable global states in the model.
Definition. The reachable state space X
is an irreducible component obtained from a given initial global states 0 ∈ X and successive firing of events in ξ. Each global states reached by any possible combination of events is included in this set.
Note that SAN descriptions must have only one Markovian generator [11] , the associated Markov chain contains a set of all global statess ∈ X R that certainly can be reached through the firing of any event. Figure 1 is a SAN model with two automata A (i) , and five events (|ξ| = 5), and their constant rates represented here by greek letters. The equivalent MC represents the reachable state space X R of the model which is a subset of X (X R ⊆ X ).
A simple procedure to find reachable states is to apply the notion of stochastic recursive transition function mainly when the reachability function is not explicit in the SAN formal descriptions 4 . Table 1 shows the transition function application for the SAN example in Figure 1 , considering all global statess ∈ X R and all events e p ∈ ξ. The resulting global statesr = Φ(s, e p ) are represented, being those corresponding to possible transitions marked in bold face, i.e., those corresponding to enabled events 5 .
Definition. A SAN model is called well-formed iff the X R component is unique and irreducible. 4 SAN descriptions can define the X R set through the insertion of a reachability function. The boolean evaluation of this function, when applied to every global state inside X , returns the reachable states in X R . More details can be found in [16, 17] . 5 It is important to observe that the transition function Φ is a theoretical definition that is not necessarily used in current SAN solvers implementation. However, algorithms can be implemented to take advantage of transition functions identifying also the reachability set X R .
SAN Backward coupling simulation
The first approaches to simulate SAN models focused on the concept of transitions and events, instead of having a focus on state transition matrices, i.e., the descriptor [8] . Such event-driven dynamics implements a hierarchy of events inside the automata structure starting from a pre-defined initial global state. Despite of this event-driven choice, the problem of how long one should run the simulation still remains open using forward simulation approaches [9] . Moreover, simulation techniques use the Random function to establish the activation of an event inside ξ, considering the current global state analysed, then leading to the next global state inside X R going forward in time. The system is often simulated until it reaches its stationary regime. The duration of this step is called the burn-in time of the simulation and it determines that the process is no more dependent of the initial state chosen, due the stationary assumption. Since the major challenge in these techniques is to fix a burn-in time to allow collecting samples, the Perfect simulation technique enables to compute samples exactly distributed according to the stationary distribution of the Markov process. Propp and Wilson [10] proposed a scheme based on backward coupling, i.e., the Coupling from the Past (CFTP) method. The problem of fixing initial state present in forward techniques is completely solved since the proposed idea is to start trajectories in parallel from all possible states.
ω(s) ←s { choice of the initial value of vector ω} 3: end for 4: repeat 5:
e ← Generate-event( ) { generation of e according the distribution (
for alls ∈ X R do 8:
{ computing ω(s) at time 0 of trajectory issued froms at time −τ * } 9:
ω(s) ←ω(Φ(s, e)) 10:
end for 11: until All ω(s) are equal 12: Return ω(s)
The coupling of trajectories guarantees the generation of unbiased samples and it ended the burn-in time problem. The number of steps (or events applied) to couple all trajectories we denote coupling time τ . Figure 2 illustrates the backward coupling, all trajectories issued from all global states of the SAN example ( Figure 1 ) at time −8 coupled in a state at time 0. Since the coupling time τ * of the backward scheme is almost surely finite, the scheme provides a sample distributed according the steadystate distribution. Given the set of reachable states X R , a set E of randomly generated events and the transition function Φ :
issuing from all global states of X R , going backward in time, the set of trajectories will couple for a given sequence of events {e n } n∈N at time 0, i.e., |Φ(X R , {e n } n∈N )| = 1.
SAN models have an underlying Markov chain so perfect simulation principles can be applied to obtain the global states probabilities in the stationary distribution. For perfect simulation execution, it is mandatory a well-formed SAN description, i.e., the model must produce valid global states as input for the simulation algorithm. For backward simulations the set of trajectories running in parallel can be at least the X R set, when of course the X R set is an unordered set of global states. Algorithm 1 initializes the vector ω with all global statess ∈ X R at simulation time −τ * , supposing a wellformed SAN model. At each simulation iteration one event is generated through the call of a Random function and the related transition functions are applied to each position of ω. Each new state generated indexes the vectorω which has the last version of ω stored. This process is called backward coupling because we compute ω(s) at time 0 of trajectory issued froms at time −τ * . This procedure will be repeated until all positions of vector ω have the same resulting states, i.e., all trajectories running in parallel have coupled. The sample of each iteration is then collected for statistical analysis.
Monotonicity Properties
The size of X R can be exponential in the size of the model and it can be difficult to generate and really huge to deal, so it becomes a limitation for backward coupling methods. As pointed out in Propp and Wilson [10] , CFTP methods are much easier to implement when the state space X is ordered and the underlying Markov chain has the monotonicity property. A known partial order of X is favorable to the use of monotonic functions since it allows the identification of maximal states and a considerable coupling time reduction. Models with an underlying Markov chain having this property can be optimized to run a monotone backward coupling procedure with less initial states. Definition. An event e p ∈ ξ is said to be monotone if it preserves the partial ordering (< order) on X . That is ∀(s,s ) ∈ Xs <s =⇒ Φ(s, e p ) < Φ(s , e p ). If all events are monotone, the global system is said to be monotone.
The monotonicity property of events guarantees the existence of a set of maximal states X max and a set of minimal states X min . These sets are composed of states which there is no greater (or lower) state than itself in the chain. So the transitions fired from maximal states do not create states greater than these ones (or transitions fired from minimal states do not create states lower than minimal ones).
Definition. Algorithm 2 SAN Monotone backward coupling simulation
for i = n downto (
+ 1) to −n, events from −1 to (− n 2 + 1) have been generated in a previous loop} 10: end for 11:
for i = n downto 1 do 12:
for eachs ∈ X M do 13: Definition. Suppose a given partial order of X and consequently a maximal set X M , if all trajectories issued from X M coupled at time 0, then they will also coalesce for all states in X R . Since X is finite and the events are monotone, the number of trajectories in parallel can be reduced running simulation only over the X M = X max ∪ X min set. Starting trajectories and going from the past from X M maximal global states, when all trajectories collapsed, we also obtain a sample of the stationary regime. Figure 2 it needs to store the events generated of the whole trajectory, because it uses a doubling scheme structure [10] to generate and apply events in each trajectory. At each step in the past, the coupling time τ * needed (i.e., the length of the step) is multiplied by 2 (Algorithm 2, line 4).
Canonical component-wise ordering in SAN Many models are naturally ordered as markovian queueing networks [18] [19] [20] due the natural order on integer. The partial order of the product state space can be established using for example component-wise ordering concepts. SAN descriptions derived from monotone queueing networks can be simulated taking advantage of having only the canonical minimum (all queues empty) and maximum (all queues full) states. Then only two paths need to simulate in parallel with the monotone algorithm version.
The canonical component-wise ordering means that the underlying Markov chain structure of the model can be viewed as a lattice, i.e., all global states have the same supremum and infimum states. Given two arbitrary global statess 1 ,s 2 ∈ X , and verifyings 1 ≤s 2 , it will often possible to say which is the largest state [21] . The extremal states are given by the first and the last state of X considering it is ordered lexicographically. The complexity to solve these families of models is then constant (two trajectories in parallel) and the simulation is no more limited by the size of X but only by τ . Supposing the queueing system of two queues in Figure 3 with capacities K 1 and K 2 respectively. The X size of this network is given by the Cartesian product (K 1 +1)× (K 2 + 1) and all global statess ∈ X R (equivalent MC) are reachable (X R ∼ = X ). The SAN model has two automata A (1) and A (2) respectively, and three events e p ∈ ξ (since two are local events and one is a synchronizing event in the model) with their rates. The events e 1 , e 12 and e 2 are monotone according canonical component-wise ordering of X , i.e., there is no event in the model changing the partial order of states in X . The application of the transition function Φ(s, e p ), for each event e p ∈ ξ, considering each states ∈ X R , is dependant of the min and max functions 6 evaluations for each global state (in this example the global state to be evaluated has only two local states to observẽ s = {s 1 ; s 2 }).
The minimum and maximum global states are extracted from the underlying Markov chain, but they consider the minimal and maximal local states of each automaton A (k) defined by natural order on integer. Supposing K 1 = 2 and K 2 = 3, the maximal set can be considered X M ={{0; 0},{2; 3}}. The minimal local state of both automata is the state 0, and the maximal local state is 2 for automaton A (1) , and 3 for automaton A (2) respectively. The simulation could run only two trajectories in parallel: all queues empty (minimal local states {0; 0}) and all queues full (maximal local states
The assumption of existing one minimum and one maximum local state per automaton which guarantees the exact sampling, can be applied also for huge models following component-wise principle.
Non-lattice component-wise ordering in SAN Glasserman and Yao [13] investigated the search for partial (and total) ordering in discrete-event models looking at their own structure, naturally retaining the order in which states in the chain are accessed firing the respective events. This procedure incrementally generates a feasible set, until all states are accessed (total ordering), or a given partial ordering is identified. So we can consider the feasible set as an ordered representation of the X R set. However, in the absence of a canonical component-wise model formation, for each event in the model, the state space ordering must be constructed firing events in the underlying chain structure. If we have the same subchains ordering for the events, this means that exists a partial order for X R ⊆ X (<), when it is possible to compare two states for a given event e p ∈ E, independent of event rates.
The ordering construction for the queueing system example when already exists a canonical formation leads us to a lattice where there are two maximal global states as seen in Figure 3 . But without this characteristic the search for a order could be really unfeasible for huge models and with a high enhanced computational cost. The global states ordering in X becomes not relevant if we can extract through the transition function applications a smaller set of extremal global states of the Markov chain, i.e., not retaining the order of access of states but verifying if the next state in a transition is greater than the current state. This means that if we walk in the chain applying the transition function successively we can reach and collect the extremal elements (Algorithm 3).
The component-wise ordering supposes that local states have a predefined order, then the Cartesian product of states generates automatically ordered global states. The states will always have transitions to greater or lower global states indexes. So when Algorithm 3 SAN extremal states identification in component-wise models
max ← true; 3:
for each ep ∈ ξ do 4:
st ← Φ(s, e p ); { firing transition } 5:
if (st ≥s) 6:
max ← false; break; 7:
end for 8:
if (max = true) 9:
Add states in X M ; { array X M stores the extremal states identified} 10: end for 11: Return array X M ;
there is no possible transition to be fired to a greater state, this means we find an extremal state in the chain. In this case, models can have more than two maximal states (according to the X R set analysis), i.e., X M is now the set of extremal elements formed by global states where the successive transition function application stops when it does not return greater states. Doing this, is not mandatory to know the state space partial ordering but only to identify the subset X M of extremal states to run the monotone backward coupling algorithm. The complexity to find extremal global states is given by |X R | × |ξ|. The computational cost to run perfect simulation is now dependent of the number of initial global states inside the set X M .
Resource Sharing with Mutual Exclusion
Our case study is the classical model of resource sharing with mutual exclusion and some variations. In this section we show the product state space contraction regarding natural structured formation of these models, and also issues related to the exploitation of monotonicity properties for perfect simulation. All simulation examples were executed on a PC architecture with a 3.2 GHz Intel Xeon processor under Linux operating system, with 1 GByte of memory. The execution times presented consider only usertime estimation running PEPS software tool and the perfect simulation module developed (Perfect PEPS), i.e., they do not take account of other users in the machine or operating system execution.
Dining Philosophers without Reservation
The dining philosophers problem is summarized as K philosophers sitting at a table doing one of two things -eating or thinking. The philosophers sit at a circular table. with a large bowl of food in the center. A fork F k is placed between each philosopher P k , and as such, each philosopher has one fork to his left and one fork to his right. The philosopher must have two forks (at the same time) to eat. Figure 4 shows the correspondent SAN model that has K automata P (k) representing the philosophers, each one with two states: T (k) (thinking) and E (k) (eating). The product state space X is formed by 2 K global states.
... 
X
M extraction Supposing six philosophers in a table ( Figure 5 ) the application of the transition function returns the extremal states for the SAN model. Regarding structural properties of this model all events et k , te k ∈ ξ are monotone since they retain the component-wise ordering of global states in the chain formed by this class of models. Algorithm 3 finds the last statess ∈ X that can be accessed, i.e., the extremal states s ∈ X M . Then component-wise property allows the feasible set formation based on indexes, because the successive application of events (tracing a trajectory) leads to a state where it is not possible to go on to a greater state, i.e., they are the extremal states of the chain. For these states there are events just to go back in the paths already generated. represented by 1, we have for example, a set X R = 18 and X M = 6 (the marked states are maximal elements) for a model with six philosophers. Table 2 shows the SANmodel with K = 6 . . . 26 and their respective X , X R and the extracted set of extremal states X M . Since the size of the model grows exponentially the size of maximal set grows slowly comparatively. The size of X M is the number of trajectories to run in parallel, i.e., the number of vector positions to store, so it is also the computational cost in memory positions to run perfect simulation. Each position is an integer representing the current global state index in the trajectory. When we have more philosophers in the model the impact of this optimization is more clear mainly verifying the time spent to solve this models using PEPS software tool and the perfect simulation module (Perfect PEPS). The actual number of samples to generate depends immensely on the numeric characteristics of the model itself. Different parameters as the actual numeric rates of the events, may change the required number of samples to achieve statistical convergence of the stationary prediction. Analogously, the numbers of iterations to perform the iterative solution methods in the PEPS tool also depends on the model numeric characteristics. Therefore in the Table 2 we indicate the amount of time needed to perform one single sample generation with the contracted state space in the Perfect PEPS module, and one single iteration in the numerical solution implemented by PEPS. The presented values in seconds must be considered with caution, since nothing relates the number of needed iterations in PEPS with the number of samples needed in our simulation tool. For example, the first model (K = 6) needed 528 iterations to achieve a precision of 10 −10 in the PEPS solver. We obtain the simulation results running a fixed number of 100, 000 samples. However, a smaller number of samples would probably already be enough to achieve (statistically) the required precision for such small example using confidence intervals. The example was extended just beyond the capacity limit of PEPS, since the last example (K = 26) is already too huge to run on our target machine that holds problems of as many as 64 million states.
Dining Philosophers with Reservation
We can extend the mutual exclusion in resource sharing models to analyse more deeply the locking of shared resources in systems. But here the goal is to obtain an extensible model where a numerical solution is no longer possible due state space explosion, in order to show the possible product state space contraction also in these cases. 
X
M extraction Regarding structural properties of this extended model, the monotonicity properties are also maintained for all new events generated lt i , tr i , rl i , rt k , tl k and lr k . The inclusion of a new state in each automaton and new events constraints does not interfere in X partial ordering. Since the minimal global state 0 (all philosophers thinking) is the initial state to generate the feasible set of the model, the extremal states are naturally the ones with greater indexes than their consequent transitions. Table 3 shows in its last lines, huge models to solve with PEPS software tool mainly because the size of X , and the possible contraction of state space in X M to run perfect simulation. The costs in memory are drastically reduced since for monotone versions we used to store just the coupling vector with extremal elements instead of the product state space. The same remarks still apply to the times presented here, specially the fact that this table present times for one iteration in the PEPS numerical solution, and one sample generation for Perfect PEPS. For the last model (K = 18) the PEPS solution could not be achieved since it represents a state space of more that 327 million states, which is considerably above the current overall numerical solution limitation that is a little below 100 million states in a 4GBytes memory machine.
Conclusions
We show that is possible to design a perfect sampling algorithm for SAN through backward coupling. For the underlying Markovian graphs, the simulation coupling time can be greatly reduced by using extremal initial states to run trajectories in parallel. In fact, this paper not even present the times for sample generation without using the state space contraction because even the average models, e.g., Resource Sharing without reservation K = 14, would represent a model much slower than the larger model we
