We theoretically study a Josephson junction based on a semiconducting nanowire subject to a time-dependent flux bias. We establish a general density matrix approach for the dynamical response of the Majorana junction and calculate the resulting flux-dependent susceptibility using both microscopic and effective low-energy descriptions for the nanowire. We find that the diagonal component of the susceptibility, associated with the dynamics of the Majorana states populations, dominates over the standard Kubo contribution for a wide range of experimentally relevant parameters. The diagonal term, thus far unexplored in the context of Majorana physics, allows to probe accurately the presence of Majorana bound states in the junction.
Introduction-Majorana bound states (MBS) are zeroenergy Bogoliubov-de Gennes (BdG) quasiparticles in socalled topological superconductors. They exhibit nonAbelian exchange statistics that makes them attractive as building blocks for a fault-tolerant topological quantum computer [1] [2] [3] . This technological potential, together with their intrinsic fundamental interest, has motivated a great deal of excitement towards detecting and manipulating MBS in various condensed matter platforms [4, 5] .
Arguably, the platform that has attracted the most excitement is the one based on one-dimensional (1D) semiconducting wires (SW). Following theoretical proposals [6, 7] , several experiments [8] [9] [10] [11] [12] [13] [14] [15] have reported characteristic transport signatures in the form of a zerobias conductance peak compatible with the presence of zero-energy MBS. Despite this evidence, however, the nagging question of whether zero-bias peaks are due to MBS is still under debate [16] . Therefore, it would be very useful to study alternative signatures of MBS beyond zero-bias peaks.
One option is to study the 4π-periodic Josephson effect in junctions based on topological SWs [1, 17, 18] . This seemingly smoking-gun signature of MBS in the junction is, however, not free from drawbacks: either parity breaking processes, such as quasiparticle poisoning, or the intrinsic avoided crossing of MBS in a realistic finite-size topological SW will unavoidably restore the 2π periodicity of the ground state [19, 20] . In principle, one can restore the 4π-periodicity by voltage-biasing the junction and studying the ac Josephson effect [19] [20] [21] . However, various non-equilibrium and non-adiabatic effects, such as Landau-Zenner tunneling (LZT), make the interpretation in terms of MBS challenging.
We here propose to overcome these difficulties by focusing on a fully linear response quantity: the finite fre- dc + (t) Figure 1 . Scheme of the setup: A nanowire (in blue) proximitized with bulk s-wave superconductor (in grey) and subject to both a dc flux, Φ dc , and an ac flux Φac = δΦ(t). The superconducting phase across the junction and the external flux threading the ring are related by the condition φ = 2eΦ/ , with Φ = Φ dc +δΦ. The bulk s-wave superconductor (in grey) is interrupted under the weak link (in green). Red circles indicate four MBS γ1 − γ4, while l12 and l34 are the sizes of the left and right topological regions, respectively. The two inner MBS γ2 and γ3 overlap through the weak link while the outer MBS γ1 and γ4 can in principle overlap through the superconducting ring.
quency current susceptibility of the junction χ(φ, ω) = iωY (φ, ω), where Y (φ, ω) is the admittance. χ(φ, ω) can be obtained by adding a small ac component to the superconducting phase φ → φ + δφ(t). This can be accomplished by inserting the SW in a superconducting ring geometry ( Fig. 1 ) that is measured by a microwave resonator [22, 23] . Such a scheme avoids unwanted complications, such as LZT, owing to the intrinsic near equilibrium character of the ac phase biasing [24] .
In particular, we focus here on the first dynamic correction beyond the purely static contribution to the Josephson inductance L J s (φ) is the Josephson current. This low-frequency contribution χ D (φ, ω), see Eq. (3), which physically originates from the dynamics of populations of excited Andreev levels in the junction remains, to the best of our knowledge, hitherto unexplored in the context of Majorana wires. This is in contrast to the high-frequency susceptibility, χ N D (φ, ω) in Eq. (3), whose imaginary part directly describes microwave-induced transitions between Andreev levels [25] [26] [27] [28] . Our main results are summarized in Figs. 2 and 3 , where we demonstrate that, χ D (φ, ω), as a low-frequency accessible quantity, contains unique signatures due to MBS in the junction. Furthermore, we show that such quantity is sensitive to the parity distribution function (see Fig. 3 ) and therefore allows to estimate the parity lifetime at the probe frequency.
System and Hamiltonian-The SW is composed of three parts, a left (L) and right (R) superconducting part (in blue in Fig. 1 ) and a normal (No) central part (in green in Fig. 1 ). The Hamiltonian describing the SW reads [29] , [30] ] where H s=L,R,N o is given by
Here, t is the hopping amplitude, µ is the chemical potential, α is the spin-flip hopping amplitude, ∆ s w is the pairing potential proximity induced from the superconductor, V z is the Zeeman energy (V z = gµ B B/2) and σ x,y are Pauli matrices. Also, c † jσ (c jσ ) are the fermionic creation (annihilation) operators at site j and for spin σ. We mention that the pairing is induced into the wire by the nearby s-wave superconductors via the proximity effect. The many-† Nw↓ , c 1↑ , c 1↓ , . . . , c Nw↑ , c Nw↓ ), with N w the total number of sites in the wire.
To complete our setup, we assume the ring is inductively coupled to a microwave superconductor resonator and also threaded by a dc magnetic flux Φ dc , so that the total flux is Φ(t) = Φ dc + δΦ(t), which effectively acts as to induce a phase difference between the superconducting pairing across the normal link, i.e. ∆ = 0. We mention that for V s z > (µ s + 2t s ) 2 + (∆ s w ) 2 , there are four MBS present in the ring: γ 1 , γ 4 localized at the ends of the spin-orbit coupled nanowire, and γ 2 , γ 3 localized on both sides of the weak link (see Fig. 1 ). Otherwise, no MBS emerge and the system is in the topologically trivial phase.
Density matrix and evolution -In the presence of the ac flux, such that δΦ Φ dc , the Hamiltonian can be written as H BdG (t) = H BdG + V BdG (t), with H BdG the Hamiltonian in the absence of the ac flux [26] , and V BdG (t) = −δΦ(t)Î s . Here,Î s ≡ −∂H BdG /∂Φ is the current operator in the absence of the perturbation. The time-dependent system is described by the following density matrix evolution [28, [31] [32] [33] [34] :
where ρ BdG (t) denotes the reduced density matrix of the system (after tracing over the environment),Γ is the reduced relaxation tensor (that accounts for both the diagonal and off-diagonal relaxations) and ρ BdG,qe (t) is the (time-dependent) quasi-equilibrium density matrix. If the parity of the system is not constrained, this is just the Fermi-Dirac (FD) distribution. Otherwise, the distribution needs to be evaluated subject to constraints, an issue we will describe further. The time-dependent average current can be found from Î s (t) = Tr[Î s (t)ρ BdG (t)], withÎ s (t) = −∂H BdG (t)/∂Φ(t), the current operator in the presence of the driving field. One defines the susceptibility of the system as
BdG,qe ] being the deviation of the curent in the presence of the drive from the equilibrium current. As shown previously [28, [31] [32] [33] [34] (see also the SM [30] ), the susceptibility is the sum of three con-
corresponding to the Josephson, diagonal, and nondiagonal contributions, respectively [35] . Here, J s (Φ) = − n f ( n )∂ n /∂Φ is the Josephson current, with n the single quasiparticle states, γ D and γ N D are the intra and inter-levels relaxation rates. Also, f ( n ) is the equilibrium occupation number of state n which, in general, can depend on the constraints that we impose on the system. The susceptibility gives access to the level structure of the Andreev states, their phase dependence and their population, as well as the various relaxation rates associated with these levels. While the first (kinetic) and last (Kubo) terms have been analyzed in various setups, the second term is unique as it directly unravels the level structure around the zero energy (due to the derivative of the distribution function), and the time scales associated with these levels, as it has been shown experimentally in Ref 23 . Moreover, the susceptibility is directly connected to the low-energy conductivity of the wire, as well as to the noise spectrum. The former is simply σ(φ, ω) = (i/ω)χ(φ, ω), while the latter is found from the fluctuation-dissipation theorem as:
which is dominated by χ D (φ, ω) in the low frequency limit. Furthermore, χ D being a low-frequency quantity, is non-invasive and thus more accessible experimentally [22, 38] . This quantity also allows to distinguish between a genuine crossing and an anti-crossing with a tiny gap. A priori, both would be very similar in transport. However, χ D is able to distinguish a Landau-Zener process, which would happen for an anti-crossing, from a generic crossing due to the fact that both the frequency ω and the amplitude of the coupling can be independently controlled [22, 31] . In Fig. 2 (top) , we plot the imaginary part of the susceptibility χ (φ, ω) as a function of φ for several values of the Zeeman field V z in the topological regime. There are three main features associated with the response. First, the oscillation period of the susceptibility is 2π, and not 4π as expected for the fractional Josephson effect [19, 20] . This is because our systems hosts 4 instead of 2 MBS and thus hybridization of these levels lifts the crossing at E = 0 (see the SM for the full spectrum). As shown previously [1] , the overlap of the γ 1 and γ 2 MBS scales as ∼ exp (−l 12 /ξ), with ξ the coherence length that, in the regime discussed in the work scales as ξ ∝ V z [39] . Second, the signal evolves from a double-peak structure for Zeeman fields near the topological phase transition (V z ∼ ∆ w s ), dominated by χ D (φ, ω), becoming a single peak around φ = π for larger Zeeman fields (V z ∼ 2∆ w s ), where it is dominated by χ N D (φ, ω) (for a comparison of the two contributions see SM). Third, as seen from the inset of Fig. 2 (top) , the entire signal reduces as the Zeeman splitting is increased since the external MBSs overlap increases increasing the splitting at the anti-crossing. We mention that according to Eq. (4), the same features apply directly to the noise spectrum of the wire. This is one of our main results, namely that the dissipation is dominated by the diagonal term for a wide range of experimentally relevant parameters, previously disregarded in the literature.
Let us now discuss the parity dependence of the distribution functions f ( n ). The many-body Hamiltonian can be written as
quantifying the annihilation (creation) of the Bogoliubov quasiparticle with energy n . The parity of the system is defined as τ = (−1) N , with N = n d † n d n , and the distribution carries changes if this is assumed to be conserved or not (thermodynamically). The thermal density matrix can be written as ρ τ = P τ exp(−βH w )/Z τ , with the projector
In the SM we summarize how precisely they depend on such a constraint and display the result for some simple case. For simplicity, we first discuss the parity unrestricted case and use a simplified model that only incorporates the low-energy subspace associated with four MBS.
Low-energy description-The simplest Hamiltonian describing the four MBS low-energy spectrum reads:
with t L(R) , t L(R) , and t LR ≡ t LR (φ) being the coupling between the first (last) two MBS, the first and third (second and fourth), and between the middle MBS, respectively. The couplings t L,R and t L,R are assumed to depend on various external parameters, such as the chemical potential, Zeeman field, etc, but not on the phase φ.
On the other hand, t LR depends on the phase bias, and in the simplest models of tunneling, t LR (φ) ∝ cos (φ/2). In the SM we consider more complex Hamiltonians with more coupling strengths. It is instructive to introduce the and the corresponding single particle energies 1,2 = |E +,+ ± E +,− | (and the − n partners), which can be inserted into the expression for the susceptibility. In Fig. 2 (bottom) we depict the many-body spectrum and the possible transitions with and without parity flips for some experimentally relevant parameters. We mention that adding a term of the form t 14 γ 1 γ 4 (with t 14 the coupling strength between the outer MBS) pertains to the substitution t LR (φ) → t LR (φ) + τ t 14 in the above expression, and would change dramatically the spectrum as it becomes 4π, instead of 2π periodic.
Let us now consider both the cases when parity is unconstrained and constrained, respectively. The only difference in evaluating the susceptibilities comes from the distribution functions. In the unconstrained case, that is simply given by the FD function f ( n ) = 1/[1 + exp (β n )], while for the constrained case we find
]} (see SM for details on the derivations). The Josephson susceptibility for unconstrained and constrained parity, respectively, is given by
being independent of ω, and where τ = ±1. The results are intuitive: the energies E +,τ ≡ ( 1 +τ 2 )/2 are nothing but the many-body energies for a given parity. Similarly, we evaluate the diagonal components in this low-energy subspace as
for unconstrained parity, and
for constrained parity with τ = ±1. These expressions are our second main result. The diagonal susceptibility strongly depends on the constrained/unconstrained condition, and affects both the reactive and dissipative response of the wire and thus should allow to probe whether parity is broken or not at the measured frequency. Finally, the last contribution is due to the non-diagonal terms, or transitions between the levels and is given instead by:
for the unconstrained parity case, and
for the constrained parity case.
In Fig. 3 we plot the total imaginary part of susceptibility with and without the parity constraints as a function of φ and for different values of the frequency ω. We chose the temperature T such that χ D dominates for the unconstrained parity case at low frequencies, and by χ N D in the constrained parity case in the entire frequency range. In the SM we discuss a larger range of parameter regime for χ D vs. χ N D , and when the former dominates of the latter. In general, in order to capture the full φ-dependence both terms are important and need to be considered on equal footing, as in this work.
The type of response (constrained vs. unconstrained parity) is dictated by the product ωτ p , with τ p being the parity lifetime τ p (due, for example, to quasiparticle poisoning): it will correspond to χ(φ, ω) [χ τ (φ, ω)] for ωτ p 1 (for ωτ p 1). However, in a typical experiment, for ωτ p 1, the susceptibility will be a statistical mixture of the two parity states contributions χ ±1 (φ, ω).
Experimental realization -For the numerical calculations, the parameters we used correspond to InSb nanowire and have been extracted from [8] with the effective electron mass m * = 0.013m e , induced superconducting pairing ∆ = 0.25 meV and spin-orbit hopping α p = 0.2 eVÅ. We consider the nanowire of the length 2l W a = 2 µm and take l W = 40 sites, which corresponds to the lattice constant a = 25 nm. We take the hopping amplitude t = 2 / 2m * a 2 = 5 meV as an energy unit. In the tight-binding model, the spin-orbit hopping amplitude α = α p /2a = 0.4 meV and the chemical potential is tuned to µ = −10 meV . Following Ref. [23] and Ref. [15] , we take the frequency to be ω This response can be casted in three different contributions: one from the Josephson current, one stemming from Kubo response and involving transitions between the levels, and one diagonal term that requires finite temperature and which contains information about the levels coherences. Using a full numerical calculation, supplemented by a low-energy analytical solution, we have found that, at low frequencies and low temperatures, the dissipative response is dominated by the often neglected diagonal contribution of the current susceptibility.
Supplemental Material
The topological SW connected to a SQUID as schematically depicted in Fig. 1 in the main text can host up to four MBS, depending on the system parameters. In this Supplemental Material (SM), we provide more details on the modeling of the system under consideration, on the derivation of the current susceptibility for both the general case and the parity conserving case, and finally we supply expressions for the susceptibility valid at low energy.
THEORETICAL MODEL
We will first establish the conditions under which such a setup can be simply viewed as a wire under two superconductors carrying different superconducting phases (or a phase-biased wire). In order to model the system depicted in Fig. 1 in the main text, we consider a ring of total size N , (with the lattice spacing a = 1), with a weak link between sites 1 and N . We assume the ring is composed of two parts: a topological SW proximitized with a superconductor such as those analyzed in Ref. 1 which is separated into two pieces by the junction and an s-wave superconductor. We assume a ring geometry, with the following distribution of lengths (see Fig. 4 In the following we describe in detail the ac response of the topological wire in geometry Fig. 1 in the main text. We first describe the setup in the presence of magnetic flux, bot dc and ac (the Hamiltonian pertains to discuss both on the same footing). The total Hamiltonian of the system can be written as H sys = H SW + H T + H S , with [2] 
where t jj+1 and α jj+1 are spin-orbit independent and dependent complex hopping matrix elements, respectively, between the j and j + 1 sites. Here, ∆ j is the s-wave pairing at the position j, µ is the chemical potential, V z is the Zeeman energy (V z = gµ B B/2) and σ i , with i = x, y, z are the Pauli matrices. The tunneling matrix elements are as follows: while for α jj+1 we have:
We assumed that the tunneling matrix elements t are the same but in the region that does not contain a superconductor (the normal region). While such an assumption can look simplistic, it covers the relevant physics. The phases φ jj+1 are given by the usual expression:
where A(x) in the vector potential along the loop. For the superconducting pairing we can write instead:
where the phase φ j needs to be found self-consistently from the conditions imposed on the top s-wave superconductor. If the top superconductor is disconnected, i.e. it does not allow for a super-current flow through it, the phase φ j can be established from the following condition:
which leads to the result obtained in the Main text:
Note that for the underneath superconductor we assumed the continuum description, so that in the lattice model describing the wire we need to substitute x → j. The above condition on the phase holds true only approximatively as a finite super-current changes the effective flux threaded through the ring. However, we adopt the usual (experimental) assumption that both the kinetic inductance of the s-wave superconductor and the geometrical inductance of the total ring (including the wire) is much smaller than that of the wire, and thus these two are assumed not to cause any feed-back on the applied bare flux. We see that for a large ring (which is mostly composed of the superconductor), the phase influence is most important on the superconducting part, which can be of the order of the full flux Φ for short wires. Since we assume the large superconductor "inert", namely that its states are not influenced by the presence of the wire and the flux (under the above assumptions), we can assume that on the left and on the right of the wire they act as infinite leads with phases φ L (t) = 0, and φ R (t) ≡ φ(t) = 2eΦ tot (t)/ , respectively. The resulting Hamiltonian can then be written as H = H L + H R + H w , where H L,R describe conventional s-wave superconductors with pairings ∆ s = ∆(δ s,L + δ s,R e iφ(t) ), where H s=L,R,w reads:
where ∆ L,R = ∆ w (δ s,L + δ s,R e iφ(t) ), and ∆ N = 0 (in the central normal part). That emulates the general setup SN S described in many previous works. The total flux can be decomposed into a dc and ac component, respectively: φ(t) = φ + δφ(t), with the latter serving as to probe the spectral properties of the wire. One can find the single particle excitations of this many-body Hamiltonian by writing it in the BdG basis as H = c † H BdG c, with
and H BdG being a 4N × 4N matrix describing the single particle spectrum. The time-dependent perturbation preserves this form of the Hamiltonian and thus can be described in the single particle language as long as the mean-field Hamiltonian only is considered, so that H BdG → H BdG (t). We mention that for V s z > (µ s + 2t) 2 + (∆ s w ) 2 , there are four Majorana fermions present in the ring: γ 1 , γ 4 localized at the ends of the spin-orbit coupled nanowire, and γ 2 , γ 3 localized on both sides of the weak link (see Fig.5 ). Otherwise, no Majorana fermions emerges and the system is in the topologically trivial phase, or the four Majorana fermions fuse and they move into the (wire) bulk spectrum.
DERIVATION OF THE FINITE-FREQUENCY RESPONSE
Next we focus on the Hamiltonian H BdG (t) in the presence of both dc and ac magnetic fluxes (we will write H(t) from now on to simplify the notations). Let us decompose the Hamiltonian H(t) into the static and the time-dependent contribution (in leading order in the ac flux δΦ(t)). We get:
where H 0 is the Hamiltonian in the absence of the driving, andÎ s is the current operator in the absence of the drive (for a nice derivation of this expression see Ref.
3, where they show explicitly that in the low energy limit, only tunneling of pairs is responsible for the current and considering only the proximity effect is sufficient to calculate all the transport quantities, i.e. no need to consider the superconducting leads that provide it). Next we need to for the response of the wire to the ac perturbation. In Ref. 4 , it was established the general out-of-equilibrium equation for the reduced density matrix of a normal ring in the presence of environment, and consequently in the presence of relaxations. They assume the weak coupling limit to the environment, for which they found:
with ρ(t) being the reduced density matrix of the system (after tracing over the environment), H(t) being the total (time-dependent) Hamiltonian, Γ is the reduced relaxation tensor (that accounts for both the diagonal and off-diagonal relaxations), and
being the instantaneous quasiequilibrium density matrix of the system (time-dependent) at the single-particle level. However, the qusiequilibrium density matrix could be a general and not necessary the one above. We will discuss that in the next section when addressing the case when the parity of the system is conserved. We note again that H(t) represents the single-particle Hamiltonian, with the condition that in the absence of the drive H 0 |m = m |m , with m and |m being the quasiparticle energies and eigenvectors, respectively in the absence of the drive. We are left with evaluating the full density matrix of the system in leading order in the perturbation. First, let us find the quasi-equilibrium component, ρ qe (t). We get: (27) where {|n } and { n } are eigenvectors and eigenstates of the bare Hamiltonian in the absence of the driving, respectively, and ρ 0 |m = f ( m )|m . These are in fact the single particle states that build up the Slater determinant that describes the many-body states. However, in the case of superconducting systems, V (t) can allow for a change of particle number by Cooper pairs, thus |n and |m can describe states with ±2 electrons. We need to be aware of such a feature later in the calculation. Note that the full density matrix can be written as ρ(t) = ρ 0 + δρ(t), with ρ 0 and δρ corresponding to the density matrix in the absence of the perturbation, and the deviation from that, respectively. In this work, we consider monochromatic drives, of the sort δΦ(t) = δΦ(ω) exp (−iωt), with ω the driving frequency, which allows us to write:
which in turn gives rise to the following equation for the density matrix deviation:
With that, we can readily calculate the matrix elements of the time-dependent density matrix in the bare basis:
with γ nm ≡ [Γ] nm being the nm component of the relaxation tensor. We are now in position to calculate the average (time-dependent) current flowing through the system, which is given as Î s (t) ≡ Tr[Î s (t)ρ(t)], witĥ
We are interested in the linear response regime, so we separate the current operator into a bare and a linear contribution in the drive:Î
this last term being known as the diamagnetic current. Putting everything together, we get for the average current:
We are interested in the change in the average current induced by the perturbation, thus we define
, and consequently on the susceptibility:
which quantifies the linear response of the wire. That is the final quantity we are after. We continue by writing in detail the induced charge current δ Î s using the matrix elements for δρ(t) found above:
It was shown that there are a couple of sum rules that help reducing more the above expression, and they read as follows [4, 5] , and we adapt those situations to our superconducting system. The BdG Hamiltonian can be diagonalized as
with p (Φ) the flux-dependent single particle energies, and |p(Φ) the single-particle (flux-dependent) wavefunctions. We see that this Hamiltonian results in particle-hole symmetric eigenvalues which we need to account for when evaluating the susceptibility. Now let us add a small change to the dc flux, Φ → Φ + δΦ, with δΦ a small deviation. The single particle energy can be written as:
Next we can evaluate the deviation of the energy by using the perturbation theory on the modified Hamiltonian. The change in the Hamiltonian, in second order, caused by a small variation of the flux reads:
We can then find the change in energy of a state |n due to this perturbation:
With that, we can identify the following identities:
which, when inserted into the expression for the susceptibility leads to:
with
being the super-current flowing in the presence of the static flux. The susceptibility can thus be decoupled into three parts: the Josephson (χ J ), the diagonal (χ D ), and the non-diagonal (χ N D , or Kubo) contributions, respectively. The first and the last ones have been the subject of several previous works, but the second term have been missed from most of the calculations. We mention that the sum is over all the states, both occupied and unoccupied.
In Fig 6 we plot the real part of the total (left), the diagonal (middle), and the non-diagonal (right) susceptibility, respectively, as a function of φ for different values of the Zeeman field V z . We do not plot the Josephson susceptibility separately as it can be seen (from the left plot) that this practically dominates the reactive (real part) response. In Fig. 7 we show separately the diagonal (left) and the non-diagonal (right) contributions to the imaginary part of the susceptibility. The dissipative response is dominated by the diagonal contribution at low Zeeman fields and by the non-diagonal part at higher fields. Nevertheless, the response is in general reduced at larger fields. 
PARITY CONSERVATION EFFECTS ON THE CURRENTS AND SUSCEPTIBILITY
In the previous section we analyzed the resulting expression for the susceptibility indifferent of any parity constraints. However, for our discussion here, parity plays a major role, and in superconductor is can be a good quantum number that can survive (in principle) to thermodynamic averaging. Let us here develop a parity dependent susceptibility, for all components. Note that the Hamiltonian can be written as:
and the parity of the system defined asτ = (−1)
The parity-dependent partition function is then given by:
with Z 0 = j (e β j /2 + e −β j /2 ) the partition function without the parity constraint, β = 1/k B T and tanh(x) = (e x − e −x )/(e x + e −x ). The resulting free energy is given by F τ = −β −1 lnZ τ ≡ F 0 + τ F a , with:
With these expressions, the Josephson current can be easily computed as:
which different from the usual current in the absence of parity constraint. Let us also calculate the distribution function for the quasiparticles. First, note that the density matrix can be written as
so that
which again differs from just the Fermi-Dirac distribution. Let us see how the distribution function looks like for various cases. First, we assume just one level system. In this case, we obtain that f 1(−1) ( 1 ) = 0(1) for all temperatures, as expected. This case correspond to a Majorana junction (just two Majoranas). That distribution can be used to derive the full parity-dependent susceptibility response. For the case of two levels, j with j = 1, 2, we obtain the following distribution functions:
.
(57)
Finally, we also give the result for three levels j with j = 1, 2, 3, namely we obtain:
which clearly shows deviations from the usual FD distribution,
That simply means that the susceptibility in Eq. (45), χ(ω, Φ) should be switched to χ τ (ω, Φ), namely that it does depend on the parity τ of the superconducting system if parity is conserved.
EFFECTIVE LOW ENERGY MODEL Two Majoranas
The first approximation is to consider only the lowest energy state, which is the mixture of the end modes Majoranas (2 in total). The subspace spanned by the 2 Majoranas:
where we note that for a two tunnel-coupled Majoranas = t LR cos (φ/2), with t LR being the phase dependent coupling strength. In the typical tunnel junction coupling two Majorana bound states, if parity is not conserved, the susceptibility reads:
with χ N D ≡ 0 as there are no transitions possible that conserve the parity. We see that there is an imaginary (dissipative) component coming from the diagonal component, and which reads:
However, the results change dramatically if parity is assumed as a constraint. The susceptibility is given simply by:
since the distribution functions are energy independent for the case of one energy level, as discussed above and thus all other terms vanish. Thus, as expected, no dissipative component exists in this situation.
Four Majoranas
While the expression for the susceptibility discussed in the previous sections contains in principle all the energy levels, the the strongest response comes in fact from the low-energy levels close to the Fermi level, and in the following we assume only those. The lowest levels are the in-gap Andreev states hosted by the normal region, which contain also the Majorana (end) modes.
Hamiltonian and spectrum for four Majoranas
The second approximation is to consider only the lowest energy states, which are the mixture of the end modes Majoranas (4 in total). The most general Hamiltonian in the subspace spanned by the 4 Majoranas reads:
where t LR (φ) ≡ t LR cos (φ/2) is the flux-dependent coupling between the γ 2 and γ 3 across the tunneling region, and t L,R (t L,R ) are the coupling between the left (right) Majoranas. It is instructive to rewrite this Hamiltonian in terms of real fermions as follows:
At this stage, it is also instructive to derive the current operator associated with this low energy Hamiltonian:
We can find the odd and even eigenvalues associated with the many-body odd and even Hamiltonians:
with σ = ±1 and τ = ±1 ≡ e, o. The single-particle energies can be found easily, by identifying the excitation spectrum. They are given as follows:
which correspond to the single particle energies found before.
Low-energy susceptibility
In the following we calculate the various components of the susceptibility for the cases without and with parity constraints. We start with the Josephson component.
Josephson Susceptibility
Without parity constraint, this reads
where n ≡ n,+ (positive energies). This can be easily evaluated for both zero and finite temperatures, but let us give the expression in the former case. In this situation, f ( n,+ ) = 0, and we are left with:
We will not evaluate this any further, although it is very easy. We will focus instead on the parity constrained Josephson susceptibility. We get:
Diagonal Susceptibility
The second term, which is the main term of interest here, is the diagonal one, which in the case of no parity constraint reads:
where n ≡ n,+ (positive energies). This diagonal term is extremely sensitive to the presence of low-energy levels and on the temperature, and it can be easily calculated both analytically and numerically.
Next we address the parity-constraint diagonal susceptibility. This reads: 
Comparison of the components

Unconstrained parity
We start with the unconstrained parity case. We focus only on the imaginary contribution, as the part is dominated fully by the Josephson component. It is instructive to re-write the single-particle energy derivatives as follows:
That allows us to write (the imaginary part) of χ D as:
On the other hand, we get for the imaginary part of the non-diagonal part: In Fig. 9 we show the regions for which χ τ,D (φ, ω) > χ τ,N D (φ, ω) as a function of φ and T , and for different values of ω. We show the results for both V z = 1.2∆ w s and V z = 1.5∆ w s . We see that there is a large region in the parameter space where indeed χ D (φ, ω) dominates over χ N D (φ, ω) and is thus responsible for the dissipation, as claimed in the main text. However, the parameter range (T, ω, φ) over which the diagonal term dominates is smaller than in the unconstrained case.
