The HM(X) system is a generalization of the Hindley/Milner system parameterized in the constraint domain X. Type inference is performed by generating constraints out of the program text which are then solved by the domain specific constraint solver X. The solver has to be invoked at the latest when type inference reaches a let node so that we can build a polymorphic type. A typical example of such an inference approach is Milner's algorithm W.
Introduction
The Hindley/Milner system is one of the most widely used type systems for programming language design and program analysis. Type inference is an important feature and relieves the user from providing an excessive amount of type information. The standard approach towards type inference is to traverse the abstract syntax tree and generate constraints out of the program text. These constraints need to be solved at the latest when inference reaches a let node in order that we can build a type scheme. Type schemes are also known as parametric polymorphic types (or polymorphic types for short). Typical examples of such an inference approach are Milner's algorithm W (1978) or variants such as algorithm M (Lee & Yi, 1998) and G (Eo et al., 2003) . The choice of the specific algorithm only affects the order of traversal of the abstract syntax tree. The main structure of the inference algorithm remains the same. That is, inference employs a combination of interleaved constraint generation and constraint solving to compute the final result type.
In this paper, we formalize an inference approach where the entire Hindley/Milner type inference problem is mapped to a logic program. Thus, we can explain Hindley/Milner inference as a two stage process where we first generate a logic program and then in a subsequent phase we run the logic program to compute the actual inference result. The crucial difference to the standard approach is that there is no interleaving between constraint generation and solving. Both phases are now clearly separated.
Our main result is much more general. We show that the HM(X) type inference problem can be explained as constraint logic programming over domain X. The constraint logic programming scheme (Jaffar & Lassez, 1987; Jaffar et al., 1998) defines a family of languages, CLP(X), for constraint domains X, generalizing logic programming from the fixed Herbrand constraint domain, to arbitrary domains. Similarly the HM(X) (Sulzmann et al., 1997; Odersky et al., 1999; Sulzmann, 2000) type system generalizes the Hindley/Milner system, by generalizing the domain of type constraints beyond Herbrand constraints. Concrete type instances are obtained by instantiating the abstract constraint domain X. For example, in case of Hindley/Milner the constraint domain X is set to be the Herbrand constraint domain for which solving is achieved via unification (Robinson, 1965) . There are plenty of further examples of constraint domains X and their respective solvers in the literature such as record constraints (Rémy, 1993) and subtype constraints (Pottier, 1998) . In our own work (Stuckey & Sulzmann, 2005) , we show how to describe the type class constraint domain (Wadler & Blott, 1989) via Constraint Handling Rules (CHRs) (Frühwirth, 1995) . We can take advantage of these works and provide CLP(X)-based type inference for record, subtype and type class systems by instantiating X with the domain specific solver.
The results reported in this paper are based on previous work (Stuckey et al., 2003b; Sulzmann, 2000; Sulzmann et al., 1999) . The idea of mapping Hindley/Milner type checking and inference to logic programming is well known, at least in the logic programming community, e.g. consider (Mycroft & O'Keefe, 1984; Lakshman & Reddy, 1991; Demoen et al., 1999) . However, we provide the first formal treatment on the subject including concise soundness and completeness results of type inference.
In summary, our contributions are:
• We give an algorithm W-style constraint-based reformulation of HM(X) type inference which is parameterized in terms of the domain specific solver for the constraint domain X. The proofs of soundness and completeness of type inference are more "light-weight" compared to previous substitution-based formulations (Section 3).
• We show that the entire HM(X) type inference problem can be phrased in terms of CLP(X) solving (Section 4). An important advantage of the CLP(X)-based type inference scheme over algorithm W is an order-independent traver-sal of the abstract syntax tree (AST). This provides the basis to support better type error diagnosis methods.
We have implemented the CLP(X) style type inference scheme as part of the Chameleon system (Sulzmann & Wazny, 2007) where the constraint domain X can be described by CHRs. Of course, any other system which supports CLP(X) can be used as well. But the Chameleon system supports a number of other features such as tracking of source locations connected to constraints for type error reporting purposes. We refer to (Stuckey et al., 2006) for an overview. Next, we highlight the key ideas of our approach. In Sections 2.1 and 2.2, we review the basics behind the CLP(X) and HM(X) system. Related work is discussed in Section 5. We conclude in Section 6.
Highlights of CLP(X) Style Type Inference Scheme
In a first step, we translate the type inference problem into a CLP(X) program, i.e. set of Horn clauses or rules. We use constraints to describe the types of expressions and each rule describes the type of a function. For simplicity, we only consider the Herbrand constraint domain here which is sufficient to describe constraints arising out of standard Hindley/Milner programs. We perform type inference by running the logic program resulting from the Hindley/Milner program.
Example 1 Consider the following program. g y = let f x = x in (f True, f y)
We assume that the type domain supports tuples.
We introduce predicates (also referred to as constraints) g(t) and f (t) to constrain t to the types of functions g and f respectively. It is necessary for us to provide a meaning for these constraints, which we will do in terms of rules. The body of each rule will contain all constraints arising from the definition of the corresponding function, which represent that function's type.
For the program above we may generate rules similar to the following.
We adopt the convention that the rule starting with predicate g(t) (also known as rule head) is referred to as the g rule. We assume that let-bound function names are renamed to guarantee that the rule heads contain distinct predicates.
In the g rule we see that g's type is of the form t y → (t 1 , t 2 ), where t 1 and t 2 are the results of applying function f to a Bool and a t y value. We represent f's type, at both call sites in the program, by the predicate calls f (t f 1 ) and f (t f 2 ).
The f rule is much more straightforward. It simply states that t is f's type if t is the function type t x → t x , for some t x , which is clear from the definition of f.
We can infer g's type by running the above logic program on the goal g(t). We write cl to denote SLD resolution with respect to rule cl .
Before applying a rule, we rename variables to avoid name clashes. For example, see the last derivation step where in f's rule we rename t x to t ′ x . Each variable which occurs only in the rule body is existentially quantified. Hence, we perform inference by exhaustively applying rules until we reach the final constraint. Any solution to the final constraint assigns a valid type for g to the variable t. We can capture g's type succinctly by building the most general unifier of the constraints and applying it to variable t. We see that g's type is ∀t y .t y → (Bool , t y ).
Let us compare our inference strategy against a traditional approach such as algorithm W. In algorithm W, to infer the type of g we first infer the type of the let function f. Inference for let function f proceeds by inferring the type t x → t x . Variable t x is a free variable, that is, only occurs in the type of f and has no reference to any of the types of variables from the enclosing scope. Hence, we can universally quantify over t x and assign f the type ∀t x .t x → t x . Under this type assignment we continue to perform inference of (f True, f y). At each call site of f we build a generic instance by removing the quantifier and renaming the quantified variables with some fresh variables. The resulting constraints generated for (f True, f y) are effectively the same as in the last step of the CLP(X)-style inference system. As expected, algorithm W computes the same type ∀t y .t y → (Bool , t y ) for g.
The point is that in the CLP(X)-based inference scheme, we do not explicitly generate type schemes for let-defined functions such as f. Rather, we use rules to represent the set of types that can be given to f. Hence, there is no need to build a generic instance of f's type scheme at a call site. Instead, we simply use the predicate call f (t) to query the let-defined functions type.
In essence, we achieve polymorphism by replicating the constraints for let definitions. An idea which appears several times in the literature. For example, consider (Henglein, 1992; Mitchell, 2002) . In an efficient implementation, we can use memoization and constraint simplification to reduce repeated work.
Because quantification over universal variables is implicit in the CLP(X)-based inference scheme, we need to refine our inference scheme to ensure that all references to free type variables from the environment share the same monomorphic type. Here is an example that explains this point in more detail.
Example 2 The program below is a slightly modified version of the program presented in Example 1.
The key difference is that f now contains a free variable y. Since y is monomorphic within the scope of g we must ensure that all uses of y, in all definitions, are consistent. That is, each rule which makes mention of t y , y's type, must be referring to the same variable. This is important since the scope of variables used in a rule is limited to that rule alone.
In order to enforce this, we perform a transformation akin to lambda-lifting (also known as closure conversion) but at the type level. Instead of unary predicates of form f (t) we now use binary predicates f (t, l) where the l parameter represents f's environment.
For the above program, we generate the following rules.
We write [t 1 , ..., t n ] to indicate a type-level list containing n types. Type-level lists are built using the common constructors · : · (cons) and [] (empty list). Hence, [t 1 , ..., t n ] is in fact a short-hand for t 1 : ... : t n : []. The first argument in f (t, l), which we commonly refer to as the t component, will be bound to the function's type. The second component, which we call l, represents a list of unbound, i.e. free, variables in scope of that function. Thus, we ensure that whenever the f predicate is invoked from the g rule that t y , the type of y, is made available to it. So, in essence, the t y that we use in the f rule will have the same type as the t y in g, rather than simply being a fresh variable known only in g.
Type inference for g proceeds by running the above logic program on the goal g(t, []) where [] represents the empty (type) environment.
We build the most general unifier of the resulting constraints and find that g's type is ∀t y .t y → ((t y , Bool ), (t y , t y )). Without the l component we would infer the incorrect type ∀t y .∀t
Similar ideas using a list of the types of lambda-bound variables for inference have been previously described in (Henglein, 1993; Birkedal & Tofte, 2001) . To the best of our knowledge, we are the first to exploit this method in the context of HM(X).
Monomorphic recursion is straightforwardly handled by the approach by equating the type of the recursive call with the type of the function.
Example 3 Consider the simple recursive code f x = (let g y = g x in g x) which is written in our internal syntax as follows f x = (let g y = rec g in λ y. g x in g x)
The generated rules are
The underlined constraint ensures that the recursive call to g has the correct type.
Polymorphic recursion is also handleable by the approach, assuming that polymorphic recursive functions have a declared type. We simply generate a rule for the polymorphic recursive function using its declared type. In this case we need to check that the constraints defining the polymorphic recursive function are implied by the declared type. But we do not consider the issues of checking type declarations further in this paper. 
The body of the f is translated into constraint C of the form
Checking the declared type amounts to determining that ∃a.t = a → (a, Bool) |= X ∃ {t} C, which is indeed the case. Notation∃ {t} C denotes that we existentially quantify over all free variables in C but t.
So far, we assumed that X is equivalent to the Herbrand constraint domain. Thus, we can support type inference for standard Hindley/Milner. In our next example, we consider type inference for type classes by describing the constraint domain X with Constraint Handling Rules (CHRs) (Frühwirth, 1995) .
Example 5 We consider a Haskell-style language with support for type classes. The class declaration introduces a two-parameter type class Foo which comes with a method foo which has the constrained type ∀a, b.Foo a b ⇒ a → b → Int . The constraint F oo a b is defined by the constraint domain X which in turn is defined by the above instance. The instance declaration states that Foo [a] [b] holds if Foo a b holds. For simplicity, we ignore the instance body which does not matter here. Following our previous work (Stuckey & Sulzmann, 2005) , we can represent such type class relations via CHRs. Here is the translation of the above program to CLP(X) where X is defined by a CHR program. We simplify the presentation by removing the l component which is unnecessary here.
We adopt the convention that predicates starting with lowercase letters refer to the types of functions, i.e. such predicates are defined by CLP(X) rules, and predicates starting with uppercase letters refer to constraints defined by the constraint domain X (which is defined via CHRs here). Above the rule for function f and method foo, we find a CHR which represents the instance declaration. CHRs define rewrite rules among constraints. The above rule says to rewrite Foo [a] [b] (or an instance of it) to Foo a b. These CHR solving steps are simply performed during the CLP(X) solving process. Here is the inference derivation for function f.
In the last two derivation steps, we simplify constraints giving equivalent constraints with respect to the constraint domain X, by first building the most general unifier, and then applying a constraint handling rule. We find that f has type ∀a.Foo a a ⇒ [a] → a → Int.
In summary, we can support type inference for a wide range of systems by plugging in the domain specific solver for X into the generic CLP(X) solving engine. Furthermore, in the CLP(X)-based inference scheme, we can maintain a strict phase distinction between constraint generation and solving. We first generate the CLP(X) program and then we run the CLP(X) program on some appropriate goal, e.g. the constraints corresponding to the top-most expression, to obtain the inference result. In a traditional inference scheme such as algorithm W, we find a mix of constraint generation and solving because each let statement invokes the solver to infer the type of the let-defined function. Only then, we can proceed to generate the constraints out of the let body.
The formal details of phrasing HM(X) type inference in terms of CLP(X) solving are given in Section 4. The main benefit of the CLP(X)-based type inference scheme is an order-independent traversal of the abstract syntax tree (AST).
A separate constraint viewpoint allows use to improve type error diagnosis significantly. For details see (Stuckey et al., 2003a; Stuckey et al., 2003b; Stuckey et al., 2004; Stuckey et al., 2006) , here we only give a brief overview. The separate constraint viewpoint avoids the traversal bias of algorithms such as algorithm W, and can explain the real nature of a type error which is caused by a set of conflicting locations. We can expose multiple reasons for a type error, and explain the reasons for an expression having a particular type.
Consider the following program, where toLower :: Char->Char and toUpper :: Char->Char. There are two minimal unsatisfiable sets of constraints in the generated constraint describing the type of k. The unsatisfiable sets of constraints arise from the two highlighted sets of locations:
A change at the shared location, may fix both errors, so by Occam's razor is more likely to be the source of the problem. We could report the error as:
Although our earlier work (Stuckey et al., 2003b; Stuckey et al., 2004 ) used a particular form of constraint domain X, the same methods extend to arbitrary domains. We only need a constraint solver to determine minimal unsatisfiable constraints and a constraint simplifier to display types as succinctly as possible. For determining smaller sets of location that cause a given type we need an implication tester which determines if C ⊃ D for domain X. Hence the approach extends to any constraint domain X.
Finally we remark that type inference using CLP(X) systems can be very efficient. A CLP(X) system is specialized for SLD resolution and constraint solving and hence is very efficient. If the CLP(X) system supports tabling, it can also memorize earlier answers to avoid repeated computation and use early projection (Fordan & Yap, 1998) for simplifying intermediate answers (although the implementation of (Demoen et al., 1999) found it was unnecessary even for substantial programs). Thus this approach not only provides a clean theoretical understanding of type inference, that supports more complicated error reasoning, it also leads to practical efficient type inference.
In summary the advantages of the CLP(X) approach are: (a) better understanding of type inference by the separation of concerns, (b) flexible and accurate type error diagnosis, and (c) efficient implementation of type inference.
Background

The CLP(X) Framework
We assume familiarity with the basics of first-order logic. We use common notation for Boolean conjunction (∧), implication (⊃), equivalence (↔) and universal (∀) and existential quantifiers (∃). We let ∃ V .F denote the logical formula ∃a 1 · · · ∃a n .F where V = {a 1 , . . . , a n }, and let∃ V .F denote ∃ fv(F )−V , where fv returns the set of free variable in its argument. We let∃.F denote the existential closure of F , and ∀.F the universal closure.
We uses to represent a sequence of objects s 1 , . . . , s n . A substitution [t 1 /a 1 , . . . , t n /a n ], also written [t/ā], simultaneously replaces each variable a i by term t i .
The CLP(X) scheme defines a class of languages, parametric in the choice of constraint domain X. A constraint domain defines the meaning of terms and constraints. We give a simplified definition of the CLP(X) scheme that suffices for our purposes.
For our purposes, a constraint domain X consists of a signature Σ X which defines the function and predicates symbols and their arities, and a constraint theory T X which is the set of true formulae over Σ X . We use the notation F |= X F ′ to mean
that is all models of T X and F also model F ′ . The language of terms and constraints in CLP(X) is:
where a is a variable and T is a function symbol in Σ X and U is a predicate symbol in Σ X . We will often write ∃ā.C as a short-hand for ∃a 1 · · · ∃a n .C, similarly ∀ā.C
We assume the signature includes (right associative) binary function symbol · → · written infix, constant [] representing the empty list, and (right associative) binary function symbol · : ·, written infix, representing cons. We assume the signature includes binary predicate symbol · = ·, written infix. We assume that the theory T X ensures = is an equality relation on terms in Σ X , and : is a Herbrand constructor, that is, ∀t 1 .∀t 2 .∀t 3 .∀t 4 .t 1 : t 2 = t 3 : t 4 ⊃ t 1 = t 3 ∧ t 2 = t 4 We assume True is an always satisfiable constraint, that is, an identity for ∧.
For example, for (pure) Hindley/Milner type inference the constraint domain is a Herbrand domain H.
is the complete axiomatization of (finite tree) Herbrand domains (Maher, 1988) .
A CLP(X) rule defines the meaning of new predicate symbols in terms of domain X. Let Π be a set of predicate symbols disjoint from those in Σ X . The language of CLP(X) rules is defined as
where p is a n-ary predicate symbol from Π andā ≡ a 1 , . . . , a n are distinct variables, and t 1 , . . . , t n are terms. A program P is set of rules. Notice that we use a different notation for predicates p(t 1 , . . . , t n ) (also referred to as atoms) to separate them clearly from the predicates defined by the domain X. Predicates defined by the domain X start with upper-case letters (apart from · = ·) whereas predicates defined by the CLP(X) program start with lower-case letters. Rules are implicitly universally quantified, hence the role of variables is just place-holders in rules. We can therefore freely alpha-rename bound variables.
A goal G is executed by SLD resolution with the rules in P . Let G = G 1 ∧ p(t) ∧ G 2 and alpha-renaming of rule R in P of the form p(ā) :-G 3 such that
′ is a constraint, and successful otherwise. An answer for successful derivation is ∃ fv(G) .G ′ .
Example 6 Given the program for Example 3:
The goal f (a, []) has the successful derivation:
where the last step simply gives an equivalent form of the constraints by substitution. The answer is the constraint ∃t
We will restrict ourselves to programs P which have at most one rule for each predicate symbol, that is there are no two rules p(ā) :-G and p(ā ′ ) :-G ′ with the same predicate symbol in the head. For these programs we can interpret the rule L :-G as a logical formula:∀.L ↔∃ fv(L) .G. Variables appearing exclusively on the right-hand side of a rule are existentially quantified. For example, the rule from Example 1 f (t) :
The logical interpretation of a program P , written [[P ] ], is simply the conjunction of the interpretation of each rule. This is a simplified form of the program completion (Jaffar et al., 1998) which defines the logical semantics of a CLP(X) program.
The following result is a consequence of the usual soundness and completeness results for CLP(X) (Jaffar & Lassez, 1987; Jaffar et al., 1998) .
Theorem 1 (Soundness and Completeness of CLP(X) derivations)
Let P be a program, where for each predicate symbol there is at most one rule.
The HM(X) Framework
We review the basics of the HM(X) system. In (Odersky et al., 1999; Sulzmann, 2000) , the constraint domain X was described in terms of a cylindric algebra (Henkin et al., 1971) which represents an algebraic formulation of a first-order theory. Here, we follow the CLP(X) description and describe X semantically in terms of a first order logic. The types t of the HM(X) scheme are simply terms in X and constraints C for the HM(X) scheme are simply constraints in X. In (Odersky et al., 1999; 
Fig. 1. HM(X) typing rules
2000) we also introduced some subtype constraints which we ignore here for simplicity. We can straightforwardly support subtype constraints as long as the constraint domain X facilitates them. Notice that constraints may be existentially quantified, see the upcoming typing rules (HM∀ Intro) and (HM∃ Intro).
The language of expressions and types schemes for HM(X) is as follows.
Expressions e ::= f | x | λx.e | e e | let f = e in e | rec f in e Type Schemes σ ::= t | ∀ā.C ⇒ t
We support the usual expressions such as function application and abstraction, nonrecursive let-defined functions and monomorphic recursive functions. Notice that source expressions containing recursive let-defined functions such as
W.l.o.g., we assume that λ-bound and let-bound variables have been renamed to avoid name clashes. We commonly use x, y, z, . . . to refer to λ-bound variables and f, g, h, . . . to refer to user-and pre-defined functions. Both sets of variables are recorded in a variable environment Γ. We treat Γ as a list of type assignments of the form [x 1 : σ 1 , . . . , x n : σ n ]. We use list concatenation ++ to indicate extension of environment Γ with type assignment (x : σ) written Γ++[x : σ]. We write (x : σ) ∈ [x 1 : σ 1 , . . . , x n : σ n ] to denote that x is equal to x i and σ is equal to σ i for some i ∈ {1, ..., n}. We assume that fv([
We use common shorthand notation let f x 1 · · · x n = e for let f = λx 1 . · · · λx n .e and omit the leading let for top-level functions. We briefly discuss the typing rules in Figure 1 which make use of typing judgments of the form C, Γ ⊢ e : t where C is a constraint, Γ an environment, e an expression and t a type. In rule (HMVar), we assume that v either refers to a λ-or let-bound variable. Rule (HMEq) allows us to change the type t 1 of expression e to t 2 if both types are equivalent under the (assumption) constraint C. This rule is not strictly necessary but is convenient to have in some proofs such as the upcoming proof of Theorem 4 (Soundness of CLP(X) style type inference) in the Appendix. In rule (HM∀ Intro), we build type schemes by pushing in the "affected" constraint D. The existentially quantified constraint ∃ā.D in the conclusion guarantees that if the "final" constraint in a typing derivation is satisfiable all "intermediate" constraints must be satisfiable as well. In rule (HM∀ Elim), we build a type instance by demanding that any model of our constraint domain X which satisfies C also satisfies the instantiated constraints [t/ā]D, written C |= X [t/ā]D. Rule (HM∃ Intro) allows us to simplify constraints by "hiding" variables not appearing anywhere but in constraint C. This is very useful when presenting inferred types to the user in our CLP(X) style inference scheme. See the upcoming discussion in Section 4.2 right after Theorem 4. Some readers may expect to find a dual rule (HM∃ Elim). Elimination of ∃ is a form of weakening which is a meta rule of the system. See Lemma 2 in the Appendix.
Rule (HMRec) allows for arbitrary (monomorphic) recursive values, not just for functions. This requires that the dynamic semantics of our language is non-strict. In case of a strict language, we simply must guarantee that recursive values are functions. We briefly addressed how to deal with polymorphic recursion in the introduction. The remaining rules are those familiar from Hindley/Milner.
A point worth mentioning is that we do not require types to be in certain syntactic canonical form. For example, function λx.x can be given types ∀a.a → a and ∀a, b.a = b ⇒ a → b. Both types are equivalent but we may favor ∀a.a → a for presentation purposes. In case of standard Hindley/Milner, we can always achieve a canonical representation of types by building the most general unifier. Perhaps surprisingly, there are variants of Hindley/Milner where a wrong choice of canonical form leads to incomplete type inference. We refer to (Kennedy, 1996; Sulzmann, 2001 ) for a discussion. Hence, we do not enforce syntactic canonical forms of types here. For an expression to be well-typed, we only require that the constraints appearing in type judgments must be satisfiable.
Before we introduce our CLP(X) style type inference approach, we review the classic algorithm W in the next section.
3 Constraint-based Algorithm W In Figure 2 , we introduce an algorithm W style inference system to give a syntaxdirected description of the typing rules from the previous section. We employ inference judgments of the form Γ, e ⊢ W (C a) where environment Γ and expression e are input values and constraint C and type a are output values. We maintain the invariant that a is a variable and fv(C) = fv(Γ) ∪ {a}. Such a canonical representation of inference judgments, also found in (Zenger, 1999) , makes building of type schemes in case of let-defined functions rather straightforward. See rule (TILet) which combines the rules for quantifier introduction with the rule for let statements. Rules (TIAbs), (TIApp) and (TIRec) generate the appropriate constraints out of the program text. Like other inference algorithms we need to generate "fresh" variables. We could represent "freshness" in a sufficiently rich logic (Urban et al., 2004) but we choose here to use a "half-logical" formulation of inference. As it is standard, rule (TIVar) combines variable introduction with quantifier elimination.
In contrast to (Odersky et al., 1999) where we follow the "classic" formulation and thread through a substitution, representing the most general unifier of the constraints accumulated so far, we choose here a purely constraint-based formulation. For example, the constraint a = b → b ∧ b = Int represents the substitution [Int → Int/a, Int/b]. In general, the output pair (C t) is a representation of the solutions in X of t.
We can straightforwardly verify that any inference derivation is also derivable in the system from the previous section.
Theorem 2 (Soundness of W Style Type Inference) Let Γ be an environment and e an expression such that Γ, e ⊢ W (C a) for some constraint C and type a. Then, C, Γ ⊢ e : a.
The result can be proven by straightforward induction over ⊢ W .
To state completeness, we introduce a comparison relation ⊢ i X among type schemes. We define
where we assume that there are no name clashes betweenā 2 and a 3 . The comparison relation can be easily extended to types by considering t as a short-hand for ∀a.a = t ⇒ a where a is fresh.
In case C ⊢ i X σ 1 σ 2 we say that σ 1 is more general than σ 2 . We will verify that for any type derived by the HM(X) typing rules there is a more general type derived by the inference algorithm.
We say that Γ is realizable in C iff for each x : σ ∈ Γ there exists a type t such that C ⊢ i X σ t.
The realizability condition is necessary to establish C |= X ∃a.C ′ in case of variables. In case of let statements, we need C |= X ∃a.
The details of the proof are given in Appendix A.
The constraint-based reformulation of algorithm W represents a first step in rephrasing HM(X) type inference as CLP(X) solving. Constraint generation proceeds in the same way. The major difference is that each let-defined function is turned into a CLP(X) rule. This is what we discuss next.
HM(X) Type Inference is CLP(X) Solving
As highlighted, the basic idea is that for each definition f = e, we introduce a CLP(X) rule of the form f (t, l) :-G by performing a form of lambda-lifting on the level of types. A similar concept was introduced previously in (Birkedal & Tofte, 2001 ). The type parameter t refers to the type of f whereas l refers to the set of types of λ-bound variables in scope (i.e. the set of types of free variables which come from the enclosing definition). The reason for l is that we must ensure that λ-bound variables remain monomorphic. The goal G contains the constraints generated out of expression e plus some additional constraints restricting l. Thus, we can explain HM(X) type inference as running the CLP(X) program resulting from e on the constraints generated out of e. Before we dive into the formal details, we explain one more subtle point of our CLP(X) style type inference scheme.
So far, we assumed that at the definition and call sites of f we set l to the exact set of types of all free (λ) variables in scope. Hence, we actually need to compute the exact set before we can generate the CLP(X) program. We can avoid these tedious computations by using a slightly different approach. The following example shows how this works.
Example 7 Consider k z = let h w = (w,z) in let f x = let g y = (x,y) in (g 1, g True, h 3) in f z A (partial) description of the CLP(X) program resulting from the above program text might look as follows. For simplicity, we leave out the constraints generated out of expressions. We write t x to denote the type of λ-bound variable x and so on.
In each CLP(X) rule, the l parameter refers exactly to the set of types of all free (λ) variables in scope of the corresponding function.
Consider the sub-expression (g 1, g True, h 3). At each instantiation site, we need to specify correctly the sequence of types of λ-bound variables which were in scope at the function definition site. For example, λ-variables z and x are in scope of g y = ... whereas only z is in scope of h w = .... Among others, we generate
The point is that at function instantiation sites our constraint generation algorithm needs to remember correctly the sequence of types of λ-variables which were in scope at the function definition site. To avoid such tedious calculations the sequence of types of λ-bound variables in scope for function definitions is left "open". We indicate this by writing t 1 : · · · : t n : r which denotes a (type-level) list with an n-element list [t 1 , ..., t n ], representing the types of λ-bound variables, but an unbounded tail represented by a fresh type variable r. The set of types of λ-bound variables at function instantiation sites corresponds to stack of type of lambdabound variables in the sequence of their definition.
Based on this scheme, our actual translation scheme yields the following result.
In the h rule we require that variable z, whose type is t z , is in scope plus possibly some more variables (see underlined constraint). Please observe that in rule f , we pass in the (somewhat redundant) variable t x as part of the x parameter at the instantiation site of h (see underlined constraint). There is no harm in doing so, because there is no reference to variable t x on the right hand side of rule h.
For example, consider the following derivation step
where we denote renamed rule variables via a prime. We find that l 3 = t
. Thus, we establish that both references of t z (CGVar-x) (x : t) ∈ Γ E, Γ, x ⊢Cons (True t)
Fig. 3. Constraint Generation
in rules h and f refer to the same type without having to compute the exact set of λ-bound variables in scope of h at the call site h(t 3 , l 3 ).
We are now well-prepared to take a look at the formal translation scheme which consists of two main parts: Generating constraints from expressions and building of CLP(X) rules for function definitions.
Translation to CLP(X)
Constraint generation is similar as for algorithm W (see Figure 2) . A minor difference is that we return type terms, not just variables. The essential difference is that we additionally need to record information about the predicates connected to let-defined (or primitive) functions. Hence, we use constraint generation judgments of the form E, Γ, e ⊢ Cons (G t) where the environment E of all let-defined and pre-defined functions, environment Γ of lambda-bound variables, and expression e are input parameters and goal G and type t are output parameters. The details are in Figure 3 .
In rule (CGVar-x) we simply look up the type of a λ-bound variable in Γ. In rule (CGVar-f), the goal f (t, l) ∧ l = [t x1 , . . . , t xn ] demands on instance of f on type t where (t x1 , . . . , t xn ) refers to the set of types of λ-bound variables in scope. In essence, we build a generic instance of f's type. The actual type of f will be described by a CLP(X) rule where the set of types of λ-bound variables is left open. Notice that in case f ∈ E function f is undefined. If f is defined we will In rule (CGLet), we process a let statement by recording the predicate associated to the CLP(X) rule of let f = e 1 in e 2 . Then, we collect the constraints arising from the let body e 2 . In algorithm W we also collect the constraints from e 1 . In the CLP(X)-style inference scheme we collect these constraints by querying the type of f via its predicate. We say a let-defined function f is let-realizable if f is actually used in the let-body e 2 . If this is the case, the constraint f (a, l) ∧ l = [t 1 , ..., t n ] is redundant (and can therefore can be omitted) because the goal G already contains a call to f . In the upcoming section, we will provide examples explaining this point in more detail.
Generation of CLP(X) rules is formulated in terms of judgments of the form E, Γ, e ⊢ Def P where input parameters E, Γ and e are as before and the set P of CLP(X) rules is the output parameter. For each function definition we generate a new rule. See Figure 4 for details. As discussed, we leave the set of types of lambdabound variables open at definition sites. See rule (RGLet). If Γ is empty, we set l = r.
Type Inference via CLP(X) Solving
The actual type inference applies the CLP(X) program, that is the set of CLP(X) rules generated, to the resulting constraint. More formally, let (Γ, e) be a HM(X) type inference problem where we assume that Γ can be split into a component Γ init and Γ λ such that fv(Γ init ) ⊆ fv(Γ λ ) and types in Γ λ are simple, i.e. not universally quantified. In essence, we demand that if a type scheme in Γ contains an unbound variable, it must be mentioned in some simple type. For each function f in Γ init we introduce a binary predicate symbol f which we record in E init . We build a set P Einit of CLP(X) rules by generating for each f : ∀ā.C ⇒ t ∈ Γ init the rule f (t ′ , l) :-C ∧ t ′ = t where t ′ and l are fresh. In such a situation, we write
Type inference proceeds as follows: We first compute E init , Γ λ , e ⊢ Cons (G t) and E init , Γ λ , e ⊢ Def P . To infer the type of e, we run P ∪ P Einit on goal G. By construction P ∪ P Einit is terminating. That is, G * P ∪PE init D for some D where D is a constraint (it only contains predicates defined by the constraint domain X). If D is unsatisfiable we report a type error. Otherwise, we can conclude that expression e has type ∀ā.D ⇒ t whereā = fv(D, t) − fv(Γ λ ).
The termination argument for P ∪ P Einit goes as follows. To each let-defined function symbol f we assign a unique number based on a depth-first left-to-right traversal of the abstract syntax tree. We assume that numbers will increase during the traversal. Then, for each generated rule f (t, l) :-G ∧ l = t 1 : ... : t n : r in P we find that the number of let-defined function symbols appearing in G is greater than the number of f . Immediately, we can conclude that the generated CLP(X) P program is non-recursive. Hence, running any goal on P ∪ P Einit will terminate.
We can verify that the types thus computed are derivable in the HM(X) type system from Section 2.2 (soundness) and any HM(X) type can be computed by the CLP(X) style inference scheme (completeness).
Theorem 4 (Soundness of CLP(X) Style Type Inference) Let P Einit , E init ∼ Γ init , Γ λ , and E init , Γ λ , e ⊢ Cons (G t) and E init , Γ λ , e ⊢ Def P such that G *
For presentation purposes, we may want to "normalize" the constraint D and type t into an equivalent but more readable form. Let us consider Example 2 again. Our (slightly abbreviated) translation scheme for the program text g y = let f x = (y,x) in (f True, f y)
Function f is let-realizable, i.e. used in the body of the let statement. Therefore, we abbreviate the translation by omitting the constraint f (a, l) ∧ l = [t y ] which would usually appear on the right-hand side of the CLP(X) rule g according to the constraint generation rule (CGLet).
We infer g's type by executing
Based on the above soundness result we find that g has type
In this example, we employ the Herbrand domain H, i.e. HM(H). Hence, we can normalize the above type by building the most general (Herbrand) unifier.
Notice that in general all equations [s 1 , ..., s n ] = s 
Since r ′ and r ′′ appear nowhere else we can remove the constraints r ′ = [] and r ′′ = []. This is justified by typing rule (HM∃ Intro) in Figure 1 and the fact that ∃r ′ .r ′ = [] is equivalent to True. Thus, we arrive at a "pure" constraint without the added constructors · : · and [].
In fact, we can also remove the constraints connected to variables t 1 , t 2 , t f 1 , t ′ x , t ′ y , t f 2 , t ′′ x and t ′′ y because they do not appear in the "output" constraint t = t y → ((t y , Bool ), (t y , t y )). This step is again justified by typing rule (HM∃ Intro) in Figure 1 and the fact that
is equivalent to t = t y → ((t y , Bool ), (t y , t y ). Hence, g's type can be equivalently represented by ∀t, t y .t = t y → ((t y , Bool ), (t y , t y )) ⇒ t which we can display as ∀t y .t y → ((t y , Bool ), (t y , t y ))
In general, normalization of types will depend on the specific constraint domain X in use. For instance, in Haskell 98 (Peyton Jones, 2003) we remove "redundant" superclass constraints, e.g. ∀a.(Ord a ∧ Eq a) ⇒ a is normalized to ∀a.Ord a ⇒ a.
Next, we discuss the purpose of the "let-realizability" constraint f (a, l) ∧ l = [t 1 , ..., t n ] in rule (CGLet). If we omit the constraint f (a, l) ∧ l = [t 1 , ..., t n ] in rule (CGLet), the translation to CLP(X) yields
For simplicity, we also omit the l component which does not matter here. Type inference for expression e succeeds, although function f is ill-typed. We find that e(t) * t = Bool . The problem is that there is no occurrence of f in the let body, hence we never execute the CLP(X) rule belonging to f. In a traditional inference approach such as W, inference for e proceeds by first inferring the type of f immediately detecting that f is not well-typed. Therefore, our actual translation scheme generates
The conclusion is that the "let-realizability" constraint f (a, l) ∧ l = [t 1 , ..., t n ] in rule (CGLet) is necessary to guarantee soundness of the CLP(X) style inference scheme with respect to the HM(X) typing rules. We conjecture that under a nonstrict semantics rule (CGLet) is still sound (in the sense of programs will not go wrong at run-time) if we omit f (a, l) ∧ l = [t 1 , ..., t n ]. In this respect, typing of programs in CLP(X) seems more flexible than typing in HM(X).
We conclude this section by stating completeness.
Theorem 5 (Completeness of CLP(X) Style Type Inference)
Proofs for the above results can be found in Appendix B.
Related Work and Discussion
There are numerous works which study type inference for Hindley/Milner style systems. We refer to (Pottier & Rémy, 2005) and the references therein.
Most works on Hindley/Milner style type inference focus on the domain specific solver X and employ a standard inference algorithm such as W, M etc. The basic structure of such standard algorithms is the same. Type inference proceeds by generating constraints out of the program text while traversing the abstract syntax tree. We will need to solve these constraints at the latest once we visit a let node in order that we can build a type scheme. We refer to (Fuh & Mishra, 1990; Aiken & Wimmers, 1992; Palsberg & Smith, 1996) for a selection of early works on solving constraints. To the best of our knowledge, the first work on solving constraints via CHRs in the context of type inference is our own work reported in (Glynn et al., 2000) which subsequently led to (Stuckey & Sulzmann, 2005) . Further works on using CHRs to solve type constraints include (Alves & Florido, 2002; Coquery & Fages, 2002) .
There are only a few works which consider a fundamentally different inference approach where the entire type inference is mapped to a constraint problem.
The earliest reference we can find in the literature is some work by Dietzen and Pfenning (1991) who employ λProlog's (Nadathur & Miller, 1988) higher-order abstraction facilities for type inference. Effectively, they translate the Hindley/Milner inference problem into a "nested" Horn clause program. For instance, the program text g y = let f x = (y,x) in (f True, f y) from the earlier Example 2 is (roughly) translated to
in Dietzen's and Pfenning's approach. Notice the "nested" Horn clause f which captures the type of f and also has a reference to the type variable t x from the enclosing function g. Hence, different calls to f will refer to the same t x . Similar ideas of phrasing Hindley/Milner type inference in terms of a calculus with higher-order abstraction can be found in the work by Müller (1994) and Liang (1997) . Pottier and Rémy (2005) introduce a constraint domain with an explicit "let" construct for the exact same purpose.
In contrast to these works, Mycroft and O'Keefe (1984) map Hindley/Milner type checking of logic programs to a logic program. In some later work, Lakshman and Reddy (1991) established a semantic soundness result which was missing in (Mycroft & O'Keefe, 1984) . Demoen, García de la Banda and Stuckey (1999) extend this approach to allow inference and ad-hoc overloading. They also provide a specialized solver for disjunctive Herbrand constraints to improve worst case behavior.
Conclusion
In this work we extend the approach of (Demoen et al., 1999) to handle expressions containing nested let definitions (which do not arise in logic programs). To translate HM(X) type inference to CLP(X) rules and solving, we perform a form of lambda-lifting on the level of types. A similar idea can be found in the work by Birkedal and Tofte (2001) . Most importantly, we abstract away from the Herbrand constraint domain, to an arbitrary constraint domain X. We formally verify for the first time that Hindley/Milner inference is equivalent to CLP(X) solving. We can cover a wide range of Hindley/Milner style systems by appropriately instantiating X with a domain specific solver. The Chameleon system (Sulzmann & Wazny, 2007) implements the CLP(X) style inference scheme where the constraint domain is specifiable in terms of CHRs.
In general, the complexity of Hindley/Milner type inference is exponential (Kanellakis et al., 1991) . Experience shows that type inference works well in practice. This observation is supported by some theoretical studies, for example consider (McAllester, 2003) . The approach defined in this paper is highly practical and is implemented in the Chameleon (Sulzmann & Wazny, 2007) system where X is specifiable using Constraint Handling Rules (Frühwirth, 1995) .
A Proof of Theorem 3 (Completeness of W Style Type Inference)
We verify Theorem 3 by induction over the typing derivation. To ensure that the inductive proof will go through we will strengthen the statement (an idea which dates back to (Damas & Milner, 1982) ).
First, we introduce some notation. We write
The completeness result follows from the following more general lemma.
Proof
Recall that Γ is realizable in C iff for each x : σ ∈ Γ there exists a type t such that C ⊢ i X σ t. In the proof, we often omit parentheses by assuming that ∧ binds tighter than ∃. Hence, ∃a.C 1 ∧ C 1 is a short form for ∃a.(C 1 ∧ C 1 ).
The proof proceeds by induction over the derivation C, Γ ⊢ e : σ. We omit cases (HMEq), (HM∃ Intro) and (HMRec) for simplicity.
Case (HMVar) We find the following situation
Let us assume that σ is of the form ∀ā.D ⇒ t and v :
We find that
which follows immediately from C ′′ ⊢ i X Γ ′ Γ and the fact that
We yet need to verify that
The realizability assumption implies that C |= X ∃ā.D. Hence, we also find
we can see that (2) we can conclude
From (1) and (3) we can finally conclude
Case (HMAbs) We find the following situation:
where a is fresh. Application of the induction hypothesis to the premise yields
for some constraint C ′ and type variable a ′ . Application of the (TIAbs) rule yields
where a ′′ is a new type variable. We first show that
From (1), we can conclude that
where φ = [t/a]. We can assume that a ∈ fv(C ′′ ). Hence, φ(C ′′ ∧ a = t) = C ′′ . We write = to denote logical equivalence among constraints. The constraint φ(∃a
We simply represent substitution via existential quantification. Hence, from (4) we can conclude
which implies (3) by introducing the "intermediate" variable a ′′ . It remains to verify that
From (2) via a similar reasoning as above, we can conclude
which implies (by weakening) C ′′ |= X ∃a, a ′ .C. Variable a ′′ does not appear in C. Hence, we can conclude that
and we are done.
Case (HMApp)
We have the following situation:
Application of the induction hypothesis to the left and right premise yields
for some constraints C 1 , C 2 and type variables a 1 , a 2 . We can assume that the set of freshly generated type variables in Γ ′ , e 1 ⊢ W (C 1 a 1 ) and Γ ′ , e 2 ⊢ W (C 2 a 2 ) are disjoint.
Application of the (TIApp) rule yields
where a 3 is a fresh type variable. From A 1, we an conclude that
which yields
Recall that a 1 does not appear in C 2 and a 2 does not appear in C 1 . The above implies
and via weakening we obtain
Thus, we are done.
Case (HM∀ Elim)
Application of the induction hypothesis yields
for some constraint C ′ and type variable a. It immediately follows that
which establishes the induction step.
Case (HM∀ Intro) We have the following situation:
and C ′′ ∧ ∃ā.D |= X ∃a.C ′ (we existentially quantify overā on both sides, note that a do not appear in C ′ ) which establishes the induction step.
Case (HMLet) We have the following situation:
We apply the induction hypothesis to the left premise and obtain
for some constraint C 1 and type variable a 1 . We conclude that
Thus, we are in the position to apply the induction hypothesis to the right premise which yields Γ
′′ |= X ∃a 2 .C 2 for some constraint C 2 and type variable a 2 . Application of rule (TILet) yields
We have to show that
The above is equivalent to C ′′ |= X ∃a 2 .(∃a 1 .C 1 ) ∧ C 2 ∧ a 2 = t. Note that a 2 does not appear in C 1 and a 1 does not appear in C 2 . Hence, it is sufficient to show that C ′′ |= X ∃a 1 .C 1 and C ′′ |= X ∃a 2 .C 2 ∧ a 2 = t. The first statement follows from (1) and the second statement follows from (2). Thus, we are done.
B Soundness and Completeness of CLP(X) Style Type Inference
First, we verify soundness. In preparation, we slightly generalize the ∼ relation among CLP(X) rules P E , environments E, Γ and Γ λ . We assume that
The second item states that we can compute the types in Γ by running the CLP(X) program P E on the goal f (t, l) ∧ l = [t 1 , ..., t n ]. In the result D ′ we may have references to irrelevant type variables which we can project away as stated by |= X∃ fv(Γ λ ,t) .D ↔∃ fv(Γ λ ,t) .D ′ . Implicitly, we make use of Theorem 1 which ensures that the logical meaning of the resulting constraint D ′ is equivalent to f (t, l) ∧ l = [t 1 , ..., t n ] with respect to P E .
In the upcoming soundness proof we make use of the following Weakening Lemma which is Lemma 13 in (Sulzmann, 2000) .
The above lemma says that expression e is still derivable under a stronger constraint but weaker type.
We verify soundness of the CLP(X) style type inference scheme.
Theorem 4 (Soundness of CLP(X) Style Type Inference) Let P E , E ∼ Γ, Γ λ and E, Γ λ , e ⊢ Cons (G t) and E, Γ λ , e ⊢ Def P such that
Proof
The proof proceeds by structural induction over e. We only show some of the more interesting cases.
Case (CGVar-f ) and (RGVar): We have that
by application of typing rules (HMVar) and (HM∀ Elim). Another (HM∃ Intro) application step leads to∃ (1) and Lemma 2 we can conclude that
Recall that C |= X ∃a.C for any constraint C and variable a. Hence, by another application of the Lemma 2 we find that
Case (CGAbs) and (RGAbs): We have that We apply the typing rule (HMAbs) and find that D, Γ++Γ λ ⊢ λx.e : t 1 → t 2 and we are done.
Case (CGApp) and (RGApp):
Function symbols in goal G 1 only appear in P E ∪ P 1 and function symbols in goal G 2 only appear in P E ∪ P 2 . Hence, we can conclude that G 1 * PE ∪P1 D 1 (1) and G 2 * PE ∪P2 D 2 (2) for some D 1 and D 2 such that D |= X D 1 ∧ D 2 ∧ t 1 = t 2 → t (3).
Based on (1) and (2), we can apply the induction hypothesis to the left and right premise which yields D 1 , Γ++Γ λ ⊢ e 1 : t 1 D 2 , Γ++Γ λ ⊢ e 2 : t 2 From (3) and the Weakening Lemma, we conclude that D, Γ++Γ λ ⊢ e 1 : t 1 D, Γ++Γ λ ⊢ e 2 : t 2 From (3) and application of rule (HMEq), we conclude that D, Γ++Γ λ ⊢ e 1 : t 2 → t
We are in the position to apply rule (HMApp) which leads to D, Γ++Γ λ ⊢ e 1 e 2 : t and we are done.
Case (CGLet) and (RGLet): We have that E ∪ {f }, Γ λ , e 2 ⊢ Cons (G t) Γ λ = [x 1 : t 1 , . . . , x n : t n ] a,l fresh E, Γ λ , let f = e 1 in e 2 ⊢ Cons (G ∧ f (a, l) ∧ l = [t 1 , ..., t n ] t) E, Γ λ , e 1 ⊢ Cons (G ′ t ′ ) Γ λ = [x 1 : t 1 , . . . , x n : t n ] l, r fresh E, Γ λ , e 1 ⊢ Def P 1 E ∪ {f }, Γ, e 2 ⊢ Def P 2 P = P 1 ∪ P 2 ∪ {f (t ′ , l) :-G ′ ∧ l = t 1 : ... : t n : r} E, Γ λ , let f = e 1 in e 2 ⊢ Def P By assumption we find that G * PE ∪P D. Because of the (anonymous) call to f (we refer here to the constraint f (a, l) ∧ l = [t 1 , ..., t n ]) there exists a sub-derivation
Based on (1), we can apply the induction hypothesis to e 1 , which yields We set P E∪{f } = P E ∪ {f (t, l) :-G ∧ l = t 1 : ... : t n : r} ∪ P 1 and immediately find that
We are in the position to apply the induction hypothesis to e 2 and obtain that Together with (4) we conclude by application of typing rule (HMLet) that D, Γ++Γ λ ⊢ let f = e 1 in e 2 : t and we are done.
Next, we consider completeness. For convenience, we will make use of a slightly different formulation of rule (HMLet) from Figure 1 . We combine the rule for quantifier introduction with the rule for let statements. It should be clear that we can replace rules (HM∀ Intro) and (HMLet) by (HMLet') without changing the set of typable programs. The completeness result follows from the following lemma. As in case of Lemma 1, we provide a slightly stronger statement than necessary so that the induction will go through.
Lemma 3 Let P E , E ∼ Γ ′ , Γ λ and fv(Γ) ⊆ fv(Γ λ ) and ⊢ Γ ′ Γ and D ′ , Γ++Γ λ ⊢ e : t ′ . Then, E, Γ λ , e ⊢ Cons (G t) and E, Γ λ , e ⊢ Def P for some goal G, type t and CLP(X) program P such that D ′ |= X∃ fv(Γ λ ,t ′ ) .D ∧ t = t ′ where G *
PE ∪P D. Proof
The proof proceeds by structural induction. We only show the case for let-defined functions. Case (HMLet'): We have that We have that
, Γ λ where P E∪{f } = P E ∪ {f (t ′ 1 , l) :-G 1 ∧ l = t 1 : ... : t n : r} ∪ P 1 . Notice that P E∪{f } includes P 1 , hence, G 1 will be reduced to D 1 .
We can then apply the induction hypothesis to e 2 which yields E ∪ {f }, Γ λ , e 2 ⊢ Cons (G t) E ∪ {f }, Γ λ , e 2 ⊢ Def P 2 such that D ′ |= X∃ fv(Γ λ ,t ′ ) .D ∧ t ′ = t (3) where G * P E∪{f } ∪P2 D (4). Application of the rules (CGLet) and (RGLet) yields E, Γ λ , e 2 ⊢ Cons (G ∧ f (a, l) ∧ l = [t 1 , ..., t n ] t) E, Γ λ , let f = e 1 in e 2 ⊢ Def P where P = P 1 ∪ P 2 ∪ {f (t ′ 1 , l) :-G 1 ∧ l = t 1 : ... : t n : r}. We yet need to verify that G ∧ f (a, l) ∧ l = [t 1 , . 
