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This paper proposes a statistical simulator for the engine knock
based on the Mixture Density Network (MDN) and the accept-reject
method. The proposed simulator can generate the random knock in-
tensity signal corresponding to the input signal. The generated knock
intensity has a consistent probability distribution with the real en-
gine. Firstly, the statistical analysis is conducted with the experimen-
tal data. From the analysis results, some important assumptions on
the statistical properties of the knock intensity is made. Regarding
the knock intensity as a random variable on the discrete time index,
it is independent and identically distributed if the input of the en-
gine is identical. The probability distribution of the knock intensity
under identical input can be approximated by the Gaussian Mixture
Model(GMM). The parameter of the GMM is a function of the input.
Based on these assumptions, two sub-problems for establishing the
statistical simulator are formulated: One is to approximate the func-
tion from input to the parameters of the knock intensity distribution
with an absolutely continuous function; The other one is to design a
random number generator that outputs the random data consistent
with the given distribution. The MDN is applied to approximate the
probability density of the knock intensity and the accept-reject algo-
rithm is used for the random number generator design. The proposed
method is evaluated in experimental data-based validation.
1. Introduction. Even though the electrification of vehicle powertrain
has picked up an aggressive speed in the automotive industry, the major-
ity will still be Hybrid Electric Vehicles (HEVs) at least for the next half
century[1]. In the HEVs, the power is provided by two sources: a motor
and an internal combustion engine[2]. Thus, to realize the economic and
green transportation system of the future society, it is of great importance
to increase efficiency and reduce pollutant emissions of the engine by the
combustion control[3]. A big issue in the combustion control is how to make
a trade off between efficiency and abnormal combustion such as the engine
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knock[4]. The combustion process is dramatically influenced by the Fuel
Injection Timing (FIT) in the diesel engines or the Spark Advance Tim-
ing (SAT) in the gasoline engines[5]. Generally, the FIT or SAT with the
Maximal Brake Torque (MBT) is chosen to realize the highest efficiency
of the energy transformation[6]. However, the FIT or SAT with the MBT
might cause a self-ignition in an unburned mixture, called end gas. The self-
ignition often brings the pressure oscillations in the cylinder chamber of the
engine. The phenomenon of the pressure oscillation is coupled with a metal-
lic sound from the wall of the cylinder chamber. Thus, it is named the knock
event[3], or knock for abbreviation. Small amount of slight knock is good for
the combustion efficiency while frequent knock can cause serious cylinder
damages and a increase of pollutant emission[6]. The trade off is to operate
the engine at a boundary or borderline with a specific knock probability[3].
To realize the boundary control or borderline control, many researches have
converged to a statistical feedback control framework[5]. The statistical feed-
back controller does not response to the raw measurements directly. Firstly,
the statistical properties of the measurements such as the probability den-
sity function or probability mass function are estimated. Then, the feedback
controller adjusts the control input to realized the desired probability dis-
tribution. To evaluate the performance of the statistical knock controller, it
needs a batch of experiments since one good case does not mean that the
controller would succeed statistically[3]. The repeats of the experiment tests
causes a big expense. To decrease the cost on the experimental tests, it is
useful to develop a knock simulator to test the statistical knock controller
instead of the experimental tests.
The state-of-the-art methodologies of designing the knock simulator can
be classified into 2 main streams. The first stream is the combustion physical
model-based simulation[7]. In the combustion physical model-based simula-
tor, the determinacy of the combustion is described by the Wiebe function
and Livengood-Wu integration. The stochastic part is modeled by adding
some noises on the deterministic part. Then, the cylinder pressure obtained
from the ’stochastic’ heat release profile exhibits cycle-to-cycle variations.
The knock signal is obtained by setting a threshold for the peak cylinder
pressure or the integration of the cylinder pressure. If the threshold is sur-
passed, the cycle is identified as a knock cycle, otherwise, it is a cycle with-
out knock. The other stream of the knock simulation methodology is rec-
ognized as stochastic process-based or Markov process-based simulation[8].
The stochastic process-based simulator focuses particularly on the knock
signal itself. It investigates the statistical properties of the knock intensity,
which can be calculated from the pressure oscillation[9], or measured by vi-
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bration sensor[10]. The probability distribution of the knock intensity varies
as the input of the engine or the operating condition of the engine changes.
The common method is to calibrate the map from the input and the op-
erating condition to the parameters of the probability distribution. Then,
statistical simulation is done according to the parameters of the probabil-
ity distribution[8]. The map adopts the linear model or exponential model.
The probability distribution of the knock intensity adopts Exponentially
modified Gaussian distribution[11, 12]. However, the exist method still have
drawbacks:
• The conventional simulators only approximate a conditional mean and
variance of the data assuming that the data is single Gaussian. Under
the single Gaussian assumption, only a very limited statistics can be
represented by the conventional simulators. If the mixture distribution
model is adopted, it is able to obtain a more complete description of
the probability distribution;
• The relation from input and operating condition to the parameters of
the knock intensity distribution is not well addressed with a simple
model, polynomial models or exponential models. The error of the
model would bring bias between the distribution of the actual data
and the simulated data.
• Except for the establishment of the knock simulator, the question that
how to validate the simulator quantitatively has not been answered
yet in the exist researches.
To address above drawbacks, the knowledge of statistics is necessary. This
paper proposes a statistical knock simulator based on the Mixture Den-
sity Network (MDN) and the accept-reject method. At first, the statistical
analysis is conducted with the experimental data. Regarding the knock in-
tensity as a stochastic process, it is statistical independent and identically
distributed under identical input. Moreover, the distribution, or the param-
eters of the distribution, can be regarded as a function of the input. The
MDN is applied to approximate the function from input signal to the knock
intensity distribution. The accept-reject algorithm is used to generate knock
intensity according to the MDN-based knock intensity distribution model.
The proposed method is evaluated in experimental data-based validation.
The rest of the paper is organized as followings: Section 2 presents the
data analysis results, assumptions about the knock intensity and the problem
formulation. Then, section 3 describes the proposed statistical simulator.
Section 4 gives the results of experimental data-based validations. Finally,
section 5 concludes the whole paper.
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Table 1
Specification of the Diesel engine 4JK1-TC.
Engine system Detail
No. of cylinders 4-cylinder
Arrangement In line
Displacement 2499 cc
Compression ratio 18:1
Maximum output 87kW
Maximum torque 280 Nm
Idle speed 800 rpm
Maximum engine speed 4200 rpm
Fuel system Direct injection
Ignition system Compressed ignition
2. Experimental Data Analysis and Problem Formulation.
2.1. Experimental Details and Data Pre-processing. The data used in
this study was collected from the 4JK1-TC, a common-rail direct injection
inter-cooled turbo-diesel engine. The specifications of the 4JK1-TC is listed
in Table. 1. During the collection of the database of the engine tests, the
4JK1-TC was operated at Wide Open Throttle (WOT) under a variety
of speed, manifold pressure, and FIT conditions. These variables affect an
engine’s propensity to knock, and their values were chosen to span both a
range of knock intensities as well as the normal operating envelope of the
engine. The database essentially defines a multi-dimensional grid in which
engine speed is varied in increments of 400 rpm in the range 800-2000 rpm,
and a variety of manifold pressures are applied, typically within the range
3 bar to 8 bar. Besides, the air/fuel ratio is constantly fixed at 14.6. At
each point in the grid, the FIT corresponding to Borderline knock (BL) was
identified, and the FIT was then varied typically within the range BL-4 to
BL+2 degrees.
In total, a series of 118 different operating points were considered. Three
data sets were recorded at each point, containing data for 300 consecutive
combustion events in each individual record. Each record has the high-speed
in-cycle recordings of cylinder pressure for the cylinder #1. The knock in-
tensity metric can be obtained by calculating the power spectral density of
the cylinder pressure data over the resonant frequency from the in-cylinder
pressure. The details of the calculation process can be referred to [13].
2.2. Statistical Analysis of Data Sets.
2.2.1. Statistical independence. Fig. a) shows the cycle-to-cycle knock
intensity series obtained from the 300 cycles taken from cylinder #1 of the
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Fig 1. Time series example of the knock intensity: a) Cycle-to-cycle variation in the knock
intensity; b) Scatter plot of the knock intensity.
engine operated at 800 rpm, wide open throttle, and one degrees of fuel injec-
tion timing relative to the borderline knock condition. The figure shows that
the knock intensity has random cycle-to-cycle variation even under steady
operating condition. The scatter plot of Fig. b) gives additional evidence
to that the knock intensity has little or no prior cycle correlation. A more
quantitative analysis is obtained by calculating the autocorrelation function
r(k) of the knock intensity KIi for different cycle lags k as
(2.1) r(k) =
∑n−k
i=1 (KIi −E{KI})(KIi+k −E{KI})∑n
i=1(KIi −E{KI})2
.
Fig 2. Autocorrelation function: a) Five examples; b) Lag 1 autocorrelation function all
data sets.
The results are summarized in Fig. 2. As shown in Fig. 2 a), most of the
correlations for cycle lags k ≥ 1 fall within the 95% probability interval which
means there is not statistical significance in most cases. However, there are
6 X. SHEN ET AL.
very rare cases in which the correlation falls outside these limits. Although
this means that the prior cycle correlation is statistically significant, it should
also be noticed that the absolute magnitude of this correlation is still very
small, less than 0.2 in all cases. Fig. 2 b) shows the results of autocorrelation
function at Lag 1 for the entire database. In most cases, the autocorrelation
function at Lag 1 is below 0.2. The rare cases with value larger than 0.2 are
all the operating conditions with the increased instability of the combustion
process. According to the above statistical independence analysis results
and discussions, the assumption about the knock intensity under a given
operating condition can be summarized as:
Assumption 2.1. The knock intensity is independently and identically
distributed random variables for a given operating condition.
Fig 3. The comparison of the distribution fit performance in one operating condition
(engine speed: 800 rpm, manifold pressure: 6 bar, relative fuel injection timing: +1 degree.):
a) Relative frequency; b) Cumulative probability
2.2.2. Probability distributions. The results of the distribution fit perfor-
mance are summarized in Fig. . The comparisons of the relative frequency
and cumulative density function of the knock intensity are shown which ex-
hibits that Gaussian mixture models have better performance on fitting the
relative frequency and cumulative probability. Besides, a more concise mea-
sure of the goodness of fitting is to compare the fitting errors of each model
calculated from historical data for all operating conditions. The fitting error
is defined as:
(2.2) E =
√√√√No∑
i=1
(oi − oˆi)2
where oi denotes the i-th measured output variable in a data record of length
No, oˆ represents the model-estimated output[14]. Small E values indicate
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good model fits. Here, defining oi = F (zi) as the cumulative probability or
relative frequency, and oˆi = Fˆ (zi), where zi denotes the measured value for
the knock intensity. The approach was replicated here, giving the results
shown in Fig. 4. As the number of kernels increases, both fitting errors
decrease, sharply from one to two and then gently from three. Thus, for the
trade-off of accuracy and complexity, the number of kernels can be chosen
as values from 2-5. According to the above statistical analysis of the knock
Fig 4. The comparison of the fitting error: a) Cumulative Probability (CP) the blue solid
line with circles represents the mean error of all database and the dashed lines represent
the bounds of 99% confidence interval; b) Relative Frequency (RF) the red solid line with
points represents the mean error of all database and the dashed lines represent the bounds
of 99% confidence interval.
intensity distribution, the following assumption can be summarized:
Assumption 2.2. Gaussian mixture models have better accuracy on fit-
ting the distribution of the knock intensity than single Gaussian model. As
numbers of the used kernels increases, the fitting accuracy increase.
Fig. 5 a) shows a example of the knock intensity relative frequency curves
for a range of different fuel injection timing taken from cylinder #1 of the
engine operated at 1200 rpm and manifold pressure of 7 bar. The corre-
sponding cumulative probability curves are plotted in Fig. 5 b). As the fuel
injection timing is advanced, the curves of relative frequency and cumulative
probability shifts to the right side which means the means and modes of the
distribution clearly increase. This reflects the strong influence of fuel injec-
tion timing on the engine’s propensity to knock intensity. Similar results are
obtained at a range of different engine speed from cylinder #1 of the engine
operate at manifold pressure of 7 bar and borderline +2 or at a range of
different manifold pressure from cylinder #1 of the engine operated at 1200
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rpm and borderline +2. These observations highlight the fact that the fuel
injection timing, manifold pressure and engine speed all influence the knock
intensity distribution strongly. More details are shown in Fig. 6. The charac-
teristic parameters of knock intensity’s distribution, such as mean, variance
and manifold pressure, vary as the fuel injection timing, manifold pressure
and engine speed change. According to the above discussion, the assumption
on the relationship between the operating condition and the knock intensity
distribution can be summarized:
Assumption 2.3. The parameters of the knock intensity distribution are
affected by the input and operating condition of engine, such as fuel injection
timing, manifold pressure and engine speed. The parameter vector can be
regarded as a function of the input and operating condition of engine.
Fig 5. The characteristics of knock intensity’s distribution: a) relative frequency (1200
rpm, 7 bar); b) cumulative probability (1200 rpm, 7 bar); c) relative frequency (7 bar,
Border line +2); d) cumulative probability (7 bar, Border line +2); e) relative frequency
(1200 rpm, Border line +2); f) cumulative probability (1200 rpm, Border line +2).
2.3. Problem Formulation. Denote the parameter vector of the engine
operating conditions as u ∈ Rd and the knock intensity as y ∈ R. According
to Assumption 2.1, 2.2 and 2.3, probability density of y depends on θ and
expressed as p(y|u). The addressed problem is to obtain an approximation
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Fig 6. The characteristic parameters of knock intensity’s distribution (mean, variance,
and skewness): a-c) 1200 rpm; d-f) 1600 rpm; g-i) 2000 rpm.
probability density pˆ(y|u) of the probability density p(y|u) using a training
sample set TN = {(u1, y1), ..., (ui, yi), ..., (uN , yN )}. The problem is expressed
as
(2.3) pˆ∗(y|u) = argmax
pˆ
N∑
i=1
log pˆ(yi|ui).
3. Proposed Statistical Knock Simulator. The schematic of the
proposed simulator is illustrated in Fig. 7. Firstly, a Mixture Density Net-
work is trained using the training sample set. The obtained Mixture Density
Network outputs the parameter vector of the approximated probability den-
sity function of the knock intensity. The parameter vector is conditioned on
the input and operating conditions of the engine such as FIT, engine speed
and manifold pressure. Then, an Accept-Reject algorithm is applied to gen-
erate the knock intensity data corresponding to the conditioned probability
density function. The generated data will be checked whether their distri-
bution are consistent with the data in testing sample set.
3.1. Mixture Density Networks. In the framework of MDN, a mixture
model is used to approximate the probability density of the target data
10 X. SHEN ET AL.
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Fig 7. Schematic of the proposed statistical knock simulator.
instead of using the Gaussian distribution model. The mixture model has
the flexibility to model completely general distribution functions [15]. The
approximate probability density of the target data is then represented as a
linear combination of kernel functions in the form
(3.1) pˆ(y|u) =
m∑
i=1
wi(u)φi(y|u)
wherem is the number of components in the mixture model. The parameters
wi(u) are called mixing coefficients which is a prior conditional probabilities
(conditioned on u) of the knock intensity y having been generated from the
i-th component of the mixture. Note that the mixing coefficients wi(u) are
also taken to be functions of the input vector u and ∀i ∈ {1, ...,m},∀u ∈ Rd
satisfies the following constraints
(3.2) wi(u) > 0,
(3.3)
m∑
i=1
wi(u) = 1.
The functions φi(y|u) denote the conditional density of the knock intensity
y for the i-th kernel. Various choices for the kernel functions are possible.
In this research, the chosen kernel functions are Gaussian of the form
(3.4) φi(y|u) = 1
2piδi(u)
exp{−‖y − µi(u)‖
2
2δ2i (u)
}
where µi(u) and δi(u) > 0,∀u ∈ Rd represent the centre and variance of the
i-th kernel respectively. In principle, a Gaussian mixture model with kernels
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given by (3.4), can approximate any given density function to arbitrary
accuracy if the mixing coefficients and the Gaussian parameters (means and
variances) are correctly chosen[15]. Therefore, the representation given by
(3.1) and (3.4) is completely general. Formally, as given in [16], the above
discussions can be summarized in Theorem 3.1.
Theorem 3.1. For a given u, ∀i ∈ 1, ...,m, let wi(u) = 1m and let
δi(u) = δ(u) for be such that limm→∞ δ(u) = 0 and limm,N→∞m
√
δ(u) =∞.
Assume that p′′(y|u)is a continuous square-integrable function. The inte-
grated squared bias and integrated variance of the Gaussian mixture density
model expressed by (3.1) and (3.4) have asymptotic behavior
(3.5)∫
‖E{pˆ(y|u)} − p(y|u)‖2dy = 1
4
δ2(u)‖p′′(y|u)‖2 + o(δ2(u)), m,N →∞
and
(3.6)
∫
Varf{pˆ(y|u)}dy = 1
2m
√
piδ(u)
+ o(
1
m
√
δ(u)
), m,N →∞.
respectively. The first-order asymptotic Approximation of Mean Integrated
Squared Error(AMISE), is thus given by
(3.7) AMISE{pˆ(y|u)}(δ(u)) = 1
4
δ2(u)‖p′′(y|u)‖2 + 1
2m
√
piδ(u)
.
The asymptotically optimal value of δ(u) is minimizer of the AMISE
(3.8) δ∗(u) = (
1
2m
√
pi‖p′′(y|u)‖2 )
2/5,
giving the minimum value
(3.9) AMISE{pˆ(y|u)}(δ∗(u)) = N−4/5 5‖p
′′(y|u)‖2/5
47/5pi2/5
.
The simple proof of Theorem 3.1 is given in [17].
Remark 3.1. Theorem 3.1 gives the upper boundary of AMISE when
using the Gaussian mixture density model expressed by (3.1) and (3.4) since
wi(u), δi(u) can be optimized to get smaller AMISE instead of fixing them as
two constants. Namely, if wi(u), δi(u), µi(u) are well estimated, the AMISE
of optimal pˆ∗(y|u) satisfies
(3.10) AMISE{pˆ∗(y|u)} ≤ AMISE{pˆ(y|u)}(δ∗(u)) = N−4/5 5‖p
′′(y|u)‖2/5
47/5pi2/5
.
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Even the upper boundary converges to 0 if m and N increase to ∞, thus
the Gaussian mixture density model pˆ(y|u) is able to converge to the actual
probability density p(y|u) theoretically.
On the other hand, for any given u, the mixture model expressed by (3.1)
gives a general formalism for modelling an arbitrary conditional density
function p(y|u). Denote the parameter vector of the mixture model as
(3.11) θ(u) = [w1(u), ..., wm(u), µ1(u), ..., µm(u), δ1(u), ..., δm(u)]
T .
The parameter vector θ(u) ∈ R3m is taken to be a continuous function of
u. The continuous function can be approximated by using a conventional
neural network which takes u as input and θ as output. According to [18],
conventional neural network can approximate any given continuous function
to arbitrary accuracy. Formally, the approximate property is summarized in
Theorem 3.2.
Theorem 3.2. Given a bounded nonlinear activation function g : R →
R3m for which there exists lim‖x‖→∞ g(x), then for any Ns arbitrary distinct
samples {(uj , θj(uj))|uj ∈ Rd, θj(uj) ∈ R3m, j = 1, ..., Ns}, there exist αj ∈
Rd, bj ∈ R, and βj ∈ R, j = 1, ..., Ns, such that
(3.12)
Ns∑
j=1
βjg(αj · uj + bj) = θj(uj).
The proof of Theorem 3.2 is given in [18].
Fig 8. The Mixture Density Networks consists of a feed-forward neural network and a
mixture density model. The outputs of the feed-forward neural network determine the pa-
rameters in the mixture density model. The mixture model the represents the conditional
probability density function of the knock intensity, eventually conditioned on the input
vector of the neural network.
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Theorem 3.1 and 3.2 are the theoretic basis of MDN. The basic struc-
ture is illustrated in Fig. 8. By choosing a mixture model with a sufficient
number of kernel functions, and a neural network with a sufficient num-
ber of kernel functions, the MDN can approximate any conditional density
p(y|u) as closely as desired. Define the parameter of the neural network as
θNN = [β1, ..., βNs , α1, ..., αNs , b1, ..., bNs ]
T , problem given by (2.3) can be
then equivalently replaced by the problem defined as
(3.13) θ∗NN = argmax
N∑
i=1
log pˆ(yi|θ(ui, θ(ui, θNN ))).
Therefore, the probability density p(y|u) can be approximated by a Mixture
Density Network. The parameter vector of the Mixture Density Network
is obtained through solving problem expressed by (3.13) with a training
sample set TN . The gradient decent algorithm can be used for training the
parameter vector θNN [15]. The obtained Mixture Density Network has a
property that it has the maximal likelihood to generate the data with the
identical distribution of the training sample set.
3.2. Accept-Reject algorithm for statistical simulation. It is difficult to
directly generate data y pˆ(y|u) since the approximate probability density
pˆ(y|u) is too complex. Accept-Reject method can be applied to simulate
data of arbitrary probability density. The philosophy of Accept-Reject is
summarized as:
Theorem 3.3. Let y pˆ(Y |u) and let g(Y |u) be a simple density function
(for example, uniform distribution) that satisfies pˆ(Y |u) ≤ Mg(Y |u) for
some constant M ≥ 1. Then, to simulate y pˆ(Y |u), it is sufficient to generate
yg g(Y |u) and uf Uf |yg = y U(0,Mg(y|u)), until 0 < uf < pˆ(Y |u). Uf |yg =
y means uniform distribution conditioned on yg = y.
The proof of Theorem 3.3 can refer to Chapter 2 of [19]. Based on The-
orem 3.3, the Accept-Reject algorithm is formed which is summarized in
Algorithm 3.2.
Algorithm 1 Accept-Reject algorithm
1: Step 1: Generate yg g(Y |u), uy U[0,1];
2: Step 2: Accept y = yg if uy ≤
pˆ(yg|u)
Mg(yg |u)
, otherwise, reject yg;
3: Step 3: Return to 1 and repeat.
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Remark 3.2. If pˆ(y|u) well approximates the probability density p(y|u),
∀u, Algorithm 3.2 can generate the data yˆ which has the same conditional
probability density of y p(y|u).
4. Validation Result. This section gives the validation results using
experimental data set. Both steady and transient cases are concerned.
4.1. Validation methodology. In the validation, the data for testing is
different from the data used for training the parameters of the MDN models.
For the steady case, the data set mentioned in section 2 is used. The data
set is firstly separated into 118 different subsets according to the operating
conditions. Each subsets is given a label i ∈ {1, 2, 3, ..., 116, 117, 118}. Then,
118 different validation simulations were implemented. In each simulation,
the subset i was chosen as the test set and the rest subsets were training set.
The MDN-based simulators with kernel numbers from 1 to 20 were validated
in each simulation. Each simulator generated 500 groups of data set in each
test. In every group, the number of simulated data is 900.
For the transient case, the training set is the whole data set mentioned
in section 2. The data of the test set was obtained in another experiment
under a transient case.
Fig 9. Data of test set vs simulated data (steady case): a) Cycle index; b) Respect to
relative fuel injection timing.
4.2. Steady case. Fig. 9 shows the comparison between the data from the
test set and the data generated by the simulators. Fig. 9 a) gives the cycle-to-
cycle plots of real data, simulated data using MDN with single Gaussian, 2
Gaussian kernels, 10 Gaussian kernels respectively. The engine was operated
at speed of 2000 rpm. Besides, the manifold pressure was 7 bar and the
relative fuel injection timing was operated at the borderline knock condition.
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Fig 10. The characteristics of data distribution: test set vs simulated data (steady case).
a) Relative frequency; b) Cumulative probability.
Fig 11. The comparison of the simulation performance: a) Fitting error of the cumulative
probability the blue solid line with circles represents the mean error of all test database and
the dashed lines represent the bounds of 99% confidence interval; b) Kolmogorov-Smirnov
statistic of the cumulative probability the red solid line with circles represents the mean
error of all test database and the dashed lines represent the bounds of 99% confidence
interval.
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Fig. 9 shows results of more relative fuel injection timings, from -3 to 1.
Intuitively, the simulated data is distributed more closely to the real data if
more kernels are used in the model.
A more clear demonstration of the characteristics of data distribution
shown in Fig. 9 is given in Fig. 10. The simulator using 10 Gaussian ker-
nels exhibits better fitting performance. The quantitative results of the fit-
ting performance evaluation are plotted in Fig. 11. The statistics of the
fitting error for each simulator are plotted in Fig. 11 a). Instead of using
model-estimated output as oˆ, the cumulative probability calculated from
the simulated data is used. Since each simulator generated 500 groups in
each validation simulation, the mean and variance of the fitting error were
calculated. The solid line with circles represents the mean error and the
dashed lines is the bounds of 99% confidence interval. The resulted plots
show that mixture models exhibit much better fitting performance than the
single Gaussian model. Besides, Fig. 11 b) gives the Kolmogorov-Smirnov
statistics which is expressed as[20]
(4.1) D = sup
x
‖o(x)− oˆ(x)‖.
The results of the Kolmogorov-Smirnov statistics have the same trend as
the fitting error. Fitting error represents the mean square error and the
Kolmogorov-Smirnov statistics show the maximal absolute value of error.
Increasing the kernel number can decrease both.
Fig 12. Relative fuel injection timing evolution of the transient case.
4.3. Transient case. In the transient case, the engine was operated at
1200 rpm. The manifold pressure is 7 bar. The relative fuel injection timing
was firstly kept as constant and then changed to another constant. Fig.
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Fig 13. Data of test set vs simulated data corresponding to the condition shown in Fig.
12: a) Single Gaussian model; b) GMM with 2 kernels; c) GMM with 5 kernels; d) GMM
with 10 kernels.
12 shows the relative fuel injection timing evolution of the transient case.
The corresponding test set data and simulated data by several different
simulators are shown in Fig. 13. Mixture models exhibit better performance
than the single Gaussian model.
5. Conclusion. This paper proposes a statistical knock simulator based
on the mixture density network and the accept-reject algorithm. The knock
intensity is a stochastic process. With a identical input, it is independent
and identically distributed. Moreover, the distribution is a function of the
input. The mixture density network is applied to approximate the function
from input signal to the knock intensity distribution. The accept-reject al-
gorithm is used to generate knock intensity according to the mixture density
network-based knock intensity distribution model. The proposed method is
evaluated in experimental data-based validation. Using mixture models can
improve the performance of the simulator. With more kernels, the simulator
is able to output the knock intensity that has closer distribution with the
real data. However, there is still future work should be done. Especially, how
to quantitatively evaluate the simulator performance for the transient case.
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