Given a set of n points and a query point, q, the k-NearestNeighbor (kNN) problem is concerned with finding and ranking the k closest points to the query point. …
Introduction
 Introduction…short summary of problem definition.  The main focus of our paper is to consider a better method for approximating the kNN problem using existing methods and extending them with ideas of our own. Our method will use (most likely) the R*tree, minimum bounding boxes and some method to check box overlap to estimate kNN. Current methods have some weaknesses in that they might focus only on Euclidean space or have a narrow scope when in general metric spaces; though, there are some methods (see P3) that have proposed efficient solutions. However, it appears that, where box overlap is allowed, the possibility exists that good candidate objects are skipped or that there is some nonnegligible performance hit. Also, current methods are either concerned with a specific type of spatial database or only with an abstract one. Our model will include a way to modularly add heuristics depending on the search type. This will allow the method to take advantage of certain aspects of a specific problem to increase performance while still remaining abstract.
Contributions:
 Surveys existing, state-of-the-art approaches to the kNN problem. In our method, k is does not have to be predefined and the algorithm is incremental.  Proposes new method that combines minimum bounding boxes and polygon intersection techniques. As stated later, the polygon intersection method might be substituted for an index or an extra relational model requirement.  A major contribution is that our method will have an extensible heuristic model. This will allow the user to add further heuristics depending on the search type. For example, maybe the user wants to make an initial estimate using Euclidean distance and then only consider objects with a Euclidean distance from the query point less than or equal to some value. We will describe a structure for these heuristics so they can be modular.  It would be nice to keep in mind the reverse kNN (RkNN) problem as it seems to be popular in the more recent research papers. Ideally, our method could be easily extended for RkNN.  We should also consider the possibility of allowing the user to define some level of accuracy of the solution. Lower accuracy would allow for less time and lower memory use, while faster would require more time and more memory. However, I'm not sure whether this fits within our model.
Problem Definition
Given a set of n points and a query point, q, the k-Nearest-Neighbor (kNN) problem is concerned with finding the k ≤ n points closest to the query point. Figure 1 shows an example of the kNN problem. On the left side is a set of n = 10 points in a twodimensional space with a query point, q. The right shows the problem solution, s, with k = 3. 
Background
 This section will begin with an introduction to minimum bounding boxes and polygon intersection and will say something to the effect that they form the foundation for our method.
Minimum Bounding Boxes
A minimum bounding box is the smallest enclosing rectangle of an object aligned to a set of axis. It is represented by 4 parameters corresponding to the (x, y) coordinates in space that define the lower left and upper right vertices of its perimeter. Its variant, the rotated minimum bounding box can be represented by adding an additional parameter to store the rotational information. Minimum bounding boxes are designed to be a general, intuitive approach to approximating a complex object. This allows them to be applied to a number of problems from varying disciplines.
The exact algorithm for computing a minimum bounding box in two dimensions is as follows: Given: 1• A set of points P in the plane. 
End
Computing the Convex Hull C of the point set P is the most computationally intensive part of the algorithm and therefore it dominates the runtime. One important aspect of the minimum bounding box that works in our favor is the requirement that one edge be flush with the Convex Hull C. In other words, one edge of C must lie on one of the edges of the minimum bounding box. This property limits the number of possible rotations to n. Therefore a minimum bounding box in two-dimensional space can be calculated in O(n log n) time. The exact algorithm for computing a minimum volume bounding box in three dimensions is as follows: Given: 1• A set of points P in IR 
In this algorithm, the for loop is the dominating factor of the complexity. For each edge there are 3 two-dimensional planes in which the minimum bounding boxes can be placed. Each minimum bounding box has n possible rotations, giving us an overall complexity of O(n 3 ) running time to find a minimum volume bounding box in three dimensions. Minimum bounding boxes are often used as a quick filter in range queries to avoid unnecessary and costly computations. To illustrate this, consider the range query, 'Find all the objects which lie in their entirety in a specified disc', applied to the objects shown in Figure 2. [1] Figure 3 . Using minimum bounding boxes for a range query. [5] It is easy to see the object C is automatically in our result set because its minimum bounding box is completely contained within the given circle. We can also rule out object A being part of the result set because its minimum bounding box is located completely outside the given circle. Our work for objects A and C is done and no more computations are performed on these objects. Boxes B, D and E are not wholly inside or wholly outside the given circle, so we cannot make any assumptions as to whether the objects they represent are in the result set or not. These objects are retrieved for further calculations to determine whether the objects are wholly contained within the given circle before the final result is returned.
Polygon Intersection
 Need to summarize the method proposed in [1] for use in our method.
kNN Method
 Our method will combine minimum bounding boxes and use polygon intersection (likely).  An alternative to polygon intersection methods is to consider an index or proposing a relational model for points. The idea behind the relational model would be to keep track of boxes that overlap in the R-Tree.  We will describe the data structures needed and the algorithms used to insert and query for an object.
Evaluation
 Discuss how the strengths of the best traditional approximation kNN method, minimum bounding boxes, and polygon intersection mitigate the individual weaknesses. Ideally, this would be as close to proofs as possible. However, because this is an approximation technique, real proofs might be difficult.  At this point, implementation/experimentation is probably outside the scope of this paper (and class). However, because we would like this paper to be useful for possible future work, we will look into the possibility that there exist some similar implementations that we could modify and test against.
Conclusion/Future Work
 Summarize what we've proposed and what we've done.  Consider future work: o Assuming we don't have time to implant and experiment, propose experimentation to validate hypothesized results. o For our purposes, we're assuming that the database is relatively stable (i.e. the overhead of inserts is negligible in the scope of the system). However, for moving objects, this is far from optimal. Discuss the moving objects problem briefly and point out areas of weakness in the current algorithm and identify possible approaches. [2] 
