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1 Lexical categories, phonological privilege, and predicate prototypicality* 
Recent work recognizes that  lexical  category can be relevant for phonology, because phonological 
processes and phonotactics are sometimes category-sensitive (Smith 1997, 2001; Myers 2000; Bobaljik 
2008; see also Cohen 1964; Chomsky & Halle 1968; Postal 1968; Kenstowicz & Kisseberth 1977).
Moreover,  there  are  strong  cross-linguistic  tendencies  concerning  the  nature  of  phonological 
differences between categories. One such tendency is a hierarchy of phonological privilege (Smith 2011). 
Phonological  privilege includes the ability to avoid neutralization and consequently to support  a larger 
number  of  phonological  contrasts  (Beckman  1999).1 In  optimality-theoretic  terms,  privilege  reflects  a 
comparatively high ranking for faithfulness constraints and a comparatively low ranking for markedness 
(well-formedness) constraints. Stated more generally,  less phonological privilege for a given position or 
category  means  greater  phonological  unmarkedness for  that  position  or  category.  The  hierarchy  of 
phonological privilege seen cross-linguistically in category-sensitive phonological patterns is N > A > V: 
nouns are most likely to be privileged, with adjectives next, and verbs being least privileged. 
Evidence is also emerging for  lexical-category  subclass effects in phonology.  For example,  proper 
nouns resist  a  syncope  process  that  affects  common nouns  in  Jordanian  Arabic  (Jaber  2011);  for  this 
process, proper nouns are privileged compared to common nouns. Another example is Itzaj Maya, in which 
transitive verbs undergo a phonological process of vowel deglottalization in a particular segmental context,  
but  intransitive  verbs  do  not  (Hofling 2000:14),  indicating  less  privilege  for  transitive  verbs  than  for 
intransitives.
I propose that such  sub-category effects are evidence that the N > A > V hierarchy of phonological 
privilege is actually part of a potentially more finely-grained scale, which can be summarized as in (1):
(1) prototypical designators (arguments) > prototypical predicates 
This generalized scale subsumes the N > A > V scale, and furthermore predicts that we can find languages  
with phonological processes for which there are additional distinctions among lexical sub-categories, such 
as those in (2) or (3).
(2) proper nouns > common nouns   > A > V 
(3) N > A > verbs1 > verbs2 
In (3), the subclasses verbs1 and verbs2 stand for any subdivisions within the class of verbs that have to do 
with prototypicality as a predicate. For example, intransitive verbs, which take only one argument, are more  
similar  to  adjectives  than  transitive  verbs  are,  so  in  that  sense,  transitive  verbs  are  further  down the 
* Many thanks to Michelle Fullwood, Shigeru Miyagawa, Elliott Moreton, Katya Pertsova, Donca Steriade, Ayaka 
Sugawara,  the  P-side  Research  Group  at  UNC,  and  audiences  at  MIT and  at  Phonology 2013,  for  inspiring 
discussion and helpful comments (any remaining errors or inadequacies are entirely my own). Thanks also to Chris  
Wiesen of the Odum Institute at UNC-CH for statistical consultation, and to Tomonori Nagano for sharing his  
annotated machine-readable version of Jacobsen’s (1992) verb-pairs list.
1 Another diagnostic of phonological privilege is the ability to undergo augmentation processes, that is, phonological 
processes that increase perceptual salience (Smith 2005).
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hierarchy—more  prototypical  as  predicates—than  intransitive  verbs.  This  predicts  less  phonological 
privilege, which is to say greater phonological unmarkedness, for transitives, precisely what is seen in the  
case of Itzaj Maya described above.
The general prediction made by this understanding of the hierarchy of phonological privilege is that 
any of the basic lexical  categories can potentially have further subdivisions that  differ  in phonological  
privilege.  Given  any  such  subdivision,  more-prototypical  predicates  should  most  often  show  less 
phonological privilege—greater unmarkedness—than less-prototypical predicates.
This paper presents a case study in support of this proposal. Namely, in Tokyo Japanese, unergative 
verbs (more-prototypical predicates) show greater phonological unmarkedness with respect to pitch accent 
than unaccusative verbs (less-prototypical predicates). Implications of this finding for our understanding of 
lexical-category effects in phonology are also considered.
2 Case study: Unergativity and accentedness in Tokyo Japanese
In Tokyo Japanese, a morpheme of any category may be accented or unaccented. Accent is realized as a 
sharp pitch fall, represented phonologically as a /H*+L/ tone sequence associated to the accented syllable  
(McCawley 1968; Poser 1984; Pierrehumbert & Beckman 1988; Venditti 2005).
(4) Lexical contrast between accented and unaccented verbs
(a) kakéru ‘runs’ (V)
(b) kakeru ‘is lacking’ (V)
Although  accentedness  is  phonologically  contrastive  for  all  lexical  categories,  the  unmarked  state  in 
Japanese is arguably accented. Kubozono (2008: 181) notes that the “vast majority of (native) verbs and 
adjectives are accented” in Tokyo Japanese. Moreover, in Fukuoka Japanese,  all verbs and adjectives are 
obligatorily accented (except in certain deaccenting modal contexts; see Kubo (1989) for details).
According to the proposal in  (1), there should be languages in which more-prototypical predicates 
show greater phonological unmarkedness even within one basic lexical category, such as verbs. Intransitive 
verbs  can be  subdivided  on morphosyntactic  grounds into  unergative verbs  like ‘dance’,  whose single 
argument is a logical subject, and unaccusative verbs like ‘sink’, whose single argument is a logical object  
(Perlmutter 1978). Unergatives, being agentive, are more prototypically verb-like (less adjective-like) than 
unaccusatives. As argued above, being accented is the unmarked state in Tokyo Japanese. So, if unergativity 
affects accentedness, the prediction is that unergatives are more likely to be accented than unaccusatives. 
This section examines a set of  332 Tokyo Japanese intransitive verbs compiled by Jacobsen (1992),2 
classifying them according to accentedness (§2.1),  unergativity (§2.2),  and derivational suffix (§2.3).  A 
logistic regression analysis supports the proposal in (1): the odds of being accented are more than twice as 
high for the unergatives as for the unaccusatives in the study.
2.1    Accentedness in the intransitive-verb dataset    Each of the 332 intransitive verbs in the dataset 
was classified for accentedness as follows. An accent dictionary was consulted—in most cases this was 
NHK (1985), but Masuda (1974) was used for six verbs that had no entry in NHK (1985). Verbs were 
labeled as accented if they were listed only with an accented form; this designation therefore represents the 
maximally  phonologically  unmarked  option  where  accentedness  is  concerned.  Verbs  were  labeled  as 
unaccented if  they were either  listed only as unaccented,  or  listed with both accented and unaccented  
variants.
2 Jacobsen (1992) presents 354 intransitive/transitive verb pairs.  From this original set  of intransitive verbs,  the  
following  exclusions  were  made:  14  intransitives  listed  twice  by  Jacobsen  (because  they have  two  different  
transitive counterparts) were included here only once each; three intransitives for which accent information was not  
available in either dictionary (see below) were excluded; and five additional intransitives were excluded because 
their unergativity could not be determined (discussed further in §2.3).
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(5) Accentedness in the verb dataset: Summary
consistently unaccented 111
}→  unaccented 135 (40.7%)
variably unaccented 24
accented 197 (59.3%)
2.2    Unergativity in the intransitive-verb dataset    Each of the 332 intransitive verbs in the dataset 
was classified as unaccusative or unergative according to a syntactic diagnostic for unaccusativity proposed 
by Kishimoto (1996): the deverbal nominal construction, shown in (6).
(6) Vstem-kake no (N) ‘(N) about to be V.ed / (N) halfway V.ed’3
According to Kishimoto, unaccusative intransitive verbs can occur in the Vstem slot in this construction, but 
unergatives cannot. This construction was therefore used to classify each of the 337 intransitive verbs in the  
study as unaccusative or unergative. A Google search was performed for each intransitive verb in the string 
“Vstem-kake no,” in Japanese orthography and enclosed in quotation marks.
Japanese verb orthography usually consists of a logograph that represents the verb root, plus syllabary 
graphemes to spell out derivational and inflectional affixes. However, any verb can in principle be written 
entirely in syllabary graphemes, and some verbs are often written this way, especially if the logograph for 
the root in question is rare. For this analysis, the choice between logograph and syllabary-only orthography 
for each verb was generally based on Nagano’s (2011) annotation of Jacobsen’s (1992) verb list. In a few 
cases, Nagano (2011) gives a syllabary-only form that is consistent with more than one homophonous verb; 
such verbs were converted to logographs in this analysis to allow for disambiguation.
As mentioned in footnote 2 above, five intransitive verbs listed in Jacobsen (1992) were excluded from 
the unergativity analysis because their status as unaccusatives or unergatives could not be tested using this  
method. First, the homographs  yogore- ‘become dirty, corrupted’ and  kegare- ‘become unclean, polluted’ 
(both written 汚れ) were excluded, because it was not possible to confirm which verb is actually represented 
by this written form in Google search results (and searches using syllabary-only representations for these 
verbs had essentially no hits). Three other verbs were also excluded from the ergativity analysis. The verbs 
kom- ‘become crowded’ and  kire- ‘run out’ were excluded because they occur as the second member in 
many V-V compounds and it was not possible to exclude those hits from the Google results. The verb mi- 
‘see’, which Jacobsen (1992) included in his list as a sort of cross-reference for morphological reasons, was  
also excluded because it is not actually an intransitive verb. 
For the remaining 332 verbs in the dataset, the Vstem-kake no Google search results were interpreted as 
follows: The frequency (number of Google hits) of Vstem-kake no for each intransitive verb was recorded. 
The  logarithm of  each  frequency was then  computed,  because  frequency effects  in  language  typically 
depend on log frequencies rather than raw frequency values (Shapiro 1969; Carroll 1970). 
(7)  
3  Which of the two interpretations the construction receives will depend on the lexical aspect class of the verb.
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As seen in (7), the log-frequency values fall into two clusters, one below 1.0 and another above 1.7. Verbs 
in the below-1.0 group were taken to be ungrammatical in the  Vstem-kake no construction and therefore 
unergative,  while  verbs  in  the  above-1.7  group  were  taken  to  be  grammatical  in  the  Vstem-kake  no 
construction and therefore unaccusative. 
As with any use of Google search data for linguistic analysis, it is likely that a small number of the 
verbs have been wrongly classified here. For example, it may be the case that a few verbs that are in fact 
grammatical in this construction happen not to be attested in the search results (are accidental gaps), or a  
few verbs that are actually ungrammatical in this construction might appear in the search results, either  
because  of  errors  in  the  Japanese  text  on  web pages  or  because  some particular  search  string occurs 
grammatically with a different interpretation than the one that was intended here. Still, to anticipate the 
results discussed in §2.4, unergativity turns out to be a significant predictor of accentedness. The fact that  
there is a statistical effect indicates that the unergativity results are not too badly disrupted by errors in the  
Google data.
(8) Unergativity in the verb dataset: Summary
unaccusative 205 (61.7%)
unergative 127 (38.3%)
2.3    Derivational suffixes in the intransitive-verb dataset    The intransitive verbs in this dataset all 
have a related transitive counterpart, a form that is sometimes called a lexical causative (Miyagawa 1984;  
Jacobsen 1992).  In these intransitive/transitive verb pairs, the members of the pair are distinguished by 
some sort of “derivational suffix” on one or both verb stems. Some bound morphemes in Japanese affect the 
accentedness status of the stems that they form (McCawley 1968). Therefore, as part of an analysis of the  
effect of unergativity on accentedness, it is important to control for the possibility that derivational suffixes  
are affecting accentedness in intransitive verbs.
Examples of intransitive/transitive verb pairs from Jacobsen (1992) are shown in (9).
(9) Intransitive/transitive verb pairs and suffix patterns in Tokyo Japanese: examples
intransitive    transitive # of pairs in Jacobsen (1992)
(a) ak-Ø- ‘__ opens’ ak-e- ‘open __’ 44 -Ø-/-e-
(b) jak-e- ‘__ burns’ jak-Ø ‘burn __’ 30 -e-/-Ø-
(c) káe-r- ‘__ returns’ káe-s- ‘return __’ 27 -r-/-s-
(d) nukum-ár- ‘__ warms up’ nukum-é- ‘warm __ up’ 70 -ar-/-e-4
As (9) demonstrates, the morphology that relates the two verb stems in these pairs is not straightforward.  
These so-called derivational  suffixes are not fully productive, although many of them recur in multiple 
intransitive/transitive pairs—Jacobsen (1992) identifies 15 suffix patterns that occur in at least two verb 
pairs,  including  the  four  patterns  exemplified  in  (9),  which  are  among  the  most  robustly  attested  in 
Jacobsen’s verb-pair list. The suffixes are also largely arbitrary, as seen in the “reverse” pairs in (9)(a–b), 
where the suffix -e- appears in the transitive and the intransitive stem respectively (although there is also 
some systematicity; notably, suffixes that include an /r/ generally occur in intransitives and suffixes that 
include an /s/ generally occur in transitives, which is reminiscent of the productive passive and causative  
suffixes, -(r)are- and -(s)ase- respectively). The precise morphological status of these suffixes is therefore 
controversial. In any case, the label “derivational suffix” is used here for convenience and is not intended to 
represent any specific theoretical claims.
4 The fact that the pitch accent is marked on vowels belonging to the suffix in the verbs in (9)(d) does not presuppose 
or entail that the accent is phonologically affiliated with these suffixes. Accent placement in verbs is predictable  
based on the conjugation form (McCawley 1968); in all accented verbs in (9), the accent is marked on the location 
where it would appear in the nonpast (citation) form, which takes the inflectional suffix -(r)u.
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Each of the 332 verbs in the dataset was classified by its derivational suffix, as follows. For each verb 
pair presented by Jacobsen (1992), contiguous material shared by the intransitive and transitive stems was  
taken  to  belong to  the  base,  and  any further  material  in  the  intransitive  stem (excluding  the  nonpast 
inflectional suffix -(r)u, which appears in citation forms) was classified as the derivational suffix.
(10) Derivational suffixes in the verb dataset: Summary
suffix Ø e ar r re i are or ri w ir ke oe ore sar sure ur
frequency 96 80 76 31 16 14 5 3 2 2 1 1 1 1 1 1 1
2.4    Results:  Effect  of  unergativity  on  accentedness    Statistical  analyses  were  performed to 
determine whether unergativity has an effect  on accentedness.  First, a chi-square analysis confirms that 
there is a significant association between unergativity and accentedness.
(11) Chi-square analysis: unergativity and accentedness
χ2(1, N=332) = 5.44, p=0.020
unaccusative unergative
unaccented 94 41
accented 111 86
54.15% accented 67.71% accented
A logistic  regression  analysis  (Jaeger  2008;  UCLA 2013)  was  also  performed,  to  determine  whether 
accentedness (yes or no) is predicted by unergativity (yes or no) or suffix (as listed in (10)). Detailed results 
are shown in (12); the reference category (intercept) contains the items that are unaccusative and have no 
overt derivational suffix.
(12) Summary of the ordinary logistic regression model
Log likelihood of the model: –204.2509 (df=18)
Predictor Coefficient Std. Error Wald Z p significance
(Intercept) -0.1344 0.2350 -0.572 0.56749
unergative 0.8073 0.2598 3.108 0.00189 **
suffix ar -0.2582 0.3161 -0.817 0.41414
suffix are 0.3921 0.9485 0.413 0.67931
suffix e 0.4617 0.3185 1.449 0.14723
suffix i 2.6136 1.0638 2.457 0.01402 *
suffix ir 16.7004 2399.5447 0.007 0.99445
suffix ke 15.8931 2399.5447 0.007 0.99472
suffix oe -17.2390 2399.5447 -0.007 0.99427
suffix or 0.3113 1.2645 0.246 0.80558
suffix ore -16.4317 2399.5447 -0.007 0.99454
suffix r 0.2903 0.4277 0.679 0.49732
suffix re 1.4358 0.6812 2.108 0.03505 *
suffix ri -16.8547 1646.5853 -0.010 0.99183
suffix sar 15.8931 2399.5447 0.007 0.99472
suffix sure -16.4317 2399.5447 -0.007 0.99454
suffix ur 15.8931 2399.5447 0.007 0.99472
suffix w 15.8931 1696.7344 0.009 0.99253
• Dispersion parameter for binomial family taken to be 1
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• Null deviance: 448.6 on 331 df
• Residual deviance: 408.5 on 314 df
• 5 observations deleted due to missingness [these were the verbs described as excluded in §2.2]
• AIC: 444.5
• Number of Fisher Scoring iterations: 15
• χ2 = 40.10 (17 df), p<0.01: the model fits significantly better than an empty model
As (12) shows, unergativity is indeed a highly significant predictor of accentedness (p=0.00189), even when 
the derivational suffixes are included in the statistical model. Specifically, being unergative increases the 
odds of a verb being accented by a factor of 2.24 (e(0.8073)=2.24). This result can be confirmed informally 
by visual inspection of the counts given in (11): unaccusatives are accented or unaccented in roughly equal 
proportions, but unergatives are just about twice as likely to be accented as unaccented. (The statistical 
results in  (12) also show that two of the 16 suffixes (-i-, -re-) are significant predictors of accentedness 
(p<0.05), but the other 14 are not.)
In summary, the unergative and unaccusative verb subclasses in Tokyo Japanese do pattern as predicted 
by predicate prototypicality.  Unergatives, which are more-prototypical  predicates,  are significantly more 
likely to be accented, which is the phonologically unmarked property in this language. 
3 Discussion and implications
The  case  study from Tokyo  Japanese  presented  here  supports  the  proposal  that  the  hierarchy of 
phonological privilege seen in category-specific phonological phenomena, N > A > V, can be understood 
more generally as a hierarchy from prototypical designators (or arguments) on the high-privilege end to 
prototypical  predicates  on  the  low-privilege  end.  This  approach  predicts  additional  phonological 
distinctions within N, A, V along factors related to prototypicality as a designator or as a predicate, such as 
the effect of unergativity on accentedness in Tokyo Japanese discussed here.
But why should prototypicality as a designator or as a predicate matter for phonological patterns at all?  
I  propose  that  this  factor  influences  category-specific  phonology  through  circumstances  that  arise  in 
language acquisition. 
Lexical categories behave differently in language acquisition: there is evidence that nouns are acquired 
by children earlier and in greater numbers than verbs, even in typologically and culturally distinct languages 
(see reviews in Ogura et al. 2006; D’Odorico & Fasolo 2007). In this context, it is worth noting that the  
hierarchy of phonological privilege proposed here, N > ... > V, converges with category hierarchies that 
have  been  proposed  for  morphosyntax  (e.g.,  Ross  1972;  Langacker  1987;  Croft  1990).  Hopper  & 
Thompson (1985) suggest that such hierarchies may have their origin in discourse effects. There is indeed 
evidence for semantic, discourse-related, or conceptual-salience differences among lexical categories, such 
as aphasia studies indicating that noun-related and verb-related abilities are dissociated (Rapp & Caramazza 
2002; Mätzig et al. 2009).
Moreover,  viewing  the  phonological  relevance  of  the  lexical-category  hierarchy  as  arising  in 
acquisition may explain two of the typological patterns reported in Smith (2011). First, the basic hierarchy 
N > A > V is a very strong tendency in the typology of category-sensitive phonological effects, but not an 
absolute—it has exceptions,5 such as Ewe (Ansre 1961), in which verbs have greater possibilities for tonal 
contrast than nouns. Its status as a strong tendency rather than an absolute suggests that the hierarchy of  
phonological  privilege is likely not an innate universal,  but  is something that  is  learned—or innovated 
during acquisition on the basis of asymmetries in the learning data or misperception on the part of the 
learner (Myers 2002; Blevins 2004). Second, lexical-category effects in phonology are partially parallel  
5 Sugawara (in prep.)  documents a very strong tendency for personal names to be accented in Tokyo Japanese,  
which, as argued in §2.1 above, is the unmarked phonological pattern. This therefore looks like it might be a case 
where common nouns have more phonological privilege (more possibility for contrast) than proper nouns; if so, 
this case may be an exception to the predicate-prototypicality hierarchy, just as Ewe is with its unusual V > N  
pattern.  As  additional  examples  of  phonological  differences  among lexical  sub-categories  are  uncovered,  the  
strength of the tendency for such cases to follow the hierarchy of predicate prototypicality can be more thoroughly 
examined.
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with (though not simply reducible to) other morphosyntactic differences between categories, such as the 
tendency for  nouns to  be  free  but  verbs  bound.  This  is  potentially important  because  morphosyntactic 
differences between categories might lead learners to notice—or innovate—distinct phonological patterns in 
those categories.
A final point to note is that the lexical-category hierarchy of phonological privilege seems to take the 
shape of a  markedness scale,  a prominence-based scale that gives rise to structured sets of constraints. 
Analogues in phonology include sonority (Prince & Smolensky 2004),  place of  articulation (Lombardi 
2001), or affinity for nasalization (Walker 1998). Analogues in morphosyntax include animacy (Silverstein 
1976), case (Keenan & Comrie 1977), or definiteness (Croft 1988); see also Aissen (2003) for a review. 
Thus, there may be general insights into relationships between markedness scales and learning biases in 
acquisition that are to be gained from comparisons between lexical-category effects in phonology and other 
markedness scales.
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