Electron charge density distribution of materials is one of the key quantities in computational materials science as theoretically it determines the ground state energy and practically it is used in many materials analyses. However, the scaling of density functional theory calculations with number of atoms limits the usage of charge-density-based calculations and analyses. Here we introduce a machine learning scheme with local-environment-based graphs and graph convolutional neural networks to predict charge density on grid-points from crystal structure. We show the accuracy of this scheme through a comparison of predicted charge densities as well as properties derived from the charge density, and the scaling is O(N). More importantly, the transferability is shown to be high with respect to different compositions and structures, which results from the explicit encoding of geometry.
The electron charge density distribution is of enormous importance to the computational understanding and design of materials, as many fundamental properties relevant to a wide range of applications are directly related to the magnitude, shape, and variation of the charge density as well as its response to external stimuli. The charge density and its related properties, such as the electrostatic potential [1] , electron localization function [2] and non-covalent interaction index [3] , are directly used in analyses for many materials characteristics, including bonding [4] , defects [5] , stability [6] , reactivity [7] , and electron [8, 9] , ion [10, 11] and thermal [12] transport, to name only a few. Recently, with the rapid development of machine learning (ML) applications in physics [13, 14] , chemistry [15, 16] and materials science [17] [18] [19] , charge densities are increasingly used as input features for predicting other materials properties in order to improve performance [20] [21] [22] . Currently the most common approach used to calculate charge density is density functional theory (DFT), which strikes a balance between accuracy and applicability. However, the relatively high computational cost and high memory demands of DFT [23] limits its use for large systems with more than several hundred atoms.
Therefore, it is important to develop methods capable of accurately predicting charge density with less computational demand, to "by-pass the Kohn-Sham equations" [24] , and ML is a promising tool for this goal due to the success of its application in predicting other DFT-computed properties [14, [25] [26] [27] [28] .
In principle, an ideal ML algorithm should meet three requirements: high accuracy, high transferability and low computational cost [29] . Very recently, there have been attempts [24, 30] to employ ML to predict the charge density of molecules by expanding the density as a sum of atombasis functions. For the case of periodic systems, Schmidt et al. [31] employed basis functions, summing over the contributions from only neighboring atoms to achieve transferability between different cell sizes and lower memory demands, while Chandrasekaran et al. [23] encoded the position of each grid-point to neighboring atoms by a hierarchy of features with scalar, vector and tensor invariants to predict charge density. In both of these works the ML schemes were able to generate high quality charge densities with O(N) scaling, although compositional and structural transferability remains a challenge, as these methods account for variations in one structure at a time (i.e., strained lattices or different molecular dynamics snapshots). While these approaches have shown early promise in the development of ML algorithms for charge density prediction, there remains a need for ML-based methods that can efficiently and accurately be applied to structures with different elemental compositions and structural features.
Here, we develop a ML-based approach that can predict charge density for different structures with varying compositions, structural features and defects for a given class of materials in a single training, which is necessary for application to systems such as amorphous hydrocarbons or glasses where local structures are highly complex. In previous works, a three-step process was followed: 1) record the distance between each grid point and all neighboring atoms, 2) add all distances together to form a feature vector, and 3) compute charge density by regression on the final feature vector. For multi-elemental systems, the first two steps are repeated for each element type and the feature vectors are concatenated together. The success of this approach shows that the charge density distribution in a single structure can be sufficiently learned by the sum of contributions from neighboring atoms.
In order to build upon this approach with the aim of increasing transferability between different structures, in addition to recording the distance between grid-points and atoms, we propose to both explicitly encode the geometry of the cluster formed by neighboring atoms, and account for all elements simultaneously as opposed separately. Encoding the geometry, on the one hand, avoids the problem of different local environments leading to a similar sum of atom contributions (FIG. S1(a) ), on the other hand, enables the model to learn from the geometry of existing structural features and speculate new ones (FIG. S1(b) ). A similar idea is discussed in Schmidt et al. [31] by considering contributions of atom-pairs. Greater structural transferability should also lead to improved accuracy in the prediction of charge density for defect structures, as new structural features can form during the formation of defects. To accommodate different elements, the dimension of the final feature vector should be independent of composition, otherwise the regression process (matrix-vector multiplication) cannot be done for feature vectors with different dimensions.
A graph representation, which encodes both nodes and bonds, has a number of advantages that meet the requirements listed above. Graph representations have been used recently to encode information on both the level of atom and geometry with high accuracy and transferability across composition, structure and property space [14, 17] , and the feature vectors can be of the same dimension for different compositions if properly designed. In this work, we encode environments of grid-points as graphs and employ the crystal graph convolution neural network [14] (CGCNN) to find a relationship between local environment and charge density with O(N) scaling. We train and test our scheme on two classes of crystalline materials, polymers and zeolites. For each case training data is used from some structures and the model is applied to others in order to test transferability, and the accuracy of the predicted charge density is evaluated through statistics, visualization and accuracy of its derivative and related properties (i.e., dipole moment).
We encode three dimensional space in the unit cell using CGCNN by placing an imaginary atom at each grid-point in the unit cell (FIG. 1) . The local environment is computed for a given grid-point by identifying atoms within a cut-off radius (Rcut) from the imaginary atom, as shown in FIG. 1(b) .
Next as shown in FIG. 1(c) , atoms outside Rcut are removed, and the remaining structure is placed in a larger cell to avoid interactions between periodic images. Here Rcut is set to be 4 Å, which is larger than typical bond lengths for the materials considered in this work [32] , and the lattice parameters of the larger cell are set to be no less than 3×Rcut. Finally, the remaining structure together with the imaginary atom are converted into a graph representation as shown in FIG. 1(d) 
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where vi(j) (t) is the atom feature vector of the i(j) th atom after t convolutions, μij represents the bond vector between the i th and j th atoms and Conv stands for the convolution function. Here the convolution function designed in Ref. [14] is used, which was shown to be accurate for encoding interaction strengths and produces feature vectors with constant dimension for different compositions.
A pooling function is then used to create an overall feature vector to satisfy permutational and size invariance as:
,…, vN (T) ) (2) .
Here, the mean of atom vectors is taken as the feature after pooling for simplicity, while other pooling functions can also be used.
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In addition to convolution and pooling, two hidden layers are used to capture the complex relationship between structure and property, and finally an output layer is used to give the target property. This process meets both of the requirements as mentioned above, since after convolution the atom feature vector for the imaginary atom encodes the distances between one grid-point and neighboring lattice atoms, while that for lattice atoms encodes their position with respect to not only other lattice atoms but also the imaginary atom. The pooling process incorporates all the information together, making the final feature vector informative and of the same dimension for materials with different compositions.
FIG. 1.
Procedure of converting the local environment into a graph, using ethylene as an example. In order to test the degree of transferability towards different structures, we apply our model to predict the charge density of 17 crystalline polymers and 9 zeolites not included in the training sets (see Table 1 ). In both cases, the nomex polymer and NPO zeolite, also have versions with explicitly created defect structures (denoted as nomex_defect and NPO_defect) in order to represent additional chemical complexity. These materials are not subsets of the training sets in terms of structure or size. Here, we choose two metrics, root mean square errors (RMSE) and coefficients of determination (R 2 ), to quantify errors in the ML predicted charge density. These metrics, which are also used in Schmidt et al. [31] , provide insights on both the magnitude of absolute errors (by RMSE) and relative performance of the predictions (by R 2 ). As shown in Table 1 , the RMSE of the predicted charge densities are less than 0.1 e/Å 3 , which are comparable to the errors in Ref. [31] , and the level of accuracy was demonstrated to be sufficient for most applications relying on the accuracy of the density representation [33] . The RMSEs of test structures are also close to that of the training sets (0.067 e/Å 3 and 0.064 e/Å 3 for crystalline polymers and zeolites, respectively), indicating little overfitting. More importantly, the R 2 are larger than 0.95 for all test structures, suggesting a high prediction performance.
The results for the case of zeolites show that for such a simple materials class, accurate prediction of the charge density can be achieved with a relatively small training set (less than 10,000 training data in this case). In addition to these general trends, we highlight the cases of i-4m1p, isobutylene, and the nomex_defect, which possess different coordination environments. Although larger errors are observed in these cases, they are not far from other structures with RMSE < 0.1 e/Å 3 and R 2 > 0.95, suggesting good transferability to unseen structural features. [34] and materials analysis [35] , and from Table 1 we can see that the Laplacian is also well predicted with R 2 > 0.95.
In order to visualize the performance and transferability of our model, we compare the ML computed charge densities and difference between charge densities from ML and DFT of pristine nomex, nomex with a carbon-hydrogen vacancy, pristine NPO and NPO with a Si vacancy in FIG. 4 .
In all the cases, the building blocks of structures (e.g., the C six-ring and Si-O six-ring) are well presented. For defect structures, although there are more significant differences between ML and DFT, the magnitude of the difference is still low compared with the charge density itself, suggesting high transferability towards defect structures. Table 2 , and we can see that the differences between the two electron dipole vectors (from ML and DFT) are very small in all the cases with a high R 2 of 0.99. As for the total dipole moment, although comparative deviations increase after cancellation of contribution from positive and negative charge, our model can still achieve a R 2 of 0.89, which is close to that of machine learning schemes designed specifically for dipole moments (0.93 in Pereira et al. [36] and 0.91 in Bereau et al. [37] ). facilitates prediction of charge density around the central carbon atom. Encoding the geometry also helps to predict the shape of charge density around the defects from the shape of structural features, as illustrated in FIG. S1(c) .
Future efforts will be applied to further improve the scheme presented in three aspects. First, as mentioned we will design architectures to efficiently generate more materials properties based on charge density, especially the total energy of the unit cell, for which both traditional methods (e.g.
Kohn-Sham equations [38] or embedded-atom method [39] ) and machine learning approaches [21, 22] are options under consideration. Second, as discussed above regions near nuclei possess the highest deviations, and to improve the sensitivity of our model for small distances between imaginary and real atoms, transformations to weight small distances during the learning can be designed. Third, although
here Rcut = 4 Å works well for the example cases studied, for systems where long range interactions are important the efficiency of our model will drop fast. For such cases we suggest that a series of tests should be carried out to determine the optimal Rcut, and in the future physical insights will be used to determine the relationship between the optimal Rcut and interaction mechanism for different materials systems.
In summary, we have developed a machine learning model to predict electron charge density distribution of materials based on graph convolutional neural networks with O(N) scaling. In the case studies of crystalline polymers and zeolites, local-environment-based graphs are extracted from some structures and features learned, and applied to structures different from the training sets. The accuracy and usability of our model has been evaluated by statistical errors, visualization and quality of related quantity and property of charge density. The most important benefit of our model is high transferability between different structures, which can be attributed to the ability of the graph representation to explicitly encode the geometry of neighboring atoms for each grid-point. 
Discussions about encoding geometry of neighboring atoms
In order to illustrate the impact of encoding the geometry of neighboring atoms for distinguishing local environments, we sketch two local environments in FIG. S1(a) . If the environments of grid points are described by considering distances to each atom separately and then summing atom contributions as in the current models, the two environments would appear to be very similar. However, they are actually quite different, and the difference can be explicitly encoded by the distance between the two atoms, highlighting the importance of encoding atomic orders. 
Details of DFT calculations
DFT calculations to obtain charge density distributions are implemented in the Vienna Ab initio Simulation Package (VASP) [1] . The projector augmented wave (PAW) [2] scheme is used to treat the interactions between ion cores and valence electrons. The exchange-correlation is approximated by Perdew-Burke-Ernzerh functional (PBE) [3] . For the calculation of time scaling, the first Brillouin zone is sampled by a 2 × 2 × 2 k-point grid, while that for other calculations is of ~0.5 Å -1 . In order to account for van der Waals forces, the DFT-D2 [4] dispersion-correlation is used.
Discussion about how to represent the imaginary atom
In principle, any representation of the imaginary atom that is different from those for elements in our system is acceptable. Since CGCNN constructs a representation for atoms based on elemental properties, here for simplicity we use the representation of the He atom in CGCNN to represent the imaginary atom, as He doesn't exist in our cases nor most periodic systems, and 
Datasets construction and grid spacing
For the case of crystalline polymers, initially 52 structures were downloaded from the database in Materials Studio, and then randomly split into training set and test set with the ratio of from large structures to small while 3 structures larger than that in the training set are also included with similar intention. One defect structure is also manually created to test the transferability from pristine structures.
After collecting structures, for each structure in the training sets, all the symmetrically inequivalent grid-points inside the unit cell with a given spacing (~0.5 Å for polymers and ~0.75 Å for zeolites) are converted into graphs as discussed in the main text. In order to avoid bias towards certain structures, in the pool of graphs from all the structures, the maximum number of graphs from one structure is set be 2000. Then, some graphs are randomly picked from the pool as the training data, on top of which CGCNN is trained. The number of graphs in the final training set is determined by the learning curve shown in FIG. 2(a) , for which the convergence criterion is that the difference between the MAE of two trials is less than 0.01 e/Å 3 .
For the dataset for calculating dipole moments, the four thoroughly studied structures are manually included and other structures are randomly picked, resulting in a set of 13 structures.
For training sets, the grid spacing for polymers is set to ~0.5 Å and for zeolites ~0.75 Å. For test sets, for crystalline polymers and the six zeolites with small unit cells, the charge density is predicted on a grid of ~0.5 Å while for the three large zeolites it is set to ~0.75 Å. For visualization and dipole moments, a refined grid of ~0.25 Å was used.
Chemical complexity of datasets
For the case of crystalline polymers, in the training set there are 9 elements (C, H, O, N, Cl, F, S, Si, Hg). A simple way to quantitatively evaluate the structure is through a ratio of elements.
For example, for molecules with 2 carbon atoms, H:C = 3, 2, 1 indicates a single, double and triple C-C bond, respectively. In addition to H:C ratio [5] , C:O ratio is also considered as a descriptor for organic materials [6, 7] . In the training set for crystalline polymers, there is a wide range of H:C, 
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