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A VARIATIONAL RESTRICTION THEOREM
VJEKOSLAV KOVACˇ AND DIOGO OLIVEIRA E SILVA
Abstract. We establish variational estimates for smooth convolutions and for averages over
balls, both related to the problem of restricting the Fourier transform of a three-dimensional
function to the two-dimensional Euclidean sphere.
1. Introduction
This note concerns the Fourier restriction problem to the two-dimensional unit sphere S2
in R3. Classical restriction theory seeks for a priori Lp-estimates and, in the case of S2, the
endpoint Tomas–Stein inequality [11, 13] reads as follows:∥∥f̂ ∣∣
S2
∥∥
L2(S2,σ)
≤ C‖f‖L4/3(R3). (1.1)
Here σ denotes the standard surface measure on S2. Maximal restriction theorems were
recently inaugurated by Mu¨ller, Ricci, and Wright [9]. In this work the authors considered
general C2 planar curves with nonnegative signed curvature equipped with affine arclength
measure, and established a maximal restriction theorem in the full range of exponents where
the usual restriction estimate is known to hold. Shortly thereafter Vitturi [14] provided an
elementary argument which leads to a partial generalization to higher dimensional spheres.
In R3 this covers the full Tomas–Stein range, in which case the endpoint estimate from [14]
amounts to ∥∥∥ sup
ε>0
∣∣(f̂ ∗ χε)(ω)∣∣∥∥∥
L2ω(S
2,σ)
≤ Cχ‖f‖L4/3(R3), (1.2)
where χ denotes a fixed Schwartz function on R3. For convenience, one additionally assumes
χ to be even, real-valued, and such that
∫
R3
χ(x) dx = 1. Moreover, here and in what follows,
we use the notation
χε(x) := ε
−3χ(ε−1x).
An easy consequence of (1.2) and of obvious convergence properties in the dense class of
Schwartz functions is the fact that
lim
ε→0+
(f̂ ∗ χε)(ω) = f̂(ω),
for each f ∈ L4/3(R3) and for σ-almost every ω ∈ S2. The restriction f̂ |S2 is therefore
meaningful in a certain pointwise sense.
Variational estimates in analysis establish convergence in the whole Lp-space in an explicit
and quantitative manner, without the need for pre-existing convergence results on a dense
subspace. Recall that, given a function a : (0,∞) → C and an exponent 1 ≤ ̺ < ∞, the
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̺-variation norm of a is defined as
‖a‖V̺ := sup
m∈N∪{0}
ε0>ε1>···>εm>0
(
|a(ε0)|
̺ +
m∑
j=1
|a(εj−1)− a(εj)|
̺
)1/̺
.
Here we added the term |a(ε0)|
̺ in order to turn it into a norm. This is not the standard
convention in the literature, and so we shall use the notation ‖a‖
V˜
̺ for the same expression
without the term |a(ε0)|
̺. Clearly, the quantity ‖a‖V̺ controls both supε>0 |a(ε)| and the
number of “jumps” of a(ε) as ε → 0+ or ε → ∞. We write ‖a(ε)‖V̺ε and ‖a(ε)‖V˜̺ε
in place
of ‖a‖V̺ and ‖a‖V˜̺ , respectively, whenever we need to emphasize the variable ε with respect
to which the variation is taken. Our main result is the following variational generalization of
estimate (1.2).
Theorem 1. Suppose that χ : R3 → R is an even Schwartz function, and let ̺ ∈ (2,∞).
Then there exists a constant Cχ,̺ <∞ such that∥∥∥∥∥(f̂ ∗ χε)(ω)∥∥V̺ε
∥∥∥
L2ω(S
2,σ)
≤ Cχ,̺‖f‖L4/3(R3), (1.3)
for every function f ∈ L4/3(R3).
Both aforementioned papers [9, 14] dealing with maximal restriction problems proceed by
discussing the Lebesgue points of the Fourier transform f̂ restricted to the curve/surface
under consideration, in a restricted range of integrability parameters on f . As a consequence,
the authors show that, under certain conditions, the pointwise values of the restriction of f̂
can be recovered from its averages over Euclidean balls. In order to make this discussion
precise, let B(x, ε) denote the ball in R3 with center x and radius ε, and let |B(x, ε)| denote
its Lebesgue measure. Vitturi [14] adapted the argument of Mu¨ller, Ricci, and Wright [9] to
show that, if 1 ≤ p ≤ 8/7 and f ∈ Lp(R3), then σ-almost every point ω ∈ S2 is a Lebesgue
point of f̂ , so that in particular
lim
ε→0+
1
|B(ω, ε)|
∫
B(ω,ε)
f̂(x) dx = f̂(ω). (1.4)
Very recently, Ramos [10] extended this result to the full range of Lebesgue exponents 1 ≤
p ≤ 4/3. A byproduct of our proof of Theorem 1 will be a variational estimate quantifying
the convergence rate in (1.4). In particular, we are also able to extend the range of exponents
for which one has convergence in (1.4) to 1 ≤ p ≤ 4/3, using an approach different from the
one in [10].
Theorem 2. For every 2 < ̺ < ∞ there exists a constant 0 ≤ C̺ < ∞ such that for each
function f ∈ L4/3(R3) one has∥∥∥∥
∥∥∥ 1
|B(ω, ε)|
∫
B(ω,ε)
f̂(x) dx
∥∥∥
V̺ε
∥∥∥∥
L2ω(S
2,σ)
≤ C̺‖f‖L4/3(R3). (1.5)
Inequality (1.5) establishes σ-almost everywhere convergence in (1.4) in the endpoint case
p = 4/3. For f ∈ Lp(R3) with 1 ≤ p < 4/3, one simply takes a Schwartz function η such
that η̂ is identically equal to 1 on a neighborhood of the sphere. Since f̂ η̂ = (f ∗ η)̂ and, by
Young’s convolution inequality,
‖f ∗ η‖L4/3(R3) ≤ ‖η‖L4p/(7p−4)(R3)‖f‖Lp(R3) <∞,
one can simply apply (1.5) to f replaced with f ∗ η. The left-hand side of (1.5) remains
unchanged if only sufficiently small scales ε are considered.
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The remainder of this paper is devoted to the proofs of Theorems 1 and 2. Three main
ingredients which already exist in the literature (either in their literal formulations, or as
ideas) come into play, and we briefly describe them here.
Firstly, as observed in [14], the ordinary restriction estimate (1.1) can be equivalently
rewritten as ∣∣∣ ∫
(S2)2
g(ω)g(ω′)h(ω − ω′) dσ(ω) dσ(ω′)
∣∣∣ ≤ C2‖g‖2L2(S2,σ)‖h‖L2(R3). (1.6)
The proof of the equivalence between (1.1) and (1.6) amounts to passing to the adjoint
operator (i.e. to a Fourier extension estimate), expanding out the L4-norm using Plancherel’s
identity, and noting that, for g˜(ω) := g(−ω),∫
R3
(gσ ∗ g˜σ)(x)h(x)dx =
∫
R3
( ∫
(S2)2
g(ω)g(−ω′)δ(x− ω − ω′)dσ(ω)dσ(ω′)
)
h(x)dx
=
∫
(S2)2
g(ω)g(ω′)
( ∫
R3
h(x)δ(x − ω + ω′)dx
)
dσ(ω)dσ(ω′)
=
∫
(S2)2
g(ω)g(ω′)h(ω − ω′) dσ(ω) dσ(ω′).
We refer the reader to [14] for further details. The advantage of the expanded adjoint formula-
tion (1.6) is that it more naturally leads to an upper bound in terms of the Hardy–Littlewood
maximal function, whose well-known boundedness properties then finish the argument in [14].
In some sense, we will be following a similar step in our proof of Theorem 1.
Secondly, variational estimates for convolution-type operators are well-studied in the liter-
ature. The most classical one is∥∥∥∥∥(h ∗ ϕε)(x)∥∥V˜̺ε
∥∥∥
L2x(R
d)
≤ Cϕ,̺‖h‖L2(Rd), (1.7)
where ϕ ∈ S(Rd) and 2 < ̺ < ∞. This was shown by Bourgain [2] with a constant Cϕ,̺ =
Cϕ(̺−2)
−1, see [2, Lemma 3.28], even though he formulated it in the one-dimensional setting
d = 1 only. The reader can also consult the work of Jones, Seeger, and Wright [6], where far-
reaching generalizations are discussed: higher-dimensional convolutions, more general dilation
structures, non-smooth cutoff functions, and estimates in a range of Lp-spaces.
The third ingredient is a Gaussian domination trick attributed to Stein, see [12, Chapter V,
§3.1], and vastly generalized by Durcik [3]. We formulate and prove a version of this trick
which is useful for our purposes in §2. The proof of Theorems 1 and 2 is then accomplished
in §3, while §4 leaves a few open questions.
1.1. Notation. Whenever we write an integral and do not specify the corresponding measure,
it will be understood that the integration is performed with respect to Lebesgue measure. We
will write x · y for the standard scalar product of vectors x, y ∈ R3, while |x| will denote the
Euclidean norm of x ∈ R3. The Fourier transform of a function f ∈ L1(R3) is normalized as
f̂(y) :=
∫
R3
f(x)e−2πix·ydx,
and then the Fourier transform f 7→ f̂ is extended by continuity to the spaces Lp(R3) for
1 ≤ p ≤ 2. The Schwartz space of complex-valued functions on R3 will be denoted by S(R3).
When A,B : X → [0,∞) are two functions (or functional expressions) such that A(x) ≤
CB(x) for some unimportant constant 0 ≤ C < ∞ and for each x ∈ X, we will write
A(x) . B(x) or A(x) = O(B(x)). If the constant C depends on a set of parameters P , we
may emphasize it notationally by writing A(x) .P B(x) or A(x) = OP (B(x)).
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2. Gaussian domination
The following lemma allows for certain functions to be dominated by suitable superpositions
of dilated Gaussians, and will ensure some crucial positivity in expressions that naturally
appear in the course of the proof of Theorems 1 and 2.
Lemma 3. (a) Let χ ∈ S(R3) be an even real-valued Schwartz function, and let ϕ be the
standard three-dimensional Gaussian given by the formula ϕ(x) := e−π|x|
2
. Furthermore,
suppose that ϑ is defined as
ϑ(x) := −x · (∇χ̂)(x), (2.1)
and that ψ ∈ S(R3) is determined by its Fourier transform via
ψ̂(x) := −x · (∇ϕ̂)(x) = 2π|x|2e−π|x|
2
. (2.2)
Then the inequality
|ϑ(x)| .χ
∫ ∞
1
ψ̂
(x
α
)dα
α2
, (2.3)
holds for each x ∈ R3.
(b) The same conclusion (2.3) holds if χ = 1B(0,1)/|B(0, 1)| and ϑ is again associated to χ
via identity (2.1).
Note that the implicit constant in (2.3) is allowed to depend on χ.
Proof of Lemma 3. (a) Denote by Ψ(x) the right-hand side of (2.3), and observe that Ψ(0) = 0
and Ψ(x) > 0 for each x 6= 0. It suffices to show that there exist 0 < δ < R such that the ratio
|ϑ(x)|/Ψ(x) is bounded on the regions determined by 0 < |x| < δ and |x| > R. Boundedness
on δ ≤ |x| ≤ R then follows by compactness and continuity of ϑ,Ψ.
Integrating by parts, we may rewrite Ψ as
Ψ(x) = 2π|x|2
∫ ∞
1
e−π|x|
2/α2 dα
α4
(2.4)
=
1
2|x|
− e−π|x|
2
−
1
|x|
∫ ∞
|x|
e−πu
2
du. (2.5)
From (2.5) we see that lim|x|→∞Ψ(x)/|x|
−1 ∈ (0,∞) which, in combination with the Schwartz
tails of ϑ, yields lim|x|→∞ |ϑ(x)|/Ψ(x) = 0.
On the other hand, using Taylor’s formula for the function x 7→ e−π|x|
2/α2 and substituting
into (2.4), we easily obtain
Ψ(x) = 2π|x|2
(
1/3 +O(|x|2)
)
on a neighborhood of the origin. Moreover, χ̂ is even and real-valued since χ is real-valued
and even, and so we have that (∇χ̂)(0) = 0. Taylor’s formula then yields
ϑ(x) = Oχ(|x|
2)
on a neighborhood of the origin. It follows that |ϑ(x)|/Ψ(x) = Oχ(1) for sufficiently small
nonzero |x|, and this completes the proof of this part of the lemma.
(b) If χ = 1B(0,1)/|B(0, 1)|, then χ̂ can be computed via Bessel functions of the first kind.
It is seen to equal
χ̂(x) = −
cos(2π|x|)
π|x|2
+
sin(2π|x|)
2π2|x|3
,
and consequently
ϑ(x) = −
2 sin(2π|x|)
|x|
−
3 cos(2π|x|)
π|x|2
+
3 sin(2π|x|)
2π2|x|3
.
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We conclude that |ϑ(x)|/|x|−1 remains bounded for sufficiently large |x|, which is the correct
decay for the proof of part (a) to work. On the other hand, since χ is compactly supported, its
Fourier transform χ̂ is a smooth function, and so |ϑ(x)|/|x|2 is also bounded on a neighborhood
of the origin. 
Remark. The previous proof reveals that higher-dimensional analogues of Lemma 3 are avail-
able, and rely on an asymptotic analysis of the function
1̂B(x) =
Jd/2(2π|x|)
|x|d/2
,
where B = Bd(0, 1) ⊂ R
d denotes the d-dimensional unit ball centered at the origin and Jd/2
is the Bessel function of the first kind.
3. Variational estimates
We are now ready to prove the first theorem.
Proof of Theorem 1. Start by observing that
sup
ε0>0
∣∣f̂ ∗ χε0∣∣ ≤ ∣∣f̂ ∗ χ∣∣+ sup
ε0>0
∣∣f̂ ∗ (χε0 − χ1)∣∣,
that f̂ ∗ χ = (fχ̂)̂ , and that the ordinary restriction estimate (1.1) applies to fχ̂ and yields∥∥f̂ ∗ χ∥∥
L2(S2,σ)
. ‖fχ̂‖L4/3(R3) .χ ‖f‖L4/3(R3).
Thus, inequality (1.3) reduces to two applications of∥∥∥∥∥(f̂ ∗ χε)(ω)∥∥V˜̺ε
∥∥∥
L2ω(S
2,σ)
.χ,̺ ‖f‖L4/3(R3), (3.1)
which we proceed to establish. The desired estimate (3.1) unfolds as∥∥∥∥ sup
m∈N∪{0}
ε0>ε1>···>εm>0
( m∑
j=1
∣∣(f̂ ∗ (χεj−1 − χεj))(ω)∣∣̺)1/̺
∥∥∥∥
L2ω(S
2,σ)
.χ,̺ ‖f‖L4/3(R3). (3.2)
The numbers εj in the above supremum can be restricted to a fixed interval [εmin, εmax] with
0 < εmin < εmax, but the estimate needs to be established with a constant independent of
εmin and εmax. Afterwards one simply applies the monotone convergence theorem letting
εmin → 0
+ and εmax → ∞. Moreover, by only increasing the left-hand side of (3.2), we can
also achieve ε0 = εmax and εm = εmin.
Next, by continuity one may further restrict attention to rational numbers in the interval
[εmin, εmax], and by yet another application of the monotone convergence theorem one may
consider only finitely many values in that interval. In this way, no generality is lost in assuming
that the supremum in (3.2) is achieved for some m ∈ N and for some measurable functions
εk : S
2 → [εmin, εmax], k ∈ {0, 1, . . . ,m}, such that ε0(ω) ≡ εmin, εm(ω) ≡ εmax. Estimate
(3.2) then becomes∥∥∥( m∑
j=1
∣∣(f̂ ∗ (χεj−1(ω) − χεj(ω)))(ω)∣∣̺)1/̺∥∥∥
L2ω(S
2,σ)
.χ,̺ ‖f‖L4/3(R3).
Once again, the implicit constant needs to be independent of m and the functions {εk}. The
reduction we just performed is an instance of the Kolmogorov–Seliverstov–Plessner lineariza-
tion method used in [9].
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Dualizing the mixed L2ω(ℓ
̺
j )-norm, see [1], we turn the latter estimate into
∣∣Λ(f,g)∣∣ .χ,̺ ‖f‖L4/3(R3)∥∥∥(
m∑
j=1
|gj |
̺′
)1/̺′∥∥∥
L2(S2,σ)
, (3.3)
where the bilinear form Λ is defined via
Λ(f,g) :=
∫
S2
m∑
j=1
(
f̂ ∗ (χεj−1(ω) − χεj(ω))
)
(ω)gj(ω) dσ(ω). (3.4)
Here, ̺′ denotes the exponent conjugate to ̺, and gj : S
2 → C are arbitrary measurable
functions, j ∈ {1, 2, . . . ,m}, gathered in a single vector-valued function g = (gj)
m
j=1. By
elementary properties of the Fourier transform, Λ can be rewritten as
Λ(f,g) =
∫
R3
f(x)E(g)(x)dx,
where E is a certain extension-type operator given by
E(g)(x) :=
∫
S2
m∑
j=1
(
χ̂
(
εj−1(ω)x
)
− χ̂
(
εj(ω)x
))
gj(ω)e
2πix·ω dσ(ω).
By Ho¨lder’s inequality, (3.3) is in turn equivalent to
‖E(g)‖L4(R3) .χ,̺
∥∥∥( m∑
j=1
|gj |
̺′
)1/̺′∥∥∥
L2(S2,σ)
. (3.5)
Let ϑ, ϕ, ψ be as in Lemma 3. From (2.1) and (2.2), respectively, we obtain
− t
d
dt
χ̂(tx) = −(tx) · (∇χ̂)(tx) = ϑ(tx) (3.6)
and
− t
d
dt
ϕ̂(tx) = −(tx) · (∇ϕ̂)(tx) = ψ̂(tx), (3.7)
for any x ∈ R3. Formula (3.6) in turn implies
χ̂
(
εj−1(ω)x
)
− χ̂
(
εj(ω)x
)
=
∫ εj(ω)
εj−1(ω)
ϑ(tx)
dt
t
.
Substituting this into the definition of E ,
E(g)(x) =
∫ εmax
εmin
ϑ(tx)
∫
S2
gj(t,ω)(ω)e
2πix·ω dσ(ω)
dt
t
,
where, for each t ∈ [εmin, εmax) and each ω ∈ S
2, we denote by j(t, ω) the unique index
j ∈ {1, 2, . . . ,m} such that t ∈ [εj−1(ω), εj(ω)). Inequality (2.3) from Lemma 3 then yields
|E(g)(x)| .χ
∫ ∞
1
∫ εmax
εmin
ψ̂
(tx
α
)∣∣∣ ∫
S2
gj(t,ω)(ω)e
2πix·ω dσ(ω)
∣∣∣dt
t
dα
α2
.
Applying the Cauchy–Schwarz inequality in the variables α, t, we estimate
|E(g)(x)|2 .χ A(x)B(g)(x), (3.8)
where
A(x) :=
∫ ∞
1
∫ εmax
εmin
ψ̂
(tx
α
)dt
t
dα
α2
A VARIATIONAL RESTRICTION THEOREM 7
and
B(g)(x) :=
∫ ∞
1
∫ εmax
εmin
ψ̂
(tx
α
)∣∣∣ ∫
S2
gj(t,ω)(ω)e
2πix·ω dσ(ω)
∣∣∣2dt
t
dα
α2
. (3.9)
Given real numbers 0 < a < b and α ≥ 1, and vectors x, y ∈ R3, we know from (3.7) that∫ b
a
ψ̂
(tx
α
)dt
t
= ϕ̂
(ax
α
)
− ϕ̂
(bx
α
)
. (3.10)
Taking the inverse Fourier transform on both sides of the latter identity yields∫ b
a
ψt/α(y)
dt
t
= ϕa/α(y)− ϕb/α(y). (3.11)
Formula (3.10) simplifies A(x) and, after recalling that ϕ̂(x) = ϕ(x) = e−π|x|
2
, allows to
bound it by an absolute constant,
|A(x)| ≤
∫ ∞
1
∣∣∣ϕ̂(εminx
α
)
− ϕ̂
(εmaxx
α
)∣∣∣ dα
α2
. 1. (3.12)
Expanding out the square in the definition of B(g)(x) and taking the Fourier transform yields
B̂(g)(y) =
∫ ∞
1
∫ εmax
εmin
∫
(S2)2
gj(t,ω)(ω)gj(t,ω′)(ω′)ψt/α(ω − ω
′ − y) dσ(ω) dσ(ω′)
dt
t
dα
α2
.
Dualizing with h ∈ L2(R3) then leads to the form
Θ(g, h) :=
∫
R3
B̂(g)(y)h(y) dy
=
∫ ∞
1
∫ εmax
εmin
∫
(S2)2
gj(t,ω)(ω)gj(t,ω′)(ω′)(h ∗ ψt/α)(ω − ω
′) dσ(ω) dσ(ω′)
dt
t
dα
α2
.
By estimates (3.8), (3.12), and Plancherel’s identity, we have that
‖E(g)‖2
L4(R3)
=
∥∥|E(g)|2∥∥
L2(R3)
.χ ‖B(g)‖L2(R3) =
∥∥B̂(g)∥∥
L2(R3)
= sup
{
|Θ(g, h)| : h ∈ L2(R3), ‖h‖L2(R3) = 1
}
.
We see that (3.5) will follow from
|Θ(g, h)| .̺
∥∥∥( m∑
j=1
|gj |
̺′
)1/̺′∥∥∥2
L2(S2,σ)
‖h‖L2(R3), (3.13)
which we proceed to establish.
For fixed ω, ω′ ∈ S2, consider
J(ω, ω′) :=
{
(j, j′) ∈ {1, 2, . . . ,m}2 : [εj−1(ω), εj(ω)) ∩ [εj′−1(ω
′), εj′(ω
′)) 6= ∅
}
.
The intersection of two half-open intervals is either the empty set or again a half-open interval.
For each pair (j, j′) ∈ J(ω, ω′), it follows that there exist unique real numbers a(j, j′, ω, ω′)
and b(j, j′, ω, ω′), such that
[εj−1(ω), εj(ω)) ∩ [εj′−1(ω
′), εj′(ω
′)) = [a(j, j′, ω, ω′), b(j, j′, ω, ω′)). (3.14)
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Clearly the intervals (3.14) constitute a finite partition of [εmin, εmax). The form Θ can be
rewritten as
Θ(g, h) =
∫ ∞
1
∫
(S2)2
∑
(j,j′)∈J(ω,ω′)
gj(ω)gj′(ω′)
∫ b(j,j′,ω,ω′)
a(j,j′,ω,ω′)
(h ∗ ψt/α)(ω − ω
′)
dt
t
dσ(ω) dσ(ω′)
dα
α2
.
Telescoping back the ψ’s invoking (3.11) and Fubini’s theorem, we see that
Θ(g, h) =
∫ ∞
1
∫
(S2)2
∑
(j,j′)∈J(ω,ω′)
gj(ω)gj′(ω′)
(
h ∗ (ϕa(j,j′,ω,ω′)/α − ϕb(j,j′,ω,ω′)/α)
)
(ω − ω′) dσ(ω) dσ(ω′)
dα
α2
.
Applying Ho¨lder’s inequality to the sum in (j, j′), and recalling the definition of the ̺-variation
and the fact that the intervals [a(j, j′, ω, ω′)/α, b(j, j′ , ω, ω′)/α) are disjoint as j, j′ vary (and
ω, ω′, α remain fixed), yields
|Θ(g, h)| ≤
∫ ∞
1
∫
(S2)2
( m∑
j=1
|gj(ω)|
̺′
)1/̺′( m∑
j=1
|gj(ω
′)|̺
′
)1/̺′
‖(h ∗ ϕε)(ω − ω
′)‖
V˜
̺
ε
dσ(ω) dσ(ω′)
dα
α2
.
Observe that the integration in the variable α can now be done freely and the corresponding
integral evaluates to a constant. By the usual Tomas–Stein restriction theorem in the formu-
lation (1.6), applied with g replaced by
(∑m
j=1 |gj |
̺′
)1/̺′
and with h replaced by ‖h ∗ ϕε‖V̺ε ,
we obtain
|Θ(g, h)| .
∥∥∥( m∑
j=1
|gj |
̺′
)1/̺′∥∥∥2
L2(S2,σ)
∥∥‖h ∗ ϕε‖V˜̺ε∥∥L2(R3).
Invoking (1.7) completes the proof of estimate (3.13), and therefore of Theorem 1. 
The second theorem is established along exactly the same lines of the previous proof, as
long as we interpret averages over balls as convolutions and recall Lemma 3 (b).
Proof of Theorem 2. Let χ = 1B(0,1)/|B(0, 1)| and observe that
1
|B(ω, ε)|
∫
B(ω,ε)
f̂(x) dx = (f̂ ∗ χε)(ω),
for each ε > 0. By Lemma 3 the domination inequality (2.3) still holds pointwise everywhere,
and the proof of Theorem 1 carries over unchanged. 
4. Closing remarks
4.1. Norm-variation. The definition of ̺-variation naturally extends to Banach-space-va-
lued curves. If we regard ε 7→ f̂ ∗χε as a curve taking values in L
2(S2, σ), then its ̺-variation
can be called the norm-variation, as opposed to the pointwise variation that we studied so
far. We will see that it satisfies the estimate
sup
m∈N∪{0}
ε0>ε1>···>εm>0
( m∑
j=1
∥∥f̂ ∗ χεj−1 − f̂ ∗ χεj∥∥̺L2(S2,σ))1/̺ .χ ‖f‖L4/3(R3) (4.1)
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for each ̺ ≥ 4/3, when χ is either as in Theorem 1 or χ = 1B(0,1)/|B(0, 1)|. Comparing
(4.1) with (1.3) and (1.5), we note that the supremum is now outside the L2-norm, which
makes the above inequality significantly weaker, apart from the fact that it remains valid
when 4/3 ≤ ̺ ≤ 2. Norm-variation estimates quantify the rate of norm convergence (rather
than a.e. convergence) and can be useful when pointwise variational estimates are unavailable
or unknown; for instance see the paper [4].
Estimate (4.1) is shown along the lines of the proof presented in §3. We can assume that
̺ = 4/3, since the left-hand side decreases with ̺. This time
εmax = ε0 > ε1 > · · · > εm = εmin > 0
are fixed numbers, as opposed to the functions on S2 that we had before. Dualizing the mixed
ℓ
4/3
j (L
2)-norm we see that (4.1) is equivalent with
∣∣Λ(f,g)∣∣ .χ ‖f‖L4/3(R3)(
m∑
j=1
‖gj‖
4
L2(S2,σ)
)1/4
,
where g = (gj)
m
j=1 are measurable complex-valued functions on S
2 and Λ was already defined
in (3.4). For t ∈ [εmin, εmax), let j(t) denote the unique index j such that t ∈ [εj−1, εj).
Replicating the same steps between and (3.3) and (3.13), we further reduce (4.1) to
∣∣Θ˜(g, h)∣∣ . ( m∑
j=1
‖gj‖
4
L2(S2,σ)
)1/2
‖h‖L2(R3), (4.2)
where this time we are considering the form
Θ˜(g, h) :=
∫ ∞
1
∫ εmax
εmin
∫
(S2)2
gj(t)(ω)gj(t)(ω′)(h ∗ ψt/α)(ω − ω
′) dσ(ω) dσ(ω′)
dt
t
dα
α2
=
∫ ∞
1
m∑
j=1
∫
(S2)2
gj(ω)gj(ω′)
(
h ∗ (ϕεj−1/α − ϕεj/α)
)
(ω − ω′) dσ(ω) dσ(ω′)
dα
α2
.
Applying the restriction estimate (1.6) for each fixed choice of α and j yields
∣∣Θ˜(g, h)∣∣ . ∫ ∞
1
m∑
j=1
‖gj‖
2
L2(S2,σ)
∥∥h ∗ (ϕεj−1/α − ϕεj/α)∥∥L2(R3)dαα2 .
Using the Cauchy–Schwarz inequality for the summation in j, we see that the proof of (4.2)
will be complete once we have
sup
m∈N∪{0}
γ0>γ1>···>γm>0
( m∑
j=1
∥∥h ∗ (ϕγj−1 − ϕγj )∥∥2L2(R3)
)1/2
. ‖h‖L2(R3). (4.3)
However, (4.3) is a variant of the one-dimensional result by Jones, Ostrovskii, and Rosenblatt
[5, Thm. 1.5], the proof of which easily generalizes to higher dimensions and more general
cutoff functions ϕ.
Let us also remark that certain instances of (4.1) follow trivially by applying the ordinary
Fourier restriction estimate (1.1) to each piece f(χ̂εj−1 − χ̂εj) and then summing up in j.
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4.2. Open problems. It would be interesting to find the largest open range ̺ > ̺0 of
variational exponents for which (1.3) and (1.5) hold. In classical variational estimates, such
as (1.7), this range is typically ̺ > 2 and the estimate fails at the endpoint ̺ = 2. This
is the case because many variational estimates are reduced to or compared with Le´pingle’s
inequality [7]. However, usual counterexamples for ̺ ≤ 2 do not apply in our situation. A
somewhat weak argument that suggests the possibility of having variational Fourier restriction
estimates for certain exponents ̺ below 2 is the norm-variation estimate (4.1), which holds
for ̺ ≥ 4/3. Once again, the exponent ̺ in the same estimate for convolutions, i.e. in (4.3),
cannot go below 2, which indicates that the obstructions are different in our setting.
Once the largest possible variational range ̺ > ̺0 in (1.3) and (1.5) is determined, it would
also be interesting to control the jump-counting function at the missing endpoint ̺ = ̺0; see
the seminal paper by Jones, Seeger, and Wright [6] for the definition. Such a result is always
stronger, as the variational estimates can be derived from it using real interpolation, and
occasionally the reverse is also true; see the recent results by Mirek, Stein, and Zorin-Kranich
[8]. It is expected that the endpoint jump-counting inequality requires techniques beyond the
approach of the present paper, which simply uses the ordinary restriction estimate (1.1) and
variational estimates for convolutions (1.7) as black boxes.
Let us finalize with two remarks on possible analogous results in Rd for d 6= 3. Vitturi’s
proof [14] of the maximal estimate (1.2) generalizes to higher dimensions, d > 3, in a straight-
forward manner, but it misses the endpoint of the Tomas–Stein range. The same is true for
our proofs of Theorems 1 and 2; they work mutatis mutandis using obvious modifications
of the three key ingredients discussed in the Introduction (recall e.g. the remark after the
proof of Lemma 3). However, we decided to work in R3 since this is the most interesting
case. Variational, and even maximal, estimates for the Fourier restriction operator to higher-
dimensional spheres become increasingly more difficult as one approaches the Tomas–Stein
endpoint and, in particular, they are still open at the endpoint itself.
The paper by Mu¨ller, Ricci, and Wright [9] deals with curves in R2, such as the unit
circle S1, for which the endpoint Tomas–Stein inequality claims that the Fourier restriction
operator maps L6/5(R2) to L2(S1, σ). Our approach does not yield a variational refinement of
this result. A na¨ıve modification of the same proof would produce a cube (instead of a square)
in (3.9), which cannot be expanded out without ruining the subtle positivity of the factor
ψ̂(tx/α). A further apparent obstruction lies in the insufficient decay of the corresponding
Bessel function in part (b) of Lemma 3; this can however be accommodated for by merely
replacing the measure dα/α2 with dα/α1+δ for δ > 0 sufficiently close to 0. It would be
interesting to establish variational estimates for the Fourier restriction operator to planar
curves.
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