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Résumé – Dans cet article, on propose d’étendre les méthodes rang faible de traitement d’antenne à des cas multidimensionnelles. Deux types
de méthodes peuvent être envisagés : l’approche vectorielle et l’approche tensorielle. L’approche vectorielle consiste à mettre les données sous
forme de vecteurs et d’appliquer les traitements classiques. Dans ce cas, la structure des données n’est pas prise en compte ce qui peut nuire aux
performances et à la robustesse. Afin d’éviter ces problèmes, une approche tensorielle est proposée. On s’intéressera plus particulièrement au
cas du Space Time Adaptive Processing (STAP) rang faible. Afin de prendre en compte la nature des données STAP, une nouvelle décomposition
tensorielle est proposée : la AU-HOSVD. A partir de cette décomposition, un filtre STAP tensoriel rang faible est proposé. Afin d’illustrer l’intérêt
de notre approche, on l’applique à un cas particulier de STAP multidimensionnel : le STAP polarimétrique. On montre grâce à des simulations
numériques de Signal to Interference plus Noise Ratio (SINR) loss que les performances de nos filtres sont meilleures que celles données par
une approche vectorielle.
Abstract – In this paper, an extension of low rank methods used in sensor array is proposed. Two approches are possible. Firstly, the vector
approach consists of unfolding the data into vectors and applying the traditional methods. In this case, the data structure is lost which can lead
to a decrease of performance and/or robustness. A tensor approach is then proposed which prevents these problems. The case of low rank
Space Time Adaptive Processing (STAP) will be investigated. In order to take into account the nature of STAP data, a new orthogonal tensor
decomposition is proposed: the AU-HOSVD. Thanks to this decomposition, a low rank tensor STAP filter is derived. The proposed filter is
tested on polarimetric STAP data and compared to the classical vector filters, through the Signal to Interference plus Noise Ratio (SINR) loss
computation.
1 Introduction
De plus en plus d’applications en traitement de signal com-
portent des données multidimensionnelles alors que la majo-
rité des algorithmes sont issus de modèles vectoriels ou matri-
ciels. Il est donc nécessaire d’adapter les traitements classiques
à ces nouvelles configurations. Une première méthode consiste
à mettre les données sous forme de vecteurs ou de matrices et à
appliquer les traitements vectoriels classiques. Cependant ces
opérations détruisent la structure des données et peuvent en-
trainer une baisse des performances et/ou de la robustesse des
traitements.
L’algèbre multilinéaire [1, 2] permet d’exploiter ces données
tout en conservant leur structure. Les données sont alors repré-
sentées sous forme de tableaux multilinéaires appelés tenseurs.
Cependant la généralisation des traitements vectoriels ou ma-
triciels classiques au cas tensoriel n’est pas évidente. Considé-
rons l’exemple du traitement STAP. Cette technique est utilisée
en RADAR aéroporté afin de détecter une cible mobile noyée
dans des interférences (dues à la fois à la réponse du sol appe-
lée clutter et au bruit thermique). En configuration classique,
les données ont deux dimensions : une dimension spatiale et
une dimension temporelle. Dans ce cas, le traitement STAP re-
pose sur l’utilisation conjointe de la dimension spatiale et de la
dimension temporelle [3]. De plus, le clutter possède une struc-
ture rang faible qui permet d’aboutir à une version rang faible
du filtre STAP [4, 5].
De nouvelles configurations STAP sont apparues, telles que
le MIMO STAP ou le STAP polarimétrique [6] dont le nombre
de dimensions est supérieur à la configuration classique. Il pa-
rait donc pertinent de proposer une extension tensorielle du
STAP rang faible. Dans ce cas il est nécessaire d’utiliser une
décomposition tensorielle. En effet il n’existe pas de générali-
sation unique de la décomposition en valeurs singulières (SVD)
matricielle au cas tensoriel. Grâce à ses propriétés d’orthogona-
lité la HOSVD [2] semble appropriée. Cependant, on a montré
dans [7] que la HOSVD ne permettait pas d’exploiter convena-
blement la structure des données STAP. On propose donc d’in-
troduire une nouvelle décomposition orthogonale : l’Alterna-
tive Unfolding HOSVD. A l’aide de cette nouvelle décomposi-
tion, il est alors possible de proposer une version tensorielle du
filtre STAP rang faible.
Afin d’illustrer l’intérêt de notre approche, on l’applique à
un cas particulier de STAP multidimensionnel : le STAP pola-
rimétrique. On montre grâce à des simulations numériques de
Signal to Interference plus Noise Ratio (SINR) loss (qui per-
mettent de mesurer la perte d’un filtre par rapport au filtre op-
timal) que les performances de nos filtres sont meilleures que
celles données par une approche vectorielle.
Les conventions suivantes sont adoptées : l’italique indique
une quantité scalaire, une minuscule en gras indique un vec-
teur, une majuscule en gras indique une matrice et une lettre
calligraphique en gras un tenseur. ∗ correspond à l’opérateur de
conjugaison et H à la transposition conjuguée. E [.] est l’opé-
rateur d’espérance mathématique.
2 Décompositions tensorielles
Dans cette partie, on rappelle la définition de la Higher Or-
der Singular Value Decomposition. On introduit ensuite une
nouvelle décomposition : l’Alternative UnfoldingHOSVD. Soit
H ∈ CI1×I2×I3 , un tenseur d’ordre 3 et hi1i2i3 ses éléments.
2.1 Higher Order Singular Value Decomposition
La HOSVD est un cas particulier de la décomposition de
Tucker [8] Elle décompose un tenseur H de la manière sui-
vante [2] :
H =K×1 U(1) ×2 U(2) ×3 U(3),
où U(n) ∈ CIn×In , n = 1, 2, 3 est une matrice orthonor-
male et K ∈ CI1×I2×I3 le tenseur noyau, qui satisfait les
conditions de toute-orthogonalité [2]. ×n désigne le produit n-
mode. Les matrices U(n) sont obtenues à partir de la SVD 1
de [H]n = U(n)Σ(n)V(n)H . Puisque la HOSVD repose sur
les dépliements selon chaque dimension prise séparément, elle
ne permet pas d’accéder à l’information contenue dans une
combinaison de dimensions (spatio-temporelle par exemple).
C’est pourquoi on propose une nouvelle décomposition tenso-
rielle qui, tout en gardant les propriétés d’orthogonalité de la
HOSVD, permet d’accéder à ces informations croisées.
2.2 AU-HOSVD
Afin d’utiliser à la fois les informations simples et combi-
nées d’un tenseur on propose une nouvelle notation. Soit H ∈
CI1×...×IP , un tenseur d’ordre P . On note A = {1, . . . , P}
1. On note [H]n, n = 1, . . . , 3, l’opérateur qui déplie le tenseur H dans
la n-ème dimension. Par exemple pour n = 1, [H]1 ∈ CI1×I2I3 .
l’ensemble des dimensions de H et Al un sous ensemble de
A. Ainsi pour A1 = {1, 2} et A2 = {3, 4}, CIA1×IA2 signifie
CI1I2×I3I4 . Soit A1 . . .AL une partition de A. Alors H peut
être décomposé comme suit :
H =KA1/.../AL ×A1 U(A1) . . .×AL U(AL),
où ∀l ∈ [1, L], U(Al) ∈ CAl×Al est une matrice orthonormale 2.
KA1/.../AL ∈ CI1×...×IP est le tenseur noyau qui possède les
mêmes propriétés que le tenseur noyau de la HOSVD. ×Al dé-
signe le produit multimode 3. Il existe donc plusieurs façons de
décomposer un tenseur avec la cross-HOSVD ; chaque choix de
partition A1, . . . ,AL conduit à une décomposition différente.
Grâce à ses propriétés d’orthogonalité, il est possible de pro-
poser une approche rang faible tensorielle basée sur la AU-
HOSVD et de l’appliquer au STAP.
3 Filtres STAP tensoriels rang faible
3.1 STAP classique vectoriel
3.1.1 Modèle
Dans une configuration STAP, le récepteur RADAR est une
antenne composée de N éléments, émettant M impulsions sur
une rafale. Le problème est de filtrer un signal complexe s cor-
rompu par un bruit additif c + n dans un vecteur d’observa-
tion x. n est du aux composants électrique du radar alors que
c représente la réponse du sol (clutter). On dispose aussi de
K données secondaires, xk, ne contenant que du bruit. On a
x,xk ∈ CNM . On note α l’amplitude complexe de la cible. On
suppose que n,nk ∼ CN (0, σ2IMN ) et c, ck ∼ CN (0,Rc).
On note R = Rc + σ2IMN . Le problème se résume alors de
la manière suivante :
x = αs+ c+ n , (1)
xk = ck + nk k ∈ [1,K], (2)
3.1.2 Filtre rang faible
Afin d’appliquer une approche rang faible. On suppose que
Rc est une matrice de rang faible [3]. Le rang de cette matrice,
noté r peut être calculé grâce à la règle de Brennan [9]. On
note U0 une base du sous espace orthogonal au clutter obtenue
à partir de la SVD de R = UΣVH . U0 = [ur+1 . . .uNM ], où
ui sont les (NM − r) dernières colonnes de U. Le filtre STAP




ylr = | < wlr,x > | (4)
La version adaptative est obtenue en remplaçant U0 par son
estimée Uˆ0. Dans ce cas, K = 2r données secondaires sont
nécessaires pour retrouver les résultats classiques [4, 5].
2. U(Al) est obtenue à partir de la SVD d’un autre type de dépliement noté
[.]Al , qui permet d’obtenir une matrice de taille Al × A \ Al.
3. Ce produit est l’extension du produit n-mode utilisé pour la HOSVD.




On considère maintenant une configuration STAP polarimé-
trique. On dispose toujours d’une antenne composée de N élé-
ments, émettantM impulsions sur une rafale. On suppose main-
tenant que les éléments de l’antenne sont capables de rece-
voir dans plusieurs polarisations (HH, VV, HV). Les données
peuvent être mises sous la forme de tenseurs d’ordre trois. Le
problème garde la même forme que précédemment : il s’agit
de détecter un signal S perturbé par deux bruits additifs C etN
au sein d’une observation X tout en disposant de K données
secondaires Xk, ne contenant que du bruit.
X = S+ C+N (5)
Xk = Ck +Nk k ∈ [1,K]. (6)
X,Xk,C,Ck,N,Nk ∈ CI1×...×IP . On suppose que 4 vec(N),
vec(Nk) ∼ CN (0, σ2I3MN ) et vec(C),
vec(Ck) ∼ CN (0, SqMat(Rc)).
On note R = Rc + σ2SqMat−1(I3MN ). Le steering tenseur
S est construit comme suit :
S(θ, v) = vec−1
 sHH(θ, v)αV V sHH(θ, v)
αV HsHH(θ, v)
 , (7)
où sHH(θ, v) est égal au steering vecteur du cas classique [3].
αV V , αV H sont deux coefficients complexes, supposés connus.
Le tenseur de covariance du clutter est donné par :
SqMat(Rc) =
 Rc ρ√γV V Rc 0ρ∗√γV V Rc γV V Rc 0
0 0 γV H Rc
 ,
(8)
où Rc ∈ CMN×MN est la matrice de covariance du clutter du
canal HH, égale à celle du clutter dans le cas classique [3]. γV V
et γV H sont deux coefficient complexes relatifs à la nature du
sol et ρ est le coefficient de corrélation entre les canaux HH et
VV. Etant donnée la forme de Rpc, la structure rang faible du
clutter est conservée.
Remarque En appliquant l’opérateur vec aux équations (5)
et (6), on se retrouve le modèle décrit par les équations (1) et
(2), il est alors possible d’appliquer le filtre rang faible vecto-
riel.
3.2.2 Filtres rang faible tensoriels
Par analogie avec le cas vectoriel, le filtre STAP tensoriel
rang faible est donnée par la formule suivante :
Wlr(A1,...,AL) = S×A1 U(A1)0 U(A1)H0 . . .×AL U(AL)0 U(AL)H0
y = | <WA1,...,AL ,X > |
4. On note vec l’opérateur qui transforme un tenseur H en un vecteur
vec(H) ∈ CI1I2I3 et vec−1 l’opérateur inverse. De plus, on note SqMat
l’opérateur qui transforme un tenseur R ∈ CI1×I2×I3×I1×I2×I3 matrice
carrée, SqMat(R) ∈ CI1I2I3×I1I2I3 et SqMat−1 son inverse.
TABLE 1 – Description des différents filtre rang faible tensoriel
dans le cas du STAP polarimétrique
Partition Filtres Rangs Méthodes
A1 = {1, 2, 3} Wˆlr(1,2,3) r123 Vector
A1 = {1}, A2 = {2}, A3 = {3} Wˆlr(1/2/3) r1, r2, r3 HOSVD
A1 = {1, 2}, A2 = {3} Wˆlr(1,2/3) r12, r3 AU-HOSVD
A1 = {1}, A2 = {2, 3} Wˆlr(1/2,3) r1, r23 AU-HOSVD
A1 = {1, 3}, A2 = {2} Wˆlr(1,3/2) r13, r2 AU-HOSVD








Al ] (rAl = rank([R]Al)). La version adaptative
est obtenue 5 en remplaçant les U(Al)0 ’s par leur estimées Uˆ
(Al)
0 .
Il est donc possible de construire autant de filtres que de par-
titions de A possibles. La mise en œuvre de ces filtres nécessite
d’étudier les rangs rAl correspondants. Dans le cas du STAP
polarimétrique on a A = {1, 2, 3}. Il existe cinq partitions dif-
férentes de cet ensemble et donc cinq filtres rang faible tenso-
riels différents. Les filtres obtenus sont détaillés dans la table
1. Quand A1 = {1, 2, 3} le filtre est égal à son équivalent vec-
toriel. Lorsque A1 = {1}, A2 = {2}, A3 = {3} on obtient le
même filtre que celui obtenu avec la HOSVD. Les rangs asso-
ciés aux différents filtres sont décrits ci-dessous :
– r1 est le rang de la dimension spatiale et r2 le rang de la
dimension temporelle. Ils dépendent uniquement des pa-
ramètres du radar et ne sont pas déficients la plupart du
temps.
– r3 peut être déficient selon la nature des données et en
particulier selon la valeur de ρ.
– r12 est égal au rang de la matrice de covariance du cas
classique 2D et peut être calculé grâce à la règle de Bren-
nan [10].
– r123 est déficient, sa valeur dépend de r12 et r3.
– r13 et r23 peuvent être déficients selon les valeurs de r1,
r2 et r3.
4 Simulations
Critère de performance Afin de comparer les performances
de nos filtres, on propose d’utiliser le SINR loss qui mesure la
perte d’un filtre par rapport au filtre optimal. Dans notre cas il





Paramètres Les simulations sont réalisées avec les paramètres
suivants. La cible se déplace à une vitesse v = 10 m.s−1 et se





TABLE 2 – Valeurs des rangs pour ρ = 1 et ρ = 0.5
r1 r2 r3 r12 r23 r13 r123
ρ = 1 plein plein 2 15 16 16 30
ρ = 0.5 plein plein plein 15 plein plein 45
situe à θ = 0◦, une situation où le STAP 2D n’a pas de très
bonnes performances. Le récepteur est constitué de N = 8
éléments, émettant chacun M = 8 impulsions. Les autres pa-
ramètres du récepteur sont choisis de manière à ce que r1 et
r2 ne soient pas déficients. Le Signal to Noise Ratio (SNR) est
égal à 45 dB et le Clutter to Noise Ratio (CNR) est égal à 40 dB.
On considère deux scénarios : ρ = 1 où le clutter des canaux
HH et VV est entièrement corrélé et ρ = 0.5 qui correspond à
un scénario plus réaliste. Les valeurs des rangs sont présentés
dans la table 2 pour les deux scénarios.
Résultats Les figures 1 et 2 représentent les SINR losses en
fonction du nombre de données secondaires K. Ils sont cal-
culés grâces à des simulations de Monte-Carlo avec Nrea =
10000 réalisations pour chaque valeur de K. Sur les deux fi-
gures, le SINR loss du STAP 2D est représenté à des fins de
comparaison. On retrouve le résultat classique : le SINR loss at-
teint−3 dB lorsqueK = 2r12 = 30. De même le SINR loss de
Wˆlr(1,2,3) vaut−3 dB lorsqueK = 2r123 (60 pour ρ = 1 et 90
pour ρ = 0.5). Pour ρ = 1, les filtres ont tous des performances
correctes étant donné que tous possèdent au moins un rang dé-
ficient. Wˆlr(1/2/3), Wˆlr(1/2,3) and Wˆlr(1,3/2), qui ne peuvent
être obtenus que grâce à la AU-HOSVD, sont meilleurs que
Wˆlr(1,2,3) et le STAP 2D classique lorsqueK est petit. Lorsque
ρ = 0.5, les performances de Wˆlr(1,2/3) sont meilleures que
celles de Wˆlr(1,2,3) et du STAP 2D quelque soit le nombre
de données secondaires. En revanche Wˆlr(1/2/3), Wˆlr(1/2,3)
et Wˆlr(1,3/2) ont des performances médiocres. Cette situation
est due au fait qu’aucun rang associé à ces filtres n’est défi-
cient et donc qu’aucune projection n’a lieu. On constate que
dans tout les cas, les filtres ne pouvant être obtenus que par la
AU-HOSVD ont de meilleures performances. De plus, selon la
nature des données la partition qui donne les meilleurs résultats
n’est pas la même.
5 Conclusion
Dans cet article, nous avons introduit une nouvelle décompo-
sition tensorielle orthogonale : la AU-HOSVD, capable d’ex-
ploiter l’information contenues dans des combinaisons de di-
mensions. Grâce à cette propriété, nous avons pu proposer une
version tensorielle du filtre STAP rang faible que nous avons
appliquée au STAP polarimétrique. On a montré grâce aux si-
mulations de SINR loss que les performances des filtres obte-
nues avec la AU-HOSVD sont meilleures que celles des ap-
proches vectorielles.
FIGURE 1 – SINR loss en fonction du nombre de données
secondaires pour ρ = 1. La cible est située à la position
(θ = 0◦,v = 10m.s−1).
FIGURE 2 – SINR loss en fonction du nombre de données
secondaires pour ρ = 0.5. La cible est située à la position
(θ = 0◦,v = 10m.s−1).
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