ABSTRACT. A partial Steiner (k, l)-system is a k-uniform hypergraph G with the property that every l-element subset of V is contained in at most one edge of G . In this paper we show that for given k, l and t there exists a partial Steiner (k, l)-system such that whenever an l-element subset from every edge is chosen, the resulting l-uniform hypergraph contains a clique of size t. As the main result of this note, we establish asymptotic lower and upper bounds on the size of such cliques with respect to the order of Steiner systems.
Introduction
A partial Steiner (k, l)-system ((k, l)-system in short) is a k-uniform hypergraph G = (V, E ) with the property that every l-element subset of V is contained in at most one edge of G . For fixed k and l we denote the set of all (k, l)-systems by S(k, l). Questions regarding the maximum numbers of edges in (k, l)-systems have been studied, e.g., in [1] , [8] , [17] . Another direction of the research was pioneered by A l e x R o s a [15] , [16] , who was the first to investigate questions regarding the chromatic number of Steiner systems. This motivated a further study on chromatic numbers and independent sets of Steiner systems by a number of researchers (see, e.g., [4] , [5] , [6] , [9] , [12] , [18] ). The aim of this note is to introduce a Ramsey type parameter related to (k, l)-systems. The following notion of a selector is essential for the discussion. Let l < k be integers and H = (V, E ) be a k-uniform hypergraph. A selector is a function S :
n the l-uniform complete hypergraph of order n. With this concept in mind we start with the following reformulation of the Ramsey theorem (see, e.g., [10] , [14] ), which in particular says that there exists the smallest integer R l (k, t) such that any bluered coloring of the edges of K
Note that the smallest such integer n equals R l (k, t). In this note we are interested in an extension of Theorem 1.1 with V, 
The special case of Theorem 1.2 (for k = 3 and l = 2) follows from the result of the second author [7] , where it was shown that for any positive integer t and n large enough every projective Steiner triple system P G(n, 2) (cf. [3] ) satisfies the conditions of Theorem 1.2. In other words (for k = 3 and l = 2), projective Steiner triple systems P G(n, 2) have the property of (3, 2)-system T with n sufficiently large. Let H be an l-uniform hypergraph. Define the clique number of H as
Theorem 1.2 states that for any fixed k and l the function ω(n, k, l) → ∞ as n → ∞. For partial Steiner triple systems (PSTS), i.e., where k = 3 and l = 2, we show the following explicit bounds.
Ì ÓÖ Ñ 1.3º
Proof of Theorem 1.2
Let ≤ be a linear ordering of vertices V . For a given hypergraph G = (V, E ) denote by (G , ≤) the hypergraph with linear ordering ≤ on its vertices. Let (G , ≤) and (H , ≤) be two ordered hypergraphs with G = (V, E ) and H = (W, F ). Say the mapping φ :
We use the Ramsey theorem for Steiner systems established by J. N eš e tř i l and the third author.
be an integer. Then, there exists an ordered k-uniform hypergraph (H , ≤) with H ∈ S(k, l) and such that for every partition of the edges E
P r o o f o f T h e o r e m 1.2. First we are going to define an ordered Steiner system (G , ≤) to which we will apply Theorem 2.1.
Observe that (ii) and (iii) is equivalent to saying that the sets V (L, U )\U are
and
Clearly G = (V, E ) is (k, l)-system. Let ≤ be an arbitrary linear extension of the order we considered on elements of V . Let r = k l and let (H , ≤) be a graph guaranteed by Theorem 2.1. We claim that T is the desired graph H .
Consider an arbitrary selector S : H → V (H ) l (for convenience we identify H with its edge set). Consider the following partition of the edges of H as
where
and a copy of ( (1) and (2)) have the property that
Proof of Theorem 1.3
First, we find an upper bound on ω(n, 3, 2) by using a simple probabilistic argument.
P r o o f o f T h e o r e m 1.3 (upper bound)
. We show that for sufficiently large n the following inequality holds: ω(n, 3, 2) ≤ 2 log 3 n + 1.
In order to prove (3), it suffices to show that ω(G , 3, 2) ≤ 2 log 3 n + 1 for any PSTS G of order n. For a given PSTS G = (V, E ) with |V | = n we show that there exists a selector S :
2 , whenever M ⊆ V and |M | > 2 log 3 n + 1.
|E | for every possible selector S on G . For a fixed set M with |M | = m we have
and equivalently
Note that for m > 2 log 3 n + 1 we get
. Consequently, the right side of (4) is positive, i.e., there exists a selector with the required property.
In order to prove the lower bound on ω(n, 3, 2) we need to show the existence of the PSTS with the property that any selector chooses a clique of size Ω ln ln n . To this end, we construct a PSTS with the property that any sufficiently large subset of its vertices induces many triples. We need one auxiliary result, i.e., Proposition 3.3, which follows from a special version of Lovász Local Lemma, i.e., Corollary 3.2. Let A 1 , . . . , A n be events in a probability space. A graph Γ = (V, E) on the set vertices {1, 2, . . . , n} is called a dependency graph for the events A 1 , . . . , A n if for each i, 1 ≤ i ≤ n, the event A i is mutually independent of all the events A j : {i, j} / ∈ E . Ä ÑÑ 3.1 (Lovász Local Lemma)º (see, e.g., [2] ) Suppose that Γ = (V, E)
is a dependency graph for the events A 1 , . . . , A n and suppose there are real numbers x 1 , . . . , x n such that 0 < x i < 1 and
, with positive probability no event A i holds.
In the proof of Proposition 3.3 we will use the following consequence of Lemma 3.1.
ÓÖÓÐÐ ÖÝ 3.2º (For a similar result see [19] .) Let A 1 , . . . , A n be events with a dependency graph Γ = (V, E). Suppose, there exist real numbers y 1 , . . . , y n , δ such that 0 < δ < 1, 0 < y i Pr(A i ) ≤ δ and {i,j}∈E
and hence, the assumptions of Lemma 3.1 are satisfied. 
ÈÖÓÔÓ× Ø ÓÒ
, there is a pair, which is contained in at least
4 , A L is independent of all AL with |L ∩L| < 3. Similarly,
is independent of all A L and BM with |M ∩ L| < 3 and
If Pr(A) > 0, then there is a 3-uniform hypergraph G = (V, E ) which is a PSTS (no pair is covered more than once) such that for any M ⊆ V we have 
|L∩L|≥3
yL Pr(AL) +
|M ∩L|≥3
z M Pr(B M ) ≤ 99 100 ln(y L ), 
To estimate Pr(B M ) we will use Chernoff's inequality (see, e.g., [11, 
