Recent advances in the steel industry have encountered challenges in soliciting decision making solutions for quality control of products based on data mining techniques. In this paper, we present a steel quality control prediction system encompassing with real-world data as well as comprehensive data analysis results. The core process is cautiously designed as a regression problem, which is then best handled by grouping various learning algorithms with their massive resource of historical production datasets. The characteristics of the currently most popular learning models used in regression problem analysis are as well investigated and compared. The performance indicates our steel quality control prediction system based on ensemble machine learning model can offer promising result whilst delivering high usability for local manufacturers to address the production problem by aid of development of machine learning techniques. Furthermore, real-world deployment of this system is demonstrated and discussed. Finally, future directions and the performance expectation are pointed out.
I. INTRODUCTION
Steel is an essential raw material for industrial manufacturing. It is widely used everywhere, including buildings, bridges, ships, containers, medical instruments, and automobiles. In the steel industry, quality control of products is critical, which is determined by the characteristics of the industry. As the steel industry is a process-oriented industry, each production line is continuously produced in the production process. Furthermore, the production scale of each production line is relatively large, which means, a whole batch of products would be impacted with similar quality problems while quality problems occur. Under this circumstance, it will result in severe economy losses. Thus, companies in the steel industry seeks to solve this risk by introducing a better quality control solution, which is recently termed as intelligent manufacturing.
The steel production process also is very complicated. The entire procedure mainly consists of five stages of processes, which are iron-making, steel-making, hot-rolling, cold-rolling and heat-treatment [1] . The quality control of steel production is also very complicated during each stage of the process. It is a major challenge for the entire steel industry. The conventional approaches mainly use laboratory equipment to verify quality data. It refers to sampling the product in different production processes. The samples are returned to the laboratory and processed by the laboratory instruments for analysis. For example, a spectrum analyser is used to determine the chemical composition of the molten steel while a tensile machine is applied to determine the tensile strength of the finished product. Once obtaining the test results, the production will be carried out in terms of the plan if the results meet corresponding to the users' requirements. If it is not satisfied, it will be required to be re-processed in a subsequent process. Thus, these conventional test methods are not only costintensive but also extremely time-consuming. These impact the effectiveness and efficiency of the manufacture of factory.
An alternative option is to deploy statistical processing control (SPC) system, which has become widely used in the iron and steel industry [2] . However, the SPC system can only give warning of the parameters in the production process, and it cannot predict the actual values relevant to product quality [3] . Currently, the integration of IoT, big data, cloud computing and artificial intelligence technologies help manufacturing industries implement manufacturing cyberphysical systems, which is one of the critical features of Industry 4.0 [4] . Additionally, the development of machine learning, including various algorithms and theories, allows the researchers and developers to deal with the demands of manufacturing data analysis [5] . Machine learning methods have great potential to discover knowledge out of the vast amounts of data with the sustainable increase of manufacturing data repositories [4] [6] [7] .
Regarding the steel quality control problem, there is by far not elegant solution from both system level design and computational model deployment. One major issue is considered as the lack of on-site real data issue and the other is the domain knowledge from a long-term engagement in the steel industry. In this paper, we target this steel quality control predicting problem from both to present a comprehensive solution. The goal of predicting outcomes and uncovering the latent relationships in data is to turn massive amounts of manufacturing data into valuable information and knowledge that support the manufacturing system to improve decisionmaking process [8] [9] [10] . Lastly, a real-world deployment in Figure 1 . Schematic diagram of Steel Production processes [1] Nanjing Iron and Steel company is successfully implemented at the early stage of the steel production process.
The rest of this paper is organized as follows: the background and related work will be studied in section II; following the ensemble method for steel quality control will be discussed in section III, where the system framework for steel quality control will be also provided; an overall evaluation of the real-world deployment in the Nanjing Iron and Steel company is presented in section IV while the model performance is collected and discussed in section V; section VI concludes the paper.
II. BACKGROUND
In this section, we briefly review how the steel production process runs in the steel industry, and revisit the statistical process control for the estimation of steel quality control. Finally, we introduce the ensemble machine learning.
A. Steel production process
The industrial steel production process is demonstrated in Figure 1 , consisting of ironmaking, steelmaking, hot rolling, cold rolling and heat-treatment. Briefly, the first process is to obtain raw materials such as iron ores and coking coals, and then refine them into the cast irons in the ironmaking blast furnace. Secondly, the cast irons are smelted into steels using steel-making furnaces. Thirdly, the steels should be cast into steel ingots or slabs, and then be transported to the rolling mill for rolling or forging. Finally, steels can be molded to various shapes.
The steel production requires a series of manufacturing procedures. Given each procedure is complicated, timeconsuming and expensive, each of the links needs to enforce strict quality control. The information systems of steel companies generate and accumulate a significant amount of data, which can be considered as input variables [11] . Moreover, the input variables collected from the steelmaking processes are quite noisy [12] . The data cleaning and prepossessing should be undertaken to deal with inaccurate data and the specific use. Additionally, to describe the target concept sufficiently, feature selection is necessary in the system to reduce the dimensions of the datasets and increase model accuracy [13] .
B. Statistical Process Control
SPC is a quality control method, based on cause-effect relationships, for monitoring and controlling the quality of the manufacturing processes through the reduction of variability [14] [15] [16] . It plays a vital role in improving the competitiveness of their products in the steel industry [17] . The conventional monitoring method, Univariate Statistical Process Control (USPC) cannot detect abnormality easily when we have a large number of observations [1] . Multivariate Statistical Process Control (MSPC) can handle the highdimensional and correlated variables in the process through reducing the dimension of process variables and decomposing the correlation between them; principal component analysis (PCA) and the partial least squares (PLS) both are the most widely used in MSPC methods [18] .
C. Problem Description
The accurate prediction of the physical properties of steel has become an important research problem in the steel industry. Due to some limitations of conventional USPC and MSPC, Data mining techniques offer practical solutions for conventional USPC and MSPC methods limitation, such as the emphasis on diagnosis rather than detection, preprocess massive and multiple source datasets, complicated process and non-parametric problems [1] [12] [19] [20] .
Regression analysis is utilized to estimate the relationships between a combination of input variables (dependent) and an outcome variable (independent); it functions in understanding how the typical value of the dependent variable (actual value) changes when an independent variable (predicted value) varies [21] .
The main goal is to explore the prediction of performance in the steel production process by using continuous variables, such as temperature and pressure information. These variables are regularly recorded in the system. The prediction system is achieved by defining the task as a traditional regression problem, which involves applying one or more continuous inputs to forecast a desired output [22] . In this formulation, the estimation of steel quality control can be regarded as an objective output of the regression analysis.
III. ENSEMBLE MACHINE LEARNING FOR STEEL QUALITY CONTROL

A. Ensemble Methods
Ensemble methods are learning algorithms that combine multiple differential machine learning models to improve the prediction performance [23] [24] . A set of machine learning models can be referred to as base learners or weak learners [25] . Generally, an ensemble method helps to achieve stronger generalisation ability than that of a single model [25] [26] . Bagging, boosting, stacked generalisation (stacking) are the three most common approaches used to generate ensemble systems for solving different problems [23] . Stacking is a specific combination method, which combines a set of the firstlevel individual learners as input to a meta-learner for enhancing prediction accuracy and robustness [27] [28] .
B. System Framework for Nanjing Iron and Steel Company
The ensemble algorithm as well as the associated data flow has been implemented in a comprehensive system of Nanjing Iron and Steel Company. Figure 2 demonstrates the framework of this machine learning-based performance prediction system, which consists of four major layers from bottom to the top: raw datasets, data extraction and preprocessing, data modelling and analysis platform, and steel quality control integrated systems.
Raw datasets contain historical observations, a manufacturing execution system (MES) and Lab Execution System (LES) information.
Data extraction and preprocessing include analysis and processing of the abnormal data, filling of the missing values, and duplicate data removal. Due to the difference between the feature variables, to accelerate the convergence of the model, the processing of the datasets should be scaled their feature variables down to a range between 0 and 1.
Data modelling and analysis platform use Extract Transform Load (ETL) tools and real-time acquisition function to extract the information from the historical data set, which is imported into the system applications and products highperformance analytic appliance (SAP HANA) based data warehouse. The HANA built-in analysis tools, R language, and Python are also included to establish the platform.
Finally, based on the data modelling and analysis platform, production process analysis, quality tracking, data mining, and machine learning are developed as several major components to form the complete steel quality control layer.
C. Working Principle and Data Flow in System
As the steel quality control system using ensemble learning has been developed and implemented to solve the regression problem, Figure 3 shows a flowchart of the working principle of the ensemble learning system. After obtaining the MES and LES data from the steel quality management system, data analysis, data processing, and feature engineering are conducted to select 57 features as an input to the estimation models. As can be seen from Figure 4 , we also apply a heatmap to rank the top 10 correlation features. A high values demonstrate a strong relationships between features.
Provided that the data extraction and preprocessing have been well conducted, sorted data are then fed into the layer above it. Specifically, the data analysis phase is to understand the relationship between raw data and to explore their correlations and distribution. At the data processing phase, removing all duplicate records and replacing missing data process with valuable data are executed accordingly, which can be then utilized to provide accurate predictions for the steel company. Finally, based on a series of domain knowledge, we select 57 features such as the thickness of steel plates, the rolling temperature, the amount of cooling water, and chemical elements.
Moreover, as the estimation of steel quality control is a supervised regression learning, we start with the core machine learning concepts to generate a set of T base learners {ℎ 1 , . . . ℎ } to tackle the problem. In other words, the original training data is divided in a manner of T-fold. Then, the training data is processed for T times and each time it only produces one prediction.
In the top layer of the system, averaging method and stacking method works together with the initial learners in order to form a combined model, which functions in obtaining the corresponding combined output ( ) for the dependent variable x respectively. Furthermore, for the result validation stage, we measure our proposed model combinations by Rsquared (R2), Root Mean Square Error (RMSE), and Percentage of Error (PE).
D. Data Availability
Most steel companies have established information systems at the earlier stage, such as MES, LES, Enterprise Resource Planning (ERP), Energy Management System (EMS), and supervisory control and data acquisition (SCADA). The systems house the data generated during the whole product lifecycle. It includes order data, quality information in product manufacturing processes, price and quality information of the raw materials, process parameter information, as well as the energy consumption information from the production process. The datasets describe the entire life cycle of corresponding products. In this study, the data sources are primarily collected from the existing information systems of the Nanjing Iron and Steel company, which are MES and LES.
IV. EMPIRICAL EVALUATION
A. Datasets.
We use two different sets of data as demonstrated in Table  1 . The detailed explanation is as follows.
 MES dataset: It is an information management system for the production process execution layer of the manufacturing enterprise. We mainly obtained production process data of steel plates and process data from the MES system of the Nanjing Iron and Steel Company, including rolling performance, cooling performance, continuous casting performance and chemical composition.
 LES dataset: LES refers to the inspection and testing system of a manufacturing enterprise. We mainly obtained the performance evaluation data of the steel plate from the LES system, including yield strength, tensile strength, elongation and impact work.
B. Baselines.
In this paper, we extend the comparison of our deployed ensemble models with the following baselines:
 LM: Linear models learn functions predicted by a linear combination of attributes. Linear models include Linear Regression, Ridge Regression, Lasso Regression and ElasticNet.
 SVM(RBF): Support Vector Machine is a widely used machine learning model for both classification and regression problems. The selection of kernel function is a critical factor concerning the performance, among which Radial Basis Function (RBF) kernel function is widely used [29] .
 KRR: Kernel Ridge Regression is a well-known model combining Ridge Regression with the kernel function.
 KNN: K-Nearest Neighbours is non-parametric model incorporating with the distance matrix between data samples. KNN is flexible in distance matrix definitions and mostly its performance is good in practice.
 EL: Ensemble Learning is a powerful machine learning paradigm to use the multiple models for decreasing variance (bagging), bias (boosting) or making accurate predictions (stacking) [25] .
 RF: Random Forest is one of the most popular bagging algorithms, which is based on the decision tree algorithm [23] . RF has better resistibility to overfitting and usually has less variance.
 GBDT: Gradient Boosting Decision Tree is an ensemble model, which train a series of decision trees sequentially [30] [31].
 LGBM: Light GBM is a variant of Gradient Boosting Machine (GBM), which is a novel GBDT algorithm with Gradient-based One-Site Sampling (GOSS) and Exclusive Feature Bundling (EFB) techniques to deal with data instances and features respectively [30] [32] .
 XGBoost: eXtreme Gradient Boosting is an efficient and scalable implementation for tree boosting [33] [34].
V. MODEL PERFORMANCE
A. Evaluation Measurements
To evaluate the performance of our prediction system and furthermore to compare with our baselines, R-Square and root mean square error are included as the main measurements.
In details, we firstly define that is the observed value, ̅ is the average of the observed values, ̂ is the predicted value, and is the number of all available ground truths. ̅ is derived from Equation (1), relying on the availability of the observed value :
Several evaluation measurements are defined as below, Equation (2-4):
R-Square: the improvement in prediction from the regression model compared to the mean model. This value ranges from 0 to 1, while a closer value to 1 indicates a better prediction results.
(2) Root Mean Square Error (RMSE): the standard deviation of the residuals, measures the differences between the values which predicted by a model and the values observed. The lower the RMSE value, the better prediction results we get.
Another metrics, percentage of error (PE), is defined in Equation (4) to illustrate the percentage of error comparing with the average of the observed values. As shown in Equation (4), it stays synchronous with the RMSE level.
The experiment results in the execution of our 11 baselines are shown in Table 2 . Without any doubts, we can find that algorithms involve boosting strategy (GBDT, LGBM, and XGBoost) perform better than conventional single regression models (Linear Regression, Ridge Regression, and Lasso Regression). This result further indicates that the ensemble model can have the potential to outperform a single regression model.
The implementation of the ensemble learning system is carried out in the following sequence: training the prediction of a set of single models (base learners) at the first-level learner stage, the prediction of combined model (meta-learner) at second-level learner stage, and then the performance evaluation [27] . 
B. Main findings
To improve the accuracy of the model and reduce the overfitting, we adopt the methods of averaging and stacking sequentially. Based on the "many could be better than all" theorem, we only include some single learners to compose an ensemble model instead of applying all of them, which obtains superior performance [25] [35] .
Additionally, to reach a desired ensemble model, the selected base learners should be as diverse as possible between each other, while they can also report good performance independently [25] [36] . In this work, the combination strategy is as follows:
1) Combine the models with the Averaging method and combine the following models: SVM, KRR GBDT, XGBOOST.
2) Combine the models with the Stacking method and combine the following models SVM, KRR, lightGBM, XGBOOST.
The results of the Averaging ensemble model and Stacking ensemble model are illustrated in Table 3 and Figure 5 . We reported all results regarding the base models as well as the ensemble models in Figure 5 and Figure 6 .
From Table 3 and Figure 5 , we can see that the two assembled models outperform the single ones from all the evaluation metrics, including 2 , RMSE and percentage of error (PE). A lower RMSE and a lower PE indicate a better model whilst vice versa for 2 .
From the statistics and plots, it is easy to see that the assembled models, averaging ensemble model and stacking ensemble model, have lower RMSE and PE values and higher R-square values.
Figure 6. Models Ten Folds Random Evaluation
To better measure the performance of the models, the prediction errors of the models are collected in ten folds random evaluation. 'L', 'M', 'N' and 'O' is reported as the averaging ensemble and stacking ensemble models in Figure 6 . As we can see from Figure 6 , the averaging combination of SVM, KRR, LGBM, XGBoost (M) is better than other stacking method and single models.
By far, 4905 real-world samples from the on-site collection is used in our models for predicting steel quality. It is worth to consider that the model accuracy will be further improved when a larger and more comprehensive dataset is continuously generated and fed into our models in the near future.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a practical machine learning enabled prediction system for forecasting steel quality control, based on historical observation data. We evaluate the system, specifically concerning the performance of the deployed ensemble models on two types of datasets: MES and LES. The ensemble machine learning systems for steel quality control achieves performances which are significantly higher than other 11 baseline approaches, confirming that our prediction system is better and more robust to the steel quality prediction.
So far, this successfully deployed steel quality prediction system lays a foundation to incorporate machine learning and data analytics technologies in the real-world production process. The design of this system has taken the advantages from the data collection, domain knowledge building as well as the machine learning technologies. Therefore, there is great potential for discovering and exploiting a more sophisticated machine learning model for improving the accuracy of the steel quality prediction when data is accumulated dramatically.
In the future, we will consider other model combination strategies together with other types of base learners, such as neural networks with the fuzzy system [12] [16] . Meanwhile, with the massive data sources, some machine learning strategies, such as deep learning, will be incorporated in the next stage. Notably, using deep neural networks can not only have the potential for mining latent information, but also relieving the workload of feature engineering.
