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1. INTRODUCTION 
In this note we will generalize three known results for the linear ordinary 
differential equation of the form 
X” + q(t) x = 0 t=a (l-1) 
to the nonlinear ordinary differential equation of the form 
[p(t) x’l’ i dW(4 = 0. (1.2) 
We assume throughout this note that p and q are functions from the class 
C’[O, co), p > 0, and f is a continuous function of x. We will prove the 
following three theorems about (1.2): 
THEOREM 1.1. Assunze that q > 0, (pq)’ >, 0, 
F(x) = jnf(u) du -+ co as lXl-+~o, (l-3) 
0 
nttd 
qf(x) 3 W(x) > 0 for all x # 0, (1.4) 
where v is some constant. If there exists a positive absolutely continuous function 
b(t) such that 
F 
+m 1 
-= co, 
. b 
S( j t p I .L-&-o 7 + (P4P2 
lim inf rp(t)sr(t)l’ b(t) > 0 
t+co p(t) q(t) ’ 
(1.5) 
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where 2(pb-l); =: 1 (pb-l)’ 1 + (pb-I)‘, then each solution x of (1.2) can be 
extended as a solution to t 3 0 and 
lim x(t) :: lim I!@ lia x’(t) -_ 0. 
tiu i 1 t’= 4(t) 
THEOREM 1.2. Assume that q > 0, 
F(x) = jJf :> 0 for x #O, 
0 
and 
.c 
+m 
p-1 = cc; OY i 
+= 
q= co. (1.7) ” 
(i) If either (pq)’ > 0 andpq is bounded, OY (pq)’ < 0 and (pq)-l is bounded, 
then each solution x of (1.2) can be extended as a solution to t 2 0, px’ and 
q-lx’ are bounded, and 
lim+:up / x(t) I > 0. (1.8) 
(ii) In addition to (i), ;fF(x) -+ c;o as / x / --+ co, then each soktion x of 
(1.2) is bounded. 
THEOREM 1.3. If q < 0 and 
m 
p-‘(t) dt = 
and xf (x) > 0 for all x f 0, then each solution x of (1.2) satis-es 
/ii- j x(t) j = cc or jjItn_ I x(t) I = 0, 
1 
U-9) 
where tl is the right end point of the right maximal interval of existence of x as a 
solution of (1.2). 
Roughly speaking, the above three theorems tell something about the 
nature of the solutions of (1.2) when the function pq behaves in a fairly 
smooth manner for large values of t. For the most part, we prove something 
for each of the cases when pq -+ co as t + co, pq - p > 0 as t + co, and 
pq < 0 for all large values oft. If one makes the transformation 
then (1.2) becomes 
s 
t 1 s= -, 
OP 
(1.11) 
g + P(t) dt>fw = 0, 
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from which it becomes clear why the product pq plays an important role in the 
above results. The transformation (1 .l 1) is useful in the above cases only if 
(1.12) 
which we do not in general assume in the cases of Theorem 1.1 and 1.2. 
Hence, we are required to work directly with Eq. (1.2) in these cases. For 
the cases when (1.12) holds, first making the transformation (1.11) and then 
applying any of the theorems produces the same result as applying the theo- 
rem directly; in other words, the assumptions and conclusions of the theorems 
are invariant with respect to (1.11) when (1.12) holds. 
With respect to the degree of nonlinearity allowed, the three theorems 
above state that if $(x) > 0 when x f 0, F(x) = j,“f--+ CO, and $(x)/F(x) 
is bounded away from zero in the case of Theorem 1.1, then the solutions 
of the nonlinear equation (1.2) behave in the same way as the solutions of the 
linear equation (1 .l) for the properties considered (and for the cases of p and p 
studied). In particular, the well-known equation 
d + q(t) x2+-1 = 0, (1.13) 
where n is a positive integer, satisfies all the above assumptions onf. In this 
regard Theorems 1.2 and 1.3 when specialized to (1.13) are an extension of 
some recent observations of Utz [l]. Part (ii) of Theorem 1.2 is also an exten- 
sion of a result of Faizibaev [2]. In general, much work has been devoted to 
determining when properties of the solutions of linear equations of the 
form (1.1) are also properties of the solutions of nonlinear equations of the 
form (1.13). We note here the papers [3]-[6], [7]-[9], [lo], [ll]. 
For the special case of Eq. (1.1) Theorem 1.2, and Theorem 1.3 with 
j” 4 = co replacing the weaker assumption (1.9), is stated in Cesari [12, 
pp. 80-861. The main results of this paper are contained in Theorem 1.1 
and the corollaries of the next section. These results were first established for 
Eq. (1 .l) by Meir and the authors [13]. Related results have been given by 
Opial [lo]. 
2. THE CASE DESCRIBED BY THEOREM 1.1 
We will need the following two lemmas concerning Eq. (1.2): 
LEMMA 1. If for each solution x(t) of (1.2), x and x’ are on compact intervals 
bounded functions, then every solution of (1.2) can be extended as a solution to 
the interval [O, co). 
4”9/23 iI-2 
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LEMMA 2. Let q > 0, (pq)’ 2 0, and F(x) + co as j x 1 -+ co. Then, for 
each solution x(t) of (1.2) d ji e ne on an interval I (which may be bounded or d 
unbounded), x and (p/q)l12 x’ are bounded on I. 
PROOF OF LEMMA 1. Suppose that [t,, , tl) is the maximum interval 
to the right in which the solution x can be extended. If tl < co, we must have 
lim t-’ tl- x(t) or hm,,tl- x’(t) does not exist, for otherwise, we could extend 
x(t) beyond t, . Suppose that Em,, t,- x(t) does not exist. Since x(t) is bounded 
on [to , tl) by assumption, we must have that x2 = limt,tl- sup x(t) and 
x, = lim,++ inf x(t) exist and x2 > xi . But then limt,tl- sup / x’(t) / = 03, 
which contradicts that x’(t) is bounded. In a similar manner, if limt+tl- x’(t) 
does not exist, we obtain limt,tl- sup / [p(t) x’(t)]’ ( = co, but 
kJ@> x’W1’ = - nW(4 
is bounded on the finite interval [to , tl), which is a contradiction. Hence, we 
conclude that t, = co. Similarly, we can extend x(t) to the left as a solution 
to t = 0. 
PROOF OF LEMMA 2. Define 
v(t) = g (x’)2 + 2 j;f. (2-l) 
Then 
v’(t) = - (pq)’ q-2(“‘)2 < 0, (2.2) 
and so v is bounded on I. The conclusion of the lemma follows from F(x) --+ CO 
asjx/-+oo. 
PROOF OF THEOREM 1.1. From Lemmas 1 and 2, we conclude that each 
solution of (1.2) can be considered defined for all t > 0. We will prove the 
theorem by showing that v(t), as defined in (2.1), approaches zero as t + co. 
This is sufficient to imply (1.6). Let w(t) = v(t) ji l/b. Then, from (2.2) 
it follows that 
W’ = g - y (x’)2 i’:, $. 
From (1.2) and (1.4), we obtain the following estimate: 
v(t) = (1 + V) q-lp(x’)2 - Yq-Qxx’) + 2 Q - Wf(X) 
(2.3) 
< (1 + u) q-‘p(x’)” - Vq-l(pxx’)‘. 
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Substituting this into (2.3) and using [(pq)‘/pq] b Ji (l/b) -+ co as t + co 
from (1 S), we obtain the existence of a constant T 3 0 such that 
w’(t) < - Y y for all t 2 T. (2.4) 
Hence, 
for all t > to 3 T. By Lemma 2, there exists a constant C,, such that 
1 pm’ 1 < Co(pq)1/2; hence, 
where 
From 
/ (&)’ 1 (I@‘” G 1 (+g’ / & + c&F 
I 
t P (Pq>’ _ --- -2j$qD+q#‘&ip t, b b??)3’2 
we conclude that 
where C, is a constant. Hence, 
and so by (1.5), 
w(t)=o(J:+-) as t--too. 
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Since w(t) = u(t) J: (l/b), we conclude that n(t) =: o(l) as t--z co, which 
completes the proof. 
By using L’Hospital’s Rule, one can show that the second condition in (1.5), 
namely, 
holds if 
P:(t) 
kc [p(t) q(t)]“2 = O and 
lim p<t) I” [b’ol+ = 0. L 1 t’a: a(t) b(t) 
The following corollaries further illustrate the scope of Theorem 1.1. 
COROLLARY 2.1. If pq > 0 and 
lim inf rPB$~ t > 0 
t+m P(t) q(t) ’ (2.7) 
then e-very solution of (1.2) satisjies (1.6). 
COROLLARY 2.2. If (pq)’ is absolutely continuous and not identically zero and 
PC2 > 07 (PS)’ 3 0, (Pd” 3 0 
then every solution of (1.2) satis$es (1.6). 
COROLLARY 2.3. If (pq)’ is absolutely continuous and 
PP > 0, (P4)’ > 09 (PqY < 0, 
and if p(t) q(t) + co as t + co, then every solution of (1.2) satisjies (1.6). 
Corollaries 2.1 and 2.3 are direct consequences of Theorem 1.1 by taking 
b(t) = t + 1 and b(t) = bq/(psYl, respectively. Corollary 2.2 follows from 
Corollary 2.1 by noticing that 
4(t) PP> - d43) Pkl) G (t - to) [q(t) PWI’ 
for all t 3 t,, > T, and so (2.7) holds. 
3. PROOF OF THEOREM 1.2 
Consider first the case when (Pq)’ > 0 and pq is bounded. Let x be a solu- 
tion of (1.2) with maximal interval [t,, , tl) and let 
v(t) = p”(x’)” + 2pqF(x). (3.1) 
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Then 
v’(t) = 2(pq)‘F(x) >, 0. 
On the other hand, for 
we obtain 
w(t) = (pq)-l z, =pq-1(x’)2 + 227(x), 
w’ (t) = - (Pq)’ (W < 0 . 
Suppose that pq < M for all t > 0, then 
(3.2) 
x >, w(t) 3p for all t, B t < t, 9 (3.3) 
where p = iW1v(t,) and X = w(t,). If t, < co, then pa-l is bounded away 
from zero, and so the fact that w(t) is bounded implies that x’(t) is bounded 
on [to, t,); and hence, x(t) is bounded on [to, tl). By Lemma 1 of the pre- 
vious section, x can be extended as a solution to the right of tl , which is a 
contradiction. Hence, t, = co. 
Suppose that x(t) + 0 as t + co. Then F(x(t)) --+ 0 as t + co. Since 
0 < p < w(t) = y + 2q4 = pq ($j” + W(x) 
and both pq and (pq)-1 are bounded, we conclude that there exist constants v 
and T such that 
(pi’)” > v > 0 and 
( 1 
K22P>0 for all 
4 
t 3 T. (3.4) 
But (1.7) and (3.4) together contradict that x(t) --f 0 as t -+ co. Hence, 
lim t+m sup 1 x(t) / > 0, which proves (1.8). 
From w(t) < A, we obtain 
Hence, the boundedness of pq and (pq)-l imply the boundness of px’ and 
cl- %‘. It is also clear that w(t) < h and F(x) --f co as 1 x 1 -+ co imply that 
x(t) is bounded, which proves part (ii) of the theorem for this case. 
The case when (pq)’ < 0 and (pq)-l is b ounded can be handled in a manner 
similar to the above by interchanging the roles of v and w. 
4. PROOF OF THEOREM 1.3 
Let x be any nontrivial solution of (1.2). Then, we must have a point to 
such that either (i) x(t,) x’(t,,) > 0 or (ii) x(t) x’(t) < 0 for all values of t in 
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the interval in which r is defined as a solution. In the case of (ii), there must 
exist a point t, such that x(&J x’(t,) < 0, for otherwise, x(t) = 0 for all t. 
Let [ts , tr) denote the right maximal interval of existence for the solution X. 
We will consider case (i) first. From (1.2) we obtain 
so that 
(pxx’)’ = p(d)” - q&x) 3 0, 
and 
If t, = 00, we obtain thus x”(t) -+ 03 as t -+ tr from (1.9). Suppose that 
tr < 00. If x2(t) was a bounded function on [t,, , t,), then both x(t) and x’(t) 
would be bounded, which by Lemma 1 of Section 2 contradicts that [tc , tr) 
is the right maximal interval for x. Hence, we conclude that even if tr < co, 
x2(t) 7 cc~ as t t tl . 
Consider next case (ii). Suppose that x(t,,) > 0 and x’(t,,) < 0. Then 
x(t) > 0 and x’(t) < 0 for all t in [t, , ti), and so, x(t) 1 01 > 0 as t r tr and 
p(t) x’(t) t 0 as t f tr . From Lemma 1, it is clear that we must have tr = co. 
Suppose that 01 > 0. From (1.2) we obtain 
f 
and so it is clear that sy p(s)f(x(s)) ds exists. Hence, 
~(4 G> = jm dMW ds = 49 t 
A second integration yields 
x(t) = a - s p p-‘(s) &6 (4.1) 
where again there is no problem in showing that the infinite integral 
exists. Furthermore, we can interchange the order of integration in the integral 
in (4.1) to obtain 
x(t) = a - m I (I * P-w dr t t ) dWW) ds- (4.2) 
Since x(t) + 01 > 0 as t -+ 03 and of > 0 for x # 0, we can find positive 
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constants T and (T such that f(x(t)) > (Z for all t > T. Hence, from (4.2), 
it follows that 
x(t) > 01 - u /l” (j-1 P-W dy) 4s) ds for all t > T. (4.3) 
But from (1.9), it follows that 
which is impossible in (4.3). We conclude that LX = 0. 
The case when x(t,) < 0 and x’(t,,) > 0 is symmetrical to the above 
situation, and so can be handled similarly. 
Actually we have proven somewhat more than is stated in Theorem 1.3. 
In this regard we state the following corollary: 
COROLLARY 4.1. Let the assumptions in Theorem 1.3 hold and let x(t) be 
the solution of (1.2) such that x(t,) = x,, and x’(t,,) = xi. If x0x; > 0 then 
1 x(t) I+ co as t + tl -, where [to, 1 t ) is the right maximal interval of exist- 
ence of x(t). If x,,xi < 0, then x(t) can be extended as a solution to all t > t, 
and x(t)-+0 as t-+ co. 
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