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Wavelet-Based High-Order Adaptive Modeling of
Lossy Interconnects
S. Grivet-Talocia and F. Canavero
Abstract—This paper presents a numerical-modeling strategy
for simulation of fast transients in lossy electrical interconnects.
The proposed algorithm makes use of wavelet representations of
voltages and currents along the structure, with the aim of reducing
the computational complexity of standard time-domain solvers.
A special weak procedure for the implementation of possibly
dynamic and nonlinear boundary conditions allows to preserve
stability as well as a high approximation order, thus leading to
very accurate schemes. On the other hand, the wavelet expansion
allows the computation of the solution by using few significant
coefficients which are automatically determined at each time
step. A dynamically refinable mesh is then used to perform a
sparse time-stepping. Several numerical results illustrate the
high efficiency of the proposed algorithm, which has been tuned
and optimized for best performance in fast digital applications
typically found on modern PCB structures.
Index Terms—Finite difference methods, time-domain analysis,
transmission lines, wavelet transforms.
I. INTRODUCTION
THE ever-increasing demand for faster and faster digital ap-plications is leading to a great effort of both academia and
industry for the development of new analysis and design tools
for printed circuit board (PCB) structures. These tools should
provide precise and complete characterizations, with special at-
tention to all the possible causes of signal degradation which
inevitably leads to malfunctioning. These causes include losses,
crosstalk, nonuniformity, and interference from external fields.
It is well-known that electrical interconnects are one of the most
sensitive parts of modern PCB structures to these effects. We
then study in this paper the transient behavior of electrical inter-
connects by means of a new wavelet-based adaptive algorithm.
We concentrate in this paper on interconnects that can be
modeled through the multiconductor transmission lines (MTL)
equations. Therefore, we will assume without further check that
the fields surrounding the structure have a dominant transverse
component (quasi-TEM modes), even in the presence of high
losses, dielectric discontinuities, and longitudinal non uniformi-
ties [22], [11]. The quasi-TEM assumption holds in many cases
of practical interest.
The numerical modeling of electrical interconnects can be
performed with some standard schemes in both frequency do-
main and time domain. We focus here on time-domain modeling
since frequency-domain does not allow inclusion of nonlinear
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terminations, which are commonly found in practical situations
and which play a crucial role under the signal integrity stand-
point. Due to its simplicity, the finite-difference time-domain
(FDTD) scheme [17], [29] is usually employed for time-domain
simulation. This method allows the inclusion of nonlinear and
dynamic terminations [20] and skin effect losses [25], but its ac-
curacy is limited to second order. This implies a high number of
unknowns for electrically long interconnects.
We present in this paper a discretization strategy based on
high-order finite differences. These allow a significant reduc-
tion of the most relevant sources of numerical errors for FDTD,
namely numerical dispersion [13], [14], thus allowing use of a
reduced number of unknowns for the computation of the so-
lution at a prescribed accuracy. However, high-order schemes
present some difficulties in the treatment of the boundary condi-
tions. Indeed, preservation of high order at all spatial nodes may
lead to late time instability [1], [2], [27], [28]. For this reason, we
present a novel procedure based on a weak approximation of the
boundary equations, which preserves strict stability of the termi-
nated scheme even with high-order differences at the boundary
nodes. The implementation is straightforward. The final out-
come is a modeling tool for arbitrary interconnects (including
the case of frequency-dependent losses) terminated by arbitrary
nonlinear and dynamic loads. It should be noted that behavioral
models of actual digital ports [18] may also be included in such
framework.
The main result of this paper is the optimization of the
above-mentioned high-order discretization through wavelet-
based adaptive strategies. Indeed, a typical transient waveform
traveling on PCB interconnects presents some smooth regions
(well-treated by high-order schemes) and localized regions
with faster variations (like, e.g., steep fronts of digital pulses).
The latter require in any case a high density of discretization
nodes to insure accurate representations. However, a very
fine discretization is not required in the smooth regions. It is
then natural to resort to some more advanced representation
allowing mesh coarsening and refinement on the basis of the
structure of the solution. Wavelets are the most appropriate
mathematical tool to be employed in such cases [9], [10],
[15]. We will show how a simple change of basis in the
representation of the solution allows to work with wavelet
coefficients instead of nodal values. Most of these coefficients
can be neglected without significantly affecting the accuracy
of the simulation, leading to highly sparse representations.
The number of operations required for the simulation are then
significantly reduced with respect to nonadaptive schemes.
The paper is organized as follows. Section II details the
problem under investigation and the equations that will be
0018–9375/01$10.00 © 2001 IEEE
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solved numerically. Section III describes the high-order differ-
ence approximations together with the stable implementation
of the termination equations. Also the treatment of skin effect
losses and the choice of time discretization are detailed here.
Section IV describes the wavelet-based adaptive approxi-
mation, the criteria leading to a sparse representation of the
solution, and the main algorithm exploiting dynamic mesh
refinement and coarsening. Section V illustrates the efficiency
of the proposed scheme through a set of numerical examples.
Finally, conclusions are drawn in Section VI.
II. PROBLEM STATEMENT
The structure under investigation is an electrical interconnect
made of an arbitrary number of conductors (plus reference)
and described by the MTL equations [22]
(1)
(2)
where boldface quantities are used to indicate vectors or ma-
trices. The line geometry is taken into account in the definition
of the per-unit-length inductance , capacitance , and conduc-
tance matrices. The conductor losses are represented by the
transient internal impedance matrix , which is defined in
the Laplace domain as
where is the per-unit-length resistance and the
per-unit-length internal inductance related to the magnetic flux
within the conductors. The frequency-dependent losses due to
skin effect are herewith approximated through the commonly
used Holt model [19]
which inserted into the MTL equations gives rise to a time-do-
main convolution term [22], [25]
(3)
(4)
This is a classical model for skin-effect losses, which has been
extensively used in the related literature. On the other hand, it
is well-known that this model may be too idealized for the rep-
resentation of more complicated frequency dependent param-
eters in modern technologies. However, the numerical scheme
employed in this work, which is based on the Prony’s approx-
imation [21], may be applied in principle to other skin-effect
models. Therefore, we will only consider the Holt model in the
following, noting that other models could be accounted for by
re-computing the Prony coefficients of Table I according to the
procedure detailed in Section III.
TABLE I
COEFFICIENTS OF THE PRONY APPROXIMATION OF Z
It will be convenient to express (3)–(4) in a time-explicit
form. Therefore, we premultiply the MTL equations by
and , respectively, obtaining
(5)
(6)
The discretization described in Section III requires the
solution to be expressed in terms of forward and backward
propagating waves for proving strict late time stability. For this
reason, we apply the modal transformation in order to decouple
the above system. We define the frequency-independent modal
transformation matrix such that the product is
diagonal. Introducing the modal voltages and currents through
where the superscript indicates inverse and transpose, we get
(7)
(8)
where and are diagonal. Note
that only the lossless part of the MTL equations is diagonalized,
since the matrices related to losses are in general full. It is indeed
well known that a frequency-independent modal decomposition
does not allow full decoupling [23]. The voltages and currents
are decomposed into the different modes characteristic of the
lossless part of the MTL. With a slight abuse of language we
will consistently denote these as “modes” throughout the paper.
However, it should be kept in mind that “cross-modal” coupling
exists through losses.
Defining the modal (diagonal) characteristic impedance and
velocity matrices as
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and defining the forward and backward power waves
through
we get the final form of the MTL equations
(9)
where
It should be noted that the above-defined power waves coincide
with scattering waves defined with a reference impedance equal
to the characteristic impedance of the lossless part
of the MTL.
The terminations that will be considered in this work are ar-
bitrary nonlinear and dynamic networks, in order to model all
kinds of lumped ports that can be found on PCBs. We can ex-
press the terminations dynamics through, e.g., their state equa-
tions. If we define the array collecting all the internal states of
any termination (i.e., capacitor voltages and inductor currents),
we can write
(10)
where is a symmetric strictly positive definite matrix col-
lecting the lumped capacitances and (possibly coupled) induc-
tances of the termination, and indicate, respectively,
the incident and reflected power waves (scattering waves de-
fined as above) at the termination. The above expression has
some advantages with respect to more standard forms using
voltages and currents. First, since the scattering waves prop-
agate along the MTL almost independently (they are coupled
only through losses), the incident waves into the terminations
depend (almost) only on the electrical state of the MTL and not
of the termination. These must be regarded as “causes” exciting
the termination dynamics and the state . The time evolution
of the state must not depend on the reflected waves, since they
would propagate away from the termination. These must be re-
garded as “effects” induced by the incident waves and by the
termination dynamics. Hence, the reflected waves appear only
in the output section of the state equations. Second, the above
expressions will allow to prove rigorously the strict stability of
the terminated scheme to be presented in Section III.
The simple equivalent circuits of Fig. 1 may be used to write
down the termination equations in the form of (10). The MTL
section is replaced by a vector Thévénin or Norton equivalent
circuit with internal impedance equal to . The equivalent
Fig. 1. Equivalent circuit for the derivation of the state equations for the
termination networks. The equivalent voltage and current sources are related to
the incident wave vector through (11), whileY = Z .
voltage or current sources are proportional to the incident wave
vector through
(11)
Both circuits are formally equivalent. However, the Norton cir-
cuit may be more suitable for direct implementation of the trans-
mission-line segments into some standard circuit simulation en-
vironment based on modified nodal analysis (MNA) [26], [31].
It should be noted that in the simple case of passive linear static
terminations the size of the state vector reduces to zero, and the
usual expressions relating the reflected waves to the incident
waves through the scattering matrix or reflection coefficient ma-
trix are recovered.
III. HIGH-ORDER APPROXIMATION OF MTL EQUATIONS
The discretization of the MTL equations (9) is performed
through three separate steps. First, the line is subdivided into
evenly spaced nodes and
a suitable spatial difference approximation is performed. Then,
the boundary equations are inserted. Finally, a time discretiza-
tion is applied in order to get a time-stepping scheme. In this
last stage also the convolution terms due to skin effect losses
are treated.
We begin with the spatial approximation, which is performed
through a suitable finite difference operator of arbitrary order .
In general, given the arrays collecting the nodal values
of any function , and collecting the nodal values of its
first derivative, the scheme can be cast in the general form
where is the spatial grid size. Note that we are including
in this formulation, also implicit differentiation schemes due to
the presence of matrix . Both matrices and are generally
banded with few nonvanishing diagonals, the number of entries
per row being related to the order of the scheme. This abstract
formulation takes into account the nonsymmetric differentiation
stencils related to the nodes close to the edges of the domain.
We will constrain our analysis only to those difference ap-
proximations satisfying certain symmetry conditions, which are
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indeed essential to prove strict stability of the boundary treat-
ment [2], [27]. Specifically,
with . These are called Summation-By-Parts (SBP)
operators [27], [28]. When applied to . (9), we get the following
expression,
(12)
where collect all the nodal values of the wave vectors
along the line, is the identity matrix of order , and indi-
cates the Kronecker matrix product [30]. The definition of the
latter is briefly recalled in Appendix A.
We turn now to the insertion of the termination equations
into the scheme. The guidelines for the boundary treatment are
generality, simplicity, stability, and preservation of high order
accuracy also at the edges of the line. The first two require-
ments indicate that any type of termination should be allowed,
but the practical implementation should be as simple and pos-
sible. The last two requirements are related to two important fea-
tures that may be difficult to enforce at the same time. Indeed,
both theoretical and numerical evidence has been given that a
conventional boundary treatment (based on the elimination of
some border variables using the termination equations) allows
a global high-order approximation but may result unstable [28].
For this reason, we concentrate on an alternative procedure for
the terminations based on a weak treatment. We detail this pro-
cedure below.
We refer to Fig. 2 for the definition of the border variables
involved in the boundary implementation. We indicate with
, and the nodal values of the scat-
tering waves at the edges of the MTL segment. The incident
waves into the left and right terminations are, respectively,
and , while the reflected waves from the left
and right terminations are, respectively, .
In order to comply with the above described requirements, we
directly excite the terminations with the nodal values of the
waves exiting the MTL, i.e., we set
The reflected waves are computed through the state equations
of the termination networks
(13)
We define, then, the left and right termination errors as
Fig. 2. Border waves involved in the weak boundary treatment.
A conventional boundary treatment would enforce and
to be vanishing, thus allowing to eliminate the nodal
variables and from the system. Conversely, the
proposed technique does not enforce any constraint on the
boundary errors. All the nodal variables are retained in the set
of unknowns. The boundary errors and are simply
weighted by a suitable penalty parameter and added to the
MTL equations as
(14)
where and are the first and last columns of , re-
spectively. The above expressions, together with the state equa-
tions of the terminations, constitute a system of ordinary dif-
ferential equations (ODEs) where the only variable yet to be
discretized is time. It can be rigorously proved (see [2], [27]
for a detailed analysis in the static and linear terminations case)
that this discretization results in a strictly stable and consistent
scheme (of order ). Therefore, convergence under grid refine-
ment is insured since both the local truncation error and its late
time behavior are under control. These convergence properties
allow to conclude that also the boundary errors remain
bounded and tend to zero with order . The general stability
proof is omitted here for the sake of conciseness but is detailed
in Appendix B. As a byproduct of the proof, a guideline for the
selection of the penalty parameter can be easily determined.
For the difference operators that will be used in this paper [3]
we have and . This results in an optimal
choice for this parameter regardless of the nature of
the termination.
The last step in the discretization process is the selection of
a suitable time-stepping algorithm to solve the global system of
ODEs. The choice of this scheme must be determined by the
eigenspectrum of the system (14), in order to achieve late-time
stability [16]. As an example, we report in Fig. 3 the eigenspec-
trum of an open-circuited line at both ends discretized with a
fourth-order SBP explicit difference scheme [3]. It is clear that
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Fig. 3. Eigenspectrum of an open-circuited line discretized (N = 50) with a
fourth-order explicit difference scheme.
the standard leapfrog scheme based on centered second-order fi-
nite differences in time is not suitable for this spatial discretiza-
tion. In fact, its stability region (a symmetric interval of the
imaginary axis [17], [29]) would not encompass all the eigen-
values due to the spatial discretization and depicted in the plot
for the mentioned case. The time discretization scheme to be
used for the present application must have a stability region
which extends also in the left half complex plane. It turns out
that the classical fourth-order Runge-Kutta (RK4) scheme [24]
is nearly optimal for our purpose. Its stability region is well-
suited to the location of the spatial eigenvalues [16]. Moreover,
it is an explicit scheme allowing for recursive time-stepping just
like FDTD. Finally, since we are mainly interested in high-order
spatial approximation, we also have a high-order (fourth-order)
scheme in time. This is obviously a good choice for the dis-
cretization of hyperbolic equations like MTLs, where the global
accuracy is dictated by the lowest order between space and time
discretization. We remark that the Courant condition for the
combination of an explicit fourth-order scheme in space with
RK4 time-stepping is , i.e., almost twice as
much as for the standard FDTD scheme [16].
The practical implementation of the RK4 time-stepping
scheme that we use in this report takes into account the
time-domain convolution terms due to skin-effect losses in an
approximate way. A direct application to the integro-differential
equation would result indeed too involved and computationally
expensive. We detail below the proposed time discretization.
Let us rewrite system (14) as
where the array collects all the unknowns, and the vector
function collects all the terms excluding those related to the
high-frequency losses. The latter are reported through the oper-
ator , defined as
It should be noted that, if we remove the convolution terms, we
get a system of ODEs representing a high-order approximation
of the MTL equations with only dc losses
Direct application of the RK4 scheme to this system gives the
following recursion equation
where the term (see, e.g., [24]) represents the correction to be
applied to the solution at time step in order to get the
solution at time step . This correction is deter-
mined through a four-step approximation of the first derivative
of the solution throughout the interval , thus leading
to fourth-order accuracy. This suggests the form of the approxi-
mate time-stepping equation for the solution with the skin effect
terms. A centered approximation of the convolution integral is
applied as an additional correction term, leading to the update
equation
where
The actual computation of is performed here through
the well-known Prony approximation [21]. The latter is based on
a fit of the convolution kernel with exponential functions giving
rise to recursive convolution terms. We omit here the standard
derivation (see, e.g., [22], [25] for the FDTD case), leading to
the final expression
where the auxiliary arrays are computed through the fol-
lowing recursion rule
(15)
The coefficients represent the -term
Prony approximation of
according to
(16)
We have found that setting allows to cover with negli-
gible error at least three decades for the parameter . The cor-
responding values of and are listed in Table I.
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(a) (b)
Fig. 4. Typical transient waveform along: (a) an MTL segment and (b) location of wavelet coefficients larger than " = 2 10 .
IV. ADAPTIVE DISCRETIZATION
This section is devoted to the description of the wavelet ex-
pansion that will lead to a sparse representation of the power
waves along the MTL. We will show that the structure of tran-
sient waveforms typically found on PCBs can be captured with
very few significant unknowns, provided that these represent ex-
pansion coefficients into some wavelet basis. Working then in a
wavelet basis will allow a drastic reduction in the number of
operations required to compute the solution for a given fixed
accuracy.
Many excellent books and papers exist on wavelets, therefore
we will not give a detailed derivation here. For the interested
reader, we point to [4]–[6] for general wavelet theory and [7],
[8]. and [15] for some details on the sparse approximations that
will be used in this paper. In the following paragraphs, we de-
tail the main results that are essential for the presentation of the
main algorithm. We detail in separate subsections, the standard
definition of a static adaptive approximation through wavelets
(Section IV-A) and its application for the definition of a dy-
namic mesh refinement/coarsening allowing for a sparse com-
putation of the MTL transient solution (Section IV-B).
A. Static Adaptivity
We recall that any finite energy function can be
expanded into a summation of scaling functions and
wavelets according to
(17)
where the index defines the refinement level and the index
selects a specific basis function at a given level. Higher levels
describe finer and finer details in the function , while the
scaling functions terms at the minimum refinement level de-
scribe a smooth “low frequency” approximation of . Since
the summation over levels extends up to , the expansion is
exact in the energy norm.
Since we are expanding a function defined on a bounded do-
main (any practical MTL has finite length) we cannot express
the single scaling functions and wavelets through the usual di-
lations and translations of a single mother scaling function and
wavelet. We must resort to a construction of wavelets specifi-
cally built on bounded domains. This construction is quite deli-
cate since the many good properties of wavelets may be lost in
the definition of those basis functions that are collocated near the
edges of the domain. We use in this paper, the wavelet system
constructed in [12], specifically biorthogonal B-spline wavelets
with two vanishing moments. This system has been explicitly
built with special attention to the spatial localization close to
the edges. As a result, each wavelet function has a small
compact (finite-size) support proportional to and centered
around the location .
In practical applications the summation in (17) cannot ex-
tend up to , so a maximum refinement level must be
determined a priori. In addition, the theory of wavelet-based
nonlinear approximations [5], [8] indicates that we can neglect
all those wavelet contributions having a small coefficient .
Fixing a threshold controlling the accuracy of the approxima-
tion, we can define a (static) adaptive approximation as
(18)
where the index set is defined as
and selects those coefficients to be retained in the summation
(the “active” coefficients) through hard thresholding. The ex-
ample reported in Fig. 4 illustrates this adaptive approximation
applied to a transient waveform typically found on MTLs car-
rying fast digital signals (left panel). The right panel indicates
with a dot the location of all the scaling functions and ac-
tive wavelet coefficients included in the summation, i.e., larger
than the threshold . We can note that these signif-
icant coefficients extend throughout the domain for low levels,
thus recovering the smooth part of the signal. Conversely, as the
level increases, only those coefficients located around the front
result larger than the threshold. The others can be neglected
without significantly affecting the accuracy of the representa-
tion. In fact, for this example the relative norm of the residual
results less than , while only 5% of the total coefficients is
used in the expansion.
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B. Dynamic Adaptivity
We turn now to the application of the above described adap-
tive representation to the MTL equations. We impose an ad-
ditional constraint that the number of spatial nodes in
the finite difference discretization of the foregoing section co-
incides with the total number of coefficients in the wavelet ex-
pansion. Choosing a maximum refinement level , this cor-
responds for the specific wavelet system used in this paper to
setting . We define then a wavelet transformation
matrix mapping the nodal values of any given function into
the set of the scaling functions and wavelet coefficients up to
level . Performing this change of basis to each separate
power wave in (14) leads to the following expression
(19)
where . The vectors and collect all the
scaling functions and wavelets coefficients of the solution. This
system is fully equivalent to (14), but the solution is expressed
in a wavelet basis.
As a consequence of the wavelet representation, the vectors
of unknowns and can be very sparse at any fixed
time . Therefore, only a small subset of system (19) is actu-
ally needed for the computation of the solution in the overall
time-stepping scheme, since many operations reduce to multi-
plication by zeros. A smart use of sparse matrices allows then
to compute the solution with a much reduced number of opera-
tions. Some important issues related to this sparse time-stepping
strategy are discussed in the following paragraphs.
We use forward and backward propagating modal waves for
the description of the electrical status of the line. The propaga-
tion of each mode is almost independent from any other mode,
with the only coupling being provided by losses (see the di-
agonalization procedure in Section II). This coupling is quite
weak for realistic structures, even in the case of moderately
high losses. Therefore, we can assume that each separate mode
should be characterized by its own set of active wavelet coeffi-
cients. At each time step we then perform a hard thresholding of
wavelet coefficients for each separate mode, therefore obtaining
a total of separate sets of indices. This is the minimal set of
coefficients strictly needed for an accurate representation of the
solution.
There are some coefficients that must be kept active at all time
iterations regardless of the structure of the solution. These can
be collected in two different classes itemized below.
1) The scaling function coefficients at the minimum refine-
ment level . These coefficients allow to recover the
low-frequency behavior of the solution, and correspond
to a coarse discretization mesh. Due to the construction of
wavelet systems on bounded domains these coefficients
are always required. However, their number may be very
small according to the particular type of wavelets em-
ployed in the simulation. In this paper we, set ,
thus obtaining 17 scaling function coefficients per mode.
2) The first wavelet coefficient near each boundary at any re-
finement level up to the maximum level . These
coefficients are necessary since they allow to capture the
possibly fast variations induced by the lumped sources
or by the non linearities at the terminations of the line.
Since the waveforms launched into the line are not known
a priori, the adaptive algorithm must be conservative and
compute in any case at least one coefficient (one is suffi-
cient) at all refinement levels. The number of these coef-
ficients is per termination.
The particular choice of the threshold which is best suited
for the simulation depends on the features of the sources ex-
citing the line (rise time) and on the strength of the non lineari-
ties present in the terminations. An additional degree of freedom
in the thresholding procedure could be provided by a level-de-
pendent threshold . This would allow a fine-tunable selec-
tivity over different spatial (and therefore temporal) scales. We
have performed several tests with different types of scale-de-
pendent thresholds, without noting significant advantages with
respect to the simpler uniform threshold. Therefore, all the nu-
merical examples that will be presented in the forthcoming sec-
tion are obtained with a fixed threshold.
Once the set of active coefficients at time (we will
denote it as ) has been determined, it is possible to guess a
priori which will be the set of active coefficients at the next itera-
tion . More precisely, it is possible to determine an enlarged
set that strictly includes the actual set of indices
that is expected to be significant at the next time iteration. This
is a consequence of the finite propagation speed intrinsic in the
MTL equations, which allows any singularity to move forward
or backward of a finite extent. More precisely, let us assume that
a singularity is located around at time . Assuming a
maximum modal propagation speed equal to , we see that
the singularity will be located at time at a point
within the interval . In particular,
if the time-stepping is performed at a Courant number ,
which is the case for all the numerical examples presented in
this paper, we conclude that the interval extends in both direc-
tions less than the finest resolution employed in
the discretization. The conclusion translates into a simple rule
for the determination of the set : if a coefficient is ac-
tive at time , include in the set of coefficients to be computed
at the next time iteration the three coefficients , and
. A more precise and abstract definition of set can
be given as
where the extension operator is defined as
It should be noted that the addition of one coefficient on the
left and on the right allows to capture the inevitable distortion
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(a) (b)
Fig. 5. Comparison between FDTD and fourth-order schemes with RK4 time stepping applied to a unmatched scalar transmission line. (a) The L error on the
termination voltage at the right boundary (Gaussian source). (b) The L error of the voltage distribution along the line at the final time t = 10 (step source).
in the waveform of each mode due to the effects of frequency-
dependent losses.
In case of high losses, there may be quite significant distor-
tions of the modal waveforms during their propagation due to
the nonlocal effects of the convolution kernel related to the in-
ternal impedance. Consequently, a more refined definition of the
set may be obtained through iterative application of the
extension operator
where
The value is sufficient in case of distortionless propaga-
tion. Conversely, larger values may be used for getting a more
precise but less sparse representation of the solution. The sev-
eral tests that we performed lead to the conclusion that setting
or works well in most cases of practical interest,
even with high losses.
An additional remark about the location of active coefficients
is in order. Strong theoretical arguments on the structure of
Sobolev and Besov function spaces [5], [7], [8] indicate that
the decay of the wavelet coefficients for increasing level de-
pends on the local regularity of the function being approxi-
mated. As we pointed in Section IV–A, local smoothness im-
plies fast decay, while local singularities (to be intended in broad
sense as regions of faster variations in or its derivatives) imply
slower decay. When looking then at fast digital signals, where
the “singularities” correspond to the rising or falling edges due
to logic transitions, it turns out that the index set is practi-
cally tree-structured. If a coefficient is active, then also its
“father” coefficient must be active, where indi-
cates the smallest integer larger than . This fact can be used on
one hand to produce efficient indexing algorithms and memory
handling. In addition, the proposed extension operator (and
consequently its refined version ) preserves this property: if
is tree-structured, then also is tree-structured.
Insofar we have detailed the sparse representation of the so-
lution and the algorithm allowing for the sparse update of the
wavelet coefficients, thus avoiding the computation of those co-
efficients that will be negligible at the next time iteration. How-
ever, we should point that also the auxiliary vectors of (15)
used for the Prony approximation of the skin-effect terms should
be approximated with a sparse representation. Otherwise, the ef-
fectiveness of the adaptive algorithm would be wasted in case of
ac losses. It turns out that the recurrence rule (15) relates each of
these vectors to the time derivative of the unknowns. The time
derivatives are large exactly where the fast variations of the solu-
tion occur. Therefore, we can use also for the auxiliary vectors
the index sets already in use for the representation of the
solution. This is a considerable advantage since it simplifies the
adaptive indexing algorithm.
We summarize below the key steps to be performed at each
iteration.
1) At iteration start with a set of active indices .
2) Predetermine the set through application of the ex-
tension operator . Note that this step consists only on
indexing and/or memory handling, therefore only few op-
erations involving integers or pointers are necessary, with
a negligible computational overhead.
3) Apply the time-stepping procedure detailed in Section III
to compute . Use for computations only the coef-
ficients in indexed by . Compute only the coeffi-
cients indexed by . The others will be negligible and
do not need to be computed.
4) Perform a hard thresholding on the set of coefficients that
have just been computed at previous step, i.e., determine
a new set of indices such that all its coef-
ficients are larger than . This step allows coarsening of
the adaptive mesh once a singularity has moved away.
5) Start again from Step 1 until the end of the simulation has
been reached.
Additional considerations on the proposed algorithm will be
found as comments for the numerical tests to be presented in
Section V.
V. NUMERICAL RESULTS
We begin illustrating the behavior of two fourth-order finite-
difference nonadaptive schemes with a test case. This example is
intended to show the accuracy improvement that can be achieved
with high order differences with respect to standard FDTD mod-
eling. A normalized lossless scalar transmission line (with char-
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(a) (b)
(c) (d)
Fig. 6. Wavelet-adaptive simulation of a normalized scalar transmission line excited by an ideal step voltage source with finite rise time. (a) Far-end voltages
obtained in the lossless case (dash-dotted line), with dc losses (dashed line), and skin-effect losses (continuous line). Corresponding locations z of active
wavelet coefficients (b) lossless, (c) dc losses, and (d) skin effect losses. For convenience, the locations z for both forward and backward propagating modes
are superimposed on the same plot.
acteristic impedance , propagation delay time ,
and propagation speed ) is terminated by two highly un-
matched resistances , i.e.,
. The left panel of Fig. 5 reports the maximum error
at the right boundary between the exact solution and the numer-
ical solution obtained with FDTD and with two (explicit and im-
plicit) fourth-order schemes with RK4 time advancement, using
a gaussian (semi-width ) pulse voltage source. The
Courant number was set in all cases to , i.e., close to the
stability limit of the FDTD scheme. It is evident that the fourth
order schemes perform much better than FDTD in terms of both
error values and decay rate under grid refinement. It can be seen
from the plot that the achievement of a maximum error below a
given threshold, say , would require a very fine grid
or, equivalently, a very large number of unknowns for the FDTD
method(as thedecayrate is , a simpleextrapolationgivesap-
proximately ). The same error can be obtained with the
fourth-order schemes with much less grid points, about
for the explicit one and for the implicit one. The right
panel reports the error on the voltage distribution along the
line at the final simulation time using a step source with rise time
. For small values of (insufficient resolution for all
three schemes) the numerical dispersionstronglyaffects the solu-
tion. When the discretization becomes adequate the error curves
exploit a slope change, approaching the asymptotic behavior for
both FDTD and the two fourth-order schemes .
We illustrate now through another test problem the capabilities
of the wavelet-based adaptive algorithm presented in this paper.
A normalized scalar transmission line as above is excited through
an ideal step voltage source (zero internal resistance) with rise
time . The line is open-circuited at the far end. Three
simulations were performed, in order to illustrate the behavior of
the proposed scheme in case of lossy structures. The first case is
lossless, i.e., we set in the expressions for the internal
impedance. The second case includes only dc losses. We deliber-
ately chose a moderately high loss structure, setting .
The last case includes both dc and ac losses through addition of
the skin effect terms in the internal impedance with .
The results are depicted in Fig. 6. The top left panel reports the far
end voltage for the three simulations. We remark that validations
with the standard FDTD scheme have been performed for all nu-
merical examples presented in this paper. In the present case, as
well as for all other tests we performed, there was no visible dif-
ference in the simulation results. Therefore, we do not report in
the plots the FDTD curves since they would be undistinguish-
able from the outcome of the presented scheme. The other three
panels of Fig. 6 show the locations of active coefficients au-
tomatically determined by the adaptive algorithm and used for
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(a) (b)
(c) (d)
Fig. 7. As in Fig. 6, but with a smoothed step voltage source expressed by (20).
the computation of the solution. The threshold that was used in
this case is . Some considerations are in order. First,
the active coefficients are placed in all cases along the character-
istic curves where the singular points of the propagating waves
are located. This is expected since these are exactly the coeffi-
cients predicted by wavelet theory to be large and significant for
the description of the solution. The other coefficients are smaller
than the threshold and were neglected in the simulation. Second,
in the lossy cases (bottom panels) the distributed losses cause a
weakening of the singularities. The active wavelet coefficients
get smaller and smaller as time progresses in the simulation, up
to the point where the number of refinement levels needed for the
representation of the solution decreases. This effect is particu-
larly evident in the case of ac losses (bottom right panel) due to
the smoothing effect induced by the high-frequency behavior of
the internal impedance. It should be noted that this reduction in
the number of active coefficients does not affect the overall accu-
racy of the simulation.
A second set of simulations was performed to test the robust-
ness of the algorithm with another type of excitation waveform.
The voltage source was set to a smoothed step with expression
(20)
where is the amplitude, is the onset time
and is the rise time. This smoother waveform is a
more realistic modeling tool for electrical interconnects typi-
cally found on PCBs. The results for the normalized scalar line
with no losses, dc losses, and ac losses are reported in Fig. 7.
The same considerations and comments that apply to previous
case can be repeated for the present example as well.
The next example illustrates the behavior of the scheme for
a multiconductor structure. Again, the structure is normalized
with a unitary length. The per-unit-length matrices
determine two different modes with normalized speed equal to
and , respectively. The corresponding
normalized characteristic impedances are and
. The only losses that are modeled are due to the internal
impedance, whose normalized values are
One of the two signal conductors of the line is excited by an ideal
step voltage source with normalized rise time
at the left termination, with the other conductor shorted to the
reference on the same side. The line is left open-circuited at the
far end. This configuration results in a boundary equation for
the left termination reading
GRIVET-TALOCIA AND CANAVERO: WAVELET-BASED HIGH-ORDER ADAPTIVE MODELING OF LOSSY INTERCONNECTS 481
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Fig. 8. (a) Far-end voltages for a normalized multiconductor line excited by a step voltage source with finite rise time, obtained in the lossless case (dash-dotted
line), with dc losses (dashed line) and with skin effect losses (continuous line). The corresponding locations z of active wavelet coefficients (b) lossless, (c) dc
losses, and (d) skin effect losses. For convenience the locations of all forward and backward propagating modes are superimposed on the same plot.
from which we can note that the excitation coefficient for the
fast mode is much larger (almost one order of magnitude) than
the corresponding coefficient for the slow mode. This is con-
firmed by the results depicted in Fig. 8. The top left panel re-
ports the far end voltages on both conductors, while the other
panels report the locations of active wavelet coefficients in
case of no losses, dc losses and ac losses. The presence of two
separate modes with different propagation velocities is evident
from the two sets of lines in the space-time plane with different
slopes, along which the wavelet coefficients crowd. The active
coefficients are more densely distributed along the character-
istic curves of the most excited mode, since its singularities are
stronger. The other mode moves more slowly and has fewer co-
efficients. Moreover, as for the scalar line, when losses are in-
cluded the number of active coefficients decreases with time,
since they become eventually not necessary for an accurate rep-
resentation of the solution.
We turn now to the simulation of structures of practical in-
terest. We first consider a high-loss interconnect made of two
PCB lands (width m, thickness m, separa-
tion m) over a silicon substrate ( , thickness
m). The line is 20-cm long and is terminated with
50 loads (this example is taken from [22], p. 329). The ex-
citation is a smoothed step [see(20)] with a very fast rise time
Fig. 9. Termination voltages for a high-loss coplanar line obtained with
fourth-order explicit differences (continuous line) and standard FDTD scheme
(dashed line).
ps. Fig. 9 reports the termination voltages obtained with
a fourth-order scheme and with the standard FDTD scheme.
Both schemes give practically the same output waveforms. In
order to illustrate and quantify the amount of saving in com-
putational effort allowed by the adaptive algorithm, the number
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TABLE II
THE NUMBER OF MFLOPS EMPLOYED BY THE WAVELET-ADAPTIVE
ALGORITHM IS REPORTED FOR VARIOUS THRESHOLD VALUES " FOR THE
SIMULATION OF AN INTERCONNECT WITH DIFFERENT TYPES OF LOSSES. THE
SECOND ROW REPORTS THE MFLOPS EMPLOYED BY THE CORRESPONDING
NON-ADAPTIVE ALGORITHM BASED ON NODAL FINITE-DIFFERENCES
Fig. 10. Crosstalk voltages for a lossy MTL structure terminated with a
nonlinear and dynamic load obtained with fourth-order explicit differences
(continuous line, including skin-effect losses) and SPICE (dashed line,
lossless).
of floating point operations required by the simulations are re-
ported in Table II for different values of the threshold and for
different types of losses. The table shows a significant reduction
of computational effort with respect to the corresponding nodal
finite-difference scheme. The wavelet-adaptive scheme is most
convenient when skin effect losses are included, since the solu-
tion undergoes a regularization and a smoothing, and therefore
the number of required coefficients reduces significantly as time
progresses.
The last example is a multiconductor lossy interconnect
loaded with a nonlinear and dynamic termination network.
Three equally spaced PCB lands (width mil, thickness
mil, separation mil) are placed over a glass
epoxy substrate 47-mil thick. One of the side conductors acts
as a reference. The middle conductor is excited by 50- step
voltage source with rise time ps and terminated into
an input port of a low-voltage CMOS buffer. The port specifi-
cations have been extracted by the IBIS model of the device.
The port is modeled by an input capacitance 5.67 pF,
together with power and ground clamps. We have verified that
the parasitic parameters due to the package have a negligible
effect on the transient waveforms for this configuration. The
other conductor is terminated in 50- resistors. The near-end
and far-end crosstalk voltages have been computed through the
wavelet-adaptive algorithm based on a fourth-order explicit
difference operator. The results are reported in Fig. 10 and
compared to a (lossless) SPICE simulation. It can be noted that
TABLE III
THE NUMBER OF MFLOPS EMPLOYED BY THE WAVELET-ADAPTIVE
ALGORITHM IS REPORTED FOR VARIOUS THRESHOLD " AND EXTENSION
PARAMETER r VALUES FOR THE SIMULATION OF A LOSSY MTL LOADED WITH
A NONLINEAR AND DYNAMIC TERMINATION
losses have a negligible effect for this structure. The number
of floating point operations required for some combinations
of wavelet threshold and extension parameter are reported
in Table III. Also in this case the reduction of operations
with respect to the nonadaptive simulation based on nodal
variables is significant both in the lossless and in the lossy case.
The dependence on the extension parameter is quite weak
since skin-effect losses do not induce significant waveform
distortions. Conversely, the dependence on indicates that
larger values of the threshold allow more selectivity in the
determination of the active wavelet coefficients, and thus fewer
operations. We point out that no visible difference can be
noticed between the reference solution (with no adaptivity) and
the solution obtained with wavelet thresholding for all cases
listed in the table.
VI. CONCLUSION
We have presented a new algorithm for the transient analysis
of lossy interconnects typically found on PCB structures. The
proposed approach has several advantages with respect to stan-
dard modeling tools like, e.g., FDTD. First, both the space and
time discretizations are performed through high-order schemes,
leading to a high-order convergence rate under grid refinement.
Second, the special treatment of the line terminations, which
are included in the numerical scheme through a weak approxi-
mation, allows to prove rigorously the strict (late time) stability
of the scheme. Third, a wavelet expansion of the waves trav-
eling along the interconnect allows a very sparse representation
of the solution at each time step. Fourth, the special features
of the MTL equations allow a dynamic mesh refinement/coars-
ening through addition/elimination of wavelet coefficients from
the set of unknowns. This adaptivity is performed by means of
simple algorithms and allows the computation of the transient
solution using a minimal set of strictly necessary coefficients.
The presented numerical tests show both a significant accuracy
improvement and reduction of computational costs when com-
pared with standard nonadaptive schemes. For this reason, we
believe that the presented schemes may be considered as valid
alternatives to existing modeling tools in order to reduce the
computational burden of interconnects and PCBs characteriza-
tion.
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APPENDIX A
KRONECKER MATRIX PRODUCT
We recall here the definition of the Kronecker matrix product
[30], together with a few useful properties that are necessary for
the derivations reported in the paper. Given a matrix and
an arbitrary matrix , the Kronecker product is defined as
.
.
.
.
.
.
Some related properties are
(21)
It is easy to show that, if is a and is a matrix,
we have
Finally, we report a result on the eigenvalues of the Kronecker
product
i.e., each eigenvalue of is the product of an eigenvalue
of and an eigenvalue of . The corresponding eigenvector
is the Kronecker product of the two eigenvectors. This implies
that, if both and are semipositive definite, also is
semipositive definite.
APPENDIX B
STABILITY OF THE BOUNDARY TREATMENT
We prove in this appendix the strict (late time) stability of
the proposed discretization and boundary treatment in case of
nonlinear and dynamic terminations. We will first investigate
the case of a lossless line of length , therefore we start with
(9) and (14) by setting . Also, without loss of
generality, we terminate the line with a linear static termination
at the left boundary (with reflection coefficient matrix ) and
with a general nonlinear and dynamic termination at the right
boundary, expressed by (13). Since we are interested in stability
issues, we switch off the internal sources of the terminations,
and we consider the time evolution of the global energy stored
in the system.
We first define a continuous energy functional related to the
exact solution of (9)
(22)
where the integral along reports the energy stored in the line
and the last term defines the energy stored in the dynamic el-
ements of the right termination. We then define the dissipation
rate of this energy . A straightfor-
ward computation involving left multiplication of (9) by the
array and integration along leads
to
(23)
where also the boundary conditions have been used to eliminate
the reflected waves from the terminations. The subscripts
indicate the nodal values of the scattering waves at the left and
right termination, respectively. As expected, since the line is
lossless, only energy dissipation terms due to the termination
networks are present.
We now introduce a functional defining the energy behavior
of the discrete scheme. Its definition recalls (22), but with the
continuous (integral) norm replaced by a suitable discrete norm
associated with the (positive definite) matrix of the spatial
differentiation scheme,
(24)
Following the same guidelines as for the continuous energy,
starting from (14) and using the algebraic properties of the Kro-
necker matrix product (21), we can determine the discrete en-
ergy dissipation rate
(25)
A first look at this expression allows to conclude that the only
value for the penalty parameter allowing a non positive dis-
sipation rate in case of marginally stable terminations (either
short or open circuit) is . This value has been used consis-
tently throughout the simulations presented in the paper. Under
this condition, we can easily compute the difference between
the discrete and continuous dissipation rate
(26)
which results strictly non positive (the brackets indicate the
usual vector norm). This means that the energy of the discrete
system cannot increase more than the energy of the exact so-
lution. Henceforth, if the termination networks are passive, the
proposed discretization preserves strict stability. In addition, we
see that a difference in the dissipation rate can only occur when
the boundary conditions are not exactly satisfied at time (recall
that the proposed boundary treatment is not exact but approxi-
mate with boundary errors ). We conclude that the global
dynamics of the discrete system tend to kill through additional
numerical dissipation any approximation error occurring at the
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boundary nodes. This remarkable property is the key fact al-
lowing the high-order convergence rate of the proposed scheme
also at the boundaries.
We omit here the details of the stability proof in the lossy
cases. However, it is quite easy to see that the terms related to
dc losses lead to additional non positive terms in both (23) and
(25), thus improving the stability of the scheme. Similarly, the
treatment of skin effect losses through Prony approximation is
also stable since the exponents in (16) and Table I are strictly
negative.
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