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1 GENERAL INTRODUCTIONS 
Electron conduction has been a major theme in the study of condensed matter physics 
ever since the development of the classical transport theory by Drude[l]. A major mile­
stone has been the development of band structure theory through the application of 
quantum mechanics, that e.Kplains the fundamental difference between metals, semi­
conductors. and insulators in crystalline solids[2]. Many body effects such as electron-
electron and electron-phonon interactions have been the focus of research for the last 
three decades, represented by the development of the BCS theory for superconductors 
and Mott's theory for anti-ferromagnetic insulators[3]. In all these theories, static dis­
orders that are bound to e.xist in real materials either are totally ignored or play only a 
minor role of giving rise to a residual resistivity at low temperatures. 
The discovery of a new class of phase transitions, the disorder-induced metal-insulator 
transition, opened up a completely new revenue of research[4. 5]. Electrons are found to 
be confined into a small space by static disorder, thus unable to move freely as they are in 
a metal. Subsequent theoretical development of scaling theories of localization deepened 
substantially our understanding of the important role played by disorder. Nowhere 
is the role of disorder more critical than in the integer quantum Hall effect (IQHE), 
discovered in two dimensional electron gas[6]. There the observation of the quantization 
plateau of Hall conductances hinges on the complete localization of electrons by static 
disorder. The transition between these quantum Hall plateaus, on the other hand, shows 
beautifully the localization-delocalization transition in two-dimensional systems under 
a strong magnetic field. 
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This dissertation aims to study the electron conduction at the IQH plateau transi­
tions. The two terminal conductances and the statistical distributions of the conduc­
tances are investigated numerically with the transfer matrix method. Central to the 
study is the scaling properties of the conductance and the universality of the critical 
conductance at the localization-delocalization critical point. Results are compared with 
published theoretical and experimental work as much as possible. .A.n investigation on 
classical transport by Monte Carlo techniques is also presented. 
Introduction to Anderson Localization 
.A.pplication of quantum mechanics to the motion of electrons in periodic lattices 
leads to the concept of electronic band structures in soIids[2j. By solving Schrodinger 
equation in the presence of periodic potentials, electronic eigenstates are found to exist 
only in certain energy ranges. The scattering of electron by periodic lattice potentials is 
so strong in certain frequencies such that no states can exist in some range of energies 
called band gaps. .According to the Pauli principle, each of the energy level can occupy 
only two electrons with different spins. This is a direct consequence of the Fermi statistics 
that governs the electrons. Electrons will till all the low energy levels lirst according to 
the minimum energy principle. 
The concept of electronic band structure made clear that the electronic behavior of 
the solid will be different depending upon whether the band is completely filled up. The 
highest filled level energy at T=0 defines the Fermi energy. If a band is not completely 
filled, the so-called Fermi sea (all the electrons below the Fermi level in a band) will then 
move in respond to an external applied electric field, leading to electron conduction. The 
system is then a metal. On the other hand, when all the bands are completely full, the 
motion of electrons within the band will cancel exactly, leading to no conduction current. 
The system is then an insulator. 
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Such a picture clearly distinguishes metal from insulator. However, it does not tell 
how good a conductor a metal is. In fact the vvavefunctions are described through the 
Bloch theorem as plane-waves modulated the the atomic lattice. The electron motion 
sustains an electric current, even in the absence of any electric field since the momentum 
of the electron is conserved due to translational symmetry. What stops the solid from 
becoming a perfect conductor is the scattering from dynamic disorder from thermal 
motion of atomic lattices and static disorder from impurities. Such scattering leads to 
energy dissipation, and consequently the conductivity of a metal is finite. The degree 
of the scattering is characterized by the distance an electron can travel on the average 
between two successive scattering events, known as the mean free path. The larger 
the mean free path, the better the metal conducts currents. In the simplest theory of 
electron conduction, the Drude theory, the conductivity is directly proportional to the 
mean free path. .At room temperatures the dominant contribution to the scattering is 
from lattice motions while at very low temperatures the static disorder constitutes the 
major part of the resistivity which is called residual resistivity. 
Prior to the publication of Anderson's seminal paper[4] on the absence of diffusion 
in strongly disordered systems, it was thought that impurity scattering only increases 
resistivity by reducing the mean free path. .Anderson demonstrated for the first time 
that for sufficiently large disorder, no electric conduction is possible. Thus there is a 
fundamental change in the character of the wavefunciton when the disorder is strong. 
In the weak disorder limit, the electron wavefunction shows fluctuations in small length 
scale due to scattering by disorders, but on a larger scale the wavefunction is almost 
uniform and extends over the whole system (Fig. 1.1a). This plane-wave-like state 
can transport electrons. When disorder increases, the amplitude and the extent of the 
wavefunction fluctuation increase. .At sufficiently large disorder, wavefunctions become 
localized around some region and the amplitude of the wavefunction decreases away from 
the center (Fig. 1.1b). In fact, the wavefunction is found to decay exponentially. 
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Electron conduction from one side of the sample to the other cannot occur without 
the electron being removed from that localized state to another by thermally activated 
processes. Thus the system becomes an insulator. Such an electron localization leads to 
a disorder-induced metal-insulator transition, commonly referred as .Anderson transition. 
It is easy to imagine that there is a critical disorder above which an electron state 
will become localized. This critical disorder will necessarily be a function of the electron 
energy. Higher energy electrons are less likely to be localized than lower energy ones. 
The extent of the localization of the wavefunction is characterized by the localization 
length Lc- The wavefunction decays asymptotically as *&(r) ~ exp( —•£-). It is realized 
from the early days that e.xtended states and localized states cannot coe.xist at the same 
energy within a band. If they did, the results of the slightest coupling between them 
would make both of them extended. Therefore there will be an energy, called mobility 
edge, which separates the extended states at higher energies from the localized states at 
lower energies[7] (Fig. 1.2a). The electron mobility drops to zero at the mobility edge. 
.A. schematic representation of the mobility edge in a band is shown in Fig. 1.2b for the 
three dimensional tight-binding model[S]. For such a model the kinetic energy is the 
highest at the center of the band E=0. 
How does the electron mobility go to zero at the mobility edge from the e.xtended side? 
.A.re there any universal features that are common to all the .Anderson transitions? Is the 
-Anderson transition a phase transition like the magnetic transition? If so, what is the 
role of dimensionality? These are some of the questions that the researchers attempted 
to answer during the late 70s and early 80s. Mott proposed that there should be a 
minimum conductivity for a metallic system[9] because the mean free path simply cannot 
go below the lattice spacing, known also as the loffe-Regal limit[10]. This would predict 
a discontinuity in the conductivity when a system changes from a metal to an insulator. 
The work of Wegner on the non-lineax a model[ll] provided the early scaling approach 
to .Anderson localization. Then came the important notion from Thouless about the 
5 
l<t>(r)l (a) 
• r 
Figure 1.1 Electron wavefunction in disordered systems, a) E.xtended wave-
function. b) Localized wavefunctions showing the exponential 
envelope profile. 
6 
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Figure 1.2 A schematic representation of a disordered system, a) The mo­
bility edges in a tight-binding energy band. States at the center 
of the band, E=0, process the largest kinetic energy, b) Mobility 
trajectories for the 3D tight-binding model. 
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conductaace of these disordered systems[r2|. Abraham et al. extended Thouless and 
VVegaer's idea and developed what is known today as the one-parameter scaling theory 
of Anderson localization[13]. 
The idea of Thouless is that the conductance of a disordered system can be deter­
mined by examining how much the energy level of the system shifts under the change 
of boundary conditions[r2]. The notion that the response to a boundary can be utilized 
to distinguish whether the system is a metal or an insulator was originally proposed by 
Kohn[14]. But Thouless was the first to apply the idea to a disordered system. For 
a localized state, the energy of the state should not be sensitive to any change of the 
boundary since the wavefunction are localized and exponentially small at the boundary. 
For extended states, change of boundary from periodic to anti-periodic should shift the 
energy levels by an amount similar to the average level spacing of the system. More 
quantitatively. Thouless argued that the conductance G can be written as 
e" < 5E > 
where < 6E > and AE = £,d-i'v(£:) geometric mean of the eigenvalue shift under 
the change of boundary conditions from periodic to anti-periodic and the average energy 
level spacing in the system calculated from the density of states A'( £"), respectively, e*/h 
is the quantum conductance unit and the dimensionless conductance g is called Thouless 
number. L is the dimension of the sample and d the dimensionality. From Thouless's 
formula, one began to have a glimpse of the earlier scaling ideas. When the system 
dimension is doubled, the average energy level spacing will decrease as The shift of 
energy levels will also depend on the size of the system. For small sizes, the level shift 
will be comparable to the average energy level spacing. But when the size of system 
is larger than the localization length, then the shift of the energy level will decrease 
exponentially, thus making the conductance exponentially small. 
The one-parameter scaling theory concerns with the behavior of the conductance 
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when the system is scaled up. It is based on the concept of scaling in thermodynamic 
phase transitions which says that macroscopic quantities can be obtained by examining 
the asymptotic behavior of the finite size systems. The idea of the one-parameter scaling 
theory[13] can be stated as the conductance change of a finite size system under scale 
changes is solely determined by the conductance itself. More clearly, it assumes the 
existence of a scaling function 0 that governs the behavior of the conductance at all 
length scales, 
a log L 
where E is the energy. VV is the disorder strength and p represents all other physical 
parameters. Notice the disappearance of the E, VV and other physical parameters in the 
l3 function. All these parameters influence the system response via the conductance. 
This is a totally nontrivial statement. Indeed, it was realized that the scaling is only 
valid in a scale larger than the mean free path. Notice also that the dimensionality 
dependence of Sdig) is explicitly shown. 
The validity of the scaling hypothesis has been checked with extensive numerical 
calculations of finite size localization lengths and conductances[o]. Although it was 
realized later that the concept of scaling should extend to the whole distributions uf 
conductances, so far there is no strong evidence to suggest that the one-parameter 
scaling theory is violated. Extensions of the theory to anisotropic systems and even 
to systems under a magnetic field indicate that the one-parameter scaling ideal has a 
larger validity[6, 15]. The /? function, of course, will be different for systems belonging 
to different universality classes. But it should be the same within one universal class 
governed by the fundamental symmetries of the problem, independent of the microscopic 
details of the model. We shall see some examples when we discuss the localization 
problems in anisotropic systems. 
The main predictions of the one-parameter scaling theory of localization can be 
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summarized as follows. For d > 2, there exists a unstable fixed point characterized 
by a critical conductance QC that separates the metallic from the insulating states. In 
d< 2, all states are localized and there is no metallic conduction even for a vanishingly 
small disorder. These predictions are pertinent only to macroscopic systems. These 
conclusions are drawn by requiring that the l3 function to change smoothly from strongly 
disordered regime (small g) to weakly disordered regime. 
In the strongly disordered systems, wavefunctions decay e.xponentially. Thus g { L )  =  
goexp{—'2L/Lc) for all dimensions. In the weak disorder limit, we expect the classical 
e.xpression for the conductivity hold. Thus g{L) = . This leads to 
M g )  =  d - 2  (1.3) 
in the metallic limit. In between, 3d{g) should behave monotonically and smoothly. 
Then we know that f32{g) < 0 always. This implies immediately that all the states are 
localized in two dimensions. In three dimensions, l33{g) > 0 for large g. There must 
be a special value of conductance gc at which 3{g) = 0. gc is the critical conductance, 
above which the system is a conductor and below which the system is an insulator. The 
critical point is an unstable point under the scaling of the system sizes, as shown with 
the flow direction in Fig. 1.3. 
There is no doubt[16] that all states are localized in one-dimensional disordered 
systems, given any amount of disorder. In two and three e dimensions, no mathematically 
rigorous theory of localization exists. It is widely accepted that in three dimensions, a 
critical disorder is required to localize a state. However, whether all the states are 
localized in two dimensions, regardless how weak the disorder is, hcis been a point of 
contention. There are strong evidences that scaling theory applies at least for not too 
weak disorder, which would suggest the localization of all states. This is still an open 
question. 
The continuous .A.nderson metal-insulator transition predicted by the scaling theory 
10 
Figure 1.3 Scaling function predicted by the one-parameter scaling theory 
showing smooth transitions between the strong disorder regime 
O 
and the weak disorder regime. The unstable critical point in 
d=3 is also shown. Arrows indicate the scaling direction when 
the system size increases, or equivalently when the temperature 
decreases. 
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can be understood as a zero temperature quantum phase transition in which the disorder 
plays the role of the temperature in the traditional thermodynamic phase transitions. 
This transition is signified by the divergence of localization length when approaching 
the critical point from the localized side, 
^ \ W ( 1 . 4 )  
Around the transition in the critical region, the traditional finite size scaling technique 
can be applied. E.Kperimentally this continuous metal-insulator transition has been 
observed in doped semiconductors by gradually increasing the applied pressure[.5]. 
The scaling concept allows the unambiguous numerical determination of the nature 
of the state. If the conductance continue to increase (decrease) when the size of the 
system is scaled up, the the state is extended (localized); But e.xactly at the critical 
point, the conductance stays as a constant (Fig. 1.4) . The same criteria can be applied 
to the localization length ratio calculated for long quasi-one dimensional systems. 
Conductance Fluctuations in Mesoscopic Systems 
The statistical nature of the disordered system makes all the measurable physical 
quantities configurational dependent. The observation of conductance fluctuations with 
the sweep of magnetic field has served as a catalysis for the development of a new area of 
research-mesoscopic physics. Fundamental to the issue is the coherence of the electrons 
in disordered systems. It was realized that elastic scattering from static disorder, strong 
it might be, does little to the coherence of the electron wavefunctions. The coherence 
is mainly determined by the inelastic scattering from phonon and electron-electron in­
teractions which changes the energy of the electron. The length scale associated with 
the coherent propagation of the electrons is called coherent length which is the distance 
an electron travels before losing its phase coherence. This length scale is usually in the 
order of microns at low temperatures. For macroscopic systems, the measured quantity 
12 
Conductance G or 
" 1 oc a liz at ion l^gth ratio Xjyf/M 
Extended 
Critical 
Localized 
M 
Figure 1.4 The nature of states can be distinguished from the behavior of 
the conductance G or the finite size localization length ratio 
IM as the system size is scaled up. 
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is an average over many coherent lengths. For system sizes below the coherent length, 
electron wavefunctions are coherent over the whole sample and any change in the dis­
order configuration will result in a change in the conductance. Systems of this size are 
called mesoscopic because they are bigger than the microscopic scale of atoms but much 
smaller than the macroscopic systems to have the self-averaging property. 
Fluctuations observed in mesoscopic systems are signatures of the microscopic disor­
der configurations of the sample. The fluctuations, however, has universal features[I7]. 
It was shown that the amplitude of conductance fluctuations, measured by its standard 
deviations, is a universal number when the disorder is weak, independent of whether 
the fluctuation is caused by a configuration change or changes in Fermi energy. This 
configuration dependence can be easily understood from the path integral point of view: 
the amplitude of an electron propagating from one point to another is the coherent sum 
of contributions from all possible paths, as shown in Fig. 1.5a. 
Notice the summation of the comple.x amplitude c,(.4 —>• B) rather than the probability is 
taken because electrons propagate coherently within the samples. In disordered systems, 
the phase of the amplitude c, will differ greatly for different paths, thus making the cross-
term sum almost disappear if .A. differs from B. Thus on the average, the total probability 
is still the sum of the probability of the individual paths from A to B. In the special 
case that A and B are the same (Fig. l.ob), P gives the probability for an electron to 
come back where it started. In this case, there is aiways a pair of time reversal paths 
that have the same phase changes, thus the cross sum of the amplitude for the pair does 
not vanish but add constructively to 4|c,p. This enhanced probability for electrons to 
backscatter is the main source of weak localization[18]. 
Already one can make important predictions on the quantum correction to the clas­
sical resistivity from the weak scattering. The correction can be estimated by an integral 
(1-5) 
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(a) 
B 
(b) 
\f=B 
Figure 1.5 Path integral representation of the propagation of electrons in 
disordered systems, a) Possible paths of a particle diffusing from 
•A to B. b) The constructive interference of the time reversal pair 
when A=B. 
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over the times of return 
udtX'^ ^ (1.6) 
where r is the mean free time and is the phase coherent time, v is the velocity and A 
the wavelength of the electrons. D = v^rjd is the diffusion constant. It follows directly 
that the correction 
where = \JDr^ is the phase coherent length and I the mean free path. Clearly from 
the equation above, we see that even from such a perturbation theory the correction 
is large (actually divergent) for d < 2, in agreement with the prediction of the scaling 
theory. 
We will not discuss weak localization in detail. But three observations are important. 
First, the coherence of the time-reversal pair to the weak localization also implies the 
importance of the magnetic field. The presence of magnetic field brings about additional 
changes in the phase of electrons that is time-reversal symmetry breaking. The pair 
of time reversal paths will acquire different phases and their amplitudes will not add 
constructively. This has been the focus of the weak localization phenomenon. The 
weaicening of weak localization by the magnetic field explains the well-known negative 
meganetoresistance observed in many two dimensional films at low temperatures[lS]. 
Second, the phase induced by the magnetic field on the electron wavefunctions makes 
interesting interference effects. For example, when a ring or a cylinder is subject to a 
magnetic field, the electrons coming from the two side branches will interfere to generate 
a flux-dependent conductance[19]. This interference brings about what amounts to the 
Aharonov-Bohm effect[20] in disordered systems: the conductance of rings or cylinders 
will oscillate[19] with a period of either a full or half flux quantum ejhc, depending 
whether there is averaging effect. Equally interesting is the phenomena of persistent 
5(7 ~ — < 
(^)'/2 d = l  
log ^ d = 2 (1.7) 
const. -  J- d = 3 
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current when a metallic ring is put under a magnetic field. The persistent current in 
the ring will manifest itself with a magnetic moment. Theoretical calculations on the 
persistent current by e.xamining the first derivative of the energy levels with respect 
to threaded flux produce a magnitude much smaller than observed experimentally on 
copper rings[21], presumably due to the electron-electron interactions. Finally, as we 
will see later, the breaking of time reversal symmetry also has another fundamentally 
important impact: the existence of extended states even in two dimensional systems. 
This plays a key role in the theory of Integer Quantum Hall effect[6]. 
To investigate the conductance and its statistical fluctuations involves the calcu­
lation of conductances. One major technique has been to directly calculate the dy­
namic conductivity by the Kubo formula expressed in terms of Green functions[2'2] 
G{t}) = [n - H]-'. G = G[E^ ie), and 
Rearx =— — ^  f dEReTr[{hz)^xG^xG'hu})^xG._jxG + 2iex^{G.^ — G')] (l.S) 
h  v h u j  J E f - h w  
where v is volume of the system and z = u; -|- 'lit. .As we can see. to get the DC 
conductivity, a limit to u; —)• 0 has to be taken after the thermal dynamic limit L —>• oo. 
For noninteracting electrons, this can be written as 
(Tlx =-e^L-hn^{Ej) < >. (1-9) 
where = Px /tu  is the quantum velocity operator and the brackets denote the quantum 
and statistical average. 
The other major method is to calculate the conductance directly from the transfer 
matrix method via the Landauer type of formula which relates the conductance to 
the transmission matrix of the systems[23, 24, 25]. The approach goes back to the 
original treatment of conductance in a disordered one-dimensional system by Landauer. 
A system can be regarded as effectively one-dimensional when the width is smaller than 
the mean free path. From the consideration of electron flux under a chemical potential 
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difFereace, Landauer was able to show that the conductance G is related to the total 
transmission coeflBcient T in a simple way, 
T G = (1.10) 
The above expression is called Landauer formula. It relates the dissipation of a system in 
non-equilibrium to its equilibrium property, in the same spirit as the Kubo formula and 
more generally the theorem of fluctuation-dissipation. The transmission coefficient T can 
be calculated by solving wave equations under the appropriate boundary conditions. One 
interesting point is that the Landauer formula in the form above is appropriate for four-
terminal measurement, ie, when the current measurement and the voltage measurement 
are done with separate terminal wires. For the so-called two terminal measurement, 
the conductance is directly proportional to T. as has been shown by Soukoulis and 
Economou[24]. 
In disordered one-dimensional systems, the total transmission coefficient can be 
shown always decreases exponentially as the length increases. The reason is that the 
total transfer matrix can be expressed as a product of individual transfer matrix which 
is random. Thus for long wires G' ~ T" ~ exp( — ^]. where Lr is the localization length. 
•A. useful formula that interpolates between the weak and strong disorder regime can be 
written as 
1 
For higher dimensional systems, an extension of Landauer formula is given as follows['25]. 
G = — T r { T ^ T ) ,  (1.12) 
n 
where T is total the transmission matrix that can be obtained either with Green function 
method or more commonly with the transfer matrix method. 
For the application of the transfer matrix method, we consider a tight-binding Hamil-
IS 
tonian with one orbital per lattice site as follows 
i  <ij> 
(1.13) 
where e is a random site energy and the second sum for hopping is over nearest neighbor 
sites < ij > only. For a bar shaped system of dimension L. we consider the relation 
between the wavefunction in nearest neighbor layers governed by the tight-binding 
Hamiltonian. 
= V-\E- - ^L-i. (1.14) 
Here, Hl and V are ^ x M'^ ^ matrices, representing the Hamiltonian on the Z,th 
layer and the coupling matrix between the adjacent layers, respectively, is the 
dimension vector representing the wavefunction in layer L. 
Thus the transfer matrix T that connects the nearbv laver wavefunctions is as follows 
Tl  = 
( \ 
E - K l  - V  ^  
V 0 
The propagation of wavefunction is described by the matrix product 
ql = n T« 
n=l 
with the wavefunction at the two ends of the sample related by Ql  as 
= QL 
( \ 
\ 
^ ^1 
/ ^0 
The product matri.x Qi satisfies the theorem of Oseledec[26]. namely that there e.xists 
a limiting matrix 
r = lim (QtQJ)'"' (1.15) 
L-»-oo 
with eigenvalues exp(7 j ) ,  where 7j j = 1,2,...2M^ denotes the characteristic Lyapunov 
exponents of Q^. The Lyapunov exponents of Ql  are positive (0 < 71 < 72. . .  <  
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l.W-i )•> while the negative ones, are equal to —71, —72... —7,v/d-i. The smallest of the .X'P 
positive Lyapunov exponents, 71, eventually determines the slowest possible exponential 
increase of the state for L —)• oc. Therefore, it can be identified with the inverse of 
cross-sectional area ^ 
The conductance can also be obtained[2o] directly from the Lyapunov exponents 
In the evaluation of total transmission coefficient, repeated multiplication of transfer 
matrices is involved. Special numerical techniques have to be implemented to make 
such a matrix product calculation numerically stable. This regulation process involves 
re-orthogonalization of basis and is very time consuming. 
It should be pointed out that in using all the equations to calculate conductances, 
we have implicitly assumed that the whole system is coherent, i.e.. T=0. The transport 
property of a system with dimension larger than the coherent length at finite temperature 
will be an average of the properties of smaller systems with dimensions of the coherent 
length. 
.\nother important development is the application of random matrix theory to the 
energy level statistics as well as the transmission matrix[27]. The random matrix theory 
was originally developed in the .30s to account for the nuclear energy level properties. 
The most general feature of the level statistics is found to be universal, independent 
of details of the construction of the Hamiltonian other than a few general symmetry of 
the matrix. Since Hamiltonian of a disordered system contains random component, the 
application of the random matri.x idea has led to new insight on the difference between 
extended and localized states. It was found that the level spacing statistics are quite 
different for extended and localized states. For localized states, the level spacing are 
independent and the distribution is Possionian. For extended states, there is a strong 
the longest exponential localization length A,v/ (A,v/ = 7i in the quasi-lD system of 
cosh'^^iiL 
(1.16) 
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correlation between the levels such that levels repel each other and the distribution 
becomes a Wigner surmise in the orthogonal case. Thus in principle we can also tell 
whether a state is extended or localized just by examining the energy level spacing 
statistics of the disordered ensemble. 
A more important application of the random matrix method is perhaps the under­
standing of the conductance fluctuation in metallic systems. The random matrix theory 
can be applied the eigenvalues of the transmission matrix, thus making predictions on 
the magnitude of the conductance fluctuations. The starting point for such a consider­
ation is the multi-channel Landauer formuIa[24] which can be expressed in terms of the 
eigenvalues of the total transmission matrix product T^T. One can argue that in the 
sum only a small number of the channels, N^fj. contributes significantly to the over­
all conductance, thus g ~ N^jf. If the channels have fluctuations Independent of each 
other, one could expect that the overall fluctuation of the conductance is of the order 
I 11. . • MJjj. This turns out not to be the ccise, since the eigenvalues of random matrix in the 
weak disorder limit is highly correlated. The end result is that the fluctuation of the 
conductance in metallic limit is of order 1, independent of the value of the conductance 
and the shape of the sample, to some extent. The exact value of the universal fluctua­
tion depends on the symmetry of the problem. In the presence of a magnetic field, the 
amplitude is reduced by a factor of i for a system without spin-orbit scattering. 
Integer Quantum Hall Effect 
Hall effects concern with the transverse conduction of free electrons under a magnetic 
field when a longitudinal current is applied. The Lorenz force acting on a moving electron 
changes the course of the electron motion, thus inducing a transverse component. The 
classical Hall effect can be easily understood. The Hall resistance, which relates the 
t r a n s v e r s e  v o l t a g e  t o  t h e  l o n g i t u d i n a l  c u r r e n t  V y  =  R x y l x ,  i s  g i v e n  a s  R f {  =  p r y  =  B / n e ,  
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where B is the magnetic induction and n is the electron density. 
In I9S0, it was announced by von Klitzing, Dorda and Pepper[2S] that under certain 
experimental conditions, the Hall conductivity axy of a quasi-two-dimensional electron 
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gas is quantized to a very high precision with the quantum conductance ^ over some 
range of physical parameters while the longitudinal conductivity ctxi vanishes. Thus 
as a function of applied magnetic field, exhibits flat plateaus. The longitudinal 
conductivity cr_cx is zero except during the transition between the plateaus. This is the 
integer quantum Hall phenomena. Later, it was discovered that more small step-like 
features exists, known as fractional quantum Hall effects[29]. 
In continuum, the motion of electrons are quantized under a magnetic field like 
a harmonic oscillator. The quantized energy levels are known as Landau levels since 
Landau was the first to obtain the quantum mechanical energy spectrum of electrons 
in a magnetic field. The presence of disorder breaks the high degeneracy and broadens 
the Landau levels into different bands. For weak disorder, these Landau bands are well 
separated. With the change of the applied field, the different Landau bands are filled 
up. Thus the Hall conductance changes as a function of the magnetic field. In terms 
of filling ratio u = nh/eB, the Hall conductivity can be written as a^y = Exactly 
when there are i such bands filled up. i.e., when u = i, then a^y = However, such a 
semi-classical picture does not explain why this value of Hall conductance exists over a 
range of field. 
The solution is provided if we consider the localization of electrons in two dimensional 
system. The sweeping of applied field can be thought to be equivalent to a change of 
Fermi energy when more electrons are added in. The scaling theory predicts that all 
states are localized[13]. That means is zero. This agrees with the experimental 
observation except at the transition between the plateaus where cTxx showed a peak 
structure in experiments. This indicates although most of the states are localized, some 
extended states must be present in order to contribute to the transport of electrons. 
This consideration led to the explanation of the integer quantum Hall effect almost at 
the onset of the experimental discovery[6]. The localized states do not contribute to 
the Hall conductivity either, thus leading to the plateau structure while the longitudinal 
conductivity is zero. The center of the plateau corresponds the complete filling of a 
Landau band. However, at the center of the Landau band, one extended state exists 
such that the longitudinal conductivity becomes finite and the Hall conductance increase 
to the next value once the Fermi level passes the center of that band, as shown in Fig. 1.6. 
The e.xistence of extended states in the present system does not in principle invalidate 
the one parameter scaling theory because now the time reversal symmetry is broken and 
the system is in a different class. The assumption that there is only one extended state 
in the macroscopic limit can be justified when band-mi.xing is neglected. The numerical 
and experimental evidence from scaling at low temperature also supports the assertion 
that these extended states lie on singular energies at the center of the bands. 
The essential role played by electron localization in the IQHE makes it an ideal 
system to study the localization-delocalization transition. .A.11 the scaling arguments can 
be applied around the critical energy. The critical exponents can be probed accurately 
by investigating the scaling behaviors of both the longitudinal conductivity and the 
derivative of the Hall conductivity as temperature varies. These discussions will be 
deferred in the ne.xt Chapter. 
Seeding and Universality At the Metal-Insulator Transition 
Scaling and universality are among the most important concepts of modern theory 
of phase transition. The concept of scaling applies around the phase transition when 
correlation and fluctuations are at a much coarse scale than the microscopic scales of the 
problem. In such a situation the details of the system become unimportant-they drop off 
from the problem completely. Thus all the macroscopic quantities in the critical region 
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Figure 1.6 Schematic representation of the integer quantum Hall effect, a) 
Hall conductance a function of applied magnetic field showing 
quantized plateaus, b) The longitudinal conductivity peaks at 
the integer quantum Hall plateau transitions, c) The interpre­
tation in terms of the sweeping of the Fermi energy though the 
extended region (finite T) of mostly localized Landau bands. 
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(around the phase transition) are measured in terms of correlation lengths. Since the 
correlation length diverges at the critical point, the changes of all the macroscopic mea­
surable quantities have to change with the correlation length. It was realized through the 
application of field theory that many different systems share the same critical property. 
The concept of universality applies when the microscopic details of the system become 
unimportant such that only a few fundamental symmetries govern the response of the 
system. For systems with the same fundamental symmetry, the critical exponents and 
even some physically measurable quantities are the same. This is called universality. 
Finite size scaling techniques have provided a powerful numerical technique to ex­
tract important critical properties such as the critical e.xponents. .A.n example is the 
localization exponent u that governs the divergence of localization length at the critical 
point. .\ particular useful implementation is the one-parameter scaling scheme for the 
localization length[30] 
M = 
where A.v/ is the calculated finite size localization length (inverse of the largest Lyapunov 
coefficient) calculated from the quasi-one dimensional geometry as mentioned before and 
is the localization length at the macroscopic limit. In actual calculation, is chosen 
such that the least error is obtained for the real data from the scaling function. Such 
a procedure has been applied to three dimensional systems with different symmetries. 
It was found that the critical exponent u indeed is universal for the same universality 
class. .A.nother interesting quantity has been the localization length amplitude defined 
as Ac = at the critical point. We know this is a constant independent of the system 
width M. Traditionally these amplitudes have been linked to critical exponents of the 
system and conformal invariance existing in the system. For localization problems, the 
precise meaning of the localization length amplitude is not clear at present. It has been 
shown through scaling analysis that in anisotropic systems, the geometrical mean of the 
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localization length amplitude in the all directions stays the same. This can be taken as 
a sign of universality. 
Scaling can also be applied to conductances of finite size systems around the metal-
insulator transition. The conductance is calculated for a block of size at disorder 
and energy around the critical regime. Then all the data should follow the relation 
= (I.IS) 
where function F depends on the dimensionality and should be universal for systems 
of the same universality class. Critical exponent u and the critical conductance can be 
extracted from such an analysis. We need to point out that unlike in the case of localiza­
tion length, the conductance G in the scaling analysis should be taken as some ensemble 
average. It is also not clear at present if the geometrical mean of the conductances, 
will stay the same in anisotropic systems like the localization length amplitude[Io]. For 
three dimensional systems, there are indications that they will not. .A. two dimensional 
calculation with larger system size definitely will be worthwhile. This is why the IQH 
system is also such an interesting system because it exhibits a metal-insulator transition 
in two dimensions. 
Universality can also be e.xtended to other quantities such as the critical conductance 
at the critical point and its statistical distribution[31]. The critical conductance Gc for 
three dimensional systems are expected to be universal, although so far there has been 
no strong evidence to support that claim. Gc is known to be order 1 but different values 
have been obtained through various means. The distribution at the critical point, is also 
expected to be universal. These hypotheses are difficult to check numerically because 
of the demcind on computer times. A claim is that the distribution of conductance 
should not depend on the size of the system because of the divergence of localization 
length. Slight dependence is always expected because of the small finite size effect. This 
claim can be checked more readily now. Figure 1.7 shows the distributions for the three 
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dimensional systems at two point of the mobility edge E=0 VV=16.5 and £=5 VV=16.5 
for a tight-binding model. The conductances are calculated with the transfer matrix 
method via the multichannel Landauer formula. Although the over all distribution is 
similar, clear differences are shown at small G. The distribution at the center of the 
band show a small dip at larger system sizes. The distribution at E=5 shows more of 
characters of a localized state. This difference has to be taken with caution. Due to 
the limitation of computing power, we were not able to show that such a difference will 
persist in even larger system sizes. 
In two-dimensions the difference between a localized state and at the critical point 
is shown in Figure 1.8. The distribution at the critical point is almost uniform while the 
localized state shows the typical shape of a log-normal distribution.. 
The universality of the plateau transition in the IQHE has also attracted much 
attention[.32]. With the reduction in dimension and the increase in computer power, 
this problem began to be attacked by pure numerical calculations coupled with the finite 
size scaling analysis. Our work in Chapter 2 represents the first application of numerical 
finite size scaling techniques on the conductance at the plateau transition. Our extensive 
calculations produces an accurate estimate of the critical conductance value that seems 
agree with the analytical prediction[33] but disagree with another recent calculation[34] 
based on a different model. This difference could be significant. The other question is 
whether the geometrical mean of the critical conductance in a system with anisotropic 
hopping stays the same as the value for the isotropic systems. The last question is the 
distribution of the critical conductances. Theories have been developed to account for 
the IQH effect and some of them also make predictions on the conductance distribution 
at the critical point. An analysis of the conductance distribution will be beneficial to 
distinguish between these theories. Comparison between numerical calculations and 
experimental measurement could also shed lights on the adequacy of the theoretical 
models. 
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ure 1.7 The distribution of conductances at two points on the mobility 
trajectory of a three dimensional system, a) .A.t the center of the 
band E=0; b) Away from the center. All samples are M x M x M 
in dimension. 
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Figure l.S The distribution of conductances for a localized state and at the 
critical point of the localization-delocalization transition in the 
lowest Landau band of a two dimensional system under a strong 
magnetic field. 
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Classical Diffusion Under an Electric Field 
Quantum transport is no doubt an extremely fascinating subject of research. How­
ever. classical transport sometimes can be interesting and challenging as well. The 
hopping conduction of electrons in under-doped semiconductors is one example in which 
localized electrons moves in the lattice by hopping between different localized centers, re­
sulting in the famous Mott's hopping law e.xp[—from the variable range hopping 
mechanism[3o]. The complication from the large electron-electron interaction as a result 
of the absence of metallic screening, certainly makes the problem very challenging. In 
fact the formation of Efros-Schklovskii gap[36] in the electron density of states severely 
modified the Mott's hopping law to a form exp[—{^Y/'^\ with the same e.xponent for 
both 2d and 3d systems, in agreement with experimental observations on most of the 
semiconductors and granular metals. The exact role of electron-electron interactions 
remains open, because of the difficulties involved in treating correlated multi-electron 
e.xcitations. 
••Vnother important subject is adatom diffusion on substrate surfaces[37]. This is 
the main mechanism for growing quality films for practical application. The motion 
of most of the adatoms is purely classical because of their mass, with the e.xception 
of perhaps hydrogen. The adatom can only hop to a neighbor site through thermally 
activated hopping over an energy barrier. Thus the diffusion constant of the adatom on 
the surface is in the form 
D(T) = (1.19) 
where EQ is the diffusion barrier. The diffusion process controls the rate that equilibrium 
can be achieved. Thus knowing the diffusion constant accurately can be crucial for 
controlling the quality of the film growth. 
Theoretical calculations of energy barrier certainly exist in some ideal situations. 
The complexity of the problem is such that for most of the systems, theoretical calcula­
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tions are either unavailable or unreliable. Most of our quantitative information on the 
diffusion barrier is obtained through experimental measurements. Many techniques exist 
for such a purpose. They all have advantages and limitations. Traditionally diffusion 
constants are measured by examining the development of a prepared density profile in 
time, through the Boltzmann-Botano analysis. The faister the density profile changes, 
the larger the diffusion constant. The other technique is to look at particle flux under 
a fi.xed bias, through the use of Ficks law which related the flu.x to the density gradient 
by the diffusion constant. J = 
In recent years, a new technique is developed utilizing the Scanning Tunneling Mi­
croscope (STM)[38]. By scanning an area of the surface, the position of the adatom as 
a function of time can be recorded and analyzed to obtain the diffusion constant. Such 
a technique certainly has the limitation on time resolution. .A.n alternative method, us­
ing the correlation functions, was developed By Professor Tringides group. Instead of 
scanning the surface, the tip of the STM is hold still, but the tunneling current on the 
STM are recorded in time[39]. The decay of the correlation function of the current is 
a measure of the diffusion process of the adatom. Since STM is positioned above the 
substrate such that measurable tunneling current exist only when some adatoms moves 
into a small probe area under the tip (Fig. 1.9). This technique has been successfully 
used to investigate the surface diffusion of 0 on Si(lll) surface[39]. 
As with any STM method, the question whether the interaction between the STM tip 
and the adatom changes the diffusion behavior has to be investigated. Surprisingly, there 
is little theoretical study reported on this important subject. The effect of an applied 
electric field has been investigated for the Ccise where the field is a constant. But the tip 
field is quite different. The other interesting effect is the time dependence of the adatom 
density under the tip. If the tunneling current are measured and recorded immediately 
after the STM is turned on, the adatom below may require some time to reach the new 
equilibrium. Such a measurement under non-equilibrium condition certainly deserves 
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Figure 1.9 A schematics of STM current measurement on adatom surface 
diffusions, a) Adadom diffusing under the tip. b) Tunneling 
current measured as a function of time, c) Power spectrum of 
the current-current correlation functions. 
careful theoretical investigation. Other effects, such as the adatom-adatom interaction 
when surface coverage is not small, have been investigated previously. 
In theoretical studies, the classical diffusion of adatoms can be simulated through 
the use of Monte Carlo technique. In this technique, the motion of adatom is modeled 
statistically with some probability. The probability of a move is determined by a rule 
such that in the long run. an equilibrium is attained. .A. common choice is the MetropoHs 
algorithm with probability from i to j given by 
P { i  j) = Poexp(-^^^-^) (1.20) 
where E,- is the total energy of the system in configuration i. 
The potential of the tip-adatom interaction is usually assumed to be only a function 
of the distance between the tip and the adatom U(r)[37]. We have chosen a simple power 
law form 
(r + 
where Uq = —^ < P > -E is the measure of the strength of the interaction. The 
polarization for different atoms can be quite different, ranging from 10"'^® to 10~^^ for 
polarizable atoms. 
The calculation of current-current correlation function deserves further comments. 
This correlation is directly proportional to the density-density correlation if we make 
the simple assumption that the tunneling current measured in STM is proportional to 
the number of adatoms within a small probe area on the substrate directly under the 
tip, i.e., 
C { t )  = <  j { t  +  t o ) j { t o )  > ~ <  n { t  - t -  t o ) n { t o )  >  .  (1.22) 
Notice that C(t) is only a function of the time laps t and is independent of the starting 
time to in equilibrium. The brackets denote the ensemble average over independently 
prepared initial configurations and different Monte Carlo sequences. This correlation 
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function neither is normalized nor decays to zero asymptotically. The normalized corre­
lation function with the proper cisymptotic properties is defined cis 
c { t )  = <  n { t  -I- fo)"(^o) >  —  <  n { t )  > <  n [ t o  > = <  n [ t  + fo)n(fo) > —(1-23) 
where no is the average coverage of the surface. Here equilibrium is assumed such that 
the average density does not depend on time. Under this assumption, one can solve the 
classical diffusion equation to obtain the correlation function. The resultant e.xpression 
where D is the diffusion constant. We see that the correlation function has a 1/t tail. 
Thus by looking at how fast this correlation function decays in time, we can get the 
diffusion constant. In the actual experiment, power spectrum functions, which are the 
Fourier transform of the current-current correction function, are calculated and from 
which the diffusion constant is extracted. 
Obviously our system is not in equilibrium right after the field is turned on. Once 
the STM is turned on. the adatom nearby will rush towards the tip and the density 
under the tip will begin to build up with time. The question is on what time scale the 
system will reach a new equilibrium under the potential? This time scale certainly will 
be a function of temperature and potential UQ. There are two aspects of the problem: 
the time for density saturation and the time for the correlation function converge to 
the form expected in equilibrium. From the analysis of the correlation functions, we 
can also try to answer the question of the effect of tip field on the diffusion constant 
measurement. From the shape and the time constant of the correlation function, we can 
ascertain the importance of a time dependent density and the biased random walk. 
As for the density under the tip, a simple one-site trap model is found to be adequate 
to estimate the equilibrium density at different interaction potentials and temperatures. 
Assume the probe area is effectively one site with an effective trap potential < U > 
is 
(1.24) 
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with respect to the substrate background. Let no and < n > be the coverage and the 
saturation density in the trap, respectively. On average the number of the adatoms hop 
in and out of the trap in an unite time should be the same if the system is in equilibrium. 
The probability of an adatom within the trap hops out relies on the thermal activation 
as well as the availability of empty sites outside the trap. The number of adatoms 
hopping out of the trap is thus given by < n > (1 — nQ)exp[— < U > /AtbT]. The 
number of adatoms hopping in the trap does not have the activation factor and is given 
by no(I— < n >). Thus we have 
no(I— < n >) =< n > (1 — no)exp[— <U > /fceT]. (l-'-o) 
Solving for < n > we obtain 
^ no + (I - no)exp[-< &'> 
which produces the correct limiting behaviors at low and high temperatures 
lim < n >= 1 -exp[— < U > fkgT] (1-"-") 
T-*O NO 
lim < n  >= rzo(l 4* n o  <  U  >  I ^ b T )  (1-2S) 
T 
For the calculation of the density correlation function in non-equilibrium, one faces 
two complications. One is that the correlation function will now depend on the starting 
time to. The other is to decide what to use in place of the constant coverage in the last 
term in Eq. 1.23. The decay time of the correlation function will depend on the way the 
constant term is subtracted. VVe feel the correct way is to demand that the correlation 
function decays to zero cisymptotically. Thus we use < 72(00) > Mq as the constant to be 
subtracted. 
These numerical investigations will be important for the overall understanding of 
diffusion process. The adatom-adatom interactions could also play some role[40]. The 
challenge remains to find a way to separate external influence from system response. 
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Dissertation Organization 
This dissertation follows an alternate thesis format which permits the inclusion of 
papers submitted or to be submitted to scholarly journals. The research in the first and 
second papers was suggested by Dr. Soukoulis and performed under his supervision. 
The third paper was performed under Dr. Tringides's supervision. 
The general introduction provides an overview to the field of electron localization, 
conductance fluctuations, and scalings in disordered electron systems as well as surface 
diffusion study with STM . Basic physical pictures rather than more complicated math­
ematical formalism are presented. This serves cis a base for the understanding of the 
three chapters following the introduction. In Chapter 2 an e.xtensive numerical inves­
tigation on the universal conductance at the localization-delocalization critical point of 
the integer quantum Hall effect is presented. Our results agree with analytical predic­
tions but disagree with a recently reported numerical calculation based on the network 
model. In Chapter 3, the critical conductance is examined in an anisotropic system to 
determine whether the geometrical mean of the conductance at the two directions will 
be a constant independent of the anisotropy. In Chapter 4, a Monte Carlo study on a 
classical transport on surface is presented. The STM tip field is found to have substan­
tial influence on the measured current-current correlation functions. Such a sensitivity 
could be used to detect interactions between tip and adatoms. The summary discusses 
what have been achieved through these studies. 
Chapter 2 has been submitted for publication in Physical Review Letters. Chapter 3 
will be submitted for publication in Physical Review B as a Rapid Communications. 
Chapter 4 has been published in Physical Review B as a regular article. 
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2 SCALING PROPERTIES OF CONDUCTANCE AT 
INTEGER QUANTUM HALL PLATEAU TRANSITIONS 
A paper submitted to Physical Review Letters 
Xiaosha Wang, Qiming Li. and Costas. M. Soukoulis 
Abstract 
We investigate the scaling properties of zero temperature conductances at integer 
quantum Hall plateau transitions in the lowest Landau band of a two-dimensional tight-
binding model. Scaling is obeyed for all energy and system sizes with critical exponent 
u ^ The arithmetic average of the conductance at the localization-delocalization 
critical point is found to be < G >c= 0.506^, in agreement with the universal longi­
tudinal conductance < rr^x >= Predicted by an analytical theory. The probability 
distribution of the conductance at the critical point is broad with a dip at small G. 
Introduction 
The transitions between the integer quantum Hall (IQH) plateaus are believed to be a 
manifestation of the localization to delocalization transition in two dimensional electron 
systems in the presence of a strong magnetic field. The phenomenon[l] is characterized 
at finite temperatures by the appearance of a conductance peak as the Hall conductance 
varies continuously between the precisely quantized values with the change of applied 
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magnetic field[l]. The existence of both extended and localized states is required to 
describe this fascinating phenomenon. Following extensive experimental and theoretical 
investigation, a consistent picture has emerged on the nature of this remarkable transi­
tion. In a two dimensional disordered non-interacting electron system, extended states 
do not exist as a result of .Anderson localization except at a singular energy near the 
center of each of the Landau sub-bands["2. 3]. The localization length diverges at these 
critical energies as if ~ IE — £'c|~'', signifying a continuous zero-temperature quantum 
phase transition. Electron conduction close to the transition is controlled by the ratio 
of the coherent length over the localization length[4]. .As the system size increases or. 
equivalently, as the temperature decreases to zero for macroscopic samples, the system 
2 
scales to stable Hall insulator fixed points characterized by = (0,n)^. 
•Although a consensus has reached on the general picture, several fundamental is­
sues remain unsolved. One such issue, the universality of the transition, has attracted 
much attention recently[o]. Based on Chern-Simons formalism, Lee-Zhang-Kivelson[6] 
2 2 predicted a transition between quantized plateaus cr^y) = (0. n)y and (0,n + I)y 
with universal critical points (|,fz -f independent of the microscopic details of 
any models. Such universality at the quantum critical point has also been suggested 
previously[o]. The universality of the critical exponents appears to have been born out 
in all the latest numerical studies with different microscopic models[2, 3. 7, S]. These 
works produced values consistent with experimental measurement[9, 10, 11] and close 
to the analytical predicted value[I2] ^ for quantum percolation. The universality 
of cTj-j., however, is still controversial. Extrapolation of dynamical conductivity from 
Kubo formalisms[8] and from spectra function calculations[7] on short ranged potentials 
produced values in reasonable agreement with = | at the critical point. A recent ex­
tensive and direct numerical study[13]on mesoscopic systems with the network model[2], 
2 
however, produced Gc = (0.58 ±0.03)y, in disagreement with the analytical prediction 
and previous numerical results. Given the fact that the two terminal conductance G is 
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not exactly the same as the longitudinal conductivity an- the small but significant dif­
ference appears to be resolved[13] in favor of a new universal value for the two terminal 
conductance < >• Experimental attempts[14] to measure the conductance directly 
have not produced consistent values. 
Unlike the Hall conductance which is e.xactly quantized as a consequence of topolog­
ical invariance, the longitudinal conductance itself is a sample-dependent quantity for 
mesoscopic systems with electron coherent lengths e.xceeding the sample dimension. The 
universality of the critical conductance in principle applies only to macroscopic systems 
in which self-averaging is expected. It is not clear at the present what average procedure 
will produce the experimentally observed quantity. Fluctuation has been the hallmark 
of quantum transport in mesoscopic systems[lo] and its characteristics provide impor­
tant clues on the system as a whole. It is therefore equally interesting to investigate 
the probability distribution of the conductance. In particular, it is important to ask 
whether, under appropriate conditions, the distribution of the conductance P(G) ap­
proaches a limiting universal form. In three-dimensional disorder-driven metal-insulator 
transitions, strong evidence exist on the universality of the conductance distribution in 
the metallic and insulating phases as well as at the critical point[16. 17]. The phys­
ical arguments for the existence of such a universality can be equally applied to the 
localization-delocalization transition in two dimensional systems[13, IS]. Conductance 
distributions at IQH plateau transitions have been investigated for the network model 
only[19]. The results compared well with the recent experimental measurement on meso­
scopic systems[20]. 
Formalism 
In this paper, we investigate the scaling properties of the conductance as well as 
the critical conductance and its distribution in a two dimensional system described by 
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a tight-binding model. This is perhaps the simplest system that exhibits the correct 
critical behavior of the localization-delocalization transition. To our knowledge, no such 
calculations have been previously reported for the tight-binding model. Our aim is 
to determine accurately the critical zero temperature two-terminal conductance in the 
tight-binding model and to see whether there is universality, at leeist between the tight-
binding model and the network model investigated by VV'ang et al.[l3]. Our results 
are in agreement with the scaling hypothesis and a critical exponent of t/ = j. More 
importantly, based on finite size scaling analysis, we obtain < Gc >= 0.506 at the 
critical point, very close to the value expected from analytical theory Gc = but in 
disagreement with the recent extensive numerical study on the network model[13]. This 
difference, if persists, has important implications on the universality of the two terminal 
critical conductance. We have also analyzed the distribution of the conductance at the 
critical point. The moments of the distribution are surprisingly similar to that of the 
network model. 
The tight-binding Hamiltonian is given as follows 
^ = 'I + 5 >< il + c-c.) (2.1) 
1 < i j>  
where e is a random site energy uniformly distributed within [-VV72, VV72]. The complex 
hopping integral tij carries the phase due to applied magnetic fields via the standard 
Peierls substitution, 
= (2.2) 
The sum is carried over the nearest neighbor sites < ij > only, to is taken as the 
unit of energy. Periodic boundary conditions are applied in the transverse direction. In 
continuum, quantized Landau levels under a magnetic field are broadened into Landau 
bands by impurity scattering. In lattice models. Landau bands form even in ordered 
systems as a result of degeneracy breaking. These bands will be further broadened by 
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disorder. The lowest Landau band in the tight-binding model has been shown[l] to 
describe the quantum Hall transition well. 
To calculate the zero-temperature two terminal conductance numerically, we employ 
the transfer matrix method which obtains the final transmission matrix by multiplica­
tions and inversions of transfer matrix. The disordered square sample of size MxM is 
sandwiched between two perfect leads of the same width. Both the sample and the 
leads are governed by the tight-binding Hamiltonian (1). No disorder exists in the leads. 
The two terminal conductance is then given by the following multichannel Landauer 
formula['21] 
G  =  — T r { T ^ T )  (2.3) 
h 
where T is the total transmission matrix through the disordered sample with the prop­
agating channels in the leads as basis. Keep in mind that G defined here is for one spin 
only. 
Results and Discussion 
For the purpose of investigating the scaling and the critical conductance, we have 
chosen a fixed magnetic field such that the flux per square is one eighth of the flux 
quantum (f =1/8) and a disorder strength VV=4. If universality persists, both the 
critical e.xponent u and the critical conductance < Gc> are expected not to depend on 
the applied field and the disorder strength. Based on a previous finite size scaling study 
on the localization length, the critical point of the lowest Landau level at this field and 
disorder strength is accurately known to be at E=-3.40. At this disorder, all Landau 
bands show substantial band-mixing e.xcept the lowest one. For disordered mesoscopic 
systems at zero temperature, electrons propagate through the entire sample without 
being scattered inelastically by phonons. Scattering by random static impurity, on the 
other hand, produces configuration-dependent conductance fluctuations. We present in 
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Figure 2.1a the averaged conductance < G > In the lowest Lcindau band for different 
system sizes. The conductance clearly peaks at the critical energy £Jc=-3.40 and falls 
rapidly away from Ec- As the system size increases, the conductance curve become 
narrower and the peak conductance increases. The continuing narrowing of the width 
of the conductance curve as system size increases indicates that in the macroscopic 
limit, only the states at the critical energy can transport electrons across the sample, in 
agreement with the conventional picture that all states are localized except at the center 
of the band[l]. 
An important property is the scaling of the conductance G as a function of the 
system size. .According to the finite size scaling idea, the conductance is expected to be 
determined solely by the ratio of the localization length to the system dimension M close 
to critical point. However, there is known irrelevant finite size corrections such that the 
scaling is modified as 
G { E .  M )  = G(£., M ) m E ) I M )  (2.4) 
where ^{E) is the macroscopic localization length at energy E and f(x) is a universal 
function. The size dependence of the conductance maximum G[Ec, M) represents the 
irrelevant finite size corrections, 
Gs[E,, M) = G'e - . (2.5) 
Utilizing if ~ — Ed"", we obtain the expression 
G { E ,  M )  =  G { E , , ,  M ) f { \ E  -  E , \ - ' ' I M )  
= G{E,,M)F{\E-E,\M"''). (2.6) 
Should scaling exist in our system as expected, then all of our data for different E and 
M would collapse on one curve provided the correct values of Ec and u are chosen. The 
results of such a scaling procedure are shown in Figure 2.1b for arithmetic average with 
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Ec=-3.40 and the best fit z/=2.37. Scaling behavior is clearly established. Deviation for 
M=16 and for higher energy E is due to the finite size effect and the effect of mixing 
with higher bands, respectively. Thus scaling of conductance around the critical points 
indicates a critical exponent consistent with a universal value i/ = ^. The same scaling 
is obeyed for the geometric average, shown in Fig. 2.1c with exactly the same critical 
exponent. 
Of central importance is the e.xact value of the conductance at the critical point. As 
mentioned before, due to the finite size correction from irrelevant fields, the conductance 
at the critical point depends on system size. In Figure 2.2. we present the arithmetic and 
geometric averaged conductance at the critical point. Ec = —3.40. G{Ec,M) increases 
with increasing size M and will eventually saturate at the critical conductance Gc for 
macroscopic systems. This is in contrast to the constant amplitude ratio[l] at Ec for 
the finite size localization length. VVe mention that in order to achieve good statistics, 
more than 10,000 samples are taken for M up to 160 and 8000 samples for M=192. To 
extrapolate to macroscopic systems, we have fitted our data to Eq. (2.5) with a least 
square fit (shown as lines in Figure 2.2). The most likely fit is determined by minimizing 
the statistics[23] 
^ i CTi 
where the summation i is over all the system sizes and <t,- is the standard deviation of 
< G{Ec. M) >. VVe obtain Gc = 0.506 and t/,vr = 0.72 as the best fit with a goodness 
of fit Q=0.12. Fits with Q larger than 0.1 are believable. VVe have also used the 
projection method[23] to estimate the confidence limit. Brackets of [0.499,0.511] and 
[0.495,0.517] are obtained with a confidence level of 95.4% and 99.73%, respectively. Our 
results agree with the analytical assertion that the universal longitudinal conductance 
Gc is The difference between our results for the tight-binding model and the equally 
extensive results for the network model[13], if persists, could indicate that the critical 
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two-terminal conductance is not universal. The extrapolated value for the geometric 
average is < G'c >g= 0.438 with y,>r = 0.52 and a goodness of fit Q=0.o0. An interesting 
remark is that from the reported value of higher moments of G, we infer that in the 
network model, the geometrically averaged conductance < G >g^ 0.5. 
The distribution of the conductance also shows interesting properties. \t the critical 
point, this distribution is broad and ranges between 0 and 1. Fluctuations, as measured 
by the standard deviation, is of the same order of magnitude as the average conductance 
itself. For localized state, the distribution is known to be Poisson-like. .\t critical points, 
it has been proposed that the conductance distribution should be universal independent 
of the size of the system. This assertion is based on the fact that there is no length 
scale since the localization length diverges at the critical point. However, we know there 
is non-negligible finite size corrections to the scaling, as shown in the analysis of the 
G'c- Thus the conductance distributions at the critical point do show size dependences 
(Figure 2.3a-d). The probability distribution is broad, ranging from 0 to 1. It also 
shows progressive development of a dip around G=0 as the whole distribution flattens. 
For two dimensional systems, analytical descriptions of the statistical distribution of 
the conductance is lacking. Eventually for very large sizes, the distribution saturates 
to the final, presumably universal, form for macroscopic systems. Calculation of higher 
moment of the conductance, < G"' >, results in values O.OS. 0.013, 0.003 and 0.001 for 
n=2, 4, 6 and 8, respectively. These values closely resemble the results reported by 
Wang et al.[13]. The probability distribution at the 2D quantum critical point is quite 
different from that of the 3D systems[16, 17]. We also point out that the distribution in 
InO, although not gaussian, has much better central tendency. The universality of these 
distributions will be examined in future work. 
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Conclusions 
In summary, our detailed calculation of the conductance in a tight-binding model 
clearly demonstrated the scaling of conductance for all E and M with u = 7/3. Our 
numerical calculation produces an ensemble averaged critical conductance < Gc >= 
0.506, very close to the predicted value from an analytical theory Gc = 1/2, and in 
disagreement with the recently extensive numerical study[13] on the network model. 
However, the probability distribution of the two terminal conductance at the critical 
point indicate that a small dip develops in the distribution at small G as the whole 
distribution flatten out with increasing system sizes. 
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Figure 2.1 Average conductance < G > in the lowest Landau Band, (a) 
Conductance vs energy for M=16, 32, 64, 96, 128, 160, and 
192. Normalized conductance as a function of scaled variable 
X = \E — with Ec = —3.40 and u = 2.37 for the arith­
metic (b) and the geometric (c) average. The number of samples 
for each data point ranges from 50 for M=192 and 10000 for 
M=16. 
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Figure 2.2 Conductance at the critical point, < G{Ec, M) >, as a function 
of system size M for square samples of M x M. The lines are 
least square fits to Ga{Ec,M) — 0^ — The error bars 
are smaller than the size of the symbols. 
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Figure 2.3 Distribution of the conductance G at the critical point 
Ec = —3.40 for different sample sizes, a) M=16, b) .\I=32, c) 
M=64, and d) M=r28. Each size has more than 10000 samples. 
Distributions at M=192 (not shown here) is almost identical 
with that of M=128 within the statistical fluctuation. 
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3 SCALING OF CONDUCTANCE IN ANISOTROPIC 2D 
SYSTEMS 
A paper submitted to Physical Review B 
Xiaosha Wang, Qiming Li, and Costas. M. Soukoulis 
Abstract 
We investigate the scaling of conductances in anisotropic two dimensional systems. 
The conductance and its distribution in the two directions are found to be approximately 
the same once the dimension of the system in each direction is chosen to be proportional 
to the localization length. .A.t the localization-delocalization transition under a strong 
magnetic field, the geometrical mean of the conductance in the two directions is not 
universal. The distribution of conductances at the critical point also show distinctive 
features in the two directions. 
Introduction 
Localization in anisotropic systems attracted much attention recently [1, 2, 3, 4, 5, 6]. 
The renewed interest is partly spurred by the attempt to understand the the normal state 
transport properties in different directions of the high cuperate superconductors which 
is a layered material[7]. Although it is generally believed that anisotropy in the form 
of anisotropic hopping does not change the universality and the critical behavior of the 
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problem, the exact form of the scaling function is expected to depend on anisotropy 
in the form of anisotropic physical parameters such as anisotropic hopping integrals 
or geometrical aspect ratios[S, 9]. These details of the localization behavior in such 
systems have never been examined until recently. In an e.xtensive numerical calculation[2] 
in three dimensional systems with the transfer matrix method coupled with finite size 
scaling technique, it is clearly demonstrated that the states become localized at the same 
critical disorder in all the directions in highly anisotropic systems. The scenario that 
states become localized in one direction and extended in other cannot occur. However, 
it was also pointed out in that work[2| that the large disparity between the values of 
the coherent lengths in different directions makes the transport property of such an 
anisotropic system much more complex at finite temperatures. The scaling property 
in such anisotropic systems was also examined recently[10]. It was proposed that the 
scaling function should solely depend on the conductances in the different directions, a 
natural extension of the original one-parameter scaling theory which was valid only in 
isotropic systems[ll]. This hypothesis was successfully applied to the scaling of the finite 
size localization lengths in two dimensional anisotropic systems. Numerical investigation 
on scaling of conductance is much more difficult. 
For conductance, a simple application of the scaling idea can be made for a special 
aspect ratio. When the dimension of the system size is chosen to be directly proportional 
to the localization length, the system should behave effectively isotropic. The scaling 
function of such a special system should then be the same as that of the isotropic system. 
This in fact has been proposed previously[r2, 13] but has never been checked before until 
the recent work. The difficulty in implementing such a procedure lies in the fact that the 
localization lengths are usually not known a priori. Nevertheless, it was found through 
numerical calculations[10] that this can indeed be done. With an anisotropy of hopping 
integral 1:10, the conductances of two dimensional rectangular samples of different sizes 
but the same aspect ratio 10:1 were found to be the same in the two directions for 
coaductances in a range of ten orders of magnitude. A particular question raised was 
that would the distribution of conductances in the two directions be also identical, as 
expected from the generalization of scaling ideas to conductance distributions[14, 15]? 
The other important question concerns about the universality of the critical conduc­
tance at the critical point of the Anderson transition[16]. From the generalized scaling 
functions, it can be established[10] that the geometrical mean of the localization length 
ratio Ac = ^ is a constant independent of the anisotropy. Numerical calculations in 
both two[10] and three dimensional[l] systems strongly support such a claim. But the 
same cannot be said on the conductances. In fact numerical results[l] in three dimen­
sional anisotropic systems do not support a universal conductance for the geometrical 
mean. In two dimensional systems, a localization-delocalization transition occurs only 
when time reversal symmetry is broken. .A. well known e.x:ample is the integer quan­
tum Hall plateau transition occurring in two dimensional gas under a strong magnetic 
field[17]. .A. recent calculation[lS] based on the network model[19] found that the geo­
metrical mean of the critical conductances is universal within the uncertainty of the data 
2 
at the critical points with anisotropic coupling. The universal value. < Gc >= 0.58^, 
is also different from the value predicted by analytical theory[20]. cri^ = However, 
our calculation with the tight-binding model obtained < Gc >= 0.506^ in isotropic 
systems. This small but significant difference is in odds with the fundamental univer­
sality hypothesis[I6] which states that the microscopic details are not relevant within a 
class of models characterized by a few fundamental symmetries. It is therefore critical 
to investigate if in the two dimensional anisotropic systems, there is a universality in 
the critical conductance. These issues will be the central theme of the paper. 
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Formalism 
We consider the following tight-binding Hamiltonian for an anisotropic 2d disordered 
model under a strong magnetic field. 
H = Y .  
n <mn> 
where n and m label the sites of a square lattice. The on-site energies e„ are inde­
pendently distributed at random within the interval [-W/2. W/2]. The second term 
is taken over all pairs of nearest neighbor sites. The complex hopping integral Vnm is 
anisotropic and carries the phase due to applied magnetic fields via the standard Peierls 
substitution. 
r  = t  ( 3 - ^ )  t j i j t i  — \ 
The hopping integral f„m = l or t (<1), depending on hopping directions. .\s a con­
v e n t i o n ,  w e  h a v e  a s s i g n e d  t h e  d i r e c t i o n  w i t h  t h e  l a r g e  { t n m  =  1 )  a n d  t h e  s m a l l  { t n m  =  t )  
hopping value as the parallel (||) and the perpendicular (±) directions, respectively. 
Periodic boundary conditions are applied in the transverse direction. 
The zero temperature two terminal conductance in a rectangular sample of width M 
and length L is given by the following multichannel Landauer formula[21] 
G = ^^Tr{T^T) (3.3) 
h  
where T is the total transmission matrix through the disordered sample. We calculate 
T with the standard transfer matrix method. Keep in mind that G defined here is for 
one spin only. 
Results and Discussion 
Since in the localization problem the relevant length scales are the localization 
lengths, the conductance should become isotropic if the dimensions of the sample are 
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chosen to be proportional to the localization length[r2, 13]. This means for anisotropic 
systems, the shape of the sample should be rectangular with the weak coupling direc­
tion as the short dimension, in order for the system to have isotropic conductances in 
the two directions. Once this is done at some length scale, the isotropic property is 
expected to maintain when the system size is scaled up with the same factor, according 
to the one parameter scaling theory[12, 13]. This was tested[10] in a 2d system with t 
= 0.1 at E=0 and VV=3.6. The aspect ratio was chosen to be 1:10, appro.ximately the 
localization length ratio. In Fig. 3.1 we reproduce the geometrical averaged conductance 
in the two directions when the system is scaled up by up to 4 times. It clearly shows 
the conductance remains approximately isotropic even though the conductance has de-
crecLsed by 8 orders of magnitude. Since we don't know exactly the localization length 
in the two directions, apparently the aspect ratio 10:1 we chose is only approximately 
equal to the localization length at E=0 and VV=3.6. As a result, the conductances in 
the two directions are not exactly equal. However, the difference is small compared 
with the S orders of magnitude changes in the value of the conductances. In Fig. 3.2. 
we show the statistical distributions of the logarithmic of the conductances in the two 
directions at different sizes. The distribution is clearly Gaussian, indicating the state is 
localized. This is also the reason why a geometric mean is chosen in Fig. 3.1 because 
the arithmetic mean is known to be ill-behaved for localized states. The distributions in 
the two directions do not show any significant difference, indicating the system indeed 
cannot be differentiated from an isotropic one, in agreement with the one-parameter 
scaling theory. 
We ne.xt examine the problem of the critical conductance at the localization-delocalization 
transition in an anisotropic system under a strong magnetic field, i.e. the integer quan­
tum Hall plateau transition[17]. The tight-binding model was known to describe the 
quantum Hall transition well, at least in the lowest Landau band. For the purpose of 
investigating the scaling and the critical conductance, we have chosen a fixed magnetic 
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field such that the flux per square is one eighth of the flux quantum (f =1/8). The 
anisotropy is taken to be t=0.o, and disorder strength is lowered to VV'=0.5 to have a 
well defined Lowest Landau band. From finite size scaling analysis, the arithmetic av­
erage of the conductance at the critical point for isotropic systems[22] was found to be 
< Gc >= 0.506y. in agreement with the predicted value from analytical theory. 
For anisotropic systems of a square geometry of M x M. the conductance in the 
two direction will be different. In Figs. 3.3 and 3.4. we show the arithmetic averaged 
conductances in the two directions in the lowest Landau band. .Again, the conductance 
peaks get narrower and narrower as the size of the system increases. This agrees with 
the conventional picture that only the state at the critical point is truly extended. .Also 
notice the much smaller conductance in the weak coupling direction (±) compared with 
that in the strong coupling direction (//). .A.n important property is the scaling of the 
conductance G as a function of the system size. .According to the finite size scaling 
idea, the conductance is expected to be determined solely by the ratio of the localization 
length to the system dimension M close to critical point. However, there is known 
irrelevant finite size corrections such that the scaling is modified as 
G ( E ,  M )  = G'(£c, (3.4) 
where and ^ / / ( E )  are the macroscopic localization length at energy E in the 
perpendicular (weak coupling) and the parallel (strong coupling) directions, respec­
tively. /(x, y) is a universal function. The size dependence of the conductance maximum 
G{Eci M) represents the irrelevant finite size corrections, 
G,{Ec, M) = Gc -  . (3.5) 
Utilizing ~ Iff — Ed"", we obtain the expression 
G i { E , M , L )  = G , { E c , M ) f { \ E - E c r / M , \ E  -  £,|7L) 
= Gi{Ec, M)F{\E -  M/L). (3.6) 
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where i denotes the two directions // and ±. We have also used the fact that the aspect 
ratio M/L is a. constant. Such a scaling analysis has been shown to work beautifully on 
isotropic systems[22] and the critical exponent u was determined to be very close to the 
analytical value u = 7/3. Should scaling exist in anisotropic system cis well, then all of 
our data for different E and M would collapse on one curve, providing that the correct 
values of Ec and u are chosen. The results of such a scaling procedure are shown in 
Figs. 3.3b and 3.4b for the arithmetic mean and Figs. 3.ob and 3.6b for the geometrical 
mean, respectively, with Ec=-'2.505 and u = 7/3. Scaling behavior is clearly established. 
Deviations seen on isotropic systems[22] for small M and higher energies due to the 
finite size effect and the effect of mi.xing with higher bands, are not visible here. 
Then critical conductance in the two directions, averaged over a large number of 
samples, are show in Figs. 3.7 and 3.8 for the perpendicular and parallel direction, 
respectively. To extract the exact values for the critical conductances in the thermaldy-
namic limit, we have extended the procedure for the isotropic systems[22], with different 
irrelevant exponents in the two directions. However, we have not been successful in 
obtaining a good fit to the above form. There seem to be systematic deviations at small 
M. However, if we discard the data for M=8 and 16, some reasonable fit is possible. We 
obtain < G//c >= 1-04 and < G'xc >= 0.33 as the best fit for the two directions, respec­
tively. This makes the geometrical mean (< 0//^ >< G-'j.c = 0.58. .A.lternatively, 
we have also calculated the geometrical mean of the conductance from the two direc­
tions at each size and then fitted these values to the formula. This produces a best fit 
< Gc >g= 0.60, a very close value to the first method. The present result indicates that 
the geometrical mean of the critical conductances in the two directions are not universal. 
This again supports the conclusion that there are differences between the tight-binding 
model and the network model in terms of behaviors of the critical conductances. This 
needs to be examined closely. 
The distribution of the conductance also shows interesting properties. For isotropic 
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systems and at the critical point, the distribution is broad and ranges between 0 and 1. 
Fluctuations, as measured by the standard deviation, is of the same order of magnitude 
as the average conductance itself. .A.11 these properties are still true in anisotropic systems 
as shown in Figs. 3.9 and 3.10 for the perpendicular and parallel directions, respectively. 
The distributions in the parallel direction (Fig. 3.10) resemble closely that of the isotropic 
system, having dip developing at small G with the increeise of system sizes. The dip 
here is more pronounced though, and the maximum probability moves toward larger 
values of G. However, for the perpendicular direction the large weight at small G. a 
signature of the log-normal distribution appropriate for the localized states, persists 
even for the largest systems, M = 192. The overall weight nevertheless shifts toward 
larger values with increasing system sizes, kt critical points, it has been proposed that 
the conductance distribution should be universal independent of the size of the system. 
This assertion is based on the fact that there is no length scale since the localization 
length diverges at the critical point. This is very interesting and needs to be investigated 
in the future. 
Conclusions 
In summary, we have investigated the scaling properties in two dimensional sys­
tems with and without time-reversal symmetry breaking. For the system without any 
magnetic fields, we find that not only the averaged conductance < G >g but also its dis­
tributions are approximately the same in the strong and weak coupling directions, if the 
system dimension is chosen to be proportional to the localization length in that direc­
tion. This is a strong confirmation of the scaling idea. In the localization-delocalization 
transition, we established the scaling of conductance in anisotropic systems around the 
critical point and confirmed that the critical exponent for the localization length is the 
same in both directions. The critical conductance in the two directions, extrapolated to 
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infinite systems, are different, as expected. However, their geometrical products do not 
correspond to the value for isotropic systems, unlike in the network model. Again, this 
points out real differences between the tight-binding model and the network model so 
far as the critical conductance is concerned. 
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Figure 3.1 The conductaace G in units of Ih of an anisotropic system M x 
N, versus M for t=0.1 ajid E=0. The aspect ratio 10:1 is chosen 
such that the sample dimension is approximately proportional 
to the localization length in that direction. Notice that G along 
the two directions stay close to each other while their over all 
magnitude changed many orders. 
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Figure 3.8 Conductance at the critical point, < G / / { E c ,  M )  >  in the weak 
coupling direction, as a function of system size M for square 
samples of M x M. The extrapolated value for infinite size (see 
text) is < G'xc >= for the arithmetic average. The error 
bars are smaller than the size of the symbols. 
72 
3 
M=16 E=E 
2 
H 
1 
0 
0 
3 
M=32 E=E 
2 
H 
1 
0 
0 
3 
M=64 E=E 
2 
H 
(D 
1 
0 
0 
3 
M=128 E=E 
2 
H 
1 
0 
0 
Figure 3.9 Distribution of the conductance G±_ at the critical point 
Ec = —2.505 for different sample sizes, a) M=16, b) M=.32, c) 
M=64, and d) M=r28. Each size has more than 10000 samples. 
Distributions at M=192 (not shown here) is almost identical 
with that of M=r28 within the statistical fluctuation. 
73 
(3) M=16 E=E 
0 0.5 , 1 
G„ (e^/h) 
M=32 E=E 
0 0.5 , 1 
G,/ (e^/h) 
(C) M=64 E=E 
c 
0 0.5 
V G„(e7h) 
W M=128 E=E 
0.5 . 1 
G/,(e2/h) 
Figure 3.10 Distribution of the conductance G'// at the critical point 
Ec = —2.505 for different sample sizes, a) M=16, b) M=32, 
c) M=64, and d) M=r28. Each size has more than 10000 sam­
ples. Distributions at M=192 (not shown here) shows more 
trend towards larger values of conductance. 
74 
4 EFFECT OF STM TIP ON THE SURFACE DIFFUSION 
MEASUREMENT: A MONTE CARLO STUDY 
A paper published in the journal of Physical Review B 
Xiaosha Wang, Qiming Li, and Michael Tringides 
Abstract 
Monte Carlo simulations are performed to study the effect of the electric field on 
surface diffusion of adatoms in a newly developed method that measures STM tunnel­
ing current fluctuations. The correlation function of the tunneling current fluctuations 
is proportional to the adatom density fluctuation. Diffusion coefficients are inversely 
proportional to the time constant of the correlation function. Both the shape of the 
correlation and the measured time constant are calculated as a function of ratio of the 
temperature to the characteristic electrostatic energy (i.e. strength of the electric field) 
and as a function of the initiating time of the measurement. The effect of the field is 
more pronounced when the measurement is carried out in the early non-equilibrium time 
regime while the adatom density evolves towards its equilibrium distribution under the 
spatially dependent electrostatic potential due to the electric field. 
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Introduction 
The adatom arrangemeat withia surface overlayers in atomic-scale growth processes 
is largely controlled by the adatom mobility. The mobility of the adatoms is the essential 
mechanism for transporting mass across the surface to achieve either a well-equilibrated 
configuration or technologically important metastable structures. The importance of 
the time-dependent tunneling current measurement has been described before[l. 2]. Re­
cently a real-time technique based on STM has been developed to measure diffusion 
coefficient by monitoring the current fluctuations at the tip[3]. The technique is based 
on the expectation that any changes in particle density under the tip should induce 
fluctuations in the measured tunneling current. Since density fluctuations are related 
to the particle mobility through dissipation-fluctuation theorem, measurement of cur­
rent fluctuations provide a means for measuring the diffusion constant[l]. This tech­
nique has been applied experimentally to measure surface diffusion for 0/Si(lll) at 
low coverage[3]. Recent Monte Carlo studies e.xamined the effect of adsorbate-adsorbate 
interactions on the single site[4] and patch[5. 6] density correlation functions measured 
in fluctuation experiments. Time dependent correlation functions in connection to field-
emission e.xperiments have also been studied theoretically with the real space dynamic 
renormalization group methods[7]. 
.A.S with all STM methods, a major question is to ascertain the role of the electric 
field in influencing adatom difTusion. It has been demonstrated that the electric field 
can be used to manipulate adsorbed atoms and molecules to form organized structures 
on surfaces[8]. In STM fluctuation experiment[3], the correlation function of the tun­
neling current can be measured immediately after the STM bias is turned on or after 
sufficient time to allow the overlayer to reach equilibrium. The presence of the tip 
potential will disturb the distribution of particles on surface, particularly for highly po-
larizable adatoms. Previous discussion of the role of the field was given qualitatively by 
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Gomer[l]. The quantitative estimate of such effects on the diffusion constant has not 
been previously examined. This Monte Carlo study aims to address this question. 
Method 
We perform Monte Carlo simulations on a two-dimensional square lattice (1=60) 
in the presence of a predefined tip potential C'{r) = — vvhere r is the distance 
measured from the position directly under the dip and a is the distance of the tip above 
the surface, a measures the decay of the potential and is taken as 3 in this study. 
Similar expression was derived in Ref. 3 as an approximate expression to describe the 
electrostatic interaction between the tip (treated as a point charge) and an infinite flat 
equipotential surface (typical of metallic substrate but also consistent with the highly 
doped semiconductor surfaces used for STM experiments). Such a picture has been 
invoked to explain how the electric field is used to manipulate growth and produce well-
controlled nanostructures[S]. It changes the potential well minimum so the sites closer 
to the tip are deeper than the ones further away. The present problem of diffusion 
under the electric field can be thought as a "i-d biased random walk where a diffusion 
atom has a higher probability to move towards than away from the tip. Calculation 
is performed either when the system approaches equilibrium or after the equilibrium 
is established. The question we address is whether the density correlation function 
calculated under these conditions is different from the one expected on a flat potential 
surface. Biased random walk problems are found in textbooks[9] on surface diffusion 
whenever a constant field is assumed. Our problem involves a biased walk in a field 
which depends on the distance from the tip, with the electric field practically zero after 
a cutoff distance determined by the distance of the tip from the surface (approximately 
4 times the size of the tip-surface distance). Inter-particle interactions are neglected for 
simplicity. 
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In the absence of a field, a particle hops with equal probability in the four possible 
directions, overcoming a constant diffusion barrier Eq between the nearest neighbor 
sites. In the presence of an interaction potential 6'(r) with the electric field on, the 
probability to move to a neighbor site r' will necessarily depend on the potential energy 
U{r'). In this work, the diffusion of adatoms under the influence of the tip potential U(r) 
is simulated with a Montroplis algorithm. In particular, the probability for an adatom 
at site i moving to an empty nearest neighboring site j, Pij. is given by 
Pi,j = Poe ^ (4.1) 
Eq 
where Pq = poe'i'T is the probability in the absence of the field, which itself is thermally 
activated with EQ the activation energy for zero field. In this work, we have taken PQ as a 
constant for convenience, implying a time scale exponentially varying with temperature. 
The simulation is performed as follows. The initial configuration is taken as a random 
distribution of particles with coverage 6 which corresponds to an equilibrium configu­
ration in the absence of the field. .\t t=0 the electric field is turned on and particles 
begin to diffuse towards the tip. A randomly chosen particles is tested to move to one of 
the neighbor sites with probability P,_, given by Eq. (4.1). Periodic boundary conditions 
are applied. Following the convention, a Monte Carlo step (MCS) corresponds on the 
average one attempt for each particle. For sufficiently long time, the system will acquire 
a new equilibrium configuration determined by U{r), with a nonuniform distribution of 
particles. With an attractive potential, more particles will occupy sites under the tip 
since these sites have lower potential energj'. 
With the fluctuation STM method[3] the time scale of fluctuations in the tunneling 
current corresponds either to the time for an atom to cross or to revisit the probe area. A. 
current pulse is expected (above the average value of the current) whenever an atom is in 
the tunneling region. The diffusion coefficient can be obtained[2] from the pulse width, 
(which corresponds to the time for the atom to cross the area) or from the average time 
78 
separating the pulses which corresponds to the average time between visits. The time 
to cross the probe region is simply proportional to the decay constant of the correlation 
function while the time between the visits is determined by the time necessary to attain 
the 1/t tail for 2-d diffusion[3]. The tunneling current fluctuations are simply determined 
by the density fluctuation which were calculated in the simulations. 
where N p { t )  is the total number of particles within the probe area at a given time t. 
and (iV) the average number of particles in the probe area, is the starting time of the 
correlation function calculation, and the bracket represents an ensemble average over 
independently prepared initial equilibrium configurations. 
In the absence of U(r), C { t . t o )  is independent of starting time t o  and obeys a well 
known form in the hydrodynamic limit[10, I]. 
where the integration is over the probe area .A.. The chemical diff"usion constant can be 
extracted by comparing the e.Kperimentally measured form with the e.xpression Eq. (4.3). 
In the long time limit, a simplified form of C(t) can be used to e.xtract the diffusion 
constant, C(0 % Al4~Dct. In practice, the Fourier transform is compared instead. The 
1/t asymptotic limit at longer time leads to a log(f) dependence at low frequency, the 
coefficient of which is inversely proportional to the diffusion constant Z)c[3, II]. The 
effect of probe area and interactions has been investigated previously[4, 5, 6, 7]. In the 
absence of adatom-adatom interactions, Dc is a constant independent of the coverage[12]. 
Thus we expect that the normalized correlation function has the same form (Eq. (4.3)) 
independent of the average density. 
As discussed before with the electric field on, the potential surface is modified by 
U{r). This implies that the uniform density system is no long in an equilibrium state 
C ( t . t o )  =  { N , { t ) N , { t o ) ) - { N , ) '  (4.2) 
(4.3) 
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and will evolve in time to attain a new equilibrium state which is described by position-
dependent density. Thus C{t,to) will depend on the starting time of the measurement. 
to. In determining the correlation function according to Eq. (4.2) we have used the long 
time saturation value Naat = ^Vp(oc) in the probe to be subtracted as the average particle 
number, instead of the average particle number for uniform distribution Np = Ad where 6 
is the coverage, the overall coverage 6. One expects the measured correlation function to 
deviate from the form from Eq. (4.3) if the starting time is vvell before the equilibrium 
time. The readjustment in the particle positions to their new equilibrium introduces 
additional nonequilibrium" fluctuations since fluctuations are measured fro, the final 
saturated density in the probe area. This should affect the shape of the correlation 
functions. It is not clear whether for long enough time so equilibrium is attained that 
the shape of the correlation function and the extracted diff"usion constant from them 
are the expected ones based on Eq. (4.3). Deviations might be still possible since the 
system even at equilibrium is undergoing a biased random walk with the probability to 
move towards the tip higher than the probability to move away. 
Experimentally it is easy to perform measurement for different to'- either at the time 
the tunneling voltage is applied (to measure how the system evolves in time to read­
just particle density to the equilibrium configuration) or after the field has been on for 
sufficiently long time such that the equilibrium configuration is attained. In practice 
the configuration average can be carried out exclusively only in terms of independent 
configurations (as in the simulations) by turning the field off between acquisitions; or 
by choosing a mixture of configurations and time average if the field is on continuously. 
The choice of the saturation value as the average density to subtract in Eq. (4.2) with­
out any time average is better suited for studying difference between equilibrium vs. 
nonequilibrium experiments. 
Simulations have been performed on a (60 x 60) lattice size with a coverage 9 = 
0.2 and an ensemble at least as large as 1000 configurations, under periodic boundary 
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conditions. The tip is positioned at the center of the lattice at a distajice of 8 lattice 
spacings above the surface. .A.n area of S x 8 directly under the tip is taken as the probe 
area. Simulations are performed at several temperatures or potential Uq. Obviously only 
their ratio is important as evident from Eq. (4.1). The particle density within the probe 
area is recorded for each Monte Ccirlo step, and correlation function is then calculated 
starting from time Iq. 
Several related questions are investigated. First we determine the time scale for 
the system to reach the new equilibrium state at different ratio of temperature over 
potential, T/Uq. TO characterize this time scale, we investigated the time dependence 
of the density within the probe area. The average density starts at the initial coverage 
0 and saturates to a constant value Nsat at long enough time. This saturation time of 
the density should be taken as a lower bound of the equilibration time. One can look 
at the correlation function measured both before and after the equilibration time to see 
how they differ, from Eq. (4.3). 
The second question addresses our primary interest: to what extend the electric field 
affects the diffusion constant at different temperatures measured both by the shape and 
the decay constant of the correlation function? There are primarily two factors con­
tributing to this effect: the time dependence of the density and the biased random walk 
towards the tip. These two work together and are difficult to separate. However, corre­
lating this with the time to attain equilibrium will enable us to reach partial conclusions 
regarding the relative importance of the two. 
Results 
Figure 4.1 shows the evolution of the average particle density in the probe area 
with time, for different ratios of temperatures over potential, T/£'o=0.1, 0.2, 0.5, and 
1. These curves show a fast increase in the density at the beginning and a much slower 
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increase at the saturation stage. The initial fast increase occurs when particles from 
the surrounding move into the probe area under the influence of the electric field. This 
initial stage is fast since the initial drive for the particle redistribution is large and the 
movement involved is short ranged. However, achieving the state of equilibrium requires 
mass movement over the whole lattice. Thus the final stage of equilibration happens on 
a much slower time scale than the time scale of the fluctuations out of the probe area. 
Note that The particle density in the probe area increases at the end by as much as 70% 
even when the potential is comparable to the temperature {T/Uq = 1). Much larger 
increases are found at lower temperature ( or larger field). In Fig. 4.2, we have plotted 
the saturation density as a function of the ratio TIUq. If we approximate the probe area 
as a trap of one site with effective trap potential {U), one expects the average density 
in the trap site to follow a simple form: 
Q 
Indeed this simple analytical relation described the saturated density well (Fig. 4.2) 
with an effective average potential {U) = 0.713t''o- At high temperatures, the e.xcess 
density in the probe area over the coverage 0 varies as jU^/T. Shown also in Fig. 4.2 
is the density saturation time T^, defined as the time when density reaches 85% of the 
saturated value. The saturation time decreases rapidly with decreasing temperature for 
T/t/o < 0.5. For T/UO > 0.5, the density saturation time do not vary significantly. It 
should be noted that our unit of time is temperature dependent. In actual experiment, 
the saturation time will be much longer at lower temperatures due to the rescaling of 
Bp 
the time by the thermally activated factor e . 
Figure 4.3 shows the particle distribution in the lattice at t=2000 MCS, for different 
T/Uq = 0.5, 1, 2 and 4, averaged over a large number of samples. Saturation of density 
is already achieved at this time. Clearly, one sees an increased density at the center 
directly under the tip (Fig. 4.3a-b) gradually flatten out away from the tip. However, 
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the increase is much smaller at higher temperature and are hardly visible at TJUq > 2 
( Fig. 4.3c-d). 
Figure 4.4 shows the correlation function, measured immediately after the electric 
field is turned on and with the saturation density at the given temperature subtracted 
out as the average in Eq. (4.2). At low temperatures the correlation function Eq. (4.2) 
deviates strongly from the correlation function at high temperatures which is closer to the 
e.xpected form, Eq. (4.3). This suggests a direct way to measure the degree of influence 
of the electric field on the diffusion coefficient, ie, measure the correlation function 
immediately after the voltage is applied and search from difference from the theoretical 
form. It is interesting to notice that the deviation is first towards a slower decay (which 
results from the smaller probability of an atom to revisit the tunneling region since the 
probe area acts as a trap); as the temperature is lowered the decay is faster than the 
one for zero field as a result of the rapid reequilibration to a new saturation density level 
seen in Fig. 4.1. It follows that there are two contributions to the change in the shape 
of the correlation function from the theoretical form: the readjustment of the density to 
a new value and the biased walk towards the potential energy minimum underneath the 
tip. Since the correlation function is plotted in a scaled form (where the time is divided 
by the time it takes for the correlation function to drop to half its initial value), it does 
not show the expected increase of the absolute time constant at lower temperatures. 
Such comparisons of the shape can be easily done experimentally. 
It is a standard question to identify the importance of the field in STM diffusion 
experiments. Other methods that measure the tracer diffusion with the STM that rely 
on scanning full images not only detect the role of the electric field for time longer than 
the image acquisition times but, since the experiment is done by following the movement 
of a single atom, it cannot exploit the response of the system to the chemical potential 
(and therefore concentration) gradient that is established by the electrostatic interaction 
of the tip surface. The decay of the density fluctuations as meeisured in our experiment[3] 
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is sensitive to this gradient both because of the equilibration necessary but also because 
of the additional trapping effects. 
Experiments on the 0/Si(Ill) were carried out as a function of the applied voltage 
(i.e., increasing the value of the electrostatics energy Uo ) and at to = 0 to search for 
possible field effects. E.xperimentally the power spectra were measured which contain 
the same information as the correlation function since the two quantities are simply 
related by a Fourier transform. The expected theoretical form Eq. (4.3) can be easily 
worked out for the power spectrum. The rescaled spectra obtained from three values 
of the tunneling current V=l, 2. 3V follow exactly the e.xpected theoretical expression 
which verifies no field effects should be expected on such covalently bonded substrate 
and oxygen . a low polarizibility atom. 
Figure 4.5 shows the normalized correlation function, at T/Uo =0.5, a sufficiently 
low temperature, at different starting times to. Shown also in the same plot is the 
correlation function for a system under zero electric field obtained from Monte Carlo 
simulations as the standard form to be compared with. We have explicitly verified that 
this standard correlation function is independent of the coverage. .Again, deviation of 
theses curves from the standard form given by Eq. (4.3). is clearly seen for small to. 
The effective diffusion constant, defined by the time at which the value of the correlation 
drops to half its initial value, tq.s, depends strongly on the starting time to(Fig. 4.5). 
.At to=2000 MCS, the system has already achieved equilibrium and the curve follows 
the standard expression. It is surprising that the correlation function after equilibrium 
is attained follows the same shape eis the case of diffusion on a flat surface with zero 
field. One might expect that although the final distribution of particles is attained and 
the non-equilibrium driving force does not operate, there is still a higher probability to 
diffuse towards than away from the tip. In problems that a constant field extending 
over the whole system is present (i.e. diffusion in the presence of gravity), it has been 
shown[9] that the final density distribution depends on position ( with higher density 
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towards the regions of lower energy, i.e. sedimentation) but it is not clear what should 
the form of the correlation function for spontaneously generated density fluctuations, as 
in our problem. 
We have plotted ro.5 as a function of to, the starting time of the current fluctuation 
and correlation measurement, for different T/UQ ratios (Fig. 4.6) . The measured r are 
higher for small to as a result of the contribution of the non-equilibrium driving force to a 
new saturation value of density. For sufficiently long to (when equilibrium is attained) the 
ro.5 value becomes constant to the value e.xpected for the case of zero field, "0.5 = -4/4D 
= 16 MCS. We observe that the time for ro.5 to reach the e.xpected value of the diffusion 
constant seems to be longer than the density saturation time, which is 94, 450, 380 MCS 
for TJUQ =0.1, 0.5, and 2, respectively (see Fig. 4.2). This is clearly an indication that 
although the density in the probe area is already very close to its equilibrium value, the 
system still has not reached complete equilibrium as reflected in the deviation of the 
time constant ro.5 from the value expected for the case of zero field. It is also interesting 
that there is a deviation of the ro.5 = 8 for very long starting times from the expected 
one 16 MCS at strong field T/UQ = 0.1. This is interesting in that although the shape 
of the correlation function is similar to the one observed for the case of no field the 
mecLSured ro.5 is smaller which amounts to a faster diffusion coefficient. Experimentally 
this implies that although the shape is not a sufficient criterion to identify the role of the 
field, measuring the correlation function even in this regime when equilibrium is attained 
as a function of the applied voltage will lead to progressively smaller half times ro.g (and 
effectively larger diffusion constants at higher voltage). This is physically expected since 
the minimum of the potential energy surface underneath the tip acts like a trap to speed 
up the diffusion of the atoms from the outside towards the tip. 
In the past the role of the diffusion with STM meeisurements[14, 15] was identified 
either by varying the scanning rate (no field effect was indicated by diffusion-independent 
rate), by comparing experiments at temperatures (with the field on) with quench-and-
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look experiments (when the filed is off during heating at the diffusion temperature) and 
deviation from Arrhenius dependence of the diffusion coefficient. As we have shown in 
the current study using the shape and the decay constant of the correlation function 
as a function of the measurement time to or as a function of tunneling voltage for 
long ^0 are good methods to identify the role of field over much wider range of time, 
from microseconds to seconds (since tunneling current can be measured at much higher 
acquisition speeds). In the 0/Si( 111) it is no surprise that no field effect were observed[3] 
because of the small polarizibility of oxygen. Based on the free atom value of the 
polarizability (and not accounting for the permanent dipole moment), the magnitude of 
b'o is estimated to be ^aoF", where Qq is the free atom polarizability and F the electric 
field strength. For o.xygen[13], Oq = 0-8 x With a typical field strength 
F = 3 X iO'V/cm and T = 400 — oOO/\ in the e.xperiment, we obtain TJUq i 10. On 
the other hand field effects as discussed can be more pronounced for Sb/Si(100)[14] 
and Pb/Ge(lll)[lo]. For these systems, the free atom values of the polarizability[13], 
Qo = 6.6 X 10"^'' for Sb and 6.8 x lO"^** for Pb, respectively, are larger by almost 
one order of magnitude. Using T = 300A' for Pb, we have ratio T/Uo ~ 1 so the 
correlation function could be a sensitive way to show field effects especially for short the 
measurement time ^q. 
Conclusions 
Monte Carlo simulations show how field effects can influence the measured diffusion 
constant in the STM fluctuation method. Such influence increases with decreasing tem­
perature or with the strength of the applied voltage. It can be identified either from 
change of the shape of the correlation functions at early measurement time to or from 
the dependence of the decay constant ro.s with applied voltage. The shape of the cor­
relation function after equilibrium is attained of a new value of the density underneath 
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the tip obeys the oae expected theoretically for the case of zero field (despite of the 
high probability to diffuse towards than away from the tip), but the tioie constant is 
lower. E.xperimentally such results indicate how field effects can be determined with 
measurement at much faster time scale than t\'^pical STM image acquisition speeds. 
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Figure 4.1 Tlie average density in tiie probe area as a function of the Monte 
Carlo simulation time. The electric field is turned on at t=0. 
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Figure 4.2 The saturated density in the probe area. Nsat: and the density 
saturation time, Tsat for different temperature to electrostatic 
potential ratios, T/Uq. The analytical result is from Eq. (4.4). 
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Figure 4.3 The equilibrium particle distribution under the electrostatic po­
tential U(r) at different temperatures. The STM tip is positioned 
at the center of the lattice. 
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Figure 4.4 The aormalized correlation function calculated immediately af­
ter the electric field is turned on for temperature T/Uq = 0.1, 
0.5, and 2. Deviations from the zero field (or high temperature) 
shape are expected for strong field. 
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Figure 4.5 The normalized correlation function calculated with different 
starting times TO for T/UQ =0.5. For long enough time to = 2000 
MCS the correlation function is the expected shape Eq. (4.3) 
obtained through Monte Carlo simulation at zero electric field 
independent of the coverage. 
93 
O 
• • T/U„: 
0 0 T/U„: 
0 0 T/U„ 
O 
• 0° • 
°0 
• 
0 
o 
0 
• 
t 
1 
5 
10' 10 
to (MCS) 10"^ 
Figure 4.6 The decay time constant -0.5, defined as the time it takes for the 
correlation function to drop to half its initial value, for different 
ratio T/[/o = 0.1, 0.5, 2 and different starting time to. For 
low ratios {TfUo = 0.1) the time constant deviates from the 
expected one (r = A/4D) at long time to although the shape of 
the correlation function agrees with Eq. (4.3). 
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5 SUMMARY 
Transport properties in lower dimensions exhibit novel phenomena. Quantum trans­
port in disordered two dimensional systems and classical surface diffusions under the 
influence of field gradients are hardly well understood. This dissertation represents my 
attempt to contribute to the understanding of some of the most interesting physical 
phenomena in modern condensed matter physics. Chapter 2 is aimed at understand­
ing the conductance scaling and the universality of the critical phenomena occurring at 
the localization-delocalization transition in the integer quantum Hall regime. Through 
extensive numerical calculations on a disordered tight-binding system with the transfer 
matri.K method, we find for the first time that the scaling idea works beautifully in this 
system. .\11 the data with different energies and system sizes scales to one universal 
curve, if the size of the system is measured by the localization length. The critical expo­
nent is found to be 1/ = 7/3, the same value for the network model and other short ranged 
disordered two dimensional systems under a magnetic field. What is more surprising is 
that we are able to obtain the averaged critical conductance < Gc >= 0.506, a value 
very close to that predicted by an analytical theory, Gc = jy. This could be taken as a 
confirmation of the analytical theory. However, it also points to the difference between 
the tight-binding model and the network model, for which a larger value of < Gc > 
was reported previously. Our calculation is very similar in scope with the reported work 
on the network model. The small but significant difference in < C?c > indicates the 
possibility that the critical conductance may not be universality, a statement of much 
significance. The statistical distribution of the conductance at the critical point was 
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also examined. Sample to sample fluctuation is a hallmark of mesoscopic systems. The 
distribution is found to be almost uniform between 0 and 1, with a small dip developing 
at small G with increasing system sizes. Chapter 3 presents an e.xtension of the work to 
anisotropic systems. Theoretical investigations on anisotropic systems had been lacking. 
The application of scaling concept in anisotropic systems is much less understood than 
it is in the isotropic case. One significant idea that has been examined is the scaling of 
conductances in the two directions for a special geometry, in which the dimensions of the 
samples are chosen to be proportional to the localization length in that direction. It is 
shown in Chapter 3 that not only the conductance in the two directions stay isotropic, 
but also their distributions are almost identical. This established the rescaling on a 
much more general basis than previous calculations done by our group. Applying the 
finite size scaling idea to anisotropic systems with localization-delocalization transition, 
it is clearly demonstrated the critical exponents are the same for the two directions. 
Scaling is found to obey in both directions. More importantly, the geometrical mean of 
the critical conductances is found to be non-universal. This is important for the study of 
the universality of the integer quantum Hall plateau transitions. .As far as we know, this 
is the only study of the integer quantum Hail critical behavior in anisotropic systems. 
The conductance distribution in the anisotropic system was also examined carefully. 
The distributions in the two directions behave quite differently, with the distribution in 
the strongly coupled direction resembling the distributions of isotropic system while the 
distribution in the weakly coupled direction showing more of localized state behavior 
with large weight for small G. This contrast is interesting and should be examined in 
future work. 
Chapter 4 was a study on the effect of the tip field on the diffusion constant when 
STM is applied to the study of surface diff"usion. It was shown through Monte Carlo 
simulations that at sufficient low temperature, the effect of the tip field could be impor­
tant. Both the shape and the time constant of the measured current-current correlation 
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function will depend on the ratio of the interaction strength and the temperature. Such 
theoretical study is important to guide future experiment in selecting the proper tem­
perature range and the correct procedure to measure the correlation functions. 
In conclusion, work presented in this dissertation have advanced our understanding 
on the application of the scaling idea in the .Anderson localization problems and on the 
validity of the universality for the critical conductance and its statistical distribution. 
The work on surface diffusion can definitely be used by experimental physicist to guide 
their experiments in order either to minimize the effect of the tip field or to use it to 
identify the role of adatom-tip interactions. 
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