In order to overcome the shortcomings of weak local search ability and slow convergence speed for the standard artificial bee colony algorithm, this paper proposes an improved multi-strategy artificial bee colony algorithm based on multiple populations (IMSABC). Firstly, the employed bees are randomly divided into three subgroups, corresponding to three evolutionary strategies. If the candidate solution obtained from searching is inferior to the current honey source, the bee is randomly assigned to other subgroups and the search strategy is changed. In this way, it not only facilitates the information exchange between populations, but also balances the global search and local development capabilities of the algorithm since the three search strategies have different characteristics. Secondly, by imitating the particle swarm algorithm, the search strategy of the following bees is improved by using the abundant information contained in the current global optimal honey source and random neighbour honey source. The simulation results of twelve benchmark test functions and 28 CEC2013 functions show that the performance of this algorithm has significant advantages compared with many similar improved algorithms. In order to improve the unreasonable distribution of sensor nodes and improve the network coverage, the above algorithm is applied to optimise the coverage of wireless sensor networks and achieve better optimisation effect.
Introduction
The feature of group intelligence is that it shows macro intelligent behaviour through the collaboration of individuals. By imitating the group behaviour of the populations, researchers designed group intelligence algorithms such as ant colony algorithm (Dorigo and Caro, 1999) , cat colony algorithm (Chu and Tsai, 2007) , firefly algorithm (Yang, 2010) , bacterial algorithm (Passino, 2002) and particle swarm optimisation algorithm . These algorithms are used to solve the complex optimisation problems in reality.
Inspired by the foraging behaviour of bee populations, Karaboga and Akay (2005) proposed the artificial bee colony algorithm (ABC) in 2005. The algorithm has the advantages of simple structure, few parameters and strong robustness. At present, the artificial bee colony algorithm has been widely used in many complex function optimisation fields (Gao et al., 2013; Karaboga et al., 2014) . It has achieved good results when dealing with the problems of data mining (Shukran et al., 2011) , target recognition , mixed flow shop scheduling (Pan et al., 2013) and other issues (Babar and Crăciunescu, 2014; Bilal, 2013) .
Although there is a lot of research work on the ABC algorithm, the theory and practice of the algorithm are still not well developed. As a result, many scholars have attempted to improve the ABC algorithm by improving its performance. Gao and Liu (2011) made the distribution of individuals in solution space more purposeful by using the chaos and reverse learning strategies. However, the chaotic distribution strategy leads to strong initial value sensitivity of the algorithm, and to some extent weaken the global search performance of the algorithm. Kang and Ma (2011) proposed a RABC algorithm. In which, the population uses two evolutionary formulas with Rosenbrock rotation perturbations interchangeably. And the algorithm dynamically adjusts the balance between the abilities of global search and local development. Saxena et al. (2014) learns from the local optimal concept in the PSO algorithm, so that the local optimal information of the honey source is involved in the composition of the offspring candidate solution, which improves the search ability of the algorithm in solution space. In order to reduce the probability of falling into local optimum due to the decrease of the population diversity, Xiang and An (2013) proposed the MABC algorithm, which uses fixed parameter P instead of the selection probability in the roulette strategy to improve the algorithm performance.
In order to improve the performance of the ABC algorithm, this paper proposes an improved multi-strategy artificial bee colony algorithm based on multiple populations (IMSABC). Firstly, the employed bees are randomly divided into three subgroups, corresponding to three evolutionary strategies. And the bees are allowed to move between different subgroups. The three search strategies have different characteristics, which can balance the global search and local development of the algorithm. Secondly, by imitating the particle swarm algorithm, the update strategy of the onlooker bees is improved, and the abundant information contained in the current global optimal honey source and random neighbour honey source is fully utilised. The search strategy of the following bees is optimised. The simulation results of twelve benchmark test functions and 28 CEC2013 functions show that the IMSABC algorithm can effectively improve the performance of the ABC algorithm. Compared with some well-known improved ABC algorithms, the new proposed algorithm has significant improvements in both convergence speed and accuracy.
Standard artificial bee colony algorithm
In the ABC algorithm, the honey source represents the candidate solution. The degree of excellence depends on the fitness value determined by the optimisation problem (Metlicka and Davendra, 2014) . The whole population is divided into three categories: employed bees, onlooker bees and scout bees . The employed bees search the honey source in the whole solution space, and deliver the obtained information to the onlooker bees. The onlooker bees choose to search in the vicinity of better honey source by the way of roulette (Ran and Mesut, 2013) , looking for better solution greedily. Throughout the process, individual bees exchange information constantly, so as to find a better honey source, and ultimately solve the problem.
Initialise the populations
For a D-dimensional optimisation problem, assuming that the total number of bee populations is SN, the number of honey sources is FN, SN = 2FN. The vector   ,1 ,2 , , ,..,
represents the location of i-th honey source. The initial honey source is produced according to equation (1).
where
. min, j x and max, j x are the lower and upper limits of the j-th dimensional solution, respectively.
The stages of employed bees
In order to find high quality honey source, the employed bees conduct searching according to equation (2). The new generated candidate honey source is compared with the original one, and the better one is selected to stay in the next generation (Gao et al., 2012) . 
, and i k  .
The stages of onlooker bees
According to the information collected by the employed bees, the onlooker bees select the high quality honey source using the roulette method and conduct searching around the honey source. The update is achieved with equation (2). The greedy strategy is adopted to ensure that higher quality honey source enters into the next generation. The quality of the i-th honey source is represented by the fitness fit i :
where f i is the fitness value of the i-th honey source. It depends on the quality of the honey source. The probability that the i-th honey source is selected:
where p i is the probability that the i-th honey source is selected, and fit i represents the fitness of the i-th honey source.
The stages of scout bees
If a better honey source is not found after limit times of searches in the neighbourhood of a honey source, the honey source is abandoned, and the corresponding employed bees turn to scout bees. A new honey source is generated by equation (1) (Halder et al., 2013) .
3 Improved artificial bee colony algorithm
Strategy of multiple populations
The search strategy plays an important role in the performance of the whole algorithm. Compared to the single evolutionary model of standard ABC algorithm, the overall performance of the proposed algorithm improves by using different strategies for searching focus in different stages. Thus, the employed bees are randomly divided into three subgroups in the initialisation process, and each subgroup evolves according to different search strategies. For each evolution of the employed bees, if the obtained candidate solution is better than the current honey source, indicating that the current searching strategy is suitable for the bees at this stage, then keep the bees in the current subgroup. If the obtained candidate solution is inferior to the current honey source, indicating that the current subgroup search strategy is not suitable for the evolution of bees, then the bees are randomly assigned to other subgroups, and the search strategy is changed. In this way, the evolutionary strategy of bees is adjusted adaptively to achieve better search results, and information between subgroups can be effectively communicated.
The update strategy of employed bees
In the ABC algorithm, the honey source positions are divided into three categories: individual, neighbourhood and the current global optimal honey source. Three basic search strategies can be obtained according to the classification.
where , i j  is the step size of each movement for individual bees.
In the IMSABC algorithm, the above three basic search strategies are adopted and improved to balance the global search and local development capability of the algorithm.
The ABC algorithm only updates in one dimension each time, so the algorithm has good global search capability. However, the local development capability is weak, and the convergence speed in the later stages is slow. Inspired by the GABC (Zhu and Kwong, 2010) algorithm, the information of g best is added to the search strategy. g best is the optimal honey source of the entire population in each iteration. Compared with other honey sources, it is most likely to be the one that is closest to the optimal solution of the problem. Using its special position information to guide the convergence of bee colony, it is possible to ensure that the search range of the employed bees is always around the current global optimal honey source. In this way, the convergence speed of the bee colony is accelerated. Therefore, the first improved strategy adopted is as follows:
where, g j represents the position information of the current global optimal honey source. The random number  
11
   ， . k x represents the random neighbour honey source of x i , and i k  . In the standard ABC algorithm, the search of employed bees depends on individual information, and the search is only conducted in the vicinity of the current honey source, which results in good global search capability of the algorithm. Therefore, in the IMSABC algorithm, the second adopted search strategy is as follows:
, random number.
In order to maintain the population diversity, and avoid too early convergence, the random neighbourhood search strategy is adopted. The neighbour honey source information is used to guide the search. To avoid the 'premature' of populations, the update randomness of the employed bees is increased. The third search strategy is as follows:
where, random number
, x l represents the random neighbour honey source of x i , and i k l   . All the three search strategies have their own advantages and disadvantages. The strategy of guiding the convergence of bee colony with the current global optimal honey source, i.e. equation (8), has good local search ability. It can guarantee the convergence speed of the algorithm, but the global search ability is poor. The search strategy of the standard ABC algorithm, i.e. equation (9), can guarantee the global search ability of the population in the solution space. However, the convergence speed in the later stages is slow, resulting in low precision for the final solution. The random neighbourhood search strategy, i.e. equation (10), can strengthen the information exchange of individuals between populations. It improves the algorithm's ability of getting out of the local optimum, and maintains the population diversity. Thus, through three evolutionary strategies searches, the employed bees can effectively balance the algorithm's capabilities of global search and local development, which enhances the overall performance of the algorithm.
The update strategy of the onlooker bees
In the IMSABC algorithm, the improvement idea of the onlooker bees is derived from the standard particle swarm algorithm . The movement of the onlooker bees is affected by the neighbour honey source and the current global optimal honey source. The evolution strategies are as follows:
where c and q are the acceleration constants, c is 1.5, and the random number
. The first part of equation (11) is the original position of the onlooker bee. The second part shows that the onlooker bees learn from the current global optimal honey source. It represents the information sharing and mutual cooperation between bees, which is similar to the social learning in the PSO algorithm. Because when the individual learns from the current global optimal honey source, the result must be favourable, so the acceleration constant c is assumed to be positive to ensure that the current global optimal information always guides the movement of onlooker bees positively. The third part is the learning process of onlooker bees from the neighbour honey source. It enhances the information exchange between individuals, maintains the population diversity, and is similar to the self-learning part in the PSO algorithm.
Since the comparison result of neighbour honey source and current individual is unknown, the learning performance has uncertainty. Therefore, the acceleration constant q is used to adjust the ratio between the learning from the neighbour honey source and the total learning amount.
The stages of scout bees
If there are scout bees, the corresponding employed bees are initialised. A new honey source is regenerated by equation (1), and the bee is randomly assigned to a subgroup.
The flow of the improved bee colony algorithm:
Step 1: Determine the scale of the bee colony SN, the number of honey source FN, the dimension D of the optimisation problem. Set the limited times limit, initialise the population information and randomly divide the subgroups.
Step 2: Update the current global optimum information.
Step 3: According to different subgroups, the employed bees are updated according to equations (8)- (10), resulting in a new candidate honey source. The advantages and disadvantages of honey source is compared according to the fitness, and the selection operation is made.
Step 4: The onlooker bee is updated according to equation (11). The advantages and disadvantages of honey source is compared according to the fitness, and the selection operation is made.
Step 5: If the update number of a honey source exceeds the limit, the corresponding employed bee becomes a scout bee.
A new honey source is randomly generated according to equation (1), and the bee is reassigned to a subgroup.
Step 6: Terminate the algorithm if it reaches the specified iteration number or the global optimal solution satisfies the problem. Otherwise returns to Step 2.
Experimental results and analysis

Classic benchmark function tests
In order to test the performance of the algorithm, 12 benchmark functions (Gao et al., 2013) listed in Table 1 were used for experiments. The first seven test functions are unimodal functions, each unimodal function has only one extreme point. The purpose of the experiments is to detect the convergence speed and local search ability of the detection algorithm. The latter five are multimodal functions, and each function has a large number of extreme points. It mainly investigates the algorithm's abilities of global search and getting out of the local optimum. In the experiments, the five algorithms of IMSABC and the standard ABC, GABC, MABC, MEABC were initialised with unified parameters. The population SN = 100, the number of honey sources FN = 50, the solution dimension D = 30, the maximum number of iterations is 1.5e5, the maximum number of searches limit = 100. In order to reduce the error, every algorithm for each test function is calculated 30 times, and the mean is taken as the result. Table 2 lists the results of the IMSABC, ABC, GABC, MABC, and MEABC algorithms for 12 benchmark test functions (Wang et al., 2014) . In the test results, the average value 'mean' represents the precision of the algorithm, and the standard deviation 'std' reflects the stability of the algorithm. It can be seen from the experimental results that the IMSABC is better than or comparable to the other eight functions, indicating that the algorithm has strong abilities of global search and getting out of local optimum. In the tests of seven unimodal functions, the convergence ability of the population is improved with the guidance of g best . The improved algorithm achieves the best results in the tests of five functions. The Friedman test was used to analyse the test results. It can effectively determine the performance gap between the algorithms. The smaller the rankings value, the better the algorithm's performance. From Table 3 , compared with ABC, GABC, MABC and MEABC algorithms, the rankings value of the IMSABC algorithm is the smallest, indicating the best overall performance. The comparison results of the five algorithms (continued) 
Convergence curves
In order to compare the convergence speed of each algorithm intuitionally, Figure 1 shows the convergence curves of the five algorithms for 12 benchmark test functions. The convergence speed is an important criterion to judge the performance of the algorithm, and it represents the movement process of feasible solution in the algorithm operation process. Among them, the abscissa is the number of evaluations, and the ordinate is the fitness value. Compared to other algorithms, in most of the function tests, the convergence speed of IMSABC has obvious advantages.
When solving real problems, if the termination condition of the algorithm is set so that the final solution reaches a certain precision, the improved algorithm will complete the search in the shortest time.
CEC2013 complex function tests
In the twelve benchmark test functions, except for the Schwefel 2.26, the theoretical optimal values of the remaining functions are zero. In order to further verify the effectiveness of the IMSABC algorithm, the more complex CEC2013 function (Zhang et al., 2014) is regarded as 0. The average value of the test results is selected to represent the performance of the algorithm. Table 4 shows the comparison results of IMSABC with four improved bee colony algorithms (Horng and Lin, 2013) . From the experimental results it can be obtained that the IMSABC algorithm achieved the best results for 16 test functions. Table 5 is the Friedman test results for 28 CEC2013 functions. The differences of average rank values between algorithms are large, which indicates that the performance gaps between the algorithms are large. The ranking is: IMSABC, MEABC, GABC, ABC and MABC. The average rank value of the IMSABC algorithm is the lowest, therefore, it has the best overall performance. 5 Application of the improved algorithm in wireless sensor network coverage optimisation A wireless sensor network consists of a large number of sensors deployed in the monitoring area in a self-organised and multi-hop manner that sense, collect, transmit and process the information of monitored objects in a network coverage area in a collaborative manner. Network coverage is an important measure of providing quality of monitoring and target tracking services. In order to verify the effect of the improved algorithm, it is applied to the wireless sensor network coverage optimisation problem. For sensor node deployment optimisation model and parameter settings see Sun and Zhao (2011) . In order to compare and analyse the coverage of the algorithm, we choose chaotic particle swarm optimisation algorithm (Liu and Fan, 2011) , particle sharing based particle swarm frog leaping hybrid optimisation algorithm (Sun and Zhao, 2011) and the proposed algorithm to deploy sensor nodes in the monitoring area. In the case of different initial node distributions, ten independent optimisation experiments were carried out respectively. The average coverage of the five optimisation algorithms is shown in Table 6 . Table 6 The coverage performance of three algorithms over 10 independent optimisations The proposed algorithm 86.8
From Table 5 , chaotic particle swarm optimisation algorithm combines the advantages of chaotic algorithm and particle swarm optimisation algorithm and its network coverage is high, reaching 84.1%. But chaotic particle swarm optimisation (PSO) adds chaos optimisation phase, which leads to a certain increase in computational complexity and time consuming. Particle sharing based particle swarm frog leaping hybrid optimisation algorithm combines the advantages of particle swarm optimisation algorithm and hybrid leapfrog algorithm to avoid making the particles fall into the local optimum prematurely and the network coverage is 1.3% higher than that of the former algorithm, but the algorithm is still in the local optimum. The algorithm proposed in this paper effectively avoids trapping into the local optimum and the convergence speed is fast and the network coverage rate is 86.8%.
Conclusions
In order to improve the performance of standard artificial bee colony algorithm, this paper proposes an improved multi-strategy artificial bee colony algorithm. Firstly, the original basic search mode is improved. The improved search strategies for individual, neighbourhood and current global optimal honey sources are proposed. The employed bees are randomly divided into three subgroups, corresponding to three evolutionary strategies. Since the three search strategies have different characteristics, it can ensure that the bee colony dynamically adjusts the search gravity centre in the evolution process. It can also balance the algorithm's capabilities of global search and local development. Secondly, by imitating the particle swarm algorithm, the abundant information contained in the current global optimal and random neighbour honey sources is fully utilised. The search strategy of the following bees is optimised, and the local search ability of the algorithm is enhanced. The experimental results show that the proposed algorithm has a better network coverage than the chaotic particle swarm optimisation algorithm and the particle sharing based particle swarm frog leaping hybrid optimisation algorithm. The next research content is the improvement of evolution strategy for bee colony.
