Unique Factorization Domains
In the first part of this section, we discuss divisors in a unique factorization domain. We show that all unique factorization domains share some of the familiar properties of principal ideal. In particular, greatest common divisors exist, and irreducible elements are prime. Lemma 6.6.1. Let R be a unique factorization domain, and let a ∈ R be a nonzero, nonunit element with irreducible factorization a = f 1 · · · f n . If b is a nonunit factor of a, then there exist a nonempty subset S of {1, 2, . . . , n} and a unit u such that b = u i∈S f i .
Proof. Write a = bc . If c is a unit, then b = c −1 a = c −1 f 1 · · · f n , which has the required form. If c is not a unit, consider irreducible factorizations of b and c, b = g 1 · · · g ℓ and c = g ℓ+1 · · · g m . Then a = g 1 · · · g ℓ g ℓ+1 · · · g m is an irreducible factorization of a. By uniqueness of irreducible factorization, m = n, and the g i 's agree with the f i 's up to order and multiplication by units. That is, there is a permutation π of {1, 2, . . . , n} such that each g j is an associate of f π(j) . Therefore b = g 1 . . . g ℓ is an associate of f π(1) · · · f π(ℓ) . I Lemma 6.6.2. In a unique factorization domain, any finite set of nonzero elements has a greatest common divisor, which is unique up to multiplication by units.
Proof. Let a 1 , . . . , a s be nonzero elements in a unique factorization domain R. Let f 1 , . . . , f N be a collection of pairwise nonassociate irreducible elements such that each irreducible factor of each a i is an associate of some f j . Thus each a i has a unique expression of the form
. I claim that d is a greatest common divisor of {a 1 , . . . , a s }. Clearly, d is a common divisor of {a 1 , . . . , a s }. Let e be a common divisor of {a 1 , . . . , a s }. According to Lemma 6.6.1, e has the form e = u j f k(j) j , where u is a unit "book" -2005/2/6 -14:15 -page 290 -#304 and k(j) ≤ n j (a i ) for all i and j. Hence for each j, k(j) ≤ m(j). Consequently, e divides d. I
We say that a 1 , . . . , a s are relatively prime if 1 is a greatest common divisor of {a 1 , . . . , a s }, that is, if a 1 , . . . , a s have no common irreducible factors. Remark 6.6.3. In a principal ideal domain R, a greatest common divisor of two elements a and b is always an element of the ideal aR + bR. But in an arbitrary unique factorization domain R, a greatest common divisor of two elements a and b is not necessarily contained in the ideal aR + bR. For example, we will show below that Z[x] is a UFD. In Z[x], 1 is a greatest common divisor of 2 and
Lemma 6.6.4. In a unique factorization domain, every irreducible is prime.
Proof. Suppose an irreducible p in the unique factorization R divides a product ab. If b is a unit, then p divides a. So we can assume that neither a nor b is a unit.
If g 1 · · · g ℓ and h 1 · · · h m are irreducible factorizations of a and b, respectively, then g 1 · · · g ℓ h 1 · · · h m is an irreducible factorization of ab. Since p is an irreducible factor of ab, by Lemma 6.6.1 p is an associate of one of the g i 's or of one of the h j 's. Thus p divides a or b. I Corollary 6.6.5. Let R be a unique factorization domain domain. Consider the following properties of an nonzero, nonunit element p of R:
• pR is a maximal ideal.
• pR is a prime ideal.
• p is prime.
• p is irreducible. The following implications hold:
Proof. This follows from Lemma 6.5.18 and Lemma 6.6.4 I Example 6.6.6. In an UFD, if p is irreducible, pR need not be maximal. We will show below that
Polynomial rings over UFD's
The main result of this section is the following theorem:
is a unique factorization domain.
It follows from this result and induction on the number of variables that polynomial rings K[x 1 , · · · , x n ] over a field K have unique factorization; see Exercise 6.6.2. Likewise, Z[x 1 , · · · , x n ] is a unique factorization domain, since Z is a UFD.
Let R be a unique factorization domain and let F denote the field of fractions of R. The key to showing that
Call an element of R[x] primitive if its coefficients are relatively prime. Any element g(x) ∈ R[x] can be written as g(x) = dg 1 (x), (6.6.1) where d ∈ R and g 1 (x) is primitive. Moreover, this decomposition is unique up to units of R. In fact, let d be a greatest common divisor of the (nonzero) coefficients of g, and let g 1 (x) = (1/d)g(x). Then g 1 (x) is primitive and g(x) = dg 1 (x). Conversely, if g(x) = dg 1 (x), where d ∈ R and g 1 (x) is primitive, then d is a greatest common divisor of the coefficients of g(x), by Exercise 6.6.1. Since the greatest common divisor is unique up to units in R, it follows that the decomposition is also unique up to units in R.
We can extend this discussion to elements of F [x] as follows. Any
. For example, just take b to be the product of the denominators of the coefficients of ϕ(x). Factoring g(x) as above gives
. This decomposition is unique up to units in R. In fact, if where f 1 and f 2 are primitive in R[x], then
By the uniqueness of the decomposition 6.6.1 for R[x], there exists a unit u in R such that
Example 6.6.8. Take R = Z.
7/10 + 14/5x + 21/20x 3 = (7/20)(2 + 8x + 3x 3 ),
Lemma 6.6.9. (Gauss's lemma). Let R be a unique factorization domain with field of fractions F . (a) The product of two primitive elements of R[x] is primitive.
There is a first index r such that p does not divide a r and a first index s such that p does not 
Since f (x) is primitive, it follows that p i (x) are primitive as well, and hence irreducible in R[x], by Corollary 6.6.11.
The uniqueness of this factorization follows from the uniqueness of irreducible factorization in F [x] together with the uniqueness of the factorization in Equation (6.6.2). In fact, suppose that f (x) = p 1 (x)p 2 (x) · · · p s (x) = q 1 (x)q 2 (x) · · · q r (x), where the p i (x) and q i (x) are irreducible in R[x]. Since f (x) is primitive, each p i (x) and q i (x) is primitive, and in particular of degree ≥ 1. By Corollary 6.6.11, each p i (x) and q i (x) is irreducible in F [x]. By the uniqueness of the irreducible factorization in F [x], after possibly renumbering the q i (x), we have p i (x) = c i q i (x) for each i for some c i ∈ F . But then, by the uniqueness of the decompostion of Equation (6.6.2), each c i is actually a unit in R. I
A characteriziation of UFDs
We are going to characterize unique factorization domains by two properties. One property, the so-called ascending chain condition for principal ideals, implies the existence of irreducible factorizations. The other property, that irreducible elements are prime, ensures the essential uniqueness of irreducible factorizations. Definition 6.6.12. We say that a ring R satisfies the ascending chain condition for principal ideals if, whenever a 1 R ⊆ a 2 R ⊆ · · · is an infinite increasing sequence of principal ideals, then there exists an n such that a m R = a n R for all m ≥ n.
Equivalently, any strictly increasing sequence of principal ideals is of finite length. Lemma 6.6.13. A unique factorization domain satisfies the ascending chain condition for principal ideals.
Proof. For any nonzero, nonunit element a ∈ R, let m(a) denote the number of irreducible factors appearing in any irreducible factorization of a. If b is a proper factor of a, then m(b) < m(a), by Lemma 6.6.1. Now if a 1 R ⊂ = a 2 R ⊂ = · · · is a strictly increasing sequence of principal ideals, then for each i, a i+1 is a proper factor of a i , and, therefore, m(a i+1 ) < m(a i ). If follows that the sequence is finite. I Lemma 6.6.14. If an integral domain R satisfies the ascending chain condition for principal ideals, then every nonzero, nonunit element of R has at least one factorization by irreducibles.
Proof. This is exactly what is shown in the proof of Lemma 6.5.17. I Lemma 6.6.15. If every irreducible element in an integral domain R is prime, then an element of R can have at most one factorization by irreducibles, up to permutation of the irreducible factors, and replacing irreducible factors by associates.
Proof. This is what was shown in the proof of Theorem 6.5.19. I Proof. This follows from Lemma 6.6.4 and Lemmas 6.6.13 through 6.6.15. I Example 6.6.17. The integral domain Z[ √ −5] (see Example 6.5.13) satisfies the ascending chain condition for principal ideals. On the other hand, Z[ √ −5] has irreducible elements that are not prime. You are asked to verify these assertions in Exercise 6.6.6. Example 6.6.18. The integral domain R = Z+xQ[x] (see Example 6.5.14) does not satisfy the ascending chain condition for principal ideals, so it is not a UFD. However, irreducibles in R are prime. You are asked to verify these assertions in Exercise 6.6.7. Exercises 6.6 6.6.1 . Let R be a unique factorization domain.
(a) Let b and a 0 , . . . , a s be nonzero elements of R. For d ∈ R, show that bd is a greatest common divisor of {ba 1 , ba 2 , . . . , ba s } if, and only if, d is a greatest common divisor of {a 1 , a 2 , . . . , a s }. (b) Let f (x) ∈ R[x] and let f (x) = bf 1 (x), where f 1 is primitive. Conclude that b is a greatest common divisor of the coefficients of f (x).
6.6.2.
(a) Let R be a commutative ring with identity 1. Show that the polynomial rings R[x 1 , . . . , x n−1 , x n ] and (R[x 1 , . . . , x n−1 ])[x n ] can be identified. (b) Assuming Theorem 6.6.7, show by induction that if K is a field, then, for all n, K[x 1 , . . . , x n−1 , x n ] is a unique factorization domain.
6.6.3. (The rational root test) Use Gauss's lemma (or the idea of its proof) to show that if a polynomial a n x n +· · ·+a 1 x+a 0 ∈ Z[x] has a rational root r/s, where r and s are relatively prime, then s divides a n and r divides a 0 . In particular, if the polynomial is monic, then its only rational roots are integers.
