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Abstract
In this paper, rotation-extension CORDIC methods, i.e. double-rotation and triple-
rotation, are proposed for the objective of improving the performance and accuracy of the
CORDIC computational algorithm in radix-2. In the double-rotation and triple-rotation
methods, the convergences of the CORDIC computations are accelerated by duplicating and
triplicating the micro-rotation angles to be 2θ and 3θ, respectively. The non-redundant
mechanism, where a rotation direction δ is in a set of 1 and -1, depending on an intermedi-
ate converging parameter (either y or z), is applied to constant scaling factors. Convergence
range and accuracy of elementary functions hardware performed by using the CORDIC
methods in rotation mode and vectoring mode on the circular, hyperbolic, and linear co-
ordinate systems are examined, investigated and compared to Matlab/Simulink simulation
results. The comparison results show that the proposed CORDIC methods provide higher
computational accuracy than the conventional one at the same number of iterations. A
high precision CORDIC algorithm is introduced and evaluated for VLSI implementation.
Finally, speed and area performance of the CORDIC hardware based on the pipeline (un-
folded) digit-parallel architecture of the proposed CORDIC methods are compared to the
CORDIC methods previously published in the literature.
1. Introduction
The COordinate Rotation DIgital Computer (CORDIC) is known as an iterative al-
gorithm using only shift-and-add operations to perform several mathematic functions for
scientific and engineering fields. CORDIC was firstly described in 1959 by J.E. Volder [1] as
an elegant way to evaluate trigonometric functions. It was originally developed to replace
the analog navigation computer on the B-58 aircraft bomber due to a need for higher per-
formance and higher accuracy [2]. In 1971, J. Walther [3] extended the CORDIC algorithm
to hyperbolic functions and the algorithm is today used in many application areas such
as matrix computation, digital signal processing, digital image processing, communication,
robotics and graphics [4]. The key concept of the algorithm is based on rotation of a two
dimensional (2-D) (x,y) vector in circular, hyperbolic, and linear coordinate systems. J.E.
Volder described and implemented the iterative formulation of a computational algorithm
for the CORDIC in trigonometric functions, division and multiplication. It became more
and more attractive when J. Walther showed that by modifying a few parameters, it can
be used to perform a single algorithm for unified implementation of a wide range of ele-
mentary transcendental functions related to Logarithms, Exponentials, Square Root, etc.
Meanwhile, D. Cochran [5] gave examples of various algorithms which present that the
CORDIC technique is a better choice for scientific calculating applications. Its popularity
1
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was much more increased thereafter primarily due to its potential for efficient and low-cost
implementation. Some of the popular applications are: (1) direct digital frequency syn-
thesis [6], digital modulation and coding for speech/music synthesis and communication;
(2) direct and inverse kinematics computation for robot manipulation; and (3) planar and
three-dimensional (3-D) vector rotation for graphics and animation [7].
The development of the CORDIC algorithm and architectures [8] has taken place for
achieving the highest throughput rate and reduction of hardware-complexity as well as
the computational latency of implementation. Some of the typical approaches for reducing-
complexity implementation are targeted on minimization of using the scaling-operation and
complexity of barrel-shifters and adders in the CORDIC engine. The inherent drawback of
the conventional CORDIC algorithm is computational latency. Angle recording schemes,
mixed-grain rotation and higher radix CORDIC have been developed to reduce the latency.
Parallel and pipelined techniques have been suggested for high-throughput computation.
In this paper, we focus on two subjects, i.e. (1) reduction of computational latency and
improving the computational accuracy of the CORDIC algorithm based-on micro-rotation
duplication and triplication methods, and (2) design and architecture of a high precision
CORDIC architecture.
The rest of the paper is organized as follows. The related works are discussed in Section 2.
Section 3 explains the contribution of this paper. The rotation-extension CORDIC method,
i.e. the double-rotation and triple-rotation methods, are proposed in Section 4. The unified
CORDIC algorithm and a high precision CORDIC algorithm are introduced and discussed
in Section 5. Section 6 considers the algorithm and time investigation of the high precision
CORDIC core. Finally, concluding remarks are presented in Section 7.
2. Related Works
There are various proposed methods for the high performance CORDIC algorithm, re-
ducing the computational latency and increasing the computational accuracy, i.e. (1) high
radix method, (2) parallel rotation method, (3) redundant number representation, and (4)
rotation extension method.
2.1. High Radix CORDIC method
In 1996, E. Antelo et al. [9] proposed the mixed radix-2 and radix-4 method for a re-
dundant CORDIC processor implemented in pipelining architecture. The combination of
the two radix can reduce latency and area of the pipelining stats. The full radix-4 and
very-high CORDIC method with on-line scaling factor computation for high performance
rotation architectures [10] [11] were introduced. Meanwhile, C.C. Li [12] suggested the
fast on-line scaling factor compensation for redundant CORDIC algorithm in radix-4 and
simplified the on-line decomposition algorithm in hardware. J.Villalba [13] introduced an
extension version of the radix-4 CORDIC method in vectoring mode, where the selection
method is applied for non-redundant and redundant computation. The constant scaling
factor for radix 2-4-8 CORDIC algorithm was investigated by T. Aoki et al. [14]. The algo-
rithm dynamically changed from radix-2 to radix-4 and from radix-4 to radix-8 depending
on the specified sequence of CORDIC algorithm. The constant scaling factor of each radix
was expressed as Kc =
∏N
i=1
√
1 + δ2i · r−2·i, where Kc is a constant scaling factor, N is
the maximum number of iterations, δi is rotation direction of micro-rotation of CORDIC,
ri is the radix-based determined by i
th iteration. The articles dealing with the high radix
CORDIC method shows that the scaling factor used for computation and compensation be-
comes a main problem. They attempt to solve this problem by proposing the on-line scaling
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factor computation method and by finding a range of the computation in order to constant
the scaling factor on radix-2-4-8 CORDIC algorithm. However, the CORDIC method used
for the constant scaling factor is too complex and hard for hardware implementation.
2.2. Parallel CORDIC rotation method
The parallel CORDIC method was proposed by T.B. Juang et al. [15]. The algorithm
predicts the rotation direction δi from binary value of initial angle. The original sequential
CORDIC rotations is divided into two phase, where the rotation in each phase is executed
in parallel. S.F. Hsiao [16] applied the method to implement a Sine/Cosine generator with
memory-efficient concept; meanwhile W.Han et al. [17] implemented a digital down con-
verter based on the parallel CORDIC algorithm. Thereby, the method can provide a con-
stant scaling factor because the two parallel processing cores are based on the conventional
CORDIC. Although, the scaling factor has been solved by using the parallel technique, the
overhead of summation and prediction of the two parallel CORDIC engines and rotation
direction are aggravated.
2.3. Redundant Number Representation Method
The third efficient way to accelerate the CORDIC algorithm is to use redundant number
representation, such as singed-digit (SD) representation and carry-save representation. In
1990, M.D. Ercegovac [18] presented redundant (carry-free) addition instead of a conven-
tional (carry-propagate) one and on-line scaling factor computation method in order to
minimize area and to increase bandwidth. But, the on-line computation method is too
complex which is very difficult in practice. To ignore the on-line scaling factor computation
method, N. Takagi et al. [19] introduced the redundant CORDIC method with a constant
scaling factor. Thereby, the scaling factor is investigated by minimizing the error from the
CORDIC computation.
2.4. Rotation Extension Method
From the reviewed articles, the reduction of the CORDIC computational latency by the
high radix method makes the scaling factor in instability situation. The unstable scaling
factor problem can be solved by the on-line computation method which is too complex
for hardware practice. The parallel technique is used to accelerate the computation. The
method is based on the two conventional CORDIC cores processing in parallel. Thereby,
the scaling factor problem is solved, but the prediction overhead of the rotation direction
and the combination of the two conventional CORDIC results are added. The extension-
rotation method based on radix-2 accelerates the micro-rotation angle φ with n · φ, where
n is an integer value. The double-rotation method performs the computational results with
micro-rotation angle 2φ. Its scaling factor is first calculated by on-line computation method
and then by optimizing the errors of the computational result in order to constant a scaling
factor.
This paper is focused on the reducing computational latency and the improving com-
putational accuracy of CORDIC with the constant scaling factor based on radix-2. The
radix-2 is used because the scaling factor can be found mathematically. The design and
architecture of the CORDIC algorithm on the radix-2 is straightforward for hardware imple-
mentation. We propose both the rotation-extension CORDIC methods, i.e. non-redundant
double-rotation and non-redundant triple-rotation. They are analyzed, investigated, and
simulated to evaluate the constant scaling factors and the input domain capability for el-
ementary functions. The initial parameter values and the compensation parameter values
for each elementary function, which can be performed in circular, hyperbolic, and linear
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coordinate systems are also proposed. We compare the computational accuracy of the el-
ementary functions with Matlab/Simulink in order to show that the proposed CORDIC
methods provide high computational accuracy. Finally, a high accuracy CORDIC algo-
rithm and its architecture is introduced for VLSI hardware implementation, and also the
time and area efficiency based on FPGA and Silicon technology are compared with the
existing CORDICs.
3. Contribution
The reducing computational latency and the increasing computational accuracy of CORDIC
become a challenge for engineers and scientists. Recently, they extremely attempt to im-
prove the computational performance and accuracy by proposing several methods such as
the parallel and prediction CORDIC (PCORDIC) [16] [15], the double-rotation CORDIC
(DRCORDIC), etc. The double-rotation method with redundant method was proposed by
Takagi et al. [19] in rotation mode only; thereby, the convergence of CORDIC parameters
is accelerated by duplicate rotation angle θ to be 2θ. They used few MSB for prediction of
rotation angle and attempted to constant the scaling factor. Similarly, we apply Takagi’s
idea for our double-rotation CORDIC method, but the difference is that the non-redundant
method is utilized in order to constant the scaling factor, and the operation on vectoring
mode is extended. In addition, we propose the triple-rotation CORDIC method where the
micro-rotation angle is triplicated from the conventional CORDIC angle θ to be 3θ.
This paper provides contributions as follow:
• Improvement of performance and accuracy of CORDIC computation: the
convergence of CORDIC parameters is accelerated by increasing the micro-rotation
angle to be 2θ and 3θ for the double-rotation and triple-rotation CORDIC meth-
ods. The non-redundant method is applied in order to constant the scaling factor
mathematically.
• Analysis of the double-rotation and triple-rotation CORDIC methods: the
unified micro-rotation equations for the double-rotation and triple-rotation CORDIC
methods based on radix-2 are proposed, where they are targeted for hardware sim-
plification. The convergence ranges and the initial parameters which will be used to
perform elementary functions on rotation and vectoring modes in the circular mode
such as sine and cosine functions, in hyperbolic mode such as sine and cosine hy-
perbolic functions, and linear mode such as multiplication and division functions are
examined and comprehensively summarized for VLSI implementation.
• Design and time investigation of high accuracy CORDIC arithmetic units:
an algorithm and a computational latency model of a high precision CORDIC arith-
metic unit is introduced for simple VLSI implementation. The model can be applied
to estimate the computational delay and accuracy of the high precision CORDIC core
conforming to the expected absolute error.
4. Rotation-Extension CORDIC Algorithm
The algorithm is based on the rotation of a vector on the xy plane. As shown in Figure 1,
a vector xin, yin having angle A is rotated by angle B, resulting in a new vector xout, yout.
This rotation is described by the expressions shown in Equ. 1 [20]
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Figure 1: Vector rotation
xout = R · cos(A+B) = xin · cosB − yin · sinB (1)
yout = R · sin(A+B) = xin · sinB − yin · cosB,
where R is the modulus of the vector and A is the initial angle. The rotation can be
described in matrix form as
[
xout
yout
]
=
[
cosB −sinB
sinB cosB
] [
xin
yin
]
(2)
Instead of B as presented in Equ. (2), we use notation φ. The basic idea dealing with
the rotation-extension CORDIC computation method is described in Equ. (3), where xin,
yin, and φ are input parameters and r is a rotation degree. For the sake of simplicity, we
derive and consider all equations based on the circular coordinate system.
[
xout
yout
]
=
[
cos φ −sin φ
sin φ cos φ
]r [
xin
yin
]
(3)
4.1. Conventional CORDIC
The algorithm performs a sequence of rotations by elementary angles. For the conven-
tional CORDIC method, the rotation φ on the xy plan can be decomposed into a product
of n elementary rotations when r = 1 as:
[
xout
yout
]
= cos φ
[
1 −tanφ
tanφ 1
] [
xin
yin
]
, (4)
where cos φ is a constant scaling factor. The elementary rotation matrix R(δi) describes
the elementary rotation with angle θi = tan
−1(2−i) while i is iteration step. δi ∈ {1,−1}
determines the rotation direction.
n−1∏
i=0
R(δi) =
n−1∏
i=0
1√
1 + 2−2i
[
1 −δi2−i
δi2
−i 1
]
(5)
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Since the rotation angle θi is always a constant value (based on a non-redundant method [21]),
the constant scaling factor cos φ will be
∏n−1
i=0
1√
1+2−2i
, which approximately equals to
0.60725. The maximum and minimum rotation angle are defined as ±∑n−1i=0 tan−1(2−i),
which is in range of [-1.74329,+1.74329]. The micro-rotation equation of the conventional
CORDIC method is presented in Equ. (6).
xi+1 = xi − δi · 2−i · yi
yi+1 = yi + δi · 2−i · xi (6)
zi+1 = zi − δi · θi
4.2. Double-Rotation CORDIC
The aim of the double-rotation method is to accelerate the rotation computation of the
CORDIC algorithm by duplicating the elementary angle to be 2θi. Thus, the degree of
parameter r in Equ. (3) is equal to 2.
[
xout
yout
]
= cos2 φ
[
1 −tanφ
tanφ 1
]2 [
xin
yin
]
(7)
The decomposition of the production of n elementary rotation is shown in Equ. (8) with
θi = tan
−1(2−i−1).
n∏
i=1
R(δi) =
n∏
i=1
1
(1 + 2−2i−2)
[
1 −δi · 2−i−1
δi · 2−i−1 1
]2
(8)
To stabilize the scaling factor, the non-redundant number, where δi ∈ {−1, 1}, is applied
for the double-rotation CORDIC method. Thereby, the optimal constant scaling factor
is formulated by
∏n
i=1
1
(1+2−2i−2) which approximately equals to 0.9219. The maximum
and minimum rotation angle
∑n
i=1 2 · tan−1(2−i−1) is in range of [-0.9885,+0.9885]. The
micro-rotation equation of the double-rotation CORDIC method is shown in Equ. (9).
xi+1 = xi − δi · 2−i · yi − 2−2i−2 · xi
yi+1 = yi + δi · 2−i · xi − 2−2i−2 · yi (9)
zi+1 = zi − δi · 2 · θi
4.3. Triple-Rotation CORDIC
Like the conventional and double-rotation methods, the triple-rotation method can ac-
celerate a micro rotation θi by triplicating the elementary angle θi to be 3θi.
[
xout
yout
]
= cos3 φ
[
1 −tanφ
tanφ 1
]3 [
xin
yin
]
(10)
The decomposition of the product of n elementary rotation is described in Equ. (11),
where r = 3, representing the triplicated rotation.
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n+1∏
i=2
R(δi) =
n+1∏
i=2
1
(1 + 2−2i−4)
3
2
[
1 −δi2−i−2
δi2
−i−2 1
]3
(11)
The micro-rotation angle is θi = tan
i(2−i−2). The non-redundancy for rotation direction
is also applied. Thereby, the scaling factor is approximately constant at 0.9922, which
is calculated from
∏n+1
i=2
1
(1+2−2i−4)
3
2
. The maximum and minimum rotation angle can be
found by
∑n+1
i=2 3 · tan−1(2−i−2), which is in range of [-0.3747, +0.3747]. The micro-rotation
equation of the triple-rotation CORDIC method being simplified for VLSI hardware imple-
mentation is shown in Equ. (12).
xi+1 = xi(1− 2−2i−3 − 2−2i−4)− δi(2−i−1 + 2−i−2 − 2−3i−6)yi
yi+1 = δixi(2
−i−1 + 2−i−2 − 2−3i−6) + (1− 2−2i−3 − 2−2i−4)yi (12)
zi+1 = zi − δi · 3 · θi
4.4. Accuracy Evaluation
The computational accuracy can be considered on either rotation mode or vectoring
mode. In this paper, the iterative CORDIC in rotation mode on the circular coordinate
system is taken into account, where parameter zi will be driven to 0. The summation
formula of parameter z on each CORDIC methods are shown as following:
zout−CV = zin −∑n−1i=0 δi · tan−1(2−i)
zout−DR = zin −∑ni=1 δi · 2 · tan−1(2−i−1)
zout−TR = zin −∑n+1i=2 δi · 3 · tan−1(2−i−2)
(13)
The condition that the triple-rotation and double-rotation CORDIC methods have more
precision than the conventional one can be expressed as:
∣∣∣zin −∑n+1i=2 δi · 3 · tan−1(2−i−2)∣∣∣ > ∣∣zin −∑ni=1 δi · 2 · tan−1(2−i−1)∣∣
>
∣∣∣zin −∑n−1i=0 δi · tan−1(2−i)∣∣∣ (14)
From Equ. 14 the rotation direction δ on each iteration depends on an intermediate pa-
rameter zi of each method. Analysis based on mathematic assumption could not guarantee
the computational accuracy due to nonlinear equation. Therefore, the accuracy evaluation
by using simulation based on statistical analysis in mathematic which is Mean Absolute
Percent Error and standard statistic can be applied in practice.
Table 1: Probability of rotation direction δ of the conventional, double-rotation, and triple-
rotation CORDIC methods, where zin is varied from 0.0 to 0.3
CORDIC method
δ
-1 0 1
Conventional 0.5020 0 0.4980
Proposed Double-rotation 0.5051 0.1434 0.4734
Proposed Triple-rotation 0.5051 0 0.4949
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The Mean Absolute Percent Error (MAPE) mathematical factor is employed for accuracy
evaluation in available range [-1.74329, +1.74329], [-0.9885,+0.9885], and [-0.3747, 0.3747]
of the conventional, double-rotation, and triple-rotation CORDIC methods. The simulation
results show that the proposed CORDIC methods provide the smallest MAPE at the same
number of iterations, which implies better accuracy as illustrated in Table 2. The MAPE
is defined by the formula:
M =
1
n
n∑
i=1
∣∣∣∣Ai − FiA¯
∣∣∣∣ , (15)
where Ai is the actual value and Fi is the forecast value. The difference between Ai and
Fi is divided by the average actual value A¯ again. The absolute value of this calculation is
summed for every forecast point in time and divided again by the number of fitted points
n.
Table 2: The MAPE comparison of xI and yI of the conventional, double-rotation and
triple-rotation CORDIC methods, where the iteration step I equals to 8, 10, and 16.
Mean absolute percent error (MAPE)
CORDIC I=8 I=10 I=16
xI , cos(φ)
Conventional 0.0597% 0.0153% 2.2425E-4%
Double-rotation 0.0297% 0.0086% 1.1735E-4%
Triple-rotation 0.0225% 0.0060% 8.0427E-5%
yI , sin(φ)
Conventional 0.0481% 0.0131% 1.6301E-4%
Double-rotation 0.0232% 0.0057% 9.2696E-5%
Triple-rotation 0.0180% 0.0050% 9.3906E-5%
Four standard statistical indicators are employed for accuracy evaluation of the proposed
CORDIC computational methods, i.e. maximum absolute error (Max. |error|), minimum
absolute error (Min. | error|), average absolute error (Ave. |error|), and standard deviation
absolute error (Ave.Dev. |error|). All formulas are expressed as follow:
Maximum absolute error (Max. |error|)
Max. |error| = Max. {|A0 − F0| , · · · , |AN − FN |} (16)
Minimum absolute error (Min. |error|)
Min. |error| = Min. {|A0 − F0| , · · · , |AN − FN |} (17)
Average absolute error (Ave. |error|)
Ave. |error| = 1
N
N∑
i=0
|Ai − Fi| (18)
Standard deviation absolute error (Ave.Dev. |error|)
Xi = |Ai − Fi|
X¯ =
1
N
N∑
i=0
|Ai − Fi|
Ave.Dev. |error| =
√√√√ 1
N
N∑
i=0
(Xi − X¯)2 (19)
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The analysis results with the four statistical indicators are shown in Table 3 and 4. Both
tables show the comparison of the computational error of the conventional, double-rotation
and triple-rotation CORDIC methods based on Matlab simulation in the various number of
iterations(N) at 8, 10, 16, 32, and 64. For measuring environment, since we want to measure
the computational accuracy on the three parameters, i.e. xout, yout, and zout, the CORDIC
methods have to be performed on both rotation mode and vectoring mode. Then, the
circular coordinate system is selected for our test case. Table 3 reports the analysis result
of the CORDIC methods in rotating mode performed by function number 1 in Table 5.
Similarly, the analysis result in vectoring mode of the CORDIC method performed by
function number 3 is illustrated in Table 4. From the tables, the double-rotation and
triple-rotation CORDIC methods still provide higher accuracy than the conventional one
when they are analyzed by the statistical measurements.
Table 3: Show the analysis of computational accuracy of CORDIC methods in rotation
mode on the circular coordinate system.
Iteration CORDIC
Statistical Analysis
(N) Max. |error| Min. |error| Ave. |error| Std.Dev. |error|
xout
8
Conventional 9.4966E-3 3.2120E-5 4.5125E-3 2.6722E-3
Double-rotation 4.8971E-3 1.5988E-5 2.3296E-3 1.3431E-3
Triple-rotation 3.6940E-3 2.2748E-5 1.7411E-3 1.0119E-3
10
Conventional 2.3952E-3 4.7574E-6 1.1589E-3 6.6409E-4
Double-rotation 1.2320E-3 6.9294E-6 5.7707E-4 3.3635E-4
Triple-rotation 9.1174E-4 5.6572E-7 4.3358E-4 2.5278E-4
16
Conventional 3.7365E-5 1.2253E-7 1.8090E-5 1.0543E-5
Double-rotation 1.8925E-5 8.1072E-9 9.1003E-6 5.3043E-6
Triple-rotation 1.4181E-5 2.6530E-8 6.7987E-6 3.9405E-6
32
Conventional 5.8888E-10 4.6108E-13 2.7506E-10 1.6137E-10
Double-rotation 2.9457E-10 2.9358E-12 1.3889E-10 8.0351E-11
Triple-rotation 2.1399E-10 1.0505E-12 1.0593E-10 5.9295E-11
64
Conventional 9.9920E-16 3.7453E-15 5.8693E-15 3.6346E-16
Double-rotation 3.4417E-15 1.5543E-15 2.4920E-15 2.1890E-16
Triple-rotation 1.5543E-15 1.1102E-16 7.1996e-16 2.8387E-16
yout
8
Conventional 6.748E-3 1.7481E-5 2.9117E-3 1.7723E-3
Double-rotation 3.3532E-3 8.9682E-6 1.4952E-3 8.7957E-4
Triple-rotation 2.5376E-3 1.5211E-5 1.1163E-3 6.5960E-4
10
Conventional 1.6862E-3 3.3777E-6 7.4364E-4 4.3493E-4
Double-rotation 8.2529E-4 3.9484E-6 3.7026E-4 2.1735E-4
Triple-rotation 6.1626E-4 4.1980E-7 2.7813E-4 1.6486E-4
16
Conventional 2.6937E-5 9.8153E-8 1.1614E-5 6.8945E-6
Double-rotation 1.3301E-5 1.6685E-8 5.8318E-6 3.4532E-6
Triple-rotation 9.6708E-6 4.4125E-9 4.3576E-6 2.5698E-6
32
Conventional 4.0018E-10 1.9198E-12 1.7623E-10 1.0478E-10
Double-rotation 2.0294E-10 5.1292E-13 8.9197E-11 5.2357E-11
Triple-rotation 1.5010E-10 2.9110E-13 6.8012E-11 3.8826E-11
64
Conventional 5.7732E-15 4.4580E-15 4.0651E-15 5.3280E-16
Double-rotation 2.4425E-15 2.6645E-15 9.8142E-16 5.0489E-16
Triple-rotation 1.7764E-15 1.0012E-15 4.2967E-16 3.1539E-16
4.5. Convergence & Accuracy Trade-Off
The performance and time efficiency of the double-rotation and triple-rotation CORDIC
methods can be investigated and evaluated by two methods based on the conventional
CORDIC and Matlab simulation. First, determination of absolute error constraint method:
thereby, the absolute error is given as a different expected error ∆E of a CORDIC computa-
tional result and a Matlab simulation result. If the actual different error ∆e of a CORDIC
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Table 4: The analysis of computational accuracy of CORDIC methods in vectoring mode
on the circular coordinate system.
Iteration CORDIC
Statistical Analysis
(N) Max. |error| Min. |error| Ave. |error| Std.Dev. |error|
xout
8
Conventional 2.1886E-5 5.8874E-8 9.577E-6 9.2267E-6
Double-rotation 6.0890E-6 3.2259E-6 3.5329E-6 2.0376E-6
Triple-rotation 2.6975E-6 1.3162E-7 1.3317E-6 9.2651E-7
10
Conventional 1.296E-6 8.4752E-9 5.9492E-7 5.9646E-7
Double-rotation 3.0917E-7 6.8938E-8 1.9876E-7 1.0249E-7
Triple-rotation 2.5691E-7 2.5071E-9 9.0108E-8 1.0678E-7
16
Conventional 3.3458E-10 4.3225E-12 1.2284E-10 1.4963E-10
Double-rotation 6.9108E-11 2.7643E-12 4.7638E-11 1.6298E-11
Triple-rotation 4.5727E-11 1.3323E-14 1.9549E-11 2.3043E-11
32
Conventional 5.5511E-15 2.2204E-15 3.3307E-16 1.3597E-16
Double-rotation 4.1078E-15 3.2196E-16 3.7970E-15 3.6316E-16
Triple-rotation 1.4433E-15 3.1307E-16 9.5479E-16 4.4823E-16
64
Conventional 5.5511E-15 2.2204E-15 3.3307E-16 1.3597E-16
Double-rotation 4.1078E-15 3.2196E-16 3.7970E-15 3.6316E-16
Triple-rotation 1.4433E-15 3.1307E-16 9.5479E-16 4.4823E-16
zout
8
Conventional 6.6160E-3 3.4315E-4 3.7572E-3 2.5093E-3
Double-rotation 3.1040E-3 2.9878E-4 1.8719E-3 1.1285E-3
Triple-rotation 2.3227E-3 8.0323E-4 1.5465E-3 5.8293E-4
10
Conventional 1.6100E-3 1.1742E-4 9.3258E-4 6.3258E-4
Double-rotation 6.7778E-4 1.0275E-4 4.2626E-4 2.6665E-4
Triple-rotation 7.1681E-4 7.0811E-5 3.4929E-4 2.6975E-4
16
Conventional 2.5868E-5 2.9403E-6 1.2778E-5 1.0149E-5
Double-rotation 9.9709E-6 4.0604E-6 7.2306E-6 2.2905E-6
Triple-rotation 9.5632E-6 1.6408E-7 4.7247E-6 4.5793E-6
32
Conventional 3.2805E-10 1.0026E-10 2.3369E-10 9.6639E-11
Double-rotation 1.7855E-10 7.2290E-11 9.8846E-11 4.5243E-11
Triple-rotation 1.5460E-10 2.4420E-11 8.5503E-11 5.5706E-11
64
Conventional 1.1102E-16 2.7756E-17 6.6613E-17 3.1646E-17
Double-rotation 1.1102E-16 2.7756E-17 6.6613E-17 3.1646E-17
Triple-rotation 1.1102E-16 2.7756E-17 4.1633E-17 4.3885E-17
computational result and a Matlab simulation result is equal or less than ∆E, then the
number of iterations will be kept in record.
Figure 2 illustrates the relationship of the given absolute error with the number of itera-
tions of the conventional, double-rotation, and triple-rotation CORDIC methods based on
Matlab/Simulink. As the figure, at the same number of iterations, the triple-rotation and
double-rotation CORDIC methods provide higher accuracy than the conventional one. In
turn, at the same absolute error, the triple-rotation and double-rotation CORDIC methods
require the smaller number of iterations.
Second, observation of the converging parameters x, y, z of the micro-rotation: a Sine-
Cosine function is performed by setting the initial parameters x, y, and z in rotating mode,
where the parameter z is driven to be zero z −→ 0 by the CORDIC algorithm. Based
on our experiment with several values of input z, the triple-rotation CORDIC method
converges faster than the double-rotation and conventional ones for all three parameters.
The converging of the three parameters is captured and shown in Figure 3 as an example,
where z is initialized with φ = −0.1 radian, y is set to 0, and x is defaulted by the constant
scaling factor of each CORDIC method. The proposed CORDIC method provides better
performance with the fewer number of iterations compared to the conventional and the
double-ration method.
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Figure 2: The expected number of iterations with the absolute error varied from 1.0E-8 to
1.0E-3.
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Figure 3: The convergence of CORDIC parameters where x is initialized with the constant
scaling factors of each CORDIC method, y = 0, and z = φ = −0.1 radian.
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5. Unified CORDIC Algorithm
In this section, the unified micro-rotation of the double-rotation and triple-rotation
CORDIC methods is introduced. It is described in the circular, hyperbolic, and linear
coordinate systems in a unified manner by defining the parameter m so that
• m=1: for the circular/trigonometric coordinate system
• m=0: for the linear coordinate system
• m=-1: for the hyperbolic coordinate system
In that case, the unified micro-rotation of the double-rotation and triple-rotation CORDIC
methods are:
The unified micro-rotation of the double-rotation CORDIC method
xi+1 = xi −m · (δi · 2−i · yi + 2−2i−2 · xi)
yi+1 = yi + δi · 2−i · xi −m · 2−2i−2 · yi (20)
zi+1 =
{
zi − δi · 2 · tan−1(2−i−1) if m = 1 , −1
zi − δi · 2−i if m = 0
The unified micro-rotation of the triple-rotation CORDIC method
xi+1 = xi · (1−m · (2−2i−3 + 2−2i−4))− δi(m · (2−i−1 + 2−i−2)− 2−3i−6) · yi
yi+1 = δi · xi · (2−i−1 + 2−i−2 −m · 2−3i−6) + (1−m · (2−2i−3 + 2−2i−4)) · yi (21)
zi+1 =
{
zi − δi · 3 · tan−1(2−i−2) if m = 1 , −1
zi − δi · 3 · 2−i−2 if m = 0
With the non-redundant method the scaling factor for the double-rotation and triple-
rotation CORDICs are Kdr =
∏n
i=1
1
(1+2−2i−2) and Ktr =
∏n+1
i=2
1
(1+2−2i−4)
3
2
which are ap-
proximately 0.9219 and 0.992. The elementary functions being performed by the methods
are listed in Table 5.
6. Algorithm and Investigation of a high precision CORDIC Core
6.1. Algorithm
The main characteristics of the double-rotation and triple-rotation CORDIC methods
are: (1) reduction of computational latency, and (2) high computational accuracy with the
small number of iterations. Thus, in this section we utilize such characteristics to design
a high precision CORDIC core algorithm. The algorithm runs the double-rotation method
for normal-accuracy mode, and the triple-rotation one for high-accuracy mode. It consists
of three main parts, i.e. pre-processing, CORDIC processing, and post-processing as shown
in Algorithm 1.
Table 5 is simultaneously considered with the Algorithm 1 due to its parameter relation-
ship. The functional parameter (func) is in accordance with the function number shown
in the table. The function number 1, 2 and 3 are used to implement circular/trigonometric
functions such as sine, cosine, magnitude and phase functions, the function number 4, 5 and
6 are used to implement hyperbolic functions such as sine hyperbolic and cosine hyperbolic
functions, and the function number 7 and 8 are used to implement linear functions, i.e.
multiplication and division function, respectively.
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Algorithm 1 [xout, yout, zout] = High-ACC-CORDIC(xin, yin, zin, Iter, K, K
−1, rmode,
m, func, hs)
1: {******** Pre-processing ********}
2: if (hs = 1) then
3: start = 2, end = Iter + 1
4: else
5: start = 1, end = Iter
6: end if
7: if (func = 1) or (func = 4) then
8: xstart=K, ystart=0, zstart=zi
9: else
10: xstart=xi, ystart=yi, zstart=zi
11: end if
12: {******** CORDIC processing ********}
13: for i = start to end do
14: if (rmode = 0) then
15: if (zi ≥ 0) then
16: δi = 1
17: else
18: δi = −1
19: end if
20: else
21: if (yi ≥ 0) then
22: δi = −1
23: else
24: δi = 1
25: end if
26: end if
27: if (hs = 1) then
28: xi+1 = xi · (1−m · (2−2i−3 + 2−2i−4))− δi(m · (2−i−1 + 2−i−2)− 2−3i−6) · yi
29: yi+1 = δi · xi · (2−i−1 + 2−i−2 −m · 2−3i−6) + (1−m · (2−2i−3 + 2−2i−4)) · yi
30: if (m = 0) then
31: zi+1 = zi − δi · 3 · 2−i−2
32: else
33: zi+1 = zi − δi · 3 · tan−1(2−i−2)
34: end if
35: else
36: xi+1 = xi −m · (δi · 2−i · yi + 2−2i−2 · xi)
37: yi+1 = yi + δi · 2−i · xi −m · 2−2i−2 · yi
38: if (m = 0) then
39: zi+1 = zi − δi · 2−i
40: else
41: zi+1 = zi − δi · 2 · tan−1(2−i−1)
42: end if
43: end if
44: xi = xi+1
45: yi = xi+1
46: zi = zi+1
47: end for
48: {******** Post-processing ********}
49: if (rmode = 0) then
50: if (func = 2) or (func = 5) then
51: xout = xi ·K−1
52: yout = yi ·K−1
53: zout = zi
54: else
55: xout = xi
56: yout = yi
57: zout = zi
58: end if
59: else
60: xout = xi ·K−1
61: yout = yi
62: zout = zi
63: end if
64: return xout, yout, zout
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Table 5: The relationship of the elementary functions performed by the high precision
CORDIC and all input arguments.
No. Functions rmode
Initial values Configuration values
xin yin zin
K−1
m
hs = 0 hs = 1
Circular/Trigonometric Coordinate System
1
xout = cos(zin)
0
K 0 given value 0 0 1
yout = sin(zin)
2
xout = xin · cos(zin)− yin · sin(zin)
given value given value given value K−1
dr
K−1tr 1yout = xin · sin(zin) + yin · cos(zin)
3
xout =
√
x2in + y
2
in 1 given value given value given value K−1
dr
K−1tr 1zout = zin + tan−1
(
yin
xin
)
Hyperbolic Coordinate System
4
xout = cosh(zin)
0
K 0 given value 0 0 -1
yout = sinh(zin)
5
xout = xin · cosh(zin) + yin · sinh(zin)
given value given value given value K−1
dr
K−1tr -1yout = xin · sinh(zin) + yin · cosh(zin)
6
xout =
√
x2in − y2in 1 given value given value given value K−1
dr
K−1tr -1zout = zin + tanh−1
(
yin
xin
)
Linear Coordinate System
7
xout = xin
0 given value given value given value 1 1 0
yout = yin + xin · zin
8
xout = xin
1 given value given value given value 1 1 0
zout = zin +
yin
xin
In the pre-processing step, the computational mode (hs) is determined in either normal-
accuracy mode or high-accuracy mode, where the start (start) and end (end) indexes will
be set up. Afterwards, the input parameters xstart, ystart, and zstart will be initialized
corresponding to (start) and func. In the CORDIC processing step, the micro-rotation
of either double-rotation or triple-rotation methods will be executed iteratively, where the
execution in either rotation mode or vectoring mode and the coordinate systems depend
on the rotating parameter rmode and the coordinate parameter m. Finally, the post-
processing step will compensate the computed results with inversion of the constant scaling
factor corresponding to func in Table 5.
6.2. Computational Time Investigation
The block diagram of the high precision CORDIC core according to Algorithm 5 is shown
in Figure 4a. Due to the small convergence range of the double-rotation and triple-rotation
methods, the convergence extension module which could be realized by convergence ex-
tension methods is included. Generally, there are two types of the convergence extension
methods introduced to solve the convergence range problem, i.e. mathematic identity
method [19], [22] and expansion of the set of iterative method [23]. The mathematic iden-
tity method applies the mathematic properties such as trigonometric identities in order
to compress inputs xi, yi, and zi and to decompress outputs xout, yout, and zout gener-
ated by the high precision CORDIC core. The expansion of the set of iterative method
expands the linear CORDIC convergence range by choosing the set of iterative indexes to
i = −M,−M + 1, · · · , N , where M and N are two integers applied to determine the con-
vergence. Then, the convergence ranges are |zi| ≤ 2M+1 and
∣∣∣ yixi ∣∣∣ ≤ 2M+1 for driving z or
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Figure 4: The block diagram of the high precision CORDIC core with the convergence
extension module and its computational latency.
y toward zero. For the sake of simplicity the detail of the convergence extension methods
will be ignored in this paper and its computational latency will be specified as a constant
value.
From the block diagram in Figure 4a, the computational time investigation of the high
precision CORDIC core with the convergence extension module can be examined as follow-
ing: 1) suppose that Text, Tpre, Tdr, Ttr, and Tpost are internal delay of the convergence ex-
tension, the pre-processing, the double-rotation, the triple-rotation and the post-processing,
respectively. 2) Tdr and Ttr depending on the number of CORDIC iterations (Niter−dr,
Niter−tr) corresponding to the expected accuracy as shown in Figure 2 are expressed as:
Tdr = Tmicro−dr ·Niter−dr (22)
Ttr = Tmicro−tr ·Niter−tr,
where Tmicro−dr and Tmicro−tr are the computational delay of the micro-rotation of the
double-rotation and triple-rotation CORDICs. The number of iterations of the double-
rotation and triple-rotation CORDIC methods is denoted as Niter−dr and Niter−tr. There-
fore, the computational delay investigation of the high precision CORDIC core with the
convergence extension module can be described as:
T = 2 · Text + Tpre + TCORDIC + Tpost, (23)
TCORDIC =
{
Tdr hs = 0 (Normal accuracymode),
Ttr hs = 1 (High accuracymode)
Suppose that Text, Tpre, Tpost, Tmicro−dr, and Tmicro−tr equal to 1 clock cycle, then the
delay of the high precision CORDIC core based on the double-rotation and triple-rotation
CORDIC methods when the expected absolute error 3.0E-4 are at 11 clock cycle and
13 clock cycle. The graph in Figure 4b shows the relationship of the expected absolute
computational error and the delay of the high precision CORDIC Core in normal-accuracy
mode and high-accuracy mode with the absolute errors range from 0 to 1.0E-3.
6.3. Performance Comparison
This section compares the proposed CORDIC methods with the existing ones. The
micro-rotation in pipelined (unfolded) digit-parallel architecture has been brought up for
International Jour  of Signal Processing, Image Processing and Pattern Recognition 
                                                                                  Vol. 5,No. 1, March,2012
79
2tan-1(2-i-1)
CSA
Shifter
2-2i-2
Shifter
2-i 
Shifter
Shifter
2-i 
CSA
SDA SDA
  sign selection
   redundance
SDA
YiXi Zi
ZoYoXo
αi
2-2i-2
βi
αi
(a) Double-rotation [19]
2tan-1(2-i-1)
CSA
Shifter
Shifter
CSA
SDA SDA
  sign selection
    redundance
SDA
Xi Zi
ZoXo
αi
Shifter
2-2i-1
βi
αi
2-2i-2  
2-2i  1
ωi
Shifter
21  
ωo
(b) 2D-Householder [24]
Figure 5: The existing constant scaling factor CORDIC based on redundant method.
2tan-1(2-i-1)
CSA
Shifter
2-2i-2
Shifter
2-i 
Shifter
Shifter
2-i 
CSA
SDA SDA
  sign selection
non- redundance
SDA
YiXi Zi
ZoYoXo
δi
2-2i-2
(a) Proposed double-rotation
SDA
YoXo
3 tan-1(2-i-1)  sign selection
non- redundance
SDA
Zi
Zo
δi
CSA
Shifter
2-2i-3
Shifter
2-2i-4
CSA
Shifter
2-2i-3
Shifter
2-2i-4
Yi
CSA
Shifter
2-2i-3
Shifter
2-2i-4
Xi
Shifter
2-2i-4
CSA
Shifter
2-2i-3
Shifter
2-2i-4
Shifter
2-2i-4
SDA
SDASDA
SDASDA
(b) Proposed triple-rotation
Figure 6: The proposed constant scaling factor CORDIC based on non-redundant method.
consideration in speed and area performance, where pre-processing and post-processing are
ignored. Basic components normally used to implement the CORDIC consist of 3-to-2
Carry-Save-Adder (CSA), Sign-Digit-Adder (SDA), redundant sign selection (SIGN-SEL),
non-redundant sign selection (SIGN-SEL-NON), and right shifter (SHR). To obtain com-
parison results close to reality as much as possible, the basic components are implemented
and analyzed in various data width at 16-bit, 32-bit, and 64-bit on 90-nm Faraday silicon
technology. The synthesis results are individually normalized based on delay and consumed
area of the targeted technology; afterward they are normalized again in the various data
width as presented in Table 6.
The two existing constant scaling factor CORDIC methods, i.e. the redundant double-
rotation [19] CORDIC and the 2D-Householder [24] CORDIC, have been put forward for
comparison with the proposed CORDIC methods, whose architectures on rotation mode
in the circular coordinate system are illustrated in Figure 5 and 6. Table 7 compares the
speed and area performance of these CORDIC methods. Based on pipeline architecture,
the computational operators corresponding to each CORDIC algorithm are performed as
the delay models. Also the number of utilized basic computational operators, conforming
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Table 6: Basic components synthesis results on 90-nm Faraday silicon technology.
Basic component
16-bit 32-bit 64-bit
D(ns) A(µm2) D(ns) A(µm2) D(ns) A(µm2)
3-to-2 CSA 0.13/0.0807 252.23/0.5708 0.13/0.0458 504.11/0.4836 0.13/0.0245 1,005.87/0.3978
SDA 1.61/1 442.96/1 2.84/1 806.74/0.7714 5.31/1 1,534.29/0.6068
SHR 0.70/0.4348 377.89/0.8533 0.62/0.2183 1,045.85/1 0.92/0.1733 2,528.40/1
SIGN-SEL 0.15/0.0932 13.33/0.0301 0.15/0.0528 13.33/0.0127 0.15/0.0282 13.33/0.0053
SIGN-SEL-NON 0.01/0.0063 2.35/0.0053 0.01/0.0035 2.35/0.0220 0.01/0.0019 2.35/0.0009
Table 7: The time and area performance of the CORDIC methods in pipeline (unfolded)
digit-parallel architecture.
Double-rotation [19]
Delay yi + βi2
−2i−2xi − αi2iyi =⇒ DSHR +DSIGN−SEL +DCSA +DSDA
Area 4 ·ASHR + 2 ·ACSA + 3 ·ASDA +ASIGN−SEL
2D-Householder [24]
Delay 2 · ωi − βi2−2i−1ωi − αi2ixi =⇒ DSHR +DSIGN−SEL +DCSA +DSDA
Area 4 ·ASHR + 2 ·ACSA + 3 ·ASDA +ASIGN−SEL
Double-rotation
Delay xi + δi2
−iyi − δi2−2i−2xi =⇒ DSHR +DSIGN−SEL−NON +DCSA +DSDA
Area 4 ·ASHR + 2 ·ACSA + 3 ·ASDA +ASIGN−SEL−NON
Triple-rotation
Delay (xi − 2−2i−3xi − 2−2i−4xi)− (δi2−i−1yi + δi2−i−2yi − δi2−3i−6yi)
=⇒ DSHR +DSIGN−SEL−NON +DCSA + 2 ·DSDA
Area 10 ·ASHR + 4 ·ACSA + 7 ·ASDA +ASIGN−SEL−NON
to Figure 5 and 6, is modeled as the area models. In [19], the redundant double-rotation
method with a constant scaling factor is applied to only the CORDIC rotation mode.
The proposed double-rotation method extends to vectoring mode. The redundant rotation
direction (αi, βi ∈ {−1, 0, 1} ) are employed in [19], but we apply the non-redundant rotation
direction in our double-rotation CORDIC. From the delay and area models in Table 7, the
delay and consumed area on 16-bit data width of the double-rotation CORDIC method
of [19] can be evaluated as following: Delay : 0.4348 + 0.0932 + 0.0807 + 1 = 1.6087, Area
: 4× 0.8533 + 2× 0.5708 + 3 + 0.0301 = 7.5849.
In [24], the redundant 2D-Householder CORDIC method is applied on both rotation
mode and vectoring mode. By the way, its scaling factor is performed by the on-line
computation which increases the complexity for VLSI implementation. However, for the
sake of simplification, the on-line computation is neglect for this comparison. The delay
and area on 16-bit data width of the 2D-Householder CORDIC method can be estimated
as following: Delay : 0.4348+0.0932+0.0807+1 = 1.6087, Area : 4×0.8533+2×0.5708+
3 + 0.0301 = 7.5849. By the same method the delay and area on 16-bit of the proposed
double-rotation CORDIC method can be evaluated as follow: Delay : 0.4348 + 0.0063 +
0.0807 + 1 = 1.5218, Area : 4 × 0.8533 + 2 × 0.5708 + 3 + 0.0053 = 7.5601, and Delay :
0.4348+0.0063+0.0807+2 = 2.5218, Area : 10×0.8533+4×0.5708+7+0.0053 = 17.822
for the proposed triple-rotation CORDIC method. The time and area efficiency of these
CORDIC methods in different data width can be illustrated in Table 8.
From the comparison, the proposed redundant double-rotation CORDIC method pro-
vides better time efficiency than the non-redundant double-rotation and 2D-Householder
CORDIC methods. However, the proposed double-rotation one is extended to vectoring
mode and also unemploy to use the on-line constant scaling factor computation. Area
efficiency of the three CORDIC methods have similar values because they use the same
number of basic components. The proposed triple-rotation CORDIC methods is also eval-
uated to demonstrate its time and area efficiencies. Although the time and area efficiency
of the triple-rotation CORDIC method are lower than the double-rotation CORDIC meth-
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Table 8: Normalized speed and area performance comparison of the proposed CORDIC
methods and the existing CORDIC methods in different data width.
CORDIC methods
16-bit 32-bit 64-bit
Delay Area Delay Area Delay Area
Double-rotation [19] 1.6087 7.5856 1.317 7.2916 1.226 6.6214
2D-Householder [24] 1.6087 7.5856 1.317 7.2916 1.226 6.6214
Proposed double-rotation 1.5217 7.5608 1.2677 7.2811 1.1996 6.6171
Proposed triple-rotation 2.5218 17.822 2.2678 17.332 2.1996 15.84
ods, but the method provides higher computational accuracy. Its time efficiency can be
improved by increasing a pipeline stage or by enhancing the performance of Adder.
7. Conclusion
Design and analysis of the extension-rotation CORDIC methods, the double-rotation and
the triple-rotation, to improve the performance and accuracy of the CORDIC computation
have been presented and discussed. The paper can be summarized as follow:
1. The methods use non-redundant values to stabilize the constant scaling factor and
to avoid the on-line scaling factor problem. The computational accuracy of the two
CORDIC methods is measured by statistical measurements, i.e. MAPE,Max. |error|,
Min. |error|, Ave. |error|, Std.Dev. |error|, and compared to the conventional CORDIC
method and the Matlab Simulation results. The analysis results show the double-
rotation and triple-rotation CORDIC methods provide higher accuracy than the con-
ventional one with the same number of iterations. On the other hand, with the same
computational accuracy, the double-rotation and triple-rotation can be achieved with
smaller number of iteration.
2. The unified CORDIC algorithms of the double-rotation and triple-rotation CORDIC
methods applied to perform elementary function in rotation mode and vectoring mode
on the circular, hyperbolic, linear coordinate systems are come out. Afterward, they
are utilized for algorithm of the high precision CORDIC core.
3. The high accuracy CORDIC core is introduced and investigated in order to show
the performance and time efficiency in normal-accuracy and high-accuracy modes
in various expected absolute error. Based on the pipeline (unfolded) digit-parallel
architecture, the speed and area performance of the proposed CORDIC methods are
compared with the existing CORDIC methods, where the proposed double-rotation
CORDIC method provide better time efficiency with similar area efficiency to the
existing constant scaling factor CORDIC methods.
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