Abstruct-This paper addresses the problem of finite sample simultaneous detection and estimation which arises when estimation of signal parameters is desired but signal presence is uncertain. In general, a joint detection and estimation algorithm cannot simultaneously achieve optimal detection and optimal estimation performance. In this paper we develop a multihypothesis testing framework for studying the tradeoffs between detection and parameter estimation (classification) for a finite discrete parameter set. Our multihypothesis testing problem is based on the worst case detection and worst case classification error probabilities of the class of joint detection and classification algorithms which are subject to a false alarm constraint. This framework leads to the evaluation of greatest lower bounds on the worst case decision error probabilities and a construction of decision rules which achieve these lower bounds. For illustration, we apply these methods to signal detection, order selection, and signal classification for a multicomponent signal in noise model. For two or fewer signals, an SNR of 3 dB and signal space dimension of AV = 10 numerical results are obtained which establish the existence of fundamental tradeoffs between three performance criteria: probability of signal detection, probability of correct order selection, and probability of correct classification. Furthermore, based on numerical performance comparisons between our optimal decision rule and other suboptimal penalty function methods, we observe that Rissanen's order selection penalty method is nearly min-max optimal in some nonasymptotic regimes.
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I. INTRODUCTION
ANY statistical decision problems in engineering ap-M plications fall into one of two categories: detection and point estimation. In the detection problem an observed random quantity may consist of "noise alone" or "signal masked by noise;" the objective is to decide if there is a signal in the observation subject to a constraint on false alarm. In the point estimation problem a signal which is known to be present in the observations has an unknown feature represented by a parameter; the objective is to decide on the parameter value. However, one frequently encounters applications where estimation has to be performed under Manuscript uncertainty of signal presence. These include applications such as fault detection and diagnosis in dynamical system control [24] , target detection and direction finding with an array of sensors [27] , image and speech segmentation [ 131, and digital communications [ 181. The associated decision problem is called simultaneous or joint detection and estimation.
If we constrain the probability of false alarm to be equal to CY, one can consider two approaches to the design of decision rules for joint detection and estimation. The first is the simple coupled design strategy where detection performance is optimized under the false alarm constraint and the estimator is gated by this optimal detector. In this case, one can implement a conditionally optimal estimator which produces an estimate only if the optimal detector decides that the signal is present. While this uncoupled strategy guarantees optimal detection performance, in general there is no guarantee that the gated estimation performance will be acceptable. The second approach is the coupled design strategy where estimation performance is directly optimized under the false alarm constraint. As in the uncoupled design, the false alarm constraint prescribes a gated estimator. However, while this gating is optimal for estimation, unlike the uncoupled design it is generally not optimal for detection. Note that under both the coupled and uncoupled strategies the false alarm probabilities are identical. However, while in the uncoupled case the false alarms are generated in such a way as to minimize their impact on detection performance, in the coupled case these false alarms are generated to minimize their impact on estimation performance. The uncoupled strategy provides an upper bound on the detection performance while the coupled strategy provides an upper bound on estimation performance. By comparing the detectiodestimation performance of the uncoupled detection-optimal strategy to the detectiodestimation performance of the coupled estimationoptimal strategy we can study the fundamental tradeoff between optimal detection and optimal estimation subject to a false alarm constraint.
This paper provides a framework for studying the tradeoffs between detection and estimation based on the worst case detection and worst case estimation error probabilities of the class of simultaneous detection and estimation rules for a finite discrete parameter space. We then formulate and solve a constrained min-max multihypothesis testing problem with nonstandard cost structure. This gives the form for the optimal estimator and optimal detector and gives tight lower bounds on the worst case estimation and detection error probabilities which can be used to study tradeoffs. it is known a priori that p is upper-bounded by some given constant P, P 5 N . We define three related objectives: i) signal detection which is to decide if p > 0; ii) signal power estimation (order selection) which, if p > 0, is to specify the actual number p E (1, . . . , P } of signal components; and iii) signal component estimation (classification) which, if p = p , > 0, is to identify the p , signal components present.
These objectives arise in a number of applications including telecommunications, harmonic retrieval, surveillance, and airtraffic control.
In the context of the multicomponent signal model (l), our results yield the following structure for the optimal constrained rules. The optimal constrained classifier uses a set of M = f : to implement a weighted generalized-likelihood ratio test, with randomized threshold, followed by a weighted maximumlikelihood estimator. The optimal constrained order selector uses a set of P weighted averages of (r ) likelihood ratios, p = 1, . . . , P , each average corresponding to a fixed number p of signal components. The optimal constrained detector compares a weighted average of all M likelihood ratios to a threshold. In each of the above three cases the weights and the detection threshold are determined by 1) the solution to a related nonlinear optimization problem; and 2) the false alarm constraint a. We show that the optimal constrained classifier in the multiple-component signal example (1) has an equivalent form: compare the maximum of the sum of the log-likelihood function and an optimal penalty function of p to a threshold and if the threshold is exceeded use this penalized loglikelihood to perform maximum-likelihood estimation. This penalized likelihood structure is closely related to Akaike's AIC [27] , and Rissanen's MDL [19] order selection criteria. The common feature is that the optimal constrained classifier, AIC, and MDL all penalize the log-likelihood for overestimation of p . Unlike the AIC and MDL penalties, the penalty associated with the optimal constrained classifier ensures optimal worst case estimation performance in the finite sample regime. Furthermore, this "optimal penalty" takes specific account of a false alarm constraint. We perform a numerical study in which we construct the optimal weight functions for optimal detection. order selection, and classification, implement the optimal likelihood ratio tests, and analyze the relative performances for the case of p = 2 or fewer signal components. In this manner, we establish the existence of significant tradeoffs between optimal detection, optimal estimation, and optimal order selection. This study also establishes the remarkable result that the MDL order selection penalty is nearly optimal, in the sense of achieving the finite sample min-max constrained classification performance attained with our optimal penalty function, when SNR is 3 dB, signal space dimension is N = 10, and the number of independent snapshots is between 18 and 26.
A. Relation to Previous Work
Optimal coupled design strategies for detection and estimation have been studied by only a few authors. Pioneering works along the lines of coupled design in simultaneous detection and estimation include the papers by Middleton [7] , and Birdsall and Gobien [3] . The common ground in each of these studies is the Bayesian viewpoint; that is, the parameters are assigned prior probabilities so that average performance can be optimized. Kelly et al.. [lo] , [ l l ] studied the problem of simultaneous detection and estimation using a combination of a generalizedlikelihood ratio test and a maximum-likelihood classifier. They noted that this strategy is optimal only for certain cases; our work reinforces this point by specifying conditions for optimality of their strategy. Stuller [23] extended the generalized-likelihood ratio test approach to multiple composite hypothesis testing, by breaking the problem into a sequence of binary composite hypothesis tests. He provided rather stringent sufficient conditions for min-max optimality of this strategy, pointing out that the question of min-max optimality in the general case is yet to be investigated. The min-max multiple hypothesis testing strategy presented in our paper can also be interpreted as a sequence of binary composite hypothesis tests, thereby providing a link to Stuller's paper and establishing the structure of optimal sequential binary tests.
An outline of the paper is as follows. Section I1 introduces the statistical framework that will be used in this paper. Section I11 provides theoretical results whose proofs are contained in the Appendix. In Section V, we specialize the theory to three different problems: outlier detection and identification, detection and classification of a step change, and detection and parameter estimation of a multicomponent signal in noise.
PROBLEM STATEMENT
A parametric statistical experiment [9] is defined as the indexed probability space ( R , o , Po) where 0 is a parameter lying in a parameter space 0 , R is the set of possible outcomes of the experiment, is a sigma algebra consisting of subsets of R, and Po is a probability measure defined on o. The parameter space 0 summarizes all of the uncertainty in the probability model Po for the experiment. It is important to emphasize that 6' is a fixed nonrandom parameter. 
We call 4 a "gated' classification rule since the classification rule q5c isenabled by the detection rule 4: when 1 -4: # 0, i.e., when signal detection can occur with nonzero probability.
The average performance of a particular test function $ is determined by i) probability of false alarm Pe(FA); ii) 
0 $00 The following theorem is proven in the Appendix. 
Observe that, if a constrained min-max test $* of level a can be found, the left-hand side of (12) 
and b* is a "least favorable prior distribution" in the sense that for any other
The condition (18) (20) is related to the existence of a detector having constant false alarm rate (CFAR) [21] .
The following theorem, proven in the Appendix, specifies the form of constrained min-max tests for the set of hypotheses
where f o is an arbitrary pdf, e.g., f o = fib*). Note that the GLRT (41) is not a min-max optimal detector except in the unlikely event that the ratio of maxeEeo f B and maxBEe, f e is equivalent to the ratio of weighted average densities in (40). 
Remark 6:
The dimension of the weight space over which a search must be performed to determine the optimal weights is the sum of the number of simple altemative hypotheses plus the number of the simple hypotheses composing the null hypothesis. For a composite null hypothesis, this latter number can be very large which severely complicates the computation of the value function. An altemative approach is to compress the composite null hypothesis into a simple null hypothesis by applying invariance principles [20] , thereby reducing the number of weights to be determined. These principles involve mapping the observations to a lower dimensional space via a noninvertible transformation which renders the distribution of the resultant data set functionally independent of the unknown null hypothesis parameters. Such use of invariance principles was described in previous work [l] . The invariance approach has the advantage of simplifying the evaluation of the value function but usually at the expense of degradation of performance since it involves noninvertible transformations of the data [6] . Remark 7: In some applications it is possible to efficiently parameterize the weights and significantly reduce the number of unknowns in the weight space, facilitating the search for optimal weights satisfying the conditions of Corollary 2. One important case where such a reduction is possible is the case where the decision problem is permutation-invariant [2], in which case the distribution of the likelihood ratio is invariant to permutations in the indices of the hypotheses. We make use of a special type of permutation invariance in the multiplecomponent signal application treated in the next section.
V. APPLICATIONS
First we briefly discuss a simple application to changepoint joint detection and classification.
A. Detection and Classijication of Changes in a Distribution
Consider the vector X = [ X I . . . . . X2wlT of independent random variables with a nominal marginal density ho(x) and an alternative "outlier" density hl ( x ) . We say an outlier occurs when some X , ' s have undergone a change in distribution from ho to hl. The objective is to detect and identify any outliers. The change detection and classification problem has been addressed in [17] and [ 5 ] . It would be very interesting to compare the error performance of the algorithms proposed in these papers to the achievable lower bounds specified by our finite sample min-max decision rules described below.
1) Point Change Problem: Also known as the slippage problem [6] , in the point change problem there is at most one outlier in the vector X which can occur at indices 1. . . . , N . The DO rule in (50) is a weighted average likelihood ratio test and is not equivalent to the generalized likelihood ratio test (GLRT). The CO rule in (50) is a thresholded maximumlikelihood classifier equivalent to the GLRT-MLC (43) and is identical to Ferguson's outlier discriminator [6] . Therefore, in this example, the GLRT-MLC rule is min-max optimal and attains the lower bound on the worst case erroneous classification probability.
)
Step Change Problem: In the step change problem the objective is to detect a step change and estimate the time of change 6' in the marginal density of X i , i = 1, . . . , N , where it is hypothesized that Xi N ho, V i 5 6' and problem (25) which maximizes average probability of miss and erroneous classification, respectively. In general, the uniform weight assignment is not min-max for the step change problem and therefore, unlike for the point change problem, the GLRT-MLC is not an optimal joint detection estimation rule.
An equivalent form for the CO decision rule (54) 
Each waveform Yk is composed of either a sum of randomly scaled versions of p of the N signal components plus noise, or noise alone. We assume that the noise w k ( t ) is a wideband complex Gaussian process and that the alk's are i.i.d. zeromean complex Gaussian random variables independent of the noise. We will also assume that an upper bound P on the number p of signal components is specified where P < N . to E') in the number of weights to be determined and greatly simplifies the search for the min-max constrained decision rules and associated lower bounds on detection, order selection, and classification error probability.
1) An Optimal Order Selection Rule for Class$cation:
Using the q; weight specification (61), the classification optimal rule (60) has the following equivalent form: where as defined above
is the number of signal components subsumed by hypothesis He. The form (62) establishes that the CO rule incorporates an order selection penalty which is added to the log-likelihood function In f~/ f o for classification. It is the equal power signal components assumption that makes the optimal penalty depend solely on the hypothesized number of signal components. In the general case, where the signal components can have unequal power, the min-max optimum penalty g ( p , 0 ) = lncf depends on the specific signal component indices assumed under He. For 
is the number of snapshots. Unlike the CO penalty function, the GLRT-MLC, AIC, and MDL penalty functions are not min-max optimal for constrained classification. On the other hand, while the CO penalty function typically depends on the parameters of the likelihood ratio distribution through the solution to the difficult maximization problem (25), these other penalty functions can be specified independently of any such parameters. Under certain asymptotic conditions, however, the CO penalty function also becomes independent of the process parameters. The following proposition establishes this fact. 
2) Numerical Comparisons:
Here we quantify the performance of the DO, OSO, and CO rules (58)-(60) to study the tradeoffs between detection, order selection, and estimation.
Since classification is performed over the finest partition of the parameter space 0, the CO rule (60) specifies order selection and signal detection rules which are optimal for min-max classification. For example, when CO makes a decision that the signal components are at bins i l , . . . , i p it also specifies "signals detected" ( p > 0) and "exactly p signal components present." From (60) we see that the CO rule performs "classification optimal" order selection as: and the CO rule performs "classification optimal" signal detection as
On the other hand, in addition to providing an optimal order selection rule, the OS0 rule (59) also specifies an "order selection optimal" detection rule Note that the OS0 rule does not itself specify a post-orderselection classifier while the DO rule does not specify a post-detection order-selector or classifier.
To assess the impact of imposing classification optimality on best achievable detection performance and best achievable order selection performance we evaluate the difference between CO detector and DO detector error probabilities, and the difference between CO order selector and OS0 order selector error probabilities. Since the DO detector and the OS0 order selector are optimal for detection and order selection, respectively, these differences are always nonnegative, the differences corresponding to performance losses associated with requiring classification optimality.
We also investigated the classification optimality of the strategies of gating an (unconstrained) conditionally min-max classifier with an OS0 order selector and DO detector called the OSO-gated classification rules and the DO-gated classification rules, respectively. While in the case of DO gating there is a single conditionally min-max classifier, which classifies all signal indices given that the DO rule declares signals to be present, in the case of OS0 gating there are P conditionally Using numerical integration and simulations we evaluated the performance of the classification optimal rule, order selection optimal rule, and detection optimal rule for the case where P = 2, i.e. where it is a priori known that there can be at most two signal components. The false alarm and erroneous classification probabilities of the CO rules were computed analytically [2], while the remaining decision error probabilities were determined via simulations. For each simulation, a complex Gaussian 4 x 10 observation matrix X was generated corresponding to L = 4 independent realizations and N = 10 possible orthogonal signal component indices. The signal-to-noise power ratio per observation per signal was set to y -1 = 2(+ 3 dB). The false alarm probability was constrained to cy = 0.1. Successive columns of Table I show the worst case erroneous classification (EC) probability max,goo P,(EC), worst case erroneous order selection (EOS) probability maxego, P,(EOS), and worst case miss (M) probability max,eeo P,(M) for the CO, OSO, and DO rules. Since CO minimizes nlaxeeeo Pe(EC), OS0 minimizes max,geo P,(EOS), and DO minimizes maxeeo, P,(M), the diagonal entries, 0.59,0.52, and 0.41, of Table I provide us with respective lower bounds on the worst case erroneous classification probability, erroneous order selection probability, and miss probability which apply to any identically constrained
The important observation from Table I is that requiring classification optimality necessarily entails a loss in order selection performance: the worst case erroneous order selection probability of the classification optimal rule is 0.56; in relative terms this is (0.56 -0.52)/0.52 = 7.69% above the order selection lower bound. This result indicates that order selection optimality and classification optimality are not generally simultaneously achievable. Conversely, requiring order selection optimality under the uncoupled design strategy entails a loss in classification performance: the worst case erroneous classification probability of the order selection optimal rule is 0.62; in relative terms this is (0.62 -0.59)/0.59 = 5.08% above the classification lower bound. Furthermore, requiring detection optimality under the uncoupled design strategy entails a significant loss in classification performance and order selection performance: the worst case erroneous classification probability of the detection optimal rule ((3.1) entry, 0.70) is (0.70 -0.59)/0.59 = 18.64% above the classification lower bound, and its worst case erroneous order selection probability ((3,2) entry, 0.68) is (0.68 -0.52)/0.52 = 30.77% above the order selection lower bound. These results are an indication that the commonly used uncoupled design approach can severely sacrifice order selection and classification performance. On the other hand, requiring classification optimality or order selection optimality entails only very little performance loss in detection performance: the worst case miss probabilities of the classification optimal and the order selection optimal rules both are (0.42-0.41)/0.41 = 2.44% above the detection lower bound. These relative performance losses are summarized in Table 11 . We also evaluated the loss in performance due to using a suboptimal order selection penalty function g ( p ) . Fig. 2 is a plot, as a function of the number of snapshots L, of the associated worst case erroneous classification probabilities for: the optimal penalty the uniform (ML) penalty g(p) = 0, the Akaike AIC penalty g ( p ) = -p, and the Rissanen MDL penalty y(p) = -( p / 2 ) In L. The worst case classification performance is lower-bounded by the classification performance using our optimal penalty (solid line). Observe that the MDL penalty is near optimal for large L while the AIC is near optimal for small L with both curves lying at most 0.1 above the lower bound. On the other hand, the uniform penalty function, corresponding to the unweighted GLRT-MLC rule, entails a significant loss in performance over most of the range of L studied; e.g., as high as 0.25 above the lower bound. $bo(x) )f;b*)(5) dp (z) This shows that 4 is of level N also with respect to the simple null hypothesis HA" and therefore cannot have smaller worst case classification error than 4@* I.
APPENDIX
AS for the sufficient condition for existence of b*, we use the following:
where the last two lines follow directly from the assumed condition (20) and (19), respectively.
Proof of Theorem 2
The proof mainly consists of establishing three facts: (22)- (24) . We now proceed to the proof of the existence of a min-max strategy.
F(X+) = ;$F(z).

Now if F ( z ) is continuous at
Existence of a Min-Max Strategy: We must show that there exists a decision rule -4* E D, that achieves the infimum value
To prove this, we will use the method of risk sets [6] . 
In terms of the risk function, the min-max problem in (73) can be written as
Now observe that from the definition of CM we have
To conclude that the min-max problem on the right-hand side of (76) admits a solution, we will need to use the min-max theorem [6, sec. 2.9, Theorem 11, which dictates that a min-max strategy exists if the risk set relevant to the problem is convex and compact. The relevant risk set in this case is the constrained risk set S, defined below. To show that S, is both convex and compact we proceed as follows. Consider the unconstrained risk set S defined by From [6, sec. 1.7, Lemma 11, the set S is convex. Furthermore, since S is the convex hull of the risk set of nonrandomized decision rules, which in this case is finite and thus compact, it follows from [6, sec. 2.4, Theorem 21 that S is also compact. Now note that the constrained risk set S, is the intersection of S and the closed half-plane {yo = R(O,4) 5 a } . Hence the convexity and compactness of the constrained risk set S,.
Therefore, by the min-max theorem cited above, the function 1 cBR(Bi $1 O B 0 0 possesses a saddle point over c E CM and $ E V a (78) and there exists an admissible min-max decision rule with an associated "least favorable distribution" over the alternatives. Furthermore, due to the existence of a test function achieving the infimum over Do, we can change infimum to minimum over Da.
The Min-Max Property of -$*: We must now show that, for fixed c. the decision rule 4(c) defined by the relations (22)- (24) achieves the following minimum: since, by (78), (76), (75), and the defining relation (25) of the weight vector c*, this will be equivalent to --4* = 4("*) being a constrained min-max test.
For an arbitrary test function -4 E V,, let P($)' f
coR(H,$).
OB%
We will show that p ( 4 ) 
3=1
To see that the right-hand side of (80) is nonnegative, we will consider the following partition of and 2 0. 
