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Résumé
Cet article propose un nouveau classifieur de textures basé
sur la transformée en ondelettes quaternionique (QWT).
Cette récente transformée sépare les informations conte-
nues dans une image plus efficacement qu’une transfor-
mée en ondelettes classique (DWT), et fournit une analyse
multi-échelles dont les coefficients sont 2D analytiques,
avec une amplitude presque invariante par translation et
une phase, composée de trois angles. L’interprétation et
l’utilisation des coefficients QWT, en particulier la phase,
sont traitées, et nous présentons un classifieur de textures
qui utilise à la fois l’amplitude et la phase. Grâce à la QWT,
nous obtenons de meilleures performances de classification
qu’avec la DWT.
Mots Clef
Transformée en ondelettes quaternionique, Phase 2D, Ana-
lyse de texture, Classification.
Abstract
This paper proposes a new texture classifier based on the
Quaternionic Wavelet Transform (QWT). This recent trans-
form separates the informations contained in the image
better than a classical wavelet transform (DWT), and pro-
vides a multiscale image analysis which coefficients are
2D analytic, with one near-shift invariant magnitude and
a phase, that is made of three angles. The interpretation
and use of the QWT coefficients, especially the phase, are
discussed, and we present a texture classifier using both the
QWT magnitude and the QWT phase of images. Our clas-
sifier performs a better recognition rate than a standard
wavelet based classifier.
Keywords
Quaternionic Wavelet Transform, 2D Phase, Texture ana-
lysis, Image classification.
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1 Introduction
La classification de textures consiste à associer automati-
quement une image texturale donnée à la classe de textures
à laquelle elle appartient, le plus vraisemblablement. Pour
celà, on dispose d’un ensemble de classes prédéfinies par
des exemples d’images, classées par l’utilisateur. La texture
n’a pas vraiment de définition universelle, mais on peut
présenter ce type d’image avec des exemples classiques
comme des photos de goudron, surface d’eau, sable, cano-
pée d’une forêt, vue aérienne d’une ville . . . On s’accorde
souvent à qualifier les textures d’uniformes, et à les voir
comme une répétition d’un motif.
Une classe est un type de texture, selon une classification
arbitraire que nous faisons instinctivement.
En traitement d’images, la reconnaissance de textures a
beaucoup été traitée [1], nous développons ici une ap-
proche basée sur les ondelettes quaternioniques.
Ce travail ne vise pas directement la définition d’un classi-
fieur performant, mais plutôt un premier pas innovant dans
la mise en pratique d’une nouvelle transformée. D’une part,
la transformée en ondelettes quaternionique (QWT), qui
est le centre de notre étude, a d’encourageantes propriétés
théoriques ; d’autre part, l’analyse de textures est une des
applications reconnues de la représentation par ondelettes.
C’est pourquoi nous proposons d’étudier le positionnement
de la QWT par rapport à la transformée en ondelettes clas-
sique, dans un contexte de classification de texture. De ce
fait, dans le cadre de cet article, nous nous concentrons uni-
quement sur les classifieurs basés ondelettes.
Outre la proposition d’un nouveau classifieur de textures,
ce travail est une application de la QWT qui à notre
connaissance n’a pas encore été faite. Cela permet de
concrétiser la façon d’utiliser les coefficients quaternio-
niques d’une telle représentation.
2 Ondelettes Quaternioniques
2.1 DWT
La transformée en ondelettes classique (DWT) fournit une
analyse espace-échelle d’une image, dans une matrice dont
chaque coefficient correspond à une “sous-bande” (zone du
domaine de Fourier) et à une position dans l’image.
Une “sous-bande” traduit une échelle d’oscillation (i.e. une
bande de fréquence 1D) ainsi qu’une orientation spatiale
(i.e. plutôt vertical, horizontal ou diagonal). Elle est co-
dée par une fonction atomique 2D appelée “ondelette”, qui
est une sorte d’impulsion oscillante localisée et orientée.
Chaque coefficient est calculé par un produit scalaire entre
une ondelette translatée et l’image, et donc représente la
présence d’une composante locale dans l’image, à une po-
sition, pour une sous-bande.
Par la transformée en ondelettes, l’image est exprimée dans
une base orthogonale d’atomes 2D, formée par des dilata-
tions et translations d’une fonction d’échelle φ et de trois
ondelettes (ψD,ψV,ψH) exprimées en fonction d’une fonc-
tion d’échelle 1D φ1 et d’une ondelette ψ1 comme suit :
ψD=ψ1(x)ψ1(y)
ψV =φ1(x)ψ1(y)
ψH=ψ1(x)φ1(y)
φ=φ1(x)φ1(y)
En pratique, les produits scalaires sont réalisés par filtrages
(convolutions) de l’image par les 4 atomes de base, com-
binés avec des ré-échantillonnages, qui traduisent la dilata-
tion de ces atomes.
2.2 QWT
La transformée en ondelettes quaternionique (QWT) [3] est
une amélioration de la DWT, qui fournit une analyse plus
riche pour les signaux 2D. Contrairement à la DWT, elle est
presque invariante par translation, et ses coefficients sont
exprimés en termes d’amplitude et de phase, à la manière
des coefficients d’une transformée de Fourier.
Elle se base sur la transformée de Fourier quaternionique
(QFT), et sur la phase locale quaternionique de T. Bü-
low [4], qui étendent à la dimension 2 les outils bien connus
de traitement du signal, par une généralisation dans l’al-
gèbre des quaternions H. Selon Bülow, cette algèbre plus
générale est plus adaptée que C pour manipuler des si-
gnaux 2D.
Un quaternion est la généralisation d’un nombre complexe,
possédant trois parties imaginaires codées sur les nombres
imaginaires i, j, k. On l’écrit en représentation cartésienne
q = a+bi+cj+dk, et son écriture polaire est, de manière
analogue à l’exponentiele complexe, q = |q|eiϕejθekψ . Il
est donc défini par un module, et un argument qui contient
trois angles. L’argument quaternionique nous donne accès
à la phase des signaux 2D.
Phase locale du signal. La phase locale d’un signal 1D
est connue pour être extraite par la transformée de Hilbert
(HT) et l’argument des nombres complexes (voir signal
analytique). Bülow remarque qu’elle permet de décrire ef-
ficacement la forme des signaux 1D, c’est pourquoi il crée
la phase quaternionique [4], associé à une fonction 2D, dé-
finie à l’aide des transformées de Hilbert (HT) partielles
(H1, H2) et totale (HT ) qui forment le signal quaternio-
nique analytique [3] :
fA(x,y) = f(x,y) + iH1f(x,y) + jH2f(x,y) + kHT f(x,y)
L’argument quaternionique de ce genre de signal repré-
sente la phase quaternionique de f , qui décrit ses structures
locales en tout point.
Intégration dans les ondelettes. La QWT intégre la no-
tion de phase dans une décomposition en ondelettes. Dé-
finie à partir d’une ondelette mère quaternionique analy-
tique, la QWT fournit en sortie des coefficients quaternio-
niques dont la phase décrit précisément les structures co-
dées. La puissance de description de l’image déjà appor-
tée par la décomposition en sous-bandes, est alors complé-
tée par une description encore plus fine grâce à la phase.
Chaque sous-bande de la QWT peut être vue comme le
signal analytique associé à une partie bande-étroite 1 de
l’image.
On gardera les termes amplitude locale (module) et phase
locale (argument), du signal analytique 1D. L’amplitude
d’un coefficient quantifie la présence d’une composante lo-
cale 2D, et sa phase, représentée par trois angles, en consti-
tue une description complète.
L’amplitude d’un coefficient QWT |q|, invariante par trans-
lation de l’image, quantifie la présence d’une composante,
à toute position spatiale, dans chaque sous-bande fréquen-
tielle. La phase, représentée par trois angles (ϕ, θ, ψ),
constitue une description complète de la structure de ces
composantes. Nous traitons plus bas l’interprétation de
cette phase.
Implantation. D’un point de vue pratique, si l’ondelette
mère est séparable i.e. ψ(x,y) = ψh(x)ψh(y) (c’est notre
cas), alors les HT 2D sont équivalentes à des HT 1D le long
des lignes et des colonnes de l’image. Donc, en considérant
les paires de Hilbert
(ψh , ψg = Hψh) (d’ondelettes) et (φh , φg = Hφh) (de
fonctions d’échelles), l’ondelette 2D analytique s’écrit en
termes de produits séparables.
ψD=ψh(x)ψh(y)+iψg(x)ψh(y)+jψh(x)ψg(y)+kψg(x)ψg(y)
ψV =φh(x)ψh(y)+iφg(x)ψh(y)+jφh(x)ψg(y)+kφg(x)ψg(y)
ψH=ψh(x)φh(y)+iψg(x)φh(y)+jψh(x)φg(y)+kψg(x)φg(y)
φ=φh(x)φh(y)+iφg(x)φh(y)+jφh(x)φg(y)+kφg(x)φg(y)
Cela signifie qu’une telle décomposition est très dépen-
dante de l’orientation de l’image dans le repère (x, y) (va-
riance par rotation), et que l’ondelette n’est pas isotropique.
L’avantage de la QWT est dans sa facilité d’implantation
par des bancs de filtres séparables, et dans sa notion de
phase.
La QWT utilise l’algorithme du Dual-Tree [5], un banc
de filtres qui utilise une paire de Hilbert comme ondelette
mère complexe 1D. Il fournit des coefficients analytiques,
1. Le signal analytique 1D offre une analyse instantanée en considé-
rant toute la bande du spectre fréquentiel. En pratique, les caractéristiques
locales (instantanées) sont donc interprétables seulement si le signal à
analyser est à bande étroite.
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FIGURE 1 – Exemples d’images de la base Outex [2] (série TC-00012).
dont le module est invariant par translation, pour une re-
dondance de seulement 4 :1.
Deux bancs de filtres complémentaires, l’un utilisant un
filtre pair, l’autre un filtre impair, mènent à quatre bancs
de filtres 2D séparables, légèrement décalés les uns par
rapport aux autres. Ces décalages correspondent théorique-
ment aux déphasages des transformées de Hilbert 2D évo-
quées plus haut. On obtient une précision sous-pixellique,
traduite indirectement dans la notion de phase.
Au départ combinées par Kingsbury [5] pour implanter
deux décompositions complexes (6 sous-bandes orientées),
les quatre sorties du Dual-Tree constituent ici les compo-
santes cartésiennes d’une sortie quaternionique. L’algèbre
des quaternions H donne alors accès à la représentation
module/argument qui nous permet de représenter séparé-
ment la présence des composantes locales dans l’image
(amplitude), et leurs structures (phase).
Notons que le Dual-Tree réalise une approximation, qui
rend les coefficients de la QWT approximativement analy-
tiques, et donc l’extraction des amplitudes et phases 2D lo-
cales, ainsi que leur interprétation, sont en réalité approxi-
matives.
3 Classification de textures
3.1 Utilisation des ondelettes
L’extraction de caractéristiques par la représentation en
ondelettes standard (DWT) a souvent été utilisée en tant
qu’approche “Traitement du Signal” vers l’analyse de tex-
tures. Il semble que l’analyse multi-échelle de la DWT
soit bien adaptée aux images texturales. A partir de chaque
sous-bande, on calcule une moyenne, un ecart-type, l’éner-
gie totale, la puissance moyenne . . . En combinant correc-
tement ces caractéristiques, on constitue un vecteur des-
cripteur expérimentalement propice à bien caractériser la
texture.
Récemment, Celik et Tjahjadi [6] ont utilisé le Dual-Tree
CWT, pour son module (presque) invariant par transla-
tion et son aspect “orienté”. Le descripteur extrait a per-
mis d’obtenir de meilleurs résultats qu’avec les ondelettes
classiques.
L’invariance par translation du module assure que les ca-
ractéristiques extraites sont indépendantes de la position
précise des motifs texturaux, et donc permet une meilleure
caractérisation.
Nous proposons d’utiliser la QWT, qui a aussi un module
invariant par translation, et nous étendons l’analyse en uti-
lisant la phase QWT.
Pour calculer la QWT, nous reprenons l’algorithme décrit
dans [3], et pour les comparaisons, une transformée en on-
delettes classique avec les célèbres filtres CDF 9/7 2.
En décomposant sur 3 niveaux de profondeur, on obtient
9 sous-bandes d’analyse, ainsi qu’une sous-bande basses-
fréquences (BF). Notons que la sous-bande BF ne sera pas
utilisée car elle n’est pas intéressante, a priori, pour l’ana-
lyse de textures. En effet, on s’accorde à considérer que des
structures presque constantes comme des composantes BF,
ne sont pas constituantes de ce qu’on appelle des textures.
3.2 Le classifieur k-ppv
Nous proposons un simple classifieur dit k plus proches
voisins (k-ppv). A partir de chaque image d’un ensemble
d’apprentissage, on extrait un descripteur qui caractérise
la texture, et on l’étiquette avec le numéro réel de sa classe.
Quand une image test est donnée, son descripteur est cal-
culé et comparé avec ceux de l’ensemble d’apprentissage,
en terme de distance euclidienne. Selon un paramètre k, les
k vecteurs les plus proches sont conservés pour trouver la
classe la plus représentative, c’est-à-dire celle qui a le plus
grand effectif parmi les k voisins.
Nous avons choisi cette méthode de classification pour
sa simplicité. Néanmoins, nous devons utiliser une base
d’images conséquente pour les expérimentations, et nous
avons choisi la base Outex [2].
3.3 Les textures de la base Outex [2]
Pour tous nos tests, nous utilisons la série TC-00012 de
la base Outex, créée par l’université de Oulu, Finlande,
et disponible sur Internet [2]. Elle contient 24 classes de
textures, chacune contenant 380 individus. Dans chaque
classe de cette base, on retrouve différentes images d’un
même type de texture, sous différentes orientations et diffé-
rentes luminosités. Des exemples de textures de cette base
sont montrés figure 1, et illustrent bien sa diversité.
Pour nos tests, nous séparons les textures de chaque classe
en deux groupes suivant un protocole de validation croisée :
– L’ensemble de test : 350 exemples que le programme ne
connait pas,
– L’ensemble d’apprentissage : 30 exemples étiquetés que
le programme peut consulter.
2. On considère souvent qu’une bonne séparation des composantes
fréquentielles est bien adaptée à l’analyse de textures, et les filtres CDF
9/7 sont connus pour offrir particulièrement cette propriété. A noter que
les filtres d’analyse utilisés sont de même taille (9 coefficients) pour les
deux décompositions : DWT et QWT.
3.4 Performance de la classification
Le programme ‘k-ppv’ a en entrée une image inconnue, et
en sortie un indice de classe, qui correspond vraisembla-
blement à la classe de l’image inconnue.
On donne au programme chaque image de l’ensemble de
test, et on compte le nombre de fois où il décide la bonne
classe, ce qui permet de calculer un taux de reconnaissance
pour chaque classe.
Pour quantifier la qualité de notre classification, nous étu-
dions son taux de reconnaissance par classe, par une tech-
nique de validation croisée. Plus précisément, pour cha-
cune des 24 classes de la base, on sélectionne aléatoire-
ment 30 individus pour constituer l’ensemble d’apprentis-
sage, les 350 autres restant inconnus. L’algorithme des k-
ppv est lancé sur les inconnus, et on calcule le pourcentage
d’images bien classées sur les 350. On obtient 24 taux de
reconnaissance.
Cette simulation est itérée 100 fois, en prenant toujours un
ensemble d’apprentissage aléatoire, de manière à étudier la
variabilité des taux de reconnaissance estimés. On obtient
pour chaque classe, un taux de reconnaissance moyen, et
un ecart-type de ce taux, qui représentera l’incertitude sur
son estimation.
Cette évaluation de la classification doit se faire pour
chaque descripteur envisagé, et témoigne directement de
la qualité du descripteur.
Dans la suite, nous allons d’abord présenter une extraction
classique du descripteur, basée sur le module des coeffi-
cients d’ondelette, pour comparer les deux transformées
DWT et QWT. Puis une “approche phase” est développée,
et la combinaison du module et de la phase est traitée, pour
présenter le classifieur final.
4 Utilisation du module QWT
Dans la plupart des applications de la littérature, les classi-
fications de textures basées ondelettes utilisent une mesure
globale d’énergie ou des mesures statistiques sur le mo-
dule. Dans un premier temps, nous avons donc comparé
les performances de la DWT et de la QWT en faisant des
mesures sur leur module.
4.1 Extraction du descripteur
Après avoir calculé le module Mij = |qij | de la transfor-
mée en ondelettes d’une image donnée (i et j sont les coor-
données discrètes d’un pixel), on considère deux mesures
pour chaque sous-bande.
L’énergie :
m =
1
E
∑
i,j
M2ij
où E est l’énergie totale de l’image moins celle de la sous-
bande basses-fréquences. Cette normalisation fait de m la
quantité relative d’énergie dans une sous-bande par rapport
aux autres.
L’écart-type :
m =
√
1
N
∑
i,j
(Mij − µ)2
où N est le nombre de pixels dans la sous-bande, et µ la
moyenne.
4.2 Résultats
Nous avons obtenu différents résultats, en fonction du ni-
veau de profondeur de décomposition considéré (1, 2 ou/et
3), du type de mesure, et de la valeur de k. Expérimentale-
ment, les meilleurs résultats sont donnés en utilisant les 3
niveaux et k = 3.
Une grande valeur de k est pénalisante en terme de coût
algoritmique. En revanche, un k très petit comme 1 ou 2
donne une estimation statistique très pauvre de la classe
représentée en un point de l’ensemble, et on ne peut pas
vraiment parler d’effectif de chaque classe parmi 1 ou 2
voisins.
Expérimentalement, les courbes de taux de reconnaissance
en fonction de k sont quasiment monotones pour k > 3,
et les meilleurs résultats sont obtenus pour k = 3. Pour
la suite, nous garderons ce paramètre fixe, en considérant
que l’analyse des résultats n’en pâtit pas. En effet, le choix
de k n’a pas vraiment de conséquence sur les résultats, car
une valeur un peu différente donnerait des résultats sem-
blables, dus à la monotonie observée des courbes de recon-
naissance.
Les résultats de validation croisée sont presque identiques
pour l’énergie et l’écart-type. Nous choisissons arbitraire-
ment, pour la suite, de garder la mesure d’écart-type. Nous
présentons figure 4 les résultats avec les trois niveaux de
profondeur (vecteur de taille 9) et k = 3. Notons que ces
résultats sont corrects, et confirment que l’analyse des tex-
tures par ondelettes est une bonne méthode. De plus, ils
valident la QWT comme étant au moins aussi efficace que
la DWT, lorsqu’on se restreint à utiliser seulement son mo-
dule.
4.3 Analyse des résultats
Observons la figure 2 qui montre quelques images repré-
sentatives, ainsi que leurs spectres QFT 3 .
Avec les taux de reconnaissance par classe, on peut compa-
rer la qualité d’analyse de certaines textures particulières.
Nous illustrons les classes pour lesquelles la différence de
taux de reconnaissance est la plus grande entre la DWT et
la QWT. On espère donc mettre en valeur certains types de
textures plus ou moins propices à être analysées par l’une
ou l’autre. Après observation, on constate que des conclu-
sions éventuelles par rapport au type de texture, ne sont pas
immédiates.
On remarque que les textures 14 et 15 sont beaucoup mieux
reconnues par la QWT (environ +20% de réussite). En re-
vanche, la DWT reconnait mieux la texture 13.
3. Un spectre QFT peut se lire de la même manière qu’un spectre de
Fourier classique.
Le module DWT est meilleur pour : Le module QWT est meilleur pour :
Texture 13 : 87% vs 62% Texture 14 : 78% vs 93% Texture 15 : 46% vs 65%
FIGURE 2 – Textures particulières mieux reconnues, soit par la DWT, soit par la QWT, avec la mesure d’écart-type sur le
module. Les taux de reconnaissance moyens sont indiqués en pourcentage. On affiche à côté de chaque texture, le module de
sa QFT dont le contraste a été renforcé pour une meilleure lisiblité.
Pour conclure sur l’analyse basée module, la QWT et la
DWT ont des performances similaires, et la QWT permet
d’améliorer la reconnaissance de la texture 15 qui posait
problème avec la DWT. Les résultats supérieurs de la QWT
sur certaines textures, sont certainement dûs, en partie, à
l’invariance par translation du module. Mais le travail de
Bülow [4] et Chan et al. [3] montre que la phase QWT
peut fournir une puissante analyse des images, donc la
QWT n’est pas complètement exploitée ici. Nous propo-
sons maintenant une extraction du descripteur utilisant des
mesures sur la phase QWT.
5 Utilisation de la phase QWT
5.1 La phase QWT
Dans sa thèse [4], Bülow démontre l’importance de la
phase en analyse d’image, définit une transformée de Fou-
rier quaternionique (QFT), une phase 2D quaternionique,
et des filtres de Gabor 2D quaternioniques analytiques.
Dans une segmentation de textures basée sur la transfor-
mée de Gabor, les images filtrées sont 2D analytiques, et
forment une analyse espace-échelle de l’image, à partir de
laquelle Bülow extrait des amplitudes et phases locales en
chaque point, pour caractériser la texture.
Premièrement, grâce au théorème du décalage (QFT shift
theorem [4]), on obtient que les deux premiers termes de
phase ϕ and θ indiquent un petit décalage de la structure
codée, autour de la position du coefficient quaternionique.
Cette information est analogue à une phase instantanée 1D
classique, qui encode un décalage d’une impulsion.
Notons qu’en 1D, ce décalage est suffisant pour caractéri-
ser complètement la structure de la composante locale. En
fait, il s’agit de la même information (Voir [4]), puisqu’une
phase d’environ 0 ou pi signifie simplement une “impul-
sion” (positive ou negative), et une phase autour de ±pi2
décrit une “pente” (montée ou descente), étant en fait le
bord d’une impulsion décalée. En 2D, ce décalage n’est
pas suffisant pour caractériser toute structure, en particu-
lier les structures “i2D” (e.g. coins, jonctions T), qui sont
plus complexes que des lignes ou des bords.
Le troisième terme de la phase ψ complète l’analyse de
la structure, et est considéré comme une caractéristique de
texture. Bülow a trouvé que ψ est presque linéaire avec une
variable λ, dans une superposition de deux ondes planes
définie comme ceci :
fλ(x,y) = (1−λ) cos(ω1x+ ω2y) + λ cos(ω1x− ω2y)
Dans son application de segmentation de textures, il obtient
de très bons résultats en utilisant seulement |q| et ψ.
Avec la QWT, Chan et al. [3] utilisent ϕ et θ dans une
procédure d’estimation de flot optique. Ils considèrent que
puisque la QWT réalise des QFT locales, le théorème du
décalage est toujours valable, approximativement.
Dans une autre application (représentation en ‘wedgelets’),
ϕ et θ sont utilisés pour calculer la position des segments,
et ψ sert pour le calcul de leur orientation.
5.2 Extraction du descripteur
Comment utiliser la phase QWT pour décrire les textures ?
D’abord, il semble que les deux premiers termes ϕ et
θ soient inappropriés, car ils informent seulement sur la
position précise des composantes locales, alors que nous
sommes intéressés principalement par leur structure. Il est
vrai que le décalage codé devrait servir à caractériser une
structure 1D comme un bord ou une ligne orientée, de ma-
nière analogue à la phase 1D. Mais cette information ne
nous semble pas assez claire. De plus, les expérimentations
que nous avons menées avec des mesures sur ϕ et θ ont
donné des taux de reconnaissance inférieurs à 3%, ce qui a
confirmé notre intuition. On se focalisera donc sur le troi-
sième terme ψ, utilisé notamment par Bülow (transformée
de Gabor) dans une segmentation de textures.
Dans cette application, on suppose que les textures sont
uniformes, il ne s’agira donc pas ici de décrire en détail
les motifs texturaux, mais plutôt d’extraire des mesures
globales sur la phase de l’image. A l’opposé, on se rend
compte que des mesures trop globales sur l’ensemble des
phases, comme une moyenne, ne décrivent d’aucune façon
la nature des motifs. En effet, les taux de reconnaissance
que nous avons obtenus pour une mesure de moyenne sont
inférieurs à 1%.
Le but n’est pas de faire une procédure évoluée de descrip-
tion spatiale (recherche d’extrema, étude de connexité . . .),
puisqu’il s’agit pour l’instant de mettre à l’épreuve la QWT
dans une application simple, et notre travail est centré sur
La mesure du module est meilleure pour :
Texture 3 : 91% vs 74% Texture 14 : 93% vs 66% Texture 23 : 85% vs 69%
La mesure de la phase ψ est meilleure pour :
Texture 10 : 65% vs 76% Texture 13 : 62% vs 77% Texture 21 : 87% vs 98%
FIGURE 3 – Textures particulières mieux reconnues, soit par le module QWT (écart-type), soit par la la phase QWT (écart-
type pondéré). Les taux de reconnaissance moyens sont indiqués en pourcentage. On affiche à côté de chaque texture, le
module de sa QFT dont le contraste a été renforcé pour une meilleure lisiblité.
l’interprétation de la phase QWT. Aussi, on s’attachera à
extraire une mesure globale de chaque sous-bande, assez
simple pour notre étude, et capable de témoigner de l’évo-
lution spatiale de la phase.
Il existe à notre connaissance peu de choses sur la me-
sure globale de phase. On retient une mesure présentée par
Blanchet et al.(2008), appelée Global Phase Coherence,
qui utilise la notion locale de congruence de phase, et qui
donne un indicateur de la netteté de l’image. Mais cette
mesure ne nous semble pas appropriée dans ce contexte.
Il vient que le simple calcul de l’écart-type de ψ est un
bon candidat, en décrivant simplement une part du com-
portement de ψ. De plus, comme ψ ∈ [−pi4 , pi4 ], on n’a pas
les problèmes habituels de calcul avec les données circu-
laires (discontinuité autour de ±pi), donc pas d’ambiguïté
dans le calcul de différences entre deux angles. La variable
peut être considérée dans une procédure standard de calcul
d’écart-type.
Une autre idée est de pondérer la phase par le module. En
effet, un module fort témoigne de l’importante présence
d’une composante, alors que les nombreux points de la dé-
composition où le module est très faible ne correspondent
à aucune structure locale, donc il est aberrant de décrire la
structure à ces endroits. En pondérant les phases, on cal-
cule l’écart-type des structures des seules composantes as-
sez présentes, ce qui est plus représentatif.
La fonction de pondération W est le module de la QWT
normalisée pour que la somme dans chaque sous-bande soit
égale à 1. On l’intègre dans le calcul de l’écart-type comme
ci-dessous.
Voici les deux mesures de phases utilisées dans nos tests.
L’écart-type :
m =
√
1
N
∑
i,j
(ψij − µ)2
où µ = 1N
∑
i,j ψij , N est le nombre de pixels dans la
sous-bande, et (i, j) parcoure une sous-bande.
L’écart-type pondéré :
m =
√∑
i,j
Wij(ψij − µ′)2 µ′ = 1
N
∑
i,j
Wijψij
5.3 Résultats
Nous avons utilisé la même procédure que pour la me-
sure du module. Les résultats sont sensiblement équiva-
lents à ceux du module. De plus, la pondération de l’écart-
type donne effectivement des résultats bien supérieurs aux
écarts-type classiques. Les résultats avec l’écart-type pon-
déré sont illustrés figure 4.
En observant les taux de reconnaissance par classe, on re-
marque que certaines textures sont beaucoup mieux recon-
nues soit par le module, soit par la phase. Cela signifie que
les deux classifications sont complémentaires. Le module
informe, à l’instar de la DWT classique, sur le contenu fré-
quentiel de la texture, tandis que la phase apporte une in-
formation supplémentaire sur les structures locales de la
texture. La figure 3 illustre les différences de reconnais-
sance les plus significatives, entre la mesure du module et
celle de la phase ψ.
Même si cette complémentarité semble exister, il est diffi-
cile de cerner des types de textures, qui seraient plus pro-
pices à être analysés par le module ou par la phase. L’intui-
tion voudrait que des images contenant des contours nets
Ecart-type sur le module DWT Ecart-type sur le module QWT
Ecart-type pondéré sur la ψ-phase QWT Combinaison Module/ψ-phase QWT
FIGURE 4 – Résultats de validation croisée pour différents descripteurs (k = 3, 3 niveaux de décomposition). En abscisses,
les indices des 24 classes de texture, et en ordonnées les statistiques sur le taux de reconnaissance du classifieur. Le trait noir
vertical représente les taux minimum et maximum observés pour une classe. Le rectangle blanc est centré autour du taux
moyen, sa hauteur est deux fois l’écart-type du taux.
alignés avec les diagonales soient mieux décrites par ψ,
mais on ne le constate pas ici.
En effet, rappelons nous que les valeurs les plus signifi-
catives de la phase ψ (±pi4 ) correspondent à des lignes ou
des bords orientés selon une diagonale. Finalement, dans
une image quelconque, on trouve une grande majorité de
phases ψ locales proches de 0, car les différentes structures
locales possibles dans une image sont bien plus variées que
ce cas particulier de lignes ou de bords. Alors, si une image
contient de nombreux bords et lignes, il y a des chances
pour que sa phase locale ψ soit plus variée, et donc plus
descriptive dans un contexte de classification.
Cependant, notre base d’images ne contient pas vraiment
de texture présentant des contours nets, et il serait intéres-
sant d’expérimenter d’autres bases.
Néanmoins, les taux d’erreurs nous indiquent clairement
une complémentarité de description, entre le module et la
phase. Il serait donc intéressant de combiner les deux me-
sures pour construire un meilleur vecteur descripteur des
textures.
5.4 Combinaison du module et de la phase
L’écart-type est utilisé pour le module et l’écart-type pon-
déré pour la phase, en utilisant les trois niveaux de décom-
position, donc nous avons 18 mesures pour chaque texture.
Tout d’abord, en faisant une simple concaténation des deux
vecteurs de mesure, on obtient les résultats de la figure 4
(dernier graphe), qui sont meilleurs que toutes nos simula-
tions précédentes. Le taux de reconnaissance moyen toutes
classes confondues est de 91% contre 84% pour la DWT.
Notons que dans ce cas, le taux de reconnaissance est en-
core meilleur pour k = 1 : 92%. On pourra préférer cette
valeur qui accélère considérablement l’algorithme, réduit à
une recherche de distance minimum.
Ici se pose une problématique classique en classification,
à savoir que les deux mesures ne sont pas du même type,
l’une est homogène à une amplitude (∈ R+), l’autre à un
angle(∈ [0, pi2 ]). Cela provoque un manque de cohérence du
descripteur car tous ses termes sont vus de la même façon
par la distance euclidienne.
Une métrique permet souvent de pallier ce problème d’hé-
térogenéïté des mesures, mais les différentes métriques que
nous avons essayées n’améliorent pas significativement
notre classifieur. En effet, en pratique, les descripteurs de
module et de phase sont du même ordre de grandeur, et
en utilisant une métrique optimale par rapport à notre en-
semble d’images (normalisation des mesures par leur écart-
type), on ne modifie que peu les données, et on augmente
très faiblement les taux de reconnaissance.
Une autre idée est de représenter les mesures en coordon-
nées cartésiennes. Puisque le vecteur contient pour chaque
sous-bande une amplitude et un angle, on peut considérer
que c’est une représentation polaire d’une mesure 2D, et
représenter ces deux valeurs en coordonnées cartésiennes.
Ainsi, le type de mesure est le même pour tout le vecteur.
Mais là encore, le résultat expérimental n’est pas satisfai-
sant, et les taux de reconnaissance chutent.
Finalement, nous retenons pour la suite la simple concaté-
nation des deux mesures.
6 Analyse critique des résultats
Par une simple concaténation des deux types de mesure
QWT, on obtient 91% de reconnaissance moyenne, contre
84% avec la DWT, sur la base Outex TC-00012. De plus, le
meilleur résultat avec la QWT est pour k = 1, ce qui réduit
l’algorithme k-ppv à une procédure de recherche de dis-
tance minimum, qui a une complexité linéaire. Les textures
les mieux reconnues par la QWT par rapport à la DWT sont
les classes 10, 15 et 16 (voir figure 1), ou le taux d’erreur
moyen est d’environ 20% meilleur pour la QWT, en consi-
dérant les classifieurs finaux.
Selon nous, au regard des résultats de validations croisées,
le module le la QWT peut tout-à-fait remplacer la DWT
dans un contexte de classification de textures, puisqu’il
donne des performances similaires. Lorsqu’on utilise la
phase de la QWT pour compléter l’analyse, certaines tex-
tures sont nettement mieux reconnues par la QWT, mais il
est encore difficile de caractériser précisément les concer-
nées. D’une manière générale, l’interprétation de la phase
de cette récente transformée quaternionique mérite encore
d’être approfondie.
Aucune texture dans la base Outex TC-00012 ne montre
la DWT vraiment supérieure à la QWT, donc non seule-
ment la QWT donne un meilleur résultat global, mais cette
nouvelle transformée en ondelettes conserve également les
qualités de la DWT, ce qui en fait une vraie amélioration
dans un contexte d’analyse de texture. De plus, la valida-
tion croisée nous permet de remarquer que la variabilité
des taux d’erreur est plus faible avec cette nouvelle mé-
thode, c’est-à-dire que la QWT améliore la robustesse de
la classification. Ainsi, les performances ne dépendent pas
fortement de l’ensemble d’apprentissage choisi.
Nos résultats sont très satisfaisant en considérant que les
images utilisées ont des orientations différentes, et des lu-
minosités différentes.
Enfin, nous devons garder à l’esprit que la phase locale
fournie par la QWT est une analyse ponctuelle de l’image,
et les composantes locales décrites sont des structures élé-
mentaires (impulsions, bords, lignes, impulsions selon une
direction, selon plusieurs directions . . .), qu’on peut quali-
fier d’“impulsions élaborées”. En conséquence, on ne tra-
vaille pas à la même échelle que les motifs texturaux, qui
eux sont beaucoup plus complexes, et formés d’un en-
semble de composantes locales. La QWT n’est donc peut-
être pas l’outil le plus adapté pour une analyse “rapide”
des textures. Il nous semble qu’une mesure spatiale sur le
module des coefficients QWT (comme celà a été fait par
exemple dans [7], sur la DWT) conjointe à une étude de la
phase QWT, serait bien plus efficace pour la caractérisation
des textures. Ce travail, avec un simple écart-type, ouvre la
voie à de nombreuses possibilités d’étude dans le domaine
spatial.
7 Conclusion
Cet article présente un travail d’application d’une nouvelle
transformée, la QWT de Chan et al. [3], à travers une clas-
sification de textures basée ondelettes. Le but est de mon-
trer expérimentalement que la QWT est une amélioration
de la transformée en ondelettes classique, plus complète,
grâce à son invariance par translation et sa phase, qui dé-
crit finement le contenu des images.
A travers une technique de validation croisée, nous avons
montré que la QWT rend une classification de textures ba-
sée ondelettes plus performante et plus robuste, grâce à
l’utilisation conjointe du module et de la phase des coeffi-
cients QWT, qui permet d’analyser efficacement les struc-
tures locales des textures.
Les fondements de la QWT [4], depuis 1999, ont été amé-
liorés avec le signal et la phase monogénique (Felsberg et
Sommer). Cet outil défini dans l’algèbre géométrique est
invariant par rotation, et semble fournir une meilleure des-
cription locale, plus claire, des signaux 2D, à l’aide d’une
phase à deux composantes beaucoup plus facile à interpré-
ter que la phase quaternionique. Une implantation de type
banc de filtres monogénique, et une mesure de phase adap-
tée, pourraient certainement améliorer encore la classifica-
tion. Le banc de filtres monogénique fait actuellement par-
tie de nos travaux.
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