A degenerate parabolic partial differential equation with a time derivative and first-and second-order derivatives with respect to one spatial variable is studied. The coefficients in the equation depend nonlinearly on both the unknown and the first spatial derivative of a function of the unknown. The equation is said to display finite speed of propagation if a non-negative weak solution which has bounded support with respect to the spatial variable at some initial time, also possesses this property at later times. A criterion on the coefficients in the equation which is both necessary and sufficient for the occurrence of this phenomenon is established. According to whether or not the criterion holds, weak travelling-wave solutions or weak travelling-wave strict subsolutions of the equation are constructed and used to prove the main theorem via a comparison principle. Applications to special cases are provided.
Introduction
This paper is devoted to the study of the property of finite speed of propagation of disturbances in solutions of the equations For equation (1.2) , the coefficients will be assumed to satisfy slightly stronger conditions, namely the following: 
dx ) dx
where q> satisfies Hypothesis 1.1 (i) and D(v) is a continuous function which is positive for almost all v. These equations arise as models of gas flow through a porous medium in the turbulent regime [41] [42] [43] [44] . Supposing that the flow is isothermal, the motion may be described by du/dt = div (D grad <p(u)) where u denotes the density of the gas, t time, the coefficient D is determined by experiment, and the function cp is derived from the equation of state relating the pressure and density of the gas at constant temperature. [40] . With m = 1 and p # 1 it is also called the equation of non-Newtonian elastic filtration [40] or more commonly the heat equation with p-Laplacian. For p = 1 and m ^ 1, the equation is widely known as the porous media equation.
Equations (1.1) and (1.2) are referred to as being doubly nonlinear because of their nonlinearity in both u and d(p(u)/dx [45] . They may be classified as being of second-order parabolic type if cp\u) > 0 and a v (u, v) >0 assuming that these derivatives exist, but will degenerate from this type if <p'(u) = 0 or a v (u, v) = 0.
The first significant contribution to the study of equations of the type (1.1) may be attributed to Barenblatt [ 9 ] . Investigating self-similar solutions of (1.3) and its two-and three-dimensional analogues, he found explicit solutions of the form The booklet [48] , published unfortunately in an issue of only 200 copies, provides a good overview of the work of Soviet physicists on equations of the types (1.1) and (1.2) prior to 1982. It comprises an introduction with 75 references and 11 other articles with supplementary references.
A general theory for equations (1.1) and (1.2) , that is to say, a study of the existence, uniqueness, regularity and comparison principles for solutions of initialand boundary-value problems of the equation, is as yet not very well developed. The contribution of the 'French school' which was begun in [45, 52] is important. A relatively complete list of references to the work of this school can be found in [19] with additional references in [25, 26, 40] .
The Cauchy problem for equation (1. 3) with integrable initial data constitutes an exception with respect to the dearth of theory for problems for equations of the types (1.1) and (1.2) . See for instance [25, 26, 36] and the literature cited therein. In [25, 26] using the analogy between (1.3) and the porous media equation which was investigated earlier by many authors, Esteban and Vazquez were able to construct a satisfactory theory for the Cauchy problem for (1.3) with integrable initial data. Their definition of a solution seems to be optimal from both a physical and mathematical point of view: solutions satisfy the equation almost everywhere.
The works [17, 19, 21, 25, 26, 31, 40, 48] and the references they contain, probably provide the best starting point for an insight into the general theory of equations (1.1) and (1.2). As to particular authors who have contributed to the theory so far, we mention Alt and Luckhaus [1] , Atkinson and Bouillet [7, 17] , Bamberger [8] , Bertsch [10] [11] [12] [13] , Blanc [14] [15] [16] , Dal Passo [10, 11, 18 ], Diaz and de Thelin [19] , DiBenedetto [21] , van Duijn [12, [22] [23] [24] , Esteban [12, 13, 25, 26] , Hilhorst [24] , Ivanov [31] , Kacur [33, 34] , Kalashnikov [35] [36] [37] [38] [39] [40] , Lions [45] , Nagai [47] , Pavlov [48, 49] , Porzio [51] , Rykov [53, 54] , Tsutsumi [57] , Vazquez [25, 26] , Vespri [51, [58] [59] [60] [61] , Yin [62] [63] [64] and Zhang [12, 13, 22] with apologies to those whose names have been omitted.
It may be noted from (1.5) and (1.6) , that considering the Cauchy problem for equation (1.3) , if mp > 1 this equation admits a family of explicit solutions possessing an interface separating a region where the solution is positive from one where it is zero. To be explicit, given any x > 0 and C > 0, there is a solution u such that u(x, t) > 0 if and only if |x| < £(t) and t ^ 0, where ( denotes the interface defined by C(t):=(C/y o ) p/(p+1) (t + t) 1/p(m+1) . If an equation of type (1.1) or (1.2) admits such a solution, it is said to display finite speed of propagation of perturbations [40] . Thus if mp> 1, equation (1.3) exhibits this phenomenon. The necessity of the condition mp>l on the parameters in equation (1.3) for this particular equation to admit finite speed of propagation was proved rather later than the discovery of the explicit solution. This was done by Kalashnikov [38] and by Esteban and Vazquez [26] . In the present paper we shall establish a necessary and sufficient condition for equations (1.1) and (1.2) to display finite speed of propagation in their general forms.
The necessary and sufficient condition for equations (1.1) and (1.2) to admit finite speed of propagation may be deduced formally by searching for travelling-wave solutions with bounded support. Suppose that (1.2) admits a solution of the form u(x, t) = /(£), where t, = x -Xt and X denotes the wave speed. Then substitution in the partial differential equation yields
Whence, defining g(£)~ -{<p{f ))'{£,), one obtains the system
In the phase-plane the trajectories of this system are given by
If now the travelling-wave solution u possesses an interface ( such that u(x, t) > 0 for x < £(t) and u(x, t) = 0 for x ^ £(t), necessarily £(r) = £ 0 + At for some £ 0 , and continuity of the variables / and g implies /(<*) > 0 for £ < £ 0 and /(£) = g(£) = 0 for £2:£ 0 . Consequently, a travelling-wave solution of (1.2) of the suggested type is represented by a trajectory in the half-plane / > 0 which approaches the point (/, g) = (0, 0). Identifying / and g with s and 6 respectively, such a trajectory is equivalent to a solution of By inverting the first component of (1.7) as -1 for£<£ 0 , (1.10) and coupling this with /(£o) = 0, (1.11) it is also feasible to retrace the above argument. The inference is that equation (1.2) has a travelling-wave solution whose support is bounded above if and only if (1.8), (1.9) has a solution 6 for which (1.10), (1.11) is solvable. For this purpose (1.1) may be viewed as a special case of (1.2). The essence of our main result is the conclusion that (1.1) or (1.2) admits finite speed of propagation if and only if it possesses a travelling-wave solution which exhibits this phenomenon. The proof may be outlined as follows. Let u be a given solution of the equation with initial data u 0 with compact support and Co-sup {x:u o (x)>0}. Then, should the partial differential equation admit a travelling-wave solution with bounded support, suitably shifting this wave and applying a comparison principle argument, it can be shown that the wave must majorise u in the domain x > £ 0 . Whence since the wave has bounded support, so also does u. The key to the alternative case, that the partial differential equation has no travellingwave solution with bounded support, is to observe that when (1.9) is replaced by 0(0) = e (1.12) for e > 0 , the inherent singularities in the equations (1.8) and (1.10) are removed. This implies that for any £ 0 , X and e > 0, the problems (1.8), (1.12) and (1.10), (1.11) are solvable. Subsequently, repeating the construction of the travelling wave described in the previous paragraph, a continuous function v(x, t), which is positive and a solution of (1.2) for x < £(£) -£o + ^f> which is zero for x S; £(t), and which has the property that
, may be defined. This means that v is a subsolution of the equation and of travelling-wave type, but not a solution. In the limit e | 0 moreover, v must vanish, for otherwise there would be a limit function which would constitute a travelling-wave solution of the equation. To prove then that there is no finite speed of propagation in the open case, the strategy is to demonstrate that it is possible to find a £ 0 such that for any wave speed X an e > 0 may be chosen so small that u can be shown to majorise the strict subsolution v of the equation in the domain x > £ 0 , again using a comparison principle argument. This yields u(x, t) > 0 for all £ 0 < x < £ 0 + It. Whence considering the arbitrariness of the wave speed X, one can conclude u(x, t) > 0 for all x > t, 0 and t > 0.
Combining the above arguments, it follows formally that equations (1.1) and (1.2) admit finite speed of propagation if and only if there is a solution 9 to problem (1.8), (1.9) such that (1.10), (1.11) is solvable. By reformulating problems (1.8), (1.9) and (1.8), (1.12) as integral equations, converting the solvability of (1.10), (1.11) into an integrability constraint on the solution 6 of the integral equation, and specifying precisely the comparison principle arguments as local arguments, we shall establish this necessary and sufficient criterion for finite speed of propagation with rigour in the coming sections. In the final section, we discuss the application of the general result to concrete examples of equations (1.1) and (1.2).
Definitions and results
To prevent any ambiguity, we shall consider non-negative solutions of equations (1.1) and (1.2) only in a half-strip Let Q denote a domain of the form
, with -oo rgf/j <n 2 ^ oo, 0^T 1 < T 2 <°O > and consider the equation with m > 1 and p > 0, and if/ is non-negative and satisfies certain continuity assumptions, given a suitable continuous initial data function with compact support in (flu n i) f°r t n e n r s t boundary-value problem with homogeneous Dirichlet boundary data in a bounded domain Q of the type (2.1), there is a unique weak solution to this problem which is the limit of strong solutions. Whilst, from the results of [19] , if (2.2) has the form
where p > 0, if the function q> satisfies Hypothesis l.l(i), and if the functions \//, c and /£L 1 (T 1 ,T 2 ;L C O (J7 1 ,// 2 )) satisfy certain continuity and growth conditions, it is also known that the stated problem has a unique strong solution. Moreover, in both cases, given any two solutions u (1) and u <2) with corresponding functions / ( 1 ) and / ( 2 ) such that / ( 1 ) ^ / <2) almost everywhere in Q and w (1) ^ u {2) everywhere on Q\Q there holds u m ^ u <2) everywhere in Q. Variants on this comparison principle for other equations of the same ilk can be found in [1, 17, 22, 24, 37, 47, 49, 57] , in particular for equation (1.1) in bounded and unbounded domains in [17] , and for the equation
in [1] . Noting that any weak solution of equation (2.2) w i t h / ^ 0 almost everywhere in a domain Q is a weak subsolution of (1.2) in Q, and a weak strict subsolution if / < 0 in some subset of Q of positive measure, we shall suppose that these results are generalisable as follows. 
), respectively, in Q such that u{x, t) ^ v(x, t)for all (x, t) e Q\Q, there holds u{x, t) tk v(x, t)for all (x, t) e Q.
(ii) Given any weak strict subsolution
t)for all (x, t) e Q\Q, there holds v(x, t) ^ u(x, t)for all (x, t) e Q.
With the comparison principle as a tool, we shall establish the necessary and sufficient condition for equations of the types (1.1) and (1.2) to admit finite speed of propagation. We formulate the result in the most general form which includes the indicated cases of physical interest. In the last section of this paper we shall discuss further applications of the above theorem and their relation to earlier results on finite speed of propagation for particular equations of the types (1.1) and (1.2). Note though that the criterion for finite speed of propagation provided by Theorem 2.4 is independent of the specific formulation of the equation involved. Two equations of the type (1.1) with coefficients a, <p and a, (p are formally equivalent
, whilst two equations of the form (1.2) with coefficients a,b,<p and a,b,(j> are correspondingly equivalent if
However, in both cases the criterion for finite speed of propagation can be seen to be identical by observing that if 9 and 9 denote the appropriate sought-for functions in Theorem 2.4, they can be identified
Proof of main theorem
Before proving Theorem 2.4 we should for clarity indicate what we mean by a solution of the integral equation (2.7). For this purpose, we consider the extension
where s^O is a real parameter. To avoid ambiguity in the integrand in (3.1), we define -6) <p'(r) = 0 and 0 = 0. DEFINITION 
A function 8 is said to be a solution of {3.1) if it is defined non-negative and continuous in a neighbourhood [0, d), I(r, 9(r)) e 1/(0, 8), and a(s, -0(s)) + 2.s = a(0, -e) + \ I(r, 0(r)) dr for all s e [0, d),
for some 0 < S < oo.
A solution of equation (2.7) is a solution of (3.1) with e = 0. From the above definition of a solution 9 of (3.1), it follows that a(0, -0(O)) = a(O, -e ) and thus, by the monotonicity of a embodied in Hypothesis l.l(ii), that 9(0) = e. In particular, this means that for a solution of (2.7) there holds 9(0) = 0. We can now directly establish the sufficiency of the existence of a solution of (2.7) satisfying (2.6) for finite speed of propagation for equation (1.2) .
Suppose that there is a X such that (2.7) has a solution 8 on some interval [0, <5) satisfying (2.6). Let u denote a solution of equation (1.2) in some domain H, and suppose that £(0) < oo, where £ is defined by (2.4). Subsequently, choose a point Xi such that
In this event, there exists a T e (0, T] such that the function v given by Subsequently, it can be verified (cf. [30] ) that p is a weak solution of (1.2) of travelling-wave type in the domain Q. Besides 
(x, t) ^ u(x, t) for all (x, t) e Q. This gives £(t) S *i + At for all t e [0, T].
To prove the necessity of the existence of a solution to (2.7) satisfying (2.6) for finite speed of propagation by equation (1.2), we shall use the following result whose proof we postpone to the next section. Since by definition 0(0; X, e) = e, it follows from the continuity of 9(s; X, E) that for any X and e > 0 we may define If u is defined in Q, following the work [30] it can be shown that v is a weak strict subsolution of (1.2) in Q. (Note that in contrast to the function defined by (3.3), the present v is not a weak solution of (1.2) in Q because the function 6 which was previously a solution of (2.7) has been replaced by a solution of (3.1) with an e > 0. Nonetheless v is a weak subsolution of (1.2). Formally, the function v is a solution of (2.2) in the sense of distributions with
where S denotes the Dirac-delta function in R.) Subsequently, since (3.11) and (3.15) hold, and v(x, t o ) = 0f^ u(x, t o ) for all x e [x o , oo), by the comparison principle of Hypothesis 2.3(ii), we deduce that v(x, t) ^ u(x, t) for all (x,t)eQ. This implies u(x, t) > 0 for all x 0 < x < x 0 + X(t -t 0 ) and t 0 < t : § t u whence, since X was arbitrary, u(x,t)>0 for all (x,t)eQ. Thus equation (1.2) does not admit finite speed of propagation.
To prove that if there is no X for which (2.7) has a solution satisfying (2.6), then (1.2) does not admit finite speed of propagation, it therefore suffices to show that if the integral equation (2.7) has no solution satisfying (2.6) for any fixed X, we can find an e > 0 such that the function v given by (3.12)-(3.14) is defined in Q and satisfies (3.15) . To do this, we distinguish two cases according to the alternatives stated in Lemma 3.3. In the first case, viz n(X, e)->0 as eJ,O, we can choose an £>0 so small that /*(A, E ) < K -With such a choice, i; is automatically defined in Q by (3.12) (3.14) and satisfies (3.15) . On the other hand, if there is a v £ oo such that (3.9) holds, we may fix a real number 8 e (0, min {v, K}) and by Lemma 3.3 choose an e > 0 so small that niX, e) > 3 and i -ds>2 (t 1 -1 0 ) . This guarantees that Q £ {(x, t): x > x 0 + A(t -1 0 ) -?? and t 0 ^ £ ^ t x } where ?y is defined by (3.14) and also that f(x 0 , t) < 8 < K for all t e [t 0 , f x ]. So in this case also, the assertion is verified.
The proof of the part of Theorem 2.4 relating to equation (1.1) may be realised by suitably editing the above argument for equation (1.2) .
From the above proof of Theorem 2.4, it follows that we can actually state the following results. It transpires thus that the extra conditions in Hypothesis 1.2 are intended for the verification of Lemmata 3.2 and 3.3. The stated conditions are sufficient but not the optimal assumptions for this task.
Note that Corollary 3.4 yields the continuity from the right of the interface ( defined by (2.4).
Theory of the integral equation
In this section we shall set up a theory for the equation (2.5) [28] . The only (inessential) complication is that, in contrast to a solution of equation (4.6), for equation (3.1) it is possible that a solution 6 with a bounded maximal interval of existence is unbounded. This possibility could be excluded for (4.6) because of the simpler structure. Letting 8(s; X, e) denote the maximal solution of (3.1) with [0, M(X, e)) its maximal interval of existence for any X and any e > 0, Proposition 4.4 may be obtained by wielding the contraction argument used above in a manner similar to that applied for equation (4.6) in [28] . The critical value E(X) is defined by (4.5) if the stated set is nonempty and by E(X)~cc otherwise. We note that compared to the equivalent analysis for (4.6), the introduction of this variable is the price we have to pay for being unable to exclude the possibility that solutions with a bounded maximal interval of existence themselves become unbounded. Proposition 4.5 follows immediately.
If M(X, e) < oo, then in view of the properties of A either (M(X, e), a(0, -E) -XM(X, e)) e dQ in which case 9(s; X,s)->co as s|M(/l, e), or A(M(X, B), a(0, -e) -XM(X, e)) = 0 in which case 9(s; X, e)->0 as s]M(X, e). This vindicates Propositions
This substantiates the general theory of equation (2.7). Propositions 4.1 and 4.2 yield Lemma 3.2. Furthermore, Proposition 4.5 and (4.2) have the following noteworthy consequence with regard to the criterion for finite speed of propagation. REMARK 4.6. If equation (2.5) or (2.7) has a solution which satisfies (2.6) for some value X* the same can be said for all X ^ X*.
We have however still to complete the proof of Lemma 3.3 to justify our main result on finite speed of propagation.
Proof of Lemma 3.3. By the above, the variable LI(X, e) given by (3.5) is well defined for any k and any e > 0. Moreover, by the continuity of 6(s; X, e), either n(X, e) = M(X, e) < oo and 9(s; X, e) -> oo as s|n(X, e), LI(X, e) = M(X, e) = oo, or ii(X, e) < oo and 0(s; X, e)->0 as S1/J.(X, e). Subsequently, we may define E(X) with 2 ) and 0(s; A, e j ^ 0(s; A, e 2 ) for all s e [0, /J(A, £ 2 )) for any E(X) < £i < e 2 , whilst /i(/l, e j ^ /i(<l, e 2 ) and 0(s; I, E X ) ^ 0(s; A, e 2 ) for all s G [0, //(A, e t )) for any 0<E 1 
E(X)^E(X)^oo by E(X) -inf {e>O:[x(X, e)< oo and 9(s; X, e) -»oo as st,u(A, e)} if this infimum is taken over a nonempty set and E(X)-co otherwise. Proposition 4.4 implies that fi(X, s^ It n(X, s

<E 2 SE(X).
Whence for every fixed X the variable v == lim n(X, e) elO is well defined. Supposing that for fixed X equation (2.7) has no solution satisfying (2.6), the two conclusions of Lemma 3.3 can now be distinguished by whether or not v = 0. Suppose firstly that v = 0. Then by definition (3.6) holds. Consequently (3.7) holds for all sufficiently small e. Let now £ be as such. Dropping the X and e from the notation of 6 and fi for convenience, from (3.1) and (3.7) it follows that setting
I(r,8(r))dr-.= lim I(r,0(r))dr for all s e [0, fi),
where I(r, 9{r)) is denned by (3.2), we may let s\n in (3.1) to deduce
a(p, O) + Xn = a(0, -e) + | I(r, 0(r)) dr.
Jo
Whence 
a(n, 0) -a(s, -0(s)) = -X(n -s) + \ I(r, 6{r)) dr
(r, 8(r)) < -p/9(r) for all r e (s 0 , n). Substituting in (4.8), this gives a(n, 0)-a(s, -6(s)) S-X(fi-s)-p \ ~ (4.9)
However, a(s, -9(s))^a(s, 0) by Hypothesis 1.2, whilst we may also choose an se(s 0 , n) arbitrarily close to LI such that 9{r) 5S 8{s) for all r e (s, fi). Taking such an s in (4.9) subsequently gives This completes the proof of the above assertion and therewith that of Lemma 3.3.
•
Applications
The 'singly nonlinear' forms of equations (1.1) As a special case, it follows that (1.3) displays finite speed of propagation if and only if mp > 1. We note that the above also implies that equation (5.4) displays finite speed of propagation i{*¥(v)v ^ a o |y| p + 1 for all v e M. and <p(u) S <Po u> " f°r a^ " e B$ + for some real parameters p > 0, a 0 , m > l/p and <p 0 , and that under these conditions with a few additional continuity requirements, given initial data with compact support, Yin [63] has proved the existence and uniqueness of a generalised solution with compact support for the Cauchy problem for equation (5.4).
With hindsight the sufficiency of (5.5) for finite speed of propagation of equation (5.4) was proved earlier in practically the same way as we have done above by Kalashnikov [35] [36] [37] [38] . He also proved the necessity of (5.5) under extra conditions on <p and ¥ which he needed to complete the proof using explicitly constructed subsolutions in [37, 38] . His work was marginally improved in [46] . Our method based on ideas in [27, 29, 30] , is different, and uses only travelling waves as it were. This approach has also been followed in [56] . This approach leads to the avoidance of the extra conditions.
A generalisation of the above result is the following theorem: (0)) for all sufficiently small s e [ 0 , S(X)). Hence, if we consider X in (5.5) as an arbitrary generic positive constant not necessarily identified with that in equation (2.5), there is a solution 9 of (2.5) which satisfies (2.6) if and only if there is a X > 0 such that (5.5) holds.
We remark that in general it is not possible to remove the dependence on X from the statement of Theorem 5. It can be seen that this criterion is negated for any X < *P 0 , whilst it is satisfied for all X > *P 0 . Furthermore, for the marginal parameter value X = *F 0 the condition is satisfied when, but only when, m > 1. A detailed study of the Cauchy problem for a particularly pathological example of equation (5.6) can be found in [10,11,18] .
A further example of equation ( Note that the travelling-wave solutions and subsolutions which we essentially use to prove our main theorem and thereby Theorem 5.3 are such that their partial derivatives with respect to t are locally integrable, which condition occurs in the comparison principle for equation (5.9) proved by Diaz and de Thelin [19] .
The reader may like to compare the last result with the following, whose proof is similar and therefore omitted. and
we have an equivalent equation of the class (1.1) which does fit into our analysis.
With <p and a given by (5.14) and (5. it follows that in this case one can explicitly check that (2.5) has a solution satisfying (2.6) for every 0<A<D'(0)/2. Whence, according to our theory, equation (5.13) displays finite speed of propagation, as was proved earlier by van Duijn and Zhang [22] .
In the past, sufficient conditions for finite speed of propagation by equations of Theorems based on the energy method similar to this may be found in the references [2-6,20]. However, besides also applying to nonautonomous equations and to equations in an arbitrary number of space dimensions, those theorems do not require any monotonicity assumptions on q> and a. Notwithstanding this, except on two counts, under the stated hypotheses Theorem 5.6 improves on the aforementioned results. The first count is that finite speed of propagation has also been proved using the energy method with the added restriction. [5, 6, 20] , the analysis extends to
where c(u) ^ 0 for all u 2; 0. We note, though, that this is also a trivial extension in our situation if we replace a weak solution v in our comparison principle Hypothesis 2. To be specific, Su [56] shows that if there exists a X e R. and a function fe C([0, oo^nC^O, oo) such that /(0) = 0, f'(z) > 0 and [55, 56] . We note that, for the more general case, finite speed of propagation has also previously been investigated using formal methods by Pokrovskii and Taranenko [50] . 
