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Free-floating carsharing is a young and rapidly expanding market that allows customers 
to end their rentals anywhere within the business area of the provider. Through this 
flexibility it complements public transportation and reduces the environmental footprint 
of the transportation sector. We present a novel data analytics methodology that 
supports companies – from local start-ups to global players – in maneuvering this 
constantly growing and changing market environment. Using a large set of rental data, 
we derive indicators for the attractiveness of certain areas based on points of interest in 
their vicinity, such as shopping malls, movie theaters, or train stations. In a case study of 
Berlin we use these indicators to accurately identify promising regions for an expansion 
of the business area. However, the methodology introduced in this paper can also 
improve operational decisions of the service provider and is applicable to a wide range 
of other location-based services. 
Keywords:  Decision Support, Visualization, Data analysis, Carsharing, Location-based 
services 
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Introduction 
Throughout the past decades, public awareness of environmental issues surrounding air pollution, CO2-
emissions, and traffic jams has steadily increased. In light of progressing urbanization, cities face the 
challenge of maintaining services to keep in pace with transportation needs. While public transportation 
networks, such as buses and trains, have grown in cities around the world, they continue to face obstacles 
concerning their public perception and flexibility. Since public transport operators seek to serve their 
operation area at low cost through a scheduled service, it is usually the case that neither the shortest nor 
the quickest route is offered. Commuters are also bound by fixed departure and arrival times. Hence, it is 
usually not possible to use public transport as a door-to-door service because of the limitations of available 
stations. Particularly this lack of flexibility prevents people from renouncing car ownership. Once a car is 
owned, however, the willingness to use public transportation decreases substantially, since marginal costs 
of a single trip may be even higher when using a bus or train (Paulley et al. 2006). Thus, people continue to 
rely on their own cars, thereby contributing to pollution, congestion, and the impending infarct of urban 
centers. 
However, free-floating carsharing has emerged as a possible solution to this dilemma. In contrast to one-
way or round-trip carsharing models with fixed parking lots, the free-floating model allows customers to 
return the car anywhere within the operation area (Weikl and Bogenberger 2012). Driven by this flexibility, 
it complements public transportation with both components integrating into a hybrid transportation 
system. Studies show that customers use shared cars mostly for shopping trips and personal errands (Celsor 
and Millard-Ball 2007). As a consequence, the popularity of carsharing has increased tremendously in 
recent years. The market in North America has grown from approximately 16,000 members in 2002 up to 
more than one million at the beginning of 2013 (Shaheen and Cohen 2013) – a compound annual growth 
rate of more than 45 percent. This is accompanied by a societal shift in perception, particularly among the 
younger generations, away from the car as a status symbol back to the car as a pure utility vehicle. 
Smartphone applications enable customers to easily locate, reserve, and pay for the closest vehicle through 
an online payment system, while an RFID card provides access to the vehicle itself. Also, from an ecological 
and economical point of view carsharing contributes to saving fuel, reducing accidents, and decreasing the 
total number of cars on the streets, thereby reducing CO2 emissions (Cepolina and Farina 2012; Firnkorn 
and Müller 2011; Fellows and Pitfield 2000). 
Nevertheless, the growth in popularity of free-floating carsharing also keeps providers on their toes. To 
keep up with increasing demand, providers have to constantly adapt their network, balance their vehicle 
capacities, enhance their fleets, and search for new regions to expand their operation area. Currently, this 
process is often ad-hoc, with operators relying largely on general long-term operation and expansion 
strategies. Consequently, a detailed business analysis is essential to adapt to the continuous changes in the 
market environment. As mentioned by Hsinchun et al. (2012), Big Data analytics has emerged as an 
important field of IS research to improve timely business decisions. Hence, the research presented in this 
paper employs a novel business analytics methodology to support operation and management decisions of 
free-floating carsharing providers. 
In order to deliver valuable and applicable decision-support, we cooperate with a globally leading 
carsharing provider and analyze the usage behavior of thousands of carsharing customers. This includes 
the analyses of millions of rentals from April 2012 through October 2013 in Berlin, one of the most vibrant 
cities of the world. Furthermore, we investigate whether specific locations (points of interest, POIs) 
determine the attractiveness of their surrounding area as destinations of carsharing customers. Hence, to 
improve decision support the first research question addressed by this paper is: 
Research Question 1: What is the impact of different points of interest on the driving behavior of 
carsharing customers? 
We conduct an empirical investigation to derive to what extent a specific location is attractive to carsharing 
customers by relating the demand for a vehicle to surrounding points of interest. We account for spatial 
variation by dividing the operating area into thousands of finely-granulated sub-areas, relating to the data 
mining research for geo-spatial Big Data by Petry (2012). The influence of each POI type, such as shopping 
malls or night clubs, on carsharing activity is determined by employing a zero-inflated Poisson regression 
on the constructed grid. By using the derived indicators we are able to calculate the expected vehicle 
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demand not only at locations within the operation area but also for new areas. Thus, this paper further aims 
to clarify the following research question: 
Research Question 2: How can the expected demand of carsharing vehicles be derived from points of 
interests in the vicinity? 
In order to validate our regression results and to empirically support the introduced concept, we collect 
data on carsharing activity for two different time spans in Berlin. Since an expansion of the operation area 
has occurred in between, this allows us to compare predicted and actual demand of the new areas. Hence, 
as a first stage, we will look at the initial operation area based on three months of data after the launch of 
carsharing in 2012. A statistical evaluation is used to derive the performance indicators for each POI type. 
At the second stage, the expansion of the operation area has taken place. We use the derived performance 
indicators to forecast the expected vehicle demand at the expanded locations. By comparing forecasted 
values and actual demand we are able to validate our statistical results. Thereby, we are able to give an 
answer to the following research question: 
Research Question 3: What are the characteristics that determine whether a business area is attractive 
for carsharing providers? 
The resulting information allows us to perform decision support on the attractiveness of various regions 
based on these factors. Due to dependencies among different sub-areas, even the inclusion or exclusion of 
small regions can have a tremendous effect on the profitability of the entire service. Keeping these 
dependencies in mind, we are able to support carsharing providers in making decisions concerning the 
adaption of the operating area, fleet balancing, and searching for new regions to expand the ongoing 
business. As outlined by Keen (1981) decision support is designed to improve effectiveness and not to 
automate processes. 
The required empirical analysis relies on an extensive set of exogenous covariates, such as census data and 
almost 180,000 points of interests (POIs). The latter includes, for instance, movie theaters or train stations 
in the city of Berlin. We investigate how this data can explain the driving and rental behavior of customers. 
As a result, we are able to identify factors that increase revenue, but also those with a negative impact on 
business profitability. By employing these insights, we seek to improve decision-making, strengthen the 
business model, and pave the way for the carsharing revolution. 
This paper is structured as follows. In the upcoming section, we introduce the historical background and 
state of the art research on carsharing. Empowered by these insights, the following section provides a 
descriptive data analysis for the city of Berlin, based on millions of observations from one of the largest 
carsharing providers in the world. The car rentals observed in Berlin serve as the basis for our empirical 
analysis in the subsequent section. We include exogenous variables, like points of interest and census data, 
from additional data sources. From our insights, a decision analytics approach is developed to investigate 
the attractiveness of certain areas for carsharing providers. This work concludes with a short summary and 
provides future research options. 
Related Work and Historical Background 
The history of carsharing dates back to the year 1948 when a housing cooperative founded the SEFAGE 
(“Selbstfahrgemeinschaft”) in Zurich (Harms and Truffer 1998; Shaheen et al. 1998). However, at this time 
any formal model definition was missing. In the late 1980s and throughout the 1990s, carsharing became 
more common, especially in Germany and Switzerland but also in the Netherlands, Denmark, Sweden, 
Norway, Great Britain, and Italy (Shaheen et al. 1999). A study by the German federal ministry of transport 
shows that the growth of the consumer base in Germany exceeded 250% between 1997 and 2003 (Loose et 
al. 2006). However, the share of carsharing customers in the entire population was still very low (0,52‰). 
The concept of sharing a car gained popularity in the U.S. due to several pilot projects. They aimed at 
achieving a better understanding of how carsharing can be established and operated (Jorge and Correia 
2013). 
Nowadays, the popularity of carsharing services as an alternative mode of transportation is growing in 
metropolises all around the world. Traditional carsharing organizations offer two main (station-based) 
concepts known as the round-trip and the one-way system. While the round-trip system requires the 
customer to return the car to the exact station where it was picked up, the one-way system allows to leave 
Decision Analytics, Big Data, and Visualization 
4 Thirty Fifth International Conference on Information Systems, Auckland 2014  
it at any station designated by the provider. Jorge and Correia (2013) provide a detailed literature review of 
these two systems and describe the high complexity of one-way systems that emerge from an imbalance 
between supply and demand. 
Round-trip and one-way systems 
Round-trip carsharing is a rather strict and inflexible model because users have to return the rented car to 
the exact location where it was picked up. Barth and Shaheen (2002) give a classification of various station 
based, shared-use vehicle concepts and show similarities and differences. Similar to our research, Stillwater 
et al. (2009) provide a geographic IS based study to explain carsharing demand using built-environment 
and demographic data. While they argue that recent research is only partially able to find characteristics of 
neighborhoods that make carsharing successful, we will elaborate on these factors in the course of this 
paper. Further, Habib et al. (2012) examine the behavioral fact that a large number of users remain inactive 
every month using a zero-inflated dynamic ordered probability model.  
Round-trip research, however, is no longer actively conducted, since the more flexible concept of one-way 
carsharing has emerged. Because customers can arbitrarily choose the station to return a rented vehicle, 
researchers have to face the new challenge of an imbalance between vehicle supply and demand in the 
dimensions of time and space. Therefore, Uesugi et al. (2007) outline an optimization scheme to balance 
parked vehicles by assigning the optimum number to respective users. The approach, however, remains 
bound to theory without consideration of any real world conditions concerning customers or the 
environment. In the work of Barth et al. (2004), a user-based relocation mechanism is introduced that urges 
customers to share or split rides depending on the system demand. A simulation shows that the total 
number of relocations can be reduced by approximately 40% assuming a complete user acceptance. 
Unfortunately, the willingness to share or split rentals seems to be a major challenge for real-world 
scenarios. More promising, Kek et al. (2006) propose two event based relocation techniques validated with 
real world data. The conducted simulation generates cost savings of 12.8% without reducing the level of 
service. In later research, Kek et al. (2009) present a decision support system for vehicle relocation tested 
on commercial operations data from a carsharing company in Singapore. Their simulation results show a 
reduction in staff costs of 50% and in the number of relocations between 37.1% and 41.1%. Several other 
case studies and simulations for one-way carsharing were performed in order to establish an optimization 
model that seeks to optimize the imbalance between supply and demand (Cepolina and Farina 2012; Boyacı 
et al. 2013; Jorge et al. 2014). 
Free-floating systems 
Consequently, due to an increased demand for carsharing services, an extension of the one-way trip concept 
emerged known as “free-floating” carsharing systems. This completely new concept allows users to leave 
the rented car anywhere within a prescribed operation area. Thereby, it highly increases flexibility on the 
consumer side and complexity in terms of supply and demand on the provider side. GPS technology and 
digital maps allow users to find and book available vehicles in real time and in compliance with the 
provider’s guidelines. Disadvantages of station-based systems, such as booking in advance, restricted 
access, and limited options of returning the rented car, are now addressed by the new free-floating concept. 
Although this concept is still new, we find some preliminary research with a particular focus on relocation 
strategies in the literature. 
Weikl and Bogenberger (2012) present a two-step relocation algorithm consisting of an offline and online 
module. While the offline module pre-calculates possible relocation strategies based on historical data, the 
online module measures the difference between optimal and current state and selects the best relocation 
strategy based on the results of the offline module. The impact of free-floating carsharing systems on other 
transportation modes is examined by an empirical study by Firnkorn (2012). Further research by Firnkorn 
and Müller (2011) analyzes the environmental effects of free-floating carsharing in Ulm, Germany. Their 
results indicate a reduction of CO2-emission, in addition to reducing the total number of vehicles in the 
city. 
Finally, several studies were conducted to investigate the criteria an urban region should have to establish 
a successful business. Millard-Ball et al. (2005) show that most of the conducted rentals are associated with 
several points of interest like grocery stores or shops, while only 12% of all trips are work related. 
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Additionally, they find that customer characteristics of carsharing members in North America include a 
high level of education, middle to high incomes, and that they tend to be in their 30s or 40s. Celsor and 
Millard-Ball (2007) found that neighborhood and public transport are more important success indicators 
for carsharing than the demographic characteristics of customers. A low vehicle ownership rate and a high 
percentage of one-person households seem to be promising conditions for a flourishing business. 
Melville (2010) notes the important contributions information systems can make to sustainable 
transportation. However, while Rickenberg et al. (2013) discuss a DSS to determine optimal locations for 
prospective stations, carsharing as one component of sustainable transportation has received very little 
attention from IS research (Degirmenci and Breitner 2014). Even outside the IS discipline, to our 
knowledge, no research was able to develop a tool to assess the true market potential of carsharing for a 
given region. In addition, we found no research which was able to investigate the influence of various points 
of interest on carsharing activity. 
Research Gap 
Currently, carsharing providers lack sophisticated decision support to determine expansion and operation 
strategies. Hence, we consider the contribution of this research to be twofold. First, building upon 
neighborhood characteristics that have been identified as important determinants for carsharing potential 
in the literature, we develop a novel data-driven method to estimate carsharing demand based on points of 
interest in the vicinity. Second, through the application of the estimation results in a decision support 
methodology, we emphasize the tremendous impact IS research can have on the success of emerging 
sustainable transportation services. We discuss a case study that employs decision support to determine 
expansion strategies for a global player in free-floating carsharing. In the next section we proceed by 
describing and visualizing the data used in our study. 
Descriptive Data Analysis and Visualization 
Free-floating carsharing is currently one of the most flexible but also the most complex kind of carsharing 
models. Since customers are allowed to park a rented vehicle at any location within a predefined area, fleet 
control becomes a major challenge. As outlined in the previous section, much research is devoted to find an 
optimal way to relocate vehicles and, thereby, to reduce the imbalance between supply and demand at 
certain locations. However, to our best knowledge, none of the recent publications were able to investigate 
the influence of neighborhood features on the vehicle demand of a carsharing provider in the first place. 
Taking this as one of the main contributions of this paper, we conduct an extensive case study for the city 
of Berlin in cooperation with one of the globally leading carsharing providers. Rental data of 1,200 shared 
vehicles was collected over a period of 1 year. This includes more than one million trips conducted by a 
customer base of more than 55,000 members in total. The operation area encloses a region of almost 
300km². Considering the amount of data generated by customers every day, one realizes the scale and 
complexity of developing a valuable business analytics tool.  
A frequently used all-encompassing term that comprises large and complex data sets, which are difficult to 
handle using traditional data processing applications, is Big Data. This umbrella term comprises one of the 
most promising technologies in today’s IT and business world to capture, store, search, transfer, analyze, 
or visualize data. IBM has characterized Big Data by the four dimensions volume, velocity, variety, and 
veracity (IBM 2013). Our business tool makes decisions based on the aforementioned carsharing data, while 
likewise incorporating various other sources, such as POIs and demographic information. Hence, it fulfills 
two of the main classifications IBM’s Big Data definition, namely volume and variety. To keep on track, 
managers have to consistently adapt the business area. This includes reactions to changes in, for instance, 
the size of the vehicle fleet, the customer base, or in the urban built environment. Even small variations, 
such as including or excluding a large shopping mall, can result in substantial profits or losses, respectively. 
Therefore, especially for free-floating carsharing providers, one of the most important decisions and a key 
success factor for the whole business is the appropriate definition of the operation area. 
In the course of this paper, we use Berlin as a reference city, since it will be used later in the case study. 
However, the approach is generally applicable to any city or urban area. To investigate whether a location 
is valuable or not, we have to mathematically define the operation area as a first step. Therefore, a spatial 
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area 𝐴 is defined as a closed polygon of at least 3 different GPS-points, given by the following n-tuple (for 
the remainder of this paper we use an overline to indicate the maximum value of an index): 
𝐴𝑛 = (𝑎1
𝑛 , … , 𝑎𝑚𝑛
𝑛 , … , 𝑎𝑚𝑛̅̅ ̅̅ ̅
𝑛 , 𝑎1
𝑛) (Eq. 1) 




𝑛 ) latitude, longitude describing corner point of polygon 
 
Initially, a free-floating carsharing business operates in at least one spatial region 𝐴, in which customers 
are allowed to end their rentals – referred to as in-area. In contrast to that, it is prohibited to end a rental 
at any location outside an in-area. Thus, an operation area 𝑂 of a carsharing provider is defined as a set of 
?̅? in-areas 𝑂 = {𝐴1, 𝐴2, … , 𝐴?̅?}. 
To give a graphical representation, Figure 1 visualizes the operation area for the city of Berlin in April 2012. 
This was the initial area at the beginning of the carsharing business and is likewise the starting point of the 
empirical investigation in the subsequent section. The figure shows blue polygons that represent the 
different in-areas where customers are allowed to end their rentals. Of course, it is possible to drive across 
the borders of these zones and to leave a car temporarily outside them during the course of a trip. However, 
as soon as the rental ends, the vehicle has to be located within the operation zone 𝑂 enclosed by one of the 
blue areas in Figure 1. It is also possible to define specific out-areas, thereby excluding some special streets, 
parking lots, or even entire districts. This offers the provider an option to restrict parking. However, the 
opportunity to guide or even manipulate where vehicles should park is rather limited in free-floating 
models. Nonetheless, defining out-areas enables providers to control the fleet movement by enforcing that 
people are not allowed to leave their rented cars in the middle of nowhere. While out-areas are not part of 
this paper, they will be taken into account in future research. 
Each location in Figure 1, whether inside or outside the permitted zones, is characterized by various 
landmarks. Obviously, some locations are more attractive for carsharing customers than others. The 
question arises as to which features cause this appeal? To get closer to the answer of this question, we 
determine for each location in the operation area 𝑂 the number of completed rentals. As a result, we obtain 
a metric, which may proxy for the attractiveness of a respective region to carsharing customers. Thus, we 
assume that locations with a high number of completed rentals are promising destinations for carsharing 
users, while locations where no rental was completed are considered to be unattractive. Due to the extensive 
provided data set, we are able to omit the settling-in period directly after the launch of the carsharing 
business. Thereby, we highly increase the probability that trips are carried out for specific purposes and not 
just for the fun of it, making the above assumption applicable. 
To determine the number of ended rentals within a given location, we define a rental as the following 6-
tuple 
 
Figure 1. Operation Area for the City of Berlin in April 2012 
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 corresponding timestamp of start and end time of a rental 
 
By using the geographical information of each rental, we are able to visualize the driving behavior of 
customers. In fact, to demonstrate the substantial level of carsharing activity, Figure 2 illustrates a normal 
business day of up to 3,000 rentals. While a cross marker represents the starting point of a rental, a square 
marks the destination. Obviously, the city center is the most vibrant region. The figure also visualizes 
commuting areas outside the main center, taking into consideration that users are only able to start and 
end a trip within the borders of the operation area (cf. Figure 1). Since destinations are likewise the locations 
of new start points, each square should be overlaid by a cross in theory.  Nonetheless, e.g. the lower right 
region of Figure 2 exhibits more squares than crosses. This emergence is often caused by commuters who 
continue travel by public transport and is likewise one of the main reasons for the necessity of relocation 
algorithms. 
A further analysis of the driving behavior was provided in terms of duration and distance travelled. Based 
on our data set, we found that more than 80% of all rentals are completed within 0-30 minutes, while the 
duration exceeds 2 hours only for two percent. Hence, customers use carsharing as a service for short trips 
rather than going on vacation. This aligns with the perspective of using the provided vehicles within an 
urban area as an additional offer of transportation instead of buses or subways. Furthermore, the traveled 
distance is less than 10 kilometers for 76% of all trips. On average, the trip length is approximately 8 
kilometer and, thus, rather short. Again, less than two percent of all rentals are longer than 30 kilometers, 
confirming the above statement of carsharing as an urban means of transportation. 
We also analyze the rental data from a temporal point of view. Figure 3 shows the percentage of rentals 
divided by days and separated into four-hour time slots. As we can see, there is almost no difference between 
the weekdays. However, as the weekend draws near, the number of rentals slightly increases. This is 
associated with a shift of average end times to the night and midday. We assume that this behavior is caused 
 
Figure 2. Driving Activities in Berlin for one Day (Cross: Start, Square: End) 
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by societal activities, like having a drink in a bar, going out for dinner, to a night club, cinema, musical, or 
just visiting friends. Except for the last activity, a special point of interest can be identified as the destination 
of the respective trip. However, since the driving behavior clearly changes at the weekend, we decide to 
focus only on weekdays in this research. For future research, a comparison between weekend and weekdays 
is intended. 
Since each rental is triggered by specific intentions, we further assume that these features should have an 
influence on the driving behavior of carsharing customers. It follows from this that some features, 
respectively POIs, have a higher influence than others, while the corresponding influence could be either 
positive or negative. To derive these factors, we develop a business analytics approach in the subsequent 
section, thereby investigating the influence of various POIs in a finely granulated way. 
Business Analytics Methodology 
In April 2012, the city of Berlin launched the largest carsharing projects in the world (The New York Times 
2013). Since that date the customer base, the number of vehicles, and size of the operation area has steadily 
increased, while likewise managers are faced with new challenges. In order to make the right decisions, the 
ongoing business has to be continually analyzed by incorporating real-world developments. Therefore, we 
subsequently introduce a novel business analytics approach based on urban features (points of interest) to 
eventually determine the expected vehicle demand at a certain location. To our best knowledge, none of the 
previous research was able to derive precise performance indicators to establish a successful carsharing 
business. 
To investigate the driving behavior of carsharing customers, we analyze more than 180,000 points of 
interests and their impact on driving behavior in the respective operation area (cf. Figure 1). To distinguish 
the POIs, they are tagged with specific categories like bar, gym, or restaurant, but means for public 
transport like bus, train or subway stations are also included. We assume that these locations are potential 
rental destinations for carsharing users, since research shows that more than 80% of all trips are related to 
personal or private purposes, like shopping or free time activities (Millard-Ball et al. 2005). All points of 
interest 𝑝𝑖  are ordered according to Equation 3. 
𝑃 = {𝑝𝑖}1≤𝑖≤𝑖̅ (Eq. 3) 
s.t. 𝑝𝑖 ↦ (𝜙𝑖 , 𝜆𝑖 , 𝛾
𝑖)    point of interest 
 𝜙𝑖 , 𝜆𝑖     latitude and longitude values of POI 
 𝛾 = (𝑎𝑐𝑐𝑜𝑢𝑛𝑡𝑖𝑛𝑔, 𝑎𝑖𝑟𝑝𝑜𝑟𝑡, … , 𝑧𝑜𝑜) set of categories 
 |𝛾| = 92    total number of categories 
 𝛾𝑖 ⊆ 𝛾     subset of categories for POI 𝑝𝑖  
 
Each point is defined as a tuple 𝑝𝑖 = (𝜙𝑖 , 𝜆𝑖 , 𝛾
𝑖), with 𝜙𝑖 , 𝜆𝑖 as the respective GPS latitude, longitude values 
and 𝛾𝑖 the categories the corresponding POI is tagged with. 𝛾 defines the tuple of all categories, with 92 
different POI types in total. The large number of different categories also exhibits the degree of granularity 
our research is aiming at. 
In order to determine neighborhood features (POIs) at a given location and to prepare this information for 
upcoming regression analyses, we divide the operation area 𝑂 in thousands of tiles as follows. 
 











00-04h 04-08h 08-12h 12-16h 16-20h 20-24h
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𝐺(Δ𝜆, Δ𝜙, ?̅?, ?̅?) = (
𝑔1,1 𝑔1,2 ⋯ 𝑔1,?̅?
𝑔2,1 𝑔22 ⋯ 𝑔2,?̅?
⋮ ⋮ ⋱ ⋮
𝑔?̅?,1 𝑔?̅?,2 ⋯ 𝑔?̅?,?̅?
) (Eq. 4) 
s.t. ?̅?, ?̅? ∈ ℕ   grid dimensions 
 Δ𝜙, Δ𝜆   changes in latitude, longitude describing edge length of tiles 
 𝑔𝑥,𝑦 ↦ (𝜙𝑥,𝑦 , 𝜆𝑥,𝑦)  grid tile with geographical latitude, longitude of the center 
 
The resulting grid 𝐺 consists of different tiles 𝑔𝑥,𝑦 (sub area), while the geographical coordinates represent 
the center of the respective location. The corner points of the grid are based on the maximum and minimum 
longitudes and latitudes of the polygons making up the operation area. For instance, 𝜙1,1, the latitude of the 
top left tile, is defined as 𝜙1,1 = max  {𝜙1
1, … , 𝜙𝑚1̅̅ ̅̅ ̅
1 , 𝜙1
2, … 𝜙𝑚?̅?̅̅ ̅̅ ̅
?̅? }. The longitude of that tile would be the 
minimum longitude of all polygon corner points, respectively. As a next step, we need to define the edge 
length of each tile to specify the size of each sub area. This value also determines the granularity of the 
business analytics procedure introduced in this paper. The smaller the edge length of the tiles, the greater 
the number of locations considered by the approach. However, note that as soon as the edge length drops 
below a certain threshold, neighboring cells barely differ, while complexity and computational power 
needed to apply the procedure highly increases. After testing several thresholds, we decide to use a latitude 
delta of Δ𝜙 = 0.0009 and a longitude delta of Δ𝜆 = 0.001485, which correspond to an edge length of 100 
meters. The resulting grid dimensions are ?̅? = 249 and ?̅? = 325, thus, a total grid of 249 × 325 = 80925 
tiles is constructed. However, considering Figure 1, a rectangle that includes the whole operation area of 
the carsharing provider also includes many tiles that are outside that operation area and, thereby, irrelevant 
for an initial empirical investigation (stage one). Hence, only a subset of tiles 𝐺′ ⊂ 𝐺 containing tiles 
exclusively inside the operation area needs to be taken into consideration at this stage. 
To decide whether a certain location is inside or outside the operation area 𝑂, we make use of the 
geographical information of each tile. The point in polygon algorithm by Shimrat (1962) is used to face the 
above problem in linear time as follows. We draw for each tile 𝑔𝑥,𝑦 ∈ 𝐺 and each polygon 𝐴𝑛 ∈ 𝑂 an arbitrary 
ray directly to the right from the center point of 𝑔𝑥,𝑦 and count the number of times this ray crosses the 
polygon 𝐴𝑛 of consecutive distinct vertices. We return true if and only if this number is odd, otherwise the 
algorithm returns false. If the test returns true we know that the tile lies in at least one of the in-areas 𝐴𝑖 ∈
𝑂. Eventually, we receive the aforementioned subset 𝐺′ ⊂ 𝐺 of tiles, which includes all tiles that are also 
part of the operation area in Figure 1. 
To give a graphical representation of 𝐺′, Figure 4 shows the operation area divided into thousands of sub 
locations with an edge length of 100 × 100 meter. The surrounding black rectangle marks the borders of 
the grid 𝐺. While Figure 4a shows a 3D visualization of the total operation area, Figure 4b provides a 
zoomed-in snapshot of the yellow highlighted region to illustrate the granularity of the constructed grid. 
Even rather small districts will be separated into various sub areas to emphasize any kind of minor change 
in the urban environment. The geometric inaccuracy at the borders can be neglected, due to the high 
granularity of the grid. In total we now have a number of tiles of |𝐺′| = 24.280 including 30% of the whole 
area represented by 𝐺. 
The colors in Figure 4a represent the 12 different districts of Berlin. Thereby, we are able to add additional 
demographic, educational, and, economical information, such as population density, number of people with 
a high, respectively low, education, unemployment and foreigner rate, or income per person, to each sub-
area. Since literature shows that particular higher educated people make use of carsharing products, we 
likewise incorporate this kind of census data1 into our regression model introduced in the subsequent 
section. 
                                                             
1 All census data used in this research can be found at the City of Berlin (2014). 
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(a) Total Operation Area (b) Zoomed-in Snapshot 
Figure 4. Operation Area Divided into almost 30,000 Individual Sub-locations 
In order to use the initially mentioned POIs as independent variables to explain the number of finished 
rentals at a given location, the vicinities of each of the above areas need to be defined. In the model of van 
der Goot (1982), this vicinity is restricted to an upper bound of a 40 minutes’ walk to the target location. 
Within this timeframe, the incentive of reaching the desired destination is linearly decreasing, implying the 
“willingness to walk” of the respective user. Thereby, a twenty minute walk from the parking lot would still 
be half as attractive as parking right in front of the intended target location. In this case study we limit the 
vicinity to a radius of one kilometer. Thus, we assume that all POIs with a distance of more than one 
kilometer to a given location have no relevance, while a POI at the exact location has an impact of one. This 
also agrees with Tobler’s Law – "Everything is related to everything else, but near things are more related 
than distant things" (Tobler 1970). Further, we deviate from van der Groot's model concerning the 
functional form. Instead of a linear relationship, we use a segment of the cosine wave. The reason for this 
is that the coordinates of POI locations do not necessarily align with, for instance, the entrance to the 
respective building. This concern is especially valid for large buildings like museums. The cosine wave 
segment reflects this uncertainty by only weakly discounting the first couple of hundred meters, followed 
by a basically linear slope as in van der Groot (1982). As a result, the impact 𝜄𝑖,𝑥,𝑦 of a certain POI 𝑝𝑖  at a 





⋅ 𝑑(𝑝𝑖 , 𝑔𝑥,𝑦)] , 𝑖𝑓 𝑑(𝑝𝑖 , 𝑔𝑥,𝑦) ≤ 1
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (Eq. 5) 
 𝜄𝑖,𝑥,𝑦 ↦ ℝ ∈ [0,1].  
while the distance 𝑑(𝑝𝑖 , 𝑔𝑥,𝑦) between two points 𝑝𝑖  and 𝑔𝑥,𝑦 is given as the great-circle distance on a sphere, 
calculated by the haversine formula as follows. 
𝑑(𝑝𝑖 , 𝑔𝑥,𝑦) = 2𝑅 arcsin(√sin2 (
𝜙𝑥,𝑦 − 𝜙𝑖
2
) + cos(𝜙𝑖) cos(𝜙𝑥,𝑦) sin2 (
𝜆𝑥,𝑦 − 𝜆𝑖
2
)) (Eq. 6) 
s.t.  𝑑(𝑝𝑖 , 𝑔𝑗) ↦ ℝ0
+ 
 𝜙𝑖 , 𝜆𝑖  geographical latitude and longitude value of point 𝑝𝑖  
 𝜙𝑥,𝑦, 𝜆𝑥,𝑦 geographical latitude and longitude value of point 𝑔𝑥,𝑦 
 𝑅  mean earth radius, with 𝑟 = 6,371 kilometer 
 
Since we are working with comparatively short distances, the above haversine formula serves as a 
reasonable approximation, despite the fact that the earth is not a perfect sphere. 
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As a next step, we specify the neighborhood features of each tile 𝑔𝑥,𝑦 ∈ 𝐺′ by calculating the individual 
impact 𝜄𝑖,𝑥,𝑦 of all 180,000 points of interests on the respective tile. Further, we derive specific POI densities 
𝛿𝑥,𝑦,𝑘 at each location 𝑔𝑥,𝑦 by summing up all impact values 𝜄𝑖,𝑥,𝑦 of a certain category 𝑘 given by 
𝛿𝑥,𝑦,𝑘 = ∑ 𝜄𝑥,𝑦,𝑖
𝑝𝑖∈{𝑃 | 𝑘∈ 𝛾
𝑖} 
 (Eq. 7) 
Essentially, instead of saying that there are 10 bars within 1,000 meters of the center of tile 𝑔𝑗, we consider 
the distance between each bar and the tile. This is of great importance if, for instance, all bars are at a 
distance of 999 meters. The resulting density 𝛿𝑥,𝑦,𝑏𝑎𝑟, referred to as the “bar-density at tile 𝑔𝑥,𝑦”, is only 
0.016. Assuming now a different tile 𝑔𝑥′,𝑦′ that is only 10 meters from all bars, it would have a 𝛿𝑥′,𝑦′,𝑏𝑎𝑟 value 
of 9.998. Despite that both tiles enclose the same 10 bars within a range of 1km, the bar-density of tile 𝑔𝑥′,𝑦′ 
is more than 600 times higher relative to the other. 
Building upon the above density calculations, the objective of our subsequent analysis is to assess if POIs 
in general and which POI categories in particular increase or decrease the attractiveness of a location for 
carsharing. As a measurement for this attractiveness we use 𝑑𝑥,𝑦, the number of ended rentals in each tile 
𝑔𝑥,𝑦 ∈ 𝐺′. The process of determining whether a particular rental 𝑟
𝑞  ended in cell 𝑔𝑥,𝑦 (thereby increasing 
the count 𝑑𝑥,𝑦 by one) also uses the point in polygon algorithm, but has been excluded for brevity. The 
resulting vector of dependent variables is 𝑑 = (𝑑1,1, 𝑑2,1, … , 𝑑?̅?,1, 𝑑1,2, … , 𝑑?̅?,?̅? )
𝑇
. The histogram in Figure 5 
illustrates the distribution of end rentals over tiles. 
As expected, most of the cells do not include any rentals because of the following reasons. First, it may be 
forbidden to drive to a region, such as in a pedestrian zone, or not possible, as in parks or lakes. Second, it 
can be assumed that some locations are generally uninteresting to end rentals at – highways, for instance. 
Finally, the amount of zeros is also caused by the high granularity of the constructed grid. The total share 
of observed zeros is approximately 42%. Since the carsharing data takes the form of count data, while the 
high resolution of the grid causes a high amount of zero numbers, a zero-inflated count model is the best 
choice for our analysis. 
Having determined the vector of dependent variables of our regression model, we next define the covariate 
matrix 𝐶 in Equation 8. Besides a 1 for the intercept, this matrix contains all POI densities as well as all 
control variables. The numerical index of the densities represents the position of category 𝑘 in set 𝛾 given 
an alphabetical ordering. Hence, 𝛿2,3,1 is the density of POIs tagged with “accounting” in tile 𝑔2,3, because 
“accounting” is the first element in an alphabetical ordering of all elements of set 𝛾. The variables 𝑧𝑥,𝑦,1 to 
𝑧𝑥,𝑦,ℎ̅ are control variables, such as population density, education, or income per person. 
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1 𝛿1,1,1 𝛿1,1,2 … 𝛿1,1,|𝛾| 𝑧1,1,1 … 𝑧1,1,ℎ̅
1 𝛿2,1,1 𝛿2,1,2 … 𝛿2,1,|𝛾| 𝑧2,1,1 … 𝑧2,1,ℎ̅
⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
1 𝛿?̅?,1,1 𝛿?̅?,1,2 … 𝛿?̅?,1,|𝛾| 𝑧?̅?,1,1 … 𝑧?̅?,1,ℎ̅
1 𝛿1,2,1 𝛿1,2,2 … 𝛿1,2,|𝛾| 𝑧2,1,1 … 𝑧2,1,ℎ̅
⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮






 (Eq. 8) 
Consequently, the regression coefficients are given by the vector 𝛽 = (𝛽0, 𝛽1, … , 𝛽|𝛾|, 𝛽|𝛾|+1, … , 𝛽|𝛾|+ℎ̅)
𝑇
, where 
𝛽0 is the coefficient for the intercept, 𝛽1 to 𝛽|𝛾| for the POI categories, and 𝛽|𝛾|+1 to 𝛽|𝛾|+ℎ̅ for the control 
variables. The zero-inflated model that we use to explain 𝑑 essentially assumes that there are two processes 
at work: a Poisson process and a zero-generating process responsible for the excess zeroes (Johnson et al., 
2005), as illustrated in Equations 9 and 10 for a random variable 𝑋. 𝑠 ∈ ℤ+ and  𝜔 is the probability of the 
zero-generating process. 
Pr(𝑋 = 0) = 𝜔 + (1 − 𝜔)𝑒−𝜆 (Eq. 9) 
Pr(𝑋 = 𝑠) =
(1 − 𝜔)𝑒−𝜆𝜆𝑠
𝑠!
 (Eq. 10) 
Employing the pscl package in R on our data, the zero-inflated model is fitted using maximum-likelihood. 
As the output we receive two regressions. The first regression is the count model and returns the logarithm 
of the expected number of rentals for each cell given the covariates (Equation 11). The second regression 
returns the logit of the probability that the number of rentals in a cell is zero and caused by the zero-
generating process for each cell given the covariates (Equation 12). 
𝐸(ln 𝑑) = 𝐶 𝛽 (Eq. 11) 
𝐸(?⃗⃗?) = 𝐶 ?⃗? 𝜋𝑥,𝑦 = ln
𝜔𝑥,𝑦
1 − 𝜔𝑥,𝑦
 (Eq. 12) 
 
Empirical Investigation for the City of Berlin 
In this section we apply the regression model to derive location-based success indicators for free-floating 
carsharing. Naturally, some of the 92 POI categories frequently emerge together, such as different stores, 
shops, and malls, or even built-in combinations, like ATMs and banks. Therefore, multicollinearity between 
different categories inevitably exists. To alleviate this problem, we calculate the variance inflation factor 
(VIF) for each POI category. By using this index, we stepwise delete categories until none of the remaining 
variables exceeds the generally used cut-off value of 𝑉𝐼𝐹 = 5. Several general classes, like food, restaurant, 
or establishment were thus removed, since they are composed of more specific categories. In total, 35 
variables were deleted because of multicollinearity. Further, several additional categories were manually 
excluded, due to an insufficient number of observations. We conducted the regression analysis using the 
resulting appropriate data set of independent POI categories and covariates. Table 1 displays the estimates, 
z-values and significance levels of the most interesting regression output coefficients (for the count 
regression). With respect to research question 1, we can see that the airport density value is significant. This 
is also one of the most active regions for carsharing customers in Berlin. Interestingly, means of short 
distance public transportation, like busses, are significantly positive on the one hand, whereas train stations 
are significantly negative on the other hand. This result confirms the findings of Katzev (2003), who shows 
that carsharing complements a greater use of alternative transportation such as bus riding, while the 
availability of long distance transportation, like trains, has a negative influence. Further, entertainment 
facilities, like movie theaters, or night clubs, but also places for recreation, like spas, are potential 
destinations of carsharing trips. The districts where people leave their car are characterized by a high 
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population density, and foreigner rate. This could possibly reflect the fact that foreigners and expats are 
often only for a limited time in the city, making car ownership more unappealing. 
Since we now know the impact of various POIs on the driving behavior of customers (research question 1), 
we use these estimated values to provide decision support for carsharing providers. By implication, the 
attractiveness, respectively the expected vehicle demand 𝐸(𝑑𝑥,𝑦), of a given location, is determined by 
multiplying each covariate value with the respective regression coefficient . Furthermore, we multiply this 
expected demand with the probability that the demand in the tile is equal to zero. 
Thereby, we are able to calculate the expected demand for each tile 𝑔𝑥,𝑦 within the initially defined grid 𝐺′ 
and clarify research question 2. Figure 6a visualizes the actual vehicle demand based on three months of 
data (including more than 150,000 rentals) as a heat map. The dark green regions indicate a high number 
of ended trips, while white regions contain no rentals at all. The black square on the left-hand side encloses 
a region which we will analyze with a higher resolution shortly. As you can see, there are two almost white 
areas right below the two numbers. Both regions are parks – 1 is the “Tiergarten” and 2 is the “Tempelhofer 
Park”. Naturally, no rentals end at these locations, since it is not possible to park. 
If we now have a look at Figure 6b, we clearly see the same patterns. Not only do the dark green regions 
match the ones in Figure 6a, but the aforementioned parks can be recognized, as well. Now, consider the 
region in Figure 6a, marked by the back rectangle. While this area is almost white in the left figure, our 
regression results indicate a high expected number of ended rentals in the north-east corner, as evident in 
Figure 6b. However, the corridor is very narrow, which may be the reason for this deviation. 
Table 1. Zero inflated Poisson regression (count model) 
Dependent variable: Number of end rentals per tile, 24.280 observations 
POI Type Coefficient (z-value)  Control Variable Coefficient (z-value)  
(Intercept) 0.7630 (5.939) *** Distance to center 0.0123 (5.401) *** 
Airport 0.1298 (6.074) *** Foreigners 0.9654 (6.377) *** 
ATM 0.0139 (3.172) ** Age between 15 – 45 -0.1943 (-1.281)  
Bus station 0.0240 (12.827) *** High education -0.9742 (-5.089) *** 
Car rental 0.0219 (10.361) *** Income <500 2.4242 (4.868) *** 
Car wash -0.021 (-4.601) *** Log popul. density 0.2603 (7.151) *** 
Gas station -0.0027 (-0.568)     
Meal delivery 0.0058. (1.705) *    
Meal takeaway 0.0483 (16.561) ***    
Movie rental -0.0345 (-5.285) ***    
Movie theater 0.0170 (3.642) ***    
Night club 0.0210 (13.805) ***    
Parking 0.0267 (3.976) ***    
Post office -0.0408 (-5.285) ***    
Shopping mall 0.0304 (5.483) ***    
Spa 0.0359 (8.718) ***    
Train station -0.0129 (-5.194) ***    
Significance indicated at 10% (*), 5% (**), and 1% (***) levels 
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We can investigate this by analyzing how the actual rentals change when the operation area is expanded. 
Coincidentally and independently from our research, an operation area expansion took place in November 
2012, illustrated by the red lines in Figure 6. Interestingly, the carsharing operator chose exactly the 
surroundings of the in-area enclosed by the black rectangle as one major part of the expansion. Since our 
regression model identifies this vicinity as a promising area beforehand, we are able to validate our findings 
by comparing the real demand with the expected demand.  
Again we omit the first three months of data because of the possibility that the launch affected driving 
patterns on the short term. Instead, we take all rentals from February to April 2013 and generate heat maps 
for both the actual and the expected demand of our model. In order to validate that the above POI 
characteristics are related to the attractiveness of a given area (research question 3), Figure 7 visualizes the 
comparison between actual and predicted demand for the area of interest (cf. Figure 6a). First, we can 
observe that the actual demand evidently increases within this vicinity compared to the situation before the 
expansion. Second, the patterns between real and expected demand fit quite well, even at this stage of 
granularity. Third, the explanatory power of our model naturally has its limitations if we look at the black 
encircled borders of Figure 7a. We can observe that people leave their rented cars frequently at the edges of 
the operation area. This is a known behavior since many carsharing customers do not live in the operating 
area and, therefore, try to get as close as possible to their homes. Similarly, if people use carsharing for 
making trips outside the defined business area, they naturally try to return the rented car to the closest 
possible location, which is at the borders of the operation area. This phenomenon can be observed in Figure 
  
(a) Real Vehicle Demand Based on more than 
150,000 Individual Rentals 
(b) Calculated Vehicle Demand Based on  
Regression Results (cf. Table 1) 
Figure 6. Comparison between the Actual and the Calculated Vehicle Demand (August – October 2012) 
  
(a) Real Demand (b) Expected Demand 
Figure 7. Fraction of the operation area expansion in 
November 2012 
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7a and is not covered by the current model. Nevertheless, the general validity of our approach is confirmed. 
However, in our future research we will investigate means to incorporate the behavior at the edges of the 
operation area into our model. We will also analyze the results of using other methods from spatial analysis 
(Kauffman et al. 2012), such as geographically weighted regressions. 
The results of our validation highlight the enormous potential of Big Data to provide decision support for 
location based service like carsharing. Although we were not able to forecast the exact number of vehicles 
at a certain area, we validated that our model is able to calculate the overall attractiveness of a given 
location. Decision-makers can employ these results to fine-tune their expansion strategy and identify 
potentially profitable areas . 
Conclusion 
During the past decades, the popularity of carsharing as an alternative transportation service has 
continuously increased, turning it into one of the most promising business models for a more sustainable 
transportation sector. Increasing costs of fuel and maintenance, taxes, and environmental concerns are just 
a few of the reasons why people are switching from car ownership to carsharing. Companies in this quickly 
expanding market are constantly required to reassess business strategies, expand business areas, and react 
to shifts in customer demand. 
In this paper we develop a novel method to support this decision-making process. Building upon a large 
dataset provided by a globally leading carsharing service, we investigate the influence of points of interest 
in an area on the attractiveness of that area for carsharing customers. We find substantial evidence for such 
a statistically significant relationship. We validate this approach using data from a real-world expansion of 
the original operation area. We show that our method is able to visualize the expected demand in the new 
area very accurately, when compared to the actual demand after the expansion. The information thus 
provided is valuable to carsharing enterprises of any size – from local startups to global players. 
Concerning our initial research questions, we can observe that POIs have a tremendous impact on 
customers’ driving behavior, as evident in Table 1. This allows us to derive expected demand from the POIs 
in a specific area, as visualized in Figure 6. Evidently, the demand according to POIs reflects the actual 
demand to a very high degree. Table 1 also provides insights into the key success factors for a carsharing 
operating area, such as shopping venues or movie theaters. Furthermore, we can empirically support 
suggestions from related publications that short-distance transportation complements car-sharing activity, 
while long-distance trains appear to be a substitute. Airports, on the other hand, complement carsharing 
again. This is quite reasonable, since the trips that are usually undertaken by car and plane cover different 
magnitudes with respect to distance travelled. 
Our results also emphasize the potential of using information provided by services such as Google Maps 
and OpenStreetMap to explain spatial variation in human behavior. Hence, while carsharing is an 
interesting case study in an emerging business field, our approach is also applicable to other location-based 
services. For example, recent research has outlined the relationship between social media activity, such as 
Twitter messages, and points of interest to establish spatially stable patterns (Bendler et al. 2014) In our 
future research we will investigate other applications in more detail, while also trying to refine the method 
in general. For instance, we will analyze how the accuracy of the model at the edges of the operation area 
can be improved and further investigate the link between explaining demand and predicting demand in our 
model (Shmueli and Koppius 2011). We will also continuously validate the approach by applying it to other 
cities and using expansions of the operation area as test cases. Finally, so far we have used this method only 
to analyze demand and identify good areas to extend the operation area into. However, our approach also 
provides insights for day-to-day operations. Hence, we will analyze how the gained information can be used 
to derive optimal relocation strategies for carsharing vehicles. 
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