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Abstract— In this paper, an improved method of multi-objective optimization for biochemical system production is presented and 
discussed in detail. The optimization process of biochemical system production become hard and difficult when involved a large 
biochemical system that contains many components. In addition, the multi-objective problem also needs to be considered. Due to that, 
this study proposed and improved a method that comprises with Newton method, differential evolution algorithm (DE) and 
competitive co-evolutionary algorithm(ComCA). The aim of the proposed method is to maximize the production and simultaneously 
minimize the total amount of chemical concentrations involves. The operation of the proposed method starts with Newton method by 
dealing with biochemical system production as a nonlinear equations system. Then DE and ComCA are used to represent the 
variables in nonlinear equation system and tune the variables in order to find the best solution. The used of DE is to maximize the 
production while ComCA is to minimize the total amount of chemical concentrations involves. The effectiveness of the proposed 
method is evaluated using two benchmark biochemical systems, and the experimental results show that the proposed method 
performs well compared to other works. 
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I. INTRODUCTION 
Solving a nonlinear equation system requires the process 
of finding all solutions for each equation in the system. It is 
a hard task because the equations are usually 
nondeterministic polynomial equations. In addition, 
nonlinear equations system has a complex structure due to 
the number equations and variables, which makes it difficult 
to solve [1], [2]. Nowadays, many applications use nonlinear 
equations system such as in the chemistry domain [3], [4]. 
One example application in the chemistry domain that uses 
nonlinear equations system is multi-objective optimization 
of the production in a biochemical system. In the multi-
objective optimization of the production in a biochemical 
system, many researchers use nonlinear equations system to 
represent the chemical reactions. This can be achieved by 
using the knowledge of biotechnology where the chemical 
reactions can be represented by a mathematical model, 
known as ordinary differential equations (ODEs) model. 
In the optimization process, the ODEs model is used to 
model the biochemical system. The optimization of 
biochemical system production can be considered as solving 
nonlinear equations system because the optimization process 
always constrained by steady state condition. This situation 
makes all the ODEs model equal to 0 thus lead to the 
operation of solving the nonlinear equations system. 
Currently, there are many methods used in solving a 
nonlinear equation system, for example, Newton method [5], 
[6], Secant method [7], [8], and Bisection method [9], [10]. 
Among these methods, it was found that Newton method is 
the suitable method to be used in solving a nonlinear 
equation system. This is due to advantages offered by 
Newton method which is the convergence speed of Newton 
method [11]–[13] and the simplicity in using Newton 
method [2], [11]. Due to that, this study use Newton method 
in solving nonlinear equations system. 
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In order to improve the biochemical system production, 
the variable value in nonlinear equations system needs to be 
altered and tuned. The tuning process of all variables in 
nonlinear equations system is performed to find the suitable 
value that able to produce the best result. The tuning is a 
process of changing the value of all variables in nonlinear 
equations system. The process becomes hard and difficult 
when involves a large and complex structure of biochemical 
system where a large and complex structure of biochemical 
system make nonlinear equations system become more 
complex. The large and complex biochemical system 
involves many chemical reactions and involves many 
interactions between them. Generally, a large biochemical 
system comprises with many variables where these variables 
represent the components and the interaction in the 
biochemical system [14]. Due to the involvement of many 
variables, the optimization process becomes a problem 
where it makes the optimization process become hard and 
complicated. Due to that, there is need an automated 
approach in tuning all variables in nonlinear equations 
system [15]. There are many methods available in automated 
tuning approaches such as genetic algorithm (GA), 
differential evolution (DE) algorithm, Particle Swarm 
Optimization (PSO) algorithm and Artificial Bee Colony 
(ABC) algorithm. Based on comparative studies, used DE is 
more suitable compared to others because DE is more robust 
[16] and only involved a few parameters control [17], [18]. 
In this work, the DE is used to represent the variables in 
nonlinear equations system in chromosome form. Then, the 
chromosome is tuned in order to search the best solution that 
can produce the best result in the optimization process. 
In the multi-objective optimization of the production in a 
biochemical system, two objectives need to be considered. 
The first objective is to maximize the production while the 
second objective is to minimize the total amount of chemical 
concentrations involves. Besides the multi-objective 
optimization, several constraints are involved which 
contribute to the difficulty in optimization process [3]. The 
first constraint is a steady-state constraint. The purpose of 
this constraint is to ensure a continuous optimal operation of 
a biochemical system. The second constraint is the chemical 
reaction constraint. This constraint makes the biochemical 
concentration remains within a specific range to maintain the 
survival of the cell. Because the multi-objective optimization 
of the production in a biochemical system involves two 
objectives, the optimization process become hard. The two 
objectives make the evaluation process of the solution that 
represents by DE become hard. Moreover, it is time-
consuming to evaluate the solution. Like other methods used 
in tuning approach, DE also suffers from long computational 
times because of their evolution/iteration process. Therefore, 
there is a method to embodied into DE to improve its 
performance. Apply competitive coevolutionary algorithm 
(ComCA) is a good choice. This is because of the nature of 
ComCA where ComCA decomposed a problem into multi 
sub-problems. The used of ComCA is used in handling the 
multi-objective problem where ComCA breaks the multi-
objective into sub-objective by dividing the population of the 
chromosome into two part. The first population is for 
improving the biochemical objective while the second is for 
minimizing the total amount of chemical concentrations 
involves. 
In this study, an improved method that knowns as Newton 
Competitive DE (NComDE) are presented. The NComDE 
combine Newton method, DE, and ComCA. The Newton 
method is used in solving the nonlinear equations system, 
DE for tuning the variable in nonlinear equations system 
while ComCA for dealing with multi-objective optimization. 
In order to access the performance of the NComDE, two 
biochemical system are chosen which are ethanol production 
in Saccharomyces cerevisiae (S. cerevisiae) pathway and the 
optimization of tryptophan (trp) biosynthesis in Escherichia 
coli (E. Coli) pathway. In the following section, the methods 
that were used in this study are discussed in detail. It starts 
with the DE algorithm then followed by the ComCA. Then 
the proposed method is presented in detail. This is followed 
by a discussion of case studies before result and discussion 
are discussed and finally followed by a conclusion. 
II. MATERIAL AND METHODS 
A. Differential Evolution Algorithm 
DE is one of the population-based algorithm used to solve 
many optimization problems. The advantages of using DE 
include for its ease of use, speed, a simple structure where it 
used the real number and its efficiency a robustness over 
many problems [19]–[22]. DE operates by maintaining a 
population of candidate solutions known as chromosome for 
an optimization problem. There are three operations in DE 
including mutation, crossover, and selection. The NComDE 
which combine Newton method, DE and ComCA began 
with a population of m candidate solutions and defined as 
follows: 
 
1 2{x , x , , x }m m m mnX = K         (1) 
 
where m is the number of chromosomes while n is denoted 
as the number of variable in nonlinear equations system. The 
variables in nonlinear equations system are defined in a 
specific range which is lmnx for upper range while 
u
mnx  for 
the lower range are as follows: 
 
{ ( )}l u lmn mn mn mnx x rand x x= + −   (2) 
 
where rand is random number in the range of 0 and 1 [23]. 
For expends the search/optimization space, DE use mutation 
operation where it creates a trivial chromosome as follows: 
 
( ) 1( ) 2( )( )m best g rand g rand gV X F X X= + −  
 
where ( )best gX  is the current best chromosome, F is scaling 
factor while 1( )rand gX and 2( )rand gX are randomly chosen 
chromosome in the current generation, g. Then, the trivial 
chromosome with a parent is mixed together to produce Ym 
number of their offspring in crossover operation. The 
crossover operation used the following rule to produce 
offspring: 
( ) 2
( )
( )
m g
m g
m g
V if rand CR
Y
X Otherwise
<
= 

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where CR is the rate of crossover. The rand2 is the random 
number between 0 and 1 [23]. After the crossover operation 
is performed, then the Ym(g) is compared with its parent. This 
is intended to determine which one has good quality and 
survive in the next generation using rule as follows: 
 
( ) ( ) ( )
( 1)
( )
( ) ( )
m g m g m g
m g
m g
Y if f Y f X
X
X if Otherwise+
≤
= 

 
 
B. Competitive Coevolutionary Algorithm 
The concept of the coevolutionary algorithm (CA) was 
proposed by Darwin in work entitled On the Origin of 
species [24]. The main objective of CA was to enhance the 
performance of the evolutionary algorithm method in 
solving the complex optimization problem especially in 
solving the multi-objective problem. The CA can be viewed 
as a collection if EAs where CA can simplify the complex 
problem into multiple sub-components of problem. By doing 
this, the sub-components will evolve separately to solve the 
optimization problem. 
The ComCA is one type of CA where it refers to the 
competition of sub-components. It happens when the fitness 
of sub-component is in competition with another sub-
component. This lead to an arms race where the race tends to 
produce a new strategy in order make the solution to be 
improved. The fitness evaluation process (arms race) can be 
performed when a representative from every sub-
components was chosen and being evaluated based on the 
optimization problem. Then, the winner from the evaluation 
process is chosen to go to the next step in solving the 
optimization problem. 
C. An Improved Method of Newton Competitive Differential 
Evolution Algorithm 
In this section, the proposed method that combines 
Newton method, ComCA and DE that known as NComDE is 
presented. In the NComDE, the Newton method is used in 
solving the nonlinear equations system, while the ComCA 
and DE is used for multi-objective problem where ComCA 
is for minimizing the total amount of chemical 
concentrations involves by populate the chromosome into 
two separate population and DE for maximize the 
biochemical system production by tuning the variable in 
nonlinear equations system. In NComDE, two populations of 
chromosomes are used to represent the variables in nonlinear 
equations system. The first population focus on maximizing 
the production while the second population is for minimizing 
the total amount of chemical concentrations involves. The 
number of chromosome in both populations is same. The 
flowchart of NComDE is given in Fig. 1. Next, are the steps 
involved in the NComDE. 
 
Step 1: Generation of the initial population. This step is 
about the first generation of the chromosome in two separate 
population. The generation process is perform using 
equation 1. The first population is generated to improve the 
production while the second population is to minimize the 
total amount of chemical concentrations involves. The 
chromosomes in both population are in binary format. The 
representation of the variables in nonlinear equation system 
in chromosome form is given in Fig. 2. 
 
 
Fig. 1  The flowchart of NComDE 
 
 
1) Step 2: Choose a representative. This step about the 
choosing process of a representative from all population. 
The selection process of representation is based on their 
fitness where it refers to the objective of each population. 
For the first population, the chromosome that has higher 
fitness value (denoted as F1) is chosen as a representative 
due to this population is about improve the production. The 
F1 is the fitness value where it comes from the production 
rate. For the second population, the chromosome with lowest 
fitness value (denoted as F2) is selected as this population is 
aiming to minimize the total amount of chemical 
concentrations involves. The F2 is the fitness value where it 
comes from the total amount of chemical concentrations 
involves. 
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Fig. 2  The representation of the variables in chromosome form 
 
2) Step 3: Competition between all representatives. This 
step is about the selection of a winner between all population. 
In this step, all representatives compete with each other, and 
the winner is chosen based on the representative that has 
higher fitness function (denoted as F3). The F3 is formulated 
in equation 6. Then, the representative that has higher of F3 
is chose as a solution. 
 
  	  
 100 
 
3) Step 4: Evaluate the solution. This step is about the 
evaluation process of the representative that chosen from the 
previous step. The evaluation process starts with the 
decoding process of the solution into variables in nonlinear 
equations system. The Newton method is used to in solving 
the nonlinear equations system. At this stage, termination 
conditions occur, which is whether the steady-state 
constraint and chemical reaction constraint are fulfilled or 
not. If the solution meets the termination conditions, if move 
forward to Step 7, otherwise it enters the next step. 
 
4) Step 5: Encode into the chromosome. In this stage, 
the variables in nonlinear equations system are encoded back 
into chromosome form after being tested by Newton method. 
Then, the chromosome goes back into its population for 
reproduction process. 
 
5) Step 6: Reproduce new generation. In this step, the 
selection, mutation, and crossover operations are applied to 
all populations to produce the new generation.  
 
6) Step 7: Returning the final solution. In this step, the 
best set of solutions (variables in the nonlinear equations 
system) that obtained from the evolution process is given. 
 
In order to show the performance of the proposed method, 
two benchmark case studies were used, namely the 
optimization of ethanol production in S. cerevisiae pathway 
and the optimization of trp biosynthesis in E. Coli. To run 
the experiment, a Java program was developed that was 
based on jMetal [25] and JAMA version 1.0.3 were used. 
The jMetal can be downloaded from 
http://jmetal.sourceforge.net/ index.html while JAMA can be 
obtained from http://math.nist.gov/javanumerics/jama/. 
A. Case Study 1: Optimization of Ethanol Production in 
Saccharomyces Cerevisiae Pathway 
In S. cerevisiae pathway, the method that proposed in this 
study is used to optimize the ethanol production. The detail 
description of this pathway is discussed in the work that 
proposed in [26]. The ODEs model that represents this 
pathway is given by the equation 7 as follows: 
 
1
2
3
4
5
0.5
2
2
in HK
HK PFK Carb
PFK GAPD Gro
GAPD PK
GAPD PK HK Carb PFK ATPase
dX V V
dt
dX V V V
dt
dX V V V
dt
dX V V
dt
dX V V V V V V
dt
= −
= − −
= − −
= −
= + − − − −
 
 
All fluxes (denoted by V) has the following rates when it 
is in steady state condition: 
 
0.2344
2 1
0.7464 0.0243
1 5 2
0.7318 0.3941
2 5 3
4 8.6107
2 6
2 0.6159 0.1308
3 5 4
2 0.05 0.533 0.0822
3 4 5 7
2 0.05
3
0.8122
2.8632
0.5232
8.904 10
7.6092 10
9.272 10
9.471 10
in
HK
PFK
Carb
GAPD
Gro
PK
V X Y
V X X Y
V X X Y
V X Y
V X X Y
V X X X Y
V X X
−
−
−
−
− −
−
=
=
=
= ×
= ×
= ×
= × 0.533 0.08224 5 5
5 8ATPase
X Y
V X X
−
=
 
 
The ethanol production that was tried to be improved in 
this pathway is given by the flux VPK thus it becomes the F1. 
Therefore, the first objective (first population) of the multi-
objective problem in this pathway is as follows: 
 
1 PKmax F V=  
 
For the second objective, F2 (second population), the 
proposed method is trying to minimize the total amount of 
chemical concentrations involves and it can be formulated as 
follows: 
5 6
2
1 6
j j
j j
min F X Y
= =
= +∑ ∑  
 
In the steady state constraint, all the ODEs model are 
force to be equals to 0 [3], [4]. This make equation 7 become 
as follows: 
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(12) 
(13) 
(14) 
(15) 
(17) 
(18) 
0
0
0.5 0
2 0
2 0
in HK
HK PFK Carb
PFK GAPD Gro
GAPD PK
GAPD PK HK Carb PFK ATPase
V V
V V V
V V V
V V
V V V V V V
− =
− − =
− − =
− =
+ − − − − =
 
 
Meanwhile, the chemical reaction constraint in this 
pathway is divided into two categories, metabolites 
constraint and enzymes constraint. For metabolites 
constraint, all metabolites were set in range 0.8 to 1.2 and 
given in equation 12, while enzymes constraint were in the 
range 0-50 and given in equation 12 [3], [4]. 
 
0.8 1.2 1,2,3,4,5j j jX X X j≤ ≤ =  
0 50 1,2,3,4,5,8j j jY Y Y j≤ ≤ =  
B. Case Study 2: Optimization of Tryptophan Production in 
Escherichia Coli Pathway 
For case study 2, the proposed method was tried to 
optimize the end product of E.coli which is trp. Detail 
description of this pathway can be further read in works that 
performed by Xiu and co-workers [27]. The ODEs model of 
this pathway is given by equation 13. 
 
1
11 12
2
21 22
3
31 32 33 34
dX V V
dt
dX V V
dt
dX
V V V V
dt
= −
= −
= − − −
 
 
At the steady state condition, the rate of all reactions 
(denoted by V) has the following value: 
 
4
4
6
5.87 10 0.8332
11 3 5
0.0035 0.9965
12 1 4 11
21 1
0.1349 0.8651
22 2 4 12
0.5573 0.5573
31 2 3 6
32 3 4
7.0426 10
33 3 7
3.5 10 0.9760 0.0240
34 3 4 8 9 10
0.6403
1.0233
1.4854
0.5534
0.9942
0.8925
V X X
V X X X
V X
V X X X
V X X X
V X X
V X X
V X X X X X
−
−
−
− × −
−
−
×
× −
=
=
=
=
=
=
=
=
63.5 10−− ×
 
 
The trp production was given by reaction V34 and become 
the F1. Therefore, the first objective (first population) of the 
multi-objective problem in case study two is given as 
follows: 
34max F V=  
 
For the second objective, F2 (second population), the 
proposed method is trying to minimize the total amount of 
chemical concentrations involves and it can be formulated as 
follows: 
6
2 8
1
j
j
min F X X
=
= +∑    (16) 
 
In the steady-state constraint, all the ODEs model are a 
force to be equal to 0 [28]. This makes equation 13 become 
as follows: 
11 12
21 22
31 32 33 34
0
0
0
V V
V V
V V V V
− =
− =
− − − =
 
 
For the chemical reaction constraint of this pathway, only 
several involves in the fine-tuning process which was X1 to 
X6 and X8, while the other components used a fixed value. 
The chemical reactions that involve were given as follows: 
 
0.8 1.2
4
5
6
7 5
8
9
10
11
12
13
1, 2,3
0 0.00624
4 10
500 5000
0.0022
0 1000
7.5
0.005
0.9
0.02
0
j j jX X X j
X
X
X
X X
X
X
X
X
X
X
≤ ≤ =
≤ ≤
≤ ≤
≤ ≤
=
≤ ≤
=
=
=
=
=
 
III. RESULTS AND DISCUSSION 
In accessing the performance of the proposed method, 
several experiments were performed. The Newton method 
use fixed parameters setting which are the number of 
iterations was fixed to 100, and the tolerance was set to 10-6. 
For the DE parameters, Table 1 list the DE parameters 
setting in obtaining the best result. 
TABLE I 
PARAMETERS SETTING IN PRODUCING THE BEST RESULT 
 
Parameter S. cerevisiae pathway 
E.coli 
pathway 
No of chromosomes 250 200 
No of generations 300 300 
Scaling factor 0.8 0.7 
Crossover rate 0.2 0.2 
 
Table 2 gives the result obtained by the NComDE when 
the NComDE uses on the S. cerevisiae pathway. The best 
result obtained by the NComDE is 52.93 compared to its 
steady-state value. This means that the NComDE is able to 
improve the ethanol production. Meanwhile, the NComDE 
able to reduce the total amount of chemical concentrations 
involves where the value is 294.8 compared to its steady-
state value. In addition, it can be found that the performance 
of the NComDE outperforms the result from other works in 
terms of improving the ethanol production and at the same 
time reduce the total amount of chemical concentrations 
involves. 
 
For the E.coli pathway, the best result produced by the 
NComDE is 3.99 compared to its steady state value where it 
shows the improvement of trp production. For the total 
amount of chemical concentrations involves, the NComDE 
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able to reduce it to 6015.01. For the detail result, Table 3 
lists the results including the comparison with previous 
works. Like the previous pathway, the performance of the 
NComDE outperforms the other works and confirm that the 
proposed method able to simultaneously improve the 
production and reduce the total amount of chemical 
concentrations involves. 
 
TABLE II 
THE RESULT OBTAINED BY NCOMDE IN S. CEREVISIAE PATHWAY 
TABLE III 
THE RESULT OBTAINED BY NCOMDE IN E.COLI PATHWAY 
 
In addition, the NComDE is compared with the method 
that not apply the ComCA (Newton DE). The purpose in 
using ComCA is to reduce the total amount of chemical 
concentrations involves. Several experiments were 
conducted using parameters setting in Table 1, Fig. 3 and Fig. 
4 give the comparison of NComDE and Newton DE in a line 
graph. From the graph, it can be observed that all NComDE 
results are lower compared to Newton DE thus confirm that 
using the ComCA able to reduce the total amount of 
chemical concentrations involves. 
Besides that, the distribution result of ethanol production 
and trp production was given by the box plot in Fig.5 and 
Fig. 6. The results of these figures were collected from 100 
independent runs and use parameters setting form Table 1. 
From both figures, it can be observed that the performance 
of NComDE outperformed the performance of Newton DE 
where the distribution of results produced by NComDE was 
not too wide compared to the results produced by Newton 
DE. This point out that the performance of NComDE was 
consistent. It can be suggested that NComDE could produce 
better results if the experiment runs several times. 
 
 
Fig. 3  The comparison of the total amount of chemical concentrations 
between NComDE and Newton DE in S. cerevisiae pathway 
 
 
 
Fig. 4  The comparison of the total amount of chemical concentrations 
between NComDE and Newton DE in E.coli pathway 
 
 
 
Fig. 5  The box plot of ethanol production 
 
 
 
Fig. 6  The box plot of trp production 
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52
52,2
52,4
52,6
52,8
53
53,2
Newton DE NComDE
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n
3,8
3,85
3,9
3,95
4
Newton DE NComDE
T
rp
 p
ro
d
u
ct
io
n
 Best 
Solution 
Work 
by [29] 
Work 
by [4]  
Work 
by [30]  
Work 
by [15] 
X1 0.9590 1.14 1.102 1.11 1.11 
X2 0.8087 1.05 1.046 1.03 1.03 
X3 0.8479 1.15 1.141 1.13 1.19 
X4 1.1524 1.17 1.171 1.18 1.17 
X5 0.9033 1.12 1.113 1.14 0.91 
Y1 49.9170 49.97 50 49.99 49.73 
Y2 44.8006 44.77 45.953 45.83 45.81 
Y3 49.6112 49.89 50 49.92 48.89 
Y4 47.2629 47.26 47.772 47.97 48.13 
Y5 48.7968 48 48.366 48.30 47.85 
Y8 49.7482 49.75 50 49.79 48.98 
F1 52.97 52.0843 52.5118 52.57 52.91 
F2 294.80 295.28 297.664 297.384 294.80 
 Best 
Solution 
Work 
by [31] 
Work 
by [28] 
Work 
by [4] 
Work 
by [30]  
X1 1.06 1.19 1.2 1.2 1.11 
X2 1.11 1.15 1.15 1.12 1.114 
X3 0.8 0.8 0.8 0.8 0.8 
X4 0.0054 0.0041 0.004 0.0054 0.0054 
X5 4.50 4 4 4.011 4.75 
X6 5000 5000 5000 5000 5000 
X8 1000 1000 1000 1000 1000 
F1 3.99 3.06 3.06 3.95 3.98 
F2 6015.01 6016.38 6016.38 6016.57 6016.22 
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IV. CONCLUSION 
As a conclusion, NComDE has a higher tendency in 
improving the biochemical system's production. In future 
development, this research could be enhanced by referring to 
various other works available such as [32]-[42]. 
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