Abstract. By using a new bilinear estimate, a pointwise estimate of the generalized Oseen kernel and an idea of fractional bootstrap, we establish optimal local smoothing and decay estimates of solutions to the Navier-Stokes equations with fractional dissipation. We also show that solutions are analytic in space variables.
Introduction
We are interested in the initial value problem of d-dimensional generalized Navier-Stokes equations with fractional dissipation
where d ≥ 2, f is the external force, γ > 0 is a fixed parameter and the initial data u 0 is in some Banach space to be specified later. Here (−∆)
u is defined by its Fourier transform (−∆) γ/2 u = |ξ| γû . The generalized Equations (1.1) have been studied by many authors. See, for instance, [20] , [11] , [26] and [27] .
When γ = 2, (1.1) reduce to the classical incompressible NavierStokes equations. In a well-known paper [12] Kato proved that for γ = 2 the problem is locally well-posed for u 0 ∈ L d . Kato's method is based on the perturbation theory of the Stokes kernel, and the so called mild solutions are constructed via a fixed point argument by considering the corresponding integral equations. His results have been generalized by many authors in various function spaces (see, for example, Koch-Tataru [14] , and references therein). With minor modifications, this method can also be applied to show the local well-posedness of the generalized In [21] , Masuda initiated the study of the spatial analyticity of solutions to the Navier-Stokes equations. The temporal analyticity was proved by Foias and Temam in an important paper [4] . By using a certain time-dependent weight, they showed that solutions to the NavierStokes equations on the torus are analytic in time with values in a Gevrey class of functions. With a smallness assumption, their method can be adapted to deal with the equations in the whole space (see, for example, Lemarié-Rieusset [17] , [18] and [19] ). The study of analyticity of the Navier-Stokes equations was continued by many authors. In a very interesting paper [10] , Kahane established the spatial analyticity of weak solutions in Serrin's class L p t L q x with d/q + 2/p < 1. For equations in cylindrical domains, Komatsu [15] extended the work by Masuda and Kahane by showing that the solutions have global spatial analyticity up to the boundary. By using tools in complex analysis, Grujić and Kukavica [8] proved that with initial data in L were established recently by Giga-Sawada [7] and Sawada [25] . In particular, in a very recent paper [23] , Miura and Sawada showed that the solutions by Koch and Tataru [14] are spatial analytic. A similar optimal smoothness result is also obtained independently in a recent paper [6] by Germain, Pavlović and Staffilani for both the L ∞ and the Carleson norms. For the generalized Navier-Stokes equations, in [20] Lions proved that in three space dimensional case for any γ ≥ 5/2 the equations (1.1) always possess global classical solutions. With γ > 1, the local existence and uniqueness results of (1.1) in Besov spaces were established recently in Wu [26] . In an interesting paper [11] Katz and Pavlović showed a partial regularity result of Caffarelli-Kohn-Nirenberg's type: in three space dimensional case the Hausdorff dimension of the singular set of (1.1) at the time of first blow-up is at most 5 − 2γ.
We remark that, usually local smoothing estimates of solutions to the classical Navier-Stokes equations are obtained by using either the fixed point argument (the contraction argument, see, for example, [7] , [25] , [23] and [6] ) or a variation of Foias and Temam's method (see, for example, [18] ). For both methods, one always needs some kind of a smallness assumption on either the initial data or the solution itself.
To our best knowledge, the local smoothing and analyticity rate estimates for the generalized Navier-Stokes equations have not been studied in detail. It seems to us that the proofs in [7] , [25] , [23] or [6] cannot be easily extended to the generalized Navier-Stokes equations when γ < 2 (see Remark 2.5). On the other hand, when γ < 1, even solutions to the corresponding linear equations are not spatial analytic 1 . Thus one cannot expect that for nonlinear equations.
In this paper, we focus on the case γ ∈ (1, 2] generalizing the more physical case γ = 2. The main results (Theorem 2.2 and 2.6) read that the spatial analyticity is an intrinsic property of the solutions to the generalized Navier-Stokes equations. We show that the existence of the solution in certain path spaces implies its smoothness and analyticity without any smallness assumption. Our estimates are optimal and we give a simplified proof of a result of the classical Navier-Stokes equations by Giga-Sawada [7] . The approach used here is more direct than some previous work by using the aforementioned contraction argument (see Remark 2.5). The method is based on new estimates of the kernels and a so called fractional bootstrap argument.
Our treatment of the bilinear term makes a better use of the smoothing effect of the Oseen kernel. The idea, roughly speaking, is that the smoothing effect should take place gradually in time (see Section 4). We use the fractional bootstrapping by noticing that in the subcritical case one can put a little bit more than one derivative on the kernel and still keep the convergence of the integral of the bilinear term. The advantage is that we can avoid using the contraction argument as long as the solution is known to exist in certain path spaces. Furthermore, the estimate of fractional derivatives can also be obtained almost immediately. This also explains why it is called fractional bootstrapping since at each step the increment of regularity is a fraction rather than an integer. Another idea of the proof is to use the semi-group property of the mild solutions, which enables us to simplify the corresponding argument in [2] .
The remaining part of the article is organized as follows: the main results are given in the following section. Section 3 is devoted to a new pointwise estimate of the generalized Oseen kernel and a corresponding estimate of the generalized heat kernel. In Section 4 we prove Theorem 2.2 mainly by using the aforementioned fractional bootstrap argument. Finally, the proof of Theorem 2.6 is given in the last section.
The main results
Before stating the main results, we introduce some notations. Define
and it has the scaling property
It is well-known that (1.1) has an integral formulation:
where P is the Helmholtz projection, and K γ = PG γ is the Oseen kernel (see Section 3 and Proposition 3.1).
with norm
for some C > 0, any k ≥ 0 and t ∈ (0, ∞). In particular, all conservative 2 functions are included. The classical Kato's method [12] easily gives the following local wellposedness result.
Here we state our main results of this note. 2 Here we say f is conservative if Pf ≡ 0, where P is the Helmholtz projection.
where
and C is independent of k and q . Consequently,
Remark 2.3. If f is conservative, i.e. Pf ≡ 0, the time T in Theorem 2.2 may be infinity. In that case, estimate (2.4) implies the decay in time of higher order Sobolev norms. Furthermore, the radius of convergence of Taylor's expansion of u(t, ·) increases with time at a rate proportional to t 1/γ . Remark 2.4. As was already mentioned, one feature of Theorem 2.2 is that no assumption is made on the size of the initial data u 0 . In other words, the mere existence of the solution implies its analyticity. This is accomplished by using the fractional boostraping (see Section 4) instead of the classical contraction argument. We emphasize that our result is conditional and depends on the existence of solutions in certain path spaces.
For other result of similar type, we refer the reader to GallagherIftimie-Planchon [5] , where the authors established a decay of solutions to the Navier-Stokes equations without assuming any smallness of initial data.
Remark 2.5. In the case when γ = 2, a similar result is obtained in a recent interesting paper [7] by Giga and Sawada. For general γ ∈ (1, 2], it seems that a direct application of their method only gives a less satisfactory estimate
which doesn't imply the spatial analyticity of u if γ < 2. To overcome this difficulty, in the spirit of our previous work [2] , we use a fractional bootstrap argument to make better use of the smoothing effect of the corresponding linear equations (see the proof of Theorem 2.2 in Section 4). In some sense, our proof can be understood as a nontrivial extension of [7] .
The next theorem covers the borderline case q = d/(γ −1). It follows from Proposition 2.1 and Theorem 2.2. However, we are not able to obtain a precise analyticity rate estimate as (2.4).
). Then u(t, ·) is spatial analytic for any t ∈ (0, T ).
By using a classical argument, it is easy to see that for any pair (p, q) satisfying the Serrin's condition
x for a possible different T > 0. Without much more work, by using a similar proof to that of Theorem 2.2 we can get the following result. We omit the details of the proof and leave them to interested readers. The theorem is in the same spirit as a result in Kahane [10] , but with equality in Serrin's condition instead of inequality (see also Dong-Du [3] ). To the best of our knowledge, the result is new even for the classical Navier-Stokes equations, i.e. γ = 2. Moreover, the smoothing estimate presented here is optimal.
< ∞ for some pair (p, q) satisfying (2.5). Then for any k = 0, 1, 2, · · · and pair (p , q ) satisfying (2.5) and q ∈ [q, ∞), we have
where C is independent of k and q . Consequently, by using the Sobolev imbedding theorem, we conclude that u(t, ·) is spatial analytic. Moreover, if f is conservative, then T may be infinity.
Remark 2.8. With some minor modifications our proofs also apply to the periodic boundary condition case. We again leave the details to interested readers.
Pointwise estimates of the generalized Oseen kernel
We will need the following pointwise estimates of higher derivatives of the generalized Oseen kernel with an explicit control of constants, which we are not able to find in the literature. The proof of a similar result but with no control of constants can be found in [18] , Proposition 11.1. We will not use Proposition 3.1 in its full generality. However, the estimate itself is of independent interest and we present it for future reference. We set Λ = (−∆)
−tΛ γ is a convolution operator whose kernel is given by
where K j,m is a smooth function. There exists a constant C = C(d, α, γ) such that, for any integer k ≥ 0 and
Proof. Let G γ (t, y) be the generalized heat kernel which satisfies the scaling property (2.1). Consider first the case 0 ≤ |y| ≤ 1. We have
Now it is enough to show that ∀ |x| ≥ 1, we have
To this end, write
and we have
. Therefore it is easy to see that the right-hand side of the above converges in the sense of distributions to To complete our argument, we write
To estimate I, we use the representation of G γ (t, z) through the heat kernel:
where dF (·) is a certain probability measure [24] 3 . This gives us
where He k+2 (z) is the d-dimensional Hermite polynomial of degree k + 2. We now use the following pointwise estimate of Hermite polynomials [9] :
We then have
Since in case I, |n − z| ≤ 1 2 and therefore |z| ≥ 1 2 , we have
where the last inequality follows from the fact that dF (s) is a probability measure and the elementary inequality
3)
The estimate of II is similar. By using integration by parts and (3.1) we have,
where dσ is the standard measure on the sphere {|z −n| = 1/2}. On |z −n| = 1 2
, we have |z| ≥ 1 2 and therefore by (3.2)
Note also that for |z −n| > 1 2 , we have
These estimates together with the elementary inequality (3.3) immediately give us
where the second inequality follows from the Stirling's formula. The proposition is now proved.
We also need the following lemma.
for any α satisfies
Here the constant C can be taken to be independent of p.
Proof. This follows from a similar pointwise estimate as in Proposition 3.1. We omit the details.
Proof. By scaling, it suffices to consider the case t = 1. In this case, the corollary follows immediately from Proposition 3.1.
Proof of Theorem 2.2
For simplicity of the proofs, we assume that f is conservative. The arguments can be extended to f satisfying (2.3) without any difficulty. Since u is divergence free, we have u∇u = ∇ · (u ⊗ u). Therefore, by using integration by parts, the integral equation (2.2) is equivalent to
is a bilinear term. The following lemma is probably known. We provide a sketched proof for the sake of completeness. 
2)
and the constant C is independent of q .
Proof. In this proof we denote by C the constants which may vary from line to line but independent of q . We shall use a bootstrap argument. Assume for some positive constant C 0 ,
We fix a t ∈ (0, T ) and choose s ∈ (t/3, 2t/3) such that
From (4.1) and the semigroup property of G γ , it holds that
Taking the L q x norm on both sides and using Minkowski's inequality, Young's inequality, Hölder's inequality, Proposition 3.1 and Lemma 3.2, we get
where r 1 and r 2 satisfy
Because s ∈ (t/3, 2t/3),
(1 − r)
dr.
, the last integral is finite if
Hence, (4.2) is proved for q satisfying (4.3). A finite iteration of this argument gives (4.3) for any q ∈ [q, ∞]. The lemma is proved.
Now we are ready to prove Theorem 2.2. Proof of Theorem 2.2. In this proof we shall denote by C 1 constants which may vary from line to line but does not depend on k or q . Let N ≥ 1 be an integer sufficiently large such that
Define a finite sequence of numbers q n ≥ q such that
We shall derive a set of recurrent inequalities for A(k, l). To this end, by using the semigroup property of G γ , write
Call the first term in the above sum linear term and the other bilinear term. We have four cases. Case 1: estimate of the linear term,
By Lemma 3.2 we have
Case 2: estimate of the linear term, l = 0, k ≥ 1. This case is similar to Case 1 and we have
Case 3: estimate of the nonlinear term for
For any two functions f , g, and 0 ≤ ε < 1, 2 < p < ∞, the following fractional Leibniz inequality is well known:
where the constant C p depends on p (see, for instance, [13] ). In what follows, we shall only apply the fractional Leibniz inequality when p = q n , 0 ≤ n ≤ N − 1. In this way the constants will not depend on q . Now by Corollary 3.3, Young's inequality and fractional Leibniz inequality, we have
The last integral converges since we have
Case 4: estimate of the nonlinear term for k ≥ 1 and l = 0. This case is similar to Case 3 but slightly trickier. The trick is to write
Now the rest of the proof follows essentially the same line as in Case 3. We have Here C and C 1 are constants greater than 1. For k ≥ 0, 1 ≤ l ≤ N , 0 ≤ j ≤ k, denote n 1 = N j + l − 1, n 2 = N (k − j) and n = N k + l.
The following inequality is easy to prove by using Stirling's formula:
Then it is not difficult to see that A(k, l) ≤ F (N k + l), where F (n) is a sequence of numbers satisfying
and for n ≥ 1, G(n 1 )G(n − 1 − n 1 ).
By the method of formal power series, it is easy to show that for some constant C > 0,
This immediately yields that
Our theorem is proved.
Proof of Theorem 2.6
This section is devoted to the proof of Theorem 2.6. We need the following uniqueness result of the mild solution to (1.1). ) is unique for any T 1 ∈ (0, ∞].
Indeed, for γ = 2 this lemma is proved in [22] (see also [16] ). The proof there can be easily modified to cover the case γ ∈ (1, 2] . We leave the details to interested readers. Now we are ready to prove Theorem 2.6. We fix a t ∈ (0, T ) and q ∈ ( In particular, this shows that u(t, ·) is spatial analytic. The theorem is proved.
