A Harris flow is a stochastic flow on the real line given by SDE (2.1) below. We study the noise generated by Harris flows, particularly spectra of the noise. Our aim is to understand what lies beyond the finite order terms in the chaos expansion (the Wiener-Itô expansion) for nonstrong solutions of SDE (2.1).
Definitions and main results
The notion of noises in continuous time (i.e., the case of time t ∈ R) has been introduced by Tsirelson (cf. [
T 1], [T 2], [T 5]):
Definition 1.1. A noise N = [{F s,t } s≤t , {T h } h∈R ] is a two parameter family of sub σ-fields F s,t , s ≤ t, of events defined on a probability space (Ω, F , P ) which is stationary in time and possesses the following property:
that is, F s,t and F t,u are independent and generate F s,u , for every s ≤ t ≤ u. By the stationarity in time, we mean the existence of a measurable flow {T h }, i.e., a measurable one-parameter group of automorphisms, on (Ω, F −∞,∞ := s≤t F s,t ), in which F s,t is sent to F s+h,t+h by T h .
In this article, it is always assumed that the probability space is complete and separable and that a sub σ-field contains all P -null sets.
In the discrete time case (i.e., the case of time n ∈ Z), a noise can be defined similarly but it is essentially equivalent to giving an i.i.d. random sequence. In the continuous time case, noises generated by increments of a Wiener process (of finite or countably infinite dimension), a stationary Poisson point process, or an independent pair of them, are typical examples which we call white, linearizable or classical noises. There are many non-classical noises, however. Every noise N = {F s,t } contains a unique maximal (i.e., the largest) classical subnoise which is denoted by N lin = {F lin s,t }. A Harris flow (as will be defined precisely in Def.1.3 below) is a stochastic flow on the real line R determined uniquely by giving a real positive definite function b(x) such that b(0) = 1, (cf. [H] ). Note that b(x) = b(−x). We assume that either b(x) = 1 {0} (x) or b(x) is continuous, C 2 on R \ {0} and strictly positive-definite in the sense that the matrix {b(x i − x j )} is strictly positive-definite for any choice of finite different points {x i } in R. The Harris flow in the discontinuous case of b(x) = 1 {0} (x) is known as the Arratia flow ( [A] ).
Here is a formal definition of stochastic flows on the real line: Let T be the set of all non-decreasing right-continuous functions ϕ : x ∈ R → ϕ(x) ∈ R with the metric defined by ρ(ϕ, ψ) = ∞ n=1 2 −n (ρ n (ϕ, ψ) ∧ 1) where ρ n (ϕ, ψ) = inf{ ε > 0 | ϕ(x − ε) − ε ≤ ψ(x) ≤ ϕ(x + ε) + ε for all x ∈ [−n, n]}.
Then T is a Polish space: The composite (ϕ, ψ) ∈ T × T → ψ • ϕ ∈ T , defined by ψ • ϕ(x) = ψ(ϕ(x)), and the evaluation map T × R ∋ (ϕ, x) → ϕ(x) ∈ R are all Borel measurable even though they are generally not continuous. The law of a Harris flow is uniquely determined under our assumption on functions b(x). The existence of Harris flows has been established in [H] (cf. also [LR 1]). A Harris flow is equivalently given by a stochastic differential equation (SDE) (2.1) in Section 2.
Let X = {X s,t } be a Harris flow associated with the function b(x) and N X be the noise generated by it. Suppose that b(x) is continuous. Then we can construct a centered Gaussian
and, for every x, y ∈ R, we have w(x), w(y) t = tb(x − y).
Here, for a sequence of times ∆ : s = t 0 < t 1 < · · · < t n−1 < t n = t and (
Hence, the noise N X is nonclassical if and only if
In the case of the Arratia flow, it generates a nonclassical noise: Tsirelson [T 3] (cf. also [LR 2]) showed that this noise is black in the sense that (F X s,t ) lin = {∅, Ω} for every s ≤ t. Tsirelson ([T 2], [T 5]) introduced the notion of spectral measures for noises which is an invariant under the isomorphism of noises and which can measure the degree of non-linearity (or sensitivity in the discrete-time approximation) of noises. Let C be the space formed of all compact sets in R endowed with the Hausdorff distance and C f be its subclass formed of all finite sets: C f = { S ∈ C | |S| < ∞ }. Here, |S| denotes the number of elements in S.
for every elementary set J ⊂ R. Here, by an elementary set J, we mean a finite union J = k [t 2k , t 2k+1 ] of non-overlapping intervals and we set
The following is an important characterization of classical noises due to Tsirelson: a noise is classical if and only if
, then µ Φ is a Borel probability on C so that we can speak of a C-value random variable with the distribution µ Φ . We denote it by S Φ and call it the spectral set of the noise associated with Φ.
We wish to describe the spectral set S Φ for the noise N X generated by a Harris flow X when Φ = X 0,1 (0) ∈ L us 2 (F X 0,1 ). The random set S Φ in this case is denoted by S X . We would also obtain some information on S Φ for general Φ. We consider naturally the case when the noise is nonclassical so that we assume (1.4). Furthermore, we assume that 
where ξ + = { ξ + (t)} t≥0 is the reflecting diffusion process on [0, ∞) with the generator
and the initial distribution µ(dx) := −db(x). Here, τ is a [0, 1]-valued and uniformly distributed random variable independent of ξ + .
In particular, we have
and this probability is also equal to E 1 0 (1 − b(ξ + (t)))dt where ξ + = {ξ + (t)} t≥0 is the reflecting diffusion process on [0, ∞) with the generator
which starts at 0. Still another expression of this probability is given by the expectation 1 2 E A −1 (1) , where A(t) is an additive functional of the one-dimensional Wiener process β(t) with β(0) = 0, defined by (1.10) and t → A −1 (t) is the inverse function of t → A(t). In the case of the Arratia flow, S acc X = S X and it is a perfect set, a.s.. It is described as a zero points set of a (double speed) reflecting Brownian motion starting at 0 as in the theorem. This recovers a result of Tsirelson ([T 4 ]) who obtained it by an approximation by coalescing random walks.
In the following, we consider the class of Harris flows associated with the correlation functions b(x) which satisfy (1.4), (1.6) and, for some 0 ≤ α < 1,
Again, functions b(x) = exp(−c|x| α ) for c > 0 and 0 < α < 1 are typical examples. Note also that the function b(x) = 1 {0} (x) (the case of the Arratia flow) is a typical example of the case when α = 0. From Theorem 1.2, we can obtain the following: Denoting by dim(S) the Hausdorff dimension of a subset S in R,
a.s., under the condition that it is not empty.
The proof of these theorems will be given in the subsequent sections by appealing to two main tools: joinings of Harris flows and certain duality relations between the reflecting (absorbing) L-diffusion and the absorbing (resp. reflecting) L-diffusion. Suppose that the correlation function b(x) of a Harris flow X is continuous. Let H(⊂ C b (R → R)) be the (real) reproducing kernel Hilbert space associated with b(x) so that, defining f x ∈ H by f x (y) = b(y − x), linear combinations c i f xi are dense in H and (f x , f y ) H = b(x − y). The Gaussian system W introduced in Section 1 can be given equivalently by a Gaussian system
and extend this to general f ∈ H by routine arguments.
We define an Itô-type stochastic integral
where {e k } is an orthonormal basis (ONB) in H and b k (t) = W (t, e k ), so that {b k (t)} is an independent family of one-dimensional Wiener processes. As is easily seen, the definition is independent of a particular choice of ONB.
2) is equivalently given in the form of SDE for X t := X 0,t (x):
), the condition (1.3) implies the pathwise uniqueness of solutions for SDE (2.1) (cf. [IW] , p.182). Hence, if the function b satisfies the condition (1.3), then X t is a unique strong solution to SDE (2.1) so that X 0,t (x) is F W 0,t -measurable for every x. By the stationarity, we see that X s,t (x) is F W s,t -measurable for every x and s ≤ t. Therefore, N X = N W holds. Thus, the if part of Th. 1.1 is proved. To prove the only if part, we first remark the following martingale representation theorem for Harris flows. 
s.,for each t > 0, and
In particular, it holds that
Proof.
. . X n t ) of which each component X k t solves the SDE (2.1) starting from x k and these components satisfy the coalescing property, has the same law as the n-point motion of the Harris flow (X 0,t (x 1 ), X 0,t (x 2 ) . . . , X 0,t (x n )). From this uniqueness in law, it follows by the usual methods that any M ∈ M 2 (F X ) that is measurable with respect to this n-point motion is continuous and has the desired representation as a stochastic integral. The result can then be extended to an arbitrary M ∈ M 2 (F X ) using the fact that the set of representable martingales is closed in this space.
¿From this proposition, we can easily deduce that [
lin , then there should exist some martingale in M 2 (F X ) which cannot be given by a sum of stochastic integrals by b k . Hence, in order to prove the only if part, it is sufficient to show that (1.4) implies that N W is strictly smaller than N X . For this, we introduce the following notion.
Definition 2.1. By a joining of a Harris flow, we mean a pair (X = {X s,t }, 
copies of the Harris flow defined on a same probability space such that the joint process
) are defined similarly as in Def.1.3 for X and X ′ , respectively, then
, and, for every x, y ∈ R,
the correlation function of the Harris flow.
It is obvious that, for a ρ-joining, the corresponding Gaussian noises W and W ′ are jointly Gaussian and ρ-correlated.
Lemma 2.1. For 0 ≤ ρ < 1, a ρ-joining exists and is unique in law. If, in particular, ρ = 0, then it is a pair of independent copies. This lemma can be deduced from the fact that the following differential operator Λ with variables
is non degenerate at all such points (x, x ′ ) ∈ R n × R m as all coordinates in x are different and also all coordinates in x ′ are different:
Note that, for a ρ-joining (X, X ′ ), the process
is a solution to the Λ-martingale problem.
We now assume (1.4) and prove that N W is strictly smaller than N X . Take ρ-joinings
0,t (0) is a Feller diffusion on R with the canonical scale s(x) = x and the speed measure m(dx) = (1 − ρ · b(x)) −1 dx which starts from the origin at time 0, (cf. [IM] for a general theory of Feller diffusions). As ρ ր 1, the processes ξ (ρ) (t) converge to the Feller diffusion ξ(t) with the canonical scale s(x) = x and the speed measure m(dx) = (1 − b(x)) −1 dx which starts from the origin 0 at time 0. As is well-known, ξ(t) = β(A −1 (t)) for a one-dimensional Wiener process β(t) and A(t) is defined by (1.10). Then we have
By the L 2 -continuity of the OrnsteinUhlenbeck semigroup, we have
Thus we have a contadiction and hence we cannot have N X ⊂ N W . This proves the only if part of Th.1.1 so that its proof now is completed.
In the following, we assume that (1.4) holds so that the noise generated by the Harris flow is nonclassical. In this case, 1-joinings are not unique. We specify two of them as the 1 + -joining and the 1 − -joining.
Definition 2.2. The 1 + -joining (X, X ′ ) is the identity joining: i.e., X = X ′ . The 1 − -joining is the limit in law of the ρ-joinings ( For ρ ∈ [0, 1), let (X, X ′ ) be a ρ-joining with corresponding ρ-correlated Gaussian processes W and W ′ . It is easy to see that the joint law Π(dX dX
From this, we deduce that Let F = n k=1 [t 2k−2 , t 2k−1 ] be an elementary set in R defined for a sequence t 0 < t 1 < · · · < t 2n−2 < t 2n−1 of times. We would introduce the notion of (ρ, F )-joining (X, X ′ ) of the Harris flow when ρ ∈ [0, 1), which is roughly the ρ-joining on F and the identity joining outside F .
To be more precise, set t −1 = −∞ and t 2n = ∞ by convention. Take a ρ-joining (Y, Y ′ ) and a 1 + -joining (Z, Z ′ ) which are mutually independent. Define X = [{X s,t } s≤t ] as follows: First, set X s,t = Y s,t if t 2k−2 ≤ s ≤ t ≤ t 2k−1 , k = 1, · · · , n and X s,t = Z s,t if t 2k−1 ≤ s ≤ t ≤ t 2k , k = 0, · · · , n. Then, define X s,t for general s ≤ t, by
similarly from Y ′ and Z ′ . Then (X, X ′ ) defines a joining of the Harris flow in which, however, X and X ′ are not stationarily correlated. 
µ Φ is supported on C f = {S ∈ C : |S| < ∞} and
The restriction of µ Φ to {S ∈ C : |S| = m} is determined (denoting S = {t m , · · · , t 1 }, −∞ < t m < · · · < t 1 < ∞) by
the chaos expansion of E[Φ|W] given by E[Φ|W] =
∞ m=0 I m , yields in the same fashion the restriction of µ Φ to C f and in particular
If (X, X ′ ) is a ρ-joining for ρ ∈ [0, 1) and Φ ′ = π * (Φ) as above, we have
As was remarked above, the relation E(ΦΦ
In the same way, we deduce for a 1 − -joining (X, X ′ ),
Example 2.1. Consider the case Φ = g(X 0,1 (x)) for a bounded continuous function g on R.
Note that E(Φ 2 ) = R p(t, x − y)g(y) 2 dy where
The chaos expansion of E[Φ|W] was obtained explicitly by Veretennikov and Krylov (cf. [VK]):
By setting
we have
where I m , m = 1, . . . , n, and R n are given by the following iterated Itô stochastic integrals:
¿From this, we obtain that
The following is a key lemma for the proof of Theorem 1.2 which records various generalizations of the identities (2.3) and (2.4). As above, we denote by S X the spectral set S Φ when Φ = X 0,1 (0) which is a C [0,1] -valued random variable.
F )-joining of the Harris flow, then,
equivalently,
Proof. In the case when Φ ∈ L us 2 (F X s,t ) and F = [s, t], (2.9) is nothing but (2.3) and (2.4). From this, we can deduce (2.9) in the general case of an elementary set F = n k=1 [t 2k−2 , t 2k−1 ], t −1 = −∞ < t 0 < · · · < t 2n−1 < t 2n = ∞, by considering the following L 2 -space factorization:
We omit the details.
3 Duality relations for L-and L-diffusions in the time reversal: The proof of Th.
1.2.
Let {ξ + (t), P x } and { ξ + (t), P x } be the reflecting L-and L-diffusion processes on [0, ∞) introduced in Section 1. The associated Markovian semigroups of operators acting on the space B([0, ∞)) of real bounded Borel functions are defined by
Define also the semigroups for absorbing processes by
where σ 0 and σ 0 are the first hitting time to 0 of ξ + (t) and ξ + (t), respectively. Introduce, further, the semigroups for processes with extinction on hitting 0 by 
We have the following duality relations which form another key lemma in the proof of Th.1.2:
Lemma 3.1. For x, y ∈ [0, ∞) and t > 0,
More generally, for x, y ∈ [0, ∞) and 0 ≤ t 0 < t 1 < . . . < t 2n−1 < t 2n < t 2n+1 ,
and
Admitting this lemma for a moment, we now proceed to prove Th. 1.2.
. Then |ξ(t)| is a time-inhomogeneous diffusion process which behaves as a reflecting L-diffusion when t ∈ F and as an absorbing L-diffusion (i.e., L-diffusion with 0 as a trap) when t ∈ [0, 1] \ F . It is known that P (S X ∋ t) = 0 for every t ∈ [0, 1] (cf. [T 2]). Then (2.8), combined with this remark, yields that
By applying the Itô formula for ξ(t) on each interval [t k , t k+1 ], we have
and hence,
On the other hand,
.
, we have by Lemma 3.1 the following:
If the random set S is defined by (1.7), it is not difficult to deduce, from the last expression of 
where a(x) = (1 − b(x)). Dividing Poisson's equation through by a(x) and integrating, we obtainL v − λv = −g.
Moreover v and g are bounded and v(0) = 0. Thus we must have v =Û 0 λ g. Letting f approach a delta function we may write the relationship between u and v as:
where u + λ is the continuous version of the resolvent density corresponding to U + λ . Recalling the symmetry relation, 1
, from which the first equality of (3.5) follows by uniqueness of Laplace transforms. The second equality may be proved by a similar method.
(3.6) and (3.7) can be proved by applying (3.5) successively: For example,
This proves a particular case of (3.6). In the same way, the general case can be proved easily by induction. [K] p.131, [IW] p.265).
4 Proof of Th. 1.3.
Consider a Harris flow X satisfying (1.4), (1.6) and (1.11).
Proof of Cor. 1.1. It is sufficient to show that the set of zeros of L-diffusion ξ(t) has the Hausdorff dimension (1−α)/(2−α), P 0 -almosy surely. The set of zeros of ξ(t) is the range of the inverse local time l −1 (t) at 0 of ξ(t), which is a subordinator with exponent Ψ(λ) = g λ (0, 0)
Here, g λ (x, y) is the Green function (resolvent density) with respect to the speed measure dx of reflecting L-diffusion where
, so that the speed measure in the new coordinate is given by dm(ξ) = a(ξ)dξ with a(ξ) = 1 −b(ξ). It is easy to deduce from (1.11) that a(ξ) ≍ ξ α/(1−α) as ξ → 0. Letg λ (ξ, η) be the Green function for L-diffusion with respect to the speed measure so thatg λ (0, 0) = g λ (0, 0). By Th.2.3 in p.243 of [KW] , we have Ψ(λ) =g λ (0, 0)
Then we can conclude that the range of the subordinator l −1 (t) has the Hausdorff dimension 1−α 2−α almost surely, by a result of Blumenthal and Getoor (cf. [B] , p. 94, Th. 16). Now we proceed to prove Th. 1.3. We need several lemmas.
Proof.
According to Theorem 3d12 of [T 5], every A ∈ B(C) is associated with a closed subspace H A of L 2 (F X −∞,∞ ) such that the spectral measure µ Φ of any Φ satisfies
where P A denotes the orthogonal projection onto H A . Both parts of this lemma are immediate consequences.
Lemma 4.2. Let t 1 < t 2 < t 3 and
The proof is easy and omitted. 
Proof. For every a > 1 − β, we have
Hence, there exists a subsequence n ν → ∞ such that, almost surely,
. . , n ν , which have nonempty intersections with the set S. Then C ν is a covering of S and
Hence, dim S ≤ a, a.s., implying that dim S ≤ 1 − β, a.s.
Proof of Th. 1.3. It is sufficient to show that 1 (x 1 ) , . . . , X 0,1 (x n )), x 1 , . . . , x n ∈ R, and a function f is uniformly Lipschitz-continuous on R n . Let F = [t, t + ǫ], 0 ≤ t < t + ǫ ≤ 1, and let (X, X ′ ) be a (1 − , F )-joining. Then we know by Lemma 2.2 that 2P (S
2 ) and similarly, we have
2 ) is independent of x, we have
where a constant K depends on n and the Lipschitz constant of f .
Let { ξ + (t), P ξ } be the reflecting L-diffusion on [0, ∞). As in the proof of Cor.1.1, take a canonical scale ξ as the coordinate so that L = In the same way, we have the estimate (4.1) for Φ = f (X s,t (x 1 ), . . . , X s,t (x n )), x 1 , . . . , x n ∈ R, s < t, where f is uniformly Lipschitz continuous on R n . Then, by Lemma 4.2, we have the estimate (4.1) for Φ = Φ 1 Φ 2 · · · Φ m ∈ L us 2 (F X 0,1 ) if t 0 = 0 < t 1 < t 2 < · · · < t m = 1, and Φ k ∈ ub[L 2 (F X t k−1 ,t k )], k = 1, 2, . . . , m, is given in the form
1 , . . . , x (k) n k ∈ R, where f k is uniformly Lipschitz continuous on R n k . By Lemma 4.1 (i), the estimate (4.1) still holds for a finite linear combination of such functionals and this class of functionals is dense in L us 2 (F X 0,1 ).
