Abstract. In this paper we prove some topological extension theorems for analytic covers. The main result is an extension theorem which only uses the extension of the ramification divisor. We give also a Thullen-type and a Hartogs-type extensions theorems.
Two analytic covers (X 0 , c 0 , X) and (X 1 , c 1 , X) over a normal complex space X are equivalent if there exists a biholomorphic map Φ :X 0 →X 1 such that c 1 • Φ = c 0 .
The mapĩ of Theorem 1 is surjective over D 0 but may not necessarily be an injection. In general let (X 0 , c 0 , X 0 ) be an analytic cover over a normal complex space X 0 . One says that it extends to an analytic cover (X 1 , c 1 , X 1 ) over a normal complex space X 1 if there exists a holomorphic imbedding i : X 0 → X 1 and a holomorphic map/injectionĩ :X 0 →X 1 such that the diagramX
is commutative. Depending on whetherĩ is supposed to be an injection or not one gets different notions of extension of analytic covers. Theorem 1 provides us an extension in a "weak" sense. The conclusion of Theorem 1 is not necessarily true if the morphism
is not surjective as it is shown by the following in Section 8.1. There exists indeed a 2-sheeted analytic cover which extends to a cover with 3 sheets.
Remark 1. In this paper speaking about extension of analytic covers we always assume thatĩ should be surjective over X 0 , i.e.,ĩ(X 0 ) = c −1
For R > 0 denote by ∆ k R the k-dimensional polydisk of radius R and set ∆
Theorem 2. Let D 0 := ∆ n−1 R × ∆ be a polydisk in C n , 0 < R < 1. Let (D 0 , c 0 , D 0 ) be a b 0 -sheeted analytic cover over D 0 . Suppose that its ramification divisor R 0 extends to an analytic hypersurface R 1 in ∆ n such that R 1 does not intersect ∆ n−1 × ∂∆. Then : ) be a b 0 -sheeted analytic cover over a 2-convex Hartogs figure (n ≥ 3). Then :
(i) the cover extends in the weak sense to a b 1 -sheeted analytic cover over ∆ n which verifies conditions (i), (ii), (iii) and (iv) of Theorem 1.
(ii) if b 0 = 2 then the cover (H, c 0 , H n,n−2 r ) extends in the strong sense to (D 1 , c 1 , ∆ n ).
Remark 2.
(a) There exists in Theorem 2.
(ii) a holomorphic function f ∈ O(∆ n ) such thatD 1 := {(ζ, z) ∈ C × ∆ n : ζ 2 = f (z)} and c 1 is induced by the canonical projection C × ∆ n → ∆ n . (b) The "strong" parts of Theorem 2 and Theorem 3 are no longer true when the number of the sheets is larger than 2 as it will be shown in the following example. and Ω := {z 1 ∈ C : |z 1 − 2 ε 1.2. Structure of the paper. We begin by recalling in Section 2 the definition of a finite analytic cover over a normal complex space and list some elementary properties of such covers. Then we give a topological extension result which allows us to extend topologically a regular cover through an analytic hypersurface, see Theorem 2.1. This result is due to K. Stein, see [St] . A complete proof of this theorem is given in Section 2.2 for the reader's convenience. Section 3 is about Theorem 3.2 of H. Grauert and R. Remmert. We recall in that section a complete proof of this Theorem using L 2 estimates methods given by G. Dethloff in [De] , see Theorem 3.1. Then one obtains Theorem 3.3 which provides an analytic structure of the cover space. One deduces in Section 4 some extension results for analytic covers, see Theorem 4.1, as well as one more example of an extension the so called Thullen-type extension theorem for finite analytic covers. We give it here for the sake of the future references.
Theorem 4. Let X be a normal complex space, A be a proper analytic subset of X and X 0 be an open subset of X which contains X \ A and intersects every one-codimensional branch of A. Let c 0 :X 0 → X 0 be a finite analytic cover over X 0 . Then it uniquely extends in the strong sense to a finite analytic cover c :X → X over the whole of X.
We prove in Section 5 the main result of this paper i.e., Theorem 1 and give some immediate consequences. Section 6 is about Theorem 2. Theorem 6.1 states that the hypothesis of Theorem 1 are satisfied as soon as
3)
It is a somewhat precise version of Lemma 6.1 due to E. Picard and E. Simard. We check that the proof of this Lemma given by T. Nishino in [Ni] can be adapted to prove also Theorem 6.1. Then we prove Theorem 2. In Section 7 we give the proof of Theorem 3 using some techniques of exhaustion by (n−2)-convex domains. At the end of this section we give details about Examples 1 and 2. I am grateful to S. Ivashkovich and S. Orevkov who gave me valuable hints and examples for the proofs in this paper.
Topological extension of covers
2.1. Analytic covers and their extensions. Recall that a regular cover is a locally homeomorphic map c :X → X between Hausdorff topological spaces such that for every x 0 ∈ X there exists a neighbourhood U x 0 such that its preimage c −1 (U ) is at most countable disjoint union of its connected componentsŨ i and for every i the restriction cŨ i :Ũ i → U is a homeomorphism. As it is well known (and obvious) if c :X → X is a regular cover then for every path γ : [0, 1] → X and every a ∈X such that c(a) = γ(0) there exists a unique liftγ of γ starting at a, i.e., a pathγ :
A finite regular cover is by definition a proper regular cover c :X → X. In this case there exists b ∈ N such that every x ∈ X has exactly b preimages.
Recall the following facts, see [Ha] for more details.
Remark 2.1. Let (X, c, X) be a b-sheeted regular cover. Fix z * ∈ X and let w * ∈X be a preimage of z * by c. We let π 1 (X, z * ) denote the fundamental group of X with base point z * . For every path γ ∈ π 1 (X, z * ) we let c * γ denote the lifted path of γ starting at w * .
It is a subgroup of index b in π 1 (X, z * ). Indeed let α, β be two closed paths starting at z * and letα := c * α and β := c * β. Thenα(1) =β(1) ⇐⇒ [β · α −1 ] ∈ K, which means that there are as many left cosets of K in π 1 (X, z * ) as preimages of z * by c. Conversely if K < π 1 (X, z * ) is a subgroup of index b there exists a finite regular cover c :X → X with b sheets and a fixed preimage w * of z * such that K := {[γ] ∈ π 1 (X, z * ) : c * γ is closed inX}. In other words K = Im c * where c * : π 1 (X, w * ) → π 1 (X, z * ) denotes the natural monomorphism induced by c. (2). Suppose thatX is path-connected and X is path-connected, locally path-connected and locally simply connected. For every γ ∈ π 1 (X, z * ) and for every preimage w * of z * the ending point c * (γ)(1) lies in the fiber of z * . Thus one obtains a homomorphism ρ : π 1 (X, z * ) → S b to the symmetric group of b elements. The map ρ is called the monodromy representation of the cover. Conversely suppose there exists a group homomorphism ρ : π 1 (X, z * ) → S b with transitive image i.e., for every i, j ∈ {1, . . . , b} there exists γ ∈ π 1 (X, z * ) which verifies ρ(γ)(i) = j. Then there exists a b-sheeted regular cover (X, c 0 , X) such that its monodromy representation coincides with ρ.
A regular analytic cover of complex spaces is by definition a regular cover of normal complex spaces. It should be said that regular covers are particular case of Riemann domains.
Definition 2.1. A finite analytic cover is a triple (X, c, X) where X andX are connected normal complex spaces such that :
• c :X → X is a zero-dimensional proper surjective holomorphic mapping,
• there exists a pure one-codimensional analytic subset R of X such that cX \R : X\R → X\R is a regular cover.
The setR is called the branching divisor of the cover and R the ramification divisor. Zerodimensional means that for every x ∈ X the preimage c −1 (x) is discrete. Since c is in addition supposed to be proper it is a finite map. Therefore there exists b ∈ N such that every x ∈ X\R has exactly b preimages.
Theorem of Stein.
The following statement can be found in [St] , see Satz 1. We give here the complete proof for the reader's convenience. We say that a closed subset R of a topological space X doesn't locally separate it if for every x 0 ∈ R there exists a neighbourhood basis {U α } of x 0 such that U α \ R is connected.
Theorem 2.1. Let X be a locally compact and locally connected Hausdorff topological space. Suppose that R is a proper closed subset of X which does not locally separate it and let c 0 :X 0 → X\R be a finite regular cover. Then there exists a unique locally compact, locally connected Hausdorff topological spaceX 1 , a unique imbeddingĩ :X 0 →X 1 surjective over X\R and a unique continuous surjective proper zero-dimensional map c 1 :X 1 → X such thatR := c −1 1 (R) is proper, closed, does not locally separateX 1 and the following diagramX
is commutative i.e., c 1 •ĩ = c 0 .
Proof. Without loss of generality we can suppose that X andX 0 are connected. Let b the number of the sheets of c 0 . For every p ∈ R we use like in [Ni] a basis {U α } of connected neighbourhoods of p such that U α \R is connected. Every c −1 0 (U α \R) can be decomposed into a finite number of connected components. If for every α there exists one of those components δ α such that δ α+1 ⊂ δ α and α δ α = ∅ we say that the sequence {δ α } α defines a boundary pointp ofX 0 over p. The sequence {δ α } α is a fundamental system ofp inX 0 . Two systems {δ α } α and {η β } β define the same boundary pointp if for every α (resp. β ) there exists some β (resp. α) such that η β ⊂ δ α (resp. δ α ⊂ η β ). Set q ∈ R ∩ U α and letq be a boundary point ofX 0 over q. We say that q touches δ α if there exist β 0 and a fundamental system {η β } β≥β 0 ofq inX 0 contained in δ α . LetR be the set of boundary points over R and setX 1 :=X 0 ∪R. For every α we letδ α denote the union of δ α and all pointsq which touch δ α for every q ∈ R ∩ U α . The sequence δ α α is called a fundamental neighbourhood system ofp inX 1 . Remark that there are at most b boundary points over p.
X 1 with the topology as above becomes a Hausdorff topological space. Indeed letp 1 andp 2 be two different points inX 1 . Let us prove there exist two neighbourhoods of those points whose intersection is empty. We shall prove this statement whenp 1 andp 2 are different boundary points above the same point p ∈ R. Let {δ 1 α } α and {δ 2 α } α be their fundamental systems inX 0 . By the hypothesis we can suppose there exists some α 0 such that for every α one has δ We define c 1 as follows. For everyp ∈X 1
2)
The map c 1 :X 1 → X is obviously continuous and surjective. Let us prove it is open. Let U ⊂X 1 be an open set, U := c 1 (Ũ ), p ∈ U andp ∈Ũ be a preimage of p by c 1 . If p / ∈ R one can find an open setṼ containingp such that c 1 is a homeomorphism onṼ . Then V := c 1 (Ṽ ) is a neighbourhood of p contained in U . If p ∈ R we take a neighbourhood basis {δ α } ofp such thatδ α ⊂Ũ . Then U α = c 1 (δ α ) ⊂ U is a neighbourhood of p in U . It follows that U is open and we deduce the result.
Let us prove that c 1 is closed. LetF be a closed subset ofX 1 and p ∈ X\F where F := c 1 (F ). We firstly suppose that p / ∈ R. Letp ∈X 1 \F be a preimage of p by c 0 . By the hypothesis onF one can find an open neighbourhoodŨ ⊂X 1 ofp such thatŨ ∩F = ∅ and also U ∩ F = ∅ where U := c 1 (Ũ ). The fact that c 1 is open implies that U is an open subset of X\F containing p. If p ∈ R we take a neighbourhood basis {U α } of p. Let us suppose that for every α we have U α ∩ F = ∅. Letp be a preimage of p by c 1 and {δ α } α be its neighbourhood basis. Since p / ∈ F one hasp / ∈F andδ α ∩F is empty for some α. That gives us a contradiction because U α ∩ F = ∅. Therefore c 1 is closed.
Moreover the fiber c −1
1 (p) of every p ∈ X contains at most b points by construction. It follows that c 1 is proper. The setR is clearly a proper closed subset ofX 1 because R is proper and c 1 is continuous. Moreover it does not locally separateX 1 . Indeed let p be a boundary point,Ũ be an open connected neighbourhood ofp and {δ α } α≥α 0 be a neighbourhood basis ofp in U . Since c 1 (R) = R one obtains thatδ α \R = δ α is connected by definition.
Let us prove thatX 1 is locally compact. Letp ∈X 1 and letK α be the connected component of c −1 Finally let us prove the uniqueness ofX 1 . LetX 1 be a locally compact Hausdorff topological space and c 1 :X 1 → X be a continuous proper zero-dimensional surjective map such thatR := c −1 1 (R) is proper closed and does not locally separateX 1 . Suppose that there exist two imbeddingsĩ :X 0 →X 1 andĩ :X 0 →X 1 such that the following diagram
is commutative i.e., c 1 •ĩ = c 0 = c 1 •ĩ . We have to prove that there exists a homeomorphism Φ :X 1 →X 1 such that Φ •ĩ =ĩ .
Letz ∈ĩ(X 0 ) and ζ be its unique preimage inX 0 byĩ. The function Φ :ĩ(X 0 ) → i (X 0 ) defined by Φ(z) =ĩ (ζ) is homeomorphic and verifies Φ •ĩ =ĩ . Let us extend it continuously toX 1 . Letp ∈R, {δ α } α be a neighbourhood basis ofp such thatδ α \R is connected andp α ∈δ α \R. We denotep α := ϕ(p α ). The fact that (p α ) α converges top implies by continuity of Φ :
It follows by connectedness ofδ α \R that there exists a unique preimagep of p by c 1 such that lim αp α =p ∈ R . Such p does not depend of the choice ofp α . We define Φ(p) :=p . One obtains a well-defined map Φ :X 1 →X 1 which is continuous and bijective by construction. Theorem 2.1 is proved.
Remark 2.2.
(a) Taking as X a domain in C n and R a divisor in X we see that Theorem 2.1 provides a topological extension of a finite regular cover across an analytic set. (b) Remark that if in the conditions of Theorem 2.1 c 0 :X 0 → X\R is a one-sheeted regular cover then the extended map c 1 :X 1 → X is a homeomorphism.
Theorem of Grauert and Remmert
In this section the space C n is equipped with the norm z = max{|z j | : j = 1, . . . , n}. Let D be a bounded pseudoconvex domain in C n , R be a pure one-codimensional analytic subset of D,D a locally compact Hausdorff connected topological space and c :D → D a continuous proper mapping. Set Y := D\R andỸ := c −1 (Y ). Suppose thatR := c −1 (R) doesn't locally separateD and cỸ :Ỹ → Y is a finite regular cover. Let b denote the number of its sheets.Ỹ inherits a canonical holomorphic structure which makes cỸ :Ỹ → Y holomorphic, see [GR3] . By a weakly holomorphic function onD one understands a continuous function which is holomorphic at univalent points of the cover, i.e., at points ofỸ .
L
2 existence Theorem. The following result is a L 2 estimate theorem for Riemann domains which in the case of domains in C n is due to Hörmander, see Theorem 4.4.2 of [Ho] . For the reader's convenience we sketch here the proof given in [De] . Remark that a similar result is stated in [NS] .
We set dν := c * (dλ) where dλ := i 2 n dz ∧ dz is the Lebesgue measure on C n . Let C ∞ (Ỹ ) (0,1) be the set of (0, 1)-forms onỸ with
Theorem 3.1. With the previous assumptions let g ∈ C ∞ (Ỹ ) (0,1) be such that ∂g = 0 and λ 0 := Ỹ |g| 2 e −ϕ 0 •c dν < +∞. Then there exists u ∈ C ∞ (Ỹ ) such that ∂u = g and
Proof. Let ϕ : Y → R ∪ {−∞} be an upper semi-continuous function on Y . We define the following vector spaces.
In the same way we define
on Hilbert spaces. In the same way one can define
. We let T * denote the adjoint operator of T . Let ϕ ∈ C ∞ (Y ) be strictly plurisubharmonic and γ : Y → R * + be continuous such that
where
The first result needed to prove Theorem 3.1 is the following inequality. For every
see [De] Lemma 2.1. We let A denote the subset of (0, 1) forms in D T * ∩ D S which are compactly supported. One deduce the following main result.
The proof consists to see that A is dense in D T * ∩D S and C ∞ 0 (Ỹ ) (0,1) is dense in A for the graph norm. One mainly uses Hahn-Banach Theorem, Riez representation Theorem and Lebesgue's dominated convergence Theorem. By using the existence of a smooth strictly plurisubharmonic exhaustion function s on the pseudoconvex domain Y one obtains the following result, see Lemma 4.4.1 of [Ho] for more details.
Lemma 3.2. Let us suppose that the function γ defined in (3.1) is bounded and such that its lower bound is strictly positive. Then for every
We assume now that ϕ is a C ∞ plurisubharmonic function on Y . We can apply the previous Lemma to z → ϕ(z) + 2 ln(1 + z 2 ) which is strictly plurisubharmonic and γ(z) := (1 + z 2 ) −2 . One obtains the following statement.
Now let us prove Theorem 3.1. Let a ∈ R. Set Y a := {s(z) < a} andỸ a := c −1 (Y a ). According to Theorem 2.6.3 of [Ho] there exists ϕ a a C ∞ plurisubharmonic function on
Then there exists a subsequence (u a j ) j from (u a ) which weakly converges on everyỸ
By a Cauchy-Schwarz inequality one obtains
and then
One finally obtains by monotone convergence Theorem
By the classical regularity of the ∂-equation, see Theorem 4.2.5 of [Ho] the solution u is C ∞ smooth and Theorem 3.1 is proved.
Grauert-Remmert Theorem.
The following theorem is due to Grauert-Remmert, see [GR2] and [Ni] . We use the approach of [NS] and [De] for the proof of GrauertRemmert theorem concerning the existence of weakly holomorphic functions. Proof. Fix some z * ∈ D\R and let c −1 (z * ) = {w 1 , . . . , w b } be as in the formulation of the theorem. Since c :Ỹ → Y is locally biholomorphic one can find a function p ∈ C ∞ 0 (Ỹ ) such that p ≡ 1 in a neighbourhood of w 1 and p ≡ 0 in neighbourhoods of w 2 , . . . , w b . One can deduce from Theorem 3.1 there exists u ∈ C ∞ (Ỹ ) such that ∂u = ∂p, u(w i ) = 0
and Ỹ |h 0 | 2 dν < ∞. The fact that D is a domain of holomorphy implies that there exists a holomorphic function f on D such that f (z * ) = 0 and f R ≡ 0, see [GF] . In order to extend h 0 through the points of c −1 (Reg (R)) one defines as in [De] t
Then t is a weakly holomorphic function onD such that tR ≡ 0. Moreover for every i ∈ {1, . . . , b} one has t(w i ) = 1 therefore (t· h 0 )(w i ) = h 0 (w i ). SetỸ 0 := c −1 (D\Sing R). By Lemma 1.8 of [De] t· h 0 extends to a weakly holomorphic function h onỸ 0 . Now let us prove that h is locally bounded onD. We define the Weierstrass polynomial of h :
For every i ∈ {1, . . . , b} the function a i is holomorphic on D\R and continuity of h onỸ 0 implies that a i is continuous on D\Sing (R). According to Riemann Extension Theorem the function a i holomorphically extends to D\Sing (R). Since codim (Sing (R)) ≥ 2 there exists a holomorphic function on D which extends a i . We still denote by a i this function. One obviously has the following.
Then every root ζ 0 of P verifies the following inequality
According to the previous statement one has |h (w)| ≤ max 1, b i=1 |a i (c(w))| for every w ∈Ỹ 0 . The function h is also bounded near points ofD\Ỹ 0 and therefore h := t· h is weakly holomorphic onD and separates the sheets. Theorem 3.2 is proved.
Theorem of Grauert-Remmert provides an analytic structure on the extended topological space. The main idea of the proof follows [DG] .
Theorem 3.3. In the conditions of Theorem 3.2 the spaceD inherits a unique structure of a normal complex space such that c becomes holomorphic,R analytic and therefore (D, c, D) becomes a finite analytic cover. The structure sheaf ofD is the sheaf O D of weakly holomorphic functions.
Proof. We shall prove that for every w ∈D we can find a neighbourhoodŨ of w such that Ũ , O Ũ is normal. SinceD\R is locally homeomorphic to a domain of D\R it is sufficient to prove the result when w ∈R. Let U be an open polydisk centered z := c(w) in D such thatR does not separate the connected componentŨ of c −1 (U ) containing w i.e.,Ũ \R is connected. We can apply Theorem 3.2 of Grauert-Remmert to the restriction cŨ :Ũ → U which we still denote by c. Let z * be a fixed point of U \R, h be a holomorphic function onŨ which separates the preimages of z * , ω h (z, ζ) its Weierstrass polynomial on U as in 3.3 and D(z) its discriminant. Set σ := {z ∈ U : D(z) = 0},σ := c −1 (σ) and
.
Then Φ(Ũ ) = M is a connected analytic subset of U × C. Moreover z ∈ σ if and only if h does not separate some preimages of z by c. That's why the restriction Φ 1 := ΦŨ \σ : U \σ → (U \σ) × C is injective. Mappings Φ and Φ 1 are continuous, proper and surjective onto M and M \ (σ × C) respectively. By Oka's normalization Theorem there exists a normal complex space N , a holomorphic map Ψ : N → M and an analytic set A ⊂ Sing M of M such that
and consider the biholomorphism
The fact that N is normal implies that t :
→Ṽ is holomorphic whereṼ is biholomorphic to a connected analytic subset of some bounded domain in C m . One can replace t by m holomorphic and bounded functions t i :W \Ψ −1 (M σ ) → C (i = 1, . . . , m). By normality ofW every t i extends to a holomorphic function t i onW . One obtains that the map (t 1 , . . . , t m ) gives an extension t : N →Ũ of t on the whole of N . Since Ψ −1 (M σ ) and Φ −1 (M σ ) do not locally separate N andŨ respectively one can apply uniqueness of Theorem 2.1 to the one-sheeted regular cover (Ũ \Φ −1 (M σ ), t, N \Ψ −1 (M σ )). It follows that t : N →Ũ is a biholomorphism and then (Ũ , O Ũ ) and (N, O N ) are isomorphic.
Example 3.1. SetD := {(z, w) ∈ C × C : z = w 2 } and let c :D → C be the map induced by the projection (z, w) → z. Then (D, c, C) is a 2-sheeted analytic cover with ramification divisor {z = 0}. Let us define for every (z, w) ∈ C 2 the polynomial h(z, w) = (z − 1)w. Then h ∈ O (D) and separates the preimages of z = −1 since h(−1, i) = −2i and h(−1, −i) = 2i but does not separate the preimages of z = 1 because h(1, 1) = h(1, −1) = 0. Let ω(z, ζ) be the Weierstrass polynomial of h defined in 3.3 i.e., ω(z, ζ)
is well defined, continuous, surjective and the restriction of Φ over M \({1, 0}) is injective. Since Φ −1 (1, 0) = {(1, 1); (1, −1)} the map Φ :D → M is not globally injective. It follows that (D, Φ, M ) and (M, id, M ) are two different extensions of the cover D \{(1, 1), (1, −1)}, Φ, M \{(1, 0)} over M . This happens because {(1, 0)} locally separate M . Indeed let U be a small disk centered at z = 1 which does not contain 0 and
can be decomposed into the union of the branches :
which may intersect when f (z)(z − 1) = 0 i.e., at (1, i). Therefore M ∩ (U \σ × C) is not connected.
Thullen type extension of analytic covers
We give in this section some extension theorems for analytic covers. Let us start with the following result, see Proposition 3.3 in [DG] .
Lemma 4.1. LetX and X be normal complex spaces and c :X → X be a continuous map. Then c :X → X is a finite analytic cover if and only if for every z ∈ X there exists an open neighbourhood U ⊂ X of z and a finite analytic cover π : U → V over a domain V ⊂ C n such that the composed map π • c :Ũ → V is again a finite analytic cover wherẽ
Proof. The condition is obviously necessary. Let us prove the converse. Let Sing X be the singular locus of X,S := c −1 (Sing X)) and z ∈ X\Sing (X). Let π : U → V be a finite analytic cover as in the formulation of the lemma. Since π • c is an analytic cover the fact that c −1 (U ) = (π • c) −1 (V ) implies that the restriction c :X\S → X\Sing X is a finite analytic cover. We let R denote its ramification divisor. Since X is normal one has codim Sing X ≥ 2 and R ⊂ X\Sing X uniquely extends to a one-codimensional analytic subset R ⊂ X. It implies that c :X → X is a finite analytic cover of ramification divisor R.
A consequence of Grauert-Remmert and Stein Theorems is the following extension result for analytic covers.
Theorem 4.1. Let c 0 :X 0 → X\R be a finite regular analytic cover where X andX 0 are normal complex spaces and R is a pure one-codimensional analytic subset of X. Then there exists a unique normal complex spaceX 1 , a unique imbeddingĩ :X 0 →X 1 and a finite analytic cover c 1 :X 1 → X such that the diagram (2.1) is commutative i.e., c 1 •ĩ = c 0 .
Proof. According to Theorem 2.1 there exist a unique locally compact Hausdorff topological spaceX 1 , a unique imbeddingĩ :X 0 →X 1 and a unique continuous surjective proper zero-dimensional map c 1 :X 1 → Xsuch that the diagram (2.1) is commutative and R := c −1 (R) does not locally separateX 1 . If X is a domain of C n , Theorem 3.3 implies thatX 1 inherits a structure of normal complex space and the result follows.
We suppose now that X is a normal complex space. Let z ∈ X.
There exist an open subset U of X containing z, an open polydisk V ⊂ C n and π : U → V a finite analytic cover. According to Lemma 4.1 it is sufficient to prove that π • c 1 :Ũ → V is a finite analytic cover whereŨ := c −1 1 (U ). Let Sing (X) denote the singular locus of X. Since X is normal the set R ∪ Sing (X) is a one-codimensional analytic set of X which we still denote as R. The map π • c 1 :Ũ \R → V \π(R) becomes also a finite regular analytic cover. According to the result proved above it uniquely extends to a finite analytic cover (Ṽ , c V , V ) over the whole of V . The following diagram is commutative.
Here, i denotes the natural inclusions. The fact that π • c 1 :Ũ → V is a continuous surjective proper zero-dimensional map implies by uniqueness of Theorem 2.1 that there exists a homeomorphism Φ :Ũ →Ṽ such that π • c 1 = c V • Φ. That homeomorphism becomes a biholomorphism and it follows that (Ũ , π • c 1 , V ) is a finite analytic cover.
Corollary 4.1. Let X be a normal complex space and A ⊂ X be a proper analytic subset. Let c 0 :X 0 → X\A be a finite analytic cover with critical locus R ⊂ X\A. Assume that R extends to an analytic subset R of X. Then (X 0 , c 0 , X\A) uniquely extends to a finite analytic cover (X 1 , c 1 , X) over the whole of X.
Proof. Since R is obviously a proper analytic subset of X we can suppose it is of pure codimension 1. We set Y := X\ R andỸ := c Proof of Thullen type extension. Now let us deduce the Thullen-type extension Theorem 4 from Introduction. Let R ⊂ X 0 be the ramification divisor of the cover c 0 :X 0 → X 0 . According to the Thullen-Remmert-Stein Theorem (see [Si] ) the closure R of R in X is a one-codimensional analytic set. Set Y := X\R andỸ := c −1 0 (Y ). Then (Ỹ , c 0 , Y ) is a finite regular cover. According to Theorem 4.1 it uniquely extends to a cover (X, c, X) over the whole of X. By uniqueness of the extension it implies that (X, c, X) extends (X 0 , c 0 , X 0 ).
Remark 4.1. The fact that Thullen type extension holds for finite analytic covers follows from the fundamental papers of K. Stein [St] and is known to the experts, see for example [DG] . But a complete proof to our best knowledge cannot be found in one place in the literature. Therefore we give in this paper a reasonably self-contained proof of the results stated above.
Extension by the extension of the ramification divisor
In this section we prove Theorem 1 from the Introduction. Set ]. We shall prove there exist two disjoints neighbourhoodsŨ 1 of [α
] inỸ 1 . The case z 1 = z 2 is obvious so we can suppose that z 1 = z 2 = z. Let U be an open contractible neighbourhood of z and suppose that there existz ∈ U and two paths β
(5.1)
The following equality holds in
and (5.1) implies that α 
β is a path in U starting at z}.
The fact that U is contractible implies that the previous union is disjoint. Therefore c 1 is a regular cover andỸ 1 inherits a structure of complex manifold.
For every w ∈Ỹ 0 we setĩ(w) := [c 0 • λ w * w ] where λ w * w is a path joining w * and w iñ Y 0 . Then by construction of the equivalence relation the mapĩ :Ỹ 0 →Ỹ 1 is well-defined, continuous and verifies c 1 •ĩ = c 0 . Let us prove that its restriction on the fiber c −1 (z) → c −1 (z) on every fiber is a surjective function between finite sets with b 1 elements. It is injective and Ψ :Ỹ 1 →Ỹ 1 becomes bijective. Its inverse is the holomorphic function given by Ψ −1 : ζ ∈Ỹ 1 → c 1 •α ζ * ζ whereα ζ * ζ is path between ζ * and ζ insideỸ 1 . One deduces that Ψ is a biholomorphism which uniquely extends to a holomorphic map Ψ :
The following example is well known. It shows that an analytic cover can be extended only by gluing the sheets. Remark that the branching divisor in it is empty.
Example 5.1. Take as X = C 2 \ R 2 and asX a b-sheeted cover of X. It cannot be extended over any point of R 2 in the strong sense because holomorphic functions on this X do not separate points. But it obviously extends to a trivial cover (C 2 , Id, C 2 ) after "gluing the sheets".
Remark 5.1. The conclusion of Theorem 1 is not a priori true if i * : π 1 (D 0 \R 0 , z * ) → π 1 (D 1 \R 1 , z * ) is not surjective. In this case one can extend (Ỹ 0 , c 0 , Y 0 ) is the weak sense to regular analytic cover over Y 1 such that the number of its sheets may be infinite. Thus we can not use Grauert-Remmert and Stein Theorems to prove the existence of an analytic over the whole of D 1 .
Extension of analytic covers over a polydisk
6.1. Lemma of Picard-Simard. The following statement is due to [PS] . It is proved in [Ni] .
Lemma 6.1. Let ∆ n ⊂ C n be the unit polydisk and Γ := {|w| < 1} ⊂ C be the unit disk. Let R be a one-codimensional analytic subset of ∆ n × Γ such that R ∩ (∆ n × ∂Γ) = ∅. Then there exists a proper analytic subset σ ⊂ ∆ n such that for every z * ∈ ∆ n \σ any one-dimensional closed curve γ in (∆ n × Γ) \R can be continuously deformed to a closed curve in ({z * } × Γ) \R.
By using the methods of the proof of Lemma 6.1 given by [Ni] one deduces a more precise statement about surjectivity of the natural map between fundamental groups. Theorem 6.1. In the assumptions of Lemma 6.1 there exists a nowhere dense subset A ⊂ ∆ n such that for every z * ∈ ∆ n \A and every Z * = (z * , w * ) ∈ (∆ n × Γ) \R the natural homomorphism
is surjective i.e., every loop γ in (∆ n × Γ) \R starting at Z * is homotopic to some path γ * ⊂ ({z * } × Γ)\R within the loops starting at Z * .
Proof. We denote the standard coordinates in C n+1 as z = (z 1 , . . . , z n ) = (x 1 +iy 1 , . . . , x n + iy n ) ∈ ∆ n and w = u + iv ∈ Γ. By the hypothesis on R there exists a monic Weierstrass polynomial
such that a i is holomorphic on ∆ n , P (z, w) has no multiple factor and
Since ∆ is biholomorphic to the square {z = x + iy ∈ C : −1 < x < 1 and − 1 < y < 1} we may assume that ∆ n is the cube. Set σ := {z ∈ ∆ n : Discr w P (z, w) = 0}. The following statement is proved in [Ni] as Lemma 2.9.
Lemma 6.2. Let D be a domain of C n+1 whose coordinates are denoted as z = (z 1 , . . . , z n ) ∈ C n and w ∈ C. Let R = {f (z, w) = 0} be an analytic hypersurface of D. There exists a linear transformation ϕ of C n+1 such that in the coordinates (z , w ) = ϕ(z, w) one has
. . , a n , w ) ≡ 0 .
We prove Theorem 6.1 by induction. Case n = 1. According to Lemma 6.2 we can suppose after taking a linear transformation that R does not contain any complex hyperplane of the form w = d where d ∈ Γ is constant. The set σ ⊂ ∆ consists of a countable number of points A k = A k + iA k , k ∈ N. Set A := {x + iy ∈ ∆ : ∃k ∈ N x = A k or y = A k }. Let Z * = (x * , y * , u * , v * ) ∈ (∆ × Γ) \R be such that x * +iy * / ∈ A and γ be a loop in (∆ n × Γ) \R starting at Z * . We can suppose that γ is a real analytic path and its projection onto every real axis x, y, u and v is not reduced to a single point. For every M = (x M , y M , u M , v M ) ∈ γ we set X M := {y = y M } ∩ ∆ and we let X M denote the cylinder X M × Γ. We have the following.
where α M and β M are real constants and such that : By compactness of γ we can find a finite number of points M 0 , M 1 , . . . , M q such that:
Since the projection of γ on the axes x and y does not reduce to a point we can suppose after a small perturbation that
Set p i := p i (M i ) and p i := p i (M i+1 ). Remark that every M i has two projections p i and p i−1 in {x * , y i } × Γ. We can continuously deform the arc [ 
within the loops starting at M 0 = Z * .
We have the following.
Lemma 6.4. Let D :=] − 1, 1[×Γ ⊂ R 3 be a cylinder and L j : (t, u j (t), v j (t)) a smooth arc in D (j = 1, . . . , ν). We make the following assumptions.
(1) L j ∩ ([−1, 1] × ∂Γ) = ∅ for every j = 1, . . . , ν and
L j and let γ be a path in D\L such that γ(0), γ(1) ∈ {t 0 } × Γ for some t 0 ∈] − 1, 1[. Then γ is homotopic to a pathγ ⊂ {t 0 } × Γ within the paths starting at γ(0) and ending at γ(1).
The proof of this Lemma consists in observing that there exists a homeomorphism
• the restriction Φ : {t 0 } × Γ → {t 0 } × Γ is the identity mapping. On deduce that we can deformγ in (∆ × Γ) \R to a closed curveγ in Y(z * )\R where
consists of an union of ν real analytic arcs L j verifying the assumptions of Lemma 6.4. Moreover for every i ∈ {1, . . . , q} λ i (0) = p i−1 ∈ {x * , y i } × Γ and λ i (1) = p i ∈ {x * , y i } × Γ. Since λ i does not intersect R Lemma 6.4 implies that for every i = 1, . . . , q − 1 there exists a pathλ i ⊂ ({x * , y i } × Γ)\R starting at p i−1 and ending at p i such that λ i is homotopic toλ i inside X M i \R with the same initial and terminal points. Thus γ is homotopic in (∆ × Γ) \R tõ
The last thing is to prove thatγ can be deformed to a close path γ * in {x * , y * } × Γ. But this is an application of Lemma 6.4 toγ by taking t = y. Theorem 6.1 is proved when n = 1. Case n ≥ 2. Let z * = (z * 1 , . . . , z * n ) ∈ ∆ n \σ where z * n = x * n +iy * n . According to Lemma 6.2 we can suppose after taking linear transformation that R does not contain any complex lines of the form {z 1 = c 1 , . . . , z n−1 = c n−1 , w = d} where (c 1 , . . . , c n−1 ) ∈ ∆ n−1 and d ∈ Γ are constants. Let γ be a closed curve starting at Z * = (z * , w * ) ∈ (∆ n × Γ) \R. As previously we can suppose that γ is real analytic of the form γ(t) = (φ(t), χ (t), χ (t), ψ (t), ψ (t)) where φ, χ , χ , ψ , ψ are real analytic functions and the projection of γ onto every axis x 1 , y 1 , . . . , x n , y n , u and v is not reduced to a single point. We shall prove there exists a nowhere dense subset A of ∆ n such that the assumption of the lemma is satisfied if z * / ∈ A.
where α M and β M are real constants such that
According to the method used in the proof of the case n = 1 there exists a nowhere dense subset A ⊂ {|x n | < 1, |y n | < 1} such that for every (x * n , y * n ) / ∈ A the curve γ to a closed pathγ inỸ γ \R whereγ(t) = (φ(t), x * n , y(t), u(t), v(t)) where y(t), u(t) and v(t) are continuous.
Thenγ can be deformed in
and the proof of the Lemma reduces to the case n − 1. By induction Theorem 6.1 is proved.
6.2. Proof of the results. We prove in this section Theorem 2 from Introduction. According to Theorem 6.1 there exists z * ∈ D 0 \R such that the natural morphism i * : π 1 (D 0 \R, z * ) → π 1 (∆ n \R, z * ) is surjective. By Theorem 1 one obtains Theorem 2.(i).
Let us prove the second part of the Theorem. Suppose that D = ∆ n is the unit polydisk and R ∩ (∆ n−1 × ∂∆) = ∅. There exists a Weierstrass polynomial
where every a i is holomorphic on ∆ n−1 such that R = {P (z) = 0}. We can suppose that P (z) has no multiple factors so thatR := {0}×R does not locally separateD
According to Theorem 6.1 there exists z * ∈ ∆ n−1 such that the natural morphism i * : π 1 (∆ z * \R, z * ) → π 1 (D\R, z * ) is surjective where z * = (z * , z n ) ∈ D\R. SetỸ := c −1 (D\R) andỸ := c −1 (D\R). Let w * ∈Ỹ and w * = (ζ * , z * ) ∈Ỹ be some preimages of z * by c and c respectively. The point z * has been chosen so that ∆ z * ∩ R = {a 1 , . . . , a ν }. Fix i ∈ {1, . . . , ν}. Take a neighbourhood U i of a i inside ∆ z * such that c −1 (U i \R) is connected. Fix z i ∈ U i \R and let [γ i ] be a generator of π 1 (U i \R, z i ) Z. Then the lift of γ i by c at any preimage of z i is not closed. Let λ i be a path between z * and z i inside ∆ z * \R.
and letα i denote the lifted path of α i starting at w * by c. Thenα i is not closed and by using the same argument one obtains that the lifted pathα i of α i by c starting at w * is not closed. One can see that π 1 (∆ z * \R, z * ) is the free group generated by {[α 1 ], . . . , [α ν ]}. It is easy to prove by induction that the lift of any loop α
One deduces that if two paths α
is even. Moreover Theorem 6.1 implies that the morphism
induced by the natural inclusion is surjective. Every loop α in D \ R starting at z * is homotopic inside D\R to α
. . , p). According to the previous remark one deduces that the parity of n 1 + · · · + n p does not depend of the choice of such a decomposition. It follows that c * α is closed if and only if n 1 + · · · + n p is even. In particular the lift c * α of any loop α ⊂ D\R by c is closed if and only if c * α is closed. The regular covers (Ỹ , c, D\R) and (Ỹ , c , D\R) are equivalent. By uniqueness of Theorem 4.1 Theorem 2 is proved.
Hartogs type extension of analytic covers
Recall that a smooth real valued function ρ in an open set Ω ⊂ C n is called (n − q)-convex at point z * ∈ Ω if its Levi form L ρ (z * ) has at least q + 1 positive eigenvalues. Let us prove Theorem 3 from Introduction. It consists from the following steps.
Step 1 : Let us prove the following result. Proof. We may assume that p = 0. Let R be the ramification divisor of the cover c 0 :D + → D + . By Theorem 8.3 of [ST] there exists a neighbourhood V of 0 inside D such that R extends to an analytic hypersurface in V that we still denote R. We may assume that every branch of R in V contains 0. Let Σ be the complex tangent of M at 0. Since M is (n − 2)-convex there exists a subspace S ⊂ Σ on which the complex Hessian of L ρ,0 is positive definite. One can find a one-dimensional disk ∆ ⊂ D + centered at 0 sufficiently close to S such that ∆ ∩ R = {0}. Take a complex orthogonal direction L of ∆ at 0 in C n and let z = (z 1 , . . . , z n ) be the coordinates chart corresponding to L × ∆. There exist ε > 0 such that ∆
Step 2 : One obtains the following result. Proof. Let U p , U q be polydisks inside D centered at p ∈ M and q ∈ M respectively such that
It suffices to prove that there exists a finite analytic cover over D + ∪ W which extends c p and c q . By construction of U p and U q there exists z * ∈ U p ∩ U q ∩ D + such that the natural morphisms i p, * : π 1 (U + p \R, z * ) → π 1 (U p \R, z * ) and i q, * : π 1 (U + q \R, z * ) → π 1 (U q \R, z * ) are surjective, see Theorem 6.1. Recall the following.
Lemma 7.3. Let X = X 1 ∪ X 2 be an open covering of a topological space X such that X 1 ∩ X 2 is path-connected. For every x * ∈ X 1 ∩ X 2 the natural homomorphism
is surjective. Here π 1 (X 1 , x * ) * π 1 (X 2 , x * ) denotes the free product of π 1 (X 1 , x * ) and π 1 (X 2 , x * ). This is the "weakest" part of the proof of Van Kampen Theorem, see [Ha] for more details. By Lemma 7.3 it implies that every loop α inside W \R is homotopic to α
In the same way one deduces that (W , c W , W ) is an extension of (Ũ q , c q , U q ) and b W ≤ b q . Lemma 7.2 is proved.
Step 3 : Now we need to exaust ∆ n by smooth (n − 2)-convex domains starting from H n,n−2 r . The idea of the following construction is inspired by §3 from [Iv2] . For α > 0 consider the smooth function
Here C n w = (w 1 ; w 2 ) with w 1 = (z 1 , z 2 , z 3 ), w 2 = (z 4 , . . . , z n ). Set
and the hypersurface Σ α = {w ∈ ∆ n : ρ α (w) = 0} Proof. The Levi form of ρ ε,α at w is
. . , n. This readily implies the assertion i) of the Lemma. Assertion ii) is left to the reader.
Step 4. End of the proof. Applying Lemma 7.2 one deduces the set of α such that our cover extends to a neighbourhood of D The second assertion follows by construction of the cover. Indeed in Lemma 7.2 the cover extends to a 2-sheeted analytic cover over U .
Examples
8.1. An exemple related to Theorem 1. We give in this section details about Example 1 from Introduction. Let m ≥ 4 be an integer and X m be the configuration space of m points in C, i.e., X m is the space of unordered m-tuples (z 1 , ..., z m ) of complex numbers. It can be identified with C m viewed as the space of monic polynomials of degree m.
with coefficients being elementary symmetric functions on z 1 , .., z m . I.e., w 0 = (−1) m z 1 ...z m , ..., w m−1 = − (z 1 + ... + z m ) or, equivalently z 1 , ..., z m are the roots of (8.1). Denote by
the discriminant variety, i.e., the divisor of such w that the corresponding polynomial has multiply roots. Or, in z-presentation such m-tuples (z 1 , ..., z m ) where not all z j are distinct. The discriminant variety has equation
Fix a sufficiently small neighborhood D 0 with center at p. One can suppose D 0 is the product of a polydisk ∆ n with center at (1, . . . , 1) in X n and a polydisk ∆ m−n centered at
As it is well known π 1 (D 1 \R 1 , z * ) = B m the braid group with m strands, see [KT] for details. After shrinking D 0 one has π 1 (D 0 \ R 0 , z * ) = B n . Let g 0 : B n → S n be the natural homomorphism onto the symmetric group of n elements. It defines a regular n-sheeted cover c 0 :
. By Theorem 4.1 it can be extended to a n-sheeted analytic cover over D 0 with ramification divisor R 0 . Suppose that this cover extends to some n-sheeted analytic cover c 1 :D 1 → D 1 over D 1 with divisor R 1 . Then there should exist a homomorphism g 1 : B m → S n making the following diagram commutative.
Here i * : B n → B m denotes the homomorphism induced by the natural inclusion i :
Proof. Suppose the contrary. Let σ 1 , σ 2 , σ 3 be the twist generators of B 4 and denote by t i = g 1 (σ i ) ∈ S 3 their images under g 1 . Then applying g 0 = g 1 • i * to σ 1 , σ 2 we see that we can suppose that t 1 = (12) and t 2 = (23). Moreover all twists in the braid group are conjugate to each other. Indeed for every k = 1, . . . , 3 one has c k σ 1 c −k = σ k where c = σ 1 . . . σ 4 . It follows that all t i are conjugate as well. Therefore t 3 should be a transposition and, moreover, it should commute with t 1 and t 2 . But no transposition in S 3 commutes with t 1 and t 2 . Contradiction.
Remark 8.1.
(a) One can prove more generally that such g 1 doesn't exist for m > n 3. 
is commutative the cover (D 0 , c 0 , D 0 ) tautologically extends to a 5-sheeted cover over D 1 . Here i : S n → S m denotes the standard monomorphism of symmetric groups.
8.2. A non-extendible cover in the strong sense. We detail here Example 2 from Introduction. The idea is inspired by the construction of the cover in Figure 3 . Fix z * = 0 in C and set ∆ z * := {z * } × ∆ 2 , D 1 := ∆ × ∆ 2 . Define R 1 := {z 1 = z 2 2 }. The intersection R 1 ∩ ∆ z * consists of two points a and b. Let (∆ z * , c 0 , ∆ z * ) be the 3-sheeted analytic cover as shown in Figure 3(b) . There exist two generators α 1 and α 2 of π 1 (∆ z * \{a, b}, z * ) such that the lift of α := α 1 ·α 2 at some preimagez * of z * is open. Since α is equivalent to the constant path inside D 1 \R 1 it follows the cover can not be extended to a 3-sheeted analytic cover over D 1 . However one can extend it over D 0 := Ω×∆ 2 where Ω ⊂ C is a neighbourhood of z * such that π 1 (D 0 \R 1 , z * ) = π 1 (∆ z * \{a, b}, z * ), see Figure  3 , Ω := {z 1 ∈ C : |z 1 − 2ε 0 3 | < 2ε Proof. The proof of (1) consists from the following steps. In Steps 1,2 and 3 we prove thatD 0 is connected. In Steps 4 we deduce the result.
Step 1 : Fix ε ∈ C such that 0 < |ε| < ε 0 . The set A ε := w ∈ C : |w 3 + εw| < 2 √ 27 is star convex with respect to 0.
Remark that w ∈ C : |w| < 1 √ 27
⊂ A ε for any 0 < |ε| < ε 0 . Let w ∈ A ε and t ∈ [0, 1]. We need to prove that
We can suppose that w = 0 and t|w| ≥ < 0 and therefore (8.7) is proved..
Step 2 : The set B := (z 1 , w) ∈ Ω × C :
is connected.
Let (z 1 , w) ∈ B and (z 1 , w ) ∈ B. By taking ε :=
and ε :=
one has 0 < |ε|, |ε | < ε 0 , w ∈ A ε and w ∈ A ε . According to the previous step B contains (z 1 , tw) for t ∈ [0, 1]. Therefore (z 1 , w) can be connected with (z 1 , 0). Likewise (z 1 , w ) can be connected with (z 1 , 0). Since Ω is a disk the Step 2 is proved.
Step 3 :D 0 is path-connected.
Let (z 1 , z 2 , w) ∈D 0 and (z 1 , z 2 , w ) ∈D 0 . Remark that (z 1 , w) ∈ B and (z 1 , w ) ∈ B. According to the previous step there exists a path t ∈ [0, 1] → (γ 1 (t), γ 3 (t)) inside B such that (γ 1 (0), γ 3 (0)) = (z 1 , w) and (γ 1 (1), γ 3 (1)) = (z 1 , w ). For every t ∈ [0, 1] there exists γ 2 (t) ∈ ∆ 2 such that
By construction γ : t → (γ 1 (t), γ 2 (t), γ 3 (t)) is a path insideD 0 between (z 1 , z 2 , w) and (z 1 , z 2 , w ).
Step 4 : Proof of (1). Recall that the discriminant of the polynomial w 3 + pw + q with respect to w is equal to −4p 3 −27q 2 . Fix (z 1 , z 2 ) ∈ D 0 . R 0 is the set where the discriminant of two preimages by c 0 . Indeed for every (z 1 , z 2 ) ∈ R 0 there exists ε ∈ C such that z 1 = 4ε 6 , f (z 1 ) = . By construction the quantity defined in (8.9) does not vanish and t → i √ 27 (γ 3 (t) + εγ(t)) , γ(t) is a path between (z 2 , w) and (z 2 , w ). After shrinking U 3 one can suppose this path is insideỸ . It follows that ({z 1 } × U 2 × U 3 ) ∩D 0 \R 0 is connected. We can finally find a small disk z 1 ∈ W ⊂ U 1 such that (W × U 2 × U 3 ) ∩D 0 \R 0 is connected. Statement (1) is proved. Proof of (2). Fix z * ∈ Ω and take (z * , 0) ∈ D 0 \R 0 . Since R 1 ∩(∆ × ∂∆ 2 ) = ∅ one deduces by Theorem 2. is a continuous deformation between α 1 and γ. Likewise the loops α 2 and γ −1 : t → γ(1−t) are homotopic inside D 1 \R 1 . It follows that α := α 1 ·α 2 is equivalent to the constant path in π 1 (D 1 \R 1 , z * ).
Lemma 8.2. There exists a preimage x * of z * by c 0 such that the lifted path of α 1 at x * is closed.
Proof. According to (8.8) there exists a preimage of 2ε 0 (V ) such that the restriction c 0Ṽ :Ṽ → V induced a homeomorphism. Fix z ∈ V \R 0 and let λ be a path between z and z * inside D 0 \R 0 . One can find a loop α 1 starting at z inside V \R 0 such that α 1 is homotopic to λ −1 · α 1 · λ. Let x ∈Ṽ be the preimage of z by c 0Ṽ and letα 1 ,λ be the lifted paths of α 1 , λ by c 0 at x. By construction the lift of λ −1 · α 1 · λ by c 0 at x * :=λ(1) is closed. Lemma 8.2 is proved.
One deduces the lift of α by c 0 at x * is not closed, see Figure 3 (b). It not Lemma 8.2 implies that the lifted path of α 2 at x * is closed too. Since π 1 (D 0 \R 0 , z * ) is generated by [α 1 ] and [α 2 ] it follows that the lift of every loop β inside D 0 \R 0 by c 0 at x * is closed. Also x * can not be joined to any other preimage x * of z * insideD 0 \R 0 . This is not possible becauseR 0 does not locally separateD 0 .
By construction we can not extend (D 0 , c, D 0 ) in the strong sense to a cover over D 1 because the lifted path of α previously defined is not closed inD 0 while α is equivalent to the constant path in π 1 (D 1 \R 1 , z * ). It follows that b 1 < 3 and we have a contradiction.
Suppose that b 1 = 2. Since R 1 ∩ (∆ × ∂∆ 2 ) = ∅ we may assume by Theorem 2.
(ii) that D 1 = {(ζ, z 1 , z 2 ) ∈ C × ∆ × ∆ 2 : ζ 2 = z 1 − z 2 2 } and c 1 is induced by the natural projection (ζ, z 1 , z 2 ) → (z 1 , z 2 ). There exists a holomorphic functioñ i :D 0 −→D 1 (w, z 1 , z 2 ) −→ [ϕ(w, z 1 , z 2 ), z 1 , z 2 ] where ϕ is holomorphic onD 0 such that ϕ(w, z 1 , z 2 ) 2 = z 1 − z 2 2 . Let ε ∈]0, ε 0 [ be such that z 1 := 4ε 3 ∈ Ω. Remark that the projection π :D 0 ∩ {z 1 = 4ε 3 } −→ A ε (4ε 3 , z 2 , w) −→ w induces a biholomorphism, here A ε denotes the set defined in Step 1. Thus there exists a holomorphic function g : w ∈ A ε → ϕ(w, 4ε 3 , i √ 27(w 3 + εw)) such that g(w) 2 = 4ε 3 + 27(w 3 + εw) 2 . That is not possible because the open set {4ε 3 + 27(w 3 + εw) 2 : w ∈ A ε } contains 0. Indeed if w is a square root of 
