Introduction
Knowledge-based systems utilize mostly production rules, mainly because of their human-friendly knowledge representation, which will be the case if the rules are mutually independent; i.e. outputs of any rule do not enter antecedents of any other rule and so decision chains and closed loops are not created. Such systems will be hereafter referred to as 'simple' rule-based systems. However, a complex system is characterized only by such chains and loops. In that case the rule-based knowledge representation loses its main advantage and becomes 'unreadable'.
Therefore, Fuzzy Cognitive Maps (FCMs) seem to be very suitable means to overcome the limits of simple rule bases, and these are able very clearly to represent graphically to a human notions and relations among them as seen in fig.   1 . A simple rule base (a rule set) lacking any chains or loops is the simplest or, in other words, the most degenerated form of an FCM. Hence, all operations and properties of production rules are valid for FCMs, too. Further, FCMs possess other additional properties and abilities (described in the next sections) that are also convenient for the analysis and modelling of dynamic systems.
On the other hand, FCMs have the same basic drawbacks as other fuzzy systems: they are not able to self-learn. The design of adaptation approaches is much more difficult because of their complex structure and its variability (Johanyák and Kovács, 2006) . Therefore, at least the definition of notions, which are represented by nodes (see fig. 1 ), is done manually by an expert and adaptation is limited to adjusting relations, i.e. graph edges. Most adaptation approaches are based on unsupervised learning derived from its use in neural networks, mainly
Hebbian learning, e.g. (Blanco et al., 2001) , (Papageorgiou et al., 2006) or reinforcement learning (Aguilar, 2003) . On the contrary, a modification of supervised learning was shown in (Vaščák and Madarász, 2010) . However, there are also approaches utilizing evolutionary computing like differential evolution (Parsopoulos et al., 2004) and particle swarm optimization (Papageorgiou et al., 2005) .
Evolutionary algorithms represent one of the most spread parts of optimization approaches and especially genetic algorithms are the best known of them, which are based on the Darwinian theory of evolution. They rely on a hypothesis that newer generations of a species due to suitable mutations, crossover and subsequent selection will be usually of a better quality than their ancestors. However, in spite of many successful technical applications genetic algorithms show some lacks.
First of all, the Darwinian Theory is hypothetic and probably it needs lots of corrections from the biological point of view. Further, generating new populations does not guarantee automatically also convergence to a solution. New populations may degrade from any reason. Finally, only a part of knowledge will be advanced from parents to their descendants by the inheritance process.
Therefore a new metaphor in the evolutionary computing has been developed, the so-called migration algorithms. They are derived from social behaviour of some mammals like for instance wolfs. They are organized in groups (gangs), which are managed by a leader. The basic differences between genetic and migration algorithms are based on modification of parameters. Individuals in genetic algorithms are processed by mutation and crossover operations and a new generation arises. On the other hand, no new generations are produced by migration algorithms. Individuals are the same during the whole optimisation process. Only their position is changed in the search area, which is equivalent to producing new generations. In other words, individuals (e.g. wolfs) are searching or migrating to find the best source of food.
In this paper the attention will be focused on a special kind of migration algorithms the so-called Self-Organizing Migration Algorithm (SOMA) proposed in (Zelinka, 2002) . It was successfully tested on a number of applications like predictive control of a chemical reactor or plasma reactor optimization and compared to simulated annealing and differential evolution (Nollea et al., 2005) .
Besides it was also tested on a scheduling task for generating plans of construction machineries (Vaščák, 2005) where it was shown this kind of optimization algorithms can be used very successfully in any task being able to be transformed into a task of the so-called travelling salesman. Principally similar application related to searching for optimal tolerances of individual components for a clutch assembly at the minimum cost of manufacturing is described in (Coelho, 2009) . Now the previous idea will be further developed into using SOMA as a learning method for FCMs, which is supported by mentioned evolutionary computing approaches for adjusting parameters of FCMs as well as the idea of travelling salesman. To confirm this supposition the task of path planning in dynamic traffic environment was used for testing.
Therefore, the structure of the paper will be following. At first, both used means -FCMs and SOMA will be described briefly. Then the so-called parking problem will be characterized and a new adaptation method for adjusting FCMs based on SOMA will be introduced. After that a simulation example with dynamic traffic will be shown and the structure of the whole path planning system will be described.
Fuzzy Cognitive Maps
In (Groumpos, 2010) ). FCM represents an extension of CM and was proposed by Kosko in 1986 (Kosko, 1986 . The extension is based on strength values that are from an interval There are two basic formal definitions of FCM (Chen, 1995) and (Stach et al., 2005) . Further, the definition by (Chen, 1995) will be used where FCM is defined as a 4-tuple:
where:
C -finite set of cognitive units (nodes) described by their states 
Cognitive units are in each time step in a certain state. Using transition matrix we can compute their states for next time step and thus repeatedly for further steps.
Similarly as for differential equations we can draw phase portraits. To preserve values in prescribed limits a boundary function L is used, too. So we can compute the states for t+1 as follows (Chen, 1995) :
Comparing fig. 1 and 2 SOMA parameters can be roughly divided into 2 groups:
1. Managing parameters -they influence the quality of search.
2. Finishing parameters -they determine the stopping moment of the algorithm.
Their definition is following:
Path -distance of an individual to a leader after a migration step. If e.g. Path=1 the individual will stop directly on the leader's position. If Path=2 the individual will stop in the middle between the leader and its starting position before finishing the migration step. It is recommended the Path value should be adjusted < 1 to cover the search area by individuals on a larger surface to prevent skidding into a local extreme.
Step -size of a migration step or mapping. The smaller
Step the greater the chance to find a significant extreme but also higher computational complexity and vice versa.
PRT -perturbation, a parameter, which modifies the movement vector m → of an individual to the leader.
D -number of optimised variables or arguments of the fitness function. This
parameter is directly dependent on the solved problem and defined fitness function.
NP -number of individuals (population size). This value usually depends on D
and it directly influences the search quality. The greater NP is then the higher possibility will be to find a significant (maybe global) extreme.
M -migration, which is analogous to the number of populations in genetic algorithms.
AE -the maximum allowed difference between the best and the worst individual in the population. In order to find a really significant extreme and to prevent divergence from the optimal solution it is also necessary to achieve a good solution for other individuals not only for the best one. It means if the real error is smaller than the accepted error then the algorithm is stopped.
The parameters from Path to NP belong to the first group and the last two parameters are finishing ones.
One important advantage of this algorithm is based on its ability to process diverse data types of parameters like integers, real or discrete values. They can be mixed mutually, too. SOMA parameters define the structure and universes of discourse for individuals. To generate an initial population the so-called specimen S is defined at first: 
where Type denotes the data type of a parameter, LL and UL are the lower and upper limits of the universe of discourse, respectively. These intervals of values represent permitted parameter values or from other point of view physical limitations of the application. The population (real individuals) will be generated by:
where P 0 is the initial population and x i,j represents j-th dimension of the i-th
In addition, SOMA also uses operators of perturbation and migration. The perturbation is analogous to the mutation process in genetic algorithms. However, the result of such an operation is not a property change of an individual but its movement vector m → to the leader is perturbed (interfered), i.e. it is not directed to the leader (as seen in fig. 3 ).
The movement vector m → represents the distance between starting point of a given individual and the leader, i.e. in the vector description: 
where p is the order of steps on a path from a given individual at the starting point will have mostly zeros and the perturbation will affect direct movement of a given individual to the leader, i.e. the movement vector m → will be modified.
Only the dimensions where values of PRT v  j are adjusted to 1 will not be perturbed and the movement will be similar to the original form of m → (see fig. 4 ).
Similarly, migration is analogous to crossover in genetic algorithms. During one migration cycle (7) is processed in steps, which corresponds to mapping the state space. Although there does not exist any generating new populations but this representation is equivalent to a sequence of descendants depicted in the fig. 4 as bullets (one step -one descendant or one element of given population). Also the best solution will be chosen and after the migration cycle the individual will come back to the best position, which corresponds to the selection in genetic algorithms.
Generating new populations is substituted by migrating individuals in the state space. There exists one significant difference in comparison to genetic algorithms, where mutation and crossover are timely divided operations but as seen in (7) SOMA perturbation and migration are processed simultaneously.
Processing in SOMA depends on the strategy used. There are several possible strategies but the strategy All-To-One seems to be the primary one and the following process will be explained using this kind of strategy. As seen above the size of population remains the same, even the individuals are the same. There will not be generated any new population and no selection in the sense of genetic algorithms will be done. The acquired knowledge remains in each individual and we can observe certain learning process during migration cycles. The only kind of selection can be observed in choosing the leader, which depends on the quality of an individual (fitness value). 
Path Planning in the Parking Problem
The parking problem puts some limitations on making path plans. They are caused partly by traffic rules and partly by risk of mutual crashes. Therefore finding a reasonable balance among these contradictory requirements is the crucial moment, which determines the quality of obtained results. Just searching for such a balance is the task of the presented optimization approach based on SOMA.
Under the name parking problem several mutually connected aspects can be considered in literature. In this case we take into account the problem of path planning, i.e. finding a sequence of edges leading from the starting position (entrance to a parking place) to the aimed (chosen) position. Let us suppose a parking place depicted in fig. 6 . There are depicted parking boxes (solid drawing) and routes with crossings (dashed drawing). Occupied boxes are denoted by X.
Further, it is surrounded by various shops and customers try to park their cars as close to their chosen shops as possible. However, there is still one fact more it is necessary to take into consideration. It is the so-called path cost (the more expensive the less suitable). The traffic situation can be so complicated it would be better to park a little farther than to risk a traffic jam, etc. It would be better at first to consider several potential paths leading to a reasonable surrounding of a given shop and then compute their costs. After considering distance of a parking box and cost of getting there the best path will be chosen. This is a typical task for each driver coming to a larger parking place. The final aim of this approach is to propose convenient means for constructing a consultation system, which would be able to navigate drivers in environments of large parking places or traffic systems of bigger downtown areas.
Let us suppose the form of the parking place as well as information of occupied parking boxes are known (simply realizable by camera systems). Such a parking place can be transformed into an oriented evaluated graph because we know lengths of routes and will be able to calculate traffic costs, too. In that case if we can estimate the minimum traffic costs the path finding and planning problem can be solved as graph search using algorithms like A * , which is able to find the optimal path (for detailed description see e.g. (LaValle, 2006) ). For path planning at least these criteria are necessary to be taken into account, which summarize the path costs, too:
• path length,
• number of turns (the less the better),
• traffic cost (waiting). All three mentioned criteria are defined on diverse dimensions. Therefore, it will be necessary to merge them into a variable named as path cost. Its values will help the algorithm in deciding what path will be preferred. For this purpose a simple FCM will be used (see fig. 7 ). Weights w 1 , w 2 and w 3 determine the influence of chosen criteria. A user can adjust them to suit his/her individual needs.
In such a manner we can modify strategies for choice of a parking box depending on various circumstances. The output from the node path costs is the edge value.
Besides path costs also the criterion -distance between a parking place and the final destination (a certain shop), i.e. closeness of a parking place (box) is taken into account in the same way as path costs and the final result is the suitability of chosen parking place. 
Application of SOMA in Adaptation of FCM in the Path Planning
In this paper SOMA is used for adjusting parameters of FCMs like depicted in fig. 7 . In general, the adjustment of parameters is given by balance between a defined fitness function and constraints resulted from intrinsic properties of the problem solved.
The fitness function can be basically constructed in two ways. The first approach is convenient for purposes of direct error minimization between real and required outputs from FCM if FCM models a system but training data are necessary. The second approach is suitable if the fitness function acts as a search function for equilibrium among several criteria. In other words, it is the case of multi-criteria decision, which is also the path planning problem. Looking at fig. 7 we can see FCM to be adapted is also its own fitness function. To restrict growing of fitness function values only to a bounded value it is necessary to define some constraints, too. In this case they are mostly traffic rules for behaviour on a parking place like e.g. in fig. 6 , featured in next section.
However, there are also capacities of roads and maximum allowed values like waiting times and distances from the parking place to a given shop. As users can have different preferences relating waiting times and distances it is possible also manually to adjust these maximum allowed values.
Summarizing the above, we can construct an individual, i.e. parameters of FCM as weights w 1 , …, w 5 and parameters of membership functions in the nodes (see fig. 7 ). In this specific case in each of the last three processed nodes there is only one membership function transforming input values to a grade of fulfilment of given criterion, e.g. function for closeness of a parking place. For various parameters we will get various FCMs. The FCM with the best (highest) value of suitability of parking place will be the winner. As in this FCM there are incorporated contradictory requirements and some user's maximum allowed values the optimal solution may not be that one with the highest values of weights as it might be supposed looking at fig. 7 .
Traffic Simulation System
Although thanks to properties of the A * algorithm the existence of a traffic simulation system is not requisite for the function of path planning but it can optimize found solutions very significantly. It serves for calculation of traffic cost, i.e. waiting, which is necessary to continue the chosen path.
We suppose the path plans of all cars are known. On their base as well as on the base of the parking place form and traffic rules we can construct the so-called temporal-spatial plan for the entire traffic, i.e. besides the spatial information (form of a path) also temporal information (when and where) will be added.
Calculating the temporal part actually represents computation of waiting. For this purpose it is necessary to incorporate traffic and crash preventing rules into the calculation algorithm, i.e. rules for main and minor roads and prohibition to put two cars on the same place at the same time. Finally, it is also necessary to take into account the capacities of edges (roads). In such a manner we will compute timetables for each car, i.e. we will know where a car will be at a certain time. The set of these timetables creates the temporal-spatial plan. The difference between total number of time steps and steps of free (not restricted) movements from a starting point to a goal gives the value of waiting.
Traffic simulation requires creating a centralized database, which will contain all timetables and thereby the entire planning system must be centralized. In fig. 8 we can see the overall structure of the path planning system. The blocks suitability evaluation, planning algorithm A * and traffic simulation are algorithmic parts of the planning system. For suitability evaluation an FCM from fig. 7 is used and waiting is the result of the traffic simulation system. Necessary data for evaluation of a chosen parking box (band-shaped block), which initializes the computation, are stored in two databases parking place information and temporal-spatial plan.
The database of parking place is static. There are stored geometric data about its form, boxes and paths (roads). This database will be changed only if some construction changes are done. The database of the temporal-spatial plan is dynamic and it must be updated every time step when new calculations are performed. Static and dynamic natures of these data are the main reason why they are divided into two distinct databases. Oval blocks describe parts of information, which enter or result from modules of the path planning system. Parking boxes that are evaluated are determined by the closeness function ( fig. 7) . The whole computational cycle is initialized extra for each chosen parking box to be evaluated. Thereby we will get suitability evaluations for each chosen parking box and that one with the best suitability will be definitely offered. The overall function of the path planning system is following:
1. At first, it chooses several potential free parking boxes in surroundings of a preferred shop (given by the closeness function).
2. The suitability of each chosen parking box is computed, i.e.:
a) The A * will find optimal paths to these boxes.
b) Continuing calculation in fig. 7 we will get suitability for each of chosen boxes.
3. The box with the best suitability will be offered.
4. Finally, the timetable of the proposed path plan will be inserted into the temporal-spatial plan. 
Experimental Results and Conclusions
For experimental purposes an example of the parking place depicted in fig. 6 was used. Numbers of starting positions, occupied parking places and traffic loads were generated. Similarly, various combinations of maximum allowed distances (parking place -shop) and waiting times were used to simulate different needs of users.
Experiments showed it is advantageous to define so many criteria as possible.
Their higher number decreases the number of possible solutions so the number of expanded nodes by the algorithm A * and computational complexity will be lesser.
Concerning the strictness of these criteria, if they are too strict the algorithm will try to expand more nodes but without any better results. On the contrary, if criteria are too weak there is a risk the algorithm will find a solution very quickly but not the optimal one. This fact again confirms reasons for proposing a traffic simulation system, which would at least roughly be able to simulate traffic load and waiting.
The form and parameters of the closeness function determine the surrounding, which potential parking boxes are searched in. It is necessary to adjust this range not too strictly because only few boxes can be found (extremely none).
Experiments, which dealt with adjusting the membership function of closeness being directly dependent on the users' maximum allowed values of distance and waiting, only confirmed reality of the proposed system because in many cases close parking boxes were charged with high traffic delays and it was advantageous rather to park on a little distant place than to wait in a long crowd.
To compare the quality of obtained results other methods for adaptation of FCM described in (Vaščák and Madarász, 2010) were used but values of the fitness function generated using SOMA were distinctly better.
The proposed planning system has two main advantages. Firstly, it is easily possible to modify it by customer's efforts. For example, for a disabled customer the criterion of closeness will be much more important than waiting. It is necessary only to change the maximum allowed values and thereby the function closeness.
Secondly, the system described by FCM is very comprehensive. Relations between criteria are clear. It is very easy to add further additional criteria, etc. The system is thanks to the properties of the A * algorithm (see (LaValle, 2006) ) also able to work with imprecise information about traffic delays with satisfactory results (although not optimal). In addition, the total number of parameters is small and their adjusting is relatively easy using such optimization algorithms like SOMA.
Finally, if the search criteria are properly adjusted then the A * will enable quick finding an optimal solution. Experiments showed that adjusting parameters of such a FCM takes only a few modification cycles.
For future development there are two perspective areas. Firstly, to 'fuzzify' the traffic simulation system, which would be able in certain measure to absorb some unexpected events and the system could become more robust with consecutive stability analysis, e.g. (Blažič and Škrjanc, 2007) . Another possibility of 'fuzzification' is to apply an information retrieval system that attempts to find exact answers to user's questions expressed in linguistic form (Ortiz-Arroyo and Christensen, 2009), e.g. their use in adjusting the function closeness linguistically (not numerically as it is here) or to advance to the so-called computing with words (Martinez et al., 2010) at all. Secondly, to propose further adaptive mechanisms for a self-tuning FCM like described for instance in (Preitl et al., 2006) or in (Shen et al., 2010) where a special semi-supervised learning method is proposed.
