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TAME FILLING INVARIANTS FOR GROUPS
MARK BRITTENHAM AND SUSAN HERMILLER
Abstract. A new pair of asymptotic invariants for finitely presented groups, called in-
trinsic and extrinsic tame filling functions, are introduced. These filling functions are
quasi-isometry invariants that strengthen the notions of intrinsic and extrinsic diameter
functions for finitely presented groups. We show that the existence of a (finite-valued)
tame filling function implies that the group is tame combable. Bounds on both intrinsic
and extrinsic tame filling functions are discussed for stackable groups, including groups
with a finite complete rewriting system, Thompson’s group F , and almost convex groups.
1. Introduction
In geometric group theory, many asymptotic invariants associated to a group G with a
finite presentation P = 〈A | R〉 have been defined using properties of van Kampen diagrams
over this presentation. Collectively, these are referred to as filling invariants; an exposition
of many of these is given by Riley in [2, Chapter II]. One of the most well-studied filling
functions is the isodiametric, or intrinsic diameter, function for G. The adjective “intrinsic”
refers to the fact that the distances are measured using the path metric d∆ in van Kampen
diagrams ∆; measuring distance using the path metric dX in the 1-skeleton X
(1) of the
Cayley complex X = X(G,P), instead, gives an “extrinsic” property, and in [4], Bridson
and Riley defined and studied properties of extrinsic diameter functions. In this paper we
define two new filling invariants that refine these diameter filling functions.
In order to accomplish this, in a 2-dimensional van Kampen diagram ∆ or Cayley complex
X, we consider “distance” to 2-cells as well as within 1-skeleta. Since the path metric may
not extend to a metric on 2-complex, given a combinatorial 2-complex Y with a basepoint
vertex y, and any point p ∈ Y , we use the coarse distance d˜Y (y, p), defined as follows. Let
d˜Y (y, p) := dY (y, p) be the path metric distance from y to p in Y
(1) if p is a vertex; if p is in
the interior of an edge e of Y let d˜Y (y, p) := min{d˜Y (y, v) | v ∈ ∂(e)} +
1
2 (the path metric
distance from y to the midpoint of e); and if p is in the interior of a 2-cell σ of Y , then let
d˜Y (y, p) := max{d˜Y (y, q) | q ∈ ∂(σ)\Y
(0)}− 14 . In order to measure extrinsic coarse distance
in any van Kampen diagram ∆ over P with basepoint ∗, we apply the unique cellular map
π∆ : ∆ → X such that π∆(∗) = ǫ is the vertex of X labeled by the identity of G and π∆
maps n-cells to n-cells preserving edge and 2-cell boundary labels and orientations, and use
the coarse distance d˜X in X.
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We also use 1-combings (developed in [14]) of these 2-complexes; that is, given a sub-
complex Z of Y (1), a 1-combing of the pair (Y,Z) at a basepoint y0 ∈ Y is a continuous
function Ψ : Z × [0, 1]→ Y satisfying:
(C1) Ψ(p, 0) = y0 and Ψ(p, 1) = p for all p ∈ Z,
(C2) if y0 ∈ Z then Ψ(y0, t) = y0 for all t ∈ [0, 1], and
(C3) whenever p ∈ Z(0), then Ψ(p, t) ∈ Y (1) for all t ∈ [0, 1].
(Several 1-combings for van Kampen diagrams are illustrated in Figure 1.) Thus a 1-
combing is a continuous choice of paths in Y from y0 to the points of Z, along which we
will measure the tameness of the complex Y .
A continuous function ψ : Z ′ × [0, 1] → Y , where Z ′ is any 1-complex, is f -tame with
respect to a nondecreasing function f : N[14 ]→ N[
1
4 ] if for all p ∈ Z
′ and 0 ≤ s < t ≤ 1, we
have
d˜Y (y, ψ(p, s)) ≤ f(d˜Y (y, ψ(p, t))) .
Definition 1.1. A nondecreasing function f : N[14 ] → N[
1
4 ] is an intrinsic [respectively,
extrinsic] tame filling function for a group G over a finite presentation P = 〈A | R〉 if for
all words w ∈ A∗ that represent the identity in G, there exists a van Kampen diagram ∆
for w over P, with basepoint ∗, and a 1-combing Ψ : ∂∆ × [0, 1] → ∆ at ∗ such that the
function Ψ [respectively, π∆ ◦Ψ] is f -tame.
Viewing the unit interval as a unit of time and using ψ to denote either Ψ or π∆ ◦Ψ, this
property says that if at a time s the path ψ(p, ·) has reached a coarse distance greater than
f(n) from the basepoint, then at all later times t > s the path must remain further than
n from the basepoint. Essentially, the tame filling function bounds the extent to which a
1-combing of ∆ from the basepoint to the boundary must go outward steadily, rather than
returning to n-cells in ∆ (with n ≤ 2) that are significantly closer to the basepoint.
In Section 3, we discuss relationships between tame and diameter filling functions, and
show in Proposition 3.2 that an intrinsic or extrinsic tame filling function with respect to
a function f implies that the function n 7→ ⌈f(n)⌉ is an upper bound for the intrinsic or
extrinsic diameter function (respectively).
Another motivation for the definition of tame filling functions is to elucidate the close
relationship of the concept of tame combability, as defined by Mihalik and Tschantz [14] (see
p. 15 for details), as well as associated radial tame combing functions advanced by Hermiller
and Meier [12] (defined on p. 14), with more well-studied diameter filling functions. In
Section 4, we show an equivalence between tame combing functions and extrinsic filling
invariants.
Corollary 4.4. Let G be a finitely presented group. Up to Lipschitz equivalence of nonde-
creasing functions, the function f is an extrinsic tame filling function for G if and only if
f is a radial tame combing function for G.
That is, Corollary 4.4 and Proposition 3.2 together show that a radial tame combing function
is an upper bound for the extrinsic diameter function.
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In contrast to the definition of diameter filling functions (see Definition 3.1 for details),
tame filling functions do not depend on the length l(w) of the word w. Indeed, in Defini-
tion 1.1 the property that a 1-combing path Ψ(p, ·) cannot return to a distance less than
n from the basepoint after it has reached a distance greater than f(n) is uniform for all
reduced words over A representing ǫ. As a consequence, although every finitely presented
group admits well-defined intrinsic and extrinsic diameter functions, it is not clear whether
every pair (G,P) admits a well-defined (i.e. finite-valued) intrinsic or extrinsic tame filling
function. In Section 4, we show that the existence of a well-defined tame filling function
implies tame combability.
Corollary 4.5. If G has a well-defined extrinsic tame filling function over some finite
presentation, then G is tame combable.
A long-standing conjecture of Tschantz [17] states that there is a finitely presented group
that is not tame combable, and as a result, that the converse of Proposition 3.2 fails in
the extrinsic case and the extrinsic tame filling function is a strict upper bound for (or
a stronger invariant than) the extrinsic diameter function. That is, Tschantz’s conjecture
implies the existence of a finitely presented group which admits a finite-valued extrinsic
diameter function f , but which does not have a finite-valued extrinsic tame filling function,
and hence does not have an extrinsic tame filling function Lipschitz equivalent to f .
While a radial tame combing function is an extrinsic property, Corollary 4.4 also shows
that an intrinsic tame filling function can be interpreted as the intrinsic analog of a radial
tame combing function. The fundamental differences between intrinsic and extrinsic prop-
erties arising in Section 4 all stem from the fact that gluing van Kampen diagrams along
their boundaries preserves extrinsic distances, but not necessarily intrinsic distances.
In Section 5 we discuss tame filling functions for several large classes of groups. We begin
in Section 5.1 by considering stackable groups, defined by the present authors in [5]. Stack-
ability is a topological property of the Cayley graph that holds for almost convex groups
and groups with finite complete rewriting systems (and hence holds for all fundamental
groups of 3-manifolds with a uniform geometry), and that gives a uniform model for the
inductive procedures to build van Kampen diagrams in these groups. The procedure is an
algorithm in the case that the group is algorithmically stackable. (See p. 15 for these def-
initions.) This procedure naturally leads to a method of constructing 1-combings in these
van Kampen diagrams, which we use to obtain the following.
Theorem 5.2. If G is a stackable group, then G admits well-defined intrinsic and extrinsic
tame filling functions.
Theorem 5.4. If G is an algorithmically stackable group, then G has recursive intrinsic
and extrinsic tame filling functions.
This leads us to another motivation for studying tame filling inequalities, namely to
give information leading toward answering the open question of whether there exists a
finitely presented group which is not stackable. An immediate consequence of Theorem 5.2
and Corollary 4.5 is that every stackable group satisfies the quasi-isometry invariant tame
combable property. If Tschantz’s conjecture [17] above of the existence of a finitely presented
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group that is not tame combable is true, such a group G would also not be stackable with
respect to any finite generating set.
In the next three subsections of Section 5 we compute more detailed bounds on tame
filling invariants for several classes of stackable groups. In Section 5.2 we consider groups
that can be presented by rewriting systems. In this case we use the results of Section 5.1 to
obtain tame filling functions in terms of the string growth complexity function γ : N → N,
where γ(n) is the maximal word length that can be achieved after finitely many rewritings
of a word of length up to n.
Proposition 5.6. Let G be a group with a finite complete rewriting system. Let γ be the
string growth complexity function and let ζ denote the length of the longest rewriting rule.
Then the function n 7→ γ(⌈n⌉+ ζ + 2) + 1 is both an intrinsic and an extrinsic tame filling
function for G.
This result has potential for application in searching for finite complete rewriting systems
for groups. A choice of partial ordering used to determine the termination property of a
rewriting system implies an upper bound on the string growth complexity function. Then
given a lower bound on the intrinsic or extrinsic tame filling inequalities or diameter in-
equalities, this corollary can be used to eliminate partial orderings before attempting to use
them (e.g., via the Knuth-Bendix algorithm) to construct a rewriting system.
We note in Section 5.2 that the iterated Baumslag-Solitar groups Gk are examples of
groups admitting recursive intrinsic and extrinsic tame filling functions. However, applying
the lower bound of Gersten [10] on their diameter functions, for each natural number k > 2
the group Gk does not admit intrinsic or extrinsic tame filling functions with respect to a
(k − 2)-fold tower of exponentials.
Section 5.3 contains a proof that all finite groups, with respect to all finite presentations,
have both intrinsic and extrinsic tame filling functions that are constant functions.
In Section 5.4 we consider three examples of stackable groups for which a linear radial
tame combing function was known, and analyze the stackable structure to obtain bounds on
intrinsic tame filling functions for these examples. The first of these is Thompson’s group F ;
i.e., the group of orientation-preserving piecewise linear automorphisms of the unit interval
for which all linear slopes are powers of 2, and all breakpoints lie in the the 2-adic numbers.
Thompson’s group F has been the focus of considerable research in recent years, and yet
the questions of whether F is automatic or has a finite complete rewriting system are open
(see the problem list at [16]). In [7] Cleary, Hermiller, Stein, and Taback show that F is
stackable, and also (after combining their result with Corollary 4.4) that F admits a linear
extrinsic tame filling function. In Section 5.4 we show that this group also admits a linear
intrinsic tame filling function, thus strengthening the result of Guba [11, Corollary 1] that
F has a linear intrinsic diameter function.
We also show in Section 5.4 that the Baumslag-Solitar group BS(1, p) with p ≥ 3 admits
an intrinsic tame filling function Lipschitz equivalent to the exponential function n 7→ pn,
using the linear extrinsic tame filling function for these groups shown in [7]. Next we
consider Cannon’s almost convex groups [6] (see Definition 5.11), which include all word
hyperbolic groups and cocompact discrete groups of isometries of Euclidean space (with
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respect to every generating set) [6], as well as all shortlex automatic groups. Building upon
the characterization of almost convexity by radial tame combing functions in [12], we show
that almost convexity is equivalent to conditions on tame filling functions.
Theorem 5.12. Let G be a group with finite generating set A, and let ι : N[14 ] → N[
1
4 ]
denote the identity function. The following are equivalent:
(1) The pair (G,A) is almost convex.
(2) ι is an intrinsic tame filling function for G over a finite presentation P = 〈A | R〉.
(3) ι is an extrinsic tame filling function for G over a finite presentation P = 〈A | R〉.
Our last example, in Section 5.5, is a class of combable groups.
Corollary 5.15. If a finitely generated group G admits a quasi-geodesic language of nor-
mal forms that label simple paths in the Cayley graph and that satisfy a K-fellow traveler
property, then G admits linear intrinsic and extrinsic tame filling functions.
In particular, all automatic groups over a prefix-closed language of normal forms satisfy the
hypotheses of Corollary 5.15. This result strengthens that of Gersten [9], that combable
groups have a linear intrinsic diameter function.
Finally, in Section 6, we prove that tame filling functions are quasi-isometry invariants
up to Lipschitz equivalence, in Theorem 6.1.
2. Notation
Throughout this paper, letG be a group with a finite symmetric presentation P = 〈A | R〉;
that is, such that the generating set A is closed under inversion, and the set R of defining
relations is closed under inversion and cyclic conjugation. We will also assume that for each
a ∈ A, the element of G represented by a is not the identity ǫ of G.
Let χ : A∗ → G be the monoid homomorphism mapping generators to their representa-
tives in G. A set of normal forms is a subset N ⊂ A∗ for which the restriction of χ to N
is a bijection. We will also assume that every set of normal forms in this paper contains
the empty word. Write yg for the normal form of the element g of G, and write yw for the
normal form of χ(w).
For a word w ∈ A∗, we write w−1 for the formal inverse of w in A∗, and let l(w) denote
the length of the word w. Let 1 denote the empty word in A∗. For words v,w ∈ A∗, we
write v = w if v and w are the same word in A∗, and write v =G w if χ(v) = χ(w) are the
same element of G.
Let X be the Cayley 2-complex corresponding to this presentation, whose 1-skeleton
Γ = X(1) is the Cayley graph of G with respect to A. Denote the path metric on X(1) by
dX ; for w ∈ A
∗, dX(ǫ, w) then denotes path distance in X
(1) from the identity ǫ of G to
the element of G represented by the word w. For all g ∈ G and a ∈ A, let eg,a denote the
directed edge in X(1) labeled a from g to ga. By usual convention, both directed edges eg,a
and ega,a−1 have the same underlying undirected CW complex edge in X
(1) between the
vertices labeled g and ga.
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For an arbitrary word w in A∗ that represents the trivial element ǫ of G, there is a van
Kampen diagram ∆ for w with respect to P. That is, ∆ is a finite, planar, contractible
combinatorial 2-complex with edges directed and labeled by elements of A, satisfying the
properties that the boundary of ∆ is an edge path labeled by the word w starting at
a basepoint vertex ∗ and reading counterclockwise, and every 2-cell in ∆ has boundary
labeled by an element of R.
Note that although the definition in the previous paragraph is standard, it involves a
slight abuse of notation, in that the 2-cells of a van Kampen diagram are polygons whose
boundaries are labeled by words in A∗, rather than elements of a (free) group. We will also
consider the set R of defining relators as a finite subset of A∗ \ {1}, where 1 is the empty
word. We do not assume that every defining relator is freely reduced, but the freely reduced
representative of every defining relator, except 1, must also be in R.
Recall that π∆ : ∆ → X denotes the cellular map such that π∆(∗) = ǫ and π∆ maps
n-cells to n-cells preserving edge (and 2-cell boundary) labels and orientations. A word
w ∈ A∗ is called a simple word if w labels a simple path in the corresponding Cayley graph
X(1); that is, the path does not repeat any vertices or edges. Since a path labeled by a
simple word w in a van Kampen diagram ∆ maps via π∆ to a simple path in X, the path
in ∆ must also be simple. Simple words are a useful ingredient for gluing van Kampen
diagrams together; given two planar diagrams with simple boundary subpaths sharing a
common label but in reversed directions, the diagrams can be glued along the subpaths to
construct another planar diagram.
In general, there may be many different van Kampen diagrams for the word w. Also,
we do not assume that van Kampen diagrams in this paper are reduced; that is, we allow
adjacent 2-cells in ∆ to be labeled by the same relator with opposite orientations.
If Y is any 2-complex, let EY , ~EY , and ~PY denote the sets of undirected edges, directed
edges, and directed paths in Y , respectively. Let i = iY , t = tY : ~PY → Y
(0) map paths to
their initial and terminal vertices, respectively. If Y is either the Cayley complex X or the
Cayley graph Γ = X(1), define
pathY : G×A
∗ → ~PY by pathY (g,w) := the path in Y starting at g and labeled by w.
If Y = ∆ is a van Kampen diagram, define
path∆ : A
∗ ×A∗ → ~P by path∆(v,w) := the counterclockwise path in ∂∆ labeled by w,
that starts at the end of the counterclockwise path along ∂∆ from ∗ labeled by v.
In both cases define
label = labelY : ~PY → A
∗ by labelY (p) := the word labeling the path p.
For any function ρ : Y × [0, 1] → Z, the notation ρ(p, ·) denotes the function [0, 1] → Z
given by t 7→ ρ(p, t), and ρ(·, t) denotes the function Y → Z defined by y 7→ ρ(y, t).
Two functions f, g : N[14 ] → N[
1
4 ] are called Lipschitz equivalent if there is a constant C
such that f(n) ≤ Cg(Cn+ C) + C and g(n) ≤ Cf(Cn+ C) + C for all n ∈ N[14 ].
We refer to a 1-combing Ψ : ∂∆× [0, 1]→ ∆ at the basepoint of a van Kampen diagram
as a boundary 1-combing of ∆ (see in Figure 1). A collection {∆w | w ∈ A
∗, w =G ǫ} of van
Kampen diagrams for all words representing the trivial element, where each diagram ∆w
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has boundary label w, is called a filling for the group G over the presentation P. A combed
filling for G over P is a collection F = {(∆w,Ψw) | w ∈ A
∗, w =G ǫ} such that each ∆w is a
van Kampen diagram with boundary word w, and Ψw : ∂∆w × [0, 1]→ ∆w is a 1-combing.
See for example [3] or [13] for expositions of the theory of van Kampen diagrams.
3. Relationships among filling invariants
In this section we show that for finitely presented groups, tame filling functions give
upper bounds for diameter filling functions. We begin with a description of the diameter
functions and their motivation of the tame filling invariants introduced in this paper.
Definition 3.1. The intrinsic [respectively, extrinsic] diameter filling function for a group
G with finite presentation P is the minimal nondecreasing function f : N → N satisfying
the property that for all w ∈ A∗ with w =G ǫ, there exists a van Kampen diagram ∆ for
w over P such that for all vertices v in ∆(0) we have d∆(∗, v) ≤ f(l(w)) [respectively,
dX(ǫ, π∆(v)) ≤ f(l(w))].
Since for each n ∈ N there are only finitely many words of length up to n, there is a
minimal value for f(n), and so both diameter functions are well-defined. See, for example,
the exposition in [2, Chapter II] for more details on these diameter inequalities and functions.
These diameter functions are rather weak, in that although they guarantee that the
maximum intrinsic (resp. extrinsic) distance from a vertex to the basepoint in the diagram
∆ is at most f(l(w)), they do not measure the extent to which vertices at this maximum
distance can occur. For example, in the extrinsic case it may be possible to have a chain of
contiguous vertices lying at the maximum distance, surrounding a region containing vertices
much closer to the basepoint. In other words, the diameter functions do not distinguish how
wildly or tamely these maxima occur in van Kampen diagrams. The tame filling functions
of Definition 1.1 were designed to measure this tameness.
Proposition 3.2. If a nondecreasing function f : N[14 ] → N[
1
4 ] is an intrinsic [resp. ex-
trinsic] tame filling function for a group G with finite presentation P, then the function
fˆ : N → N defined by fˆ(n) = ⌈f(n)⌉ is an upper bound for the intrinsic [resp. extrinsic]
diameter function of the pair (G,P).
Proof. We prove this for intrinsic tameness; the extrinsic proof is similar. Let w be any
word over the generating set A from P representing the trivial element ǫ of G, and let ∆ be
a van Kampen diagram for w with an f -tame 1-combing Ψ of (∆, ∂∆). Since the function
Ψ is continuous, each vertex v ∈ ∆(0) satisfies v = Ψ(p, s) for some p ∈ ∂∆ and s ∈ [0, 1].
There is an edge path along ∂∆ from ∗ to p labeled by at most half of the word w, and so
d˜∆(∗, p) ≤
l(w)
2 . Using the facts that p = Ψ(p, 1) and s ≤ 1, the f -tame condition implies
that d˜∆(∗, v) ≤ f(d˜∆(∗, p)). Since f is nondecreasing, d˜∆(∗, v) ≤ f(
l(w)
2 ), as required. 
In [4], Bridson and Riley give an example of a finitely presented group G whose intrin-
sic and extrinsic diameter functions are not Lipschitz equivalent. While the relationship
between tame filling functions remains unresolved in general, in the following (somewhat
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technical) lemma we give bounds on their interconnections; Lemma 3.3 will be applied in
several examples later in this paper.
Lemma 3.3. Let G be a finitely presented group with Cayley complex X and combed filling
F = {(∆w,Ψw) | w ∈ A
∗, w =G ǫ}. Suppose that j : N→ N is a nondecreasing function such
that for every vertex v of a van Kampen diagram ∆w in F , d∆w(∗, v) ≤ j(dX (ǫ, π∆w(v))),
and let j˜ : N[14 ]→ N[
1
4 ] be defined by j˜(n) := j(⌈n⌉) + 1.
(1) If π∆w ◦Ψw is f -tame for all w, then j˜ ◦f is an intrinsic tame filling function for G.
(2) If Ψw is f -tame for all w, then f ◦ j˜ is an extrinsic tame filling function for G.
Proof. We begin by showing that the inequality restriction for j on vertices holds for the
function j˜ on all points in the van Kampen diagrams in F , using the fact that coarse
distances on edges and 2-cells are closely linked to those of vertices. Let (∆,Ψ) ∈ F
and let p be any point in ∆. Among the vertices in the boundary of the open cell of ∆
containing p, let v be the vertex whose coarse distance to the basepoint ∗ is maximal. Then
d˜∆(∗, p) < d˜∆(∗, v) + 1. Moreover, π∆(v) is again a vertex in the boundary of the open cell
of X containing π∆(p), and so d˜X(ǫ, π∆(v)) ≤ ⌈d˜X(ǫ, π∆(p))⌉. Applying the fact that j is
nondecreasing, then d˜∆(∗, p) ≤ d˜∆(∗, v)+1 ≤ j(d˜X(ǫ, π∆(v)))+1 ≤ j(⌈d˜X (ǫ, π∆w(p))⌉)+1 .
Hence the second inequality in
d˜X(ǫ, π∆(p)) ≤ d˜∆(∗, p) ≤ j˜(d˜X(ǫ, π∆(p))) (a)
follows. The first inequality is a consequence of the fact that coarse distance can only be
preserved or decreased by the map π∆ : ∆→ X.
Now suppose that the composition π∆ ◦ Ψ : ∂∆ × [0, 1] → X is f -tame. Then for
all p ∈ ∆ and for all 0 ≤ s < t ≤ 1, we have d˜∆(∗,Ψ(p, s)) ≤ j˜(d˜X(ǫ, π∆(Ψ(p, s)))) ≤
j˜(f(d˜X(ǫ, π∆(Ψ(p, t))))) ≤ j˜(f(d˜∆(∗,Ψ(p, t)))) where the first and third inequalities follow
from (a) and the fact that f and j˜ are nondecreasing, and the second also uses f -tameness
of Ψ. Hence Ψ is (j˜ ◦ f)-tame, completing the proof of (1). The proof of (2) is similar. 
4. Tame filling functions and tame combings
The purpose of this section is twofold. The main goal is to prove Corollaries 4.4 and 4.5,
connecting the concepts of tame combings and tame filling inequalities. Before doing this,
we require a pair of results that provide more tractable methods for constructing combed
fillings. Lemma 4.1 will also be applied to stackable groups in Section 5.1, as well as in the
proof of Theorem 5.12. This lemma also is part of the stronger Proposition 4.3, which will
be essential to the proofs of Corollary 4.4 and Theorem 6.1.
The objective of Lemma 4.1 is to reduce the set of diagrams required to construct a
combed filling. Let N = {yg | g ∈ G} ⊂ A
∗ be a set of normal forms (including the empty
word) for G = 〈A | R〉 that label simple paths in the Cayley complex X. An N -diagram
is a van Kampen diagram ∆ with boundary label ygay
−1
ga for some g ∈ G and a ∈ A. An
edge 1-combing of ∆ is a 1-combing Θ of the pair (∆, eˆ) at the basepoint ∗, where eˆ is the
1-cell underlying the edge e˜ := path∆(yg, a) in ∂∆ corresponding to a, such that the paths
Θ(i(e˜), ·),Θ(t(e˜), ·) : [0, 1] → ∆ to the endpoints of eˆ follow the paths labeled yg, yga in ∂∆
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from ∗. (See Figure 1). A combed N -filling is a collection E = {(∆e,Θe) | e ∈ EX} such that
for each e ∈ EX , ∆e is an N -diagram with edge 1-combing Θe associated to the elements
g ∈ G and a ∈ A for one of the directed edges eg,a corresponding to e, and the 1-combings
satisfy the following gluing condition: For every pair of edges e, e′ ∈ EX with a common
endpoint g, we require that π∆e ◦Θe(gˆe, t) = π∆e′ ◦Θe′(gˆe′ , t) for all t in [0, 1], where gˆe and
gˆe′ are the vertices of eˆ in ∆e and eˆ
′ in ∆e′ mapping to the vertex g in X, respectively; that
is, at these vertices Θe and Θe′ project to the same path, with the same parametrization,
in the Cayley complex X. A combed N -filling is geodesic if all of the words in the normal
form set N label geodesics in the associated Cayley graph.
In the following we extend the “seashell” (“cockleshell” in [2, Section 1.3]) method of
constructing a filling from N -diagrams, to build a combed filling from a combed N -filling.
Lemma 4.1. A combed N -filling E = {(∆e,Θe) | e ∈ EX} for a group G over a finite
presentation P induces a combed filling {∆w,Ψw) | w =G ǫ}, such that if π∆e ◦Θe is f -tame
for all e, then each π∆w ◦Ψw is also f -tame. Moreover in the case that the combed N -filling
is geodesic, if every edge 1-combing Θe is f -tame, then every boundary 1-combing Ψw is
also f -tame.
Proof. Given a word w = a1 · · · an with w =G ǫ and each ai ∈ A, let (∆i,Θi) be the element
of E corresponding to the edge of X with endpoints a1 · · · ai−1 and a1 · · · ai and label ai. By
replacing ∆i by its mirror image if necessary, we may assume that ∆i has boundary labeled
by the word yi−1aiyi, where yi is the normal form in N of a1 · · · ai.
We next iteratively build a van Kampen diagram ∆′i for the word yǫa1 · · · aiy
−1
i , beginning
with ∆′1 := ∆1. For 1 < i ≤ n, the planar diagrams ∆
′
i−1 and ∆i have boundary subpaths
sharing a common label by the simple word yi. The fact that yi labels a simple path in X
implies that each of these boundary paths in ∆′i−1,∆i is an embedding. These paths are
also oriented in the same direction, and so the diagrams ∆′i−1 and ∆i can be glued, starting
at their basepoints and folding along these subpaths, to construct the planar diagram ∆′i.
Performing these gluings consecutively for each i results in a van Kampen diagram ∆′n
with boundary label yǫwy
−1
w . Note that we have allowed the possibility that some of the
boundary edges of ∆′n may not lie on the boundary of a 2-cell in ∆
′
n; some of the words
yi−1aiyi may freely reduce to the empty word, and the corresponding van Kampen diagrams
∆i may have no 2-cells. Note also that the only simple word representing the identity of G
is the empty word; that is, yǫ = yw = 1. Hence ∆
′
n is a van Kampen diagram for w.
Let ∆w := ∆
′
n, and let α :
∐
∆i → ∆w be the quotient map. Then each restriction
α| : ∆i → ∆w is an embedding. Let eˆi := path∆i(yi−1, ai) be the ai edge in the boundary
path of ∆i (and by slight abuse of notation also in the boundary of ∆w). In order to
build a boundary 1-combing on ∆w, we note that the edge 1-combings Θi give a continuous
function α ◦
∐
Θi :
∐
eˆi × [0, 1] → ∆w. The gluing condition in the definition of combed
N -filling implies that on the common endpoint vi of the edges eˆi and eˆi+1 of ∆w, the paths
π∆i ◦ Θi(vi, ·) and π∆i+1 ◦ Θi+1(vi, ·) follow the edge path in X labeled yi with the same
parametrization. Hence the same is true for the functions Θi(vi, ·) and Θi+1(vi+1, ·) following
the edge paths labeled yi that are glued by α. Moreover, if an eˆi edge and (the reverse of)
an eˆj edge are glued via α, the maps Θi and Θj have been chosen to be consistent. Hence
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Figure 1. Boundary 1-combing, edge 1-combing, and seashell process
the collection of maps Θi are consistent on points identified by the gluing map α, and we
obtain an induced function Ψw : ∂∆w × [0, 1] → ∆w. Moreover, the function Ψw satisfies
all of the properties needed for the required boundary 1-combing on the diagram ∆w. Let
F = {(∆w,Ψw) | w ∈ A
∗, w =G ǫ} be the induced combed filling from this “seashell”
procedure. (See Figure 1.)
In the extrinsic setting, the seashell quotient map α preserves extrinsic distances (irre-
spective of whether or not the normal forms are geodesics). That is, for any point q in ∆i,
we have π∆i(q) = π∆w(α(q)), and hence d˜X(ǫ, π∆i(q)) = d˜X(ǫ, π∆w(α(q))). Now for each
p ∈ ∂∆w, we have p = α(p
′) for a point p′ in eˆi ⊆ ∆i for some i, and Ψw(p, t) = α(Θi(p
′, t))
for all t ∈ [0, 1]. Thus if each π∆i ◦Θi is an f -tame map, then π∆w ◦Ψw is also f -tame.
Next suppose that each of the words in the set N of normal forms are geodesic. To
show that f -tameness of 1-combings is preserved by the seashell construction in this case,
it similarly suffices to show that the map α preserves (intrinsic) coarse distance.
In order to analyze coarse distances in the van Kampen diagram ∆w, we begin by suppos-
ing that p is any vertex in ∆w. Then p = α(q) for some vertex q ∈ ∆i (for some i). The iden-
tification map α cannot increase distances to the basepoint, so we have d∆w(∗, p) ≤ d∆i(∗, q).
Suppose that β : [0, 1] → ∆w is an edge path in ∆w from β(0) = ∗ to β(1) = p of length
strictly less than d∆i(∗, q). This path cannot stay in the (closed) subcomplex α(∆i) of ∆w,
and so there is a minimum time 0 < s ≤ 1 such that β(t) ∈ α(∆i) for all t ∈ [s, 1]. Then
the point β(s) must lie on the image of the boundary of ∆i in ∆w. Since the words yi−1
and yi label geodesics in the Cayley complex of the presentation P, these words must also
label geodesics in ∆i and ∆w. Hence we can replace the portion of the path β on the
interval [0, s] with the geodesic path along one of these words from ∗ to β(s), to obtain
a new edge path in α(∆i) from ∗ to p of length strictly less than d∆i(∗, q). Since α em-
beds ∆i in ∆w, this results in a contradiction. Thus for each vertex p = α(q) in ∆w, we
have d∆w(∗, p) = d∆i(∗, q). Since the coarse distance from the basepoint to any point in
the interior of an edge or 2-cell in ∆w is computed from path metric distances of vertices,
this also shows that for any point p in ∆w with p = α(q) for some point q ∈ ∆i, we have
d˜∆w(∗, p) = d˜∆i(∗, q), as required. 
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The heart the proof of Corollary 4.4 consists of showing that the converse of Lemma 4.1
holds; that is, that every combed filling induces a combed N -filling such that intrinsic
and extrinsic tameness is preserved (up to Lipschitz equivalence). However, this converse
requires more work, because the domain of the 1-combing essentially needs to be rerouted
from the entire boundary of a van Kampen diagram to a single edge.
In order to accomplish this, we first need to “lift” the domain from the boundary of the van
Kampen diagram up to a circle. Our definition of a boundary 1-combing Ψ : ∂∆×[0, 1] → ∆
is “natural”, in the sense that the first factor in the domain of this function is a subcomplex
of the associated van Kampen diagram ∆; however, this requires that for each point p on an
edge e of ∂∆, there is a unique choice of path from the basepoint ∗ to p via this 1-combing.
When traveling along the boundary ∂∆ counterclockwise, a point p (and undirected edge
e) may be traversed more than once, and we use our lift to relax this constraint and allow
different combings of this point corresponding to the different traversals.
For any natural number n, let Cn be the Euclidean circle S
1 with a 1-complex structure
consisting of n vertices (one of which is the basepoint (−1, 0)) and n edges. A circular
1-combing of a van Kampen diagram ∆ over P for a word w of length n is a continuous
function Σ : Cn × [0, 1]→ ∆ such that
(d1) Σ(p, 0) = ∗ for all p ∈ Cn, and the function Σ(·, 1) : Cn → ∆ satisfies Σ((−1, 0), 1) =
∗ and, going counterclockwise around Cn, maps each subsequent edge of Cn home-
omorphically onto the next edge in path∆(1, w),
(d2) Σ((−1, 0), t) = ∗ for all t ∈ [0, 1], and
(d3) if p ∈ C
(0)
n , then Σ(p, t) ∈ ∆(1) for all t ∈ [0, 1].
That is, for each edge e of Cn, the set eˆ := Σ(e×{1}) is an edge of ∂∆ and Σ◦ (Σ(·, 1)|
−1
e ×
id[0,1]) : eˆ × [0, 1] → ∆ is a 1-combing based at ∗; although strictly speaking Σ is not
a 1-combing since Cn is not a subcomplex of ∆, we use this terminology to express the
connection to these 1-combings for edges. A S1-combed filling is a collection D = {(∆w,Σw) |
w ∈ A∗, w =G ǫ} such that for each w, ∆w is a van Kampen diagram for w, and Σw is a
circular 1-combing of ∆w.
Remark 4.2. If the group G is finite, then in Section 5.3 we show that there is a filling
{∆w | w ∈ A
∗, w =G ǫ} and a constant C such that the intrinsic and extrinsic diameters
of each van Kampen diagram ∆w are bounded above by C, and so the circular 1-combings
associated to any S1-combed filling D = {(∆w,Σw) | w ∈ A
∗, w =G ǫ} built from this filling
satisfy the property that Σw and π∆w ◦ Σw are both tame with respect to the constant
function n 7→ C. In contrast, suppose that G is infinite, f : N[14 ]→ N[
1
4 ] is a nondecreasing
function, and D = {(∆w,Σw) | w ∈ A
∗, w =G ǫ} is a S
1-combed filling for G such that
each circular 1-combing Σw is f -tame. Then for any natural number n there is a word wn
labeling a geodesic in the Cayley graph for G; let Σ := Σ
wnw
−1
n
. Now the path Σ(1, ·) from
Σ(1, 0) = ∗ ends at the vertex p := Σ(1, 1) = t(path∆
wnw
−1
n
(1, wn)) which lies at a coarse
distance n from ∗ in ∆
wnw
−1
n
. The path Σ(1, ·) must traverse another cell σ of ∆
wnw
−1
n
immediately before reaching p, and since the vertex p lies in ∂σ, the coarse distance from ∗
to any point of σ must be at least n − 34 . Thus f satisfies f(n) ≥ n −
3
4 for n ∈ N, and so
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f(n) ≥ f(⌊n⌋) ≥ ⌊n⌋− 34 > n− 2 for all n ∈ N[
1
4 ]. A similar argument shows that if instead
we assume that each π∆w ◦ Σw is f -tame, then again f(n) > n− 2 for all n ∈ N[
1
4 ].
In Proposition 4.3 below, the extrinsic result (1) ⇔ (4) (or (3)) is used in the proof of
Corollary 4.4, and the equivalence (1)⇔ (2) in both the intrinsic and extrinsic cases is used
in the quasi-isometry invariance proof for Theorem 6.1.
Proposition 4.3. Let G be a group with a finite symmetric presentation P, and let f :
N[14 ] → N[
1
4 ] be a nondecreasing function. The following are equivalent, up to Lipschitz
equivalence of the function f :
(1) f is an intrinsic [respectively, extrinsic] tame filling function for (G,P).
(2) (G,P) has an S1-combed filling D = {(∆w,Σw) | w =G ǫ} such that each circular
1-combing Σw [respectively, π∆w ◦ Σw] is f -tame.
(3) (G,P) has a geodesic combed N -filling E = {(∆e,Θe) | e ∈ EX} such that each edge
1-combing Θe [respectively, π∆e ◦Θe] is f -tame.
In addition, in the extrinsic case:
(4) (G,P) has a combed N -filling E = {(∆e,Θe) | e ∈ EX} such that each π∆e ◦ Θe is
f -tame.
Proof. In the extrinsic case, the result (3)⇒ (4) is immediate. The implications (4)⇒ (1)
in the extrinsic case and (3)⇒ (1) in the intrinsic case are Lemma 4.1.
(1)⇒ (2):
Given a van Kampen diagram ∆ for a word w of length n and a boundary 1-combing
Ψ : ∂∆ × [0, 1] → ∆, let ϑ : Cn → ∆n be any cellular map that is a homeomorphism on
closed 1-cells taking (−1, 0) to ∗ and mapping Cn (counterclockwise) along path∆(1, w).
Then the composition Σ = Ψ ◦ (ϑ∆ × id[0,1]) : Cn × [0, 1] → ∆ is a circular 1-combing for
this diagram. The fact that the identity function is used on the [0,1] factor implies that
tameness of the 1-combings is preserved.
(2)⇒ (3):
Let N := {yg | g ∈ G} be the set of shortlex normal forms with respect to some total
ordering of A. That is, for any two words z, z′ over A, define z <sl z
′ if the word lengths
satisfy l(z) < l(z′), or else l(z) = l(z′) and z is less than z′ in the corresponding lexicographic
ordering on A∗.
For any edge e ∈ EX with endpoints g and ga, we orient the edge e from vertex g to ga
if yg <sl yga. There is a pair (∆we ,Σwe) in D associated to the word we := ygay
−1
ga . Define
∆e := ∆we , and let eˆ := path∆e(yg, a) be the edge in ∂∆e associated to the letter a in we.
We construct an edge 1-combing Θe : eˆ×[0, 1]→ ∆e as follows (and depicted in Figure 2).
Let γ : eˆ → Cl(we) be a continuous map that wraps the edge eˆ once (at constant speed) in
the counterclockwise direction along the circle, with the endpoints of eˆ mapped to (−1, 0).
For each point p in eˆ, and for all t ∈ [0, 12 ], define Θe(p, t) := Σwe(γ(p), 2t).
Let e˜ be the (directed) edge of Cl(we) corresponding to the edge eˆ of the boundary path
in ∂∆e, with endpoint v1 of e˜ occurring earlier than endpoint v2 in the counterclockwise
path beginning at (−1, 0). Let ϑe : Cl(we) → ∂∆e be the map ϑe(q) := Σwe(q, 1) wrapping
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Figure 2. Edge 1-combing Θe in Proposition 4.3 proof (of (2) ⇒ (3))
Cl(we) around ∂∆e. Also let r˜1, r˜2 be the arcs of Cl(we) mapping via ϑe to path∆(1, yg) and
path∆(yga, y
−1
ga ), respectively, in ∂∆e. For each point p in the interior of the edge eˆ, there
is a unique point p˜ in e˜ with ϑe(p˜) = p. There is an arc (possibly a single point) in Cl(we)
from γ(p) to p˜ that is disjoint from the point (−1, 0); let δp : [
1
2 , 1]→ Cl(we) be the constant
speed path following this arc. That is, ϑe ◦ δp is a path in ∂∆e from ϑe(γ(p)) to p. In
particular, if γ(p) lies in r˜1, then the path ϑe ◦ δp follows the end portion of the boundary
path labeled by yg from ϑe(γ(p)) to the endpoint ϑe(v1) of eˆ and then follows a portion of
eˆ to p. If γ(p) lies in r˜2, the path ϑe ◦ δp follows a portion of the boundary path yh and
eˆ clockwise from ϑe ◦ δp via ϑe(v2) to p, and if γ(p) is in e˜, then the path ϑe ◦ δp remains
in eˆ. Finally, for either endpoint p = ϑe(vi) (with i = 1, 2), let δp : [
1
2 , 1] → Cl(we) be the
constant speed path along the arc r˜i in Cl(we) from (−1, 0) to vi. Now for all p in eˆ and
t ∈ [12 , 1], define Θe(p, t) := Σwe(δp(t), 1).
Combining the last sentences of the previous two paragraphs, we have constructed a
continuous function Θe : eˆ× [0, 1] → ∆e. See Figure 2 for an illustration of this map. The
circular 1-combing conditions satisfied by Σwe imply that Θe is an edge 1-combing. Let
E be the collection E = {(∆e,Θe) | e ∈ EX}. Then N together with E define a geodesic
combed N -filling of the pair (G,P).
Now we turn to analyzing the tameness of the edge 1-combing Θe : eˆ × [0, 1] → ∆e. We
will give the proof for the extrinsic case; the intrinsic proof is nearly identical. Suppose that
π∆w ◦ Σw is f -tame for each circular 1-combing Σw of the S
1-combed filling D.
Suppose that p is any point in eˆ. Then f -tameness of π∆w ◦ Σwe implies that for all
0 ≤ s < t ≤ 12 , we have d˜X(ǫ, π∆e(Θe(p, s))) ≤ f(d˜X(ǫ, π∆e(Θe(p, t)))).
The path π∆e(Θe(p, ·)) on the second half of the interval [0, 1] follows a portion of a
geodesic in X (labeled yg or yga) going steadily away from the basepoint ǫ, with the possible
exception of the end portion of this path that is completely contained in the edge e. Hence
for all 12 ≤ s < t ≤ 1, we have d˜X(ǫ, π∆e(Θe(p, s))) ≤ d˜X(ǫ, π∆e(Θe(p, t))) + 1.
Finally, whenever 0 ≤ s < 12 < t ≤ 1, we have
d˜X(ǫ, π∆e(Θe(p, s))) ≤ f(d˜X(ǫ, π∆e(Θe(p,
1
2)))) ≤ f(d˜X(ǫ, π∆e(Θe(p, t))) + 1),
where the latter inequality uses the nondecreasing property of f .
Putting these three cases together, the 1-combing π∆e ◦Θe is g-tame with respect to the
nondecreasing function g : N[14 ] → N[
1
4 ] given by g(n) = f(n + 1) + n + 1 for all n ∈ N[
1
4 ].
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In the case that G is an infinite group, Remark 4.2 shows that g(n) < 2f(n + 1) + 2, and
so g is Lipschitz equivalent to f .
If instead G is a finite group, then Remark 4.2 says there is a S1-combed filling D′ =
{(∆′w,Σ
′
w) | w ∈ A
∗, w =G ǫ} such that each circular 1-combing Σ
′
w [respectively, π∆′w ◦Σ
′
w]
is h-tame with respect to the constant function h(n) ≡ C. Applying the procedure above
to construct a geodesic combed N -filling E ′ = {(∆′e,Θ
′
e) | e ∈ EX} from D
′ instead, then
since each van Kampen diagram ∆′e has diameter bounded by C, we have that each edge
1-combing Θ′e [respectively, each function π∆′e ◦Θ
′
e] is h-tame. Then each Θ
′
e [respectively,
π∆′e ◦Θ
′
e] is also g-tame for the function g := f + h that is Lipschitz equivalent to f . 
Now we are ready to turn to the concept of tame combability. The 1-combings considered
in [12] and here satisfy more restrictions than those of Mihalik and Tschantz [14], in that
the 1-combing lifts to van Kampen diagrams. More precisely, a diagrammatic 1-combing of
a Cayley complex X is a 1-combing Υ of the pair (X,X(1)) based at ǫ that satisfies:
• for all v ∈ X(0), the path Υ(v, ·) follows a simple path labeled by a word wv, and
• whenever e is a directed edge from vertex u to vertex v in X labeled by a, then there
is a van Kampen diagram ∆ with respect to P for the word wuaw
−1
v , together with
an edge 1-combing Θ : eˆ× [0, 1]→ ∆ associated to the edge eˆ of ∂∆ corresponding
to the letter a in this boundary word, such that Υ ◦ (π∆ × id[0,1])|eˆ×[0,1] = π∆ ◦Θ.
A nondecreasing function f : N[14 ]→ N[
1
4 ] is called a radial tame combing function for a
groupG with respect to a finite symmetric presentation P if there is an f -tame diagrammatic
1-combing of the Cayley complex. We note that this concept is Lipschitz equivalent to the
“radial tameness function” defined in [12]; there, coarse distance in X is described in terms
of “levels”, and the definition of coarse distance for a 2-cell is defined slightly differently
from that on p. 1 in Section 1.
The equivalence of extrinsic tame filling functions with radial tame combing functions in
Corollary 4.4 now follows from the observation that diagrammatic 1-combings are projec-
tions of combed N -fillings in the Cayley complex, along with Proposition 4.3.
Corollary 4.4. Let G be a finitely presented group. Up to Lipschitz equivalence of nonde-
creasing functions, the function f is an extrinsic tame filling function for G if and only if
f is a radial tame combing function for G.
Proof. Let P be a finite presentation for G. In the case that f is a tame filling function for
(G,P), by applying Proposition 4.3, we also have that (G,P) has a combed N -filling given
by a set N of geodesic normal forms together with a collection E = {(∆e,Θe) | e ∈ EX}
of van Kampen diagrams and edge 1-combings, such that each π∆e ◦ Θe is g-tame for a
nondecreasing function g that is Lipschitz equivalent to f . Construct a diagrammatic 1-
combing of (X,X(1)) at ǫ as follows. For any point p ∈ X(1), let u be an edge inX containing
p. Then for all t ∈ [0, 1], let Υ(p, t) := π∆u(Θu(p, t)). The gluing condition of the definition
of a combed N -filling (p. 4) ensures that Υ is well-defined. Moreover g-tameness of π∆u ◦Θu
then implies that Υ is also g-tame.
On the other hand, if f is a radial tame combing function for (G,P), with f -tame dia-
grammatic 1-combing Υ, the definition of diagrammatic implies that there is an associated
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combed N -filling through which Υ factors. Again tameness of Υ implies that each of the
edge 1-combings of this combed N -filling is f -tame, with respect to the same function f ,
as an immediate consequence, and Proposition 4.3 completes the proof. 
We note that each of the properties in Proposition 4.3 and Corollary 4.4 must also have
the same quasi-isometry invariance as the respective tame filling function, from Theorem 6.1.
Combining this corollary with Proposition 3.2 shows that a radial tame combing function is
a strengthening of the concept of, and an upper bound for, the extrinsic diameter function.
The radial tame combing function is fundamentally an extrinsic object, using (coarse)
distances measured in the Cayley complex; Corollary 4.4 above shows that the logical
intrinsic analog of a radial tame combing function is the concept of an intrinsic tame filling
function. Another consequence of this corollary together with the proof of Proposition 4.3
is that if f is a radial tame combing function for a pair (G,P), then up to replacing f with
a Lipschitz equivalent function we can restrict the associated diagrammatic 1-combing Υ
so that the paths Υ : X(0) × [0, 1] → X to vertices in X follow the shortlex normal forms.
We conclude this section by showing that a well-defined tame filling function implies the
group is tame combable. A group G is tame combable [14] if there is a Cayley complex X for
G with respect to some finite presentation with a 1-combing Ψ of (X,X(1)) at ǫ satisfying
the property that whenever τ is a 0- or 1-cell in X and C is a compact subset of X, then
there is a compact set D in X such that Ψ−1(C) ∩ (τ × [0, 1]) is contained in a single path
component of Ψ−1(D) ∩ (τ × [0, 1]).
Corollary 4.5. If G has a well-defined extrinsic tame filling function over some finite
presentation, then G is tame combable.
Proof. Using Corollary 4.4, there is a diagrammatic 1-combing Υ : X(1) × [0, 1] → X of
the Cayley complex X for the presentation that is f -tame with respect to a nondecreasing
function f : N[14 ] → N[
1
4 ]. Let C be any compact subset of X. Then there is a natural
number N such that for all p ∈ C the coarse distance satisfies d˜X(ǫ, p) ≤ N . Let D be the
subset of X consisting of all cells σ satisfying the property that for all vertices v ∈ σ(0),
d˜X(ǫ, p) ≤ ⌈f(N)⌉. Then D is a finite subcomplex of X, and hence is also compact.
Let τ be any 0- or 1-cell in X. For any point p in τ , let sp ∈ [0, 1] be the largest real
number such that d˜X(ǫ,Υ(p, t)) ≤ f(N) for all t ∈ [0, sp]. Since N ≤ f(N), we have
Υ−1(C) ∩ ({p} × [0, 1]) ⊆ {p} × [0, sp] ⊆ Υ
−1(D) ∩ ({p} × [0, 1]). The path-connected set
{{p} × [0, sp] | p ∈ τ} is contained in a path component of Υ
−1(D) ∩ (τ × [0, 1]). 
5. Examples of tame filling functions
5.1. Stackable groups.
In this section we give an inductive procedure for constructing a combed N -filling, and
give bounds for intrinsic and extrinsic tame filling functions, for any stackable group.
Definition 5.1. [5] A group G is stackable over a symmetric generating set A if there is
a maximal tree T in the Cayley graph Γ = Γ(G,A) and a function Φ : ~EΓ → ~PΓ such that
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(F1) For each edge e ∈ ~EΓ, the path Φ(e) has the same initial and terminal vertices as e.
(F2d) If the undirected edge underlying e lies in the tree T , then Φ(e) = e.
(F2r) The transitive closure <Φ of the relation < on ~EΓ, defined by
e′ < e whenever e′ lies on the path Φ(e) and the undirected edges underlying
both e and e′ do not lie in T ,
is a well-founded strict partial ordering.
(F3) There is a constant k such that for all e ∈ ~EΓ the path Φ(e) has length at most k.
Further, G is algorithmically stackable if the subset
SΦ := {(w, a, labelΓ(Φ(eχ(w),a))) | w ∈ A
∗, a ∈ A}
of A∗ ×A×A∗ is recursive.
A function Φ satisfying (F1), (F2d), and (F2r) is a flow function, and if Φ also satisfies
(F3) it is bounded.
In [5], the authors show that a group G that is stackable over A has a finite presentation
PΦ = 〈A | RΦ〉 where RΦ := {label(Φ(e))label(e)
−1 | e ∈ ~EΓ}; note that finiteness of the
set A of edge labels and (F3) imply that RΦ is finite. Let X be the corresponding Cayley
complex. The directed edge eg,a from g to ga labeled a will be called degenerate if (the
undirected edge underlying) eg,a lies in the tree T , and recursive otherwise. We let ~Ed and
~Er denote the sets of degenerate and recursive edges of X, respectively.
In the following proof that every stackable group admits finite-valued intrinsic and ex-
trinsic tame filling functions, we modify the construction in [5] of a collection of N -diagrams
for a stackable group, in order to give an inductive construction of a combed N -filling for
any stackable group. The tameness step in the proof of Theorem 5.2 hinges on the fact that
a portion of an edge 1-combing path on a subset of [0, t′] ⊂ [0, 1] is also a 1-combing path
for any subdiagram containing it; this is essentially a notion of “prefix closure” for the edge
1-combings. The recursive nature of the van Kampen diagrams for stackable groups is key
to making this prefix closure possible.
Theorem 5.2. If G is a stackable group, then G admits well-defined intrinsic and extrinsic
tame filling functions.
Proof. Let T ,Φ be a maximal tree and bounded flow function for the stackable group G
over A, and let X be the Cayley complex for the finite presentation PΦ = 〈A | RΦ〉. Define
the subset N = NT of A
∗ to be the set of all words that label a geodesic path (i.e., with
no backtracking) in the tree T starting at the vertex ǫ. (As usual, let yg be the label of the
path ending at the vertex labeled by g ∈ G.) Then N is a prefix-closed set of normal forms
for G over A, and all of the words in N label simple paths in X.
We proceed in two steps, constructing a combed N -filling for G over P, and analyzing
the tameness of the associated edge 1-combings.
Step 1: Inductive construction of the combed N -filling.
In this step we will construct an N -diagram ∆e and edge 1-combing Θe for every directed
edge e, and at the end, for each undirected edge we will choose one pair (∆e,Θe) to include
in the combed N -filling. Let e = eg,a be a directed edge in X, and let we := ygay
−1
ga .
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Figure 3. (∆e,Θe) for degenerate edge e
Degenerate case. Suppose that e ∈ ~Ed. Then the word we freely reduces to the empty
word. Let ∆e be the van Kampen diagram for we consisting of a line segment of edges, with
no 2-cells. Let eˆ = path∆e(yg, a) be the edge of ∂∆e corresponding to a in the factorization
of we, and define the edge 1-combing Θe : eˆ × [0, 1] → ∆e by taking Θe(p, ·) : [0, 1] → ∆e
to follow the shortest length (i.e. geodesic with respect to the path metric) path from the
basepoint ∗ to p at a constant speed, for each point p in eˆ. See Figure 3.
Recursive case. Now suppose that e ∈ ~Er. In this case will use Noetherian induction
to construct the N -diagram, using the well-founded strict partial ordering <Φ from Defini-
tion 5.1. We note that since there are only finitely many recursive edges in each path Φ(e′′),
it follows that there are at most finitely many edges e′ satisfying e′ <Φ e. Our induction
assumption will be that for all recursive edges e′ <Φ e, we have a N -diagram ∆e′ with an
edge 1-combing Θe′ satisfying the property that the paths Θe′(p, ·) following ∂∆e′ from ∗
to each endpoint p of eˆ′ are parametrized to follow these paths at constant speed.
Let h := ga and factor the word label(Φ(e)) = x−1g zexh such that xg is a suffix of yg and
xh is a suffix of yh. Then yg = yqxg and yh = yrxh for some elements q :=G gx
−1
g and
r :=G hx
−1
h of G, and the directed edges in the paths pathX(g, x
−1
g ) and pathX(gx
−1
g ze, xh)
in X are all degenerate. If the word ze is nonempty, then write ze := a1 · · · ak with each ai in
A. Let ei be the directed edge inX from qa1 · · · ai−1 to qa1 · · · ai labeled by ai. Either ei is in
~Ed, or else ei ∈ ~Er and ei <Φ e; in both cases we have, by above or by Noetherian induction,
a van Kampen diagram ∆i := ∆ei with boundary label yqa1···ai−1aiy
−1
qa1···ai
. By using the
“seashell” method from the proof of Lemma 4.1, we successively glue the diagrams ∆i−1, ∆i
along their common boundary words yqa1···ai−1 . Since all of these gluings are along simple
paths, and the parametrizations of Θei−1 and Θi := Θei are consistent on their common
endpoint, this results in a planar van Kampen diagram ∆′e with boundary word yqzey
−1
r ,
and a 1-combing Θ′e of the pair (∆
′
e, Z
′
e) based at ∗ where the subcomplex Z
′
e is the set of
cells underlying the path p′e := path∆′e(yq, ze) in ∂∆
′
e labeled by ze. Moreover, the 1-combing
paths to the endpoints of p′e again travel along ∂∆
′
e following the words yq, yr, respectively,
at constant speed. If the path ze is empty, then q =G r and we define ∆
′
e to be a simple
edge path from a basepoint labeled by the word yq (i.e., the van Kampen diagram for the
word yqy
−1
q with no 2-cells), and let Θ
′
e be a 1-combing of the pair (∆
′
e, {v
′
e}) where v
′
e is
the terminal vertex t(path∆′e(1, yq)), such that Θ
′
e(v
′
e, ·) follows this path at constant speed.
Next we glue a single (polygonal) 2-cell fe with boundary label x
−1
g zexha
−1 onto ∆′e,
along the ze subpath in ∂∆
′
e, to produce ∆e. If the word ze is empty, then we glue the
vertex v′e to the vertex of ∂fe separating the x
−1
g and xh subpaths. It follows from this
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Figure 4. (∆e,Θe) for recursive edge e
construction that the diagram ∆′e and the cell fe can be considered to be subsets of ∆e.
Since we have glued a disk onto ∆′e along an arc, the diagram ∆e is again planar, and is a
N -diagram corresponding to e, with boundary word we. See Figure 4.
Let eˆ := path∆e(yg, a) be the directed edge in ∂∆e from vertex gˆ to vertex hˆ corresponding
to a in the factorization of we. Let qˆ and rˆ be the initial and terminal vertices, respectively,
of the 2-cell fe at the start and end, respectively, of the path in ∂fe labeled by ze. Let
J : eˆ→ [0, 1] be a homeomorphism, with J(gˆ) = 0 and J(hˆ) = 1. Since fe is a disk, there is
a continuous function Ξe : eˆ× [0, 1]→ fe such that: (i) For each p in the interior Int(eˆ), we
have Ξe(p, (0, 1)) ⊆ Int(fe) and Ξe(p, 1) = p. (ii) Ξe(J
−1(·), 0) : [0, 1]→ fe follows the path
in ∂fe labeled ze from qˆ to rˆ at constant speed. (iii) Ξe(gˆ, ·) follows the path in ∂fe labeled
xg from qˆ to gˆ at constant speed. (iv) Ξe(hˆ, ·) follows the path in ∂fe labeled xh from rˆ to
hˆ at constant speed. Let lg, mg, lh, and mh be the lengths of the words yq, xg, yr, and xh
in A∗, respectively. Now define Θe : eˆ× [0, 1]→ ∆e by
Θe(p, t) :=
{
Θ′e(Ξe(p, 0),
1
ap
t) if t ∈ [0, ap]
Ξe(p,
1
1−ap
(t− ap)) if t ∈ [ap, 1]
where
ap :=
{
2lg
lg+mg
(12 − J(p)) + J(p) if J(p) ∈ [0,
1
2 ]
(1− J(p)) + 2lh
lh+mh
(J(p)− 12) if J(p) ∈ [
1
2 , 1]
Note that if ap = 0 and J(p) ∈ [0,
1
2 ], then we must also have J(p) = 0 and lg = 0. In this
case p = gˆ and yq is the empty word, and so Θi(Ξe(p, 0), ·) = Θi(qˆ, ·) is a constant path at
the basepoint ∗ of ∆e; hence Θe is well-defined in this case. The other instances in which ap
can equal 0 or 1 are similar. (The complication in this definition of Θe stems from the need
to have consistent parametrizations, in order to satisfy the gluing condition of the definition
of combed N -filling.) The map Θe is an edge 1-combing with the required parametrization
property.
The van Kampen diagram ∆e and edge 1-combing Θe are illustrated in Figure 4. We now
have a collection E := {(∆e,Θe) | e ∈ ~EX} of van Kampen diagrams and edge 1-combings
for the elements of ~EX . To obtain the combed N -filling associated to the flow function
Φ, the final step again is to eliminate repetitions; given any undirected edge e in EX , let
(∆,Θe) be a N -diagram and edge 1-combing constructed above for one of the orientations
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of e. Then the collection N of prefix-closed normal forms from the tree T , together with
this collection E ′ := {(∆e,Θe) | e ∈ EX} of van Kampen diagrams and edge 1-combings, is
a combed N -filling for G.
We remark that the N -diagrams of E satisfy a further property which we will find useful
to refer back to:
(†) For every van Kampen diagram ∆e of E and every vertex v in ∆e, there is an edge
path in ∆e from the basepoint ∗ to v labeled by the normal form in N for the element
π∆e(v) in G.
Step 2: Analyzing the tameness of the combed N -filling.
In this step we analyze the tameness of all of the edge 1-combings in the set E containing
the combed N -filling from Step 1.
For each N -diagram ∆e of E , define the intrinsic diameter idiam(∆e) := max{d∆e(ǫ, v) |
v ∈ ∆
(0)
e } and extrinsic diameter ediam(∆e) := max{dX(ǫ, π∆e(v)) | v ∈ ∆
(0)
e }. Let B(n)
be the ball of radius n (with respect to path metric) in the Cayley graph X(1) centered at
ǫ. Define the functions kiN , k
e
N , k
i
r, k
e
r : N→ N by
kiN (n) := max{l(yg) | g ∈ B(n)} ,
keN (n) := max{dX(ǫ, x) | ∃ g ∈ B(n) such that x is a prefix of yg} ,
kir(n) := max{idiam(∆e) | e ∈ ~Er and the initial vertex i(e) is in B(n)} ,
ker(n) := max{ediam(∆e) | e ∈ ~Er and the initial vertex i(e) is in B(n)} .
(We do not assume that prefixes are proper.) Finally, define µi, µe : N[14 ]→ N[
1
4 ] by
µi(n) := max{kiN (⌈n⌉+ 1) + 1, n + 1, k
i
r(⌈n⌉+ ζ + 1) + 1} and
µe(n) := max{keN (⌈n⌉+ 1) + 1, n + 1, k
e
r(⌈n⌉+ ζ + 1) + 1} ,
where ζ is the length of the longest relator in the presentation PΦ. It follows directly from
the definitions that kiN , k
e
N , k
i
r, k
e
r are well-defined nondecreasing functions, and therefore
so are µi and µe.
In this Step 2 we will show that µi and µe are intrinsic and extrinsic tame filling functions,
respectively, for G with respect to PΦ. From Lemma 4.1, it suffices to show that each edge
1-combing Θe from E is µ
i-tame, and each π∆e ◦Θe is µ
e-tame.
Let (∆e,Θe) be any element of E , with Θe : eˆ × [0, 1] → ∆e. Let p be any point in the
edge eˆ, and let 0 ≤ s < t ≤ 1. To simplify notation later, we also let σ := Θe(p, s) and
τ := Θe(p, t). If τ is in the 1-skeleton ∆
(1)
e , then let τ ′ := τ and t′ := t. Otherwise, τ is in
the interior of a 2-cell, and there is a t ≤ t′ ≤ 1 such that Θe(p, [t, t
′)) is contained in that
open 2-cell, and τ ′ := Θe(p, t
′) ∈ ∆
(1)
e ; moreover, from the construction of the 1-combings
in Step 1, in this case we also have τ ′ /∈ ∆
(0)
e .
Case I. τ ′ ∈ ∆
(0)
e is a vertex. In this case τ ′ = τ and the path Θe(p, ·) : [0, t
′] → ∆e
follows an edge path labeled by the normal form yπ∆e(τ ′) from ∗, through σ, to τ (at constant
speed). There is a vertex σ′ on this path lying on the same edge as σ (with σ′ = σ if σ is
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a vertex) satisfying d˜∆e(∗, σ) < d∆e(∗, σ
′) + 1 and d˜X(ǫ, π∆e(σ)) < dX(ǫ, π∆e(σ
′)) + 1. The
subpath from ∗ to σ′ is labeled by a prefix x of the word yπ∆e(τ). Then
d˜∆e(∗, σ) < d∆e(∗, σ
′) + 1 ≤ l(yπ∆e(τ)) + 1 ≤ k
i
N (dX(ǫ, π∆e(τ))) + 1 ≤ k
i
N (d∆e(∗, τ)) + 1
and d˜X(ǫ, π∆e(σ)) < dX(ǫ, π∆e(σ
′)) + 1 ≤ keN (dX(ǫ, π∆e(τ))) + 1 .
Case II. τ ′ is in the interior of an edge e˜ of ∆e. From the construction of E in Step 1, the
subpath Θe(p, ·) : [0, t
′] → ∆e lies in a subdiagram ∆e′′ of ∆e for the pair (∆e′′ ,Θe′′) ∈ E
associated to a directed edge e′′ ∈ ~EX such that e˜ is the edge of ∂∆e′′ corresponding to e
′′.
Then the path Θe(p, ·) : [0, t
′]→ ∆e is a bijective (orientation preserving) reparametrization
of the path Θe′′(τ
′, ·) : [0, 1]→ ∆e′′ .
Case IIA. e′′ is degenerate. The van Kampen diagram ∆e′′ contains no 2-cells, and the
path Θe′′(τ
′, ·) : [0, 1] → ∆e′′ follows the edge path labeled by a normal form yg ∈ N
from ∗ to gˆ (at constant speed), and then follows the portion of e˜ from gˆ to τ ′, where
gˆ is the endpoint of e˜ closest to ∗ in the diagram ∆e′′ . In this case, τ must also lie in
∆
(1)
e , and so again we have τ = τ ′. Since gˆ and τ lie in the same closed 1-cell, we have
d∆e(∗, gˆ) < ⌈d˜∆e(∗, τ)⌉+1, and similarly for their images (via π∆e) lying in the same closed
edge of X.
If σ lies in the yg path, then Case I applies to that path, with τ replaced by the vertex gˆ.
Combining this with the inequality above and applying the nondecreasing property of the
functions kiN and k
e
N yields
d˜∆e(∗, σ) < k
i
N (d∆e(∗, gˆ)) + 1 ≤ k
i
N (⌈d˜∆e(∗, τ)⌉ + 1) + 1 and
d˜X(ǫ, π∆e(σ)) < k
e
N (dX(ǫ, π∆e(gˆ))) + 1 ≤ k
e
N (⌈d˜X(ǫ, π∆e(τ))⌉ + 1) + 1 .
On the other hand, if σ lies in e˜, then σ and τ are contained in a common edge. Hence
d˜∆e(∗, σ) < d˜∆e(∗, τ) + 1 and d˜X(ǫ, π∆e(σ)) < d˜X(ǫ, π∆e(τ)) + 1 .
Case IIB. e′′ is recursive. In this case either τ = τ ′, or τ is in the interior of the cell
fe′′ of the diagram ∆e′′ from the construction in Step 1. Let g be the initial vertex of the
directed edge e′′ ∈ ~EX . Then g and π∆e(τ) lie in a common edge or 2-cell of X, and so
dX(ǫ, g) < ⌈d˜X(ǫ, π∆e(τ))⌉+ ζ + 1.
Note that distances in the subdiagram ∆e′′ are bounded below by distances in ∆e. Also,
the map π∆e cannot increase distances. In this case, combining these inequalities and the
nondecreasing properties of kir and k
e
r yields
d˜∆e(∗, σ) ≤ d˜∆e′′ (∗, σ) ≤ idiam(∆e′′) + 1 ≤ k
i
r(dX(ǫ, g)) + 1
≤ kir(⌈dX(ǫ, π∆e(τ))⌉ + ζ + 1) + 1 ≤ k
i
r(⌈d∆e(∗, τ))⌉ + ζ + 1) + 1 and
d˜X(ǫ, π∆e(σ)) = d˜X(ǫ, π∆e′′ (σ)) ≤ ediam(∆e′′) + 1 ≤ k
e
r(dX(ǫ, g)) + 1
≤ ker(⌈d˜X(∗, π∆e(τ))⌉ + ζ + 1) + 1 .
Therefore in all cases, we have d˜∆e(∗, σ) ≤ µ
i(d˜∆e(∗, τ)) and d˜X(ǫ, π∆e(σ)) ≤ µ
e(d˜X(ǫ, π∆e(τ))),
as required. 
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The tame filling function bounds in Theorem 5.2 are not sharp in general. In particular,
we will improve upon these bounds for the example of almost convex groups in Section 5.4.
Definition 5.3. A recursive combed N -filling is a combed N -filling that can be constructed
from a bounded flow function by the procedure in Step 1 of the proof of Theorem 5.2. A
recursive combed filling is a combed filling induced by a recursive combed N -filling using the
seashell procedure.
The procedure described in Step 1 of the proof of Theorem 5.2 for building van Kampen
diagrams for a stackable group using the bounded flow function may not be an algorithm.
However, in [5], we show that for algorithmically stackable groups this process is algorithmic,
and hence the word problem is solvable for algorithmically stackable groups.
Theorem 5.4. If G is an algorithmically stackable group, then G has recursive intrinsic
and extrinsic tame filling functions.
Proof. Note that whenever a function f : N[14 ] → N[
1
4 ] is a tame filling function for a
group G, and g : N[14 ] → N[
1
4 ] satisfies the property that f(n) ≤ g(n) for all n ∈ N[
1
4 ],
then g is also a tame filling function for G (with respect to the same intrinsic or extrinsic
property). From Step 2 of the proof of Theorem 5.2, it suffices to show that the functions
kiN , k
e
N , k
i
r, and k
e
r are bounded above by recursive functions. Moreover, since distances in
the Cayley complex X are bounded above by distances in van Kampen diagrams, we have
keN (n) ≤ max{l(x) | x is a prefix of yg for some g ∈ B(n)} = k
i
N (n) and k
e
r(n) ≤ k
i
r(n) for
all n, so it suffices to find recursive upper bounds for kiN and k
i
r.
The set N = NT of normal forms can be written
N = {a1 · · · an | ∀ i, ai ∈ A and (a1 · · · ai−1, ai, ai) ∈ SΦ},
and hence N is recursive. Given a word w ∈ A∗, by enumerating the set of words z ∈ N
and applying the word problem solution to determine whether or not zw−1 =G ǫ, we can
compute the normal form yw of w. By enumerating the finite set of words over A of length
up to n, computing their normal forms in N and taking the maximum word length that
occurs, we obtain kiN (n). Hence the function k
i
N is computable.
Given w ∈ A∗ and a ∈ A, we compute the two words yw and ywa and store them in
a set Le. Next we follow the construction of the N -diagram ∆e associated to the edge
e = ew,a ∈ ~EX from Step 1 of the proof of Theorem 5.2. If (w, a, a) ∈ SΦ, then e ∈ ~Ed
and we add no other words to Le. On the other hand, if (w, a, a) /∈ SΦ, then e ∈ ~Er. In
the latter case, by enumerating the finitely many words x of length up to k, where k is the
bound on the flow function, and checking whether or not (w, a, x) lies in the computable
set SΦ, we can determine the word label(Φ(e)) = x. Write x = a1 · · · an with each ai ∈ A.
For 1 ≤ i ≤ n, we compute the normal forms yi in N for the words wa1 · · · ai, and add
these words to the set Le. For each pair (yi−1, ai), we determine the word xi such that
(yi, ai, xi) ∈ SΦ. If xi 6= ai, we write xi = b1 · · · bm with each bj ∈ A, and add the normal
forms for the words yi−1b1 · · · bj to Le for each j. Repeating this process through all of the
steps in the construction of ∆e, we must, after finitely many steps, have no more words
to add to Le. The set Le now contains the normal form yπ∆e(v) for each vertex v of the
diagram ∆e. Then k(w, a) := max{l(y) | y ∈ Le} is computable.
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Now property (†) says that for each vertex v of the N -diagram ∆e there is a path in ∆e
from the basepoint to v labeled by a word in the set Le. Then idiam(∆e) ≤ k(w, a). That
is, kir(n) ≤ k
′
r(n) for all n ∈ N, where
k′r(n) := max{k(w, a) | w ∈ ∪
n
i=0A
i, a ∈ A}.
Repeating the computation of k(w, a) above for all words w of length at most n and all
a ∈ A, we can compute this upper bound k′r for k
i
r, as required. 
Remark 5.5. In [5], we show that the fundamental group of every three manifold with
uniform geometry is algorithmically stackable. Theorem 5.4 then gives bounds on the
filling functions for these groups, and Corollary 4.5 gives another proof that these groups
are tame combable.
5.2. Groups admitting complete rewriting systems.
In this section we discuss implications of Theorem 5.4 for a special class of stackable
groups, namely groups that admit a finite complete rewriting system. A finite complete
rewriting system (finite CRS) for a group G consists of a finite set A and a finite set of rules
R ⊆ A∗×A∗ (with each (u, v) ∈ R written u→ v) such that as a monoid, G is presented by
G =Mon〈A | u = v whenever u→ v ∈ R〉, and the rewritings xuy → xvy for all x, y ∈ A∗
and u → v in R satisfy: (1) Each g ∈ G is represented by exactly one irreducible word yg
(i.e. word that cannot be rewritten) over A, and (2) the (strict) partial ordering x > y if
x→ x1 → ...→ xn → y is well-founded.
Property (1) says that the set N of irreducible words is a set of normal forms for G
over A. Given a finite CRS for G, there is a minimal finite CRS for G with the same set
of irreducible normal forms; that is, for every rule u → v, the word v and every proper
subword of u are irreducible. Every finite CRS in this paper will be assume to be minimal.
Since any prefix of an irreducible word is irreducible, the set N is prefix closed. Let T
be the set of edges of the Cayley complex X (of the presentation from the CRS) that lie on
paths pathX(ǫ, yg) for all yg ∈ N . Prefix closure of N implies that T is a maximal tree in X.
Define the “rewriting flow function” Φ : ~EX → ~PX as follows. Let eg,a be any edge in
~EX . If either word yga or ygaa
−1 is irreducible, then let Φ(eg,a) := eg,a. On the other hand,
if neither word is irreducible, then there is a unique decomposition yga = y
′ua for some
y′, u ∈ A∗ and ua→ v in R. In that case, define Φ(eg,a) := pathX(g, u
−1v).
In [5], we show that Φ is a bounded flow function and the set SΦ is computable, and so
the group G is algorithmically stackable. Theorem 5.4 shows that any group with a finite
CRS admits recursive intrinsic and extrinsic tame filling functions. In Proposition 5.6 we
relax the bounds on the tame filling functions further, in order to write bounds on filling
functions in terms of another important function in the study of rewriting systems.
Given any word w ∈ A∗, we write w
∗
→w′ if there is any sequence of rewritings w = w0 →
w1 → · · · → wn = w
′ (including the possibility that n = 0 and w′ = w). The string growth
complexity function γ : N → N associated to a finite complete rewriting system (A,R) is
defined by
γ(n) := max{l(x) | ∃ w ∈ A∗ with l(w) ≤ n and w
∗
→x}.
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This function γ is an upper bound for the intrinsic (and hence also extrinsic) diameter
function of the group G presented by the rewriting system. In the following, we show that
G admits tame filling functions that are Lipschitz equivalent to γ.
Proposition 5.6. Let G be a group with a finite complete rewriting system. Let γ be the
string growth complexity function and let ζ denote the length of the longest rewriting rule.
Then the function n 7→ γ(⌈n⌉+ ζ + 2) + 1 is both an intrinsic and an extrinsic tame filling
function for G.
Proof. We use the notation and results of the proofs of Theorems 5.2 and 5.4 throughout
this proof. Let (A,R) be a minimal finite complete rewriting system for G, with associated
Cayley complex X, and let Φ be the rewriting flow function on the tree from the set N of
normal forms of this system. For any recursive edge e := eg,a, the word yga is reducible,
with rewriting yga = y
′ua→ y′v for a rule ua→ v in R. Following the notation of Step 1 of
Theorem 5.2, we factor label(Φ(e)) = u−1v = x−1g zexga where xg = u, ze = v, and xga = 1,
since u is a suffix of the normal form yg. Let E = {∆e,Θe) | e ∈ EX} be the associated
recursive combed N -filling from Step 1.
From the proof of Theorem 5.4, we have keN (n) ≤ k
i
N (n) = max{l(yg) | g ∈ B(n)} =
max{l(yw) | w ∈ A
∗, l(w) ≤ n} for all n. Since each normal form yw is obtained from w by
rewritings, keN (n) ≤ k
i
N (n) ≤ γ(n).
Also from Theorem 5.4, we have ker(n) ≤ k
i
r(n) ≤ k
′
r(n) for all n ∈ N. Suppose that
w ∈ A∗ is a word of length at most n, a ∈ A, and e = ew,a is the edge in X from w to
wa labeled by a. If e is degenerate, then all of the vertices of ∆e lie along a path from ∗
labeled yw or ywa in ∆e. On the other hand, suppose e is recursive, and let vˆ be a vertex
on the boundary of the 2-cell fe of ∂∆e from Step 1 of Theorem 5.2. Writing (as above)
ywa = y
′ua → y′v where ua → v ∈ R, then vˆ lies along a path in ∆e starting at the
vertex gˆ = t(path∆e(1, yw)) and labeled by label(Φ(e)) = u
−1v. Hence there is a path in ∆e
from ∗ to vˆ that is labeled by a prefix of yw or y′v; in either case, the label is a subword
of a word x satisfying ywa → x. The diagram ∆e is built by iterating the flow function,
successively applying rewritings to the word ywa and/or by applying free reductions (which
must also result from rewritings), and so we have that for every vertex v˜ in ∆e, there is
a path from the basepoint ∗ to v˜ labeled by a word s ∈ A∗ such that ywa
∗
→st for some
t ∈ A∗. Moreover, the normal form ys of s is the element of the set Le (defined in the proof
of Theorem 5.4) corresponding to the vertex v˜. Note that since s
∗
→ys, then ywa
∗
→yst as
well. That is, Le ⊆ L
′
e where
L′e := {y ∈ N | ∃ x ∈ A
∗ such that y is a prefix of x and ywa
∗
→x}.
Then the maximum k(w, a) of the lengths of the elements of Le is bounded above by
max{l(y) | y ∈ L′e}. Since the length of a prefix of a word x is at most l(x), we have
k(w, a) ≤ max{l(x) | ywa
∗
→x}. Using the fact that w
∗
→yw, we also obtain k(w, a) ≤
max{l(x) | wa
∗
→x} ≤ γ(l(w) + 1). Plugging this into the formula for k′r, we obtain k
i
r(n) ≤
k′r(n) = max{k(w, a) | w ∈ A
∗, a ∈ A, l(w) ≤ n} ≤ γ(n+ 1).
Putting these inequalities together, we obtain µe(n) ≤ µi(n) and
µi(n) = max{kiN (⌈n⌉+ 1) + 1, n + 1, k
i
r(⌈n⌉+ ζ + 1)} ≤ γ(⌈n⌉ + ζ + 2) + 1. 
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We remark that every instance of rewritings
∗
→ in the proof of Proposition 5.6 can be
replaced by prefix rewritings; that is, a sequence of rewritings w = w0 → · · · → wn = w
′,
written w
p∗
→w′, such that at each wi, the shortest possible reducible prefix is rewritten to
obtain wi+1. Hence G also admits tame filling functions given by the potentially smaller
prefix rewriting string growth complexity function γp(n) := max{l(x) | ∃ w ∈ A
∗ with l(w) ≤
n and w
p∗
→x} ≤ γ(n).
Next we use rewriting systems to discuss the breadth of the range of tame filling functions
for groups. The iterated Baumslag-Solitar group
Gk = 〈a0, a1, ..., ak | a
ai+1
i = a
2
i ; 0 ≤ i ≤ k − 1〉
admits a finite complete rewriting system for each k ≥ 1 (first described by Gersten; see
[12] for details). Hence Gk is also algorithmically stackable, with the recursive tame filling
functions described above.
Gersten [10, Section 6] showed that Gk has an isoperimetric function that grows at least
as fast as a tower of exponentials
Ek(n) := 2
2.
..
2n︸ ︷︷ ︸
k times
.
It follows from his proof that the (minimal) extrinsic diameter function for this group is
at least O(Ek−1(n)). Hence this is also a lower bound for the (minimal) intrinsic diameter
function for this group. Then, by Proposition 3.2, the function Ek−2 cannot be an intrinsic
or extrinsic tame filling function for Gk. In the extrinsic case, this was shown in the context
of tame combings in [12]. Combining this with Proposition 5.6 yields the following.
Corollary 5.7. For each k ≥ 2, the group Gk admits recursive intrinsic and extrinsic tame
filling functions, but all tame filling functions for G must grow faster than Ek−2.
5.3. Finite groups.
Suppose that G is a finite group with finite symmetric presentation P = 〈A | R〉. Let F
be a finite collection of van Kampen diagrams over P, one for each word over A of length
at most |G| that represents the identity ǫ of G.
Given any word u over A with u =G ǫ, we will construct a van Kampen diagram for u
with intrinsic diameter bounded above by the constant |G| +max{idiam(∆) | ∆ ∈ F}, as
follows. Start with a planar 1-complex that is a line segment consisting of an edge path
labeled by the word u starting at a basepoint ∗; that is, we start with a van Kampen diagram
for the word uu−1. Write u = u′1u
′′
1u
′′′
1 where u
′′
1 =G ǫ and no proper prefix of u
′
1u
′′
1 contains
a subword that represents ǫ. Note that l(u′1u
′′
1) ≤ |G|. We identify the vertices in the van
Kampen diagram at the start and end of the boundary path labeled u′′1, and fill in this loop
with the van Kampen diagram from F for this word. We now have a van Kampen diagram
for the word uu−11 where u1 := u
′
1u
′′′
1 . We then begin again, and write u1 = u
′
2u
′′
2u
′′′
2 where
u′′2 =G ǫ and no proper prefix of u
′
2u
′′
2 contains a subword representing the identity. Again
we identify the vertices at the start and end of the word u′′2 in the boundary of the diagram,
and fill in this loop with the diagram from F for this word, to obtain a van Kampen diagram
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Figure 5. Building ∆u in the finite group case
for the word uu−12 where u2 := u
′
2u
′′′
2 . Repeating this process, since at each step the length
of ui strictly decreases, we eventually obtain a word uk = u
′′
k. Identifying the endpoints
of this word and filling in the resulting loop with the van Kampen diagram in F yields a
van Kampen diagram ∆u for u. See Figure 5 for an illustration of this procedure. At each
step, the maximum distance from the basepoint ∗ to any vertex in a van Kampen diagram
included from F is at most |G| + max{idiam(∆) | ∆ ∈ F}, because this subdiagram is
attached at the endpoint of a path starting at ∗ and labeled by the word u′i of length less
than |G|. Hence we obtain the required intrinsic diameter bound.
Let Ψ : ∂∆u × [0, 1] → ∆ be any 1-combing of (∆u, ∂∆u) at ∗. Then Ψ is f -tame for
the constant function f(n) := |G|+max{idiam(∆) | ∆ ∈ F}+ 12 , since this constant is an
upper bound for the coarse distance from the basepoint to every point of ∆u. Similarly,
since the extrinsic diameter of ∆u (or, indeed, of any other van Kampen diagram for u) is
at most |G|, the function π∆ ◦Ψ is g-tame for the constant function g(n) := |G|+
1
2 . That
is, we have shown the following.
Proposition 5.8. If G is a finite group, then over any finite presentation G admits constant
intrinsic and extrinsic tame filling functions.
5.4. Groups with linear extrinsic tame filling functions.
For each of the groups considered in this section, a diagrammatic 1-combing Υ : X(1) ×
[0, 1] → X of the Cayley complex X for a finite presentation is constructed, along with a
proof that Υ is f -tame for a linear function f , elsewhere in the literature. Consequently,
applying Corollary 4.4, each of these groups admits a linear extrinsic tame filling function.
Moreover, in each case the group is known to be stackable, and the recursive combed N -
filling constructed in Step 1 of the proof of Theorem 5.2 is the same as the combed N -filling
obtained from the 1-combing Υ using the proof of Corollary 4.4. In this section, we discuss
the normal forms from the bounded flow function in order to find sharper bounds for their
intrinsic tame filling functions.
Thompson’s group F : Thompson’s group
F = 〈x0, x1 | [x0x
−1
1 , x
−1
0 x1x0], [x0x
−1
1 , x
−2
0 x1x
2
0]〉
is the group of orientation-preserving piecewise linear homeomorphisms of the unit interval
[0,1], satisfying that each linear piece has a slope of the form 2i for some i ∈ Z, and all
breakpoints occur in the 2-adics. In [7], Cleary, Hermiller, Stein, and Taback show that
Thompson’s group with the generating set A = {x±10 , x
±1
1 } is (algorithmically) stackable,
as a stepping stone to showing that F has a linear radial tame combing function. We note
that although the definition of diagrammatic 1-combing is not included in that paper, and
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the coarse distance definition differs slightly, the constructions of 1-combings in the proofs
are diagrammatic and admit Lipschitz equivalent radial tame combing functions. Hence by
Corollary 4.4, F has a linear extrinsic tame filling function.
Corollary 5.9. Thompson’s group F also has a linear intrinsic tame filling function.
Proof. Let E = {(∆e,Θe)} be the recursive combed N -filling associated to the bounded
flow function for F from [7], that in turn induces the f -tame diagrammatic 1-combing
in that paper, for a linear function f . Then Lemma 4.1 shows that the combed filling
D = {(∆w,Σw) | w ∈ A
∗, w =F ǫ} induced by E by the seashell procedure satisfies the
property that each π∆w ◦ Σw is f -tame for the same function f .
The set of normal forms over the generating set A = {x±10 , x
±1
1 } associated to the bounded
flow function for F , in [7, Observation 3.6(1)]), is
N := {w ∈ A∗ | ∀η ∈ {±1}, the words xη0x
−η
0 , x
η
1x
−η
1 , and x
2
0x
η
1 are not subwords of w,
and ∀ prefixes w′ of w, expsumx0(w
′) ≤ 0},
where expsumx0(w
′) denotes the number of occurrences in w′ of the letter x0 minus the
number of occurrences in w′ of the letter x−10 ; that is, the exponent sum for x0. Moreover,
each of the words in N labels a (6,0)-quasi-geodesic path in the Cayley complex X [7,
Theorem 3.7].
A consequence of property (†) (p. 19) and the seashell construction (Lemma 4.1) is that
for each word w ∈ A∗ with w =F ǫ and for each vertex v in ∆w, there is a path in ∆w
from the basepoint ∗ to the vertex v labeled by the (6,0)-quasi-geodesic normal form in N
representing π∆w(v). Then we have d∆w(∗, v) ≤ 6dX (ǫ, π∆w(v)). Let j˜ : N[
1
4 ] → N[
1
4 ] be
the (linear) function defined by j˜(n) = 6⌈n⌉ + 1. Lemma 3.3 then shows that the linear
function j˜ ◦ f is a tame filling function for Thompson’s group F . 
On the other hand, we note that Cleary and Taback [8] have shown that Thompson’s
group F is not almost convex (in fact, Belk and Bux [1] have shown that F is not even
minimally almost convex). Combining this with Theorem 5.12 below, the identity function
cannot be an intrinsic or extrinsic tame filling function for Thompson’s group F .
Solvable Baumslag-Solitar groups: The solvable Baumslag-Solitar groups are presented
byG = BS(1, p) = 〈a, t | tat−1 = ap〉 with p ∈ Z. In [7] Cleary, Hermiller, Stein, and Taback
show that for p ≥ 3, the groups BS(1, p) admit a linear radial tame combing function, and
hence (from Corollary 4.4) a linear extrinsic tame filling function.
Corollary 5.10. The Baumslag-Solitar group BS(1, p) has an exponential intrinsic tame
filling function.
Proof. For the generating set A = {a, a−1, t, t−1}, the infinite complete set of rewriting rules
taη → aηpt and aηt−1 → t−1aηp for η = ±1 together with t−1apmt→ am for m ∈ Z and free
reductions yields the set of normal forms
N := {t−iamtk | i, k ∈ N ∪ {0},m ∈ Z, and either p 6 |m or 0 ∈ {i, k}}.
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The group BS(1, 2) has a bounded flow function whose tree corresponds to these normal
forms [5], and the induced recursive combed N -filling is exactly the combed N -filling in-
duced by the diagrammatic 1-combingconstructed for BS(1, p) in [7], which is f -tame for a
linear function f .
Proceeding as in the proof of Corollary 5.9, if we let D = {(∆w,Σw) | w ∈ A
∗, w =BS(1,p)
ǫ} be the combed filling induced by this recursive combed N -filling using seashells, then
each π∆w ◦ Σw is f -tame (Lemma 4.1), and property (†) says that for each v ∈ ∆
(0)
w of D,
there is a path in ∆w from ∗ to v labeled by the normal form of π∆w(v) ∈ BS(1, p). The
normal form yg of any g ∈ G can be obtained from a geodesic representative by applying
the set of rewriting rules above; starting from any word of length n, these rules yield a word
of length less than pn. Then d∆w(∗, v) ≤ l(yπ∆w (v)) ≤ j(dX(ǫ, π∆w(v)) for the function
j : N → N given by j(n) = pn. Lemma 3.3 now applies, to show that the exponential
function j˜ ◦ f is an intrinsic tame filling function for BS(1, p). 
Almost convex groups: One of the original motivations for the definition of radial tame
combing functions in [12] was to imitate Cannon’s [6] notion of almost convexity in a quasi-
isometry invariant property. Let G be a group with an inverse-closed generating set A, and
let dΓ be the path metric on the associated Cayley graph Γ. For n ∈ N, define the sphere
S(n) of radius n to be the set of points in Γ a distance exactly n from the vertex labeled
by the identity ǫ. Recall that the ball B(n) of radius n is the set of points in Γ whose path
metric distance to ǫ is less than or equal to n.
Definition 5.11. [6] A group G is almost convex with respect to the finite symmetric
generating set A if there is a constant k such that for all n ∈ N and for all g, h in the sphere
S(n) satisfying dΓ(g, h) ≤ 2 (in the corresponding Cayley graph), there is a path inside the
ball B(n) from g to h of length at most k.
Cannon [6] showed that every group G satisfying an almost convexity condition over a
finite generating set A is also finitely presented by Pk = 〈A | Rk〉, where Rk is the set of
nonempty words w ∈ A∗ satisfying l(w) ≤ k+2 and w =G ǫ. Thiel [15] showed that almost
convexity is a property that depends upon the finite generating set used.
Given an almost convex group G, let X be the Cayley complex for Pk, and let N =
{yg | g ∈ G} be the set of shortlex normal forms over A for G. The “AC flow function”
Φ : ~EX → ~PX , associated to the tree of these normal forms, is defined as follows. As
required, Φ(e) := e if e is degenerate. Suppose that e = eg,a is recursive. If g, ga ∈ S(n),
then let Φ(e) be any choice of path φ(e) of length at most k in B(n) from g to ga. On
the other hand, if dX(ǫ, g) = n and dX(ǫ, ga) = n+ 1, then write the shortlex normal form
yga = y
′b for some b ∈ A, and let Φ(e) be a path φ(e) in B(n) of length at most k from g to
gab−1, followed by the edge egab−1,b. Similarly if dX(ǫ, g) = n + 1 and dX(ǫ, ga) = n, then
write the shortlex normal form yg = y
′b with b ∈ A, and let Φ(e) be eg,b−1 followed by a
path φ(e) in B(n) of length at most k from gb−1 to ga. Then Φ is a bounded flow function
for G; indeed, each edge of Φ(e) is either degenerate or else has midpoint closer to ǫ in the
path metric than the midpoint of e. (See [5] for more details.)
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In Theorem 5.12 below, we show that almost convexity of (G,A) is equivalent to the
existence of a finite set R of defining relations for G over A such that the identity function
ι (i.e. ι(n) = n for all n ∈ N[14 ]) is an intrinsic or extrinsic tame filling function for G over
〈A | R〉. In the extrinsic case, an ι-tame diagrammatic 1-combing of (X,X(1)) for an almost
convex group is constructed by Hermiller and Meier in [12, Theorem C], and this 1-combing
induces the same combed N -filling as the AC flow function; we give further details of that
case here to include a minor correction to the proof in that earlier paper.
Theorem 5.12. Let G be a group with finite generating set A, and let ι : N[14 ] → N[
1
4 ]
denote the identity function. The following are equivalent:
(1) The pair (G,A) is almost convex.
(2) ι is an intrinsic tame filling function for G over a finite presentation P = 〈A | R〉.
(3) ι is an extrinsic tame filling function for G over a finite presentation P = 〈A | R〉.
Proof. (1) implies (3): LetX be the Cayley complex of Pk and let Φ be the AC flow function
for G. Following the notation of Step 1 of the proof of Theorem 5.2, for each recursive edge
e = eg,a write label(Φ(e)) = x
−1
g zexga where the subword ze is the label of the subpath φ(e)
in the description of Φ above. Let E = {(∆e,Θe) | e ∈ EX} be the associated recursive
combed N -filling.
Theorem 5.2 can now be applied, but unfortunately this result is insufficient. Although
the fact that all of the normal forms in N are geodesic implies that the functions kiN and
kir are the identity, the tame filling function bounds µ
i and µe are not. Instead, we follow
the steps of the algorithm that built the recursive combed N -filling more carefully.
Let e ∈ EX with endpoints g and h, and let n := min{dX(ǫ, g), dX (ǫ, h)}. Let eˆ, with
endpoints gˆ and hˆ, be the edge corresponding to e in the boundary of the van Kampen
diagram ∆e. Now the paths π∆e ◦ Θe(gˆ, ·) and π∆e ◦ Θe(hˆ, ·) follow the geodesic paths in
X that start from ǫ and that are labeled by the words yg and yh at constant speed, and so
are ι− tame. Let p be any point in the interior of eˆ.
Case I. e is degenerate. Then ∆e is a line segment with no 2-cells, and the path π∆e ◦
Θe(p, ·) follows a geodesic in X
(1). Hence this path is ι-tame.
Case II. e is recursive. We proceed by Noetherian induction, using the notation in
Section 5.1. By slight abuse of notation, let e also denote the directed edge from g to h that
yields the element (∆e,Θe) of E . On the interval [0, ap], the path Θe(p, ·) follows a path
Θ′e(Ξe(p, 0), ·) in a subdiagram of ∆e that is either a path from an edge 1-combing for an
edge ei of X satisfying ei <Φ e, or a line segment labeled by a shortlex normal form. Hence
either by induction or case I, the path π∆e ◦Θe(p, ·) is ι-tame on [0, ap].
On the interval [ap, 1], the path Θe(p, ·) follows the path Ξe(p, ·) from the point Ξe(p, 0) (in
the subpath of ∂fe labeled ze, whose image inX is contained in B(n)) through the interior of
the 2-cell fe of ∆e to the point p. We have d˜X(ǫ, π∆e(Ξe(p, 0))) ≤ n, d˜X(ǫ, π∆e(Ξe(p, t))) =
n + 14 for all t ∈ (0, 1), and d˜X(ǫ, π∆e(Ξe(p, 1))) = d˜X(ǫ, p) = n +
1
2 . Hence the path
π∆e ◦ Ξe(p, ·) is ι-tame. Combining these, we have that π∆e ◦Θe is also ι-tame in Case II.
Since in the combed N -filling E , each map π∆e ◦ Θe is ι-tame, Lemma 4.1 then shows
that ι is a tame filling function for G over Pk.
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(1) implies (2): As noted in property (†), the recursive combed N -filling E for the AC
flow function above satisfies the property that for every vertex v in a van Kampen diagram
∆ of E , there is a path in ∆ from ∗ to v labeled by the shortlex normal form for the element
π∆(v) of G. Since these normal forms label geodesics in X, it follows that intrinsic and
extrinsic distances (to the basepoints) in the diagrams ∆ of E are the same. Lemma 4.1
again applies to show ι is also an intrinsic tame filling function for G over Pk.
(2) or (3) implies (1): The proof of this direction in the extrinsic case closely follows the
proof of [12, Theorem C], and the proof in the intrinsic case is quite similar. 
5.5. Combable groups.
In this section we consider a class of finitely presented groups which admit a rather
different procedure for constructing van Kampen diagrams, namely combable groups. Let
N = {yg | g ∈ G} be a set of of normal forms over a finite inverse-closed generating set A for
the group G, such that each normal form yg labels a simple path in the Cayley graph Γ. The
set N satisfies a (synchronous) K-fellow traveler property for a constant K ≥ 1 if whenever
g, h ∈ G and a ∈ A with ga =G h, and we write yg = a1 · · · am and yh = b1 · · · bn with each
ai, bi ∈ A (where, without loss of generality, we assume m ≤ n), then for all 1 ≤ i ≤ m we
have dΓ(a1 · · · ai, b1 · · · bi) ≤ K, and for all m < i ≤ n we have dΓ(g, b1 · · · bi) ≤ K. The
group G is combable if G admits a language of normal forms satisfying a K-fellow traveler
property. (Note that this notion of combable is not the same as the tame combability
discussed earlier in this paper.)
Before imposing a geometric restriction on the normal forms, we first consider the more
general case of combable groups with respect to simple word normal forms.
Proposition 5.13. Let G be a group with a finite generating set A and Cayley graph Γ. If
G has a set N of normal forms that label simple paths in Γ and satisfy a K-fellow traveler
property such that for all n ∈ N the set
Tn := {w ∈ A
∗ | dΓ(ǫ, w) ≤ n and w is a prefix of a word in N}
is finite, then G admits well-defined intrinsic and extrinsic tame filling functions.
Proof. The K-fellow traveler property implies that the presentation PK := 〈A | RK〉, where
RK = {w ∈ A
∗\{1} | l(w) ≤ 2K+2 and w =G ǫ}, is a finite (symmetric) presentation for G.
We build a combed N -filling for G over PK as follows. Let X be the Cayley complex,
and let eg,a ∈ ~EX . As above, write the normal forms yg, yga ∈ N as yg = a1 · · · am and
yga = b1 · · · bn with each ai, bi ∈ A. For each m < i ≤ n, let ai denote the empty word,
and conversely if n < i ≤ m let bi := 1. Define the words c0 := 1, cn := a, and for
each 1 ≤ i ≤ n − 1, let ci be a word in A
∗ labeling a geodesic path in X from a1 · · · ai
to b1 · · · bi; thus l(ci) ≤ K for all i. The diagram ∆e is built by successively gluing 2-cells
labeled aicib
−1
i c
−1
i−1, for 1 ≤ i ≤ n, along their common ci boundaries. (When ci−1 = ci = 1
and ai = bi, an edge is glued rather than a 2-cell.) The diagram ∆e is “thin”, in that it
has only the width of (at most) one 2-cell. An edge 1-combing Θe for this diagram can
be constructed to go successively through each 2-cell in turn from the basepoint ∗ to the
edge eˆ corresponding to e; see Figure 6 for an illustration. Choosing one direction for each
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Figure 6. “Thin” van Kampen diagram ∆e
undirected edge of X, let E = {(∆e,Θe) | e ∈ EX} be the corresponding combed N -filling.
Let eˆ = path∆e(yg, yga) be the edge of ∂∆e corresponding to the edge e of X. Also let
p be any point in eˆ, and suppose that 0 ≤ s < t ≤ 1. Applying the “thinness” of ∆e,
every point of ∆e lies in some closed cell of ∆e that also contains a vertex in the boundary
path q := path∆e(1, yg). In particular, there are vertices vs and vt on q such that the point
Θe(p, s) and the point vs occupy the same closed 0, 1, or 2-cell in ∆e, Θe(p, t) and vt occupy
a common closed cell, and vs is reached before or at vt when traversing the directed path q.
Let ζ ≤ 2K + 2 denote the length of the longest relator in the presentation PK . Then we
have |d˜∆e(∗,Θe(p, s))−d˜∆e(∗, vs)| ≤ ζ+1 and |d˜X(ǫ, π∆e(Θe(p, s)))−d˜X (ǫ, π∆e(vs))| ≤ ζ+1,
and similarly for the pair Θe(p, t) and vt. Write the word yg = y1y2y3 where the vertex vs
is the end of the subpath path∆e(1, y1) of q, and and similarly the vertex vt occurs between
the y2 and y3 subwords. Note that y1y2 is a prefix of a normal form word in N , and so
satisfies y1y2 ∈ TdX(ǫ,π∆e(vt)).
Define the function ti : N → N by ti(n) := max{l(w) | w ∈ Tn}. Since each set Tn is
finite, ti is well-defined. Using the fact that ti is nondecreasing, we have
d˜∆e(∗,Θe(p, s)) ≤ d˜∆e(∗, vs) + ζ + 1 ≤ l(y1) + ζ + 1
≤ l(y1y2) + ζ + 1 ≤ t
i(dX(ǫ, π∆e(vt))) + ζ + 1
≤ ti(d˜∆e(∗, vt)) + ζ + 1 ≤ t
i(⌈d˜∆e(∗,Θe(p, t))⌉+ ζ + 1) + ζ + 1
Then the function n 7→ ti(⌈n⌉+2K +3)+2K +3 is an intrinsic tame filling function for G.
Next define te : N → N by te(n) := max{dX(ǫ, v) | v is a prefix of a word in Tn}. Again,
this is a well-defined nondecreasing function. In this case, we note that since y1 is a prefix
of y1y2, then y1 is a prefix of a word in TdX (ǫ,π∆e(vt)). Then
d˜X(ǫ, π∆e(Θe(p, s))) ≤ d˜X(ǫ, π∆e(vs)) + ζ + 1 = dX(ǫ, y1) + ζ + 1
≤ te(dX (ǫ, π∆e(vt))) + ζ + 1
≤ te(⌈d˜X (ǫ, π∆e(Θe(p, t)))⌉ + ζ + 1) + ζ + 1.
Hence n 7→ te(⌈n⌉+ 2K + 3) + 2K + 3 is an extrinsic tame filling function for G. 
We highlight two special cases in which the hypothesis of Proposition 5.13, that each set
Tn is finite, is satisfied. The first is the case in which the set of normal forms is prefix-closed.
For this case, the functions ti = kiN and t
e = keN are the functions defined in Section 5.1,
and so we have the following.
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Corollary 5.14. If G has a prefix-closed set of normal forms that satisfies a K-fellow
traveler property, then n 7→ kiN (⌈n⌉+2K+3)+2K+3 is an intrinsic tame filling function,
and n 7→ keN (⌈n⌉+ 2K + 3) + 2K + 3 is an extrinsic tame filling function, for G.
The second is the case in which the set of normal forms is quasi-geodesic; that is, there
are constants λ, λ′ ≥ 1 such that every word in this set is a (λ, λ′)-quasi-geodesic. For a
group G with generators A and Cayley graph Γ, a word y ∈ A∗ is a (λ, λ′)-quasi-geodesic if
whenever y = y1y2y3, then l(y2) ≤ λdΓ(ǫ, y2) + λ
′. Actually, we only need a slightly weaker
property, that this inequality holds whenever y2 is a prefix of y (i.e., when y1 = 1). In this
case, the set Tn is a subset of the finite set of words over A of length at most λn+λ
′. Then
te(n) ≤ ti(n) ≤ λn+ λ′ for all n. Putting these results together yields the following.
Corollary 5.15. If a finitely generated group G admits a quasi-geodesic language of nor-
mal forms that label simple paths in the Cayley graph and that satisfy a K-fellow traveler
property, then G has linear intrinsic and extrinsic tame filling functions.
6. Quasi-isometry invariance for tame filling functions
In this section we give the proof of Theorem 6.1, showing that, as with the diameter
functions [4], [9], tame filling functions are also quasi-isometry invariants, up to Lipschitz
equivalence of functions (and in the intrinsic case, up to sufficiently large set of defining
relations). In the extrinsic case, this follows from Corollary 4.4 and the proof of Theorem [12,
Theorem A], but with a slightly different definition of coarse distance. We include the details
for both here, to illustrate the difference between the intrinsic and extrinsic cases.
Theorem 6.1. Suppose that (G,P) and (H,P ′) are quasi-isometric groups with finite
presentations. If f is an extrinsic tame filling function for G over P, then (H,P ′) has an
extrinsic tame filling function that is Lipschitz equivalent to f . If f is an intrinsic tame
filling function for G over P, then after adding all relators of length up to a sufficiently
large constant to the presentation P ′, the pair (H,P ′) has an intrinsic tame filling function
that is Lipschitz equivalent to f .
Proof. Write the finite presentations P = 〈A | R〉 and P ′ = 〈B | S〉; as usual we assume
that these presentations are symmetric.
If G is a finite group, then H is also finite. In this case, Proposition 5.8 shows that there
is a constant function f(n) ≡ C that is an intrinsic and extrinsic tame filling function for H
over P ′. Since increasing the function preserves tameness, then for any intrinsic tame filling
function f i for G over P, the function f i + f is also an intrinsic tame filling function for
H, and f i + f is Lipschitz equivalent to f i. Similarly, for an extrinsic tame filling function
f e for G, the function f e + f is Lipschitz equivalent to f e and is an extrinsic tame filling
function for H.
For the remainder of this proof we assume that the group G (and hence also the group
H) is infinite. Let X be the 2-dimensional Cayley complex for the pair (G,P), and let Y
be the Cayley complex associated to (H,P ′). Let dX , dY be the path metrics in X and Y
(and hence also the word metrics in G and H with respect to the generating sets A and B),
respectively.
32 M. BRITTENHAM AND S. HERMILLER
Quasi-isometry of these groups means that there are functions φ : G→ H and θ : H → G
and a constant k > 1 such that for all g1, g2 ∈ G and h1, h2 ∈ H, we have
(1) 1
k
dX(g1, g2)− k ≤ dY (φ(g1), φ(g2)) ≤ kdX(g1, g2) + k
(2) 1
k
dY (h1, h2)− k ≤ dX(θ(h1), θ(h2)) ≤ kdY (h1, h2) + k
(3) dX(g1, θ ◦ φ(g1)) ≤ k
(4) dY (h1, φ ◦ θ(h1)) ≤ k
By possibly increasing the constant k, we may also assume that k > 2 and that φ(ǫG) = ǫH
and θ(ǫH) = ǫG, where ǫG and ǫH are the identity elements of the groups G and H,
respectively.
We extend the functions φ and θ to functions φ˜ : G × A∗ → B∗ and θ˜ : H × B∗ → A∗
as follows. Let A˜ ⊂ A be a subset containing exactly one element for each inverse pair
a, a−1 ∈ A. Given a pair (g, a) ∈ G × A˜, using property (1) above we let φ˜(g, a) be (a
choice of) a nonempty word of length at most 2k labeling a path in the Cayley graph
Y (1) from the vertex φ(g) to the vertex φ(ga) (in the case that φ(g) = φ(ga), we can
choose φ˜(g, a) to be the nonempty word bb−1 for some choice of b ∈ B). We also define
φ˜(g, a−1) := φ˜(ga−1, a)−1. Then for any w = a1 · · · am with each ai ∈ A, define φ˜(g,w) to
be the concatenation φ˜(g,w) := φ˜(g, a1) · · · φ˜(ga1 · · · am−1, am). Note that for w ∈ A
∗:
(5) the word lengths satisfy l(w) ≤ l(φ˜(g,w)) ≤ 2kl(w), and
(6) the word φ˜(ǫG, w) represents the element φ(w) in H.
The function θ˜ is defined analogously.
Using Proposition 4.3, we will prove the theorem utilizing S1-combed fillings rather than
combed fillings. For the group G with presentation P, fix a collection D = {(∆w,Σw) | w ∈
A∗, w =G ǫG} such that for each w, ∆w is a van Kampen diagram for w and Σw is a circular
1-combing of ∆w. Further, we assume that either all of the Σw are f
i-tame or all π∆w ◦Σw
are f e-tame, where f i, f e : N[14 ]→ N[
1
4 ] are nondecreasing functions.
Recall from Remark 4.2, we know that f i(n) > n− 2 and f e(n) > n− 2 for all n ∈ N[14 ];
we use these inequalities repeatedly below. Let ζ := max{l(r) | r ∈ R} denote the maximum
length of a relator in the presentation P.
Now suppose that u′ is any word in B∗ with u′ =H ǫH . We will construct a van Kampen
diagram for u′, following the method of [4, Theorem 9.1]. At each of the four successive
steps, we obtain a van Kampen diagram for a specific word; we will also keep track of
1-combings and analyze their tameness, ending with a diagram and circular 1-combing for
u′.
Step I. For u := θ˜(ǫH , u
′) ∈ A∗: Note that (6) implies u =G θ(u
′) =G θ(ǫH) =G ǫG, and
so the collection D contains a van Kampen diagram ∆u for u and an associated circular
1-combing Σu : Cl(u) × [0, 1] → ∆u. Note that either Σu is f
i
1 := f
i-tame or π∆u ◦ Σu is
f e1 := f
e-tame.
Step II. For z′′ := φ˜(ǫG, u) = φ˜(ǫG, θ˜(ǫH , u
′)) ∈ B∗: We build a finite, planar, con-
tractible, combinatorial 2-complex Ω from ∆u as follows. Given any edge e in ∆u, choose a
direction, and hence a label ae, for e, and let v1 be the initial vertex of e. Replace e with
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a directed edge path eˆ labeled by the (nonempty) word φ˜(π∆u(v1), ae). Repeating this for
every edge of the complex ∆u results in the 2-complex Ω.
Note that Ω is a van Kampen diagram for the word z′′ with respect to the presentation
P ′′ = 〈B | S ∪ S′′〉 of H, where S′′ is the set of all nonempty words over B of length at
most 2kζ that represent ǫH . Let Y
′′ be the Cayley complex for P ′′ and let πΩ : Ω→ Y
′′ be
the function preserving basepoints and directed labeled edges. Using the fact that the only
difference between ∆u and Ω is a replacement of edges by edge paths, we define α : ∆u → Ω
to be the continuous map taking each vertex and each interior point of a 2-cell of ∆u to the
same point of Ω, and taking each edge e to the corresponding edge path eˆ.
Writing u = a1 · · · am with each ai ∈ A, then z
′′ = c1,1 · · · c1,j1 · · · cm,1 · · · cm,jm where
each ci,j ∈ B and ci,1 · · · ci,ji is the nonempty word labeling the edge path êi of ∂Ω that is
the image under α of the i-th edge of the boundary path of ∆u. Recall that Cl(u) is the
circle S1 with a 1-complex structure of l(u) vertices and edges. Let the 1-complex Cl(z′′) be
a refinement of the complex Cl(u), so that the i-th edge of Cl(u) is replaced by ji ≥ 1 edges
for each i, and let αˆ : Cl(z′′) → Cl(u) be the identity on the underlying circle. Finally, define
the map ω : Cl(z′′) × [0, 1]→ Ω by ω := α ◦Σu ◦ (αˆ× id[0,1]).
Next we analyze the intrinsic tameness of ω. In this step we have only replaced edges
by nonempty edge paths of length at most 2k, and hence for each vertex v in ∆u we
have d˜∆u(∗, v) ≤ d˜Ω(∗, α(v)) ≤ 2kd˜∆u(∗, v) . For a point q in the interior of an edge
of ∆u, let v be a vertex in the same closed cell; then |d˜∆u(∗, q) − d˜∆u(∗, v)| < 1 and
|d˜Ω(∗, α(q)) − d˜Ω(∗, α(v))| < 2k. For a point q in the interior of a 2-cell of ∆u, let v be a
vertex in the closure of this cell with d˜∆u(∗, v) ≤ d˜∆u(∗, q)+1. Then α(v) is a vertex in the
closure of the open 2-cell of Ω containing α(q), and the boundary path of this cell has length
at most 2kζ. That is, |d˜∆u(∗, q)− d˜∆u(∗, v)| < 1 and |d˜Ω(∗, α(q))− d˜Ω(∗, α(v))| < 2kζ. Thus
for all q ∈ ∆u, we have d˜∆u(∗, q) ≤ d˜Ω(∗, α(q)) ≤ 2kd˜∆u(∗, q) + 4k + 2kζ.
Now suppose that p is any point in Cl(z′′) and 0 ≤ s < t ≤ 1. In the case that Σu is
f i1-tame, combining the inequalities above and the fact that f
i
1 is nondecreasing yields
d˜Ω(∗, ω(p, s)) = d˜Ω(∗, α(Σu(αˆ(p), s)) ≤ 2kd˜∆u(∗,Σu(αˆ(p), s)) + 4k + 2kζ
< 2k(f i1(d˜∆u(∗,Σu(αˆ(p), t))) + 2) + 4k + 2kζ
≤ 2kf i1(d˜Ω(∗, α(Σu(αˆ(p), t)))) + 8k + 2kζ = 2kf
i
1(d˜Ω(∗, ω(p, t)) + 8k + 2kζ .
Hence ω is f i2-tame for the nondecreasing function f
i
2(n) := 2kf
i
1(n) + 8k + 2kζ.
Next consider the extrinsic tameness of ω. For any vertex v in ∆u, let wv be a word
labeling a path in ∆u from ∗ to v. Using note (6) above, we have φ(π∆u(v)) =H φ(wv) =H
φ˜(ǫG, wv) =H πΩ(α(v)), by our construction of Ω. Quasi-isometry property (1) then gives
1
k
dX(ǫG, π∆u(v)) − k ≤ dY (ǫH , φ(π∆u(v))) = dY (ǫH , πΩ(α(v))) ≤ kdX(ǫG, π∆u(v)) + k .
Since the generating sets of the presentations P ′ and P ′′ of H are the same, the Cayley
graphs and their path metrics dY = dY ′′ are also the same. As in the intrinsic case above, for
a point q in the interior of an edge or 2-cell of ∆u, there is a vertex v in the same closed cell
with |d˜X(ǫG, π∆u(q))− d˜X(ǫG, π∆u(v))| < 1 and |d˜Y ′′(ǫH , πΩ(α(q)))− d˜Y ′′(ǫH , πΩ(α(v)))| <
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Figure 7. Van Kampen diagram Λu′ and circular 1-combing λu′
2k(ζ + 1). Then for all q ∈ ∆u, we have
d˜X(ǫG, π∆u(q)) ≤ kd˜Y ′′(ǫH , πΩ(α(q))) + 2k
2ζ + 3k2 + 1 , and
d˜Y ′′(ǫH , πΩ(α(q))) ≤ kd˜X(ǫG, π∆u(q)) + 4k + 2kζ .
Now suppose that p is any point in Cl(z′′) and 0 ≤ s < t ≤ 1. In the case that π∆u ◦ Σu
is f e1 -tame, then
d˜Y ′′(ǫH , πΩ(ω(p, s))) = d˜Y ′′(ǫH , πΩ(α(Σu(αˆ(p), s))))
≤ kd˜X(ǫG, π∆u(Σu(αˆ(p), s))) + 4k + 2kζ
< k(f e1 (d˜X(ǫG, π∆u(Σu(αˆ(p), t)))) + 2) + 4k + 2kζ
≤ kf e1 (kd˜Y ′′(ǫH , πΩ(α(Σu(αˆ(p), t)))) + 2k
2ζ + 3k2 + 1) + 6k + 2kζ
= kf e1 (kd˜Y ′′(ǫH , πΩ(ω(p, t)) + 2k
2ζ + 3k2 + 1) + 6k + 2kζ .
Hence πω ◦ ω is f
e
2 -tame for the function f
e
2 (n) := kf
e
1 (kn+ 2k
2ζ + 3k2 + 1) + 6k + 2kζ.
Step III. For u′ over P ′′′: In this step we construct another finite, planar, contractible,
and combinatorial 2-complex Λu′ starting from Ω, by adding a “collar” around the outside
boundary. Write the word u′ = b1 · · · bn with each bi ∈ B. For each 1 ≤ i ≤ n− 1, let wi be
a word labeling a geodesic edge path in Y from φ(θ(b1 · · · bi)) to b1 · · · bi; the quasi-isometry
inequality in (3) above implies that the length of wi is at most k. We add to Λu′ a vertex xi
and the vertices and edges of a directed edge path pi labeled by wi from the vertex vi to xi,
where vi := t(pathΩ(1, φ˜(ǫG, θ˜(eH , b1 · · · bi)))) Note that if wi is the empty word, we identify
xi with the vertex vi; the path pi is a constant path at this vertex. Then ∗ = v0 = x0 = xn
(and p0 and pn are the constant path at this vertex); let this vertex be the basepoint of Λu′ .
Next we add to Λu′ a directed edge eˇi labeled by bi from the vertex xi−1 to the vertex
xi. The path qi from vi−1 to vi along the boundary of the subcomplex Ω is labeled by
the nonempty word zi := φ˜(θ(b1 · · · bi−1), θ˜(b1 · · · bi−1, bi)). If both of the paths pi−1, pi are
constant and the label of path qi is the single letter bi, then we identify the edge eˇi with
the path qi. Otherwise, we attach a 2-cell σˆi along the edge circuit following the edge path
starting at vi−1 that traverses the path qi, the path pi, the reverse of the edge eˇi, and finally
the reverse of the path pi−1. See Figure 7 for a picture of the resulting diagram.
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Now the complex Λu′ is a van Kampen diagram for the original word u
′, with respect
to the presentation P ′′′ = 〈B | S ∪ S′′′〉 of H, where S′′′ is the set of all nonempty words
in B∗ of length at most ζ ′′′ := 2kζ + (2k)2 + 2k + 1 that represent ǫH . Let Y
′′′ be the
corresponding Cayley complex.
We define a circular 1-combing λu′ : Cl(u′) × [0, 1]→ Λu′ by extending the map ω on the
subcomplex Ω (from Step II) as follows. First we let the cell complex Cl(u′) be the complex
Cl(z′′) with each subpath in Cl(z′′) mapping to a path qi in ∂Ω replaced by a single edge.
From our definitions of φ˜ and θ˜, each qi path is labeled by a nonempty word, and so Cl(z′′) is
a refinement of the cell complex structure Cl(u′) on S
1, and we let βˆ : Cl(u′) → Cl(z′′) be the
identity on the underlying circle. Next define a homotopy λ˜ : Cl(z′′)× [0, 1]→ Λu′ as follows.
For each 1 ≤ i ≤ n, let v˜i be the point in S
1 with ω(v˜i, 1) = vi. Define λ˜(v˜i, t) := ω(v˜i, 2t)
for t ∈ [0, 12 ], and let λ˜(v˜i, t) for t ∈ [
1
2 , 1] be a constant speed path along pi from vi to
xi. On the interior of the edge e˜i from v˜i−1 to v˜i, define the homotopy λ˜|e˜i×[0, 12 ]
to follow
ω|e˜i×[0,1] at double speed, and let λ˜|e˜i×[ 12 ,1]
go through the 2-cell σˆi (or, if there is no such
cell, let this portion of λ˜ be constant) from qi to eˇi. Finally, we define the circular 1-combing
λu′ : Cl(u′)) × [0, 1] → Λu′ by λu′ := λ˜ ◦ (βˆ × id[0,1]). (A path λu′(p, ·) is illustrated by the
dashed path in Figure 7). This map λu′ is a circular 1-combing for the diagram Λu′ .
Next we analyze the intrinsic tameness of λu′ . Since Ω is a subdiagram of Λu′ , for any
vertex v in Ω, we have dΛu′ (∗, v) ≤ dΩ(∗, v). Given any edge path β in Λu′ from ∗ to
v that is not completely contained in the subdiagram Ω, the subpaths of β lying in the
“collar” can be replaced by paths along ∂Ω of length at most a factor of 4k2 longer. Then
dΩ(∗, v) ≤ 4k
2dΛu′ (∗, v). Hence for any point q ∈ Ω, we have d˜Λu′ (∗, q) ≤ d˜Ω(∗, q) ≤
4k2d˜Λu′ (∗, q) + 4k
2 + 1 + ζ ′′′.
Now suppose that p is any point of Cl(u′) and 0 ≤ s < t ≤ 1, and that Σu is f
i-tame.
Since n < f i(n) + 2 for all n ∈ N[14 ] from Remark 4.2, from the definition of f2 we also
have n < f2(n) for all n. If t ≤
1
2 , then the path λu′(p, ·) on [0, t] is a reparametrization of
ω(p, ·), and so Step II, the fact that f i2 is nondecreasing, and the inequalities above give
d˜Λu′ (∗, λu′(p, s)) ≤ d˜Ω(∗, λu′(p, s))
< f i2(d˜Ω(∗, λu′(p, t)))
≤ f i2(4k
2d˜Λu′ (∗, λu′(p, t)) + 4k
2 + 1 + ζ ′′′).
If t > 12 and s ≤
1
2 , then we have d˜Λu′ (∗, λu′(p, s)) < f
i
2(4k
2d˜Λu′ (∗, λu′(p,
1
2))+4k
2+1+ ζ ′′′)
and |d˜Λu′ (∗, λu′(p, t)) − d˜Λu′ (∗, λu′(p,
1
2))| < ζ
′′′ + 1, so
d˜Λu′ (∗, λu′(p, s)) < f
i
2(4k
2(d˜Λu′ (∗, λu′(p, t)) + ζ
′′′ + 1) + 4k2 + 1 + ζ ′′′).
If s > 12 , then
d˜Λu′ (∗, λu′(p, s)) ≤ d˜Λu′ (∗, λu′(p, t)) + ζ
′′′ + 1 < f i2(d˜Λu′ (∗, λu′(p, t))) + ζ
′′′ + 1.
Then λu′ is f
i
3-tame for the function f
i
3(n) := f
i
2(4k
2n+ 8k2 + 1 + (4k2 + 1)ζ ′′′) + ζ ′′′ + 1.
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We note that we have now completed the proof of Theorem 6.1 in the intrinsic case:
The circular 1-combings of the S1-combed filling {(Λu′ , λu′) | u
′ ∈ B∗, u′ =H ǫH} (over the
presentation P ′′′ = 〈B | S ∪ S′′′〉) are f i3-tame, and so Proposition 4.3 says that (H,P
′′′)
has an intrinsic tame filling function Lipschitz equivalent to f i3, and hence also to f
i.
The analysis of the extrinsic tameness in this step is simplified by the fact that for all
q ∈ Ω, we have d˜Y ′′(ǫH , πΩ(q)) = d˜Y ′′′(ǫH , πΛu′ (q)), since the 1-skeleta of Y
′′ and Y ′′′ are
determined by the generating sets of the presentations P ′′ and P ′′′, which are the same.
A similar argument to those above shows that if π∆u ◦ Σu is f
e-tame, then π∆u′ ◦ λu′ is
f e3 -tame for the function f
e
3 (n) := f
e
2 (n+ ζ
′′′ + 1) + ζ + 1.
Step IV. For u′ over P ′: Finally, we turn to building a van Kampen diagram ∆′u′ for u
′
over the original presentation P ′. For each nonempty word w over B of length at most ζ ′′′
satisfying w =H ǫH , let ∆
′
w be a fixed choice of van Kampen diagram for w with respect to
the presentation P ′ of H, and let F be the (finite) collection of these diagrams. A diagram
∆′u′ over the presentation P
′ is built by replacing 2-cells of Λu′ , proceeding through the 2-
cells of Λu′ one at a time. Let τ be a 2-cell of Λu′ , and let ∗τ be a choice of basepoint vertex
in ∂τ . Let x be the word labeling the path ∂τ starting at ∗τ and reading counterclockwise.
Since l(x) ≤ L, there is an associated van Kampen diagram ∆′τ = ∆
′
x in the collection
F . Note that although Λu′ is a combinatorial 2-complex, and so the cell τ is a polygon,
the boundary label x may not be freely or cyclically reduced. The van Kampen diagram
∆′x may not be a polygon, but instead a collection of polygons connected by edge paths,
and possibly with edge path “tendrils”. We replace the 2-cell τ with a copy ∆′τ of the van
Kampen diagram ∆′x, identifying the boundary edge labels as needed, obtaining another
planar diagram. Repeating this for each 2-cell of of the resulting complex at each step,
results in the van Kampen diagram ∆′u′ for u
′ with respect to P ′.
From the process of constructing ∆′u′ from Λ, for each 2-cell τ there is a continuous
onto map τ → ∆′τ preserving the boundary edge path labeling, and so there is an induced
continuous surjection γ : Λu′ → ∆
′
u′ . Note that the boundary edge paths of Λu′ and ∆
′
u′ are
the same. Then the composition Σ′u′ := γ ◦λu′ : Cl(u′)× [0, 1]→ ∆
′
u′ is a circular 1-combing.
To analyze the extrinsic tameness, we first note that for all points qˆ ∈ Λ
(1)
u′ , the images
πΛu′ (qˆ) in Y
′′′ and π∆′
u′
(γ(qˆ)) in Y are the same point in the 1-skeleta Y (1) = (Y ′′′)(1), and
so d˜Y ′′′(ǫH , πΛu′ (qˆ)) = d˜Y (π∆′u′
(γ(qˆ))). Let M := 2max{d˜∆(∗, r) | ∆ ∈ F , r ∈ ∆}.
Suppose that p is any point in Cl(u′) and 0 ≤ s < t ≤ 1, and that π∆u ◦ Σu is f
e-tame.
If λu′(p, s) ∈ Λ
(1)
u′ , then define s
′ := s; otherwise, let 0 ≤ s′ < s satisfy λu′(p, s
′) ∈ Λ
(1)
u′ and
λu′(p, (s
′, s]) is a subset of a single open 2-cell of Λu′ . Similarly, if λu′(p, t) ∈ Λ
(1)
u′ , then
define t′ := t, and otherwise, let t < t′ ≤ 1 satisfy λu′(p, t
′) ∈ Λ
(1)
u′ and λu′(p, [t, t
′)) is a
subset of a single open 2-cell of Λu′ . From Remark 4.2 and the choice of f
e
3 , we also have
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n < f e3 (n) for all n ∈ N[
1
4 ]. Then
d˜Y (ǫH , π∆′
u′
(Σu′(p, s))) = d˜Y (ǫH , π∆′
u′
(γ(λu′(p, s))))
≤ d˜Y (ǫH , π∆′
u′
(γ(λu′(p, s
′)))) +M
= d˜Y ′′′(ǫH , πΛu′ (λu′(p, s
′))) +M
< f e3 (d˜Y ′′′(ǫH , πΛu′ (λu′(p, t
′)))) +M
= f e3 (d˜Y (ǫH , π∆′
u′
(γ(λu′(p, t
′))))) +M
≤ f e3 (d˜Y (ǫH , π∆′
u′
(γ(λu′(p, t)))) +M) +M.
Therefore π∆′
u′
◦Σ′u′ is f
e
4 -tame, for the function f
e
4 (n) := f
e
3 (n+M)+M . Since the functions
f ej and f
e
j+1 are Lipschitz equivalent for all j, then f
e
4 is Lipschitz equivalent to f
e.
Now the collection {(∆′u′ ,Σ
′
u′) | u
′ ∈ B∗, u′ =H ǫH} is a S
1-combed filling for the pair
(H,P ′) such that each π∆′
u′
◦ Σ′u′ is tame with respect to a function that is Lipschitz
equivalent to f e, and Proposition 4.3 completes the proof. 
The obstruction to applying Step IV of the above proof in the intrinsic case stems from the
fact that the map γ : Λu′ → ∆
′
u′ behaves well with respect to extrinsic coarse distance, but
may not behave well with respect to intrinsic coarse distance. The latter results because
the replacement of a 2-cell τ of Λu′ with a van Kampen diagram ∆
′
τ can result in the
identification of vertices of Λu′ .
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