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Outline of thesis 
Trace gas makes up less than 1% by volume of the earth’s atmosphere. Air in 
the atmosphere is a mixture of nitrogen (78.09%) and oxygen (20.95%). The 
most abundant trace gas is argon (0.93%). Human breath is a myriad of trace 
gases. Trace gas detection is the detection of minute quantities of compounds 
in air. The detection of trace gases is currently used in wide range of 
applications, such as environmental chemistry, astronomy, medicine and 
biology. Measuring these gases can provide important information about the 
object emitting these molecules. For example, atmospheric chemists examine 
trace gases for the identification of pollution, its origin and its effect. 
Ecologists will study the effect of plant eating insects or how plants react 
during stress conditions. Food dealers can identify the ripening stage of food 
and also monitor the trace gases for the identification of deterioration of meat 
in their storage rooms. Medical doctors examine the trace gases to study the 
health status of person’s body by monitoring several biomarkers in breath, 
skin or urine.  
To detect these trace gases and monitor those in head space can 
provide useful insight into internal processes. Many sensitive detection 
methods to measure these trace gas compounds have been developed. Several 
analytical techniques can detect trace gases down to parts per billion 
(ppbv, 1.109) level. The trace gas detection for plant and breath analysis 
applications in this thesis were performed using Proton Transfer Reaction 
Mass Spectrometry (PTR-MS) and Proton Transfer Reaction Ion Trap Mass 
Spectrometry (PIT-MS). PTR-MS technique developed for the detection of 
trace quantities of volatile organic compounds (VOC’s) in air. The technique 
uses ion molecule reactions, using a hydronium ion (H3O+), which donates a 
proton to the neutral trace gases in air. The ionised neutral molecule proton 
affinity should be higher than water since it is the source in this technique.  
The advantage to use hydronium ions as the reagent ions is that they 
don’t react with the normal constituents of air such as oxygen and nitrogen. 
The advantages of this mass spectrometric technique are that it is fast, 
sensitive technique. There is no need of sample preparation. It can measure 
different ion signals in parallel and online. This technique has ability to 
perform real time analysis with high sensitivity down to ppbv concentration.  
PTR-MS has already been used in several fields such as food 
chemistry [1], environmental science [2], plant emissions [3], and breath 
analysis [4]. In this thesis some of the examples of trace gas emissions form 
biological samples such as infested plants, infected potatoes and also from 
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human samples such as breath and urine are measured using PTR-MS and 
PIT-MS.  
 
This thesis contains six chapters. In the first chapter, a detailed 
description of ion chemistry, instrumentation, operation methods, 
quantification and calibration methods of PTR-MS and PIT-MS were 
explained. The identification of measured trace gases is difficult with these 
techniques since there is no library available. Therefore possible identification 
methods were also explained. Some preliminary experiments and 
experimental set up details were explained.  
In Chapter 2, optimization of PTR-MS for sulphur containing 
compounds such as methanethiol, dimethyl sulphide (DMS) and dimethyl 
disulphide (DMDS) was described. Plants emits volatile compounds in very 
low levels. To measure them the sensitivity and detection limit of the set up 
needs to be optimized.  Therefore, in this chapter humidity and voltages of 
drift tube were optimized for this purpose. The three sulphur compounds 
showed a maximum intensity of the product ion signal at a low fraction of the 
protonated water clusters as compared to the total reagent ion signal. This 
could be explained by their difference in proton affinity as compared to that 
of the water cluster. The mean kinetic energy in the drift tube was calculated 
and the feasibility of proton transfer reaction between sulpur compounds and 
water clusters was calculated. The PTR-MS was used to monitor trace gas 
emissions of methanethiol, DMS and DMDS emitted from Brassica rapa 
plants in real time. The concentrations of these sulphur compound emissions 
are in the part per billion range (ppbv) and optimization of the instrument for 
these compounds helped to measure the low concentrations emitted from 
control and infested plants. All three sulphur compounds showed an 
immediate rise in the ion signal intensity after infestation, indicating that the 
plants were reacting after the roots were damaged by the insects.  
In Chapter 3, the continuation of measuring root infested Brassica 
plants was performed using PTR-MS. The volatile emission of Brassica nigra, 
Brassica carinata, Brassica oleracea, Brassica rapa, Brassica napus and 
Brassica juncea plant roots infested with Delia radicum larvae were 
measured. Previously it was found that Isothiocyanate (m/z 60) was supposed 
to be a breakdown product formed from the glucosinolate sinigrin (allyl 
glucosinolate) and myrosinase enzyme reaction. This study tested this 
hypothesis, by checking if glucosinolate sinigrin is the only precursor for the 
formation of m/z 60 emission in damaged roots. Another statement was that 
sulphur compounds such as methanethiol, DMS and DMDS are emitted only 
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after larval infestation. Here, we tested if any other type of root damage leads 
to the emission of such sulphides, by damaging roots artificially with a scalpel. 
The damaged roots obtained after the root larvae and scalpel damage were 
dried, crushed and the glucosinolate profiles were measured using high 
performance liquid chromatography (HPLC). The VOC emissions and HPLC 
profiles were compared with VOC emissions from PTR-MS for further 
analysis. This comparison between VOC emissions with glucosinolate 
profiles showed that the glucosinolate sinigrin cannot be the only precursor 
for m/z 60 emission. The primary response after root damage mainly depends 
on the plant species but not on the type of damage (artificial or larval) and on 
the glucosinolate profile. These markers helped to distinguish between 
infested and non-infested plants.  
In Chapter 4, the important biomarker for diabetes, acetone 
concentrations were measured at different exhalation flows. Acetone in 
exhaled breath is considered as a biomarker for lipolysis and dextrose 
metabolism. Breath sampling of acetone levels was used because it is a 
non - invasive method and is currently widely using in clinical studies. 
However, breath acetone analysis is affected by several parameters such as 
breath flow dependency. Therefore, the effect of exhalation flow on exhaled 
acetone concentration was measured using PTR-MS. Breath acetone was 
found to be flow dependent at lower exhaled flow rates. At higher flow rates 
no significant differences were observed. A two compartment mathematical 
model similar to that of NO was used to explain the flow dependency of 
acetone. This model helped to calculate the expected concentration of acetone 
in alveoli in comparison with surrounding blood acetone concentration. The 
experimental data and the model showed that there is acetone intake from 
tissues in upper airways, which may be due to the interaction of water with 
acetone.  This study showed that for each VOC its flow dependency combined 
with modelling needs to be verified. 
In Chapter 5 and 6 the breath and urine samples collected from 4-days 
march in July 2012 on different group of subjects were measured. Both 
healthy, type-1 and type-2 diabetic subjects were participated in this study.  
 As mentioned before, breath acetone is considered as a biomarker for 
lipolysis and dextrose metabolism. In Chapter 5, breath acetone concentration 
was assessed as a method monitoring the effects of a prolonged physical 
activity on whole body lipolysis and hepatic ketogenesis in field conditions. 
For each participant, breath acetone concentration was measured using 
PIT - MS, before and after a 30-50 km walk for 4 consecutive days. Blood 
non-esterified free fatty acid (NEFA), beta-hydroxybutyrate (BOHB), and 
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glucose concentrations were measured after walking. Breath acetone 
concentration was significantly higher after than before walking, and was 
positively correlated with blood NEFA and BOHB concentrations. These 
correlations indicated that breath acetone can be used to monitor hepatic 
ketogenesis during walking under field conditions. It may therefore provide 
real-time information on fat burning, which may be of use for monitoring the 
lifestyle interventions. 
 In the last chapter of this thesis, PTR-MS has been applied for the 
quantification of volatile organic compounds (VOCs) in urine headspace to 
measure the effect of exercise. 33 ions were identified with enough abundance 
to test for possible relevance to exercise.  These ions were investigated using 
multivariate analysis (M-PLS-DA). Ion signals at m/z 61, m/z 62 and m/z 79 
were considered as significant markers for the effect of prolonged exercise in 
multivariate analysis. These ions were identified as isotope and water cluster 
of acetic acid with correlations. Acetic acid was found to be a significant 
biomarker for the effect of exercise in urine headspace. Therefore, the 
potential of using acetic acid in urine to monitor exercise effects is exhibited 
and may be built upon by future experiments. 
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CHAPTER 1  
1.Proton Transfer Reaction Mass Spectrometry 
(PTR-MS) 
1.1. Introduction 
Proton transfer ionization is a form of chemical ionization (CI) or soft 
ionization. The advantage of soft ionization is the production of protonated 
monomers without or with less fragmentation as compared to Electron 
Ionization (EI). Hard ionization techniques such as electron impact ionization 
cause excessive fragmentation of product ions. This, results in undesirable 
ions making it difficult to identify product ions as the sample is composed of 
many unknown trace substances. Examples of acetone mass spectra are shown 
in Figure 1.The left panel is a soft ionization PTR-MS spectrum, in which 
acetone and protonated water cluster peaks are shown. Proton transfer reaction 
releases a few eV, a few hundred kJ.mol-1, within the reaction. In the right 
panel an electron impact ionization mass spectrum is shown with a strong 
fragment peak at m/z 43, using 70 eV.  
 
 
Figure 1 Fragmentation pattern as a result of soft ionization of acetone (C3H6O) 
using proton transfer reaction (PTR, left panel) and electron impact ionization (EI, 
70eV, right panel). As can be seen in the right panel, the acetone fragments 
considerably, while using PTR only a single mass can be observed, next to its 13C 
isotope and  a water cluster [6]. 
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PTR-MS was developed in the mid-1990s [5, 6], its advantages are that it is a 
fast, sensitive technique and that it can monitor multiple trace gases in real 
time at the parts per billion by volume (ppbv; 1.109) level. PTR-MS can 
measure compounds of interest in different fields of science such as 
environmental research, medicine and biology [4, 7, 8]. 
1.2. Background 
PTR-MS combines ion-molecule reactions, for chemical ionization of gas 
phase neutrals, with mass spectrometry to study the trace gas compositions. 
More specifically, proton transfer reactions are performed in a reaction 
chamber with H3O+ primary ions and gas phase neutrals. The ions move 
through the reaction chamber under the influence of a variable electric field, 
which regulates the kinetics of the reaction. When H3O+ ions collide with a 
neutral (M), a proton transfer reaction will occur: 
 
𝐻3𝑂+  +  𝑀 
𝑘
→ 𝑀𝐻+  + 𝐻2𝑂    (0)   
 
in which M is the neural trace gas molecule and k the reaction rate coefficient. 
The important condition to have this proton transfer reaction is that the trace 
gas compound’s proton affinity should be higher than the proton affinity of 
water (691 kJ.mol-1) [9]. The proton affinity (PA) of the neutral collision 
partner (M) is defined as the negative of the enthalpy change (ΔH) of the gas 
phase reaction at constant temperature T, usually 298K, see equation (2). 
 
 𝑀 + 𝐻+ → 𝑀𝐻+    (1) 
∆𝐻𝑇 = −𝑃𝐴𝑇(𝑀)    (2) 
 
In a proton transfer reaction the enthalpy change of the whole reaction is equal 
to the difference in proton affinities of the two species at constant temperature. 
This value is typically a few eV or a few hundred kJ.mol-1  
 
∆𝐻𝑇 = 𝑃𝐴𝑇(𝐻2𝑂) − 𝑃𝐴𝑇(𝑅)  (3) 
 
The proton affinity [10] is defined for a particular molecule, at a given 
temperature, usually 298 K unless otherwise stated. A related parameter, the 
gas phase basicity GBT (M) is the negative of the changes in Gibbs free energy 
[11].  
𝐺𝐵𝑇(𝑀) = −∆𝐺𝑇 =  −∆𝐻𝑇 (𝑀) + 𝑇∆𝑆𝑇 (4) 
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Here, T is the temperature and ΔST is the change in the entropy of the reaction 
and ΔGT is the change in Gibbs free energy [9]. As mentioned in equation (2), 
proton affinity of neutral molecule is the negative of the enthalpy change. 
Therefore the gas phase basicity is the sum of proton affinity and entropy of 
the reaction, as shown in equation (5). 
 
𝐺𝐵𝑇(𝑀) = 𝑃𝐴𝑇(𝑀) + 𝑇∆𝑆𝑇 (5) 
 
The relative gas phase basicity values of the neutrals of the two reaction 
species determine whether the proton transfer reaction is possible (equation 1). 
The gas phase basicity of a reagent ion should be larger than the gas phase 
basicity of the analyte molecule for the reaction to occur.  
A reagent ion is the ion that reacts with the neutral molecule to 
produce an ionized form of that molecule through ion/molecular reaction such 
as chemical ionization. In this condition, hydronium ions are referred as 
reagent ions. An analyte molecule is the substance or chemical constituent that 
is undergoing analysis. Here, trace gas molecules are considered as analytes.  
However, the entropy changes associated with such a reaction are small. For 
this reason proton affinities are used to predict if a proton transfer reaction 
may occur. For a proton transfer reaction to happen, the proton affinity of the 
neutral molecule should be higher than that of water. As the production of a 
very pure source of H3O+ ions is possible, pre-selection of reagent ions is not 
required; it makes this technique more sensitive compared to selected ion flow 
mass spectrometry (SIFT-MS), in which pre-selection of reagent ions is 
required [12].  
Many volatile organic compounds (VOCs) have proton affinities [10] 
higher than water. The structure of the molecule can be used as a good 
estimator whether the proton affinity of a trace gas compound is higher than 
that of water. The proton affinity of oxygenated and aromatic hydrocarbons 
and hydrocarbons with N, P, S or Cl atoms incorporated are generally higher 
than that of water and can be measured by PTR-MS. However, normal 
constituents of air, such as nitrogen, oxygen, nitric oxide, carbon dioxide, and 
carbon monoxide, have lower proton affinities than water. Therefore, they will 
not interfere be ionized within a proton transfer reactions. This enables the 
detection of VOCs in air without the sample being pre-treated. Sample pre-
treatment is not required, hence it allows the PTR-MS to be used for gas 
mixtures in real time [13]. Apart from the proton affinity, there are two other 
important theoretical parameters to be considered: the collision rate constant 
and the reaction time.  
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1.2.1. Reaction rate constants: 
Proton affinity determines if the reaction is possible and reaction rate constant 
determines the speed of the reaction. Efficient reactions proceed at or close to 
the reaction rate (Φ ~ 1). The reaction rate efficiency (Φ) is given by the ratio 
between the reaction and collision rate coefficients, kr and kc respectively.  
 
∅ =
𝑘𝑟
𝑘𝑐
  (6) 
 
Where, kr is reaction rate coefficient and kc is collision rate 
coefficient. Harrison et al. [14] showed that, if a proton transfer reaction (PTR) 
between H3O+ and neutral trace gas molecules (with proton affinity larger than 
water) is an exoergic (exothermic) reaction, the reaction rate efficiency (Φ) 
is ~ 1. Therefore the reaction rate constant (kr) can be considered equal to the 
collision rate constant (kc). In a condition where both kr and kc are equal, the 
reaction rate constant is represented with k. In a drift tube, the reaction rate 
constant k for the reaction between hydronium ions and M appears as shown 
in equation (7). 
 
−
𝑑[𝐻3𝑂
+]
𝑑𝑡
=  
𝑑[𝑀𝐻+]
𝑑𝑡
= 𝑘. [𝐻3𝑂
+]. [𝑀]   (7) 
 
Reaction rate constants can be measured or calculated. An average 
dipole moment theory [15] is widely used for these calculations. Collision rate 
constants of many neutral gaseous molecules with H3O+ are studied in 
previous literature [6, 16]. As a result, the uncertainty in calculated and 
measured values is typically 10-20%; the values of these rate constants are 
compound specific.  
1.2.2. Reaction time: 
The third important parameter for the proton transfer is reaction time. The 
reaction time in the PTR-MS instrument is defined as the time it takes for an 
H3O+ ion to cross the drift tube. It will determine the number of collisions that 
will take place in the drift tube. In general conditions, the drift velocity [17] 
of an ion under the influence of an electric field through a buffer gas medium 
can be written as, 
 
𝑣𝑑 =  𝜇𝐸  (8) 
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Where vd (cm s-1) is drift velocity, µ is ion mobility and E (V cm-1) is 
electric field strength. The ion mobility µ is determined for numerous ions in 
different buffer gases; for H3O+ ions in a nitrogen buffer gas is this 2.76 cm2 
V-1 s-1 [18] . Using the number density N of the ions in the drift tube, this 
equation can be written as  
 
𝑣𝑑 =  𝜇0𝑛0
𝐸
𝑁
    (9)  
 
Where n0 denotes the gas number density at STP standard temperature 
(273K) and pressure (1 bar), which is Loschmidt constant: 2.687*1019 cm-3, 
and µ0 denoted the ion mobility at standard temperature and pressure. This 
equation shows the drift velocity is a function of the parameter E/N, which is 
a frequently used parameter in ion mobility studies; E/N is expressed in 
Townsend (1Td = 10-17 Vcm2).  
De Gouw et al. performed an experiment to calculate the residence 
time of ions in the drift tube and showed that the theoretical drift tube velocity 
is in excellent agreement with experiments [17]. A typical reaction time is 
around 110 µs, at 120 Td for a drift tube length of 10cm. 
1.2.3. Additional chamber (drift tube) reactions: 
In the drift tube of a PTR-MS, along with the simple proton transfer reaction 
between a hydronium ion and the neutral analyte, there are other proton 
transfer reactions involving clusters. These clusters are a combination of two 
neutrals (M.H2O.H2O), or one ion with neutral molecules (MH+.H2O or 
M.H3O+.H2O). The formation / fragmentation of these clusters depend on the 
applied E/N field over the reaction region. The effects of formation and 
fragmentation of clusters is given below.  
 
𝐻3𝑂
+  + (𝐻2𝑂)𝑛 + 𝐵 ↔ 𝐻3𝑂
+. (𝐻2𝑂)𝑛 (𝑛=1,2,3,4) + 𝐵   (10) 
 
in which B is the buffer gas. For the analysis of a mixture with an unknown 
trace gas these clusters can make interpretation of the mass spectra more 
complicated. In the PTR-MS the formation of water clusters can be reduced 
by applying higher electrical fields over the reaction region.  
When, protonated water clusters, (H3O+. (H2O)n) are present in the 
drift tube they can react with the trace gas compounds via proton transfer or 
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ligand switching. An example of a ligand switching reaction is shown in 
equation (11). 
𝐻3𝑂
+. (𝐻2𝑂)𝑛 + 𝑀 → 𝐻3𝑂
+. 𝑀 + (𝐻2𝑂)𝑛 → 𝑀𝐻
+ + (𝑛 + 1)𝐻2𝑂   (11) 
 
The ligand switching reaction can be equally efficient as the proton 
transfer reaction, it is depending on the dipole moment of the neutral analyte 
M. For a non-polar molecule like benzene, ligand switching is not possible 
due to its zero dipole moment. Since benzene cannot undergo this reaction, 
the amount of humidity will influence the intensity of benzene detected such 
as, at higher humidity low signal of benzene and vice versa will be observed 
[17].  
The reaction in equation (10) is collision energy dependent. It is a 
reversible reaction and can be directed towards either the right or left hand 
side of the reaction equation, depending on the applied E/N field. Increase in 
the electric field leads the left hand side of the reaction to dominate, which is 
fragmenting the clusters. Increased drift tube voltage increases the kinetic 
energy of product ions and leads to an increase in the amount of fragmentation. 
In general, the proton transfer reaction results in little or no fragmentation. 
However, several compounds (e.g.: alcohols) do fragment easily with 
increased kinetic energy. Some will fragment just from exothermicity of the 
proton transfer reaction. For instance protonated alcohols can easily loose a 
water molecule as shown in equation (12).  
 
𝑅𝑂𝐻2
+ → (𝑅)+ + 𝐻2𝑂     (12) 
M=ROH (alcohols); M=RNH (amines) 
 
Fragmentation depends on the structure of the molecule; also on the 
structure of the molecular ion, proton affinity of the molecule, E/N value of 
the drift tube, and the kinetic energy of the molecular ion. Therefore, it is 
important to know the fragmentation behavior of trace gas compounds under 
study, either via direct measurements of pure compounds or via literature 
values, Electron impact (EI) fragmentation helps to understand the 
fragmentation to some extent, but one must be aware of the fact that the 
ionization principles for PTR and EI are different. In a PTR experiment, where 
both specificity and sensitivity are important, a trade-off is considered 
between high enough kinetic energy for low formation of water clusters and 
low enough kinetic energy for a low degree of fragmentation, resulting in an 
optimally, less  complex mass spectra. 
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1.2.4. Normalization: 
The amount of ionized trace gas molecules in the drift tube, and therefore the 
calculated concentration of the parent molecule, is linearly proportional with 
the amount of H3O+ ions produced by the source. Therefore, every variation 
in production of these primary ions will result in a fluctuation in the measured 
product ion signal of the trace gas component. This results in an incorrectly 
measured concentration. Therefore, the measured number of counts should be 
normalized on the intensity of H3O+ ions and H3O+.H2O ions. 
 
𝑖(𝑅𝐻+)𝑛𝑜𝑟𝑚 =
1. 106 ∗ 𝑖(𝑅𝐻+)
𝑖(𝐻3𝑂+)
         (13) 
 
In first instance, the normalized concentration is obtained by dividing 
the count rate by the intensity of H3O+ ions using a calibration constant 
(normalized counts per second per ppbv, ncps.ppbv-1, equation (13)). As 
mentioned earlier, the protonated water cluster H3O+. H2O reacts differently 
with several molecules depending on their dipole moment and proton affinity. 
Therefore, De Gouw et al [17] have introduced a correction factor to take this 
effect into account (equation 14): 
 
𝑖(𝑅𝐻+)𝑛𝑜𝑟𝑚 =
1. 106 ∗ 𝑖(𝑅𝐻+)
𝑖(𝐻3𝑂+) + 𝑋 ∗ 𝑖(𝐻3𝑂+. 𝐻2𝑂)
         (14) 
 
This correction factor X should be experimentally determined for 
every compound, which implies a positive identification of the compound 
behind the observed ion intensity. One way to circumvent water cluster 
ionization problems is to keep the concentration of the water cluster H3O+. 
H2O in the drift tube less than 10% of the primary ion count rate. 
1.2.5. Calibration: 
The instrument’s performance and drift tube humidity can vary over time, and 
fragmentation will be different for every compound at each E/N value. In first 
instance, measurements are carried out to find a general sensitivity of the PTR-
MS, which helps to understand in what approximate range of concentrations 
the instrument can perform [17]. For this, a standard calibration mixture is 
used. However also, using calibration mixtures, several errors can be 
introduced. For instance, by inaccurate determination of the concentrations in 
the standard gas mixture or inaccuracies in the mixing flows with mass flow 
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controllers. For proper calibration measurements, the uncertainty in the 
measured concentration can be as little as 5-10% [19].  
An example of a calibration curve is shown in Figure 2. It shows the 
intensity of different compounds. A standard calibration gas mixture (Linde, 
Dieren, the Netherlands) containing methanol, acetaldehyde, acetone, benzene 
and alpha pinene was used for this calibration. The calibration mixture flow 
was diluted with different flows of nitrogen while keeping a total flow of 4 l/h, 
using mass flow controllers (Brooks Instruments). Each known concentration 
of calibration mixture was measured for a few cycles of the PTR-MS in the 
selected ion monitoring (SIM) mode. The normalized counts per second are 
represented as a function of the concentration (Figure 2 left panel). Applying 
for each mass a linear fit (Figure 2 right panel), the slope of the fit gives the 
calibration factor in ncps.ppbv-1; this slope gives also the sensitivity of the 
PTR-MS for that particular compound. The slope values are used to convert 
the intensity of an ion signal from a sample of unknown concentration into 
ppbv.  
For this normalization, the ion signal at m/z 19 and m/z 37, are 
monitored, corresponding to the hydronium ion mass and protonated water 
cluster respectively. Because the ion count at m/z 19 is very high (typical ~1 
million), it can quickly age the electron multiplier and can give also a 
nonlinear signal response due to overloading of the detector. Therefore, the 
ion at m/z 21is used as an indicator for the primary ion signal. For this, the 
 
Figure 2 Left panel: calibration of methanol, acetaldehyde, acetone, benzene and 
alpha pinene by doing different dilutions in the range from 0 to 800 ppbv. Right 
panel: Linear fitting of the calibration to calculate the slope values (ncps.ppbv-1) to 
know the sensitivity of that particular compound. 
0 200 400 600 800
0
5000
10000
15000
20000
0 200 400 600 800
0
5000
10000
15000
20000
 
 
m/z 33; methanol
m/z 45; acetaldehyde
m/z 59; acetone
m/z79; benzene
m/z 107; alpha pinene
Io
n
 i
n
te
n
s
it
y
 (
n
c
p
s
)
Concentration (ppbv)
 
 
Concentration (ppbv)
Equation y = a + b*x
Value Standard 
Methanol Slope 1,7656 0,2054
Acetaldeh Slope 6,7307 0,16521
Acetone Slope 23,914 0,42748
Benzene Slope 0,3520 0,01098
Alpha pin Slope 1,3455 0,07711
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natural isotopic ratio H316O+/ H318O+ of 500 has to be taken into account. NO+ 
(m/z 30) and O2+ (m/z 32) are impurity ions that may ionize some trace gas 
compounds without transferring a proton. For ongoing experiments it is 
important that the presence of these ions is kept low (2-5% of H3O+).   
1.3. Instrument details 
In this thesis, two different types of mass spectrometers were used depending 
on their suitability. Firstly, the quadrupole mass spectrometer, used for the 
applications in chapter 2, 3, 5 and 6, and secondly the quadrupole ion trap 
mass spectrometer used for some applications in chapter 1 and 4. A detailed 
description of the quadrupole mass spectrometer will be given and followed 
by a brief introduction of the ion trap mass spectrometer. 
The quadrupole mass spectrometer is used in combination with an 
in - house constructed PTR reaction chamber. In general, the PTR-MS consists 
of four parts (see Figure 3) The first part is the ion source, where H3O+ ions 
are created by an ionizing discharge within water vapor. The H3O+ ions are 
introduced in the drift tube (2), where they react via the proton transfer with 
the neutral trace gas molecules. The resultant ions are then analyzed by the 
quadrupole mass analyzer in the third part of the PTR-MS, after which the 
ions in the desired m/z range are detected by the secondary electron multiplier 
(in part 4).  
 
 
Figure 3 Schematic representation of proton transfer reaction quadrupole mass 
spectrometer. Numbers mentioned in the figure are 1 - Ion source; 2 - Drift tube; 
3 - Quadrupole mass analyzer; 4 – Secondary electron multiplier. 
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1.3.1. Ion source: 
The ion source of the PTR-MS differs from that one of the commercial Ionicon 
PTR-MS [20]. In the commercial instrument a hollow cathode discharge 
source is used to ionize water vapor; the PTR-MS in this thesis uses an anode-
cathode discharge. In general an electrical discharge in water vapor does not 
lead directly to an overwhelming production of H3O+. The discharge creates 
many ions: it can directly generate H2O+ or it can produce smaller ions such 
as H+, OH+ and O+. These ions react with neutral H2O molecules to form H3O+ 
and H2O+ ions. To make H3O+ with a relatively high purity, some secondary 
reactions are taking place. H2O+ ions readily convert to H3O+ by fast reactions 
with neutral water molecules [21]. The produced ions are pulled towards the 
drift tube by the application of an electric field. For better performance 
stability, the source needed to be cleaned once in 2-3 months. 
1.3.2. Drift tube: 
The drift tube serves as a reaction chamber, where the neutral trace gas 
molecules and primary ions react. The cylindrical drift tube is 10 cm long and 
made up of 10 stainless steel rings interconnected by resistors to create a 
longitudinal field, and separated by Teflon rings for electrical isolation. The 
drift tube and inlet tubing are heated up to 328 K. The inner diameter of the 
drift tube is 1.5 cm. The pressure in the drift tube is optimized for maximum 
secondary ion yield to 2.05 mbar.   
As mentioned earlier, the relative amount of clusters can be reduced 
by applying an electric field that is created by the voltage gradient along the 
length of the drift tube. Increased electric field results in increased drift 
velocity, which results in the stronger collisional energy at which the cluster 
can break up. The conditions in the drift tube are regulated by three main 
parameters: the electric field E, the ion number density N, and the 
temperature T.  The drift tube conditions are optimized for high H3O+ intensity 
and minimal molecular fragmentation, the latter helps to improve the 
selectivity of the mass spectrometer.  
A transition chamber with skimmers is placed in between the drift 
tube and the mass spectrometer. This chamber (at 10-4 mbar) separates the 
high pressure in the drift tube (2.05 mbar) from the high vacuum in the 
quadrupole mass spectrometer (10-6) and is separately pumped by a turbo 
molecular pump (TMP). A voltage is applied on the skimmers to guide the 
ions towards the quadrupole mass spectrometer. In addition, ions are steered 
towards the entrance of the quadrupole region through a series of ion lenses.  
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1.3.3. Quadrupole mass filter and secondary electron multiplier: 
The quadrupole mass filter consists of two pairs of parallel circular or 
hyperbolic rods as shown in Figure 4. One pair of spatially opposite rods have 
a potential of – (U+V cos (Ωt)) and the other pair of rods have a potential of 
+ (U+V cos (Ωt)), where U is a DC voltage and V is an AC voltage and Ω is 
the RF frequency [22]. This analyzer is responsible for filtering the ions on 
their mass to charge ratios. The applied voltages affect the trajectory of the 
ions travelling through a path centered between the rods according to the 
Mathieu equations [23, 24]   
 
 
Figure 4 Schematic representation of a quadrupole mass filter. 
The general operation principle of the mass filter is based on 
electrostatic repulsion and attraction. Referring to the positive rods (Figure 4), 
all ions are repelled towards the center of the rods by the DC voltage. The RF 
voltage periodically attracts and repels the ions towards and away from the 
rods. Ions with a large mass to charge ratio are relatively heavy react relatively 
slow on the acceleration generated by the fast varying electric field, allowing 
them to maintain a relative stable trajectory. Lighter ions with a small mass to 
charge ratio are accelerated more violently by the RF voltage of the positive 
rods, causing them to hit the rods and become neutralized and ultimately being 
filtered away. The positive rods act as a high mass filter, since lighter ions are 
ejected and heavy ions remain. In contrast to this, the negative rods act as a 
low mass filter, where lighter ions are transmitted across a quadrupole field. 
For the negative rods all ions are attracted towards the negative biased 
electrodes. Under the influence of the RF voltage, heavier ions are unable to 
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be attracted from the rods in time and are thus ejected out of the mass filter; 
lighter ions may stay inside the mass filter. By combining these four rods a 
band pass mass filter is made [22]. The quadrupole provides a convenient filter 
that can be tuned to the desired mass by varying the amplitude of the RF 
voltage. The resolution can also be varied by adjusting the DC and RF voltage 
ratios [25]. The quadrupole mass analyzer used in this thesis is a Balzers 
QMS 422. The mass filter can resolve peaks to one atomic mass unit (amu) 
with a mass range up to m/z 250. 
A fraction of resonating ions, ejected from the quadrupole mass filter 
arrive at the secondary electron multiplier (SEM) detector. This is a discrete 
dynode electron multiplier. The detector converts ions to an electron pulse. 
Incident ions are converted to electrons and these electrons travel through a 
series of electrodes. Successive electrodes each multiply the number of 
electrons, creating an electron cascade, resulting in a pulse which is counted. 
The voltage on the SEM is an important parameter to consider. A lower 
voltage results in less sensitivity and a higher voltage causes a poor quality 
signal by amplifying the noise, therefore an optimum voltage is set. This 
optimum voltage increases as the detector ages. 
 
 
Figure 5 Left Panel: Mass spectrum of nitrogen gas with mass peaks showing m/z 
21, m/z 30, m/z 32 and m/z 37. Right panel: Real time monitoring SIM mass 
spectrum of masses m/z 45, m/z 49, m/z 59, m/z 61 & m/z 63. 
In PTR-MS two types of modes are possible; the scan mode and the 
selected ion monitoring (SIM) mode. Within the scan mode, a mass spectrum 
is made across a range of m/z values, outputs the signal as a graph of signal 
intensity versus m/z.  An example of a mass spectrum is shown in Figure 5 
(left panel). In the SIM mode the mass filter allows specific m/z values to be 
transmitted. The graph obtained from this mode is the signal intensity plotted 
against time for specific m/z values. An example of a SIM mass spectrum is 
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shown in Figure 5 (right panel). In this figure, the concentrations for a number 
of VOCs are given as function of time (m/z 45: acetaldehyde, m/z 49: 
methanethiol, m/z 59: acetone, m/z 61: propanol and m/z 63: dimethyl sulphide 
(DMS)). These VOCs are emitted from the roots of infested Brassica plants.  
1.3.4. Proton transfer reaction ion trap mass spectrometer (PIT-
MS): 
The instrument is a highly adapted version of a PolarisQ GC-IT-MS system, 
(Thermo Finnigan PolarisQ, Interscience, the Netherlands; Figure 6). Within 
this instrument the ion source is replaced by a cathode-anode ion source and 
a proton transfer reaction drift tube [26]. This mass spectrometer can be 
divided into four main parts, similar to the previous PTR-MS. The first and 
the second part are the ion source (creating H3O+ ions) and the drift tube, 
respectively. The resultant ions from the drift tube reactions are analyzed by 
the quadrupole ion trap mass analyzer in the third part and measured by the 
continuous dynode, in the fourth part. A more detailed description of ion trap 
and dynode will follow below. 
1.3.5. Ion trap (IT) and secondary electron multiplier: 
The IT consists of two end cap electrodes; one entrance end cap and one exit 
end cap, and a ring electrode as shown in Figure 7. DC (U) and RF voltages 
(V cos Ωt) are applied to the ring electrode. Adjusting these voltages, along 
with collisions between ionized molecules and Helium atoms in the trap, 
allows ions to be trapped and emitted selectively from the trap. 
The principle of a 3D quadrupole mass filter is the same as an ion trap 
(IT), in theory and operation [27]. A fraction of ions produced in the drift tube 
enter the ion trap through the entrance end cap electrode. Gaseous ions are 
trapped, collected over a period of time and then ejected. The Helium buffer 
gas in the trap reduces the kinetic energy of the ions by collisions. An RF 
voltage applied to the ring electrode, provides a trapping field in which the 
ions oscillate for a certain time (a few milliseconds up to seconds); this is 
known as the trapping time. In the trap the force on an ion by the electric field 
increases linearly with the distance from the center of the trap. Therefore all 
ions are pushed towards the center of the trap. An ion trajectory, under the 
influence of an electric field on the ring electrode, will become unstable in the 
axial direction and is ejected through the exit end cap electrode. For this, the 
RF and DC voltages on the ring electrode are ramped at a particular ratio, so 
that ions of increasing m/z become unstable in the axial direction. Therefore, 
lighter ions are ejected first and are then followed by heavier ions. The time 
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at which a particular ion is emitted from the trap identifies its m/z according 
to the ramp rate of the RF potential. Behind the trap, ions hit the conversion 
dynode, which converts ions to electrons; the electrons are then detected by 
the secondary electron multiplier detector. A continuous dynode electron 
multiplier is used as a detector in the PIT-MS.  
 
Figure 6 Schematic representation of proton transfer reaction ion trap mass 
spectrometer. Numbers mentioned in the figure are 1 - Ion source; 2 - Drift tube; 
3 – Ion trap mass analyzer; 4 – Continuous dynode. 
Within PIT-MS two types of operating modes are possible; a scan 
mode and a collision induced dissociation (CID) mode. Firstly, the scan mode, 
which is similar to the PTR-MS scan mode, where the mass spectrum of a 
required range of masses is obtained versus their signal intensities.  
A typical mass scan consists of injection of ionized molecules and 
then ejection of ions as a mass scan due to the ramping of RF voltage on ring 
electrode, as shown in Figure 8. This electric field acts as a potential well in 
which the ions are trapped. A mass spectrum is obtained by running the scan 
function a number of times (micro scans); the signals which compose the mass 
spectrum are the result of averaging those obtained from each micro scan. The 
m/z scan can be obtained in milliseconds. The ion trajectories inside the trap 
are described by the Mathieu equations [27].   
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Figure 7 Cross section schematic representation of an ion trap. 
 
 
 
Figure 8 A mass scan steps includes, ionization of ions, injection of ions in the trap 
and ejection as mass scan with the increase in RF amplitude. 
The second mode of the PIT-MS is Collision Induced Dissociation 
(CID). Within the CID-mode, along with mass scan steps, isolation and 
fragmentation are included as extra steps. CID allows for a deeper insight into 
the structure of molecular ions and helps to identify unknown molecules by 
comparing its fragmentation pattern to candidate molecules, so that a match 
may be found.  
In CID, an ion of interest is isolated and fragmented, in addition to the 
steps in the mass scan. The process of CID is shown in Figure 9. 
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Fragmentation can be induced by increasing the kinetic energy of ions of a 
selected m/z for a specific amount of time. This increase in the kinetic energy 
is converted into increase in the internal energy via the collision between the 
buffer gas (helium) and molecular ions. A low AC voltage is applied to the 
ring electrode and when the voltage increases, the ions in the trap oscillate 
with larger amplitude, which may result in fragmentation due to collisions. 
The amount of helium in the trap may vary, depending on the internal energy 
of ions. For example, larger ions require a more internal energy to fragment 
[28]. 
 
Figure 9 Schematic representation of collision induced dissociation (CID) in ion 
trap. 
CID has been used for fingerprinting chemical warfare agents [29], 
insecticides [30], to identify compounds with same molecular weight but 
different compounds such as monoterpenes [31] and the constituents of herbal 
medicine [32].   
Here, we will demonstrate CID to distinguish two compounds with 
the same molecular weight (m/z 152: C8H8O3): Vanillin, a flavor compound, 
which is widely used in food industry especially in making ice creams. 
Investigations are ongoing, to determine the residence time of vanillin in 
mouth after consumption by means of breath analysis. The second compound 
is methyl salicylate; which is widely used as an analgesic, antiseptic in mouth 
wash and in food industry [33]. Methyl salicylate is produced as an anti-
herbivore defense compound, when the plant is attacked by herbivores. In 
addition to this, it can also acts as pheromone to warn other plants of 
pathogens such as tobacco mosaic virus [34]. 
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Figure 10 Left panel: CID of methyl salicylate (m/z 153) to fragment ion m/z 122. 
The fragment ion is isolated in the ion trap and fragmented further to m/z 93 and 
m/z 65. Right panel: CID of vanillin (m/z 153) to fragment ion m/z 125. The 
fragment ion is isolated in the ion trap and fragmented further to m/z 111, m/z 93 
and m/z 65. 
Vanillin (m/z 152: C8H8O3) and methyl salicylate (m/z 152: C8H8O3) 
fragments to m/z 125 and m/z 122, respectively. Even though they have the 
same molecular weight, they have two different fragment ions. Both begin to 
fragment when the excitation waveform amplitude is 10V. But as can be seen 
in the Figure 10, the vanillin fragment ion is undergoing sequential 
fragmentation after 14V and the ratio between product and fragment ion is 
different when compared to methyl salicylate. The fragment ion of methyl 
salicylate is stable and starts to fragment further only after 11 V during 
fragmentation of the main fragment.  
Vanillin (C8H8O3) is an aromatic compound and has an alcohol, ester 
and an aldehyde as its main functional groups. The fragment ion from vanillin 
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may be C7H9O2+ after losing a carbon and oxygen atoms. This assumption is 
made depend on the mass of the ion obtained after fragmentation. Methyl 
salicylate (C8H8O3) is an aromatic compound and contains ester and acid 
functional groups. After CID the fragment ion obtained from the parent methyl 
salicylate ion is C7H6O2+ by losing an OCH3 group. CID in the ion trap played 
an important role in identifying these compounds from unknown samples 
depending on their fragmentation, comparing with them with pure 
compounds.  
This approach was also applied to identify other isobaric species; 
ketones from aldehydes like acetone and propanal, both have the same 
molecular weight (m/z 59) and the same fragments (m/z 41 and m/z 31). 
Compounds important in atmospheric chemistry methyl vinyl ketone and 
methacrolein; both have molecular weight of m/z 71 were also discriminated 
by PIT-MS [27].  
Fragmentation of molecular ions can also happen in the drift tube. 
However, fragmentation within the ion trap is better controlled than drift tube 
fragmentation. In the ion trap, one molecular ion of interest can be isolated 
and fragmentation can be performed under stable conditions. The excitation 
waveform amplitude, applied on this ion, is controlled. In addition to these, 
there is also a possibility to isolate fragment ions for further fragmentation.  
1.3.6. Natural isotopic ratios: 
Another identification method within mass spectrometry for the unknown 
compounds is calculating natural isotopic ratios. They can provide 
information about the identity of compounds. Elements usually comprise 2 or 
more isotopes. An example of a correlation between sulphur isotopes is shown 
in Figure 11. A correlation between 32S versus 34S is shown from the pure 
compound calibration of methanethiol (CH4S). The details and importance of 
sulphur compounds in plants is explained in Chapter 2. The isotope ratio is 
also used to identify the signal at m/z 60 in plant root damage experiments [7]. 
A slope value of 0.045 indicates that the ratio between 32S and 34S is 4.5±0.1%, 
which is close with the natural abundant isotope of 4.2%. The variation in the 
slope can be due to the presence of impurities. 
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Figure 11 Correlation between the ion signal corresponding to methanethiol and its 
respective isotope. Different group of data represents the different dilutions in 
calibration from 350-2000 ppbv. 
1.4. Experimental procedures for sampling VOCs from 
biological samples and human subjects1 
1.4.1. Brassica plants wounding: 
As an example of analysis we show the sulphur volatile emissions after root 
damage from six Brassica species in the U triangle (Figure 12; See also 
chapter 3). The U triangle is a classification of Brassica plants according to 
their genomes; this classification was first made in 1935 by Woo Jang Choon 
[35]. The experimental setup of measuring the emissions from roots after 
damage is explained, together with some preliminary results. Emissions of the 
sulphur containing compounds: methanethiol (m/z 49), isothiocynate (m/z 60), 
DMS (m/z 63) and DMDS (m/z 95) after root damage of cross cultivar 
Brassica plants could be determined, using PTR-MS.  
Brassica plants root volatile emissions are measured during two types 
of damage treatments. In the first treatment, roots were damaged mechanically 
with a scalpel. In the second manner, roots were infested by Delia radicum 
                                                     
 
1 Based on: Real-time analysis of sulfur-containing volatiles in Brassica plants infested with 
root-feeding Delia radicum larvae using proton-transfer reaction mass spectrometry; Nicole 
M van Dam et al., AoB Plants, 2012. 2012: p. pls021 
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larvae. Larvae were added to the plant roots 2-3 hours before the experiment. 
In both cases, the gases emitted from damaged roots were collected in the root 
sampling cuvettes (Figure 13 left panel). These cuvettes are custom made from 
2 halves of a 9cm diameter glass petri dish. The two halves are connected with 
a synthetic rubber based sealant (Terostat IX). Each root cuvette (considering 
2 halves together) contains one gas inlet and one gas outlet ports. A constant 
flow of hydrocarbon free air, which is regulated by mass flow controller 
(Brooks Instruments) was used to flush the head space of the roots, through 
the inlet port and acts as a carrier of volatile emissions. The outlet port is 
connected to the inlet of the PTR-MS. To prevent the VOCs from reacting 
with walls of the cuvette and sampling lines, inert materials such as glass and 
Teflon was used. 
 
Figure 12  U triangle: A classification of Brassica plants into six species depend 
on their genomic composition [33]. Abbreviations of genus and species names in 
the U triangle: Brassica nigra (B.nigra), Brassica carinata (B. carinata), Brassica 
juncea (B. juncea), Brassica oleracea (B. oleracea), Brassica napus (B. napus), 
Brassica rapa (B. rapa). 
In both, root infestation experiment and root damage experiment, 
plants were placed in their respective pots, which contain the nutrient rich soil 
for plant growth. The root cuvette was placed around the stem of the plant, 
just above the soil. The two halves were joined using Terostat, as shown in 
Figure 13 right panel. 
At the start of the root damage experiments the natural volatile 
emissions were measured, before damaging the root. This is done to compare 
the sulphur emissions before and after damage. The sulphur volatile emissions 
were measured with PTR-MS from the moment the root was damaged until 
the VOCs intensities reached background level. The sampling line from the 
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cuvette to the PTR-MS instrument was heated up to 55oC to prevent water 
condensation and to minimize memory effects of other VOCs. The 
experiments, in which the roots were damaged with a scalpel, were performed 
to determine the prominent wounding markers of particular plant species. 
Root damage experiments with a scalpel are short term experiments and 
provide results quickly, within 1-2 hours. This preliminary result may 
determine the gaseous marker when the roots are damaged with larvae during 
real time analysis. Van Dam et al [3] showed that artificial damage 
experiments can be used to identify the most prominent marker for each 
species. 
 
 
Figure 13 Left panel: Root cuvette used in plant experiments to collect the root 
volatile emissions.  Right panel: Representation of root damage with scalpel. 
For root larval infestation experiments, an automatic valve switching 
system was used. The schematic representation of this setup is shown in 
Chapter 3. A photographic representation of this scheme is shown in Figure 
14. A three way valve made of polytetrafluoroethylene (PTFE, Takasago 
electric, Nagoya, Japan) was connected to the exit tube of each plant root 
cuvette. If the cuvette is sampled, the flow goes to the sample line of the PTR-
MS; otherwise the flow goes to the exhaust of the lab. Each plant cuvette was 
measured for 30 min, and then the valve system switches to another plant 
cuvette. The sulphur emissions after larval infestations are measured for 
several days (Chapter 3). In each set of experiment both control and infested 
plants were measured alternately.  
32 
 
Sulphur volatile emissions from two extra Brassica species, Brassica 
oleracea subsp. b and Brassica oleracea subsp. s (Figure 15) after root 
damage with scalpel are shown. These extra species are sub species of the 
Brassica oleracea. Since artificial root damage with a scalpel and larval root 
damage are in good agreement with each other [3], in this experiment only 
artificial damage was performed.  
The two species showed an ion signal at m/z 60, as a prominent 
fragment after root damage. However, an ion signal at m/z 49 is also emitted 
in lower quantities. According to the primary volatile emissions observed after 
root damage experiments, six Brassica plants in the U triangle are divided into 
two groups depending on their emissions (Chapter 3). One group has 
prominent emissions of m/z 60 and the other one has emissions at m/z 49 [3]. 
The extra cultivar species mentioned above also show major emissions of 
m/z 60, like their main species B. oleracea. This supports the hypothesis that 
the source for the emission of the ion signal detected at m/z 60 is due to the 
enzyme reactions with glucosinolates at the damaged root tissue (Chapter 3).  
 
 
 
Figure 14 Representation of the sampling and measurement of head space volatiles 
emitted from plant roots using an automatic valve system. 
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Figure 15 The emission of sulphur containing volatile compounds from Brassica 
oleracea subsp. b and Brassica oleracea subsp. s after artificial wounding is shown 
in left and right panel respectively. Right axis in both graphs indicates the intensity 
for m/z 49. The error bars indicates the average of 3 min measurement. Squares: 
m/z 60, up triangles: m/z 49, circles: m/z 63 and down triangles: m/z 95. 
1.4.2. Analysis of biomarkers for potato tubers infected with 
bacteria2: 
Potatoes are considered as a major food source. However, bacterial infections 
cause problems in the crop production. Brown rot and ring rot caused by 
bacteria Ralstonia solanacearum (Rs) and Clavibacter michiganensis subsp. 
sepedonicus (Cms) are among the most severe potato diseases worldwide. 
This bacteria effects a range of vegetables, such as potatoes, tomatoes, 
eggplants, etc. [36]. VOCs emitted from potatoes infected with bacteria are 
possible biomarkers for infection.  Stinson et al., found that for potatoes 
infected with Rs and Cms 3-methyl-2-pentanone was identified as a marker 
for ring rot and that a variation of mass peaks intensity of short chain alcohols 
and ketones is indicative of brown rot disease [37]. All studies carried out 
before on potato tubers were mainly performed by cutting them and 
identifying the volatile emissions. However, until date no study reported the 
emission of volatiles from intact potatoes. In addition, performing analysis 
with GC-MS is limited as it cannot detect the compounds with low m/z values 
at high efficiency. As such, PTR-MS was used to check whether there are any 
                                                     
 
2 Based on: Identification of Volatile Markers in Potato Brown Rot and Ring Rot by Combined 
GC-MS and PTR-MS Techniques: Study on in Vitro and in Vivo Samples, Sonia Blasioli et al., 
Journal of Agricultural and Food Chemistry, 2014. 62(2): p. 337-347 
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biomarkers of these infections within the range of low m/z values in intact 
potatoes [38].   
Potato tubers were experimentally inoculated with Rs bacteria (18 
samples) and Cms bacteria (23 samples) and controls (mocked), and shipped 
from Bologna (Italy) to Nijmegen and stored at 5°C at Radboud University, 
Nijmegen (The Netherlands). Before the PTR-MS measurements, they were 
kept a few hours in the laboratory at room temperature (20°C). A single 
unwounded potato was placed in a leak tight glass cuvette (Figure 16 right 
panel). One inlet and one outlet port were present for each cuvette. 
Hydrocarbon free air of 2 L.h−1 was flushed over the headspace of each 
cuvette. 1.5 L.h−1 of this air was sampled by the PTR-MS; the remaining flow 
went to an exhaust.  Each sample was measured for 30 min. An automatic 
valve system, mentioned above was used to connect up to five cuvettes to the 
PTR-MS (Figure 16 left panel) in alternate sequences of 30 min. Control 
potato tubers were measured along with infected tubers, to compare the 
volatile emissions. 
 
 
Figure 16 Left panel: A view of the PTR-MS instrument measuring low molecular 
weight volatile compounds from tubers placed in glass cuvettes, Right panel: 
Single potato tubers were placed in glass cuvettes, inlet is connected to 
hydrocarbon free air of 2L.h-1 flow and outlet is connected to PTR-MS for head 
space analysis. 
PTR-MS is a useful tool for real time monitoring of low molecular 
mass volatile compound emissions, such as ethanol, methanol, propanol, and 
2- propanone. High levels at several m/z (m/z 33, m/z 43, m/z 45, m/z 47, 
m/z 59, m/z 83, m/z 85, m/z 87, m/z 93) were measured in diseased samples of 
Rs and Cms as compared to the controls. As an example, the time evolution 
of volatile emissions from two control and two infected (Rs) potato tubers is 
shown in Figure 17, right panel. The list of different ion signals at several m/z 
is shown in Figure 17, left panel. In this figure, the left side shows the effect 
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of Rs infection as compared to the control group (WRs). The right side shows 
the effect of Cms infection (Cms) as compared to its control (WCms) group.  
Identiﬁcation of the measured increased signal at specific m/z values 
is not straightforward, as PTR-MS cannot distinguish between product ions at 
the same mass. However, previous experiments in similar conditions, together 
with the isotopic ratio analysis [39], allowed assignment of several 
compounds. Therefore, this technique helped to identify the ion signals at 
m/z 43 and m/z 93 as fragment of Propanol and toluene and markers for Cms 
infected potato tubers; m/z 73, m/z 95 and m/z 63 were identified only in Rs 
infected tubers [38]. PTR-MS technique measurements allowed recognition 
of potato tubers infected by Rs or Cms through the identiﬁcation of speciﬁc 
disease bio markers in the low mass range (< m/z 150), in contrast to other 
mass spectrometry techniques, which found markers in high mass range 
(>m/z 150). 
 
Figure 17 Let panel: The behavior of several compounds in infected potatoes with 
Rs and Cms bacteria in comparison with their controls WRs (WD) and WCms 
respectively.  The behavior of m/z 59 in time (0-24 hrs.) is shown in right panel. 
Red and black color lines indicates infected potatoes with Rs bacteria; blue and 
green lines indicated control tubers [39]. 
1.4.3. Breath analysis: 
Breath gas analysis is a non-invasive technique, which may provide 
information about the clinical state of a subject, by monitoring VOCs in 
exhaled breath. Exhaled breath may contain traces of many VOCs, like 
acetone, methanol, isoprene, carbon dioxide, nitric oxide, carbon monoxide, 
carbonyl sulphide, etc. [40-42]. There are two types of compound observed in 
exhaled breath; exogenous compounds that are inhaled or taken up via 
ingested foods, and endogenous compounds that are produced inside the body 
36 
 
as by-products of a physiological process or pathological conditions. Besides 
the fact that it is non-invasive, breath analysis has additional advantages over 
other sampling methods such as blood and urine; it can be performed without 
discomfort to the subject and it can be sampled as many times as desired from 
neonate to elderly [43].  
The measurement of breath is becoming increasingly common in 
medical professions to infer soluble gases in the blood and by analogy to 
determine the medical condition of the subject [40]. Even though breath 
measurements are considered as a direct reflection of the body’s metabolisms, 
the use of breath tests compared to urine or blood in clinical practice is low. 
Breath analysis is widely used to study the metabolic changes resulting from 
diseases or due to physical activities [4, 44]. 
In this chapter we study the exhaled breath composition on the effect 
of exercise. The acetone concentration was monitored during the variations in 
different workloads. Acetone was chosen because of its direct relation with 
the lipid oxidation as an effect of exercise. It is one of the VOCs that has 
gained much attention because it is abundant in breath and linked to dextrose 
metabolism and lipolysis [40]. Acetone is produced via the decarboxylation 
of excess acetoacetate, which comes from fatty acid lipid oxidation [45]. The 
synthesis of acetone in human body cells is shown in Figure 18.  
Acetone is obtained from the decarboxylation of acetoacetate, which 
is derived from lipolysis and lipid oxidation. The ketone bodies BOHB (Beta 
hydroxy butyrate), acetoacetate and 2 Acetyl CoA can be converted into each 
other if needed depend on the requirement of energy (see Figure 18). The main 
purpose of the storage of these ketone bodies is to use them when body needs 
more energy. Acetoacetate is the only compound that can convert into acetyl 
CoA. The latter enters the Krebs cycle and eventually produces energy. If the 
energy is not needed from acetoacetate, either it is converted into acetone by 
decarboxylation or stored as BOHB. In healthy subjects, the ketone bodies, 
acetoacetate, beta hydroxyl butyrate (BOHB), and acetone are produced when 
the body uses fat after the available glucose runs low. Then the body turns 
high amounts of fat into energy.  
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Figure 18 A schematic representation of formation of acetone and other ketone 
bodies from fatty acids by lipolysis. 
1.4.4. Experimental setup of breath sampling: 
To collect samples from undisturbed breathing during exercise, a commercial 
breath sampler (Loccioni, Italy) was used. The breath sampler was connected 
to a breathing mask, attached to the subject as shown in Figure 19. The breath 
sampler sampled full exhaled breath via a T-piece at the breathing mask. The 
exit of the breath sampler was connected to the PTR-MS with a Teflon sample 
line, heated up to 55oC to minimize water condensation. Apart from sampling 
exhaled breath, the breath sampler device could also monitor the CO2 
concentration, mouth pressure and exhaled breath volume.  
In total, eight subjects participated in this study. The age of the 
subjects varies from 24 to 55 years old. Six males and two females were 
recruited as volunteers and agreed to participate in physical stress ergometer 
challenges, with different workload sequences.   
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Figure 19 Biking experiment set up. A commercial breath sampler Loccioni device 
was used for this study. A mask was connected to the subject and the mask was 
connected directly to the inlet of PTR-MS through a Teflon T-piece. Breath acetone 
was continuously monitored. A carbon dioxide sensor was connected to the mask. 
The exercise protocol of this study contains two resting periods, and 
two workloads periods for different times. The chosen protocol was following 
protocols reported in previous studies [44]. Starting with an initial 5 min 
resting phase without workload, the volunteers were challenged for 10 min to 
pedal at constant speed between 70-80 r.min-1 on an ergometer, at a workload 
of 75 Watt (W). After that the mask was removed, but subjects continued to 
pedal for 25min. Again the mask was attached and the subjects continued to 
pedal at the same work load for another 10 min. Then the workload increased 
to 90 W for 10 min. After this, the persons relaxed again and waited until heart 
beat reaches normal level and the mask was removed. The workload sequence 
is shown in Figure 20. 
The heartbeat of the subject was monitored during the whole 
experiment to take safety precautions if needed. The excess heart beat rate for 
each person should not cross values according to the formula developed by  
Haskell and Fox [46] 
𝐻𝑅𝑚𝑎𝑥 = (220 − 𝑎𝑔𝑒) ∗
𝑊𝑜𝑟𝑘𝑙𝑜𝑎𝑑
100
 
 
As an example: a 24- year old person will have a maximum heart beat rate of 
196. At a 75 W workload, this means that the heart beat rate should not exceed 
0.75*196=147 and for 90 W workload this is 176.  
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Figure 20 protocol: 5 min resting | 10 min biking with mask (75 W) | 25 min biking 
without mask (75 W) | 10 min biking with mask (75 W) | 10 min biking (90W) | 
resting. 
1.4.5. Results: 
The exhaled acetone in breath as an effect of the biking exercise for 
one subject is shown in Figure 21a. The breath acetone concentration 
increased immediately after biking has been started and its increase by 
increased workload can be observed (75 W and 90 W). The exhalation flow 
(Figure 21b) also increased with the workload. When these two parameters, 
acetone concentration and flow, were combined the variation of acetone was 
close to the variation of exhalation flow (Figure 21c). Since acetone is a highly 
soluble gas, increased exhalation flows will lead to increased emissions of 
acetone, as such it is not representing the increased production in the human 
body. Therefore, for analyses the acetone concentration in the flow (Figure 
21a) represents better the increased acetone blood levels. Further details about 
the flow dependency of acetone can be found in Chapter 4.  
The averages of exhaled acetone concentrations, approximately for 
five minutes after reaching the steady state, were calculated for five periods 
(resting, 75 W-1, 75 W-2, 90 W and resting). The relative increase in acetone 
signal normalized to the acetone concentration of the first resting period was 
calculated for the four other periods. The significance in variation of acetone 
signal as compared to the first resting period was performed using a paired 
t - test. The average acetone increase during the first 75 W period is 56%, 69% 
after 25 min for 75 W, 95% for 90 W, and 70% for the last resting period. The 
absolute values of the first resting period (in ppbv) and their relative increase 
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for the different subjects are given in Table 1. These values are also displayed 
in a boxplot in Figure 22. There are significant differences between the 
relative increase for 75 W in the beginning to 75 W after 25min, for 75 W and 
90W and also between the final resting periods and all workloads with 
p - values of p = 0.005, p = 0.006, and p <0.001, respectively. 
 
 
Figure 21 Typical results for one test subject (male. 24 years) according to the two 
workload scenarios described in the text. Variation of exhalation flow and the effect 
of flow on acetone concentration and behavior are also shown in the other panels 
of Figure. 
The relative change in acetone level between the first resting period 
and the final resting period, and also in between the different workload 
sequences was checked. Paired t-test showed that all variations between the 
subjects for different workloads is significance with a p value of p<0.05. This 
variation of acetone concentration in this study shows that there is an effect of 
exercise on subjects. The elevated levels during biking might be explained by 
increased lipid peroxidation, which is by producing energy from fatty 
acids [4]. 
 
320
480
640
800
0
12
24
36
0 5 10 40 45 50 55 60 65 70 75 80
0
300
600
900
1200
a
c
Rest 
 
A
c
e
to
n
e
 (
p
p
b
)
Rest 75W 90W
b
 
F
lo
w
 (
l/
m
in
)
 
A
c
e
to
n
e
*F
lo
w
 (
n
m
o
l/
m
in
)
Time (min)
41 
 
 
Table 1: The calculated percentages of relative increase in exhaled acetone intensity 
compared to the absolute values (ppbv) of resting period. 
 
Figure 22 Typical results for all subjects during different periods of biking 
experiment. These data was considered to calculate the significance relative 
increase of acetone variations compared to the first resting period. Data are 
displayed as box plots showing the median. Interquartile ranges (25 %. 75 %); 
whiskers indicate the 10 % - 90 % values. * p < 0.05.  
1.5. Data analysis 
PTR-MS has been successful in measuring the concentration of more than one 
mass at the same time. The software used for our PTR-MS analysis can 
monitor 64 selected masses at the same time for real time analysis. Data from 
the software is obtained in ASCII format and further processed and analyzed 
using scripts in Origin (Origin lab, USA). Interpretation of such a large 
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amount of data was handled by various statistical tools. In this thesis, several 
studies have been designed to measure VOCs in relation to the effect of 
diseases or changes in metabolic conditions. The common way is to compare 
controls with infested/diseased plants/humans using the same conditions.   
The collected VOC data during the treatment were checked by 
following a few procedures. Firstly, a check was made whether the data are 
normally distributed; for this the Lilliefors test is used [47]. This tests the null 
hypothesis that data comes from a normally distributed population, where the 
null hypothesis does not specify which normal distribution. If the data are 
normally distributed then a parametric ANOVA (ANalysis Of VAriance) test 
is used [48]. If the data are not normally distributed a non-parametric ANOVA 
is performed. Parametric and non-parametric tests are two broad approaches 
for statistical procedures. A few other examples of parametric tests are t-test, 
an f-test. Non-parametric tests are non-parametric ANOVA, Mann-Whitney 
test, Kruskal Wallis test. These tests were used mainly for the data obtained 
in Chapter 5 & 6. 
Depending on the analyzing samples, paired or unpaired tests are 
used. For intra individual comparison, paired tests and for inter-individual 
comparison unpaired tests are used. The effect of several parameters on 
various samples can be done using multivariate analysis, M-PLS-DA [49]. To 
check the effect of one parameter on one sample is performed using univariate 
analysis. These analyses were used for the data in Chapter 6. 
The results obtained from these tests were predominantly represented 
by p -values. If the p -values are <0.05, which is 5% significance level, then 
the data are considered as significant. The confidence interval of the p -values 
is depending on the number of subjects and groups who participate in the 
experiment. For large screening studies to identify the bio markers these 
statistical methods are helpful. 
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CHAPTER 2  
2.Optimization and Sensitive detection of sulphur 
compounds emitted from plants using proton 
transfer reaction mass spectrometry3  
2.1. Abstract 
Proton Transfer Reaction Mass Spectrometry (PTR-MS) is used as a highly 
sensitive detection method for trace gas analysis of sulphur compounds. The 
effects of humidity and the E/N value were evaluated to measure traces of 
methanethiol, dimethyl sulphide (DMS) and dimethyl disulphide (DMDS) 
under optimal conditions. The three sulphur compounds showed a maximum 
intensity of the product ion signal at a low fraction of the protonated water 
clusters as compared to the total reagent ion signal. For methanethiol, DMS 
and DMDS the highest intensity was observed when the percentage branching 
ratio of H3O+.H2O with total reagent ion signal was 3%, 5% and 3%, 
respectively. The methanethiol signal dropped sharply with an increase in 
H3O+.H2O while DMS and DMDS showed a less strong dependence. This 
could be explained by their difference in proton affinity as compared to that 
of the water cluster (methanethiol 773 kJ.mol-1, DMS 830 kJ.mol-1 DMDS 
815 kJ.mol-1, H2O.H2O 833 kJ.mol-1). Taking into account the mean kinetic 
energy in the drift tube (19 kJ.mol-1), the direct proton transfer reaction 
between DMS or DMDS and H3O+.H2O is possible, in contrast to 
methanethiol. The PTR-MS was used to monitor trace gas emissions of 
methanethiol, DMS and DMDS emitted from Brassica rapa plants in real 
time. The concentrations of these sulphur compound emissions are in the parts 
per billion range (ppbv) and optimization of the instrument for these 
compounds helps to measure the low concentrations emitted from control and 
infested plants. The plant roots were infested with Delia radicum larvae and 
all three sulphur compounds showed an immediate rise in the ion signal 
                                                     
 
3 Based on: Optimization and Sensitive detection of sulphur compounds emitted from plants 
using proton transfer reaction mass spectrometry, Devasena Samudrala et al., Int. Journal 
Mass Spec. submitted 
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intensity after infestation, indicating that the plants were reacting after the 
roots were damaged by the insects. The sulphur compound emissions lasted 
for 30 hours.  
2.2. Introduction 
Within Proton transfer reaction mass spectrometry (PTR-MS) molecules are 
ionized via a soft chemical reaction. Within this reaction a proton is 
transferred from the primary ion (H3O+) to a neutral molecule. PTR-MS has 
several advantages as compared to other mass spectrometric methods: there is 
no need for sample preparation (such as for GC-MS); there is low 
fragmentation due to the ionization process; there is a high sensitivity, down 
to parts per billion levels (ppbv); and it has a fast response time (seconds). The 
latter makes possible real time analysis and simultaneous monitoring of 
several volatile compounds.  Owing to these advantages it has become a 
powerful tool for the analysis of volatile organic compounds (VOCs) in a wide 
range of research fields, such as plant research [7] [39, 50, 51], food and flavor 
research [7, 52], environmental research [53] and breath analysis [4]. 
Here we use the PTR-MS to monitor emissions from damaged roots 
and shoots from a variety of plant species [3]. Especially, we will apply the 
equipment to study the Brassicaceae family; this family contains 330 genera 
and about 3700 species. The plant is mainly grown for food production: e.g. 
its flower part (broccoli or cauliflower), leaves (cabbage or collard greens), 
buds (Brussels sprouts or cabbage), roots (rutabaga or turnips), stems 
(kohlrabi) and seeds (mustard seeds or rapeseed) [54]. This makes this family 
a very important food crop.  
Upon herbivore attack, Brassica plants emit different VOCs, 
including aldehydes, ketones, alcohols, carboxylic acids, esters, nitriles and 
sulphur containing compounds [55]. The latter two compounds (nitriles and 
sulphur compounds) are considered as break down products of glucosinolates, 
a class of plant produced organic compounds that are typical products of 
Brassicaceae family species [3]. Glucosinolates are non-volatile compounds. 
Myrosinase, a root tissue enzyme, breaks glucosinolates into volatile 
compounds after plant damage by herbivores [56]. Among the VOCs emitted 
from infested Brassica plants, sulphur compounds such as methanethiol 
(m/z 49), dimethyl sulphide (DMS, m/z 63) and dimethyl disulphide 
(DMDS, m/z 95) were considered as biomarkers for this infestation [3].  One 
example is the release of these compounds when they are infested by larvae 
Delia radicum, shown by Crespo et al [7]. 
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The main goal of this study is to find the optimal settings for 
measuring traces of these sulphur compounds. The heavy sulphur atom 
(32 Da) provides a different functional group compared to, more common, 
organic compounds. In recent studies, researchers analyzed how the operating 
conditions of a PTR-MS affect the observed product ions of a variety of 
chemical compounds. In the drift tube three types of reactions are possible 
between the neutral molecules and the reagent ions that can result in 
protonated analyte molecule. The relative probability of these three reactions 
depends on the proton affinity and dipole moment of the neutral analyte. The 
primary reaction is simple proton transfer from a hydronium ion to an analyte 
molecule. This reaction determines whether the compound of interest can be 
ionized and detected with PTR-MS (proton affinity of H2O is 691 kJ.mol-1). 
 
𝐻3𝑂+  +  𝑅 
𝑘
→ 𝑅𝐻+  + 𝐻2𝑂 
 
The second reaction is a direct proton transfer reaction from the 
protonated water cluster, H3O+.H2O. The reaction produces a protonated 
monomer ion, along with two molecules of water. The proton affinity of 
H2O.H2O is 833 kJ.mol-1, higher than the proton affinity of H2O. For the 
reaction to be exothermic the proton affinity of the analyte molecule must be 
larger than the proton affinity of the neutral water cluster.  
 
𝐻2𝑂. 𝐻3𝑂
+  + 𝑅 →  𝑅𝐻+ + 2𝐻2𝑂 
 
The third possible reaction proceeds via so-called ligand switching or 
clustering, which depends on the dipole moment of the compound. The dipole 
moment indicates the feasibility of forming a cluster complex between the 
neutral analyte and the protonated water cluster. This is the first step in a 
clustering proton transfer reaction as shown in the equation below.  
 
𝐻2𝑂. 𝐻3𝑂
+  + 𝑅 →  𝑅. 𝐻3𝑂
+ + 𝐻2𝑂 → 𝑅𝐻
+ + 2𝐻2𝑂 
 
These three possible reaction types cause compounds such as ketones 
(e.g. acetone), alcohols, aromatics (e.g. benzene), aliphatics (e.g. isoprene) 
and monoterpenes to have their own reaction dependence when the humidity 
in the drift tube or the kinetic energy of the ions (E/N value) is changed.  
For example, acetone is easily detected with PTR-MS because it can 
be protonated by reacting with H3O+ or H3O+.H2O. Due to the high dipole 
moment of acetone (2.88 Debye) it can easily form clusters with the 
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protonated water cluster. On the other hand, benzene, a molecule with zero 
dipole moment, can be ionized by H3O+, but not very easily by H3O+.H2O [57]. 
Isoprene fragments at high E/N (>110 Td) in the drift tube and forms clusters 
with the protonated water cluster at low E/N (<110 Td). The proton affinity of 
this compound is 827 kJ.mol-1, high enough to undergo proton transfer 
reactions with H3O+.H2O [58], but it does not react with larger cluster ions 
(H3O+.(H2O)n; n=2,3,4) due  to its small dipole moment (0.25 D). 
Alcohols fragment easily in the drift tube. The initial fragmentation 
step is often loss of a water molecule, (18 Da) with further fragmentation 
depending on the E/N value. A recent study reported the fragmentation 
behavior of a series of alcohols, from methanol to 1-hexanol in the drift tube, 
with a range of E/N from 90-140 Td [59]. In a study by Steeghs et al. 
fragmentation of monoterpenes was observed; the fragmentation patterns 
varied as a function of the E/N value. Several monoterpenes with the same 
protonated monomer mass, m/z 137 were measured and identified by their 
fragmentation pattern. The monoterpenes alpha (α) and beta (β) pinene, 
3- carene and limonene produced fragment ions at masses m/z 67, m/z 81 and 
m/z 95 [31, 60].  
The detection efficiency and fragmentation behavior of sulphur 
containing compounds are unreported so far. Here we investigate the optimal 
operating conditions to measure and calibrate methanethiol, DMS and DMDS 
to be specifically used for monitoring emissions from Brassica plants.  
2.3. Materials and methods 
Acetone, benzene, methanethiol, DMS and DMDS were used for this 
optimization study. Each compound has its own proton affinity and dipole 
moment, which causes different reaction pathways with the reagent ion to be 
favorable. The details of these compounds are given in Table 2. 
A 100 ppmv concentration in nitrogen was prepared for methanethiol 
(m/z 49), dimethyl sulphide (DMS, m/z 63) and dimethyl disulphide (DMDS, 
m/z 95) in three separate gas cylinders. High concentrations were chosen, 
because they can be more accurately prepared as compared to lower 
concentrations. The concentration of each gas was prepared with an estimated 
10% error. Methanethiol is available in the gas phase at room temperature and 
a 100 ppmv mixture was prepared by diluting pure methanethiol in high grade 
nitrogen. Liquid DMS and DMDS (>99% pure, Sigma Aldrich, New Jersey, 
USA) were converted into gas mixtures in a balance gas of nitrogen by 
evaporation.  
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Table 2 Proton affinities and dipole moments of acetone, benzene, methanethiol, DMS 
and DMDS together with the proton affinities and dipole moments for water and 
H2O.H2O [61]. 
 
Figure 23 Schematic representation of the dilution of the sulphur compounds. 
100ppm sulphur compound gas was diluted in the first step with air. The flow from 
these dilution was kept constant adjusted with a valve (closing or opening) as suited 
for the next mass flow controller. This gas was diluted in different dilutions using 
another mass flow controller of air. The outlet flow was connected to the inlet of 
PTR-MS using an over pressure outlet. 
Low concentrations (2000 ppbv – 300 ppbv) were used for 
optimization and calibration of the PTR-MS system; these levels are typically 
emitted from plant material. Another reason for using low levels is that 
sulphur compounds have strong wall adsorption effects. After using high 
concentrations the system needs to be flushed with nitrogen for a long time to 
clean it. In addition, low concentrations of trace gases minimize secondary 
Compound 
 
Proton affinity (kJ.mol-1) 
 
Dipole moment 
(Debye) 
Acetone 812 2.88 
Benzene 750 0 
Methanethiol 773 1.52 
DMS 830 1.53 
DMDS 815 1.85 
Water (H2O) 691 1.855 
H2O.H2O 833 4.024 
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reactions and the formation of dimers in the drift tube. The dilutions were 
made in nitrogen using four mass flow controllers (Brooks Instrument, Ede, 
the Netherlands) as shown in Figure 23. The gas mixtures of acetone and 
benzene are obtained from a standard gas mixture (Linde, Dieren, the 
Netherlands) of 1000 ppbv concentration in nitrogen.  
Optimization and calibration of acetone, benzene and the three 
sulphur compounds was performed by an in-house built PTR-MS. This PTR-
MS is similar to the instrument described by Lindinger et al. in 1998 [6], on 
which the latest design iterations are based [62]. A detailed description of the 
instrument can be found in Steeghs et al. [63]. The instrument consists of four 
main parts: an ion source, where H3O+ ions are produced by an anode-cathode 
discharge; a drift tube, where the reaction between trace gases and hydronium 
ions take place; a buffer chamber to pump out neutrals and to reduce the 
pressure to high vacuum values; an ion detection section containing a 
quadrupole mass filter and a secondary electron multiplier. Signal intensities 
are displayed in either counts per second (cps) or normalized counts per 
second (ncps). Normalized values are calculated using the method outlined by 
De Gouw et al., [53, 64] and an XR factor of 0.5 (XR is as defined in previous 
publications [53, 64]).      
 
2.3.1. Humidity effect in the drift tube: 
To investigate the influence of the humidity on the proton transfer reaction, 
the humidity in the drift tube was changed, by changing the flow of water 
vapor towards the ion source. Transference of water vapor from the ion source 
to the drift tube composes the major component of drift tube humidity. The 
change in water vapor pressure in the ion source affected the drift tube 
pressure. The optimal drift tube pressure is 2.05 mbar. To maintain this value 
the trace gas flow was reduced as the ion source pressure was increased. The 
percentage change in pressure due to the trace gas was ~ 1 % when 
compensating between adjacent ion source pressures in Figures 2 and 3. 
Besides the pressure in the drift tube, the drift tube voltage 550 V (E/N value 
117 Td) was kept constant for the humidity experiments.  
Here, two types of experiment are conducted to study the effect of 
humidity. One is as a function of the pressure in the ion source and the other 
is as a function of reagent ion branching ratio (H3O+/ H3O+.H2O). This allows 
easier comparison between settings on different PTR-MS instruments.  
 
2.3.2. Optimization as a function of E/N: 
To study the influence of the E/N value on the detection efficiency of each 
sulphur compound, the drift tube voltage was changed from 425 V to 625 V, 
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keeping the drift tube pressure at 2.05mbar, with a drift tube length of 10 cm, 
the E/N value ranges from 90 to 130 Td. The settings for the ion source were 
chosen from the optimal conditions found after the experiments of section 2.1. 
 
2.3.3. Plant experiments: 
For the plant experiments Brassica rapa plants were used, grown under 
controlled conditions in an insect free greenhouse. Delia radicum larvae were 
obtained from the Insect Ecology lab, Rennes, France. Two control plants and 
two infested plants were measured in parallel by an automatic valve switching 
system. At each plant, root cuvettes were used to collect volatiles from the 
roots as described in Van dam et al [3]. The emission of three sulphur 
compounds m/z 49 (methanethiol), m/z 63 (DMS) and m/z 95 (DMDS) were 
monitored in real time for 2 days. The plants were supplied with diurnal light 
and water throughout the experiment. Larvae were added to the infested 
plants’ roots 2-3 hours before the start of the experiment. The headspace of 
each root cuvette was flushed with a 2 l.h-1 flow of hydrocarbon free, catalyzed 
air. The sucking flow of the PTR-MS was 1.5 l.h-1. The difference in flow 
capacity exited via an over pressure outlet connected to an exhaust tube, and 
was eventually released into the lab air.  
2.4. Results 
2.4.1. Acetone and Benzene: 
The effect of humidity on primary ions such as the hydronium ion (H3O+, 
m/z 19), its cluster ions (H3O+.H2O, m/z 37 and H3O+.(H2O)2, m/z 55) was 
studied along with NO+ (m/z 30) and O2+ (m/z 32). The behavior of these ions 
is plotted as a function of pressure in the ion source, as shown in Figure 24. 
The intensity of the water cluster ions increase with increasing ion source 
pressure, this is caused by allowing more water vapor into the source. Also it 
can be seen that the intensities of NO+ and O2+ decrease with increased 
humidity.   
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Figure 24 The behaviour of primary ions m/z 19; H3O+ (squares), m/z 30; NO+ 
(circles), m/z 32; O2+ (triangles), m/z 37; H3O+.H2O (down triangles) and m/z 55 
H3O+.(H2O)2 (diamond) as an effect of ion source pressure. The pressure in the drift 
tube was kept constant at 2.05 mbar (see text). The effect of humidity at 90 Td (A), 
at 117 Td (B) and at 139 Td (C) is shown. 
The effect of humidity on the product ions; acetone (m/z 59) and 
benzene (m/z 79) as a function of pressure in the ion source is shown in Figure 
25. The intensity of the acetone signal increased with increasing pressure until 
4.5 mbar, after this it starts to decline. On the other hand, the intensity of the 
benzene signal decreased with increasing ion source pressure until 4 mbar, 
higher than this it showed a slight increase for drift tube conditions of 90 Td 
and 117 Td. 
As known from previous studies, acetone can form clusters with the 
protonated water cluster, however benzene is a less likely candidate for this 
clustering. The intensities of both acetone and benzene were monitored 
simultaneously with H3O+ ions, the water cluster ions, NO+ and O2+ ions. The 
behavior of acetone showed similarity with the behavior of the H3O+ ions. The 
intensity of the acetone signal varied similarly with the signal of monohydrate 
H3O+ ion and started to decline where m/z 55 (H3O+.(H2O)2) started to 
increase. This can be due to the high proton affinity of H2O.(H2O)2 
(889 kJ.mol-1); the proton affinity of acetone is 812 kJ.mol-1.  
The intensity of benzene decreased with increasing ion source 
pressure at 139 Td, which is comparable with previous studies. At 90 Td and 
117 Td, after 4 mbar, the intensity started to show a small increase. This could 
be explained by the presence of some impurities, which can form clusters with 
the water once ionized to produce an ion signal at m/z 79.   
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Figure 25 Behaviour of acetone (m/z 59); left panel, benzene (m/z 79); right panel 
as a function of ion source pressure. Three lines indicate the intensity of acetone at 
three E/N conditions; 90 Td (circles), 117 Td (triangles) and 139 Td (squares). 
Expressed in terms of the reagent ion branching ratio, the effect of 
drift tube humidity on acetone and benzene is shown in Figure 26 A and C. 
The reagent ion branching ratio is the ratio of the signal intensity of protonated 
water cluster (H3O+.H2O) ion to the sum of the intensities of the hydronium 
ion (H3O+) and protonated water cluster ion (H3O+.H2O). The effect of E/N in 
the drift tube on the acetone and benzene intensities is shown in Figure 26 B 
and D.  
Acetone and benzene both showed a dependence on the drift tube 
humidity. The acetone signal intensity increased with respect to the reagent 
ion branching ratio until 20 %, as shown in Figure 26 A. However, benzene 
decreased with increasing branching ratio, until 40 % but after that the signal 
showed a slight increase as shown in Figure 26 C. This could be induced by a 
cluster reaction with impurities. With increasing E/N value the signal intensity 
of acetone decreased and the benzene signal increased as shown in Figure 26 
B and D respectively.  
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Figure 26 (A) Dependence of the acetone intensity (in normalized counts per 
second, ncps) on the reagent ion branching ratio (E/N drift tube 117 Td). (B) 
Acetone intensity as a function of E/N, at a branching ratio of 12%. (C) 
Dependence of the benzene intensity on the reagent branching ratio at 117 Td. (D) 
Benzene intensity as a function of E/N values at a branching ratio of 12%. 
2.4.2. Sulphur compounds: 
Changing the amount of water clusters in the drift tube results in a substantial 
change in the signal intensity for methanethiol, DMS and DMDS, as shown in 
Figure 27 A, C and E. The amount of water cluster ions (H3O+.H2O) 
influenced the ionization of the sulphur compounds substantially. All three 
compounds showed an initial rise in the intensity of ion signal with increasing 
branching ratio. The maximum ion intensity was reached at relatively low 
branching ratio percentage; 3% for methanethiol and DMDS, and 5% for 
DMS. For methanethiol the intensity dropped sharply with increasing amount 
of protonated water cluster. DMS and DMDS showed a slower decrease in the 
signal intensity. 
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Figure 27 (A) Dependence of methanethiol on the branching ratio at 117 Td. (B) 
Methanethiol intensity as a function of E/N, at a branching ratio of 3%. (C) 
Dependence of DMS on the branching ratio at 117 Td. (D) DMS intensity as a 
function of E/N, at a branching ratio of 5%. (E) Dependence of DMDS on the 
branching ratio at 117 Td. (F) DMDS intensity as a function of E/N, at a branching 
ratio of 3%. 
Attention has to be paid to the fact that these ion signals are observed 
at the detector. The transmission ion optics at the exit of the drift tube can 
provide additional energy to all ions exiting the drift tube, which may cause 
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cluster ions in particular to dissociate. This significantly affects the breakup 
of reagent ion water clusters. For this reason the reagent ion branching ratio 
measured may not be the actual ratio in the drift tube, but it can provide 
information about the reagent ion profile therein. An increase in measured 
protonated water cluster reflects a general increase in clustering in the drift 
tube, but the exact branching ratio for the protonated water cluster is thought 
to be higher than is reflected in the measured reagent ion branching ratio. For 
DMS and DMDS the percentage branching ratios for highest intensity product 
ion signals were at 5% and 3% respectively. The calibration slope values for 
methanethiol, DMS and DMDS were found to be 5.3 ncps.ppbv-1, 
6.5 ncps.ppbv-1 and 1.2 ncps.ppbv-1, respectively at individually optimized 
conditions. The optimized humidity and E/N settings for detecting the sulphur 
compounds in this experiment were similar to those found for other 
hydrocarbon compounds, such as acetone, acetaldehyde and the aromatic 
compounds such as toluene and xylene.  
Methanethiol, DMS and DMDS showed the highest ion signal 
intensity at E/N values of 109 Td, 117 Td and 110 Td as shown respectively 
in Figure 27B, D and F. Among the three sulphur compounds; protonated 
monomers of DMS and DMDS showed fragmentation. The branching ratio of 
each product ion as a function of E/N, from 90 Td to 130 Td is shown in Figure 
28. The product ion branching ratio was calculated as the ratio of an individual 
product ion species to the total product ion signal from the analyte under study.  
For DMDS, a fragment ion at m/z 79 was observed as the major 
product ion and for DMS a fragment ion was observed at m/z 47 as shown in 
right and left panels of Figure 28. Methanethiol did not show any significant 
fragmentation. For DMS, from E/N 90 Td to 117 Td the branching ratio of the 
fragment ion is increasing continuously, while for the parent ion it is 
decreasing. This behavior is normal. After 117 Td the behavior of these two 
ions was reversed; the parent ion increased as a fraction of total product ion. 
This behavior could be attributed to another, unidentified fragment ion, not 
measured with the PTR-MS. It is possible that an unidentified product ion 
would lead to confusion about branching ratios as shown by Inomata and 
Tanimoto [65].  
55 
 
 
Figure 28 The branching ratio, which is the ratio of an individual product ion 
species to the total product ion signal, as a function of  E/N value for two product 
ions, from the reactions involving DMS (left panel) and DMDS (right panel).  
Protonated monomer ions C2H7S+ (m/z 63), C2H7S2+ (m/z 95) (circles); and 
fragment ions CH3S+ (m/z 47), CH3S2+ (m/z 79) (squares). 
2.4.3. Plant emissions: 
Monitoring methanethiol, DMS and DMDS from infested roots of Brassica 
plants is shown in Figure 29. The plants were infested with root feeding larvae 
Delia radicum 2-3 hours before the experiment. The intensities of three 
sulphur compounds are distinguishable from control plants compared with the 
infested plants. Monitoring the emission of these compounds is possible from 
the time of infestation for two days using PTR-MS. All three sulphur 
compounds showed an increase in the ion signal immediately after root 
infestation with larvae. The intensities shown in Figure 29 are quite low, in 
the range of a few ppbv. Taking into account the flow rate over the plants this 
corresponds to low nl.h-1 volume production rates. This verifies the need to 
optimize the settings of the instrument before the start of the plant 
experiments. Further details and explanation about the biological background 
of the experiments can be found in van Dam et al [3]. 
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Figure 29 Emission of methanethiol (m/z 49), DMS (m/z 63) and DMDS (m/z 95) 
from Brassica rapa plants infested with root feeding larvae Delia radicum. Open 
symbols indicate emissions from control plants and closed symbols from infested 
plants. Larvae were added to plant roots 2-3 hours prior to the start of the 
experiment. 
2.5. Discussion 
In this study the optimal conditions for measuring methanethiol, DMS and 
DMDS were identified. In comparison with other hydrocarbon compounds 
such as acetone, benzene and monoterpenes the behavior of these sulphur 
compounds in relation to the reagent ion branching ratio and E/N values in the 
drift tube will be discussed. Acetone (C3H6O) has a dipole moment of 2.88 D 
[66] and a proton affinity of 812.4 kJ.mol-1 [9]. Its detection efficiency is well 
known from previous studies and it is proved by our study to easily react with 
hydronium ions to form protonated acetone and to react with H3O+.H2O. The 
proton affinity of the water cluster, H2O.H2O is 833 kJ.mol-1 [9]. The decrease 
in acetone signal across the studied E/N range (90-150 Td) (Figure 26B) is 
thought to be due to a corresponding decrease in residence time for ions in the 
drift tube. The percentage decrease of acetone signal over the E/N range is 
38 %, while the percentage decrease of residence time is 39 % over the same 
range. The residence time is calculated from ion mobility parameters. The 
aromatic compound benzene (C6H6) has a dipole moment of 0 D and a proton 
affinity of 750 kJ.mol-1[9]. Since the proton affinity is much lower than that 
of H2O.H2O, a direct proton transfer reaction with the protonated water cluster 
is not favored. The zero dipole moment hinders proton transfer via a clustering 
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reaction [16], by hindering the initial formation of a benzene and protonated 
water cluster complex. For these reasons, benzene does not react with the 
H3O+.H2O to form protonated monomer. The increase in benzene signal at 
higher E/N (Figure 26D) is thought to be due to the increased availability of 
the H3O+ ion at these values.   
From the sulphur compounds, methanethiol showed a sudden drop in 
detection efficiency as the percentage of the reagent ion branching ratio was 
increased (Figure 27A). In contrast, with DMS and DMDS, where the 
decrease is less steep (Figure 27C and E). The sharper decrease for 
methanethiol can be explained by its lower reactivity with the protonated 
water cluster as compared to DMS and DMDS. The proton affinity of 
methanethiol is 773 kJ.mol-1 and its dipole moment is 1.52 D [66]; both higher 
than benzene (750 kJ.mol-1 & 0 D, respectively). Since the dipole moment of 
methanethiol is non-zero there is the probability of a reaction with the 
protonated water cluster.  
DMS has a proton affinity of 830 kJ.mol-1 and a dipole moment of 
1.53 D [66]  and DMDS has a proton affinity of 815 kJ.mol-1 and a dipole 
moment of 1.85 D [66], which is the highest of all the sulphur compounds 
observed in this study. The greater reactivity of H3O+.H2O with the DMDS 
compared to methanethiol may be explained by its greater dipole moment 
allowing easier clustering with the protonated water cluster. However, 
methanethiol and DMS have nearly the same dipole moment, but exhibit 
different tendencies to react with H3O+.H2O.  
For methanethiol the difference in proton affinity between itself and 
the water cluster is 60 kJ.mol-1. However, for DMS the difference is only 
3 kJ.mol-1. The proton transfer reaction in both cases is endothermic. So for 
the reaction to proceed, energy transfer in the drift tube is necessary. 
Additional energy may be gained from collisions in the drift tube. The mean 
kinetic energy for ions in a drift field is described by McFarland et al. [67], 
drawing on earlier work by Wannier [68, 69]. The mean kinetic energy for 
ions is given by the following formula: 
 
𝐾𝐸𝐼𝑜𝑛 =
3
2
𝑘𝐵𝑇 +
1
2
𝑚𝐼𝑜𝑛𝑣𝑑
2 +
1
2
𝑚𝑏𝑣𝑑
2 
 
with kB the Boltzmann constant, T the drift tube temperature (328K), 
mb and mIon the buffer gas molecular mass (N2, 4.65*10-26 kg) and the  mass 
of the ion (H3O+, 3.16*10-26 kg), respectively. The drift velocity 
(vd = 815±1 m.s-1) can be calculated by using the reduced mobility for H3O+ 
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ions in N2 at STP (2.76 cm2s-1V-1)  [18]. At conditions of 328 K, 2.05 mbar 
drift tube pressure and 540 V drift tube voltage, the mean kinetic energy of 
the H3O+ is 19 kJ.mol-1. McFarland goes on to propose that the center of mass 
kinetic energy for an ion-neutral pair can be calculated: 
 
𝐾𝐸𝐶𝑀 =
𝑀
𝑚𝐼𝑜𝑛 + 𝑀
(𝐾𝐸𝐼𝑜𝑛 −
3
2
𝑘𝐵𝑇) +
3
2
𝑘𝐵𝑇 
 
Where M is the mass of the analyte molecule. For methanethiol this 
value is 14.8 kJ.mol-1 and for DMS it is 15.6 kJ.mol-1. This illustrates that there 
is sufficient kinetic energy in the drift tube to overcome the 3 kJ.mol-1 shortfall 
for a direct proton transfer reaction between DMS and the protonated water 
cluster. However, there is not sufficient energy to make up the 60 kJ.mol-1 
shortfall for a likewise reaction with methanethiol. This explains that the 
difference in protonated water cluster reactivity between methanethiol and 
DMS is due to the direct proton transfer reaction channel being an allowed 
channel for DMS, while the same channel is energetically unfavorable for 
methanethiol.  
Like alcohols and monoterpenes, DMS and DMDS also showed 
fragmentation with increased E/N. Methanethiol does not undergo a direct 
proton transfer reaction with the protonated water cluster because of the 
prohibitive difference in proton affinities between methanethiol and H2O.H2O. 
The difference cannot be made up by the available kinetic energy in the drift 
tube. However, a clustering reaction may still be possible with the protonated 
water cluster because of the non-zero dipole moment of methanethiol.  
2.6. Conclusions 
In summary, it is shown that if the humidity in the drift tube is low (a reagent 
ion branching ratio of <3%), the sensitivity to detect methanethiol and DMDS 
is optimal. The product ion signal of DMS will have its highest intensity at a 
branching ratio of 5%. Methanethiol and DMS have the same dipole moment. 
However, due to the lower proton affinity of methanethiol a direct proton 
transfer reaction with H3O+.H2O is energetically unfavorable. DMS can 
undergo a direct proton transfer reaction with the protonated water cluster 
(H3O+.H2O) because of the available energy in the drift tube. This was shown 
by calculating the mean kinetic energy in the drift tube under the optimized 
conditions. The optimal detection conditions for the sulphur compounds were 
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used to study successfully trace gas emissions from Brassica rapa plants 
infested with Delia radicum root feeding larvae.  
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CHAPTER 3  
3.Real-time analysis of sulphur-containing 
volatiles in Brassica plants infested with root 
feeding Delia radicum larvae using proton 
transfer reaction mass spectrometry4 
3.1. Abstract 
Plants emit volatile organic compounds (VOCs) upon herbivore attack. 
Previously it was found that Brassica nigra plants emit specific compounds 
such as isothiocyanate and sulphur when their roots are damaged by Delia 
radicum root fly larvae. Isothiocyanate (m/z 60) was supposed to be a 
breakdown product formed from the glucosinolate sinigrin (allyl 
glucosinolate) and myrosinase enzyme reaction. This study tests this 
hypothesis, by checking if glucosinolate sinigrin is the only precursor for the 
formation of m/z 60 emission in damaged roots. Another statement was that 
sulphur compounds such as methanethiol, DMS and DMDS are emitted only 
after larval infestation. Here, we tested if any other type of root damage leads 
to the emission of such sulphides. For this study, plants from six Brassica 
species are chosen; on which, two types of root damages are performed: 
artificial damage with scalpel and D. radicum larval infestation. The sulphur 
VOCs emitted after root damages are measured using proton transfer reaction 
mass spectrometry (PTR-MS). The damaged roots are dried, crushed and the 
glucosinolate profiles are measured using high performance liquid 
chromatography (HPLC). The VOC emissions and HPLC profiles are 
compared for further analysis. Among the six Brassica species, two types of 
primary responses were observed. Three species B. nigra, B. juncea and 
B. napus showed ion signal at m/z 60 as an immediate response after root 
damage in both artificial and larval infestation. Sulphur VOCs such as 
                                                     
 
4 Based on: Real-time analysis of sulfur-containing volatiles in Brassica plants infested with 
root-feeding Delia radicum larvae using proton-transfer reaction mass spectrometry; Nicole 
M van Dam et al., AoB Plants, 2012. 2012: p. pls021 
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methanethiol, DMS and DMDS started to increase 6-12 h after larval 
infestation in B. nigra, and B. juncea. Other three species B. rapa, B. oleracea, 
and B. carinata showed ion signal at m/z 49 as immediate response after both 
types of root damages. The comparison between VOC emissions with 
glucosinolate profiles showed that the glucosinolate sinigrin cannot be the 
only precursor for m/z 60 emission. The primary response after root damage 
mainly depends on the plant species but not on the type of damage (artificial 
or larval). These markers help to distinguish between infested and non-
infested plants. Further analysis of plant enzymes, and interaction of these 
enzymes with glucosinolates, conditions favor the reaction need to be 
investigated to understand the exact reason for the emission of different VOCs 
from different species. 
3.2. Introduction 
Plants infested by herbivores emit a variety of VOCs. In addition to ozone 
quenching and contributing to pathogen resistance, VOCs also act indirectly 
to defense [70]. Herbivore induced VOCs specifically attract natural enemies 
that kill or parasitize the herbivore, which may then reduce current and future 
herbivore damage to the plant [71]. The role of VOCs as indirect defenses has 
been studied in many plant herbivore interactions. So far, most studies have 
primarily been based on above ground interactions whereas interactions 
between below ground herbivores and roots have received much less attention 
[72]. One reason may be the obscurity of plant: herbivore interactions in the 
soil. The feeding activities of herbivores below ground cannot be easily 
observed.  
Recently, several studies investigated the indirect defense responses 
involving herbivore-induced VOCs and natural enemies of root herbivores 
[73-75]. Traditionally, techniques based on gas chromatography (GC), such 
as gas chromatography-mass spectrometry (GC-MS), have been used to 
analyze herbivore induced VOCs. The disadvantage is that gas 
chromatography based techniques have limited sensitivity and time resolution. 
The VOCs emitted from the plant must first be accumulated on a trap for some 
time, usually minutes to hours, before they can be analyzed. This limits the 
ability for dynamic profiling of herbivore induced VOC emissions. PTR-MS 
has emerged as a useful tool for online VOC analysis by allowing real time 
detection of trace gases from various chemical groups of the order of seconds 
at (sub) parts per billion (ppb) levels [6]. The details about the working 
principle and instrumentation of PTR-MS are explained elsewhere in this 
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thesis. It is a soft ionization technique, where the neutral trace gas molecule, 
M is ionized using hydronium ions (H3O+). The ionized MH+ ions are then 
analyzed by quadrupole mass analyzer and detected by secondary electron 
multiplier. The advantages of PTR-MS are high sensitivity (ppbv), a fast 
response time, no sample preparation is needed and it has the ability to 
perform real time analysis.  These advantages made this technique a powerful 
tool in different fields of science such as plant research [39, 50, 51], food and 
flavor research [52], environmental research [53] and breath analysis [76]. 
PTR-MS has also been used to identify the VOC emissions after plant damage, 
however these studies were mainly focused on VOC emissions from shoot 
parts [50, 77] or measured root VOCs from in vitro grown plants [63]. Recent 
studies made by Crespo et al., and Danner et al., showed that PTR-MS has 
advantages also in measuring VOCs from roots [7, 39]. Therefore, in this 
study PTR-MS was used to monitor root volatile emissions after root damage.  
The genus Brassica (Brassicaceae) contains many economically 
important crops, such as cabbage, broccoli and oil seed rape [54]. Upon 
herbivore attack, Brassica plants emit complex blends of VOCs, including 
alcohols, ketones, aldehydes, esters, terpenoids, sulphides, carboxylic acids, 
nitriles and isothiocyanates (ITC) [55]. The latter two compound classes are 
breakdown products of glucosinolates, a class of plant produced organic 
compounds that are secondary metabolites within Brassicaceae [56]. Over 
120 different glucosinolate structures have been identified to date [78]. 
Glucosinolates have limited biological activity themselves but, upon plant 
damage, for example by herbivore feeding, they are hydrolysed by 
thioglucosidase enzymes known as myrosinases. As a result, a variety of 
volatile hydrolysis products, including ITC, nitriles, epithionitriles and 
thiocyanates, are formed [56, 79]. The mechanism of glucosinolate 
breakdown is shown in Figure 30. The product formed by this reaction 
depends on the chemical structure of the glucosinolates present in the plant, 
the reaction conditions (pH) and the presence or absence of additional 
enzymes that modify the outcome of the reaction [56, 80]. For example, the 
glucosinolate sinigrin (allyl glucosinolate) forms allyl isothiocyanate; the 
gluconaustratiin (phenyl ethyl glucosinolate) forms phenyl ethyl 
isothiocyanate and the glucobrassicin (indole glucosinolate) forms indole 
isothiocyanates. They further breakdown into their fragments. The 
glucosinolate and myrosinase enzymes are distributed throughout the plant but 
the levels vary from organ to organ. Roots, for example, have higher 
glucosinolate levels than shoots, and also contain a specific glucosinolate, 
64 
 
gluconaustratiin, that is generally lacking from above ground organs [72] (van 
Dam et al. 2009).  
Delia radicum, the cabbage root fly, is a major pest of Brassica crops. 
Females lay their eggs in batches near plant stems and, after hatching, the 
larvae crawl down to feed on the roots until they pupate in the soil [74]. 
Chromatography in combination with mass spectrometry based analyses of 
Brassica nigra plants showed that infestation by D. radicum larvae increased 
the emissions of dimethyl disulfide (DMDS) and dimethyl trisulphide 
(DMTS) in the plant’s headspace [81, 82]. Real time analysis with PTR-MS 
revealed that methanethiol and dimethyl sulphide (DMS), two related sulphur 
containing compounds, were also induced in root fly infested plants, in 
addition to a specific sulphur containing marker compound at m/z 60 [7] [39]. 
Crespo et al., showed that the signal at m/z 60 was emitted from the roots when 
larvae were actively feeding, or directly after artificial damage. In B. nigra 
plants, sulphide emissions such as methanethiol, DMS and DMDS were not 
enhanced by artificial roots damage. In vitro experiments with sinigrin and 
myrosinase enzyme resulted in the emission of m/z 60, which implies that this 
ion signal is formed due to the conversion of sinigrin into allyl ITC. This ion 
signal at m/z 60 was not observed with phenyl ethyl ITC, resulting from the 
 
Figure 30 The mechanism of glucosinolate breakdown after root damage. 
Myrosinase enzyme becomes active after root damage and converts glucosinolates 
into nitriles or thiocyanates or isothiocyanates depends on the conditions at root 
tissue. R group in the glucosinolate determines the structure of the product. Allyl 
glucosinolate – Allyl ITC; phenyl ethyl glucosinolate – Phenyl ethyl ITC; indole 
glucosinolate – Indole ITC.  
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reaction between the glucosinolate gluconaustratiin and myrosinase enzyme 
[7]. Because of the close correlation with actively feeding larvae, it was 
proposed that the emission of the compound at m/z 60 may be used as a marker 
to discriminate between infested and non-infested roots [7] . However, there 
is substantial variation in root glucosinolate profiles within the genus Brassica 
[83-85]. This implies that not all Brassica species may show emissions at m/z 
60 in the PTR-MS when damaged artificially or by root herbivores, supposing 
allyl ITC formed after the conversion of sinigrin is indeed the sole source for 
this marker. 
In this study, along with the previously studied B. nigra plant species 
five other Brassica species were studied, represented in the so called Brassica 
U triangle (Figure 12) [35]; (see Table 3 for species). In this triangle, the three 
vertices are the three main natural Brassica species, B. nigra, B. oleracea and 
B. rapa. Their chromosome number and genomic composition were combined 
to create three other Brassica species B. juncea, B. carinata and B. napus, 
located on the edge of the triangle. The created species are mostly used as 
vegetable crops and oilseed crops. We analyzed the emissions of sulphur 
containing VOCs from damaged roots of six Brassica species and correlated 
these to their root glucosinolate composition, which is measured using high 
performance liquid chromatography (HPLC). Next to this, PTR-MS was used 
for the real-time monitoring of VOC emissions after root damage. 
 
 
Table 3 Names, origin and seed sources of the Brassica species used in the 
experiments.  
a Published references can  be found  in the reference list. 
Based on previous experiments on the same PTR-MS, we focused on 
the ion signal at m/z 60 as a tracer for the formation of allyl isothiocyanate. In 
addition to this, ion signals at m/z 49 (methanethiol), m/z 63 (DMS) and m/z 95 
Species Name Details Source/reference a 
Brassica carinata Var. 007 ‘Utopia’ M. de Vries, Joordens Zaden, 
Neer, The Netherlands 
Brassica juncea Var. Varuna Mathur et al. (2011) [35] 
Brassica napus Var. Westar Borgen et al. (2010) [36] 
Brassica nigra Population Wageningen, NL Van Dam et al. (2005) [37] 
Brassica oleracea Population Winspit, UK Gols et al. (2008) [38] 
Brassica rapa Subsp. Campestris var. Ys143 G. Bonnema, Plant Breeding, 
Wageningen University,  
Wageningen, The Netherlands 
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(DMDS) were also monitored. We tracked the emissions dynamically for 
several hours after artificial damage or for several days after infestation with 
D. radicum larvae. By combining the naturally and artificially damaged VOC 
profiles we identified those sulphur containing compounds that serve as 
markers for root damage in each plant species. 
3.3. Materials and methods 
3.3.1. Plant and insect rearing: 
Seeds were obtained from sources shown in Table 3. Seeds were germinated 
on glass beads and water in 10 × 10 cm plastic containers with a clear lid for 
one week in the greenhouse. Thereafter, selected seedlings were transferred to 
tall plastic 2.2 L pots (11 × 11 × 21.5 cm) filled with a peat potting soil mixture 
(Type ZPV—potting soil for floriculture, Holland Potgrond, Poeldijk, The 
Netherlands) until 5 cm under the rim. The upper 5 cm was filled with fine 
sand to facilitate the retrieval of the root fly larvae. The pots were transferred 
to an insect free greenhouse (16 h daylight, minimum Temperature = 15oC) 
supplemented with SON-T high-pressure sodium lamps (Philips, Eindhoven, 
The Netherlands) producing photosynthetically active radiation, which was 
lower than 150 µmol m-2 s-1. Root fly larvae and pupae for rearing were 
obtained from the Laboratory of Insect Ecology, University of Rennes, 
France. They were reared as described in Neveu et al. [74] on kohlrabi, turnips 
or rutabaga, depending on seasonal availability. 
3.3.2. PTR-MS: 
The analysis of sulphur volatile compounds emitted by the roots was 
performed with a custom built PTR-MS. To calibrate the system, a calibration 
gas mixture was used consisting of acetaldehyde, acetone, isoprene, benzene, 
toluene, xylene and α-pinene (covering molecular weights from 32 to 136 
amu), each in a concentration of 1 ppmv (parts per million volume, ± 5%) 
(Linde, Dieren, the Netherlands). From this calibration, calibration factors for 
other compounds could be calculated by considering transmission efficiency 
factors, collision rate constants and fragmentation ratios [53]. In this way, ion 
intensities in normalized counts per seconds (ncps) were converted to gas 
mixing ratios (ppbv). 
Two types of experiments were performed. In the first experiment, the 
sulphur VOCs emitted during root damage after D. radicum larval infestation 
were measured. In the second experiment, the roots of different plants of the 
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same Brassica species were mechanically damaged with a scalpel and the 
sampling cuvette was placed around the stem on top of the soil. 
 
Figure 31). The sampling line from the cuvette to the PTR-MS instrument was 
heated to 55 o C to prevent the condensation of compounds and to minimize 
memory effects. In this study, four plants were used per experiment, from 
 
Figure 31 Schematic representation of the set-up for measuring volatiles emitting 
from roots of Brassica plants. A constant inlet flow of 2 l.h-1 hydrocarbon-free air 
was used to flush the headspace of plant root cuvettes. An automated valve system 
was used to switch between cuvettes. The pressure in the drift tube chamber of the 
PTR-MS was regulated by an overpressure outlet. 
This cuvette, custom made from two halves of a 9 cm (diameter) glass Petri 
dish, was placed around the base of the stem and sealed with a synthetic 
rubber based sealant (Terostat IX). Each cuvette was fitted with one gas inlet 
and outlet port. A constant gas inlet flow of 2 l.h-1 with hydrocarbon free air 
was regulated using a mass flow controller (Brooks Instrument, Ede, the 
Netherlands) to flush the headspace of the roots and act as a carrier gas. The 
outlet of the cuvette was connected via an automated valve system to the 
PTR - MS instrument where VOCs were measured online alternately for 30 
min for each cuvette (see  
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which two were infested with five (third instar) to 10 (second instar) D. 
radicum larvae and two plants were left undamaged (control). The D. radicum 
larvae were added to the plants 2 – 3 h before the experiment started. The 
VOC measurements were performed continuously over 2 days (45 – 50 h) at 
a constant temperature of 21oC with a 16 h photoperiod provided by sodium 
lamps, 225 µmol m-2 s-1. In a separate experiment, the plant roots were 
artificially damaged with a scalpel to compare the VOC emissions with those 
from the larval damage experiments. The VOC emissions were measured for 
1-2 h after a one stab of artificial damage. In total, three replicates for each 
damage treatment (artificial or Delia infestation) were analyzed. The data 
were converted to ppbv by using the calibration factors previously obtained. 
After converting the values into ppbv (nl.l-1), the compound emission rates 
were calculated as nl.h-1 by using the inlet flow value (2 l.h-1), and averaged 
per three replicates. 
3.3.3. Glucosinolate analysis: 
For glucosinolate analyses, the upper 2 cm of the main root, where root fly 
larvae are typically feeding, were collected and frozen at 220oC. The root 
pieces were lyophilized and ground to a fine powder using a Retsch mill 
(Retch GmbH & Co., Haan, Germany). For each sample, 50 mg of ground and 
dried root material were extracted and analyzed on an HPLC equipped with a 
photodiode array. Sinigrin (sinigrin monohydrate, ACROS, NJ, USA) was 
used as an external standard. We used the response factors at 229 nm from 
[86, 87] to calculate the concentrations of the other glucosinolates. The 
glucosinolate peaks were identified by comparison of retention times and UV 
spectra with a certified rapeseed standard (Community Bureau of Reference, 
Brussels, code BCR-367R) and authentic standards (progoitrin, gluconapin, 
glucoiberin, glucobrassicanapin, glucotropeaolin, gluconasturtiin, 
glucoraphanin, glucoerucin, glucobrassicin, sinalbin; Phytoplan, Heidelberg, 
Germany). 
3.4. Results 
The emissions of m/z 49 methanethiol, m/z 60 ITC, m/z 63 DMS and m/z 95 
DMDS were studied from control plants, artificially damaged root plants, and 
infested root plants. A typical emission profile of control and infested plant is 
given in Figure 30. As the VOC concentration of control plants remained low 
and constant between 5 and 30 nl.l-1, further figures will not display them for 
better clarity.  
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Both artificial wounding with a scalpel and D. radicum larval 
infestation resulted in two types of primary responses among the six plant 
species. B. nigra, B. juncea and B. napus, primarily emitted m/z 60 
immediately after artificial root damage (Figure 33 A, C and E). In B. nigra, 
the ion signal at m/z 49 (methanethiol) showed a minor increase. Other 
sulphide ion signals at m/z 63 (DMS) and m/z 95 (DMDS) did not show up. In 
the case of root larval infestation, the ion signal at m/z 60 started to increase 
immediately in the above mentioned three plant species (Figure 33 B, D and 
F). Other sulphide emissions m/z 49, m/z 63 and m/z 95 started to increase 6-
12 h after infestation in B. nigra and B. juncea (Figure 33 B and D). 
 
 
 
Figure 32 Temporal dynamics of sulphur VOC emissions from roots of B. carinata 
plants after D.  radicum larval infestation (solid lines) compared with non-infested 
plant root (dash lines, m/z marked with ‘c’). Vertical bars indicate the standard 
mean error (n = 3). m/z 49 - methanethiol,  m/z  60 - ITC  marker, m/z  63 - DMS  
and m/z  95 - DMDS. On the x-axis t = 0 indicates the time of experiment starts. 
Delia larvae were added to plants 2 – 3h  before the experiment starts. 
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Figure 33 Emission of sulphur containing volatile compounds after root damage by 
artificial wounding with a scalpel (left panels) and larval infestation (right panels) 
in B. nigra (A, B), B. juncea (C, D) and B. napus (E, F). m/z 60 - ITC marker, m/z 
49 - methanethiol, m/z 63 - DMS and m/z 95 - DMDS. Vertical bars indicate the 
standard error of the mean (n = 3). In (A), (C) and (E), t = 0 indicates the time at 
which the root was damaged with a scalpel. In (B), (D) and (F), t = 0 is the starting 
time of PTR-MS analysis; Delia larvae were added to plants 2 – 3 h before analysis. 
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Figure 34 Emission of sulphur containing volatile compounds after root damage by 
artificial wounding with a scalpel (left panels) or larval infestation (right panels) in 
B. rapa (A, B), B. oleracea (C, D) and B. carinata (E,F). m/z 60 - ITC marker, 
m/z 49 - methanethiol, m/z 63 - DMS and m/z 95 - DMDS. Vertical bars indicate 
the standard error of the mean (n = 3). In (A), (C) and (E), t = 0 indicates the time 
at which the root was damaged with a scalpel. In (B), (D) and (F), t = 0 is the 
starting time of PTR-MS analysis; Delia larvae were added to plants 2 – 3 h before 
analysis. 
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The primary emissions in the other three Brassica species of the U triangle, B. 
rapa, B. carinata and B. oleracea, showed an increase in ion signal at  m/z 49 
as the primary emission immediately after artificial root damage (Figure 34 
A, C and E). The ion signal at m/z 60 increased in artificially damaged roots 
of B. oleracea and B. carinata. D. radicum root larval infestation of these 
Brassica species induces an instantaneous increase of the ion signal at m/z 49. 
This increase can be considered as a primary response (Figure 34B, D and F). 
In B. oleracea and B. carinata, the DMS (m/z 63) and DMDS (m/z 95) 
emissions were above the levels of control plant emissions (Figure 34, 4D and 
4F). 
3.4.1. Root glucosinolate profiles: 
HPLC analysis of glucosinolate profiles and concentrations form the six 
Brassica species showed consistency with those reported in earlier studies for 
mature roots of B. nigra, B. juncea, B. rapa and B. napus [83]. Among the six 
species of Brassica under study, B. nigra, B. juncea, B. oleracea and B. 
carinata showed the presence of sinigrin in their roots, whereas B. napus and 
B. rapa did not contain sinigrin (Figure 35). Alternatively, gluconasturtiin was 
present in all six species. Substantial levels of aliphatic glucosinolates other 
than sinigrin, as well as glucobrassicin, were found in all species except 
B. nigra, which almost exclusively contained sinigrin and gluconasturtiin. The 
hypothesis stating that the ion signal at m/z 60 is due to the enzyme reaction 
with sinigrin is tested by comparing the root glucosinolate profiles with the 
VOC emissions measured from PTR-MS. This comparison showed that roots, 
which does not contain any sinigrin (B. napus) also showed the ion signal at 
m/z 60 after root damage. In contrast, the roots, which contains highest amount 
of sinigrin of all species (B. carinata) showed very low concentration of 
m/z 60 ion signal. 
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Figure 35 Glucosinolate concentrations and profiles in roots of six different   
Brassica species. Error bars indicate standard error of the mean of the total 
glucosinolate concentration (n = 5 -7 per species). Blue bars:  sinigrin   (allyl 
glucosinolate); Cyan bars:   aliphatic   glucosinolates other than sinigrin;   white   
bars: glucobrassicin (indole glucosinolates); green bars: gluconaustratiin (2-phenyl 
ethyl glucosinolate). BNI – B.nigra; BJU – B.juncea; BRA – B.rapa; 
BNA - B.napus; BOL – B.oleracea; BCA – B.carinata. 
3.5. Discussion 
This study shows that root damage to Brassica plants, either by root feeding 
insects or by artificial damage using a scalpel, resulted in the emission of 
various sulphur-containing VOCs. Two types of primary responses were 
observed among six Brassica species after larval infestation and artificial 
damage.  B. nigra, B. juncea and B. napus species mainly showed an increase 
in the ion signal at m/z 60. In contrast to this, other three species B. rapa, 
B. carinata and B. oleracea showed an increase in ion signal at m/z 49. Both 
larval infestation and artificial damage resulted in same ion signal as primary 
response. This implies to the fact that VOC emissions depends mainly on the 
plant species but not on the type of damage used. The hypothesis mentioned 
in the earlier section that the emission of ion signal at m/z 60 resulted from the 
enzyme reaction with sinigrin has been verified. HPLC analysis showed that 
the roots, which does not contain any sinigrin showed an ion signal at m/z 60.  
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Previous studies tried to identify the origin of ion signal at m/z 60 after 
plant root tissue damages. Studies made by Crespo et al., and Halkier et al., 
showed that the ion signal at m/z 60 showed an immediate increase after 
artificial root damage. A possible origin is related to the glucosinolate 
myrosinase system, which is present in these plant species [7, 79]. As the main 
limitation of PTR-MS technique is identification, several methods have been 
tried to identify the ion signals to certain extent such as isotope correlation 
and pure compound fragmentation. Crespo et al.,  made few of those attempts 
to identify the ion signal at  m/z 60 and found that it can be a sulphur containing 
fragment of a glucosinolates break down product [7]. Several glucosinolate 
products were analyzed for this purpose. Some showed the presence of ion 
signal at m/z 60 as a fragment and few others not. Allyl ITC, the product 
formed after the reaction with sinigrin and myrosinase, indole glucosinolates 
reaction with myrosinase showed the presence of ion signal at m/z 60. Phenyl 
ethyl ITC, the product of the reaction between gluconaustratiin and 
myrosinase did not show any ion signal at m/z 60. 
Another option is that the ion signal at m/z 60 in PTR-MS is a pure 
compound, such as thiocyanic acid (HCNS; m/z 59) [7]. For example, the 
reaction between indole glucosinolates and myrosinase give rise to thiocyanic 
acid. The compound is quite unstable in the presence of water and converts 
into carbinols, releasing thiocyanate ions (CNS-). These ions react with the 
hydronium ions in PTR-MS and gain a proton showing up at m/z 60 [56, 88].  
Crespo et al., also showed that aliphatic ITC such as ethyl ITC can 
also result in ion signal at m/z 60 [7]. It is observed that aliphatic 
glucosinolates other than sinigrin may also give rise to an ion signal at m/z 60. 
This could be the reason for the detection of m/z 60 ion signal in plant roots 
where sinigrin was not observed but other aliphatic glucosinolates are 
observed (Figure 35). In future, this needs better analysis of several ITC 
formed after reaction between different glucosinolates and myrosinase 
reactions using PTR-MS.   
The detection of ion signal at m/z 49 as primary ion signal in three 
other Brassica species was not reported elsewhere in detail. Volatile sulphur 
compounds are produced in different plant species, algae, bacteria and fungi 
[89]. Derbali et al., showed that the shoot part of some Brassica species plants 
contains several enzymes such as methyl transferases and lyses, which has the 
ability to convert sulphur containing amino acids such as methionine, cysteine 
into sulphides [90, 91]. It is also experimentally shown by Derbali et al., that 
the chemically inhibited activity of these enzymes resulted in the production 
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of 95% less sulphides, which shows the involvement of these enzymes in the 
production of these sulphides [91]. 
Attieh et al., observed the activities of thiol methyl transferases (TMT) 
in shoots and roots of Brassica plant species [92, 93]. The main role of this 
enzyme is detoxification. It can detoxify toxic sulphur containing by-products, 
such as cyanides and HS- ions of glucosinolate conversion reaction to methyl 
sulphides [88]. The involvement of microorganisms and other chemical 
interactions was not required for this conversions, because of the identification 
of m/z 49 in artificial root damage. This reactions can initiate due to ploughing 
into the soil for bio fumigation purposes [94] and under sterile conditions [91]. 
Attieh et al., observed the activities of TMT enzyme in various species 
of Brassica [95].  B. rapa and B. oleracea showed highest TMT activity. Our 
results showed consistency with those findings, as the increase in ion signal at 
m/z 49 as a primary ion signal in these two species is due to this TMT activity.  
This implies that TMT activity plays an important role in the identification 
sulphur VOC signal after artificial and larval infestation. Attieh et al., didn’t 
analyzed the TMT activity in B. nigra and B. carinata [95]. Depending on the 
PTR-MS emissions, it could be that B. carinata should have TMT activity 
levels similar to those of B. oleracea, and B. nigra to B. juncea. Further 
analyses of TMT activities in these species, especially in the roots, should be 
performed to confirm this hypothesis. 
3.6. Conclusions 
In this study, it is observed that real time PTR-MS analysis is a powerful tool 
to analyze and monitor the sulphur emissions from root damaged plants by 
both artificial and D. radicum infestation. There are two types of primary 
responses; m/z 60 and m/z 49 were observed and six Brassica species were 
categorized into two sub groups depending on these responses. In both types 
of root damage experiments control plants can be easily discriminated from 
damaged plants depending on their levels in volatile emissions. HPLC 
analysis showed the glucosinolate composition in each species. The 
hypothesis stating that the ion signal observed at m/z 60 was due to the reaction 
between glucosinolate and myrosinase enzyme activity was not correct in 
some conditions. 
This study showed that type of VOC emission depends mainly on the 
plant species but not on the type of damage. Therefore, artificial root damage 
experiments can be used to identify the primary response for each species, 
because of its consistency with the root larval infestation primary responses. 
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However, due to the short time of these experiments attention has to be paid 
to identify other sulphur compounds at latter time points, additional VOCs 
may be produced under larval infestation. Our study showed that the variations 
in VOC emissions from different plant species are resulted due to different 
interactions with damaged tissue enzymes, glucosinolate profiles and defense 
operations to neutralize the toxic products [96].  Further analysis should be 
implemented to understand the mechanisms leading to the formation of 
various sulphur VOC emissions, and the role of enzymes involved for each 
plant species before using this technique to analyze VOCs in field conditions.  
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CHAPTER 4  
4.Breath analysis of acetone: Flow dependency 
and modelling 
4.1. Abstract 
Acetone in exhaled breath is considered as a biomarker for lipolysis and 
dextrose metabolism. Breath sampling of acetone levels is used because it is 
a non-invasive method and is currently widely using in clinical studies. 
However, breath acetone analysis is affected by several parameters such as 
storage time, sampling method and breath flow dependency; the latter is 
studied in this research. For this, breath samples were collected at different 
flow rates 15 ml.s-1, 50 ml.s-1, 100 ml.s-1, 300 ml.s-1 in sample bags and the 
flow dependency of exhaled acetone is analyzed using proton transfer reaction 
mass spectrometry (PTR-MS). Breath acetone is found to be flow dependent 
at lower exhaled flow rates between 50 ml.s-1 to 100 ml.s-1. At higher flow 
rates no significant difference could be observed. A two compartment 
mathematical model similar to that of NO was used to explain the flow 
dependency of acetone. This model helps to calculate the expected 
concentration of acetone in alveoli in comparison with surrounding blood 
acetone concentration. The experimental data and the model show that there 
is acetone intake from tissues in upper airways, which may be due to the 
interaction of water with acetone.  This study shows that for each VOC its 
flow dependency combined with modelling needs to be verified. 
4.2. Introduction 
The application of highly sensitive VOC detection methods to the analysis of 
breath is a burgeoning research field, with many possible, exciting 
applications for diagnosis and physiological understanding [97, 98].  The 
speed of instrumental development has been rapidly developing together with 
increasing the sensitivity for detecting VOCs.  This development has made it 
possible for breath sampling methodology to be probed, posing the crucial 
question of how sampling techniques will affect recorded concentrations. 
With a large amount of VOCs detectable in human breath, the questions of a 
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proper sampling technique and storage time become important for each 
compound, as the characteristics of each individual compound may affect 
optimum sampling conditions. For this study, acetone is considered; a 
ubiquitous breath metabolite.  Acetone detected in breath is linked to lipolysis 
and dextrose metabolism [40].  The strong association with the human 
metabolism and high abundance of acetone in breath made it a widely studied 
compound in breath analysis, particularly in relation to diabetes and 
ketoacidosis [4, 99]. 
Many analytical techniques such as mass spectrometry and laser based 
methods [100] have been exploited to study VOCs in breath.  Mass 
spectrometry based techniques include; selected ion flow tube mass 
spectrometry (SIFT) [43], gas chromatography combined with mass 
spectrometry (GC-MS) [101] and ion mobility spectrometry (IMS) [102].  
Most of the volatile organic compounds are present at very low concentrations 
ranging from ppmv (part-per-million volume) down to ppbv (parts per billion 
volume) levels and can be detected by using only highly sensitive methods. 
Here, we use proton transfer reaction mass spectrometry (PTR-MS) [103];  
PTR-MS is a good choice for the analysis of acetone, as the method is highly 
sensitive to oxygenated VOCs, which includes acetone.  The methods also 
requires no sample preparation, so it can probe the effects on acetone 
concentration of different sampling techniques directly.      
Recent studies on breath sampling of acetone have found somewhat 
conflicting conclusions, particularly regarding breath flow rates. Boshier et al 
[104] showed that acetone is flow dependent, while Dummer et al [105] , and 
Bikov et al [106] showed that acetone is not flow dependent. Previous research 
showed that acetone in breath varies with flow [104], temperature [107], 
humidity [108], contaminants [109] and also storage time after sampling 
[110]. In addition, analysis of exhaled air includes many difficulties in 
methodology (sampling and measuring) and data interpretation (analysis).  In 
this study, the effect of flow dependency on acetone in breath is evaluated. 
4.3. Materials and methods 
4.3.1. Study subjects: 
Human volunteers who participated in this study are healthy subjects with a 
normal diet and reported taking no medication for any health problems from 
three months prior to the experiments. Both males and females delivered their 
breath for the research. The mean age of the participants was 22±5 years old.   
79 
 
4.3.2. Detection system: 
For the measurements a proton transfer reaction mass spectrometer (PTR-MS) 
was used. Proton transfer reaction is a soft ionization reaction, in which 
volatile organic compounds with mass M becomes ionized due to the transfer 
of a proton from the hydronium ion (H3O+).  As such, the compounds are 
detected at mass M+1, using a quadrupole mass filter. The PTR-MS is in-
house constructed, and a detailed description of the instrument can be found 
elsewhere [63]; it bears close similarity to commercially available devices [6]. 
The PTR-MS consists of an ion source, a drift tube and a quadrupole mass 
analyzer. In the ion source, hydronium ions (H3O+) are produced by an anode-
cathode discharge in a water vapor environment. In the drift tube or reaction 
chamber the proton transfer reaction takes place between the hydronium ions 
and the neutral trace gas compounds. A fraction of the ionized gas molecules 
is directed to the quadrupole mass analyzer where they are analyzed and 
detected by a secondary electron multiplier detector. For these experiments, 
the drift tube was operated with a pressure of 2.05 mbar and a drift voltage of 
550 V, with a subsequent E/N value of ~120 Td. The inlet system was heated 
to 55°C to avoid water condensation in the Teflon tubes.  
The PTR-MS was calibrated with a standard gas mixture, which 
contains methanol (detected at m/z 33), acetaldehyde (m/z 45), acetone 
(m/z 59), isoprene (m/z 69), benzene (m/z 79), toluene (m/z 93), o-xylene 
(m/z 107) and alpha- pinene (m/z 137); each at 1 ppmv concentration (parts 
per million volume, ±5%) in a nitrogen dilution gas (Linde, Dieren, the 
Netherlands). Flows of nitrogen gas and reference mixture were combined 
using mass flow controllers at different relative flow rates to obtain 
concentrations from 0.035 to 1 ppmv for calibration. 
 
4.3.3. Breath sampling: 
Collection of breath samples for the flow dependency experiment were 
performed using an offline method. Breath samples were collected in 
sampling bags using a hand held breath sampler, which is the adapted version 
from Cristescu et al., [111] (Figure 36). This breath sampler consists of a 
mouth piece, a pressure meter with 3 LEDs, a fluoroplastic tube, a Teflon tube, 
a discard bag for dead space volume and a sampling bag to collect the breath. 
The pressure meter with 3 LEDs gives the volunteer direct feedback to 
maintain a constant exhalation flow. For each flow, the breath sampler was 
calibrated using a mass flow controller (Brooks). Volunteers exhaled with 
different flows; 15 ml.s-1, 50 ml.s-1 100 ml.s-1 and 300 ml.s-1. One breath 
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sample was collected for each flow. In total, for four flows, four sampling 
bags were collected from each subject. Five subjects participated in this study. 
 Once the sample was collected, the sampling bags were connected to the 
inlet line of the PTR-MS to determine the acetone concentration. The sucking 
flow from the bag towards the PTR-MS was 1.2 l.h-1. The exhaled breath 
acetone was measured for at least twenty cycles at the corresponding product 
ion mass (m/z 59) after reaching a steady state in the measured concentration.  
The quoted acetone values herein are an average of these twenty cycles. The 
dwell time at m/z 59 was 0.2 s.  
 
Figure 36 Breath sampler used for flow dependency experiments to fill the bags. It 
consists of a mouth piece, pressure meter, a Flurorplastic tube, a Teflon tube, a 
discard bag and a sample bag. 
4.4. Results 
Exhaled acetone levels from 5 healthy subjects were measured with the PTR-
MS at 4 different flows. Figure 37 shows the averaged values of the m/z 59 
product ion obtained from each subject and for each flow. The figure shows a 
flow dependence of the acetone concentration; the amount of exhaled acetone 
for each subject is increasing with exhalation flow from 15 ml.s-1 to 50 ml.s-1 
and between 50 ml.s-1 and 100 ml.s-1. There is no increase at higher flows of 
300 ml.s-1.  
 The significance of the variation between flow rates was calculated using 
a paired t-test. Significances between 15 and 50 ml.s-1, and 15 and 100 ml.s-1 
were p=0.039 and p=0.037, respectively. Both are less than 0.05, the 5 % 
significance level. This shows that the exhaled acetone between different flow 
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rates is significantly different. However, the difference between 100 ml.s-1 and 
300 ml.s-1 is not significant at a 5 % significance level (p=0.18). 
 
 
Figure 37 Flow dependency of acetone. Acetone levels measured with 4 different 
flow rates15 ml.s-1, 50 ml.s-1, 100 ml.s-1 and 300 ml.s-1. This test was performed 
with 5 subjects. Each point at a particular flow is the average of 20 points and the 
vertical bars are standard deviations for the average value. The concentration of 
exhaled breath acetone is significantly higher at higher flow than at lower flow 
rates, except for 300 ml.s-1. 
 For nitric oxide (NO), a low blood soluble gas, the flow dependency of its 
exhaled concentration has been observed intensively [112, 113]. This flow 
dependency has been explained by a mathematical two compartment model 
[114]. In this model, 3 parameters are introduced: the concentration of NO in 
the alveolar region (CANO), its concentration in the airway (CawNO) and the 
diffusing capacity of NO over the airway wall (DawNO). Considering these 
parameters, the fractional exhaled NO concentration (FENO) is described as: 
𝐹𝐸𝑁𝑂 = 𝐶𝑎𝑤𝑁𝑂 − (𝐶𝑎𝑤𝑁𝑂 − 𝐶𝐴𝑁𝑂). 𝑒
−𝐷𝑎𝑤𝑁𝑂
𝐹𝑙𝑜𝑤  
  
 Within this work, this model has been adapted to the behavior of high 
soluble gases. For acetone, the model consists of a constant acetone level in 
lower airways in relation to the surrounding blood acetone concentration and 
in upper airways a production/intake of acetone Figure 38. At low flows, 
acetone is emitted from the alveolar region and is absorbed in the airways into 
the surrounding tissues. Therefore, the acetone concentration in the upper 
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airways can be considered to be going to zero. By taking this into account in 
the mathematical equation the flow dependency becomes: 
𝐹𝐸𝑎𝑐𝑒𝑡𝑜𝑛𝑒𝑝𝑝𝑏𝑣 = (𝐶𝐴𝑎𝑐𝑒𝑡𝑜𝑛𝑒𝑝𝑝𝑏𝑣). 𝑒
−𝐷𝑎𝑤𝑎𝑐𝑒𝑡𝑜𝑛𝑒 (𝑚𝑙.𝑠
−1)
𝐹𝑙𝑜𝑤 (𝑚𝑙.𝑠−1)  
  
 Where FE acetone is fractional exhaled acetone concentration, CA acetone 
is the acetone concentration in the gas phase of the alveolar region and Daw is 
acetone production/intake from upper airways.  
 
 
Figure 38 Two compartment model similar to the NO two compartment model to 
explain the flow dependency of acetone. Acetone interacts with water and tissues 
in airways region and a constant concentration in gas phase in alveoli region. 
  The fitting of the model with the measured concentrations is shown in 
Figure 39. For calculating the fitting parameters, only three flows 15 ml.s-1, 
50 ml.s-1, 100 ml.s-1 were used. The higher flow 300 ml.s-1 was not included 
because of the difficulties in sampling and inconsistency between the subjects. 
This modelling may help to estimate a constant concentration of acetone in 
the lower airways. 
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Figure 39 Results of the mathematical model to explain the flow dependency of 
acetone. This may help to predict the exact concentration of acetone in relation 
with surrounding blood acetone concentration. 
 From the three measured different flows, two parameters were calculated 
using the above mentioned model. The values are shown in  
Table 4. The first column represents the derived concentration of acetone in 
alveoli. The second column only shows negative values indicating an intake 
of acetone due to the interaction with the tissues in the airway region.  
 
 
 
 
 
 
 
 
Table 4 The fitting parameters of flow dependency experiment, including three flows. 
The exact concentration of acetone in alveolar region, intake of acetone from airways 
are indicated with their errors. 
4.5. Discussion 
Determination of VOC concentration from exhaled breath is a non-invasive 
method, by which it is hoped to achieve reliable information on whole body 
metabolisms. Many challenges need to be met in order to obtain a trustable 
value for the gas concentration in breath and to further relate it to the activity 
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within the human body. Previous studies reported the gas exchange between 
blood and breath for several gases; such as NO, ethanol, carbon dioxide, 
oxygen etc.  The location of net gas exchange, either alveoli or airway depends 
on the blood solubility of the gas, which depends on the blood air partition 
coefficient (λ), as described in Anderson et al [115] (Figure 40). 
 
 
Figure 40 The exchange ratio (ER) is the ratio of airway gas exchange to total 
pulmonary (airway + alveolar) gas exchange and is plotted versus blood air 
partition coefficient for eleven soluble gases as calculated from the airway–alveolar 
gas model during end tidal breathing. This figure is adapted from Anderson et al 
[115]. 
 The coefficient is defined as the ratio of the concentration in blood to the 
concentration in air in contact with the blood, when the partial pressure in both 
compartments is equal. The relationship between the partial pressure of a 
soluble gas in the breath and the blood can be complex, depending on where 
the gas exchange occurs. For low solubility gases such as NO, it is easy to 
predict the modelling for flow dependency. This gas has a constant 
concentration in the alveolar region and continuous production from the 
airways. This can be formulated in a two compartment model [116] and the 
concentration of NO in blood can be obtained by using this model.  
 Here, it is the goal to estimate an accurate concentration of acetone in the 
blood stream by elimination of parameters influencing the intake of acetone 
in the upper airways such as humidity, temperature, and flow. 
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 Modelling the flow dependency for gases that have gas-blood diffusion 
predominantly in the airways, such as acetone can also be performed with the 
similar model [117]. According to this model, highly soluble gases (λ>100) 
such as ethanol and acetone and diffuse easily through the airways [117]. This 
hypothesis is partially true with our model, as at higher flows the diffusion 
time is less than at lower flow rate. An interaction involving acetone in the 
airway has been recognized for subjects who are older than 40 years in a study 
by Cander and Forster [118]. Inspired soluble gases dissolve in the tissues of 
the respiratory dead space during inspiration and are revapourized during 
expiration, causing flow dependent observations for highly soluble gases. The 
axial diffusion in the central airway is an important factor determining the 
flow dependency [119]. This explains how gases that exchange predominantly 
in the airways exhibit flow dependency.  
 Several studies have been published on the airway interaction of acetone 
and other soluble gases such as ethyl acetate and diethyl ether [120]. Both NO 
[112, 113] and ethanol [106] were found to be flow dependent in all studies, 
but for acetone, there are conflicting results. Acetone levels in urine and 
exhaled breath have been regarded as an important biomarker for diabetes and 
ketoacidosis [121, 122]. Only a few studies to date investigate the effect of 
breathing parameters. Different methods have been used with careful 
investigation of how they affect measurements of breath compounds. The first 
concern while sampling breath volatiles is the effect of exhalation flow. In the 
case of acetone reports are contradictory; some claim a flow dependency and 
others not. Boshier et al. [104] demonstrated that exhaled acetone 
concentration increases with higher flows. They used 50 ml.s-1, 100 ml.s-1, and 
250 ml.s-1. This behavior is in contrast with NO behavior where the 
concentration of NO is in inverse relation with expiratory flow. Furthermore, 
Kalapos et al. [123] described that exhaled acetone is not flow dependent 
between flow rates 170 ml.s-1 and 330 ml.s-1 and Bikov et al [106] showed that 
acetone is not flow dependent between 5 l.min-1 and 10 l.min-1, In our study, 
exhaled acetone concentration appears to be flow dependent at our lower flow 
rates; from 15 to 100 ml.s-1, while after this there is no significant difference 
between higher flows. Comparing this result to that of Bikov et al., supports 
the hypothesis that acetone has an elevated airway uptake. At low exhalation 
rate the interaction time between the airways and the exhaled gas is longer. A 
possible mathematical model, which is similar to the two compartment model 
of NO has been shown in this study. This model was predicted mainly due to 
the behavior of acetone with the variations in exhalation flow. Not like NO, 
acetone showed higher concentration at higher flows until it reaches some 
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threshold. Moreover, it is calculated that there is an up take of acetone by 
adjacent tissues in the upper airways. This could be due to the interaction of 
acetone with water and its reaction abilities with water. NO and acetone have 
different physical properties and it is not clearly known what physiology is 
going on during exhalation. Therefore, further investigations and modelling 
of the flow dependency may appear in the future as an additional tool for 
understanding the flow dependency of acetone, such as it appears for NO 
[117]. Several factors influences flow dependency and reason for flow 
dependency. This is not so straightforward and it also depends on the type of 
compound and its properties.  
4.6. Conclusions 
Breath analysis helps to find a marker in the exhaled breath and to relate their 
behavior with medical diagnosis. However, several factors have to be taken 
into account before performing breath analysis depending on the VOC of 
interest. Acetone showed flow dependency at lower exhalation flows, which 
is between 15 ml.s-1 and 100 ml.s-1 but not at higher flow rates >100 ml.s-1. 
The possible reason for the flow dependency of acetone, is demonstrated, 
using a two compartment model, as is the case for other common VOCs such 
as NO. The exact concentration of acetone in alveoli in the gas phase was 
calculated using this model. It is also found that there is uptake of acetone in 
adjacent airway tissues. Future studies aim for the possible modelling of the 
behavior of exhaled breath acetone flow dependency and also for other 
prominent VOCs in breath such as acetaldehyde or isoprene with more 
repetitions for each flow. The reproducibility between the subjects and also 
within the subjects is an important factor to consider to draw strong 
conclusions.  
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CHAPTER 5  
5.Breath acetone to monitor life style interventions 
in field conditions: an exploratory study5  
5.1. Abstract 
Breath acetone concentration was assessed as a method monitoring the effects 
of a prolonged physical activity on whole body lipolysis and hepatic 
ketogenesis in field conditions. Twenty-three non-diabetic, 11 type 1 diabetic 
and 17 type 2 diabetic subjects provided breath and blood samples. Samples 
were collected during the International Four Days Marches, the Netherlands. 
For each participant, breath acetone concentration was measured using proton 
transfer reaction ion trap mass spectrometry (PIT-MS), before and after a 30-
50 km walk for 4 consecutive days. Blood non-esterified free fatty acid 
(NEFA), beta-hydroxybutyrate (BOHB), and glucose concentrations were 
measured after walking. Breath acetone concentration was significantly higher 
after than before walking, and was positively correlated with blood NEFA and 
BOHB concentrations. The effect of walking on breath acetone concentration 
was observed on all 4 days. Breath acetone concentrations were higher in type 
1 diabetic subjects and lower in type 2 diabetic subjects than in control 
subjects. Breath acetone can be used to monitor hepatic ketogenesis during 
walking under field conditions. It may therefore provide real-time information 
on fat burning, which may be of use for monitoring the lifestyle interventions.  
5.2. Introduction 
Diabetes is one of the major causes of premature death worldwide. One in 10 
deaths in adults in the Europe Region can be attributed to diabetes, 
representing about 600,000 people in 2011 and the death rates are predicted 
to rise by 23% over the next decade (according to the International Diabetes 
Federation 2012).  
                                                     
 
5 Based on: Breath acetone to monitor life style interventions in field conditions: An exploratory 
study, Devasena Samudrala et al., Obesity (Silver Spring), 2014. 
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Diabetes mellitus is a metabolic disease that occurs as a consequence 
of an absolute or relative deficiency of insulin, a hormone secreted by the 
pancreas to stimulate uptake, utilization and storage of blood glucose. There 
are two major types of diabetes - type 1 diabetes mellitus (TIDM) and type 2 
diabetes mellitus (T2DM). T1DM is an autoimmune disease, in which, the 
immune system destroys the pancreatic cells producing insulin, resulting in an 
absolute insulin deficiency [124]; T1DM people depend on exogenous insulin 
(most commonly injected subcutaneously) for their survival. In T2DM, insulin 
secretion is still present, but the insulin’s effects on target tissue are impaired 
due to insulin resistance in the liver and skeletal muscle [125, 126]. 
In subjects with T1DM, glucose utilization is severely impaired due 
to insulin deficiency, and the insulin requiring tissue, such as skeletal muscles 
or adipose tissue, switch to use fat as an alternative fuel for energy production. 
Under such conditions, adipose tissue lipolysis is activated and large amounts 
of triglycerides are broken down into glycerol and free fatty acids (FFA) 
[127]. As a consequence, elevated levels of circulating FFA are produced and 
partially converted into ketone bodies in the liver, such as acetoacetate, and 
beta-hydroxy butyrate (BOHB) [128].  The ensuing, tremendous increase in 
blood ketone bodies can cause the life threatening complication called diabetic 
ketoacidosis (DKA). This usually occur in T1DM when insulin treatment is 
interrupted or doses of insulin are grossly insufficient, but it can also be 
encountered in T2DM, in whom its occurrence can be triggered by acute 
infections [129]. Due to the very sensitive regulation of ketone body 
production by insulin, and their dramatic increase during insulin deficiency, 
breath and urinary acetone can be used as a marker for insulin deficiency and  
ketoacidosis in diabetic patients [121, 122]. 
Sensitive, rapid, online breath analysis was performed using proton 
transfer reaction ion trap mass spectrometry (PIT-MS). PIT-MS has been 
described elsewhere [2, 26, 130] and the advantages of using an ion trap 
detector compared to other techniques have been described earlier [27, 131]. 
Here, a brief introduction to the technique is given. Proton transfer reaction is 
a soft ionization technique, in which volatile organic compounds with mass 
(M) get ionized, due to the transfer of a proton from the hydronium ion (H3O+).  
The compounds are detected with mass, M+1 due to proton gain.  Only 
compounds with a proton affinity higher than water (PA= 691 kJ mol-1) can 
be detected as they are the only compounds which will remove a proton from 
the hydronium ions. PTR enables the detection of large variety of volatile 
organic compounds at and below the ppbv level, such as aldehydes, ketones, 
alcohols, nitriles, aromatic compounds, and unsaturated compounds [5, 17, 
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132]. As such, the method enables to be monitored metabolic processes over 
hours, at a high sampling rate (seconds) without pre concentration of the 
samples. Therefore, it is a powerful method to help, to follow and to identify 
physiological and patho physiological processes happening in the body. 
Obesity results from an imbalance between energy and fat intake on 
one hand, and energy expenditure and fat oxidation on the other. It is 
frequently associated with insulin resistance and T2DM, non-alcoholic fatty 
liver disease, and dyslipidemia. A low fat oxidation rate, possibly related to 
impaired mitochondrial function, and intracellular accumulation of lipid 
metabolites, such as diacyl glycerol and ceramides, may play a role in the 
pathogenesis of all these conditions [133]. Diet and physical activity are 
cornerstone treatments for obesity and T2DM [134]; both aim at promoting a 
negative energy balance and increasing lipid oxidation, thus alleviating tissue 
lipotoxicity. Their success rate in clinical practice is unfortunately low. Their 
effectiveness may be enhanced if health professionals and patients could rely 
on a sensitive marker of lipid oxidation to adjust diet and exercise on a day-to 
day basis [135]. For this purpose, breath acetone concentration may be a 
suitable marker, since physiological variations of hepatic ketogenesis are 
known to occur during physical activity and energy restriction.  
Here, we present preliminary evidence than an activation of whole 
body lipolysis and hepatic ketogenesis induced by prolonged physical activity 
can be detected by monitoring breath acetone concentration in field 
conditions.  
5.3. Materials and Methods 
5.3.1. Subjects:  
More than 40,000 people participated in July 2012 in the International Four 
Days Marches, an annual walking event in Nijmegen, the Netherlands, 
organized by the Dutch Walking Organization (KNBLO-NL). Among them, 
28 diabetic subjects (11 T1DM and 17 T2DM) and a control group of 23 
healthy volunteers (CT) took part in this study, representing 28 males and 23 
females within an age range of 52 ± 13years. Classification of diabetic 
subjects as T1DM and T2DM were done based on the information obtained 
from their family practitioner. Their characteristics are shown in Table 5. The 
experimental protocol was approved by Medical Ethical Committee of the 
Radboud University Nijmegen Medical Centre. 
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Table 5. Participant's characteristics. 
5.3.2. Data collection: 
Breath samples were collected twice a day, for 4 consecutive days for each 
subject. Once in the morning; after breakfast but without prior exercise 
(between 3:30am and 8:00am) and once at the end of the walk (between 
10:30am and 5:30pm). Depending on their age and gender, participants 
walked 30, 40 or 50 km per day. About 0.5-0.8 liters of exhaled breath was 
collected in Mylar bags, using a hand-held breath sampler calibrated for a 
50 ml.s-1 exhalation rate [111] and transported to the laboratory for 
measurement. Blood samples were collected on EDTA and immediately 
centrifuged, and plasma was in aliquots and stored at - 80°C. Blood free fatty 
acid and beta-hydroxybutyric acid concentrations were measured with an 
automated clinical chemistry analyzer from Randox RX series, RX Imola. 
 
5.3.3. Breath acetone measurement: 
Breath acetone measurements were performed with an in - house built proton 
transfer reaction ion trap mass spectrometry (PIT-MS).The instrument is a 
highly adapted version of a PolarisQ GC-IT-MS system (Thermo-Finnigan 
PolarisQ, Interscience, Breda, the Netherlands), where the ion source was 
replaced by a cathode-anode ion source and a proton transfer reaction drift 
tube. A detailed description has been given elsewhere [26] [2, 130]. PIT-MS 
enables the detection of a large variety of volatile organic compounds below 
the parts per billion volume (ppbv) level [136]. Molecular ions were first 
trapped for 3.5 sec in the ion trap after which the mass spectrum from m/z 40 
to m/z 80 is measured within 100 ms [26] .  
The mass spectrometer was calibrated with a  standard gas mixture 
consisting of methanol (m/z 33), acetaldehyde (m/z 45), acetone (m/z 59), 
isoprene (m/z 69), benzene (m/z 79), toluene (m/z 93), o-xylene (m/z 107) and 
alpha-pinene (m/z 137), each in 1000 ppbv ±5% in a nitrogen dilution gas 
(Linde, Dieren, the Netherlands). The calibration was performed using 
 CT 
(n = 23) 
T1DM 
(n = 11) 
T2DM 
(n = 17) 
Age (mean  SD) 56 ± 13 40 ± 12 56 ± 12 
Gender (M / F) 13 / 10 4 / 7 11 / 6 
Walking distance per day 
(30 / 40 / 50 km) 
 
9 / 12 / 2 
 
0 /8 / 3 
 
6 /9 / 2 
BMI (mean  SD) 25.2 ± 3.3 28.1 ± 4.9 29.1 ± 4.1 
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different concentrations, from 35 ppbv to 1000 ppbv obtained by dilution of 
the standard mixture with nitrogen gas. The acetone data measured by PIT-
MS (given as ion current) were converted into ppbv using the slope values 
obtained from the calibration.  
The stability of exhaled acetone concentrations in Mylar bags (ABC 
Ballonnen, Zeist, The Netherlands) was checked. Eight bags were filled with 
breath from volunteers and acetone levels measured after different storage 
times (0, 1, 2, 4, 6 and 8 h after sampling). A decrease of 8% in acetone 
concentration was measured after 8h, therefore all the Four Days Marches 
breath samples were measured within this period. Hydrocarbon free air was 
measured as instrumental background signal before connecting each bag to 
the inlet of the spectrometer.  
 
5.3.4. Statistical analysis: 
The normality of the data distribution was evaluated by the Lilliefors test [47]. 
Acetone measurements per group appeared to be normally distributed, 
whereas glucose, FFA and BOHB measurements were not. The differences in 
acetone levels were tested using a three way ANOVA (ANalysis Of 
VAriance) [48], testing the significance of 1) the intervention 
(walking/exercise), 2) time (4 successive days) 3) the groups (CT, T1DM and 
T2DM, respectively) and the corresponding interactions. The significant 
differences in other parameters such as glucose, BOHB, FFA were tested 
using non-parametric ANOVA. For these tests all three groups (CT, T1DM 
and T2DM) were considered together.  
Post hoc tests were performed for further investigations. The 
differences between the groups, at the end of the first walking day were 
evaluated using non-parametric tests (Mann Whitney U test) [137], for 
glucose, FFA and BOHB because subjects in the groups are different with 
each other. Un-paired t-test for breath acetone was performed for group’s 
comparison. The differences between the acetone levels before and after 
walking were investigated within each group using paired t-tests, because the 
acetone data was affected by exercise in the same subject. Pearson's 
correlation coefficient was used to search for relationships between breath 
acetone levels and blood glucose, NEFA and BOHB at the end of the walk on 
day1 and day 0. The p -values < 0.05 were considered significant and p<0.1 
were considered as trend to be significant. All calculations were performed 
using Matlab R2013a (Mathworks, Natwick, Massachusetts, U.S.A.). 
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5.4. Results 
The effect of walking on breath acetone for all participants is shown in Figure 
41A. The three-way ANOVA analysis showed significant effects for 
intervention (p < 0.0001) and group (CT, T1DM and T2DM) (p < 0.0001) and 
significant interaction between intervention and group (p = 0.0003). Indicating 
that breath acetone was increased after the walk compared to the before 
walking values, and that the effect of walking differed significantly between 
T1DM, T2DM and non-diabetic subjects. Time had no significant effect, 
indicating that the increase in breath acetone did not wane when walking was 
repeated day after day. Breath acetone levels observed in T1DM, T2DM and 
CT subjects before and after the walk on day1 are shown in Figure 41B. They 
increased significantly in T1DM and CT subjects after the walk, while the 
increase in T2DM failed to reach statistical significance. Blood NEFA and 
BOHB concentrations after walking, as compared to before increased from 
0.39 (± 0.30) to 0.98 (± 0.58) mmol.l-1 (p < 0.0001) and from 0.14 (± 0.20) to 
0.26 (± 0.30) mmol l-1 (p = 0.02), respectively. When the responses were 
assessed according to subjects subgroups, walking increased BOHB by 220% 
in T1DM (p = 0.04) and by 110% in CT (p = 0.04) and tended to increase it 
by 15% in T2DM (p = 0.07) respectively.  NEFA concentration was 
significantly higher after walking than before in CT, T1DM and T2DM with 
113% (p < 0.0001), 257% (p = 0.003) and 132% (p = 0.005), respectively.  
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Breath acetone concentrations measured at the end of the walk on day 1 and 
day 0 were significantly correlated with blood NEFA concentrations (Figure 
42A, r = 0.63, p < 0.0001) and BOHB concentrations (Figure 42B, r = 0.65, 
p < 0.0001), but not with blood glucose concentrations (r = 0.28, p = 0.23). 
The correlation between breath acetone and BOHB or NEFA remained 
significant (r = 0.38, and r = 0.58, p < 0.0001) when two outliers were 
removed from the analysis. Furthermore, differences in breath acetone before 
and after walking were correlated with differences in NEFA (r = 0.47, p < 
0.001) and BOHB (r = 0.64, p < 0.0001) as shown in Figure 42 C and D. 
Sensitivities of breath acetone with outliers were 364 ppbv.mmol.l-l for NEFA 
and 853 ppbv.mmol.l-l for BOHB and without outliers: 186 ppbv.mmol.l-l and 
562 ppbv.mmol.l-1 to NEFA and BOHB respectively. 
 
Figure 41   Breath acetone concentrations. (A) Breath acetone concentrations 
measured before and after the walk over 4 consecutive days for all participants. (B) 
Breath acetone concentrations measured before and after the walk in CT, T1DM 
and T2DM on the first day.  Data are displayed as box plots showing the median, 
interquartile ranges (25 %, 75 %); whiskers indicate the 10 % - 90 % values. 
* p < 0.05, # p < 0.1. 
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5.5. Discussion & Conclusions 
Breath acetone concentration has been known for decades to increase several 
fold in diabetes ketoacidosis [138]. Recent improvements in gas metabolite 
analysis has allowed the detection of smaller increases in breath acetone, 
which may correspond to changes in hepatic ketogenesis within the 
physiological range in healthy subjects during strenuous physical exercise 
[44] [139, 140]. Since hepatic ketogenesis closely parallels whole-body lipid 
oxidation [141], we propose that breath acetone may be used to monitor 
lifestyle interventions targeted to stimulate fat oxidation. Consistent with this 
hypothesis, we observed that a prolonged physical exercise, performed over 
consecutive days, repeatedly increased breath acetone in breath samples 
collected in field conditions. We further observed that breath acetone 
concentrations were correlated with both blood BOHB and NEFA 
concentrations, but not with blood glucose. This supports breath acetone 
changes as reflections of changes in lipolysis, fat oxidation and [140] 
 
Figure 42   Relationships of breath acetone with NEFA and BOHB. Correlation of 
breath acetone (ppbv) with serum NEFA (mmol l-1) (A) and BOHB (mmol l-1) (B). 
Diference between post and pre walking NEFA (Δ NEFA, C) and BOHB 
(Δ BOHB, D) vs. changes in breath acetone (Δ acetone). 
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ketogenesis within the physiological range, rather than being linked to a 
worsening of metabolic control in diabetic subjects. Furthermore, breath 
acetone sensitively reflected changes in blood BOHB. Breath acetone is 
sufficiently sensitive to BOHB and NEFA variations, such that changes NEFA 
and BOHB could be inferred from changes in acetone that could not be 
measured directly. While BOHB concentrations were below the assay 
detection limit in a significant number of participants, breath acetone 
concentrations were readily detected in all subjects. 
Changes in breath acetone concentrations showed the same pattern in 
T2DM and T1DM as in CT, suggesting that it may be further evaluated as a 
marker for lipid oxidation in future studies on diabetic subjects. Breath 
acetone was however significantly higher in T1DM, most likely reflecting the 
lower suppression of hepatic ketogenesis with subcutaneous exogenous 
insulin. In T2DM, breath acetone and blood BOHB tended to be lower, and 
showed only a trend to increase after exercise. This suggests a lesser 
stimulation of ketogenesis in this subgroup. This study relied on PIT-MS as a 
powerful analytical tool for measuring breath acetone. The type of equipment 
is obviously not adequate for large-scale field studies and self-monitoring by 
patients. However, simpler breath acetone analyzers, using other recent 
technological developments [139] are likely to become available in a near 
future.  
In summary, this preliminary study demonstrates robust increases in 
breath acetone after a prolonged exercise in a small group of subjects 
including healthy, T1DM and T2DM subjects. We therefore propose that 
breath acetone may reflect instantaneous lipid oxidation. Our study however 
did not control for several confounding factors, such as diet, energy intensity, 
effects of medications, and changes in blood pH. Further proof-of concept 
studies, performed in well controlled conditions will be needed to evaluate its 
validity as a marker of lipid oxidation and energy balance. 
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CHAPTER 6  
6.Analysis of urine metabolites for suitable 
biomarkers to monitor life style interventions in 
field conditions  
6.1. Abstract 
Proton transfer reaction mass spectrometry (PTR-MS) has been applied for 
the quantification of volatile organic compounds (VOCs) in urine headspace 
to measure the effect of exercise. Samples were retrieved from three groups; 
T1DM (11), T2DM (17) and healthy subjects (23). Each group was participant 
in the vierdaagse (four days marching) event and was studied across each of 
the four days, with a sample taken before and after exercise. 33 ions were 
identified with enough abundance to test for possible relevance to exercise.  
These ions were investigated using multivariate analysis (M-PLS-DA). In all 
three groups, M-PLS-DA was able to extract a higher significant exercise 
effect than classification of a randomly permuted dataset. Ion signals at m/z 61, 
m/z 62 and m/z 79 were considered as significant markers for the effect of 
prolonged exercise in multivariate analysis. Univariate analysis of m/z 61 
showed a significant effect of exercise for each of the four days and in all 
groups. The ions at m/z 61 and 62 were identified with level 2 certainty as 
coming from acetic acid. m/z 79 may also be a product ion of acetic acid via 
hydrate cluster formation with m/z 61. The potential of using acetic acid in 
urine to monitor exercise effects is exhibited and may be built upon by future 
experiments. 
6.2. Introduction 
Physical exercise is ubiquitously recommended to maintain and improve 
general health, with doctors commonly advising patients to take greater 
exercise. Exercise modifies whole body metabolism profoundly. Numerous 
studies have shown the effects of exercise on the abundance of metabolites in 
a variety of tissues. The modified metabolisms generate excess amounts of 
by-products (e.g. acetone) compared with resting conditions. These 
by - products are removed from the tissues via the bloodstream. The 
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by - products may be emitted as volatile organic compounds (VOCs). Several 
studies have been reported identifying the volatile organic compounds emitted 
from the skin [45], breath [142] and urine [143]. Some VOCs are considered 
biomarkers for particular diseases, such as nitric oxide in airway inflammation 
[144], or acetone for diabetes [145]. The study of VOCs from bodily emissions 
is a fast developing field with applications for disease detection.  
Metabolomics provides a comprehensive method for assessment that 
involving the overall metabolic signature of biological samples. This approach 
leads to many possibilities in several fields, including biomarker discovery for 
clinical studies and drug efficacy [146, 147]. It is a powerful tool to gain 
insight in to metabolic changes induced by specific training protocols and in 
combination with measurement of VOCs produced by exercise may thus 
advance our knowledge of exercise affected biochemistry. 
Advancements in the instrumentation of mass spectrometry, such as 
increases in sensitivity, wider-range compound detection etc. have allowed 
the effect of exercise to be probed on a metabolic level by analyzing sources 
of excreted metabolites, such as breath and urine.  Exhaled breath has been 
studied previously as a window onto metabolic processes in relation to 
exercise [4] [44, 148].  Breath analysis is receiving much attention as a non-
invasive clinical diagnostic technique. However, this method is limited to only 
metabolites that diffuse into the lungs from the blood. Another non-invasive 
method such as urine analysis is also widely used in medicine to examine 
proteins, hormones, glucose, creatinine, bilirubin, ketone bodies etc.  
Proton transfer reaction mass spectrometry (PTR-MS) has been used 
to monitor breath metabolites as an effect of exercise with qualified success 
[4] [44, 148].  It is a highly sensitive technique and does not require any 
sample pretreatment, allowing fast processing of a large volume of samples. 
The technique is well suited to monitoring low molecular weight volatile 
organic compounds in ppbv concentration. Providing the proton affinity of an 
organic compound exceeds that of water, which is commonly the case for 
many VOCs of biological interest. The application of PTR-MS to 
measurements of metabolites in urine headspace is somewhat lacking 
compared to measurements of breath. Previous studies have analyzed the 
effect of exercise on urine composition using gas chromatography [149] and 
using NMR [150], but no studies have reported the analysis of urine head 
space using PTR-MS to study exercise, according to the knowledge of the 
authors. Orhan et al using electro capture detection (GC-ECD) found a 
statistically significant effect on the concentration of acetone and 1 - butanal 
due to the effect of a single exercise event [149].  Both these compounds are 
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easily detectable with PTR-MS at high sensitivities, along with many other 
VOCs. Utilizing, the high sensitivity afforded by PTR-MS to analyze urinary 
headspace is the key motivation for this research.  
The study reported here will investigate urinary headspace 
concentrations of acetone and other VOCs from participants in a four day 
walking event across the entire length of the event.  The participants will be 
drawn from three groups; control, type 1 diabetes and type 2 diabetes.  The 
study will investigate the effect on the VOC profile of an individual’s urine 
sample due to exercise, on each of the four days. The main aim of this study 
is to combine the unique opportunity afforded by a mass participation event 
of prolonged exercise, with the high sensitivity detection of PTR-MS and the 
analytical power of metabolomics to further advance the research of exercise 
effects by monitoring physiology.   
6.3. Materials and Methods 
6.3.1. Subjects: 
All subjects participated in the International Four Days Marches, July 2012, 
an annual walking event in Nijmegen, the Netherlands, organized by the 
Dutch Walking Organisation (KNBLO-NL). In total 51 participants gave 
urine samples. Among them 23 were control, 11 type –1 diabetics (T1DM) 
and 17 type –2 diabetics (T2DM). Participants included 28 males and 23 
females with an age range of 25-85 years. Depending on their age and gender, 
participants walked 30, 40 or 50 km per day. The details of the subjects who 
participated in this study are shown elsewhere [4]. This study was approved 
by the Medical Ethical Committee of the Radboud University Nijmegen 
Medical Centre, and was conducted in accordance with the Declaration of 
Helsinki. 
6.3.2. Sample collection and storage: 
Urine and breath samples were collected twice a day for four consecutive days 
from each subject, once in the morning, prior to exercise (between 3:30am and 
8:30am) and another at the end of the walk (between 10:30am and 17:30pm). 
Urine samples were collected, and separated into two vials and stored at 
freezer conditions (-80oC). One was used for mass spectrometry 
measurements and the other was used for creatinine measurements.  
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6.3.3. VOC analysis from urine headspace: 
Urine measurements were performed with an in-house built proton-transfer-
reaction mass spectrometer (PTR-MS). A detailed description of this 
instrument has been given elsewhere [63] and the instrument bears a strong 
similarity to commercially available devices [6]. Here, we give only a brief 
introduction to the technique. Proton transfer reaction is a soft ionization 
technique in which VOCs with molecular mass (M) are ionized by the transfer 
of a proton from a hydronium ion (H3O+), and are detected at mass, M+1 using 
a quadruple mass spectrometer. Only compounds with a proton affinity greater 
than water (PA= 691 kJ.mol-1) can be detected. Signal intensity of the 
hydronium ion and the protonated water cluster (m/z 19 and m/z 37) are 
typically measured for normalization. Apart from them 38 other ions were 
measured using selected ion monitoring (SIM) mode, including acetone 
(m/z 59); the dwell time for each ion was 0.2sec.  
Preliminary experiments were performed to develop a protocol for 
measuring urine sample headspace. 10 ml of urine was transferred to a glass 
cuvette with a 40 ml available volume. The closing lid of the glass cuvette was 
sealed in place with a metal fastening clip and an O-ring, with one gas inlet 
and one gas outlet port to allow sampling. A constant flow of 2 l/h of air was 
passing through the cuvette to flush the head space.  The outlet for this flow 
was side sampled by the PTR-MS at 1.5 l/h.  The intensity of the VOC signal 
was observed to decrease with time, due to the continuous flushing of the 
headspace. Therefore, to prevent the concentration declining, the headspace 
was measured for 4 minutes only for each sample. Beyond this time the 
headspace concentration drop becomes unacceptable (~18%).  Three samples 
were measured sequentially using an automatic valve system [3] to switch 
between each cuvette. The product ion intensities, normalized to reagent ion, 
were further normalized to creatinine concentrations (mmol-1).  This allowed 
the detected signals to be normalized with respect to the level of biological 
dilution present in the sample. For the duration of analysis, the transfer lines 
from the valves to the PTR-MS were heated up to 55oC to prevent 
condensation. 
The mass spectrometer was calibrated each day before the start of the 
experiment with a  standard gas mixture consisting of methanol (m/z 33), 
acetaldehyde (m/z 45), acetone (m/z 59), isoprene (m/z 69), benzene (m/z 79), 
toluene (m/z 93), o-xylene (m/z 107) and alpha-pinene (m/z 137), each in 
1000 ppbv ± 5% in a nitrogen dilution gas (Linde, Dieren, the Netherlands). 
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The calibration was performed using different concentrations, from 35 ppbv 
to 1000 ppbv obtained by dilution of the standard mixture with nitrogen gas. 
6.3.4. Statistical analysis: 
The data was first analyzed univariately, focusing on the m/z 59 product ion 
of acetone. The analysis was then expanded to include a multivariate 
technique allowing the significance of all ions to be assessed. Univariate 
analysis was then repeated for those ions of highest significance to the 
multivariate model. The techniques of univariate and multivariate analysis 
used in this method are explained below. 
      
6.3.5. Univariate analysis: 
The normality of the data distribution was evaluated by a Lillefors test. All the 
ion signals measured from the urine headspace were found to have a 
non - normal distribution, such that non-parametric tests were used for all 
analyses. A Wilcoxon signed rank test was used to determine the effect of 
exercise on each individual mass. To evaluate the effect of time the change of 
concentration over the four days the Friedman test was used because of its 
ability to handle multiple attempts. Both the Wilcoxon signed rank test and 
the Friedman test are ‘paired’ tests, comparing data from the same subject over 
different settings. Associations between the intensity of two ion species were 
evaluated using Spearman correlations. Any p -values < 0.05 were considered 
significant and p < 0.1 were considered trend to be significant. 
 
6.3.6. Multivariate analysis: 
Analysis with Multilevel Partial Least Squares Discriminate Analysis (M-
PLS-DA) [49] was carried out to study the effects of exercise on the different 
groups (T1DM, T2DM and CT) from a multivariate perspective. Variation in 
the data contains an inter-individual part and an intra-individual part. The 
inter-individual subject variation describes the difference between the 
subjects, which is unrelated to the effect of exercise. In this study each subject 
participated both before and after exercise (and therefore serves as his/her own 
control), allowing for an intra-subject evaluation of the effect of exercise. In 
order to study the effect of exercise on the different groups, a separate 
M- PLS- DA model was built for each of the three groups (T1DM, T2DM and 
CT). To evaluate the effect of exercise on the different days, separate 
M- PLS- DA models were built for each of the days, taking all the groups 
together. The models aim to discriminate between before and after walking, 
102 
 
and allow for identification of those ions that are important for this 
classification. Thirty three ion signals in the range of m/z 33 to m/z 117 were 
chosen for this analysis, from forty that were measured. Five ions were 
discarded because their count rate fell consistently below the detection limit 
of the instrument.  
As a measure of model performance, the Area Under the Receiver 
Operator Curve (AUROC) was calculated. The AUROC represents a ratio 
between the number of true positives and the number of false positives in the 
classification, where an AUROC of 1 represents perfect classification [151]. 
All M-PLS-DA models included double cross validation [49, 152, 153]. The 
optimal number of latent variables was chosen with a four-fold single cross 
validation.  A subsequent five-fold double cross validation was used to assess 
the model performance on a test set. The statistical significance of the model 
performance was assessed by a subsequent permutation analysis with 1000 
realizations. To evaluate which ions played an important role in this 
classification, the rank products of the variables in the model are used. All 
variables were ranked according to their PLS regression coefficients. The 
variables with the lowest rank products are the ones with the largest 
discriminative capability. The significance of the ranks was assessed by 
comparing the variable ranks of the model to those in the 1000 permutation 
tests, and a p -value was assigned accordingly. Results are represented in a 
radar plot, where each variable is presented on one of the radial axes [154]. 
Against each axis, the value 1-p is plotted, such that tests with lower p -values 
are positioned toward the outside of the radar field, and higher p -values are 
positioned toward the middle of the graph. All statistical analyses were 
performed in MATLAB (version 2014a, The Mathworks, Natick, 
Massachusetts, USA). Boxplots were made in Origin (version 9.0, Origin lab, 
Northampton, Massachusetts, USA). 
6.4. Results 
Firstly, the effect of exercise on headspace acetone is evaluated by univariate 
analysis. The effect of exercise on the detected VOCs is then shown studied 
as a whole using multivariate analysis and further, possible identification of 
significant ions is evidenced.  
 
6.4.1. Univariate analysis of acetone (m/z 59): 
Acetone was selected as a focus molecule for univariate analysis, due to its 
strong correlation with exercise in urine reported by Orhan [149] and its 
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correlation in breath with exercise [4]. The compound is obviously detected 
using PTR-MS, with a product ion observed at m/z 59. In the left panel of 
Figure 43, the effect of exercise is shown on all participants with respect to 
the variation of acetone levels before and after exercise for the four 
consecutive days.  For day 1 and day 2 there is no significant effect of exercise 
on measured headspace acetone (p= 0.46; p=0.33). However, on the last two 
days; day 3 and day 4 there is a significant effect due to prolonged exercise, 
with p values 0.049 and <0.001 respectively. There is a significant effect of 
exercise (p<0.001) on control, but not in T1DM and T2DM subjects (Figure 
43, right panel). In contrast to our previous experiments with breath acetone 
[4]; there is an effect of exercise as a function of time on headspace acetone.   
6.4.2. Multivariate analysis of the full data-set (m/z 33 ion signals): 
Multivariate analysis was used to study the effect of exercise on detected ions 
and consequently emitted compounds from the urine headspace. A different 
classification model to extract the effect of exercise was made for each of the 
three groups, and the model performances are shown in Table 6. 
 
 
Figure 43 Univariate analysis of acetone:  Left panel: Urine headspace acetone 
concentrations measured before and after the walk over four consecutive days for 
all participants. Right panel:  Headspace acetone concentrations measured before 
and after the walk in CT, T1DM, and T2DM for four days. Data are displayed as 
box plots showing the median, interquartile ranges (25%, 75%); whiskers indicate 
the 10–90% values.*p<0.05. 
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Table 6 The models ability to distinguish between before and after exercise is shown 
separately for each group, for all four days together. 
In all three groups, M-PLS-DA is able to extract a higher significant exercise 
effect than classification of a randomly permuted dataset. The highest model 
performance is achieved for the control group, followed by T2DM. The 
contribution of each mass to the classification model is represented in a radar 
plot in Figure 44. All three groups are represented in the same Figure, allowing 
direct comparison of the variable’s importance to each of the models 
generated from a particular group. The black circle almost on the outside of 
the graph indicates the 5% significance level. Values on and outside of this 
circle are considered significant.  
 
 
Figure 44 Radar plot per group showing the variable contribution to the 
M- PLS- DA model classifying between before and after exercise. 
The circle of narrower line width indicates the 10% significance level. 
Ions near to the circumference of these two circles are of particular 
importance.  
Radarplot per group (all days)
0.25 0.5 0.75 1
m/z 33
39
41
42
43
45
46
47
4849
51
55
57
59
60
61
62
63
65
69
70
73
75
77
79 83
85
87
88
95
97
115
117
 
 
CT
T1DM
T2DM
Group AUROC p -value 
CT 0.87 <0.001 
T1DM 0.70 0.004 
T2DM 0.81 <0.001 
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  Considering the 33 ions involved in this analysis, three ions: m/z 61, 
m/z 62 and m/z 79 showed significant contributions in discriminating the effect 
of exercise for all groups. In addition to these ions, m/z 43 is contributing for 
CT and T1DM groups, m/z 73 only for T1DM and m/z 83 for T2DM. This 
indicates that these ions are strongly involved in forming a multivariate model 
to discriminate the effect of exercise in the three groups of subjects.  
To evaluate the effect of exercise over the course of the four days, 
M- PLS-DA was used to classify between before and after exercise on each of 
the days. Four different models were made, and their performances are shown 
in Table 7. 
 
 
 
 
 
 
Table 7 The models ability to distinguish between before and after exercise is shown 
separately for each day, for all three groups together. 
 
Figure 45 Radar plot per day showing the variable contribution to the M-PLS-DA 
model classifying between before and after exercise. 
Discrimination of before and after exercise was significantly relevant 
for all days, except day 2. The ability to discriminate between before and after 
Radarplot per day (all groups)
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Day1
Day2
Day3
Day4
Days AUROC p -value 
Day1 0.63 0.012 
Day2 0.64 0.066 
Day3 0.90 <0.001 
Day4 0.94 <0.001 
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exercise was highest for day 4, followed by day 3. This shows that the 
perceived metabolic effect of exercise increases from day to day, and is 
especially high on the last two days of the marches. The significance of the 
variable contribution is shown in a radar plot in Figure 45.   
The ions at m/z 61, 62 and 79 are contributing significantly to the 
discriminative model on all four days.  Other ions exhibit significance on some 
but not all days and these are summarized in Table 8. The possible 
compounds/fragments for these ions measured in urine headspace are shown 
also in Table 8 with reference to the previously reported urine analysis and 
PTR-MS ion identification techniques.  
The signals at m/z 61, 62 and 79 were consistently significant in both 
multivariate analyses. The signal observed at m/z 61 showed a correlation with 
m/z 62 (data not shown), relating to its 13C (1.1%) carbon isotope with a slope 
value of 2.6%; which is close to the theoretically predicted 2.3%. This strongly 
suggests that m/z 62 is due to the 13C isotope of m/z 61 and that m/z 61 contains 
two carbon atoms.  
In PTR-MS, water is used as the source to ionize the molecules. This 
results in a humid reaction chamber, which can allow hydrate ion clusters to 
form easily. This could be the reason for the m/z 55 ion signal, which could 
result due to the clustering of water molecules with the hydronium ion 
(H3O+.(H2O)2). The ion signal observed at m/z 79, was found to have a 
significant contribution for prolonged exercise. The signal of m/z 79 was 
higher after exercise than before on day 2, 3 and 4. The correlation between 
m/z 61 and m/z 79 is R2=0.88. Therefore, m/z 79 may be the single hydrate 
cluster of m/z 61 (61+18=79). 
These correlations, along with knowledge of PTR-MS product ion 
identification imply that m/z 61, m/z 62 and m/z 79 are from the same 
compound. Based on this, no additional information is provided by treating 
these ions separately. Therefore, univariate analysis of m/z 61 is shown here 
and the effect of exercise on this ion is verified.    
6.4.3. Univariate analysis of m/z 61: 
The multivariate analysis showed that m/z 61 significantly contributed to the 
models and allowed for the effect of prolonged exercise to be discriminated. 
Therefore, this ion was analyzed by the same, univariate analysis method used 
for acetone (Figure 43). However, in this analysis m/z 61 showed a significant 
contribution to the multivariate models as well as a significant effect of 
exercise on its own. In Figure 46, box plots are shown for m/z 61 for all the 
four days, including all subjects. There is a significant effect due to exercise 
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on m/z 61 for all days; with p -values, 0.03 on day one and < 0.001 for day’s 
two to four. Both univariate and multivariate analysis highlighted the 
significance of this ion with respect to an effect of exercise, therefore it is 
confirmed that this ion is a possible marker for the effect of exercise in urine 
headspace. 
 
 
Figure 46 Urine headspace m/z 61 concentrations measured before and after 
exercise over four consecutive days for all participants. Data are displayed as box 
plots showing the median, interquartile ranges (25%, 75%); whiskers indicate the 
10–90% values.*p<0.05. 
Apart from these ions, other ions were tentatively annotated (level 2) 
[155] based on previous identification in similar studies; measured urine 
VOCs as an effect of exercise, or diabetic markers or markers for other 
metabolic disorders.  
In addition to the acetic acid signal, significant ions are observed that 
may be product ions of hexanoic acid. However the signal of either product 
ion or fragment ions didn’t appear on every day in every group. This could be 
due to other ionic species being present at the same m/z values. 
6.5. Discussion 
The effect of exercise on VOCs detected in urine headspace was studied using 
PTR-MS. Urine acetone behavior with respect to exercise was compared with 
previously published breath acetone data, which was collected 
simultaneously. Metabolites produced in the body as a result of different 
metabolisms are diffused from blood into urine and breath for further 
elimination. 
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m/z Possible 
compound / 
fragment / cluster / 
isotope 
Effect of 
exercise on 
each group 
(Figure 44)  
CT / T1DM 
/ T2DM 
Effect of 
exercise on 
each day 
(Figure 45) 
 Day1 / 
Day2 / 
Day3 / 
Day4 
Inter -
comparison 
with previous 
NMR and MS 
studies 
Volatile 
compound 
identification1 
43 Acetic acid CT, T1DM Day3, Day4 Enea et al. 
[156]  
NIST-MS*  
55 Water cluster 
(H3O
+.(H2O)2); 
Hexanoic acid; 
Phenol 
 Day1 Brown et al. 
[59]; Huang et 
al. [142]; 
Troccaz et al. 
[157] 
NIST-MS* 
61, 62, 79 Acetic acid CT, T1DM, 
T2DM 
Day1, 
Day2, 
Day3, Day4 
Enea et al. 
[156] 
ICA; CA 
73 Succinic acid; 
Hexanoic acid 
T1DM  Stanislaw et 
al. [158]; 
Huang et al. 
[142] 
NIST-MS*; CID 
75 Methional  Day4 Troccaz et al. 
[157] 
NIST-MS* 
83 Hexanoic acid T2DM  Huang et al. 
[142] 
NIST-MS*; CID 
85 3-hydroxy butyric 
acid; succinic acid 
 Day1 Stanislaw et 
al. [158] 
NIST-MS* 
87 3-hydroxy 
butyricacid; 
hexanoic acid 
 Day3 Stanislaw et al. 
[158]; Huang et 
al. [142] 
NIST-MS*; CID 
 
 
 
 
95 
Dimethyl 
disulphide 
 Day1 Troccaz et al. 
[157] 
NIST-MS* 
117 Hexanoic acid  Day2 Huang et al. 
[142] 
NIST-MS*; CID 
1 NIST-MS, Identification by comparison with NIST mass spectrum; ICA, identification by 
correlation with possible isotopes, CA, correlation with clusters formed due to the reaction with 
the water cluster, CID performed by Ion trap mass spectrometer with the pure compound. 
Star (*) represents that the ion is tentatively identified. 
 
Table 8 Ions from the headspace of urine measurements that showed significant 
contribution in discrimination the effect of the exercise during four days walking 
program. Possible identification of these ions in correspondence with the related 
literature and by some additional identification methods
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Breath analysis provides insight into metabolic changes at the moment 
the sample is taken; metabolites in the urine samples are however resulting 
from a longer term process. This could be the reason the behavior of urinary 
acetone is different from the breath acetone as an effect of prolonged exercise. 
In addition to acetone, multivariate analysis showed that other VOCs 
significantly contributed to discriminating the effect of exercise. The 
advantage of using multivariate analysis in highlighting a few ions when 
considering 33 ions is shown clearly in this study. Biological samples always 
provide huge amounts of data; however it is difficult to finalize which ions are 
giving relevant biological information in respect to the study.  In this study, 
m/z 61 was shown to vary in relation with prolonged exercise in a significant 
manner for both multivariate and univariate analysis. In PTR-MS, 
identification of ions is difficult and there is no library for the compounds. 
However, tentative identification can be made depending on an ion’s 
fragmentation pattern and/or using isotopic ratios [7] or comparing with the 
NIST mass spectrum (National Institute of standards and Technology, 
standard reference database number 69 chemistry web book). The correlation 
between m/z 61 with m/z 62 revealed that this ion has most likely two carbon 
atoms, which could be protonated acetic acid (acetate), as other studies have 
found in elevated levels in urine as an effect of exercise [156].  
Acetate is a product of fatty acid metabolism. It can either convert into 
acetyl COA and participate in the Krebs cycle to produce energy or with two 
molecules of acetate it can form acetoacetate which further converts into 
acetone due to decarboxylation [40]. In this study, evidence is presented that 
the acetate may be used to monitor the effect of exercise, possibly as a result 
of the same general metabolic channels as acetone. Using breath analysis [4] 
acetone was observed as a direct reflection of burning fat as an effect of 
prolonged exercise and using urine analysis it is shown that acetate can be 
used to monitor an effect of exercise. In univariate analysis, it is clearly 
observed that for each of the four days of exercise, acetate levels in urine are 
raised by the exercise, similar to the acetone behavior in breath analysis [4].  
Two other ions, m/z 43 and m/z 79 could be the fragment and cluster 
of acetic acid, drawing on evidence from the NIST chemistry web book and 
correlation analysis. As mentioned earlier, ketone bodies can be detected in 
urine samples. One of the ketone bodies that has been shown by 
Samudrala et al., [4] to have a correlation with breath acetone is BOHB.  In 
the present study, m/z 83 and m/z 87 showed contribution to the model on 
day 1 and day 3 respectively. These could be ion fragments of protonated 
BOHB in comparison with NIST mass spectrum, and also previous studies 
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showed the occurrence of this compound in urine in diabetic subjects [158] 
and due to physical exercise [156]. Since these two ions are very tentatively 
identified in this study, there is a possibility that several other compounds can 
have the same ion as a fragment. However, the ratio of these fragment ions 
will vary depending on the parent ion. Protonated hexanoic acid (m/z 117) has 
a major fragment ion at m/z 87. There are also minor fragment ion peaks at 
m/z 73, m/z 83 and m/z 55. Though these ions showed up on different days in 
different groups of people there could be a possibility that the origin of these 
ions is from the same parent molecule, which is hexanoic acid. Interference 
from other ions at the same mass may be confusing the analysis of hexanoic 
acid. 
Huang et al. [142] found that hexanoic acid is an important biomarker 
for the discrimination between patients with gastro oesophageal cancer 
measured from urine headspace along with another marker, acetic acid. There 
is a possibility that acetic acid and hexanoic acid are linked to each other at a 
biological level. However, there is no clear interpretation and relation between 
these two ions was not found in this study.  
Urine is an odorous biological liquid. Therefore, the presence of odor 
compounds like sulphides are possible due to the reaction of different bacteria. 
A recent study by Troccaz et al. [157] showed that dimethyl sulphide, 
trimethylamine, dimethyl disulphide, methional, and some phenols are 
responsible for this odor due to several bacterial interactions. However, the 
presence of these bacteria may vary from person to person due to the changes 
in body conditions and the amount of by-products the body is producing for 
excretion. This is the reason that methional and dimethyl disulphide are 
mentioned in Table 8 as possible compounds.  
In this study several ions showed significant contributions on different 
days in different groups. Acetic acid has a clear biological origin and is clearly 
identified; others are tentatively identified and may have biological roles. 
Urine is considered an easy to sample, non-invasive method for 
investigating integrated human responses after application of stress/exercise 
[156]. However only a few studies reported the impact of physical exercise 
[149, 159] while others have studied the effects of physical characters such as 
gender, age, and diurnal variation [150]. A recent study by Enea et al. showed 
that metabolomics is a promising tool to gain insights into changes induced 
by short term, intense physical exercise using proton NMR spectroscopy 
[156]. In their study they observed the changes in the creatinine, lactate, 
pyruvate, acetate, BOHB and hypoxanthine due to the effect of short term 
intensive exercise.  
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Previous studies reported mass spectrometry based techniques in 
measuring urine headspace measurements for different applications [160, 
161]. However, most of the studies use NMR spectroscopy to analyze urine 
samples. Metabolomics is a rapidly expanding field in recent years, due in part 
to the advancement of NMR. This technique detects a wide range of 
compounds quantitatively. However, every technique has its limitations and 
the limitation of NMR is sensitivity; which can detect a concentration of 
10 µM or a few nmol at high fields using new cryoprobes. Further, the 
complex spectra obtained from NMR is difficult to analyze. Recently it has 
been shown that the combination of MS and NMR spectra may provide better 
identification of unknown metabolites [162]. No study reported so far has 
measured the headspace of urine samples using PTR-MS to investigate the 
effect of prolonged exercise. In this study, the ability of PTR-MS is shown in 
measuring headspace volatiles from liquid urine samples. 
6.6. Conclusions 
Acetic acid in urine is identified as a significant marker for exercise effects on 
physiology.  Initial analysis of acetone concentration with univariate tools 
revealed different information when compared to breath as a function of 
exercise; revealing a possibly interesting effect of time over the four days. 
Further, multivariate analysis allowed for discrimination of before and after 
exercise for all three groups and on three out of four days. Of the ions that 
significantly contributed to the models, three were ascribed the same source; 
acetic acid. With univariate analysis of acetic acid showing a significant effect 
of exercise, a clear indication is given by this study of the importance of 
statistical inquiry and careful mass spectrometric measurements to biological 
investigation. The potential to use acetic acid in urine to monitor exercise 
effects is exhibited and may be built upon by future experiments.  
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Summary 
Trace gas detection is the measurement of compounds in air at very low 
concentrations. Trace gas detection is currently used in a wide range of 
applications, such as environmental chemistry, astronomy, medicine and 
biology. Trace gas detection requires high sensitivity, down to parts per 
trillion volume (pptv) concentrations. Trace gas detection is safe, non-invasive 
and reliable. To detect trace gases sensitive detection methods such as laser 
spectroscopy, mass spectrometry, and electronic nose are most commonly 
used. In this thesis, two mass spectrometry techniques were used to measure 
trace gas emissions from biological samples; Proton transfer reaction mass 
spectrometry (PTR-MS) and proton transfer reaction ion trap mass 
spectrometry (PIT-MS). Both techniques are based on chemical ionization via 
a proton transfer reaction. A molecule (M) in a trace gas mixture will be 
ionized due to proton transfer from hydronium ions (H3O+). The resulting 
ionized molecules can be detected with an increased mass number, (M+1). An 
important requirement of this method is that the proton affinity of the 
compound under investigation should be higher than that of water. The main 
difference between PTR-MS and PIT-MS is the mass analyzer. In PTR-MS, a 
quadrupole mass analyzer is used, while in PIT-MS the mass selection is 
performed within an ion trap. Both methods can detect easily down to the parts 
per billion (ppbv) level. The advantages of these mass spectrometric methods 
are that there is no need for sample preparation and that measurements are 
performed in real-time. Therefore, PTR-MS and PIT-MS are best used with 
online experiments, when a fast time response is expected or when a number 
of experiments need to be monitored in parallel.  
This thesis contains six chapters; in the first chapter a detailed 
description is given of the ion chemistry, instrumentation, methodology, 
quantification and calibration methods. The identification of trace gases with 
PTR-MS is difficult since there is no library data available. Therefore possible 
identification methods are explained. In addition, experimental details of the 
set up and some preliminary experiments are given.  
In Chapter 2, the optimization of the PTR-MS is described for 
sulphur-containing compounds: methanethiol, dimethyl sulphide (DMS) and 
dimethyl disulphide (DMDS). Plants emit these volatile gases at trace levels. 
To be able to measure these trace levels the sensitivity and detection limit of 
the set up needed to be optimized, via changes in the humidity and set voltages 
of the drift tube. The three sulphur compounds showed a maximum intensity 
of their product ion signal at a low occurrence of the protonated water clusters 
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as compared to the total reagent ion signal. This could be explained by their 
difference in proton affinity as compared to the water cluster. The mean 
kinetic energy in the drift tube was calculated and the feasibility of proton 
transfer reaction between sulphur compounds and water clusters was 
commented on. As an application within plant physiology, the PTR-MS was 
used to monitor trace gas emissions of methanethiol, DMS and DMDS emitted 
from Brassica rapa plants under infestation of insects, in real time. The 
instrumentation was able to measure the difference in emission from control 
and infested plants over time at low part per billion level. All three sulphur 
compounds showed an immediate rise in the ion signal intensity after 
infestation, indicating that the plants were reacting after the roots were 
damaged by the insects.  
In Chapter 3, a continuation of root infested Brassica plant 
measurements is described. The volatile emission of plant roots: Brassica 
nigra, Brassica carinata, Brassica oleracea, Brassica rapa, Brassica napus 
and Brassica juncea infested with Delia radicum larvae were studied. It had 
been theorized that Isothiocyanate (m/z 60) was a breakdown product formed 
from the glucosinolate sinigrin (allyl glucosinolate) and myrosinase enzyme 
reaction. This study tests this hypothesis, by checking if glucosinolate sinigrin 
is the only precursor for the formation of m/z 60 emission in damaged roots. 
Another theory to be tested was that sulphur compounds such as methanethiol, 
DMS and DMDS are emitted only after larval infestation. We tested if any 
other type of root damage leads to the emission of such sulphides, by 
damaging roots artificially with a scalpel. The damaged roots obtained after 
the root larvae and scalpel damage are dried, crushed and the glucosinolate 
profiles are measured using high performance liquid chromatography 
(HPLC). The VOC emissions and HPLC profiles are compared with VOC 
emissions from PTR-MS for further analysis. This comparison between VOC 
emissions with glucosinolate profiles showed that the glucosinolate sinigrin 
cannot be the only precursor for m/z 60 emission. The primary response after 
root damage mainly depends on the plant species but not on the type of 
damage (artificial or larval) and on the glucosinolate profile. These 
investigations could help investigators distinguish between infested and non-
infested plants.  
In Chapter 4, acetone concentrations in breath were measured at 
different exhalation flows for a set of volunteers. Acetone in exhaled breath is 
considered as a biomarker for lipolysis and dextrose metabolism. Breath 
sampling of acetone levels is used as a non-invasive method to monitor 
metabolic processes. However, breath acetone analysis is affected by several 
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parameters such as breath exhalation flow speed. Therefore, the effect of 
exhalation flow on exhaled acetone concentration was measured using PTR-
MS. Breath acetone is found to be flow dependent at slower exhalation flow 
rates. At faster flow rates, no significant difference could be observed. A two 
compartment mathematical model similar to that used for nitric oxide (NO) 
was used to explain the flow dependency of acetone. This model helps to 
calculate the expected concentration of acetone in alveoli in comparison with 
surrounding blood acetone concentration. The experimental data initiates a 
model consistent with acetone uptake from tissues in the upper airways, which 
may be due to the interaction of water with acetone.  This study shows that for 
biologically important VOCs in breath analysis, the effects of flow 
dependency need to be considered. 
In Chapter 5 and 6 the breath and urine samples collected from the 
International 4-Days Marches in July 2012 are measured. Healthy, Type-1 and 
Type-2 diabetes subjects participated in this study. As mentioned before, 
breath acetone is considered a biomarker for lipolysis and dextrose 
metabolism. In Chapter 5, breath acetone concentration was assessed as a 
method for monitoring the effects of a prolonged physical activity on whole 
body lipolysis and hepatic ketogenesis in field conditions. For each 
participant, breath acetone concentration was measured with PIT-MS, before 
and after a 30-50 km walk for 4 consecutive days. Blood non-esterified free 
fatty acid (NEFA), beta-hydroxybutyrate (BOHB), and glucose 
concentrations were measured after walking. Breath acetone concentration 
was significantly higher after than before walking, and was positively 
correlated with blood NEFA and BOHB concentrations. These correlations 
indicate that breath acetone can be used to monitor hepatic ketogenesis during 
walking under field conditions. It may therefore provide real-time information 
on fat burning, which may be of use for monitoring lifestyle interventions. 
 In the last chapter of this thesis, PTR-MS has been applied for the 
quantification of volatile organic compounds (VOCs) in urine headspace to 
measure the effect of exercise. 33 ions were identified with enough abundance 
to test for possible relevance to exercise.  These ions were investigated using 
multivariate analysis (M-PLS-DA). Ion signals at m/z 61, m/z 62 and m/z 79 
were considered significant markers for the effect of prolonged exercise in 
multivariate analysis. These ions are identified as isotope and water cluster of 
acetic acid with correlative evidence. Acetic acid is found to be a significant 
biomarker for the effect of exercise in urine headspace. Therefore, the 
potential of using acetic acid in urine to monitor exercise effects is exhibited 
and may be built upon by future experiments.  
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Samenvatting 
Gassporendetectie is de detectie van minieme hoeveelheden (sporengassen) 
van componenten in devlucht. Gassporendetectie wordt gebruikt voor een 
breed scala aan toepassingen in de atmospherische chemie, astronomie, 
geneeskunde en biologie. Om sporengassen te detecteren worden gevoelige 
methodes zoals laser spectroscopie, massa spectroscopie en elektronische 
neuzen. Buiten een hoge specificiteit vereist de detectie van sporengassen ook 
eenn hoge gevoeligheid tot op en onder het niveau van enkele deeltjes per 
biljard.  
 In dit proefschrift  worden twee massa spectrometrische methoden 
gebruikt om gassporenemissie van plant en mens te meten: Proton Transfer 
Reaction-Mass Spectrometry  (PTR-MS) en Proton transfer reaction Ion 
Trap -Mass Spectrometry (PIT-MS). Beide methoden zijn gebaseerd op 
dezelfde chemische ionisatie methode: een proton overdrachts reactie. Een  
molecuul (M), afkomstig van een mengsel van sporengassen wordt 
geioniseerd door een protonoverdracht van hydroniumionen (H3O+). De 
geïoniseerde moleculen worden gedetecteerd by een massa (M+1). Voor deze 
detectiemethode is het noodzakelijk dat de protonaffiniteit van het te meten 
sporengas groter is dan dat van water. Het voornaamste verschil tussen beide 
methoden is de massa-spectrometor. Bij PTR-MS wordt een quadrupole 
massa spectrometer gebruikt, terwijl bij PIT-MS een ion trap massa 
spectrometer gebruikt wordt. Beide methoden kunnen concentraties 
detecteren to op het niveau van deeltjes per miljard (1:109). Bij deze massa 
spectrometrische methoden is geen monstervoorbereiding nodig en kan real-
time worden geanalyseerd. Deze twee voordelen geven dat PTR-MS en PIT-
MS ideaal kunnen worden toegepast in on-line experimenten, waarin een 
snelle tijdsrespons wordt verwacht, of wanneer er een serie experimenten 
parallel moeten worden bestudeerd.  
 In het eerste hoofdstuk van dit proefschrift wordt een gedetailleerde 
uitleg gegeven van de ionen transfer reacties, de instrumentatie, 
werkingsmethoden, kwantificatie en calibratiemethoden van PTR-MS en PIT-
MS. Omdat identificatie van onbekende moleculen alleen te indentificeren aan 
hun massa lastig is, doordat er in de literatuur weinig hierover te vinden is, 
worden ook identificatiemethoden toegelicht. Daarnaast worden enkele 
inleidende experimenten en de experimentele benadering besproken.  
 In hoofdstuk 2 wordt de optimalisatie van PTR-MS voor de detectie 
van zwavelhoudende componenten zoals methaanthiol, dimethyl sulfide 
(DMS) en dimethyl disulfide (DMDS) beschreven. Sommige planten scheiden 
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deze vluchtige zwavel componenten uit in zeer kleine hoeveelheden. Om deze 
te kunnen meten was het nodig de gevoeligheid en detectielimiet van de 
PTR - MS te optimaliseren. De PTR-MS werd gebruikt om de vluchtige 
zwavelcomponenten methaanethiol, DMS en DMDS uitgescheiden door 
Brassica rapa planten te monitoren. De planten reageerden hierbij op de 
aantasting van de wortels door insecten. 
In hoofdstuk 3 wordt verder ingegaan op de metingen van 
geïnfecteerde wortels van Brassica planten met behulp van PTR-MS. De 
emissie van vluchtige gassen van plantwortels van Brassica nigra, Brassica 
carinata, Brassica oleracea, Brassica rapa, Brassica napus en Brassica 
juncea geïnfecteerd met Delia radicum larven werd gemeten. Al eerder werd 
gevonden dat isothiocyanate mogelijk een afbraakproduct is van de 
glycosinolaat sinigrin (allyl glucosinolaat) en de myrosinase enzym reactie. 
Dit onderzoek in dit hoofstuk test deze hypothese, door the controleren of 
glucosinolaat sinigrin de enige precursor is voor de vorming van m/z 60 
(isothiocyanate) emissie uit beschadigde wortels. Een andere bevinding was 
dat zwavelcomponenten zoals methaanthiol, DMS en DMDS alleen worden 
uitgescheiden na de aantatsing door insectenlarven.  Hier is ook getest of een 
ander type wortelschade lijdt tot de emissie van zulke sulfides; hierbij is de 
wortel kunstmatig met een scalpel beschadigd. Dit onderzoek laat zien dat 
primaire respons op wortelschade voornamelijk afhangt van de plantensoort, 
en niet van de type schade (kunstmatig of larven). 
In hoofdstuk 4 wordt de concentratie van een belangrijke biomarker 
voor diabetes, aceton, gemeten bij verschillende uitademingssnelheden. 
Aceton in de uitademingslucht wordt gezien als een biomarker voor lipolyse 
en het dextrose metabolisme. Daar de analyse van aceton in de adem niet 
invasiefis, kan deze veel gebruikt worden in klinische studies. Er zijn echter 
verschillende parameters die de concentratie van aceton in adem beïnvloeden, 
zoals de uitademingssnelheid. In dit hoofstuk wordt het effect van de 
uitademingssnelheid op acetonconcentraties in uitademingslucht nagegaan 
met behulp van PTR-MS. Een  wiskundig model, afkomstig van het model om 
stikstofmonoxide (NO) in adem correct  te kwantificeren, werd gebruikt om 
de afhankelijkheid van acetonconcentraties op de  uitademingssnelheid te 
beschrijven. Dit model maakt het mogelijk om de verwachtte concentratie van 
aceton in de alveoli te berekenen in vergelijking met de concentratie van 
aceton in het bloed. De experimentele data en het model laten zien dat er 
acetonopname is in het weefsel van de bovenste luchtwegen, wat mogelijk toe 
te schrijven is aan de interactie van water en aceton.    
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In hoofdstuk 5 en 6 zijn de adem- en urinemonsters gemeten van 
verschillende groepen wandelaars, tijdens de vierdaagse van juli 2012. Zowel 
gezonde proefpersonen als proefpersonen met Type-1 en Type-2 diabetes 
hebben deelgenomen aan deze studie.  
Zoals eerder vermeld wordt aangenomen dat aceton in adem een 
biomarker is voor lipolyse en het dextrose metabolisme. In hoofdstuk 5 
worden acetonconcentraties geëvalueerd als een methode om de effecten van 
langdurige fysieke activiteit op lipolyse en lever ketogenese in het hele 
lichaam onder veldcondities te bestuderen. Voor elke deelnemer werden 
acetonconcentraties in adem bepaald met behulp van PIT-MS, zowel voor als 
na 30-50 km wandelen tijdens 4 opeenvolgende dagen. In het bloed werden 
concentraties van niet-veresterde vrije vetzuren (NEFA), beta-
hydroxybutyraat (BOHB) en glucose na het wandelen gemeten. 
Acetonconcentraties in adem waren significant hoger na wandelen in 
vergelijking met ervoor, en deze waarden waren ook positief gecorreleerd met 
NEFA en BOHB bloedconcentraties. Deze correlaties geven aan dat aceton in 
adem kan worden gebruikt om ketogenese door de lever te onderzoeken. Het 
kan informatie verschaffen over het verbranden van vet, welke zouden kunnen 
worden gebruikt voor het bestuderen van leefstijlinterventies.  
 In het laatste hoofdstuk van dit proefschrift is PTR-MS toegepast voor 
de kwantificatie van VOCs in de “headspace” van urine tijdens deelname aan 
de vierdaagse. Drieëndertig ionen werden in voldoende mate geïdentificeerd 
om de mogelijke relatie met lichaamsbeweging te testen. Deze ionen werden 
onderzocht door middel van multivariate analyse (M-PLS-DA). Dit gaf aan 
dat ionsignalen bij m/z 61, m/z 62 en m/z 79 kunnen worden beschouwd als 
significante markers voor het effect van langdurige lichaamsbeweging. Deze 
ionen zijn geïdentificeerd als isotoop en waterclusters van azijnzuur. Aldus is 
azijnzuur  een significante biomarker in de headspace van urine voor het effect 
van lichaamsbeweging. In toekomtig onderzoek kan de aanwezigheid van 
azijnzuur in urine   daarom mogelijk gebruikt worden om het effect van 
lichaamsbeweging te bestuderen.  
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