Abstract-We present a new type of HMM for vowel-to-consonant (VC) and consonant-to-vowel (CV) transitions based on the locus theory of speech perception. The parameters of the model can he trained automatically using the Baum-Welch algorithm and the training procedure does not require that instances of all possible CV and VC pairs be present. When incorporated into an isolated word recognizer with a 75 000 word vocabulary we find that it leads to a modest improvement in recognition rates.
I. INTRODUCTION HE problem of acoustic variability due to phonetic
T context is a formidable obstacle to the construction of phoneme-based speech recognizers with very large vocabularies (on the order of 100 000 words or more).
The technique of triphone modeling which has been widely used in recognizers having medium-sized vocabularies (on the order of 1000 words) [3] does not offer a satisfactory solution. In a lexicon containing 86 000 words and 92 000 phonemic transcriptions we counted more than 17 000 triphones. (This figure does not include triphones spanning word boundaries.) In order to train this number of HMM's in a speaker-dependent system, the amount of natural text that a speaker would have to dictate would probably be equivalent to a full-length novel. (Adequate coverage could be obtained in a speaker-independent system, but only at the cost of making the recognition task much more difficult.) Attempts to keep the training set size within reasonable bounds and reduce the number of models by clustering triphones based on prior linguistic knowledge have been found to give only meagre improvements over context-independent models [6] , [7] . Automatic clustering algorithms can only be used to cluster those triphones which are represented in the training data and so are not applicable. In any case, the method fails to address the problem of coarticulation between phonemes which are not in immediate juxtaposition.
Manuscript received January 21, 1989; revised March 28, 1990. This work was supported by the Natural Sciences and Engineering Research Council of Canada. L. Deng Although the phoneme, by its definition, is a very appropriate unit for large-vocabulary speech recognition the problem of acoustic variability is so serious that some workers advocate abandoning it altogether in favor of a system of units consisting of a large number of small, acoustically stable subword segments [ 11, [lo] . This approach has the drawback of requiring transcriptions in terms of the new units for each word in the lexicon, so that an open-ended lexicon is impossible in principle, and it is incapable of dealing with coarticulation between words in continuous speech.
What is clearly needed is a way of modeling the behavior of phonemes in contexts which are not covered in the training data. In this paper we report the results of an experiment where we attempted to deal with this problem insofar as it applies to the transitional behavior exhibited by vowels in consonant environments.
It is well known that the formant transitions in vowels contain important information for the recognition of consonants, especially stops. A striking example is the case of a word spoken in isolation which ends in a stop. If the stop is not released then, since the stop closure is indistinguishable from the silence which follows the word, all of the information for recognizing the stop is contained in the preceding vowel. If the vowel is modeled by a standard context-independent Markov model then this information is lost.
Our modeling assumption is essentially the locus theory
[5] as originally formulated in the 1950's. We assume that for each consonant there is a single target spectrum or "locus" with the property that in VC and CV transitions the vowel spectra tend to converge towards the target for the consonant. The locus has nothing to do with the noise spectrum of the consonant-its existence is inferred from looking at vowel spectra-and it is an empirical fact that. in general, the target is not reached.
In Section 11, we show how the locus theory can be used to construct a context-dependent stochastic model for vowels which we call a state-interpolation HMM. Its parameters, including those which represent the consonant loci, can be trained automatically by an extension of the Baum-Welch algorithm. In Section I11 we give recognition results for the state interpolation HMM and compare them to those obtained by standard context-independent HMM's and generalized triphone models. The standard HMM's referred to in this paper are context-independent left-to-right hidden Markov models having a unimodal Gaussian distribution associated with each state.
We have found that it is not necessary to train individual covariance matrices for the different states in a standard vowel HMM; we obtain essentially the same recognition performance whether we have one covariance matrix per state, one covariance per vowel or a single covariance for all vowels. (However, in the case of individual covariance matrices for each state we have observed that the variance tends to be relatively small in the middle of the vowel and that it increases monotonically as we move towards either end. This confirms that the standard vowel models are doing a poor job of modeling the data in the transitional regions.) Thus in constructing context-dependent vowel models we focus our attention on the mean vectors.
To explain how we model the transitional regions in vowels, consider the case of a CV transition as illustrated in Fig. 1 (1) where & = 1 -X k . The locus vectors themselves do not serve as mean vectors for any of the Gaussian distributions in our word models (which are constructed in the usual way by concatenating standard consonant HMM's with state-independent vowel HMM's). Nevertheless they can be estimated on the same footing as the vowel steady state vectors and the means of all the other output distributions by an extension of the Baum-Welch algorithm for multivariate Gaussian HMM's.
The interpolation weights X k cannot be so easily estimated as the standard procedure leads to a set of nonlinear equations, so they were fixed U priori. In the experiments reported in Section I11 we used two transitional states at either end of each vowel model with interpolation weights of 1 / 3 and 213.
This implementation has the virtue of simplicity but there are obviously many other possibilities. It might be reasonable to use different numbers of transitional states and different interpolation weights for vowels following aspirated and unaspirated stops. Klatt's work on formant synthesis [9] suggests that it might be better to have several loci for each consonant-perhaps 3, one for plain vowels, one for palatal vowels, and one for rounded vowels. Also, since the linearity assumption implicit in (1) In presenting the reestimation formulas we consider only the case of CV transitions and, for the sake of simplicity, we assume that there is only one token for every CV pair in the training data. The reader may find it useful to work out the derivation in the case where the training data consists of a single CV pair. This results in a pair of simultaneous equations involving the consonant locus and the vowel steady state. In the general case (presented in Section 11-B), the reestimation procedure leads to a large system of simultaneous equations involving all of the consonant loci and all of the vowel steady states but, since it's a linear system, there is no difficulty in solving it.
B. The Objective Function for Maximization
For a Gaussian HMM [ 121, it can be easily shown that maximizing the following objective function will guarantee an increase in the likelihood of the observations:
where I/ and C are the total number of vowels and consonants, respectively; P ( s ' ( s) is the state transition probabilities from state s to state s'; D(Y;"', s) is a d-dimensional multivariate Gaussian distribution associated with state s for Y;''', the observation vector at time t in a CV context; y;'"(s, s' ) and yy'(s) are the conditional probabilities that a state transition from s to s ' takes place at time t , and that state s is occupied at time t , respectively, given that an observation sequence in a cu context is generated by the model. These conditional probabilities can be computed efficiently from the forward and backward probabilities in a standard way [ 2 ] , (121. In maximizing the Q function in (2), the two terms can be treated separately. The second term involves only the transition probabilities, and the reestimation formula for them is the same as that for the standard HMM and will be omitted here.
to a symmetric linear system of equations, which can be expressed in the following matrix form: 
where C,,(k) is the covariance matrix associated with state k in the state-interpolation HMM for vowel U . Substituting the interpolation relation in (1) into (3), we have
C. Reestimation of Consonant Locus Vectors and Vowel Steady-State Mean Vectors
At a critical point, the derivatives of the Q' function in (4) with respect to v, and pL2, must be all zero.
From we have
From where
we have
To achieve a tractable solution to ( 5 ) and (6), assume that the covariance matrices E's are the same for all states and for all vowels. This assumption converts ( 5 ) and 
D. Reestimation of the Covariance Mutrix
Once the locus vector for each consonant and the steady-state mean vector for each vowel are reestimated according to (7), the reestimation formula for the covariance matrix for vowels (pooled across all states and across all vowels), E, can be easily obtained. First let T = E-' and regard the objective function Q' in (2) as a function of T. It is well known that the derivative of In I TI with respect to its ijth entry, t i j , is the 0th entry of E, 
E. Extensions
Equations (7) and (8) for reestimating the state-interpolation HMM parameters are applicable only to the vowel tokens in a CV context. For VC contexts, similar reestimation equations can be obtained for the mean vectors of the K rightmost states in the vowel state-interpolation HMM, if we assume two independent consonant locus vectors, one preceding and one following the vowel. When a vowel token occurs in a neutral context, that is, in a word boundary, or is adjacent to another vowel or to /h/,' then the assumption of interpolation with a locus vector is invalid. In this case, we assume that the mean vectors of the K leftmost or the K rightmost states in the vowel state-interpolation HMM are the same as the mean vectors corresponding to the HMM states representing the vowel steady state. This treatment of the neutral context has somewhat complicated the reestimation formulas, which are described in the Appendix.
SPEECH RECOGNITION EXPERIMENTS
We have implemented the state-interpolation HMM's, described in Section I1 and the Appendix, in an isolatedword speaker-trained 75 000-word recognizer. The recognition algorithm consists of word endpoint detection (with manual adjustment where necessary), a fast search to generate a list of most likely word choices, and computation of exact likelihoods for these choices [8]. Stateinterpolation HMM's are used only at the exact likelihood scoring stage, since complete phonetic transcriptions are needed to fill in the mean vectors associated with vowel transitional states. In the experiments reported here, no language model was used (so homophone confusions are not considered as errors).
'For our purposes it IS inappropriate to treat /hi as a consonant. The locus theory is clearly not applicable to / h i since it is typically realized as a voiceless version of the following vowel and so does not have a well defined place of articulation.
As mentioned in Section 11, we use two transitional states at either end of each vowel model with interpolation weights o f f and f . (An exception is made for /a/ which is modeled using a 4-state standard HMM rather than a state-interpolation HMM .) Table I reports the results of recognition experiments on 5 speakers.
The acoustic parameters used are mel-based cepstral coefficients and their differences, referred to below as C's and AC's, respectively, as well as the difference in the loudness ACO [4] . These are extracted every 10 ms using a Hamming window with a width of 25.6 ms. Training and test data consist of short extracts of novels, newspaper articles, etc.
Although the state-interpolation model performs at least as well as the standard model in every case, the improvement is not very big. This is only to be expected as the two models differ only in the way they handle VC and CV transitions (which is to say less than 10% of the frames).
The linear interpolation assumption implicit in (1) is not strictly satisfied by cepstral coefficients (particularly those of high order), so we decided to experiment with other parameter sets. Table I1 shows recognition reuslts on one of the speakers using a variety of different acoustic parameters including log area ratios obtained from a standard LPC analysis (denoted by LAR's), and centers of gravity for frequencies within critical bands (denoted by FREQ's). The interpolation model performs slightly better than the standard model in almost all cases but the ranking of the parameter sets with the state-interpolation HMM's follows that of the standard HMM's.
As explained in Section 11-C, it is convenient to have a single covariance matrix for all states in all vowel models. We know that the standard model produces a high variance for vowel transitional states when individual covariance matrices are trained for each state, although this does not have a material effect on recognition results. To investigate the role of the covariance matrix in the stateintcrpolation model, we tried an experiment on one speaker where we trained two full covariance matrices for the vowels, one for the transitional states and one for the states whose means are context independent. Comparing the first and second lines of Table I11 shows that this leads to a degradation in performance for both the standard and state-interpolation HMM's.
The second line of Table I1 shows that when the parameter set is limited to static cepstral coefficients, the improvement obtained by the state-interpolation model is relatively large. This is not surprising since our modeling assumptions are clearly much more appropriate for the static cepstral coefficients than for their differences. It suggests that it might be best to use the interpolation model for the static coefficients and an ordinary HMM for the dynamic coefficients. In order to implement this we found it necessary to decorrelate the static and dynamic coefficients, i.e., to assume that the covariance matrix is block diagonal. The result shown in the third line of Table  I11 demonstrated that when implemented this way, the state-interpolation model again outperforms the standard model, but the result is not as good as the first implementation. Our work on context-dependent modeling using (generalized) diphones and triphones has been reported in detail elsewhere [ 6 ] . Briefly, we define allophones of each phoneme using a broad classification of its right and left neighbors. (Triphones take both into account, diphones only one.) Table IV relatively large training sets. (It is also necessary to bear in mind that the interpolation model only attempts to deal with context-dependent variability exhibited by vowels, whereas diphone and triphone models are used for both consonants and vowels.)
IV. CONCLUSION
In this paper, we have described our development of the state-interpolation HMM, guided by the locus theory of speech perception, for context-dependent phonetic modeling. We have found that, when compared to the standard HMM, it leads to modest but consistent improvements in recognition performance, both across speakers and across parameter sets. We have also observed that the pooled variance for vowels in the interpolation model is consistently smaller than in the standard model, indicating a better fit to the training data in the VC and CV transitional regions (the only part of the data which is handled differently by the two models).
These improvements are not as big as might be expected given the universally recognized importance of formant transitions as a cue for the place of articulation of consonants. Several possible explanations suggest themselves. It may be that our acoustic parameters are insufficiently sensitive to formant transitions. It may be that our implementation was too rigid: recall that as mentioned in Section 11-A, we did not attempt to deal with the problem of optimizing the interpolation weights. Nonetheless, even a poor stochastic model, provided it is trained automatically, can give good recognition resultsthink of the standard HMM-since it incorporates a mechanism for dealing with its own inadequacies ("random variation"). It may be that the locus theory will have to be given a more subtle formulation before it can serve as a basis for a good stochastic model. The evidence for the locus theory is primarily from speech perception and formant synthesis experiments; it gives one way of synthesizing acceptable VC and CV transitions, but it does not claim to be a model for speech production.
Whatever the explanation, it is clear that if the problem of speaker-dependent very large vocabulary recognition is to be solved by statistical techniques then it will be necessary to construct robust models capable of generalizing from small training sets in which we cannot possibly hope to have all types of context-dependent acoustic-phonetic behavior adequately represented. The state-interpolation model is a first step in this direction.
APPENDIX REESTIMATION OF CONSONANT Locus VECTORS A N D NEUTRAL CONTEXTS
In Section 11, we derive the Baum-Welch reestimation formulas for consonant locus vectors and vowel steadystate means assuming that each vowel token is always in a cz, context. In this Appendix, we extend the derivation to include the realistic situation where a vowel token can be in either a cv context, or in a neutral context. In the case of the cz, context, the Gaussian mean vectors associated with the HMM states intended to model acoustic transitions are determined by (1) . For the neutral context, these mean vectors are assumed to be the same as the mean vector associated with an HMM state representing the vowel steady state.
Due to the presence of neutral contexts, the objective function Q in (4) where the summation over n denotes inclusion of all neutral contexts for vowel tokens, and yyl'(k) is the conditional probability that the kth state is occupied at time t . given that an observation sequence corresponding to a token of vowel U in the neutral context n is generated by the model. Other notations are identical to those used in (4) .
Maximization of the above Q function leads to the following symmetric linear system of equations, whose solution is the Baum-Welch reestimate of the locus vectors, 
