TO THE MEMORY OF PETER STEFAN
Let C be a Banach space, H a Hilbert space, and let Y(C, H) be the space of C" functions f: C x H + [w having Fredholm second derivative with respect to x at each (c, x) E C x H for which Dfc(x) = 0; here we write fc(x) forf(c, x). that occur in parametrized families with up to four parameters and under certain "generic" hypotheses; the methods extend easily to any finite number Y of parameters, although the classification yields a finite number of types only for Y < 5. Beyond this the machinery continues to provide a wealth of techniques and information of value to bifurcation theory.
Since the results hold good in W for arbitrarily large n, it is reasonable to expect that the machinery of elementary catastrophe theory can be extended to infinite-dimensional Hilbert space where it then becomes a tool in the analysis of bifurcations for variational problems; indeed there are hints to this effect in several places in the literature (e.g. Arnol'd [6] , Weinstein [42] ). The first explicit treatment for infinite dimensions seems to be that of Magnus [26, 27, 28 . We assume the reader has at least some familiarity with the ideas behind the theory in finite dimensions. For additional discussions of catastrophe theory as a tool in the physical sciences see Poston and Stewart [36] and Zeeman [43] . As a treatment of unfolding theory in its wider context, Arnol'd [5] is highly recommended.
For most of the local theory of unfoldings in Hilbert space needed to build the global picture we rely on the elegant work of Robert Magnus. Particular thanks are due to him for helpful correspondence on a number of questions. This paper is a natural sequel to his account of the theory, although we have tried also to give a fairly self-contained description of the geometry of jet-spaces that underlies our main theorem.
The papers by Arkeryd came to the author's notice only when the present work was being completed. In [3] Arkeryd gives an independent proof of our Theorem 2'.
We use the symbol 1 to denote the conclusion of a proof.
STATEMENT OF RESULTS

LetL(X, Y) denote the Banach space of continuous linear maps from a Banach space X to a Banach space Y. An element T EL(X, Y) is Fredholm if its kernel ker T is finite-dimensional
and its range is closed and of finite codimension:
its index is then dim ker T -dimcoker T, where the cokernel coker T is Y/range T.
If the kernel splits in X but is perhaps infinite-dimensional we say T is semiFredholm. For information about Fredholm linear maps and related matters see for example Lang [23] , Palais [35] . A particular fact we shall use is that the Fredholm linear maps form on open subset of L(X, Y). Let U be an open subset of X. If f : U -+ R is a C2 function then for each x E U the derivative Of(x) is an element of L(X, R) = X*, and the second derivative D2f(x) belongs toL(X, X*) or more precisely to the subspacel,(X, X*) consisting of self-adjoint linear maps, i.e., those T: X + X* with T*i = T where i: X-+ X* is the natural inclusion. We callfa Fredholm function if D2f (x) E L(X, X*) is Fredholm for every x E U for which Of(x) = 0. In view of the selfadjointness,
D2f(x) is Fredholm precisely when it has closed range of finite codimension (which is then equal to the dimension of the kernel). Let 8(X; Y) denote the set of germs at 0 E X of Cm maps defined on neighborhoods of 0 in X and with values in Y, write &(X) for 8(X; R). If B is a further Banach space a germ f E b(B x X) is called an unfoZding off0 E 6'(X) where fb(x) means f(b, x): here as elsewhere we sidestep the formal notation for germs as equivalence classes, and denote a germ by a representative function near the origin when no ambiguity can arise. We think of elements of X as variables, those of B as parameters, and say the unfolding has dimension Y if r = dim B.
We are concerned with equivalence of unfoldings up to certain types of non-linear invertible coordinate change, or diffeomorphism.
where # E V% B) is a diffeomorphism germ and &, E &(x; X) is a diffeomorphism germ for each b, with #J,, the (germ of the) identity map on X. Thus II, expresses new parameters in terms of old parameters, while & expresses new variables in terms of old variables in a way that may vary with the old parameters, everything in some neighborhood of (0,O). Two unfoldings f, g E b(B x X) of the same f. E 8(x) are equiuaht if g=fo@+K
for some admissible diffeomorphism germ @ E b(B x X; B x X) and function germ K E B(B), thought of as a subset of d(B x X), with K(0) = 0. Observe that (with the above notation) critical points of g, (points x for which Dg,(x) = 0 E X*) correspond under the coordinate change &, to critical points of fGcb); also K is irrelevant as far as derivatives in x are concerned. If C is a Banach space and h E d(C, B), h(0) = 0, then h induces an unfolding h*f E 8(C x X) by (h*f)(c, zc) = f(h(c), x). Given two unfoldings f, g of f. with possibly different parameter spaces, we can sayf dominatesg if g is equivalent to an unfolding induced from f. Explicitly, this means that g = f 0 CD + K as in (1) but the # in @ need only be a map germ, not necessarily a diffeomorphism; from this it is clear that the dominance relation is transitive. An unfolding f of f. is versa1 if it dominates every unfolding off0 . Any two versa1 unfoldings of minimal (finite) dimension are in fact equivalent and are called universal unfoldings off, . The proof of existence and classification of universal unfoldings for most f0 is the main mathematical content of elementary catatrophe theory in finite dimensions.
In infinite dimensions we restrict X to being a reflexive space in order to extend the finite-dimensional theory satisfactorily, but as Magnus points out in the Appendix to [28] this is no restriction at all if we are working in any case with Fredholm functions. For ease of notation we shall take X to be a Hilbert space H in all that follows. In this case we identify H* with H via the inner product in the usual fashion, and often think of D2f(.z) as an element of L(H, H).
Moving now to more global considerations, suppose that f: C x U ---f R is a Cm function, where U is an open subset of H, the parameter space C is again a Banach space, and fc is a Fredholm function on U for every c E C. If f is such that for every (c,, , x,,) E C x U the germ at (0,O) of the map in d (C x H) is a versa1 unfolding of the germ 32 -fc,(xo + 4 in b(H), then f is everywhere versal. As in the finite-dimensional theory, we detect versality at (c o, x0) by looking at suitable K-jets (Taylor series truncated at degree K), and to this end we define a map Fk from C x U to the space J"(H) of K-jets of real-valued functions on H by F": (c, x) w k-jet of fc at X.
We shall be interested in the geometry of the position of the image of Fk relative to the configuration of certain submanifolds (equivalence classes) in J';(H), and define a notion of general position which we interpret as a condition on f: see Section 5 for details.
For an arbitrary parameter space C let P(C, U) be the set of C" functions f: C x U + lR such that fc is a Fredholm function for every c E C. Now suppose C = A x B where dim B is finite. Let f E F( C, U); then for each a E A there is fa E 9(B, U) given by fa(b, X) = f (a, b, x). Our basic result is the following: THEOREM 1. If f is in general position, there is a residual set ~2 C A with the property that fa is ingeneralposition for every a E SZ'.
From this will follow: COROLLARY 1. If dim B < 5 then fa E S(B, U) is everywhere versa1 whenever aE&.
A residual set in A is one which contains the intersection of a countable number of open dense subsets of A. Since A is a complete metric space, a residual set is dense1 and is customarily thought of as "most" of A. Thus Corollary 1 could be reworded as: iff is in general position and dim B < 5 then most a E A have the property that fa is everywhere versal, and we say that being everywhere versa1 is a generic property for fn . 
where T = D2f0(0), v is the orthogonal projection of x into K = ker T, and g E b(B x K) has one of a list of standard forms (the so-called "Thorn list"). For Ii' C H, an arbitrary Hilbert space, we say f E S(B, U) is everywhere of standard type if wherever DfbO(x,,) = 0 the germ at (0,O) of (b, x) + f (b,, + b, x,, + x) is equivalent to a germ as in (2) Obviously we could replace A and B by arbitrary open subsets of themselves in these theorems, but for economy of notation we shall not bother to do this.
ORBITS IN JET SPACES
The mathematical framework for catastrophe theory in His formally the same as for R": the group of diffeomorphism germs at 0 E H acts on b(H), inducing a Banach Lie group action on the Banach space of K-jets for each k. Information about the orbit structure of this action leads to results about k-jets of unfoldings, which lifts (via k-sufficiency and the Preparation Theorem) to results about unfoldings themselves. In this section we study this Lie group action, verifying some technicalities needed to ensure validity of the analogy with the finitedimensional case, and focus attention on particular orbits which underlie the results for dim B < 5. We begin with definitions and notation. 2 Note that our manifolds need not be second-countable, however.
For R =m-~ 2 this is the map taking A E GL(H) to A*TA E L,(H, H*) where T = D"f(O) and A* is the adjoint of A. Now S = Sf2 = Daf2(id): L(H, H) + L,(H, H*) takes C to C*T + TC, and the range of S need not be closed, as the following example (suggested by Christopher Thompson) shows.
EXAMPLE.
Take H = P-and f to be given by f(x) = .k x2, 2pixjz, where x = (xi) E 1". Consider the sequence (C,) CL(H, H) where C,(x, , x2, xa ,...) = (2x, ,2"x, , 23x, ,..., 2nx, , x,+a , x,+~ ,... ). It is easy to see that SC, + 21 EL,~(H, H) as n + co, where I is the identity map. On the other hand, 2Z$ range S, since if SC = 21 then for each i = 1, 2,... we would have 2 = 2(ej, ej) = ((C*T + TC) ej , ej)
where ej is thejth vector of the standard basis for 12. This obviously cannot hold for ahi.
Of course this example works because T does not have closed range. We shall show below that if T = Oaf(O) is Fredholm then Sfk for (any k) has to be semiFredholm, and this is the key fact that allows the catastrophe-theory machinery to be used effectively in the Hilbert-space context. This result is proved by Magnus in [28] . However, our proof here lays heavier emphasis on the linear geometry of jet-spaces than does Magnus' method. We need some preliminary lemmas, the first of which is a variant of a very standard lemma from calculus.
Let T E L,(H, H*) have split kernel and range, and suppose h E Mj(H) vanishes on K = ker T, with j 2 2. Then there exists p E Aiel(H, H) such that h(x) = (TX, p(x)), where H* is identified with H via the inner product. 
Proqf.
Write x = z + v as before; then Lemma (3.1) shows that if ME L,"(H)
we can write Mx" -Mv~ = (TX, p(x)) for p E J,,-,(H, H). In fact p will be homogeneous of degree m -1, so we can write p(x) = Px7'"-l where
Evidently L,"(K) n range T' = {0}, so range T' has a copy of L,"(K) as a topological supplement, and thus c( T') = dim L,"(K).
The kernel of T' is LT1(H, K), which clearly splits in Ly-l(H, H): a topological supplement is Lyl(H, 2). This proves the lemma. a
The next result is probably also standard in the theory of linear operators,
and R E L(X', Y') be linear maps of Banach spaces with P, R semi-Fredholm.
Then WE L(X x X', Y x Y') defined by W(x, x') = (Px, Qx + Rx') is also semi-Fredholm, with c(W) < c(P) + c(R). Moreover, if P, R are Fredholm then so also is W. where R, is the restriction of --R;;lQ,,, EL(X~ , Xi) to ker Qrr . Now ker Qrr splits in XI since Y; is finite-dimensional, and the graph of R, splits in ker QII x Xi since (0) x Xi is a topological supplement, so ker W splits in XI x x' and hence in X x x'. This proves Wis semi-Fredholm.
Finally, if P, Rare Fredholm then dim ker QI1 is finite and dim Xi is finite, so W is Fredholm.
[
Armed with these facts, we can now prove: This can be seen by copying a proof for the finite-dimensional case (e.g. Lie group [I l]), or by general results on integrability of distributions of tangent subspaces on Banach manifolds [8] . The simplest proof, however, seems to be the following direct application of the Inverse Function Theorem to local orbit structure as used (in another context) by Arnol'd [4] . Let E be a topological supplement to ker S,l; in J,k-l(H, H), and let V be a topological supplement to range SfL in J,"(H).
Let @: E x V + Jgk(H) be defined in some neighborhood of (0) To show the orbits are embedded submanifolds requires more work. As shown by Magnus [28] , it can be proved using the splitting lemma (see below) and the finite-dimensional result (Mather [30]). We shall deduce this as part of a general description of the orbit structure that follows, based on the familiar fact that GL(H)-orbits in Ja2(H) = L,(H, H) are embedded: this has a standard proof which we include for completeness.
It is an immediate consequence of the Implicit Function Theorem, given the following lemma: be close enough to T for Tr to be invertible, where P* is the transpose of P. For S to lie in the orbit of T it is necessary that dim ker S = dim ker T = dim K. Now S(z + V) = 0 precisely when z = -TT,~Pw and v E ker(Q -P*T:lP).
Hence dim ker S = dim K precisely when 4(S) 3 Q -P*T;-lP = 0 EL,?(K, K). We have D+(T),!! = Q so + . is a submersion.
The proof is completed by observing that an orthogonal transformation R of H taking K to ker S will convert S to The enumeration of orbits of codimension < 5 in Jzk(H), being those encountered generically in c-parameter families of functions with c < 5, now goes by close analogy with the finite-dimensional case. Essential finite-dimensional information is disentangled from the inessential infinite-dimensional data by the structure theorem (Theorem (4.3) ), f rom which we collect the facts needed for the classification result.
A basic tool is the following splitting lemma for k-jets, a coordinate-free version of the "reduction lemma" in [44] . It is well-known that a parallel result holds for germs rather than jets, and hence of course implies the k-jet version. However, we do not need the germ version at this stage (we shall need it at one place only, in Section 5), so we do not invoke it. The k-jet f t is equiwalent to a k-jet of the form (T, g") E L,(H, H) x JSk(H) where g" E JSL(K) ( w ac we can regard as the linear subspace h' h of Jzk(H) consisting of those jets that depend on the K-component only). An important observation is that the equivalence class of g" in Jsk(K) depends only on that offA in J,"(H).
In fact this holds at the (stronger) germ level also: if ~(2) denotes (Tz, z) then 7 + g is equivalent to r + h (where g, h E &a(K)) precisely when g is equivalent to h in ./Y,(K). The result is well-known (cf. by p(Q, g") = (Q, q(Q) . g") = q(Q) (T g"') w h ere for simplicity of notation the dot denotes the actions of GL(H) ( considered as a subgroup of G"(H)) on both J2k(H) and JSk(H). This throws {Q} x Jc(KT) onto {Q} x J2(Ko) == -X, since q(Q) Ko = KT , and at the same time takes IV x Vr to Yv == uoEN "yb , thus showing simultaneously the local triviality of AC and of V over :V. However, T is really an arbitrary point of 7, so the local triviality applies everywhere, proving (i), (ii).
For the transversality (iii), observe that the proof of Lemma (3.4) showed that if p E %r n V then Jzk(Kr) + "y, = J2k(H), so we can write any u E J,"(H), and in particular any u = (0, w) EL,(H, H) x J31i(H) = J2k(H), as u == s i-t where s E JZk(Kr) and t E VD . Now the components s0 , t, of s, t in L,(H, H) satisfy s,, + t, = 0, where s, EL,(K~, Kr) regarded as a linear subspace of L,(H, H), and t, E YD . But then L,(Kr , Kr) n YD = IO} by Lemma (3.5), so s,, = 0, t, = 0 and therefore w = sr + t, where sr E J31c(KT), t, E ("y;), . This shows X, I+ "u;. in {T} x JSk(H), so X, I+ V" in Y x J2(K) because (e.g. by(i)) the projection V -+ Y is a submersion. This proves (iii) since T E F is arbitrary.
Finally, (iv) is simply a statement of the k-jet version of Lemma (4.2). 1
Remark.
Rather than work with one orbit V we can view the local "straightening-out" map p as applying to the total configuration YY of orbits in jsk(H), showing the configuration of orbits in Y x Jsk(H) locally has the form Y x Y#'-. We use this fact in the proof of Theorem (4.6), and in some further comment on generalizations of our main results.
COROLLARY. V'-is an embedded submanifold of J,"(H).
Proof. V' n Zo is an embedded submanifold of Xo , by (iv) and the finitedimensional theory. Now (iii) implies that V has locally (i.e. near V" n To) the form = codim Zr n V in (7' + JZk(KT)).
1
In the terminology of Lemma (4.1) this means the codimension of the orbit off k in J,"(H) is that of the orbit of gk in J,"(K).
The final step in this section is to combine information about orbits in J,"(H) with the classification theorem in finite dimensions to obtain the general description of orbits of low codimension that we need in order to apply transversality results and hence obtain Theorem 1 and its consequences. First recall some notation used in the finite-dimensional classification. The classification theorem in finite dimensions states that ezev~ ft .,ld2( iwj') whose k-jet f k has orbit with codimension < 5 in JzL, where k >-I, is equivalent (as a germ) to one or other of the Anl+ (1 < m < 6), D,* (4 -r; I -< 6) or E,;+. Specifically we have codim A,,* = m -1, codim D,+ = 1 -1 and codim E,* = 5. Moreover, the union of all orbits of codimension ;:: 6 in Jzk(IwT1), although consisting of an uncountably infinite number of orbits, forms a finite union of submanifolds each of codimension > 6. This is what allows the deduction by transversality theory that the only orbits encountered generically by cparameter families of functions where c < 5 are those of type A,,,+ (1 <. m :< 6), D,* (4 < I < 6) or E,*. These are the statements we now mimic in the Hilbert space context. In order to establish the precise setting for the transversality theory as we shall use it, we assemble the necessary facts as a theorem.
Let Aa"(H) denote the open subset of J,"(H) consisting of those f i; for which D"f(0) is Fredholm.
We use A,=, D 1*, E,* to denote the singularity types as above, where now x E H rather than R". Strictly speaking, the Wi and Vj should be written WAk, V," to indicate the jet-space in which they lie. However, since the descriptions of these manifolds involve no more than 'I-jets, we have Wik = Wj7 x JBk(H) and Vj" = k;' x J*"(H) for any k > 7: thus we drop the k.
Proof.
For each integer r > 0 let Pr C L,(H, H) denote the set of all T EL,(H, H) with dim ker T = r. We have seen from Lemma We need a preliminary lemma, slightly generalizing Lemma 1 in Tromba [40].
LEMMA.
Let R E L(X, X'), S E L( Y, X') be linear maps of Banach spaces, with S Fredholm. Let V == (R, S) EL(X x Y, xl), let K = ker V, and let r: K ---f X be the restriction to K of the projection X x Y + X onto the jirst factor. Then v is Fredholm.
Proof.
The kernel of rr is V n ((0) x Y) = (0) x ker S, so has finite dimension.
The range of 7~ is Rpl(range S) = ker rR where Y: x' --f X'/ range S = X" is the natural projection.
But dim X" < co so ker rR splits in X and has codimension = dim range rR, and Let '4, B be Banach spaces. Recall that for f E F(A x B, U) and a E A we have fa E F(B, U), and this has its associated k-jet map F,": B x U + J"(H).
As above, let p: Jk(H) = Iw x J,"(H) -J,"(H) be the projection onto the second factor.
DEFINITION.
For any Banach space C, a map f E F(C, U) is in general . posttzon if pFk: C x U -+ J,"(H) is transverse to W, , WI ,..., W, and to each Vi in Zs for k = 7 and hence (see Remark following Theorem (4.6)) for all k > 7.
This defines the terminology of Theorem 1. We now prove the theorem. The central result is the following. For the rest of this section let k be fixed > 7. where (warning!) U"(X) E J&(H) (the k-jet of a at X) is not the same as a E J"(H): a non-constant polynomial function can be identified with its k-jet at x only when x : : 0. Now a"(., b, x) EL(A, Jk'(H)), an d so it will follow that I)@ at each point is surjective, and hence + is automatically in general position, if it can be shown that for fixed x E U the map J"(H) + J"(H):
a ++ a"(~) is surjective. This is clear, however, since a polynomial ,function of degree k is determined uniquely by its K-jet at any one point. Thus the hypothesis of Theorem 1 is satisfied, and so $,] = fb + a is in general position for arbitrarily small a.
Unfortunately this does not prove Theorem 2, for two reasons: (i) 4 will not belong to 9(A x B, U) since D2&& x may fail to be Fredholm (this will ) happen when D2u(x) = -D2fb(x) for example), and (ii).fi, + a is not close to fb in the Whitney topology when 11 a 11 is small in J"(H), i.e. the map Jk(H) --L Cm(U): a H a / U is not continuous.
Nevertheless, what we huoe proved is the following Corollary to Theorem I :
Suppose f E F(B, U) is such that the distance of Dzf,(x) from the closed subset of L,(H, H) consisting of non-Fredholm maps is bounded away from zero, for (b, x) E B x U. Then for all a in a residual subset of a neighbourhood of the origin in Jk(H), thefunction fb + a is in general position (and hence everywhere versa1 if dim B < 5). 1
Proof of Theorem 2 (conclusion).
The idea is to choose a subspace A of Cm(B x 1;) which is restricted enough to be a Banach space yet large enough for the map i2 -+ J';(H): a M ubk(x) to be surjective, for each (6, x) E B x I'. It remains to prove that if v eJk(H) th ere is for any given (6,,, x,,) E B x H some a E A with u$x,,) = V. For this, take a bounded neighborhood N of (b, , x0) for which there are constants 01, fi with 0 < LY. < v(b, X) < p for (b, X) E N: this can be done by continuity of V. Then let a(b, x) = X#(b, t(x -x0)) where 16 is the above-mentioned Cm function with bounded support and h, t E [w are constants chosen so that u has support in N and takes the value 1 at and near (6, , x0) . It is easy to verify that u E A: this depends on the fact that bi > ] t I for i large enough. Choose q to be that polynomial function on H of degree K whose K-jet at x,, is U, and define Then evidently u$xa) = U, and we claim a E A. To see this note that all derivatives of 4 are bounded on N (by the Mean Value Theorem), all except the first k of them with respect to x being identically zero. Hence there is a constant c > 0 such that Ij Dq(x)ll < cbii for all i = 0, 1,2,... and all (b, x) E N. Now for eachj we have 11 Da(b, x)1, < ol-lbj 11 (T I/" for (6, LC) E N so, since bjj < 2-jb,j for each j :z 1 ,..., i ~ I, we have b,jbi:i < 2-ibii, and then we find by Leibnitz' rule for differentiating a product that there is a constant K > 0 for which for every i, showing that a E A. This completes the proof of Theorem 2. l Finally, we need to prove Theorems 1' and 2'. This amounts to showing that if dim B < 5 a versal unfolding germ in b(B x H) which satisfies the Fredholm condition is equivalent to a germ as in (2) with g on the Thorn list. This proof is contained in the work of Magnus [26, 28] , and Arkeryd [2] ; as in finite dimensions, it uses the notion of determinacy of k-jets to deduce a classification of germs from information about jets. It appears to be the only place in this study where a splitting lemma for germs (in contrast with Lemma (4.1) for jets) is needed. a 6. FURTHER REMARKS 1. The results that we have proved extend immediately to the case when A, B are Banach manifolds and His a Hilbert manifold. Instead of the jet space J'"(H) we work with a K-jet bundle. In fact, as Kurland and Robbin [22] emphasize, we would not even have to worry about piecing together information from local charts smoothly over the whole jet-bundle, since we can pursue transversality simultaneously in each of a countable atlas of charts without increasing the difficulty of the problem.
In finite dimensions
there is a short cut to proving the density part of Theorem 2 (also exploited for density results in [22] ), namely to use the fact that since the Cc0 functions are known to form a dense subset of C'(B x U) in the Cr topology (see e.g. Hirsch [19] ) and since general position is an open condition in the C' topology (r > K + 1 > S), it suffices to prove that CT functions in general position are dense in C'(B x U) with the C' topology. This is a little easier than the proof in section 5, since it involves controlling only finitely many derivatives in the construction of A. However, the proof of density of Cm in Cr is not easy, even in finite dimensions. Moreover, in infinite dimensions the usual proof breaks down. A result due to Moulis [32] shows that (on Hilbert space) Cm is dense in P-r with the C' topology; this would ostensibly allow the same shortening of our density proof, but the proof of Moulis' Theorem is very long indeed. where we write Do for (F")l 1 Q x B x U. Now I,-'(Q x (0)) is compact by the properness assumption, and @$1(V) is closed, so 9 n Q is compact. This implies that B is closed, as claimed.
Note that the properness question does not impinge on Theorem 2.
6. Among criticisms of the use of unfolding theory for singularities in applications are that (i) the different physical roles of various parameters, vital in understanding bifurcation behaviour, are often ignored in the mathematics, and (ii) symmetries and constraints of physical importance may appear inconsistent with the theoretical emphasis on "generic" unfoldings. These criticisms are simultaneously met to a large extent in the important recent work of Golubitsky and Schaeffer [15, 161. A global theorem of our type but in their context may be more directly relevant to applications than the present results. by "transverse to w)': the proof is easier than that of Theorem 2 since it does not entail dealing with a whole family of manifolds IVof different codimensions.
However, in practice a Transversality Theorem for stratz.cations of J"(H) would be more valuable than one for single submanifolds, and the most efficient proof of such a result in any given context is likely to be one exploiting the particular nature of the stratification. 
