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T´ıtulo da Tese: Sobre Matrizes Aleato´rias e suas Aplicac¸o˜es
Aluno: Ma´rio Frengue Getimane
resumo
Neste trabalho e´ estudada a func¸a˜o zeta de Artin-Mazur para as aplicac¸o˜es quadra´ticas
no intervalo com invariante de amassamento aperio´dico, usando a teoria das Cadeias
de Markov Topolo´gicas. Para tal, utilizamos a construc¸a˜o da matriz de Markov, intro-
duzida por Jose´ Sousa Ramos, no in´ıcio da de´cada de 1980, no caso de uma partic¸a˜o do
intervalo com um nu´mero infinito numera´vel de elementos, mas tambe´m, na prova do re-
sultado mais importante, exploramos o formalismo da matriz Θ da dinaˆmica, formalismo
introduzido tambe´m por Jose´ Sousa Ramos.
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Thesis: On Random Matrix and its Applications
Student: Ma´rio Frengue Getimane
abstract
In the present dissertation we study the zeta function for quadratic maps of the interval
with aperiodic kneading invariant, using the Markov topological chain theory. We use the
scheme, introduced by Jose´ Sousa Ramos, in the beginning of the 1980s, that allow us
to get the Markov transition matrix of the dynamics in the case of a countable partition
of the interval, but also, for the proof of our main theorem, of a matrix Θ formalism,
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Segundo Raghunathan, [107], a Matema´tica foi caracterizada por Gauss, um dos maiores
matema´ticos de todos os tempos, como ”a rainha das Cieˆncias”.
Ainda no mesmo trabalho de Ragunathan leˆ-se que a abstrac¸a˜o e´ uma qualidade car-
acter´ıstica da Matema´tica e e´ isso que faz dela presente em muitas outras a´reas cient´ıficas
e da actividade humana: a Matema´tica interage com a actividade comercial (atrave´s da
aritme´tica na sua forma mais elementar como contagem, soma, diferenc¸a, multiplicac¸a˜o
e divisa˜o, como sa˜o usadas no mercado), com a F´ısica, Engenharias, Biologia, Medicina,
Cieˆncias de Computac¸a˜o, Cieˆncias Sociais e Economia.
O papel da Matema´tica e a sua importaˆncia na sociedade e´ testemunhado pela
atenc¸a˜o que os diferentes pa´ıses (os desenvolvidos e os que esta˜o em vias de desen-
volvimento) da˜o ao seu ensino e avaliac¸a˜o do grau de dom´ınio da mesma pelos seus
cidada˜os.
Uma ilustrac¸a˜o do papel da Matema´tica na resoluc¸a˜o de problemas reais pode ser
vista no relato´rio, de Marc¸o de 1998, do National Science Foundation, ”Report of the
senior assessment panel of the international assessment of the U.S. mathematical sci-
ences”publicado no s´ıtio http://www.nsf.gov/pubs/1998/nsf9895, que analisa a
situac¸a˜o da Matema´tica nos Estados Unidos. Este relato´rio conte´m uma secc¸a˜o sobre
o papel da Matema´tica na sociedade onde se pode ver um quadro com as contribuic¸o˜es
da Matema´tica em alguns exemplos de aplicac¸o˜es ou problemas reais. Pode-se ver nesse
quadro, por exemplo, que na ana´lise e previsa˜o de sismos a contribuic¸a˜o da Matema´tica
vem de a´reas como Estat´ıstica, Sistemas Dinaˆmicos/Turbuleˆncia e modelac¸a˜o no cont-
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role dos processos.
A presente tese enquadra-se em Sistemas Dinaˆmicos, uma a´rea da Matema´tica que
tem como objectivo principal compreender a evoluc¸a˜o a longo termo dos estados dum
sistema governado por uma lei determin´ıstica descrevendo a transic¸a˜o dum estado para
outro [110]. As situac¸o˜es de interesse para os Sistemas Dinaˆmicos sa˜o geralmente na˜o
lineares, o que conduz a um comportamento muito complicado mesmo numa situac¸a˜o
em que a equac¸a˜o que o descreve e´ simples. Tome-se o exemplo da aplicac¸a˜o quadra´tica,
que ilustra o tipo de comportamento que pode surgir num sistema dinaˆmico.
Historicamente, a origem dos sistema dinaˆmicos atribui-se aos trabalhos de Poincare´,
por volta de 1900, no dom´ınio da Mecaˆnica Celeste, em particular o famoso problema
dos ”treˆs corpos”. Poincare´ introduziu a ana´lise qualitativa do sistema de treˆs corpos em
vez de procurar obter uma soluc¸a˜o espec´ıfica do sistema. A ana´lise qualitativa privilegia
a estrutura e a descric¸a˜o de todas as poss´ıveis evoluc¸o˜es do sistema. Este aspecto foi
retomado por va´rios matema´ticos, entre os quais Rene´ Thom e Stephen Smale, nos anos
1960 e 1970 [17]. Um trabalho que descreve a histo´ria dos sistemas dinaˆmicos e´ o artigo
de Philip Holmes, [57]
Como vimos atra´s, os sistemas dinaˆmicos teˆm a sua origem na procura da resoluc¸a˜o
de um modelo de uma situac¸a˜o real, o problema dos ”treˆs corpos”da F´ısica. Os sistemas
dinaˆmicos constituem uma ferramenta para a descric¸a˜o da evoluc¸a˜o temporal de sistemas
governados por equac¸o˜es determin´ısticas.
Devido a este facto os sistemas dinaˆmicos encontram aplicac¸a˜o na Economia, no
estudo da dinaˆmica de populac¸o˜es, na investigac¸a˜o das mudanc¸as clima´ticas, na previsa˜o
do tempo, so´ para citar alguns exemplos.
Dentro dos sistemas dinaˆmicos destacam-se os sistemas dinaˆmicos discretos, que sa˜o
dados pela iterac¸a˜o sucessiva de uma func¸a˜o a partir de um estado do sistema (o estado
inicial) e que resulta numa sucessa˜o de estados, a chamada o´rbita do sistema.
Estes sistemas teˆm sido objecto de estudo intenso ao longo das u´ltimas de´cadas pois,
ao aliar uma extrema simplicidade formal a uma capacidade de gerar comportamentos
complexos, estes sistemas formam naturalmente o alvo preferencial para analisar com
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rigor algumas caracter´ısticas comuns a muitas outras dinaˆmicas, como, por exemplo, os
mecanismos que levam a` transic¸a˜o de um comportamento simples para um comporta-
mento complexo [127].
Neste nosso trabalho, centrado no estudo das dinaˆmicas discretas, a nossa atenc¸a˜o
esta´ focada no estudo da func¸a˜o zeta de certas aplicac¸o˜es no intervalo, combinando
ferramentas da teoria do amassamento, da teoria das Cadeias de Markov Topolo´gicas,
atrave´s de uma construc¸a˜o introduzida por Jose´ Sousa Ramos, e ainda com o uso de um
outro formalismo, por no´s apelidado de formalismo da matriz Θ, tambe´m introduzido
por Jose´ Sousa Ramos.
A tese organiza-se como segue: no Cap´ıtulo 2 sa˜o introduzidos os conceitos ba´sicos
da teoria dos sistemas dinaˆmicos, como a pro´pria definic¸a˜o de um sistema dinaˆmico, a
distinc¸a˜o de diferentes tipos de sistemas dinaˆmicos, a introduc¸a˜o de conceitos impor-
tantes como a entropia me´trica e entropia topolo´gica, e a sua relac¸a˜o atrave´s de um
importante princ´ıpio variacional.
Este cap´ıtulo termina com uma breve introduc¸a˜o dos subshifts do tipo finito como
um sistema dinaˆmico particular.
No Cap´ıtulo 3 introduzimos as ideias que esta˜o na base das te´cnicas da Dinaˆmica
Simbo´lica, comec¸ando com alguns exemplos de sistemas dinaˆmicos (puramente) simbo´licos
e avanc¸ando depois para a descric¸a˜o da estrate´gia mais comum de passagem de um sis-
tema dinaˆmico para um seu representante simbo´lico, atrave´s da construc¸a˜o de uma
partic¸a˜o de Markov. Neste ponto e´ importante salientar as condic¸o˜es para que um
sistema possa ter uma representac¸a˜o simbo´lica com base nas partic¸o˜es de Markov. A
seguir apresenta-se a teoria de Perron-Frobenius sobre matrizes na˜o-negativas para ma-
trizes de dimensa˜o finita e infinita numera´vel, uma ferramenta muito importante para a
investigac¸a˜o das cadeias de Markov topolo´gicas.
No Cap´ıtulo 4 e´ apresentado o tema principal da tese, o estudo das aplicac¸o˜es no
intervalo. A´ı, temos a oportunidade de introduzir, de forma breve, a teoria de amassa-
mento e a construc¸a˜o de uma matriz de transic¸a˜o de Markov a partir do invariante de
amassamento da dinaˆmica. Por fim, e´ apresentado o formalismo da matriz Θ de Sousa
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Ramos.
O u´ltimo cap´ıtulo aborda o estudo da func¸a˜o zeta para aplicac¸o˜es no intervalo. Natu-
ralmente que o nosso interesse esta´ no estudo da func¸a˜o zeta para aplicac¸o˜es quadra´ticas
no intervalo, relativamente a`s quais fomos capazes de apresentar trabalho original. Esse
teorema mostra como, tambe´m para as aplicac¸o˜es quadra´ticas no intervalo com um
invariante de amassamento infinito aperio´dico, a func¸a˜o zeta se relaciona com o deter-
minante da matriz de transic¸a˜o de Markov a ele associado. Trata-se de uma generalizac¸a˜o
do caso finito e podemos dizer que de alguma forma resolve uma questa˜o deixada em
aberto por Milnor e Thurston. E´ importante sublinhar que este resultado e´ poss´ıvel
unicamente combinando a teoria das Cadeias de Markov Topolo´gicas de dimensa˜o in-
finita numera´veis, com o formalismo da matriz Θ de Sousa-Ramos. Por fim, os mesmos
argumentos simbo´licos permite-nos transportar um resultado obtido para a func¸a˜o zeta
das transformac¸o˜es β no intervalo para os valores pro´prios da correspondente matriz de
transic¸a˜o de Markov, o que se traduz num resultado dinamicamente muito interessante




Sobretudo para fixar notac¸o˜es, vamos iniciar este trabalho por uma breve introduc¸a˜o a`
teoria dos sistemas dinaˆmicos, incluindo a sua definic¸a˜o abstracta e alguns dos conceitos
ba´sicos desta disciplina da Matema´tica.
2.1 Conceitos ba´sicos
Um sistema dinaˆmico e´ um modelo da evoluc¸a˜o ao longo do tempo de algo, durante o
qual essa entidade vai ocupando um entre um determinado conjunto de estados. Dito
assim, e´ o´bvio que se trata dos temas mais importantes pelas suas aplicac¸o˜es. Alguns
autores, ver, por exemplo, [16], dizem no entanto que os primeiros ind´ıcios da teoria
moderna dos sistemas dinaˆmicos tera´ surgido em finais do se´culo XIX, em conexa˜o
com o estudo do sistema solar. Hoje em dia, esta disciplina cient´ıfica tem numerosas
aplicac¸o˜es, na˜o so´ em F´ısica, mas tambe´m em a´reas ta˜o diversas como a Economia, a
Biologia, a Meteorologia e muitas outras.
No que segue tomaremos como refereˆncia o trabalho de Sousa Ramos [132]. Passe-
mos a` formulac¸a˜o matema´tica do conceito de sistema dinaˆmico.
Definic¸a˜o 2.1. Um sistema dinaˆmico e´ um par (X, f) onde X e´ um conjunto qualquer,
habitualmente chamado espac¸o de estados, e f : X → X e´ uma transformac¸a˜o de
estados.
Consoante o tipo de transformac¸a˜o que seja considerada, e´ habitual classificar os sistemas
dinaˆmicos em dois tipos.
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Definic¸a˜o 2.2. Um sistema dinaˆmico (X, f) diz-se discreto se a transformac¸a˜o em
causa e´ obtida pela iterac¸a˜o de uma aplicac¸a˜o f .
Aqui adoptaremos a convenc¸a˜o usualmente aceite e escreveremos a n-e´sima iterac¸a˜o de
f como
fn = f ◦ f ◦ · · · f︸ ︷︷ ︸
n vezes
para qualquer n ∈ N, e assumiremos que f 0 = id.
Definic¸a˜o 2.3. Um sistema dinaˆmico (X, f) diz-se cont´ınuo se a transformac¸a˜o em
causa e´ uma fam´ılia uniparame´trica {f t : X → X, t ∈ R}, (ou t ∈ R+0 ) que observa
a condic¸a˜o f t+s = f t ◦ f s e f 0 = id. O sistema dinaˆmico chama-se enta˜o um fluxo
(semi-fluxo).
Uma vez que os resultados originais que sera˜o apresentados neste nosso trabalho dizem
respeito a sistemas dinaˆmicos discretos, e´ natural que a escolha dos temas nesta apre-
sentac¸a˜o privilegie este tipo de dinaˆmicas. Assim sendo, vamos de imediato ilustrar a
ideia de sistema dinaˆmico com alguns exemplos.
Exemplo 1. Consideremos a fam´ılia a-um-paraˆmetro fa : [0, 1] → [0, 1] de aplicac¸o˜es
definidas no intervalo unita´rio,
fa(x) = a x(1− x),
onde o paraˆmetro a percorre o intervalo (0, 4]. Pela sua simplicidade, aliada ao facto
de ainda assim terem a capacidade de desenvolver um comportamento complexo, es-
tas aplicac¸o˜es quadra´ticas tiveram, e continuam a ter, um papel muito importante no
desenvolvimento da Teoria dos Sistemas Dinaˆmicos. Foi de facto uma grande surpresa
constatar que as o´rbitas dos pontos x ∈ [0, 1], obtidas pela sucessiva iterac¸a˜o de uma
aplicac¸a˜o assim ta˜o simples, poderiam ter propriedades interessantes.
Tambe´m bastante simples, mas igualmente importantes, sa˜o as chamadas rotac¸o˜es no
c´ırculo, que passamos a apresentar.
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Exemplo 2. Consideremos a fam´ılia a-um-paraˆmetro de aplicac¸o˜es Rα : S1 → S1 do
c´ırculo, definidas, para qualquer α ∈ R, por
Rα(x) = x+ α mod 1.
Estas aplicac¸o˜es sa˜o chamadas rotac¸o˜es do c´ırculo. Como se verifica facilmente, es-
colhido um valor racional para o paraˆmetro α, suponhamos α = n/m, com p, q ∈ N,
enta˜o, Rmα = Id. Deste modo, podemos concluir que, para essa escolha do paraˆmetro, a
dinaˆmica de qualquer ponto de S1 e´ similar: apo´s m instantes de tempo o sistema esta´
de volta a` sua configurac¸a˜o inicial.
Naturalmente que dinaˆmicas em espac¸os de dimensa˜o superior a um sa˜o tambe´m muito
interessantes. Contudo, como e´ fa´cil de antecipar, o seu estudo esta´ muito condicionado
pelas dificuldades que a sa´ıda da dimensa˜o um costuma trazer. De seguida apresentare-
mos os chamados automorfismos lineares do toro.
Exemplo 3. Consideremos a fam´ılia de sistemas dinaˆmicos dada pela aplicac¸a˜o linear






com a, b, c, d quaisquer nu´meros reais. Neste caso, como facilmente se percebe, temos
que a imagem da classe a que o ponto (x, y) pertence e´ a classe que conte´m o ponto
(ax+ cy, bx+ dy). Como vemos, aqui a transformac¸a˜o no espac¸o dos estados e´ obtida
pela multiplicac¸a˜o a` direita pela matriz A, vindo enta˜o a sucessa˜o temporal de estados
descrita pela sequeˆncia
(
(x, y), (x, y)A, (x, y)A2, · · · , (x, y)An, · · · ).
Tal como no caso das para´bolas no intervalo do nosso primeiro exemplo, estas aplicac¸o˜es
muito simples protagonizaram tambe´m um papel muito importante no estudo das dinaˆmicas
em dimensa˜o superior a 1.
Dado um sistema dinaˆmico discreto (X, f), o problema fundamental consiste no con-
hecimento das diferentes dinaˆmicas admitidas por f a partir de pontos de X. E´ evidente
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que, para os casos mais interessantes, nem todos os pontos de X partilham o mesmo
tipo de comportamento ao longo do tempo, mas, ainda assim, deve ser poss´ıvel identi-
ficar certos tipos de evoluc¸a˜o temporal comuns na˜o apenas para um determinado sistema
dinaˆmico, mas sobretudo para a generalidade dos sistemas dinaˆmicos. O primeiro desses
comportamentos regista a repetic¸a˜o de um ciclo.
Definic¸a˜o 2.4. Dado um sistema dinaˆmico (X, f), um ponto x ∈ X diz-se um ponto
fixo da dinaˆmica se f(x) = x.
Por outras palavras, um ponto x ∈ X diz-se um ponto fixo se a sua o´rbita (fk(x)) for
constitu´ıda unicamente por um ponto, o ponto x.
Definic¸a˜o 2.5. Dado um sistema dinaˆmico (X, f), um ponto x ∈ X diz-se um ponto
perio´dico da dinaˆmica se fk(x) = x, para algum inteiro positivo k. O menor inteiro p
que satisfac¸a a igualdade fp(x) = x denomina-se o per´ıodo de x.
Tal como no caso dos pontos fixos de uma dinaˆmica, tambe´m os seus pontos perio´dicos,
de per´ıodo p, teˆm o´rbitas muito caracter´ısticas, uma vez que estas sera˜o constitu´ıdas
apenas por p pontos. Para terminar a identificac¸a˜o deste tipo de comportamento, va-
mos agora permitir que o ponto inicial na˜o pertenc¸a ao ciclo que a sua o´rbita repete
indefinidamente.
Definic¸a˜o 2.6. Dado um sistema dinaˆmico (X, f), um ponto x ∈ X diz-se um ponto





Analogamente, diremos que um ponto x ∈ X e´ um ponto eventualmente perio´dico se





Como vemos da definic¸a˜o acima, estes pontos eventualmente fixos e eventualmente
perio´dicos na˜o va˜o estar nos ciclos para onde as suas o´rbitas se dirigem, mas estas va˜o
incluir necessariamente esses ciclos.




relacionados com a repetic¸a˜o
de um ciclo, e´ habitual identificar tudo o resto sob o mesmo tipo.
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Definic¸a˜o 2.7. Dado um sistema dinaˆmico (X, f), um ponto x ∈ X diz-se um ponto





Para terminar esta classificac¸a˜o de modos de evoluc¸a˜o temporal de um ponto perante
a iterac¸a˜o de uma aplicac¸a˜o, e´ ainda habitual distinguir os pontos cujas o´rbitas se
aproximam de pontos fixos ou de ciclos, sem contudo os inclu´ırem. Neste caso na˜o
estaremos a distinguir exactamente o tipo de o´rbita em causa, mas sim o facto desta se
aproximar de um ponto fixo ou de um ciclo.
Definic¸a˜o 2.8. Consideremos um sistema dinaˆmico (X, f) e seja x¯ um seu ponto fixo.




Para que na˜o haja uma sobreposic¸a˜o entre os dois u´ltimos conceitos, de ponto eventual-
mente fixo e ponto assimptoticamente fixo, e´ habitual exigir que a igualdade fk(x) = x¯
na˜o seja alcanc¸ada para nenhum k. Identificados os comportamentos mais habituais
admitidos para os pontos de um sistema dinaˆmico, voltemos a nossa atenc¸a˜o de novo
para os sistemas.
2.2 Estruturas definidas no espac¸o de fases
Dado um sistema dinaˆmico (X, f), conforme a estrutura que o espac¸o X tiver, e´ poss´ıvel
distinguir os sistemas dinaˆmicos. Como veremos adiante, esta classificac¸a˜o, baseada na
estrutura definida em X, implica, muitas vezes, formas distintas de estudar as dinaˆmicas.
Sem querer esgotar todas as possibilidades, atentemos nos seguintes tipos de dinaˆmicas:
1. um sistema dinaˆmico diz-se mensura´vel, se (X, β, µ) e´ um espac¸o de medida e f
preserva a medida µ;
2. um sistema dinaˆmico diz-se topolo´gico, se X e´ um espac¸o topolo´gico compacto
(embora em alguns casos se exija que seja um espac¸o de Hausdorff) e f e´ um
homeomorfismo;
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3. um sistema dinaˆmico diz-se diferencia´vel, se X e´ uma variedade compacta difer-
encia´vel e f e´ um difeomorfismo de X;
4. um sistema dinaˆmico diz-se alge´brico, se, por exemplo, X e´ um grupo abeliano
compacto que e´ um espac¸o de probabilidade relativamente a` medida de Haar sobre
a σ-a´lgebra de Borel β e f e´ um automorfismo mensura´vel.
No que se segue vamos apresentar alguns conceitos importantes espec´ıficos de cada um
destes sistemas dinaˆmicos.
Seja dado um sistema dinaˆmico f : X → X e seja (X, β, µ) um espac¸o de medida,
com µ(X) <∞.
Definic¸a˜o 2.9. Uma medida µ diz-se invariante pela transformac¸a˜o f se, para todo o






O seguinte teorema e´ extremamente u´til para demonstrar a invariaˆncia de uma dada
medida por uma transformac¸a˜o.
Teorema 2.1. Seja f : X → X uma transformac¸a˜o mensura´vel e µ uma medida finita
sobre X. Suponhamos tambe´m que existe uma sub-a´lgebra geradora γ da σ-a´lgebra β






Enta˜o, o mesmo vale para cada conjunto E ∈ β, ou seja, µ e´ invariante por f .
Este teorema diz-nos que, se a invariaˆncia e´ va´lida para uma a´lgebra geradora da σ-
a´lgebra, enta˜o, ela e´ va´lida para toda σ-a´lgebra. O resultado seguinte caracteriza uma
medida invariante.
Teorema 2.2. Seja f : X → X uma transformac¸a˜o e µ uma medida. Enta˜o, f preserva
a medida µ, ou µ e´ invariante por f , se e somente se, para cada func¸a˜o integra´vel
ϕ : X → X, se tem a igualdade∫
ϕdµ =
∫
ϕ ◦ f dµ.
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A questa˜o da existeˆncia de medidas invariantes e´ respondida pelo seguinte teorema,
habitualmente atribu´ıdo a Nikolai Krylov e Nikolai Bogoliubov.
Teorema 2.3. Seja f : X → X uma transformac¸a˜o cont´ınua num espac¸o me´trico
compacto. Enta˜o, existe pelo menos uma probabilidade invariante por f .
Observac¸a˜o 2.1. O mesmo resultado e´ va´lido para fluxos.
No estudo dos sistemas dinaˆmicos ha´ algumas propriedades de especial interesse pela sua
importaˆncia na classificac¸a˜o dos mesmos, isto e´, pela forma como auxiliam no problema
de decidir se, num determinado sentido, dois sistemas dinaˆmicos devem ou na˜o ser
considerados diferentes. A seguir vamos considerar algumas dessas propriedades.
A seguinte definic¸a˜o introduz o conceito de transformac¸a˜o ergo´dica.
Definic¸a˜o 2.10. Uma transformac¸a˜o f : X → X diz-se ergo´dica para uma medida de
probabilidade invariante µ1, se, para toda a func¸a˜o µ-integra´vel ϕ : X → R, e para














Para a caracterizac¸a˜o da ergodicidade de f precisamos da seguinte definic¸a˜o.
Definic¸a˜o 2.11. Um conjunto mensura´vel A ⊂ X diz-se invariante se f−1A = A. Uma
func¸a˜o ψ : X → R diz-se invariante se ψ ◦ f = ψ.
O resultado que se segue caracteriza um sistema ergo´dico.
Teorema 2.4. Seja µ uma probabilidade invariante de f : X → X mensura´vel. Temos
enta˜o que as seguintes afirmac¸o˜es sa˜o equivalentes:
1. o sistema (f, µ) e´ ergo´dico;
2. para qualquer subconjunto A invariante temos que µ(A) = 0 ou µ(A) = 1;
3. toda a func¸a˜o invariante ψ e´ constante num conjunto de medida total.
1Diz-se tambe´m que a medida µ e´ ergo´dica para f , ou que o sistema dinaˆmico (f, µ) e´ ergo´dico.
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Da definic¸a˜o acima apresentada de dinaˆmica ergo´dica na˜o e´ feita qualquer refereˆncia a`
possibilidade de existir mais do que uma medida de probabilidade invariante, mas alguns
exemplos de sistemas dinaˆmicos existem que respondem afirmativamente a essa questa˜o.
Dessa forma, e´ pertinente perguntar quais os sistemas que sa˜o ergo´dicos mas apenas
relativamente a uma u´nica medida de probabilidade invariante.
Definic¸a˜o 2.12. Uma transformac¸a˜o f : X → X diz-se unicamente ergo´dica se admite
exactamente uma probabilidade invariante.
O seguinte teorema vai apresentar uma caracterizac¸a˜o das transformac¸o˜es unicamente
ergo´dicas.
Teorema 2.5. A transformac¸a˜o f : X → X e´ unicamente ergo´dica se e somente se,














Pode-se mostrar que, se uma transformac¸a˜o e´ unicamente ergo´dica, enta˜o, a sua prob-
abilidade invariante e´ ergo´dica.
No que se segue, vamos introduzir duas outras propriedades dos sistemas dinaˆmicos,
nomeadamente, a transitividade e a propriedade de ser do tipo mixing 2. De notar que
existem variac¸o˜es destas mesmas propriedades, tais como transitividade total, fracamente
mixing , mas no´s na˜o as vamos introduzir aqui.
Definic¸a˜o 2.13. Um sistema dinaˆmico topolo´gico (X, f) diz-se transitivo se e somente
se, para todos os conjuntos abertos U e V , existe n > 0 tal que, f−nU ∩ V 6= ∅.
O resultado seguinte apresenta uma forma um pouco mais fa´cil, uma vez que passa
pela existeˆncia de uma o´rbita com certas caracter´ısticas, para se evidenciar que uma
determinada dinaˆmica e´ transitiva.
Teorema 2.6. Seja X um espac¸o me´trico compacto sem qualquer ponto isolado e seja
f : X → X uma transformac¸a˜o cont´ınua. Enta˜o, existe uma o´rbita densa se e somente
se (X, f) e´ um sistema transitivo.
2Que, por simplicidade, passaremos a escrever apenas mixing .
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Como referimos anteriormente, uma outra das propriedades de interesse no estudo dos
sistema dinaˆmicos e´ a propriedade mixing . Daremos aqui a versa˜o topolo´gica e men-
sura´vel deste conceito.
Definic¸a˜o 2.14. Seja (X, f) um sistema dinaˆmico topolo´gico. Diz-se que este sistema
e´ topologicamente mixing se, para quaisquer conjuntos abertos na˜o-vazios U e V , existe
um nu´mero inteiro N tal que, para todo n ≥ N , se verifica f−nU ∩ V 6= ∅.
O resultado seguinte estabelece uma hierarquia entre estes conceitos.
Teorema 2.7. Seja (X, f) um sistema dinaˆmico topolo´gico. Se o sistema (X, f) e´
mixing, enta˜o, ele e´ transitivo.
Definic¸a˜o 2.15. Seja f uma transformac¸a˜o que preserva a medida num espac¸o de pro-
babilidade (X, α, µ). A transformac¸a˜o f diz-se mixing se, para quaisquer A e B ∈ α,





f−nA ∩B) = µ (A)µ (B) .
A relac¸a˜o entre estas duas propriedades, ergodicidade e mixing , e´ dada pelo seguinte
resultado.
Teorema 2.8. Seja f : X → X uma transformac¸a˜o que preserva a medida µ. Enta˜o,
sa˜o equivalentes as seguintes afirmac¸o˜es:
1. µ e´ ergo´dica;







µ(f−iA ∩B) = µ(A)µ(B).
A partir deste resultado pode-se deduzir que uma transformac¸a˜o mixing e´ ergo´dica. Con-
tudo, o inverso nem sempre e´ verdadeiro, isto e´, uma transformac¸a˜o pode ser ergo´dica
sem ser mixing . Um exemplo desta situac¸a˜o e´ exactamente a rotac¸a˜o irracional Rα no
c´ırculo unita´rio S1, um exemplo da fam´ılia de dinaˆmicas no c´ırculo apresentada anteri-
ormente.
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Observac¸a˜o 2.2. Em [132], Sousa Ramos, apresenta uma classificac¸a˜o abrangente dos
sistemas ergo´dicos. Apesar de na˜o termos abordado alguns dos tipos ali referidos, a sua







Figura 2.1: Hierarquia dos sistemas ergo´dicos
O teorema seguinte da´ uma condic¸a˜o suficiente para uma transformac¸a˜o ser mixing .
Teorema 2.9. Seja (X,α, µ) um espac¸o de medida, f uma transformac¸a˜o que preserva
a medida µ e γ uma semi-a´lgebra que gera α. Se, para todo A,B ∈ γ,
lim
n→∞
µ(f−nA ∩B) = µ(A)µ(B),
enta˜o, temos que µ e´ mixing.
2.3 Alguns invariantes topolo´gicos nume´ricos
Como dissemos anteriormente, na classificac¸a˜o de dinaˆmicas usam-se propriedades, tais
como a ergodicidade, o tipo mixing , etc., mas tambe´m grandezas nume´ricas. Entre
essas grandezas nume´ricas a entropia3 tem um papel de grande destaque. Ha´ va´rios
3Sobre a qual o trabalho de Anatole Katok, [61], conte´m importantes informac¸o˜es histo´ricas.
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tipos de entropia, mas no´s vamos introduzir somente os conceitos de entropia me´trica
e de entropia topolo´gica, conceitos que, como veremos adiante, esta˜o relacionados por
um princ´ıpio variacional.
Segundo Lai-Sang Young, [142], a entropia me´trica foi introduzida por Andrei Kol-
mogorov, em 1959, o qual se tera´ inspirado na teoria de informac¸a˜o de Claude Shannon.
Como preparac¸a˜o para a definic¸a˜o da entropia me´trica, vamos de seguida introduzir
alguma notac¸a˜o.
Seja (X, α, µ) um espac¸o probabil´ıstico e f : X → X uma transformac¸a˜o que
preserva a medida µ e consideremos uma partic¸a˜o ν = {A1, A2, · · · , Ak} de X, i.e.,
tal que X =
k⋃
i=1




f−iA1, f−iA2, · · · , f−iAk
}
.
Se, dado um qualquer ponto x ∈ X, tivermos x ∈ Aj, diz-se que j e´ o ν-enderec¸o de x.
Por fim, dadas duas partic¸o˜es ν, η de X, vamos construir uma partic¸a˜o, ν ∨ η, dada por
ν ∨ η = {A ∩B : A ∈ ν, B ∈ η}.

























Observac¸a˜o 2.3. A grandeza H(ν), introduzida na definic¸a˜o acima, chama-se entropia
da partic¸a˜o ν em relac¸a˜o a` medida µ.
O ca´lculo da entropia e´ fa´cil no caso em que ν e´ uma partic¸a˜o geradora, pois, neste caso,
o Teorema de Kolmogorov-Sinai garante-nos imediatamente que hµ(f, ν) na˜o depende
da escolha da partic¸a˜o, donde
hµ(f) = hµ(f, ν).
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Recorde-se que uma partic¸a˜o ν se diz geradora sempre que
∞∨
i=0
f−iν gera a σ-a´lgebra α.
Esta definic¸a˜o e´ para a situac¸a˜o em que f na˜o e´ invert´ıvel, pois caso f seja invert´ıvel,
enta˜o, ν e´ geradora sempre que
∞∨
i=−∞
f−iν gera a σ-a´lgebra α.
Para o ca´lculo da entropia me´trica pode-se recorrer a` fo´rmula introduzida por Michael
Brin e Anatole Katok, [142], para a qual necessitamos da seguinte definic¸a˜o.
Definic¸a˜o 2.17. A bola dinaˆmica de tamanho n e raio ε em torno de um ponto x ∈ X
e´ o conjunto B(x, n, ε) dado por
B(x, n, ε) = {y ∈ X : d(f i(x), f i(y)) < , i = 0, 1, 2, · · · , n− 1}.
Sendo assim, podemos afirmar que:














No que se segue, vamos continuar com o conceito de entropia, mas desta vez num
enquadramento totalmente diferente.
A chamada entropia topolo´gica foi introduzida por Roy Adler, Alan Konheim e
Michael McAndrew, em 1965, [3], e baseia-se na noc¸a˜o de cobertura.
Definic¸a˜o 2.18. Seja X um espac¸o me´trico e α uma cobertura de X. O nu´mero da
cobertura α e´ a grandeza
N(α) = inf {#β : β ⊂ α e´ subcobertura de X} .
A entropia de α e´ enta˜o dada por
H(α) = logN(α).
Vamos introduzir as seguintes notac¸o˜es: dadas duas coberturas α, β de um espac¸o
me´trico, seja
α ∨ β = {A ∩B : A ∈ α,B ∈ β}
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eαn = α ∨ f−1α ∨ · · · ∨ f−n+1α.
para qualquer n ∈ N.
Definic¸a˜o 2.19. Dada uma func¸a˜o cont´ınua f : X → X, vamos chamar entropia de f
em relac¸a˜o a` cobertura α a






htop(f) = sup{h(f, α) : α e´ cobertura aberta finita de X}
chama-se entropia topolo´gica de f .
De seguida, enunciamos alguns resultados sobre a entropia topolo´gica.
Teorema 2.11. Seja βn uma sequeˆncia de coberturas finitas tais que os seus diaˆmetros,
diam βn, tendem para zero, quando n→∞. Enta˜o,
htop (f) = sup
n∈N
h (f, βn) = lim
n→∞
h (f, βn) .
Corola´rio 2.1. Se α e´ uma cobertura tal que lim
n→∞
diamαn = 0, enta˜o,
htop(f) = h(f, α).
Agora vamos introduzir a noc¸a˜o de entropia topolo´gica com base no conjunto gerador.
Definic¸a˜o 2.20. Seja f : X → X uma aplicac¸a˜o cont´ınua no espac¸o me´trico compacto
(X, d) e seja E ⊂ X. Dados ε > 0 e um inteiro positivo n, dizemos que E e´ um






B(x, n, ε) = {y ∈ X : d(f i(x), f i(y)) < , i = 0, 1, 2, · · ·n− 1}.
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Para cada par (n, ε), consideremos o nu´mero
S (n, ε) = inf {cardE : E ⊂ X e´ (n, ε) -gerador}








De seguida vamos introduzir a noc¸a˜o de entropia topolo´gica introduzida, de forma in-
dependente, por Rufus Bowen, em 1971, e Efim Dinaburg, um ano antes. Mas para tal
precisaremos de introduzir primeiro a definic¸a˜o de conjunto (n, ε)-separado.
Definic¸a˜o 2.21. Seja X um espac¸o me´trico compacto. Para ε > 0 e n ∈ N, diz-se que
E ⊂ X e´ um conjunto (n, ε)-separado se, para cada x, y ∈ E, existe i, satisfazendo
0 6 i 6 n, tal que
d
(
f i(x), f i(y)
)
> ε.
Para cada par (n, ε) introduza-se a seguinte grandeza:
N(n, ε) = sup{cardE : E ⊂ X e´ (n, ε)-separado}.
Enta˜o, e´ poss´ıvel demonstrar o seguinte resultado.
Teorema 2.13. Nas condic¸o˜es anteriores, e´ va´lida a igualdade










Estes dois conceitos de entropia, me´trica e topolo´gica, apesar de introduzidos em contex-
tos distintos, na˜o esta˜o de modo algum assim ta˜o separados. A relac¸a˜o entre a entropia
topolo´gica e a entropia me´trica e´ traduzida por um princ´ıpio variacional, descrito da
forma que se segue.








onde o supremo e´ calculado relativamente a todas as medidas de Borel probabil´ısticas
invariantes em relac¸a˜o a f .
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Como e´ natural, uma medida µ tal que htop (f) = hµ(f) diz-se uma medida maximal.
O conceito de entropia topolo´gica e´ um caso particular de um conceito mais geral,
chamado pressa˜o topolo´gica, que vamos introduzir a seguir.














Dada uma cobertura α de X, definimos a pressa˜o de ϕ, com respeito a` cobertura α,
como











onde o ı´nfimo e´ tomado sobre todas as subcoberturas τ de αn. A pressa˜o P (ϕ, f) de ϕ
e´ o supremo dos valores de P (ϕ, α) em relac¸a˜o a todas as coberturas abertas de X, ou
seja P (ϕ, f) = sup
α
P (ϕ, α). A func¸a˜o ϕ chama-se potencial.
Tem-se o seguinte teorema.
Teorema 2.15. Sejam ϕ, ψ ∈ C0(X) e c ∈ R. Enta˜o, sa˜o va´lidas as seguintes
afirmac¸o˜es:
1. P (0, f) = htop(f);
2. P (ϕ+ c, f) = P (ϕ, f) + c;
3. suponhamos que existe uma func¸a˜o limitada u : X → R tal que ϕ = ψ+u◦f−u
(diz-se que ϕ e´ cohomolo´gica a ψ). Enta˜o, temos que P (ϕ, f) = P (ψ, f).
Como vimos anteriormente, e´ poss´ıvel estabelecer um princ´ıpio variacional ligando a
entropia topolo´gica e a entropia me´trica. Coloca-se enta˜o a questa˜o de saber se existe
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um princ´ıpio ana´logo para a pressa˜o topolo´gica. Para esse fim, vamos introduzir a noc¸a˜o
de pressa˜o de uma medida µ em relac¸a˜o a ϕ como sendo o nu´mero
Pµ(ϕ) = hµ(f) +
∫
ϕdµ.
Tem-se enta˜o o seguinte princ´ıpio variacional.
Teorema 2.16. Seja = o conjunto das probabilidades invariantes para uma trans-
formac¸a˜o cont´ınua f : X → X e ϕ : X → R uma func¸a˜o cont´ınua, onde X e´ um
espac¸o compacto. Enta˜o,










Definic¸a˜o 2.23. Uma medida invariante µϕ tal que
hµϕ(f) +
∫
ϕdµϕ = P (ϕ, f)
diz-se um estado de equil´ıbrio para o potencial ϕ.
2.4 Equivaleˆncia de dinaˆmicas
Conforme foi dito anteriormente, um dos problemas da teoria dos sistemas dinaˆmicos e´
decidir se dois sistemas dinaˆmicos diferem ou na˜o entre si. Para o estudo deste problema
introduzem-se grandezas nume´ricas, caracter´ısticas qualitativas ou estruturas alge´bricas,
os chamados invariantes, em relac¸a˜o a isomorfismos entre sistemas dinaˆmicos. A seguinte
definic¸a˜o foi retirada de [132].
Definic¸a˜o 2.24. Sejam f : X → X e g : Y → Y func¸o˜es cont´ınuas dos espac¸os
me´tricos X e Y . Dizemos que f e´ topologicamente equivalente a g se existe um
homeomorfismo h : X → Y , com h ◦ f = g ◦ h.
Neste caso, diz-se tambe´m que f e g sa˜o topologicamente conjugados e que h e´ uma
conjugac¸a˜o topolo´gica entre f e g.
Observac¸a˜o 2.4. Como facilmente se reconhece, a conjugac¸a˜o topolo´gica preserva o
nu´mero de pontos perio´dicos das dinaˆmicas em causa, uma vez que leva pontos perio´dicos
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de um sistema para pontos perio´dicos no outro sistema. Mais ainda, tambe´m a existeˆncia
de o´rbitas densas e´ uma propriedade partilhada por dinaˆmicas conjugadas, uma vez que
a conjugac¸a˜o topolo´gica tambe´m leva qualquer ponto com uma o´rbita densa em um
ponto com uma o´rbita densa no outro sistema.
Definic¸a˜o 2.25. Sejam (X,α, µ) e (Y, β, ν) dois espac¸os de probabilidades e f : X →
X e g : Y → Y transformac¸o˜es que preservam a medida. Diz-se que f e´ isomo´rfica,
ou equivalente a g, se existem conjuntos A ∈ α e B ∈ β tais que µ(A) = ν(B) = 1,
f (A) ⊂ A, g (B) ⊂ B e existe uma transformac¸a˜o ϕ : A→ B, que preserva a medida ,




= ν(C), para todo C ⊂ B mensura´vel, com ϕf(x) = gϕ(x),
para todo x ∈ A.
A ana´lise das caracter´ısticas de uma dinaˆmica pode ser uma tarefa extremamente compli-
cada. Contudo, em certos casos, existe uma te´cnica que permite simplificar esse estudo
de uma forma incr´ıvel. No cap´ıtulo que se segue, iremos abordar essa forma de estudar





Actualmente, reconhece-se que a dinaˆmica simbo´lica teve a sua origem nos trabalhos de
Jacques Hadamard e Hedlund Morse, ver [140]1, como uma importante ferramenta para
analisar sistemas dinaˆmicos, na medida em que se trata de uma perspectiva simplificadora
da dinaˆmica em causa.
Os me´todos usados em dinaˆmica simbo´lica teˆm-se desenvolvido ao longo do tempo e,
ja´ ha´ algum tempo, esta conquistou um lugar pro´prio dentro desta a´rea da Matema´tica,
tendo-se tornado, inclusive´, uma a´rea de grande actividade de investigac¸a˜o.
A ideia fundamental da dinaˆmica simbo´lica como te´cnica matema´tica passa por,
dado um sistema dinaˆmico (X, f), sermos capazes de particionar o espac¸o de fases X
em regio˜es a serem visitadas pelo itinera´rio fn(x), para qualquer x ∈ X. A cada regia˜o
e´ enta˜o associado um s´ımbolo, escolhido de um alfabeto, e na o´rbita
Of (x) = {fn(x), n ∈ N0}
substitui-se cada valor nume´rico fn pelo correspondente s´ımbolo da regia˜o visitada,
resultando assim uma sequeˆncia infinita de s´ımbolos do alfabeto. Desta forma, em lugar
de estudarmos o conjunto de todas as o´rbitas admitidas pela dinaˆmica, vamos passar a
estudar as correspondentes sequeˆncias de s´ımbolos.
Para fixar a notac¸a˜o, vamos comec¸ar por introduzir as dinaˆmicas que resultam dessa
estrate´gia simplificadora, ou seja, os sistemas dinaˆmicos (puramente) simbo´licos.
1Pensamos ser importante tambe´m o trabalho [24], uma vez que apresenta um ponto de vista um
pouco diferente sobre a origem da dinaˆmica simbo´lica.
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3.1 Sistemas dinaˆmicos simbo´licos
Apesar da sua simplicidade, os sistemas dinaˆmicos (puramente) simbo´licos assumem
alguma importaˆncia na Teoria dos Sistemas Dinaˆmicos.
Consideremos um conjunto de n s´ımbolos A. Porque na˜o tem importaˆncia que
s´ımbolos estamos a usar, mas apenas o seu nu´mero, e´ pra´tica comum fazer
A = {1, 2, · · · , n} .
Este conjunto A e´ chamado o alfabeto. Ao contra´rio dos outros sistemas, neste caso
na˜o e´ usual especificar uma transformac¸a˜o do alfabeto nele pro´prio, mas sim o conjunto
de todas as o´rbitas, que neste caso sa˜o sequeˆncias de s´ımbolos de A, admitidos pela
hipote´tica dinaˆmica, conjunto esse habitualmente denotado por Σ ⊂ AN. Para auxiliar o
estudo das dinaˆmicas deste tipo de sistemas, e´ habitual introduzir uma me´trica no espac¸o
das sequeˆncias simbo´licas Σ a partir da seguinte me´trica no alfabeto: para quaisquer
s´ımbolos si, sj ∈ A, vamos dizer que
d(si, sj) =
{
0 se i 6= j
1 se i = j ,
isto e´, d(si, sj) = 1 − δij, onde por δij se denota o habitual s´ımbolo de Kronecker.
Esta me´trica determina uma topologia em A e, nesta topologia, prova-se que A e´ um
espac¸o compacto. Assim sendo, o Teorema de Tychonoff diz-nos enta˜o que o espac¸o
Σn = A
N, de todas as sequeˆncias simbo´licas de elementos de A, e´ tambe´m compacto








gera a topologia em Σn.
Quando, no cap´ıtulo anterior, introduzimos os conceitos mais ba´sicos de sistemas
dinaˆmicos, distinguimos treˆs tipos de o´rbita de pontos do sistema, isto e´, treˆs tipos
diferentes de dinaˆmicas. Como vamos ver, na˜o e´ de todo dif´ıcil trazer essa identificac¸a˜o
para os sistemas dinaˆmicos (puramente) simbo´licos, mas para isso necessitamos de in-
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troduzir o conceito de aplicac¸a˜o deslocamento2.
Definic¸a˜o 3.1. A aplicac¸a˜o σ : Σn → Σn que a cada sequeˆncia x = x1x2x3 · · · de Σn
faz corresponder a sequeˆncia σ(x) = x2x3 · · · de Σ, chama-se aplicac¸a˜o deslocamento.
Como se entende facilmente, a aplicac¸a˜o sucessiva de σ corresponde a` passagem do
tempo, no sentido em que, se entendermos x = x1x2 · · · como uma dinaˆmica iniciada
num certo instante t = 0, enta˜o, a sequeˆncia σk(x) corresponde a` dinaˆmica anterior
passados k instantes de tempo.
De seguida vamos ver como e´ poss´ıvel recuperar os comportamentos identificados
anteriormente para este novo contexto.
Definic¸a˜o 3.2. Uma sequeˆncia x ∈ Σ diz-se:
1. perio´dica, se existe p ∈ N tal que σpx = x; ao menor inteiro que verifica esta
propriedade chama-se per´ıodo de x;
2. pre-perio´dica, ou eventualmente perio´dica, se existe p ∈ N tal que σk+px = σkx,
para algum k ∈ N.
3. aperio´dica, se na˜o verifica nenhum dos dois casos anteriores.
Como vemos, aquilo que foi formalizado acima significa que uma dinaˆmica sera´ consid-
erada perio´dica sempre que for exactamente igual a` dinaˆmica passados p instantes de
tempo. Vejamos agora alguns exemplos de sistemas dinaˆmicos (puramente) simbo´licos.
Exemplo 4. Consideremos o alfabeto com dois s´ımbolos, A = {1, 2}, e seja a dinaˆmica
cujo conjunto de o´rbitas, Σ, e´ dado por quaisquer sequeˆncias dos s´ımbolos 1 e 2, mas
sem que o primeiro se repita. Como facilmente se constata, esta dinaˆmica admite um
u´nico ponto fixo, a sequeˆncia constante
2 2 2 2 2 · · · = (2)∞.
2Do ingleˆs shift.
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Por outro lado, a restric¸a˜o indicada significa tambe´m que a dinaˆmica admite um u´nico
ciclo de per´ıodo 3, ou seja, treˆs o´rbitas perio´dicas de per´ıodo 3, a saber,
1 2 2 1 2 2 1 2 2 · · · = (1 2 2)∞,
2 2 1 2 2 1 2 2 1 · · · = (2 2 1)∞,
2 1 2 2 1 2 2 1 2 · · · = (2 1 2)∞.
Tambe´m na˜o e´ dif´ıcil apresentar um exemplo de uma dinaˆmica pertencente a Σ corre-
spondente a um comportamento eventualmente perio´dico, neste caso, relativamente a`
u´nica o´rbita perio´dica de per´ıodo 2 admitida,
2 2 1 2 2 2 1 2 1 2 1 2 · · · = 22 1 2 2 2 (1 2)∞
O modo como e´ representada a o´rbita no lado direito da igualdade pretende destacar a
primeira parte transiente, 2 2 1 2 2 2, relativamente ao ciclo (1 2) que se segue e depois
se repete indefinidamente. Para terminar, vamos mostrar que Σ tem tambe´m dinaˆmicas
com comportamento aperio´dico.
Consideremos a sequeˆncia de s´ımbolos onde vamos ver aparecer subsequeˆncias de
s´ımbolos 2, de comprimento sucessivamente maior, separadas por um s´ımbolo 1,
2 1 2 2 1 2 2 2 1 2 2 2 2 1 2 2 2 2 2 1 2 · · · .
Pela sua construc¸a˜o, na˜o existe qualquer du´vida que, na˜o so´ esta dinaˆmica pertence a Σ,
mas tambe´m que esta nunca revelara´ um comportamento perio´dico ou eventualmente
perio´dico, sendo, por isso, uma dinaˆmica claramente aperio´dica.
O sistema dinaˆmico considerado acima foi definido com base numa restric¸a˜o que de-
pende apenas do elemento da sequeˆncia simbo´lica imediatamente anterior. Contudo,
e´ poss´ıvel construir sistemas simbo´licos mais complicados, sistemas em que a restric¸a˜o
que o caracteriza reclame a memo´ria de um determinado nu´mero de s´ımbolos.
Exemplo 5. Consideremos o sistema dinaˆmico das sequeˆncias de s´ımbolos Σ do alfabeto
A = {1, 2, 3} tal que, nenhuma sequeˆncia de Σ pode ter uma subsequeˆncia constante
de comprimento igual a 10. Como podemos perceber pela sua definic¸a˜o, o crite´rio para
26
decidir se uma determinada sequeˆncia de s´ımbolos de A pertence ou na˜o a Σ pode passar
por ser necessa´rio recordar quais foram os nove s´ımbolos anteriores a um determinado.
Como se verifica facilmente, este sistema na˜o admite qualquer ponto fixo, mas, con-
trariamente ao exemplo anterior, todas as possibilidades de formar sequeˆncias perio´dicas,
de per´ıodo inferior a 10, com os treˆs elementos de A, sa˜o dinaˆmicas de Σ. Por outras
palavras, este sistema admite seis dinaˆmicas perio´dicas de per´ıodo 2, vinte e quatro de
per´ıodo 3, setenta e duas dinaˆmicas perio´dicas de per´ıodo 4, etc..
De seguida passaremos a discutir a introduc¸a˜o de sistemas dinaˆmicos simbo´licos como
representantes mais simples de dinaˆmicas num espac¸o de fases X, introduzindo um
caso muito especial, onde essas duas entidades, sistema dinaˆmico e o seu representante
simbo´lico, sa˜o praticamente indistintas.
3.2 Transformac¸o˜es β do intervalo
Nesta secc¸a˜o vamos introduzir um tipo de dinaˆmicas no intervalo unita´rio que tem associ-
ado, de forma extremamente natural, um co´digo simbo´lico. Trata-se das transformac¸o˜es
β do intervalo, cujo estudo foi iniciado por Alfre´d Re´nyi, [109], e William Parry, [96].
Uma transformac¸a˜o β do intervalo e´ uma generalizac¸a˜o, para qualquer real β > 1,
da representac¸a˜o de um nu´mero numa dada base, cujos exemplos mais conhecidos sa˜o
a habitual expansa˜o na base 10 e a expansa˜o na base 2, esta u´ltima muito usada nos
computadores. Como vamos poder ver ja´ de seguida, a dinaˆmica de um ponto esta´
intimamente ligada a uma sequeˆncia simbo´lica, definida a partir de uma codificac¸a˜o de
certos subintervalos. Trata-se, portanto, de um na˜o muito comum exemplo em que a
escrita e a dinaˆmica do ponto inicial x0 sa˜o basicamente a mesma. Segue-se a definic¸a˜o
da transformac¸a˜o beta.
Definic¸a˜o 3.3. Dado um qualquer nu´mero real β > 1, chama-se transformac¸a˜o β do
intervalo unita´rio [0, 1) a` aplicac¸a˜o fβ : [0, 1) → [0, 1) que a todo x ∈ [0, 1) faz
corresponder β x− bβ xc.
27
Observac¸a˜o 3.1. Na expressa˜o da transformac¸a˜o β por no´s escolhida e´ usada a func¸a˜o
bxc, que a todo x faz corresponder o maior inteiro menor que x. Uma forma equivalente
de apresentar uma transformac¸a˜o β do intervalo unita´rio passa pela expressa˜o
fβ(x) = β x mod 1.
Como podemos concluir da sua definic¸a˜o, o gra´fico de uma transformac¸a˜o beta consiste
em bβc+ 1 pedac¸os, cada um dos quais corresponde a um subintervalo de crescimento
da func¸a˜o fβ. Na figura seguinte e´ representada a transformac¸a˜o para β = 4.52, sendo
enta˜o vis´ıveis os seus 5 subintervalos de monotonia.







A dinaˆmica simbo´lica da transformac¸a˜o beta esta´ ligada a um subshift do shift completo
relativo a um alfabeto com bβc + 1 s´ımbolos. Coube a Parry, [96], a caracterizac¸a˜o
deste subshift ao descrever as sequeˆncias que dele fazem parte.
No caso das transformac¸o˜es β do intervalo, e´ habitual abrir uma excepc¸a˜o e apre-
sentar o conjunto de todas as sequeˆncias escritas da seguinte forma:
Σbβc = {0, 1, · · · bβc}N.
A justificac¸a˜o para a escolha do s´ımbolo 0 sera´ evidente, ja´ adiante.
Do conjunto Σbβc vamos escolher os elementos dinamicamente significativos, isto
e´, aquelas sequeˆncias constru´ıdas a partir da o´rbita de algum ponto do intervalo. Por
outras palavras, vamos considerar as sequeˆncias ε = ε1ε2 · · · ∈ Σbβc tais que existe um
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ponto x ∈ [0, 1) cuja dinaˆmica satisfaz a igualdade
εk = bβfk−1β (x)c, k ∈ N,
Cada uma destas sequeˆncias assim associada a um ponto x do intervalo [0, 1), chama-
se a β-expansa˜o de x. Fixado um valor para β, vamos representar o conjunto das
β-expanso˜es dos pontos de [0, 1) por Xbβc.
Observac¸a˜o 3.2. Veja-se que a codificac¸a˜o proposta significa marcar os pontos de cada
um dos bβc+1 subintervalos de monotonia de fβ com um s´ımbolo diferente, a comec¸ar
em 0 e, naturalmente, a acabar em bβc.
Observac¸a˜o 3.3. E´ muito fa´cil concluir que a sequeˆncia formada unicamente pela
repetic¸a˜o do s´ımbolo 0 pertence a Xbβc, qualquer que seja a nossa escolha para β.
Efectivamente, trata-se da sequeˆncia simbo´lica associada ao ponto x = 0.
Consideremos a aplicac¸a˜o piβ : Σbβc → R definida por






De seguida vamos introduzir a func¸a˜o dβ : [0, 1)→ Xbβc que a cada ponto x do intervalo
[0, 1) faz corresponder a sua β-expansa˜o ε. Note-se que estas duas aplicac¸o˜es satisfazem
piβ ◦ dβ(x) = x , x ∈ [0, 1).
Defina-se o shift completo σ sobre Σbβc:
σ : Σ+[β] → Σbβc
σ : (ε1ε2 . . .)→ (ε2ε3 . . .)
A restric¸a˜o de σ ao conjunto Xbβc esta´ bem definida, pois Xbβc e´ σ-invariante, ou seja,
σ(ε) ∈ Xbβc para qualquer ε ∈ Xbβc. Tem-se o seguinte resultado:
Teorema 3.1. O sistema dinaˆmico (Xbβc, σ) e´ semi-conjugado ao sistema ([0, 1), fβ).








e´ comutativo, isto e´ piβ ◦ σ = fβ ◦ piβ.
Observac¸a˜o 3.4. Este resultado significa que as o´rbitas dos pontos do intervalo [0, 1),
sob a aplicac¸a˜o fβ, esta˜o em correspondeˆncia un´ıvoca com as sequeˆncias de Xbβc, sob
a acc¸a˜o de σ.
Como dissemos ja´ anteriormente, a caracterizac¸a˜o das sequeˆncias de Xbβc foi obtida por
Parry, em [96]. Porque esta caracterizac¸a˜o envolve o conceito de supremo lexicogra´fico,
precisamos de algum trabalho preparato´rio. Comecemos enta˜o por definir o conceito de
ordem lexicogra´fica.
Definic¸a˜o 3.4. Dadas duas sequeˆncias ε = (ε1ε2 · · · ) e ν = (ν1ν2 · · · ) de nu´meros
inteiros, dizemos que ε e´ lexicograficamente menor que ν, e escrevemos ε <lex ν se, e
somente se, εm < νm, com m = min{k ∈ N : εk 6= νk}.
O resultado seguinte diz-nos que a habitual ordem sobre o intervalo [0, 1) e´ preservada
pela ordem lexicogra´fica.
Teorema 3.2. Sejam x, y dois nu´meros no intervalo [0, 1) e dβ(x), dβ(y) as respectivas
β-expanso˜es. Enta˜o, tem-se a seguinte equivaleˆncia:
x < y ⇐⇒ dβ(x) <lex dβ(y).
Por fim, necessitamos de estudar a representac¸a˜o do nu´mero 1. Como facilmente se
observa, inclusivamente pelo gra´fico da transformac¸a˜o β = 4.52 apresentado acima, a
β-expansa˜o do ponto x = 1 na˜o e´ u´nica, pelo que precisamos de nos deter um pouco
mais sobre este caso. Para comec¸ar denotemos a β-expansa˜o de 1 como se segue.
dβ(1) = bβfk−1β (1)c = δ1δ2δ3 · · · δk.
Como e´ natural, esta expansa˜o pode ser finita ou infinita, de acordo com a seguinte
convenc¸a˜o: vamos dizer que ela e´ finita se existe m ∈ N tal que, todos os s´ımbolos δk
em dβ(1) = δ1δ2δ3 · · · se anulam para k ≥ m + 1; caso contra´rio, a expansa˜o diz-se
infinita.
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Ainda antes de enunciarmos o teorema de Parry, e´ forc¸oso introduzir a seguinte
notac¸a˜o: vamos representar por δ1δ2 · · · δm a sequeˆncia que consiste na repetic¸a˜o3 infinita
do conjunto δ1δ2 · · · δm de nu´meros inteiros. E´ va´lido o seguinte teorema.
Teorema 3.3. Se dβ(1) e´ uma sequeˆncia infinita, o supremo lexicogra´fico de Xbβc e´
exactamente igual a dβ(1). Caso contra´rio, existe m ∈ N tal que dβ(1) = δ1δ2 · · · δm0
e enta˜o o supremo lexicogra´fico de Xbβc e´ igual a δ1δ2 · · · δm.
Denotando por ω = ω1ω2ω3 · · · o supremo lexicogra´fico de Xbβc, a descric¸a˜o dos ele-
mentos de Xbβc pode enta˜o ser dada pelo seguinte teorema, apresentado por Parry em
[96].
Teorema 3.4. Uma sequeˆncia ε ∈ Σbβc e´ a β-expansa˜o de um nu´mero x ∈ [0, 1) se e
somente se
σk(ε) 6lex ω, k ∈ N0.
Por outras palavras, os elementos do conjunto das β-expanso˜es dos pontos do intervalo
[0, 1) permite a seguinte caracterizac¸a˜o:
Xbβc =
{
ε ∈ Σbβc : σk(ε) 6lex ω, k ∈ N0
}
.
O problema da equivaleˆncia topolo´gica das transformac¸o˜es β do intervalo foi ja´ resolvido,
tendo sido poss´ıvel mostrar que a entropia topolo´gica e´, neste caso, um invariante com-
pleto. Por outras palavras, a entropia topolo´gica vai distinguir as transformac¸o˜es β
topologicamente na˜o equivalentes. De seguida, apresentamos os dois resultados que
respondem a essa questa˜o.
Teorema 3.5. A entropia topolo´gica de uma transformac¸a˜o β do intervalo fβ e´ dada
por
htop(fβ) = log β.
Teorema 3.6. Duas transformac¸o˜es β do intervalo fβ, fβ′sa˜o topologicamente equiva-
lentes se, e somente se, β = β′.
3Ou seja, a concatenac¸a˜o sucessiva da sequeˆncia de m s´ımbolos.
31
Observac¸a˜o 3.5. Em 1996, Leopold Flatto e Jeffrey C. Lagarias resolveram a questa˜o
da equivaleˆncia topolo´gica para uma fam´ılia de aplicac¸o˜es no intervalo, as chamadas
transformac¸o˜es (β, α) do intervalo,
fβ,α(x) = βx+ α mod 1,
onde β ∈ (1, 2], α ∈ [0, 1). Flatto e Lagarias mostraram enta˜o, [44], que duas trans-
formac¸o˜es (β, α) do intervalo fβ,α, fβ′,α′ sa˜o topologicamente equivalentes se, e somente
se, sa˜o va´lidas as igualdades
β = β′
α = 2− α′ − β′.
Uma certa classe de sistemas dinaˆmicos (puramente) simbo´licos permite uma caracter-
izac¸a˜o alge´brica das suas dinaˆmicas, o que implicou imediatamente a possibilidade de
utilizac¸a˜o de te´cnicas bastante elaboradas. Por isso, esses sistemas ocupam um lugar de
grande destaque.
3.3 Subshifts do tipo finito
Como se compreende facilmente, tornou-se habitual designar o sistema dinaˆmico (pura-
mente) simbo´lico (Σn, σ) de todas as sequeˆncias de s´ımbolos do alfabetoA = {1, 2, · · · , n}
por shift completo4. Se se restringir a aplicac¸a˜o σ a um subconjunto Σ de Σn, fechado
e σ-invariante, isto e´, tal que, para todo x ∈ Σ, se tenha σ(x) ∈ Σ, dizemos que o
sistema dinaˆmico (Σ, σ) e´ um subshift.
Dentro da classe dos subshifts, destacam-se os subshifts do tipo finito5, ou as cadeias
de Markov topolo´gicas, assim designados devido a` sua analogia com as cadeias de Markov
probabil´ısticas. Essa importaˆncia vem do facto destes sistemas dinaˆmicos terem asso-
ciado uma matriz que, descrevendo todas as transico˜es poss´ıveis entre s´ımbolos do al-
fabeto, permite responder a`s questo˜es mais importantes relacionadas com as dinaˆmicas
admiss´ıveis, usando me´todos alge´bricos.
4Do ingleˆs full shift.
5Do ingleˆs, subshifts of finite type.
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A importaˆncia dos subshifts do tipo finito deriva na˜o so´ do seu valor intr´ınseco
como sistemas dinaˆmicos que teˆm problemas pro´prios, mas tambe´m da sua aplicac¸a˜o no
estudo de outros sistemas dinaˆmicos mais gerais, atrave´s de te´cnicas que sera˜o descritas
no pro´ximo cap´ıtulo. Podemos mesmo dizer que alguns resultados fundamentais dos
sistemas dinaˆmicos foram conseguidos primeiro para subshifts do tipo finito e so´ depois
estendidos para outros sistemas dinaˆmicos. Vejamos enta˜o o que sa˜o os subshifts do
tipo finito.
Fixemos um alfabeto A = {1, 2, · · · , n} e seja A = (aij) uma matriz quadrada de
ordem n, de elementos em {0, 1}. Consideremos o seguinte conjunto de sequeˆncias de
s´ımbolos de A:
XA = {x = (xi) ∈ Σn : axixi+1 = 1, i ∈ N} .
Um argumento muito simples permite mostrar que XA e´ σ-invariante, uma vez que os
crite´rios de admissibilidade de uma determinada sequeˆncia x ∈ XA sa˜o naturalmente
herdados pela sequeˆncia σ(x), validando assim a sua inclusa˜o em XA.
Definic¸a˜o 3.5. Seja A = {1, 2, · · · , n} um alfabeto e A = (aij) uma matriz quadrada
de ordem n, de elementos em {0, 1}. Chama-se subshift do tipo finito ao sistema
dinaˆmico simbo´lico (XA, σ), com
XA = {x = (xi) ∈ Σn : axixi+1 = 1, i ∈ N} .
Para salientar o modo como a matriz A condiciona as dinaˆmicas de XA, diz-se que A e´
a matriz de transic¸a˜o de (XA, σ).
E´ costume associar a` matriz A um grafo cujos ve´rtices sa˜o os elementos do alfabeto
A e onde as suas arestas sa˜o determinadas pelo seguinte: existe uma aresta a ligar dois
ve´rtices i, j ∈ A se e somente se aij = 1. Nesse sentido, uma dinaˆmica de (XA, σ) na˜o
e´ mais que um caminho de comprimento infinito no grafo dirigido.
Nesta ocasia˜o pensamos ser u´til determo-nos um pouco sobre o conceito de subshift
do tipo finito, particularmente a palavra finito. Para tal precisamos do conceito de
palavra admiss´ıvel para um subshift do tipo finito.
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Definic¸a˜o 3.6. Uma sequeˆncia de s´ımbolos [i0 · · · ik−1], onde cada ij ∈ A, chama-se
palavra admiss´ıvel de comprimento k para o subshift do tipo finito (XA, σ) se
ai`ri`+1 = 1,
para ` = 0, · · · , k − 2.
Relembrando a sua definic¸a˜o, podemos concluir facilmente que para um subshift do
tipo finito (XA, σ) o nu´mero de palavras proibidas em sequeˆncias de XA e´ sempre em
nu´mero finito, da´ı a sua caracterizac¸a˜o como de tipo finito. Damos de seguida um
primeiro exemplo de subshift do tipo finito para logo depois vermos um exemplo de um
sistema simbo´lico que na˜o e´ um subshift do tipo finito.







Neste caso, XA ⊂ Σ2, onde a matriz das transic¸o˜es nos revela de imediato que e´ poss´ıvel
passar do s´ımbolo 1 para o s´ımbolo 2, e vice-versa, e do s´ımbolo 2 para si pro´prio. Por
outras palavras, so´ na˜o e´ poss´ıvel passar de um s´ımbolo 1 para um s´ımbolo 2, uma vez
que a12 = 0. Constata-se assim que este sistema e´ exactamente aquele anteriormente
apresentado no Exemplo 4.
Um exemplo de um subshift que na˜o e´ do tipo finito e´ o chamado sistema par, introduzido
por Benjamim Weiss, em 1973.
Exemplo 7. Consideremos o alfabeto A = {1, 2} e o conjunto Σ ⊂ Σ2 das sequeˆncias
obtidas pela exclusa˜o de palavras da forma 2 1 · · · 1 2, onde o nu´mero de s´ımbolos 1
na palavra e´ ı´mpar. Como facilmente se percebe, o nu´mero de palavras proibidas neste
sistema na˜o e´ finito, logo, estamos perante um sistema que claramente na˜o e´ um subshift
de tipo finito.
Dado que no estudo dos subshifts de tipo finito, ou das Cadeias de Markov Topolo´gicas,
aparecem conceitos cuja origem remonta a` teoria das Cadeias de Markov Probabil´ısticas,
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achamos interessante fazer uma pequena incursa˜o por esta u´ltima, por forma a dar
alguma perspectiva aos conceitos que introduziremos depois.
Um processo de Markov e´ um processo estoca´stico {Xt} que satisfaz a` propriedade
markoviana descrita como
P (Xt+1 = j | X0 = k0, · · · , Xt−1 = kt−1, Xt = i) = P (Xt+1 = j | Xt = i),
para todo t = 0, 1, · · · e quaisquer estados i, j, k0, · · · , kt−1. As probabilidades condi-
cionais P (Xt+1 = j | Xt = i) sa˜o chamadas probabilidades de transic¸a˜o do estado i
para o estado j e, no caso em que, para todo i, se verifica
P (Xt+1 = j | Xt = i) = P (X1 = j | X0 = i),
diz-se que as probabilidades de transic¸a˜o sa˜o estaciona´rias, denotando-se enta˜o simples-
mente por pij.
De forma ana´loga, caso se tenha as igualdades
P (Xt+n = j | Xt = i) = P (Xn = j | X0 = i),
para t = 0, 1, 2, · · · , estaremos uma vez mais na presenc¸a de probabilidades de transic¸a˜o
estaciona´rias, mas agora do estado i para o estado j, em n-passos. Estas probabilidades
denotam-se habitualmente por p
(n)
ij .
Agora podemos introduzir a definic¸a˜o de uma Cadeia de Markov Probabil´ıstica.
Definic¸a˜o 3.7. Um processo estoca´stico {Xt} diz-se uma Cadeia de Markov Proba-
bil´ıstica com um nu´mero finito de estados, se
1. tem um nu´mero finito de estados;
2. e´ va´lida a propriedade markoviana;
3. as suas probabilidades de transic¸a˜o sa˜o estaciona´rias;
4. esta´ definido um conjunto de probabilidades (iniciais) P {X0 = i}, para todos os
estados i.
35
Supondo que o nu´mero dos estados e´ igual am, podemos construir uma matriz P = (pij)
quadrada, de ordem m, com as probabilidades de transic¸a˜o pij, matriz que e´ habitual
designar por matriz de transic¸a˜o da Cadeia de Markov Probabil´ıstica. Pela forma como e´
constru´ıda, sabemos que qualquer elemento nulo de P estabelece que uma dada transic¸a˜o
e´ um acontecimento imposs´ıvel. Mas mais do que isso, uma vez que, ainda por definic¸a˜o,
a transic¸a˜o de um estado qualquer para um outro e´ um acontecimento certo, pelo que
a soma dos elementos de cada uma da linhas da matriz P e´ necessariamente igual a
1. Resumindo, a matriz de transic¸a˜o de uma Cadeia de Markov Probabil´ıstica tem dois
tipos de elementos: aqueles que sendo nulos indicam uma impossibilidade, e todos os
outros que, por seu turno, esta˜o limitados pela probabilidade exactamente igual a um
do acontecimento certo. Estes dois aspectos registam o que ambos os tipos de cadeias
de Markov teˆm de comum e de diferente: um elemento nulo em qualquer das matrizes
de transic¸a˜o marca uma impossibilidade, mas na˜o existe qualquer restric¸a˜o a` soma por
linhas dos valores da matriz no caso topolo´gico. Por isso, neste caso, um valor diferente
de zero de um elemento da matriz, escolhido enta˜o por simplicidade igual a 1, regista
apenas uma possibilidade de transic¸a˜o, na˜o estabelecendo assim qualquer diferenc¸a entre
as possibilidades de transic¸a˜o.
De forma ana´loga, podemos construir uma matriz quadrada, ainda de ordem m, a
partir das probabilidades de transic¸a˜o em n passos, P (n) = (p
(n)
ij ), a chamada matriz de
transic¸a˜o em n passos.
Um dos aspectos mais importantes da teoria das Cadeias de Markov Probabil´ısticas
passa por uma diferenciac¸a˜o do comportamento dos seus estados. De seguida, vamos
introduzir uma classificac¸a˜o dos estados de uma Cadeia de Markov Probabil´ıstica onde,
naturalmente, a matriz de transic¸a˜o da cadeia vai assumir um papel fundamental.
O conceito de acessibilidade de um estado a partir de um outro ajuda a compreender
a noc¸a˜o de matriz irredut´ıvel. Assim, vamos introduzir a seguinte definic¸a˜o.





Se um estado i e´ acess´ıvel a partir de um estado j e, simultaneamente, esse mesmo
estado j e´ acess´ıvel a partir do estado i, diz-se que os dois estados comunicam entre si.
E´ poss´ıvel provar que a relac¸a˜o ”o estado i comunica com o estado j”e´ uma relac¸a˜o de
equivaleˆncia no conjunto dos estados da cadeia de Markov e particiona este em classes
de equivaleˆncia.
Definic¸a˜o 3.9. Seja {Xt} uma Cadeia de Markov Probabil´ıstica, com probabilidades de
transic¸a˜o pij. Enta˜o,
1. um estado i diz-se absorvente, se pii = 1;
2. o maior divisor comum di de todos os n ∈ N tais que p(n)ii > 0, chama-se per´ıodo
do estado i.
Observac¸a˜o 3.6. Uma vez que a soma por linhas dos elementos da matriz de transic¸a˜o
e´ necessariamente igual a 1, temos que um elemento pii = 1 imediatamente significa
que sa˜o nulos todos os outros da linha i. Deste modo, a u´nica transic¸a˜o poss´ıvel a partir
do estado i e´ o mesmo estado i, da´ı a designac¸a˜o estado absorvente.
Observac¸a˜o 3.7. Como sabemos, caso se tenha p(n)ii > 0 podemos concluir que e´
poss´ıvel voltar ao estado i, pouco importando o caminho, em n passos, assim como
em 2n, 3n, · · · passos. Deste modo, o maior divisor comum de todos os naturais k que
satisfazem p
(k)
ii > 0 diz-nos qual o comprimento do menor caminho que nos permite sair
do estado i e a ele voltar, sendo assim natural a designac¸a˜o per´ıodo do estado i.
Definic¸a˜o 3.10. Seja {Xt} uma Cadeia de Markov Probabil´ıstica, com probabilidades
de transic¸a˜o pij. Se di = 1, para todo i = 1, · · · ,m, enta˜o, diz-se que a Cadeia de
Markov Probabil´ıstica e´ aperio´dica.
Agora vamos introduzir um importante conceito no contexto das Cadeias de Markov
Probabil´ısticas.
Definic¸a˜o 3.11. Uma Cadeia de Markov Probabil´ıstica {Xt} diz-se irredut´ıvel se o seu
conjunto de estados consiste numa so´ classe de comunicac¸a˜o.
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Observac¸a˜o 3.8. Uma condic¸a˜o suficiente para que todos os estados comuniquem entre
si e´ a existeˆncia de um valor N ∈ N, que na˜o depende de i, nem de j, tal que p(n)ij > 0,
para todo n > N .
Os estados de uma Cadeia de Markov Probabil´ıstica podem ser ainda caracterizados em
termos de recorreˆncia, mas para tal precisamos de introduzir algumas notac¸o˜es.
Consideremos as seguintes grandezas:
f
(n)




Como podemos facilmente perceber, estas grandezas, f
(n)
ij , sa˜o as probabilidades que o
sistema, partindo do estado i, visite o estado j pela primeira vez no instante n e nunca








Definic¸a˜o 3.12. Um estado i de uma Cadeia de Markov Probabil´ıstica diz-se recorrente
se o processo, comec¸ando em i, retorna ao mesmo estado i com probabilidade igual a
1, ou seja, se f ∗ii = 1. Caso f
∗
ii < 1, enta˜o o estado i diz-se transiente.
O seguinte teorema caracteriza a recorreˆncia e a transieˆncia em termos das probabilidades
de transic¸a˜o p
(n)
ii . Mas, ainda antes, seja
Qij = P {Xm = j para um nu´mero infinito de m′s | X0 = i} .
Teorema 3.7. Se um estado i de uma Cadeia de Markov Probabil´ıstica e´ recorrente,


















ii = 1. Isto significa que os
f
(n)
ii definem uma distribuic¸a˜o de probabilidades para a varia´vel aleato´ria ”tempo do
















Se todos os estados de uma Cadeia de Markov Probabil´ıstica forem recorrentes positivos
enta˜o, a cadeia diz-se recorrente positiva e, no caso em que todos os estados sejam
recorrentes nulos, a cadeia chama-se recorrente nula.
Teorema 3.8. Um estado recorrente i de uma Cadeia de Markov Probabil´ıstica e´ recor-





Esta foi a breve apresentac¸a˜o das Cadeias de Markov Probabil´ısticas que nos pareceu
interessante recordar antes de apresentar os conceitos equivalentes no contexto das
Cadeias de Markov Topolo´gicas, isto e´, onde os elementos da matriz de transic¸a˜o na˜o
expressam probabilidades de acontecimentos mas algo muito mais simples, apenas uma
possibilidade de ocorreˆncia.
Consideremos um subshift do tipo finito (XA, σ), com A = (aij) a sua matriz de
transic¸a˜o.
Definic¸a˜o 3.14. Uma matriz A = (aij) quadrada, de ordem n, com aij ≥ 0, para cada
i e j, chama-se:
1. irredut´ıvel, se para cada par (i, j) existe n ∈ N tal que a(n)ij > 0, onde por a(n)ij se
denota o elemento (i, j) da matriz An;
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2. primitiva, ou aperio´dica, se existe N ∈ N tal que a(n)ij > 0, para todo o n > N ,
para quaisquer i, j.
Definic¸a˜o 3.15. Seja dada uma matriz A = (aij) quadrada, de ordem n, com aij ≥ 0.
Para um ı´ndice i fixo defina-se a grandeza







O nu´mero p (i) chama-se per´ıodo do ı´ndice i.
Como facilmente se reconhece, caso a matriz A seja uma matriz irredut´ıvel, tem-se
que o per´ıodo p(i) na˜o depende do ı´ndice i, isto e´, p = p(i) e´ o mesmo para todo
i = 1, 2, · · · , n. Sendo assim, diz-se que p = p(i) e´ o per´ıodo da matriz A. Note-se
tambe´m que, de acordo com a definic¸a˜o acima apresentada, uma matriz primitiva e´ uma
matriz irredut´ıvel de per´ıodo 1.
Como foi anunciado logo na sua apresentac¸a˜o, para os subshifts do tipo finito e´
muito fa´cil estabelecer uma relac¸a˜o entre a sua dinaˆmica e caracter´ısticas da sua matriz
de transic¸a˜o. Esse resultado e´ expresso pelo seguinte teorema:
Teorema 3.9. Seja A a matriz de transic¸a˜o de um subshift do tipo finito (XA, σ).
Enta˜o, temos que:
1. o sistema (XA, σ) e´ transitivo se, e somente se, a matriz A e´ irredut´ıvel;
2. o sistema (XA, σ) e´ topologicamente mixing se, e somente se, a matriz A e´
primitiva.
Uma generalizac¸a˜o natural dos shifts obte´m-se quando se consideram sistemas dinaˆmicos
simbo´licos relativamente a um alfabetoA com um nu´mero infinito numera´vel de s´ımbolos.
Estes sistemas dinaˆmicos simbo´licos, com um alfabeto infinito numera´vel, que ainda
sera˜o introduzidos num outro cap´ıtulo, teˆm a sua importaˆncia no estudo de dinaˆmicas
parcialmente hiperbo´licas, por exemplo.
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3.4 Classificac¸a˜o das cadeias de Markov topolo´gicas
Como afirma´mos no final do cap´ıtulo anterior, um problema fundamental no estudo de
uma classe de sistemas dinaˆmicos passa pela identificac¸a˜o daquelas que sa˜o dinamica-
mente equivalentes.
A classificac¸a˜o das Cadeias de Markov Topolo´gicas (XA, σ) teve o seu in´ıcio com o
trabalho Classification of subshifts of finite type, publicado em 1973, por R. Williams,
[139]. Para tal, Williams comec¸ou por introduzir uma relac¸a˜o de equivaleˆncia entre
matrizes inteiras, na˜o negativas.
Definic¸a˜o 3.16. Sejam A e B matrizes inteiras, na˜o negativas. Enta˜o A e B dizem-se
fortemente equivalentes shift se existirem matrizes inteiras, na˜o-negativas U1, · · · , Uk e
V1, · · · , Vk, para as quais e´ satisfeita a seguinte cadeia de igualdades:
A = U1 V1 ;
V1 U1 = U2 V2 ;
...
Vk−1 Uk−1 = Uk Vk ;
Vk Uk = B .
Por fim, mostrou que esta relac¸a˜o entre matrizes correspondia a` classificac¸a˜o topolo´gica
das cadeias de Markov topolo´gicas, provando o seguinte resultado.
Teorema 3.10. Duas Cadeias de Markov Topolo´gicas (XA, σ), (XB, σ) sa˜o topologica-
mente equivalentes se, e somente se, as correspondentes matrizes de transic¸a˜o A e B
sa˜o fortemente equivalentes shift.
Contudo, tendo imediatamente a percepc¸a˜o da dificuldade que a arbitrariedade de k
introduz na capacidade de decidir se duas cadeias de Markov topolo´gicas sa˜o, ou na˜o,
efectivamente topologicamente equivalentes, Williams introduziu, ainda no mesmo tra-
balho, uma segunda relac¸a˜o de equivaleˆncia entre matrizes inteiras, na˜o negativas, esta
sim, computacionalmente muito mais atraente.
Definic¸a˜o 3.17. Dadas duas matrizes A e B inteiras, na˜o negativas, diremos que A e
B sa˜o matrizes equivalentes shift, de lag ` se, e somente se, existirem matrizes inteiras,
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na˜o negativas U e V para as quais sejam va´lidas as seguintes igualdades:
U A = B U ;
AV = V B ;
U V = B`
V U = A` .
Na altura, Williams mostrou que quaisquer duas matrizes fortemente equivalentes shift
sa˜o necessariamente matrizes equivalentes shift, adiantando enta˜o como conjectura que
o rec´ıproco seria igualmente verdadeiro, isto e´, que a equivaleˆncia shift de matrizes seria
tambe´m uma relac¸a˜o correspondente a` conjugac¸a˜o topolo´gica das cadeias de Markov
topolo´gicas. Como e´ fa´cil de perceber, esta importante conjectura suscitou um grande
interesse e, apo´s quase duas de´cadas, K. Kim e F. Roush colocaram um ponto final
na questa˜o, apresentando um exemplo que invalida inequivocamente o resultado adi-
antado por Williams. Contudo, a na˜o validade da conjectura de Williams na˜o deve
significar, de modo algum, que a relac¸a˜o de equivaleˆncia shift entre matrizes inteiras,
na˜o-negativas, tenha perdido todo o seu interesse. De facto, sendo uma relac¸a˜o de-
cid´ıvel, como tambe´m o mostraram Kim e Roush, em [63], e estando necessariamente
muito pro´xima da equivaleˆncia topolo´gica6, podemos afirmar que a equivaleˆncia shift
constitui, sem qualquer du´vida, uma boa base de trabalho para classificar estes sistemas
simbo´licos.
Na secc¸a˜o que se segue vamos apresentar uma estrate´gia que, em alguns casos,
permite construir uma representac¸a˜o simbo´lica das o´rbitas dos pontos de uma dinaˆmica
e, dessa forma, permitir uma simplificac¸a˜o importante do estudo da dinaˆmica.
3.5 Representac¸a˜o simbo´lica de um sistema dinaˆmico
Para se passar de um sistema dinaˆmico (X, f) para um sistema simbo´lico representativo
do mesmo, e´ preciso construir uma partic¸a˜o do espac¸o de fases X com propriedades
muito especiais. Parafraseando Roy Adler, [2], as questo˜es fundamentais podem ser
6Bastara´ recordarmos as dificuldades encontradas, ao longo de todos estes anos, na busca de exem-
plos que negassem a conjectura de Williams para sentirmos essa aproximac¸a˜o.
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colocadas do seguinte modo: como, e ate´ que ponto, pode um sistema dinaˆmico ser
representado por um sistema simbo´lico7? Neste trabalho na˜o iremos acompanhar as
diferentes respostas que teˆm sido propostas a estas questo˜es, mas apenas seguir com
algum pormenor uma estrate´gia relativamente a` qual se tem o seguinte: prova-se que,
quando o espac¸o de fases de um sistema dinaˆmico (X, f) admite uma partic¸a˜o de
Markov, que adiante estudaremos em pormenor, enta˜o este pode ser representado por
um subshift do tipo finito (XA, σ)
8.
Segundo [2], desde muito cedo que esta ideia de substituir o estudo de uma dinaˆmica
(X, f) por um sistema simbo´lico que a representasse foi posta em pra´tica. De facto,
tera´ talvez sido K. Berg, em 1967, [126], o primeiro a descobrir a importaˆncia de uma
partic¸a˜o com certas caracter´ısticas, a partir de enta˜o designada por partic¸a˜o de Markov,
quando, no seu trabalho de doutoramento, construiu este tipo de partic¸a˜o no estudo dos
automorfismos hiperbo´licos do toro bidimensional, para, pouco tempo depois, em 1968,
tambe´m Ya. Sinai, [129] e [128], surgir a construir partic¸o˜es de Markov para estudar
difeomorfismos de Anosov.
Ja´ na de´cada de 1970, Rufus Bowen, nos seus dois trabalhos [10] e [11], constro´i
igualmente partic¸o˜es de Markov para difeomorfismos do tipo Axioma A. Por outro lado,
a construc¸a˜o de partic¸o˜es de Markov para pseudo difeomorfismos de Anosov, aplicac¸o˜es
introduzidas por William Thurston, foi efectuada por Albert Fathi e Michael Shub, no
seu trabalho [40].
De uma forma geral, podemos dizer que esses trabalhos mostraram sobretudo duas
coisas: a existeˆncia de exemplos de fam´ılias de sistemas dinaˆmicos que admitiam partic¸o˜es
de Markov, a saber, os sistemas de Anosov, pseudo sistemas de Anosov, sistemas de
Axioma A e automorfismos hiperbo´licos do toro, mas tambe´m a simplicidade que da´ı
resultava para o estudo das dinaˆmicas em causa, motivando desse modo a procura de
partic¸o˜es de Markov para outras dinaˆmicas. Por outro lado, sabe-se hoje que sistemas
na˜o-hiperbo´licos podem na˜o admitir partic¸o˜es de Markov, pelo que talvez possa ser
7Do ingleˆs How and to what extent can a dynamical system be represented by a symbolic one?
8O que imediatamente determina uma enorme simplificac¸a˜o do seu estudo.
43
necessa´rio a introduc¸a˜o de partic¸o˜es de um tipo mais geral que as de Markov, ver [141].
E´ nossa decisa˜o apresentar este tema separando os casos finito e infinito numera´vel.
Pensamos que desse modo ficara´ mais claro os problemas que a segunda das situac¸o˜es
coloca e sobretudo a forma ainda incompleta que alguns desses problemas esta˜o tratados.
Mais tarde sera´ patente que sera´ o caso infinito que nos interessou e onde nos foi poss´ıvel
dizer algo de original.
Para iniciar a nossa exposic¸a˜o sobre as partic¸o˜es de Markov vamos introduzir o con-
ceito de aplicac¸a˜o factor9. Sem perda de generalidade, nesta exposic¸a˜o vamos assumir
que os espac¸os de fase dos sistemas dinaˆmicos sa˜o espac¸os me´tricos compactos.
Definic¸a˜o 3.18. Um ponto x ∈ X chama-se duplamente transitivo se ambas as suas
o´rbitas para o futuro, (fn (x)) , n > 0, e para o passado, (fn (x)) , n 6 0, sa˜o densas
em X.
Definic¸a˜o 3.19. Sejam (X,φ) e (Y, ψ) dois sistemas dinaˆmicos. O sistema (Y, ψ) diz-se
um factor do primeiro, e o primeiro uma extensa˜o do segundo, se existe uma aplicac¸a˜o
pi : X → Y , chamada aplicac¸a˜o factor, tal que:
1. ψ pi = pi φ
2. pi e´ cont´ınua
3. pi e´ sobrejectiva.
A aplicac¸a˜o pi : X → Y diz-se um factor finito, ou finita-a-um, se existe um limite
no nu´mero das suas pre´-imagens, e essencialmente um-a-um se cada ponto duplamente
transitivo tem uma so´ pre´-imagem.
Definic¸a˜o 3.20. Um homeomorfismo φ sobre um espac¸o me´trico X diz-se expansivo
se existe um nu´mero real c > 0 tal que, se, para todo p, q ∈ X e todo n ∈ Z, a
desigualdade
d (φnp, φnq) < c ,
implicar a identificac¸a˜o dos pontos p = q.
9A partir do ingleˆs factor map.
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Estamos enta˜o agora em condic¸o˜es para encarar a ideia de partir o espac¸o de fases de
uma dinaˆmica em regio˜es e a partir da´ı estudar as visitas a essas regio˜es e ja´ na˜o as
o´rbitas de todos os pontos desse espac¸o de fases.
Seja (X, f) um sistema dinaˆmico e seja N um nu´mero natural finito.
Definic¸a˜o 3.21. Uma fam´ılia de conjuntos R = {R0, R1, · · · , RN−1} diz-se uma partic¸a˜o
topolo´gica do espac¸o X se sa˜o va´lidas as seguintes propriedades:
1. cada Ri e´ aberto;
2. Ri ∩ Rj = ∅, se i 6= j;
3. X = R0 ∪ R1 ∪ · · · ∪ RN−1.
Dadas duas partic¸o˜es topolo´gicas de um espac¸o e´ poss´ıvel construir uma terceira. Para
tal, atentemos na seguinte definic¸a˜o e no resultado que se lhe segue.
Definic¸a˜o 3.22. Sejam R = {R0, R1, · · · , RN−1} e S = {S0, S1, · · · , SM−1} partic¸o˜es
de X. Chamamos refinamento topolo´gico comum de R e S a` partic¸a˜o R ∨ S dada por
R ∨ S = {Ri ∩ Sj : Ri ∈ R, Sj ∈ S} .
Teorema 3.11. O refinamento topolo´gico comum de duas partic¸o˜es e´ tambe´m uma
partic¸a˜o topolo´gica.
Definic¸a˜o 3.23. Dada uma partic¸a˜o R = {R0, R1, · · · , RN−1}, chama-se diaˆmetro da
partic¸a˜o a` grandeza
d (R) = max
Ri∈R
d (Ri) ,
onde d (Ri) = sup
x,y∈Ri
d (x, y).
Definic¸a˜o 3.24. Uma partic¸a˜o topolo´gica R de X diz-se geradora para o sistema










O resultado seguinte estabelece condic¸o˜es suficientes para que uma partic¸a˜o topolo´gica
seja geradora.
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Teorema 3.12. Seja (X, f) um sistema dinaˆmico expansivo e R uma partic¸a˜o topolo´gica
tal que d (R) < c, onde c e´ a constante de expansividade. Enta˜o, R e´ uma partic¸a˜o
geradora.
Seja R = {R0, R1, · · · , RN−1} uma partic¸a˜o geradora para o sistema dinaˆmico (X, f)
e seja Σ o conjunto das sequeˆncias definidas por
ΣR =
{















consiste num u´nico ponto. Deste modo, podemos definir a aplicac¸a˜o pi : ΣR → X, que




fnRs−n ∩ fn−1Rs−n+1 ∩ · · · f−nRsn ,







E´ va´lida a seguinte afirmac¸a˜o.
Teorema 3.13. Seja (X, f) um sistema dinaˆmico e R uma sua partic¸a˜o geradora.
Enta˜o, o conjunto ΣR e´ um conjunto fechado e invariante pela aplicac¸a˜o deslocamento
e a aplicac¸a˜o pi e´ um factor do sistema dinaˆmico (ΣR, σ) sobre o sistema (X, f), isto e´,
a aplicac¸a˜o pi satisfaz as seguintes treˆs condic¸o˜es:
1. σ pi = pi φ
2. pi e´ cont´ınua
3. pi e´ sobrejectiva.
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Definic¸a˜o 3.25. Diz-se que uma partic¸a˜o topolo´gica R e´ uma partic¸a˜o de Markov se,
para n > 3, a seguinte propriedade e´ va´lida: para todo k, tal que 1 6 k 6 n−1, tem-se




E´ va´lido o seguinte teorema.
Teorema 3.14. Suponhamos que o sistema dinaˆmico (X, f) e´ expansivo e admite
uma partic¸a˜o geradora de Markov R = {R0, R1, · · · , RN−1}. Enta˜o, a aplicac¸a˜o pi e´
essencialmente um-a-um de ΣR sobre X.
Como vemos, este resultado estabelece condic¸o˜es suficientes para que uma partic¸a˜o do
espac¸o de fases de um sistema dinaˆmico nos proporcione uma dinaˆmica simbo´lica que
seja uma representac¸a˜o fiel das diferentes dinaˆmicas na˜o equivalentes admitidas pelo
sistema inicial.
3.6 Teoria de Perron-Frobenius para matrizes de di-
mensa˜o finita
No estudo dos subshifts de tipo finito deparamos com matrizes na˜o-negativas, para as
quais existe uma teoria poderosa, conhecida por teoria de Perron-Frobenius. Para uma
exposic¸a˜o detalhada desta teoria, no caso de matrizes de dimensa˜o finita, e´ forc¸oso
referir aquele que, hoje em dia e´ considerado um cla´ssico, [49]. Contudo, gostar´ıamos
tambe´m de referir que [77] conte´m uma exposic¸a˜o interessante sobre esta teoria e suas
aplicac¸o˜es, apresentando variantes de demonstrac¸o˜es dos teoremas correspondentes.
Seguem-se dois resultados sobre os valores e vectores pro´prios de matrizes irredut´ıveis
e primitivas obtidos por Oskar Perron e Ferdinand Frobenius. Comec¸aremos por enunciar
o teorema sobre matrizes irredut´ıveis.
Teorema 3.15. Dada uma matriz A na˜o-negativa, de dimensa˜o n×n, irredut´ıvel, existe
um valor pro´prio real e positivo λ de A tal que:
1. λ e´ uma raiz simples do polino´mio caracter´ıstico de A;
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2. λ > |µ|, onde µ e´ qualquer outro valor pro´prio de A;
3. para toda a matriz B tal que 0 ≤ B ≤ A (comparac¸a˜o entre matrizes efectuada
elemento a elemento), seja β um valor pro´prio de B; enta˜o, temos que |β| 6 λ,
onde a igualdade ocorre se, e somente se, B = A;
4. λ tem vectores pro´prios direito e esquerdo, rλ e `λ, respectivamente, estritamente
positivos;
5. os vectores pro´prios rλ e `λ sa˜o u´nicos, a menos de uma constante;
O valor pro´prio λ do teorema acima diz-se o valor pro´prio de Perron da matriz A. Um
vector pro´prio positivo correspondente ao valor pro´prio λ diz-se um vector pro´prio de
Perron.
No caso em que A e´ uma matriz primitiva, acresce ao resultado anterior uma sexta
proposic¸a˜o. Vejamos enta˜o esse resultado.
Teorema 3.16. Seja A uma matriz na˜o-negativa, de dimensa˜o n×n, primitiva. Enta˜o,
existe um valor pro´prio real e positivo λ tal que:
1. λ e´ uma raiz simples do polino´mio caracter´ıstico de A;
2. λ > |µ|, onde µ e´ qualquer outro valor pro´prio de A;
3. para toda a matriz B tal que 0 ≤ B ≤ A (comparac¸a˜o entre matrizes efectuada
elemento a elemento), seja β um valor pro´prio de B; enta˜o, temos que |β| 6 λ,
onde a igualdade ocorre se, e somente se, B = A;
4. λ tem vectores pro´prios direito e esquerdo, rλ e `λ, respectivamente, estritamente
positivos;
5. os vectores pro´prios rλ e `λ sa˜o u´nicos, a menos de uma constante;




= rλ · `λ, onde `λ e rλ sa˜o dois vectores pro´prios esquerdo
e direito correspondentes a λ, respectivamente, normalizados de tal maneira que
`λ · rλ = 1.
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A` semelhanc¸a do caso anterior, tambe´m aqui e´ usual dizer que λ e´ o valor de Perron da
matriz A e um seu vector pro´prio positivo um vector de Perron de A.
Estando assegurada a existeˆncia deste valor pro´prio λ, com as propriedades enunci-
adas, para o caso de uma qualquer matriz inteira, na˜o negativa, irredut´ıvel, o resultado
seguinte vem evidenciar o seu importante significado quando a matriz em causa define
uma Cadeia de Markov Topolo´gica.
Teorema 3.17. Seja A a matriz de transic¸a˜o de um subshift do tipo finito (XA, σ). Se
A e´ uma matriz irredut´ıvel, enta˜o, a entropia topolo´gica de (XA, σ) e´ dada por
htop(ΣA) = log λ.
No caso em que A seja uma matriz redut´ıvel, o enunciado do teorema anterior modifica-
se um pouco, mas ainda assim e´ poss´ıvel relacionar a entropia do sistema simbo´lico
(XA, σ) com a matriz A.
Teorema 3.18. Seja A a matriz de transic¸a˜o de um subshift do tipo finito (XA, σ).
Enta˜o, a entropia topolo´gica de (XA, σ) e´ dada por
htop(ΣA) = log ρ(A),
onde por ρ(A) se denota o raio espectral da matriz A.
3.7 Cadeias de Markov Topolo´gicas infinitas numera´veis
Agora vamos introduzir o conceito de Cadeia de Markov Topolo´gica para o caso de um
alfabeto infinito numera´vel. A diferenc¸a fundamental entre o caso estudado anterior-
mente, onde se tinha um alfabeto com um nu´mero finito de s´ımbolos, e esta situac¸a˜o
reside na compacidade dos espac¸os de sequeˆncias correspondentes. De facto, se o al-
fabeto e´ finito, mostra-se que o referido espac¸o das sequeˆncias e´ compacto, o que ja´
na˜o acontece quando o alfabeto e´ infinito numera´vel. Para a exposic¸a˜o que se segue,
seguiremos o trabalho de Bruce Kitchens, [66].
Consideremos um alfabeto A, desta vez um conjunto infinito numera´vel de s´ımbolos,
A = {S1, S2, · · · }, munido da topologia discreta. Enta˜o, tal como no caso finito, o
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conjunto de todas as sequeˆncias de s´ımbolos de A surge como
Σ = {S1, S2, · · · }N = {s = s1s2 · · · , si ∈ A} .
Consideremos em Σ a topologia produto. Enta˜o, tal como no caso finito, temos que a
aplicac¸a˜o deslocamento σ : Σ→ Σ e´ cont´ınua em Σ.
Como sistema dinaˆmico simbo´lico, tambe´m agora vamos dizer que (Σ, σ) e´ o shift
completo relativamente ao conjunto infinito numera´vel de s´ımbolos A. Seguindo ainda
as ideias anteriormente expostas, iremos agora introduzir a classe dos sistemas dinaˆmicos
simbo´licos cujas sequeˆncias sa˜o descritas por uma matriz.
Seja A = (aij) uma matriz de elementos em {0, 1}, indexada a partir do alfabeto
A. A partir desta matriz podemos construir um subconjunto de sequeˆncias, XA ⊂ Σ,
invariante em relac¸a˜o a` aplicac¸a˜o shift,
XA = {s = s1s2 · · · ∈ Σ : asisi+1 = 1}.
Definic¸a˜o 3.26. O sistema dinaˆmico (XA, σ) diz-se uma Cadeia de Markov Topolo´gica
infinita numera´vel definida por A, ou um subshift topolo´gico definido por A.
Observac¸a˜o 3.9. Deve-se ter algum cuidado e na˜o confundir o conceito de Cadeia de
Markov Topolo´gica infinita numera´vel como oposic¸a˜o a subshift de tipo finito10. Foi por
essa raza˜o que na altura considera´mos importante evidenciar o porqueˆ da designac¸a˜o de
finito.
Tambe´m estes sistemas dinaˆmicos simbo´licos, (XA, σ), essencialmente descritos a partir
de uma matriz, sa˜o pass´ıveis de uma caracterizac¸a˜o da dinaˆmica a partir de propriedades
alge´bricas. Mas para vermos de que modo isso e´ poss´ıvel no caso de um alfabeto com
um nu´mero infinito numera´vel de elementos, vejamos primeiro como se generalizam os
conceitos anteriormente usados.
Definic¸a˜o 3.27. Uma matriz A = (aij) real, na˜o-negativa, de dimensa˜o infinita nu-
mera´vel, diz-se irredut´ıvel se, para todo par de ı´ndices (i, j), existe ` > 0 tal que
a
(`)
ij > 0, onde por a
(`)
ij se denota um elemento da matriz A
`.
10Como e´ evidente, o sistema par de Weiss, apresentado no Exemplo 7, na˜o e´ uma Cadeia de Markov
Topolo´gica infinita numera´vel.
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Definic¸a˜o 3.28. Dada uma matriz A = (aij) real, na˜o-negativa, de dimensa˜o infinita
numera´vel, chama-se per´ıodo do ı´ndice i, e denota-se por p(i), a
p(i) = mdc{` : a(`)ij > 0}.
Como se verifica facilmente, se a matriz A e´ irredut´ıvel, enta˜o, todos os per´ıodos p(i)
sa˜o iguais. Neste caso, p = p(i) diz-se o per´ıodo da matriz A.
Definic¸a˜o 3.29. Uma matriz A real, na˜o-negativa, de dimensa˜o infinita numera´vel,
irredut´ıvel, de per´ıodo p = 1, diz-se primitiva, ou aperio´dica.
Para matrizes irredut´ıveis tem-se o seguinte resultado.
Teorema 3.19. Seja A = (aij) uma matriz de dimensa˜o infinita numera´vel, na˜o-









existem para todo i, j ∈ N, e teˆm um valor comum, λ = 1
R
.
Observac¸a˜o 3.10. O limite no resultado acima e´ calculado quando n tende para infinito
ao longo da classe resto mo´dulo d, com d o per´ıodo da matriz, para a qual os termos
na sequeˆncia na˜o sa˜o identicamente nulos.
Observac¸a˜o 3.11. O valor R do teorema anterior chama-se paraˆmetro de convergeˆncia
da matriz A e o seu rec´ıproco chama-se a sua norma de convergeˆncia.
Observac¸a˜o 3.12. Caso a matriz A tenha dimensa˜o finita, enta˜o, λ = 1
R
e´ um valor
pro´prio maximal de A.
Com estas definic¸o˜es de matriz de dimensa˜o infinita numera´vel irredut´ıvel e primitiva,
podemos apresentar o resultado que atribui significado dinaˆmico a estas propriedades
alge´bricas da matriz de transic¸a˜o de uma Cadeia de Markov Topolo´gica infinita nu-
mera´vel.
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Teorema 3.20. Seja A = (aij) uma matriz de elementos em {0, 1}, indexada a partir
de um alfabeto A, com um nu´mero infinito numera´vel de s´ımbolos, e denotemos por
(XA, σ) a correspondente Cadeia de Markov Topolo´gica infinita numera´vel de sequeˆncias
de s´ımbolos de A. Enta˜o,
1. (XA, σ) e´ topologicamente transitiva se, somente se, a matriz A e´ irredut´ıvel;
2. (XA, σ) e´ topologicamente mixing se, e somente se, a matriz A e´ primitiva.
Para matrizes irredut´ıveis tem-se o seguinte resultado.










existem para todo i, j ∈ N, e teˆm um valor comum λ := 1
R
.
Observac¸a˜o 3.13. O limite no resultado acima e´ calculado quando n tende para infinito
ao longo da classe resto mo´dulo d, com d o per´ıodo da matriz, para a qual os termos
na sequeˆncia na˜o sa˜o identicamente nulos.
Observac¸a˜o 3.14. O valor R do teorema anterior chama-se paraˆmetro de convergeˆncia
da matriz A e o seu rec´ıproco chama-se a sua norma de convergeˆncia.
Observac¸a˜o 3.15. Caso a matriz A tenha dimensa˜o finita, enta˜o, tem-se que λ = 1
R
e´
um valor pro´prio maximal.
A teoria de Perron-Frobenius tem extenso˜es para o caso de operadores lineares que
deixam invariante um cone positivo num espac¸o linear normado. Nos seus trabalho
[134] e [135], D. Vere-Jones, desenvolve uma teoria de Perron-Frobenius para matrizes
na˜o-negativas de dimensa˜o infinita numera´vel, mas sem considera´-las como operadores
lineares. Ele usa te´cnicas relacionadas com func¸o˜es geradoras. A exposic¸a˜o que se segue
baseia-se no trabalho de Bruce Kitchens e ha´ um certo paralelismo com o trabalho de
Vere-Jones atra´s citado11.
11Veja-se a observac¸a˜o 7.1.2 do trabalho citado de Bruce Kitchens.
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Comecemos por um importante resultado.
Teorema 3.22. Seja A uma matriz real, na˜o-negativa, de dimensa˜o infinita numera´vel,
irredut´ıvel e aperio´dica. Fixado um ı´ndice i, tem-se que:
1. existe k > 0 tal que a
(n)
ii > 0, para todo n > k;

































O valor λ que surge neste resultado tem um papel bastante importante, como vai
ficar evidente logo pela forma como e´ habitual ser designado.
Definic¸a˜o 3.30. Consideremos uma qualquer matriz A real, na˜o-negativa, de dimensa˜o
infinita numera´vel, irredut´ıvel e aperio´dica, e fixemos um ı´ndice i. Chama-se valor de








As matrizes de dimensa˜o infinita numera´vel podem ser classificadas em transientes,
recorrentes nulas e recorrentes positivas. Contudo, a introduc¸a˜o destes conceitos exige
termos de recorrer a func¸o˜es geradoras, a saber, aij(z), `ij(z), e rij(z).
Consideremos uma matriz de dimensa˜o infinita numera´vel A e adoptemos a seguinte
convenc¸a˜o: Aij(0) = δij, Aij(1) = aij e Aij(n) = a
(n)




























Definic¸a˜o 3.31. Uma matriz primitiva A diz-se recorrente se aii(
1
λ





E´ u´til subdividir as matrizes primitivas recorrentes em duas classes, a saber, a classe das
matrizes recorrentes nulas e a classe das matrizes recorrentes positivas.












Observac¸a˜o 3.16. No seu trabalho [134], D. Vere-Jones introduz a mesma classificac¸a˜o
considerando a grandeza R = 1
λ
. Assim, ele distingue entre as matrizes R-transientes, R-
recorrentes e dentro destas u´ltimas entre as matrizes R-recorrentes nulas e R-recorrentes
positivas. Ainda no mesmo artigo, Vere-Jones generaliza estas noc¸o˜es, tomando na
definic¸a˜o anterior um qualquer nu´mero r > 0, em lugar de R.
Observac¸a˜o 3.17. Se na Definica˜o 3.32 fizermos λ = 1, recuperamos as noc¸o˜es corre-
spondentes das Cadeias de Markov Probabil´ısticas.
Para matrizes recorrentes positivas e´ va´lido seguinte teorema.
Teorema 3.23. Seja A uma matriz de dimensa˜o infinita numera´vel, na˜o-negativa e
irredut´ıvel, com valor de Perron λ. Enta˜o, A e´ recorrente positiva se, e somente se,
existem dois vectores na˜o-negativos, x, y, tais que y · x <∞, que satisfazem xA = λx
e Ay = λx.
No seu trabalho [55], Boris Gurevich introduziu uma outra subclasse dentro das
matrizes recorrentes positivas constitu´ıda pelas matrizes que ele designa por matrizes
recorrentes positivas esta´veis 12, mas que em [14] sa˜o designadas por matrizes fortemente
12Do ingleˆs stable positive recurrent.
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positivas recorrentes 13. Para a definic¸a˜o desta classe de matrizes e resultados relevantes
pode-se ver os dois trabalhos atra´s mencionados.
E´ va´lido o seguinte teorema.
Teorema 3.24 (Perron-Frobenius generalizado). Seja A = (aij) uma matriz na˜o-
negativa, de dimensa˜o infinita numera´vel. Assuma-se adicionalmente que ela e´ irre-
dut´ıvel, aperio´dica e recorrente. Enta˜o, existe um valor de Perron λ > 0 tal que






ij , para quaisquer i, j;
2. λ tem vectores pro´prios direito e esquerdo, r e `, respectivamente, estritamente
positivos;
3. os vectores pro´prios r e ` sa˜o u´nicos a menos de uma constante;
4. tem-se que ` · r <∞ se, e somente se, a matriz A e´ positiva recorrente;
5. dada uma matriz B na˜o-negativa, de dimensa˜o infinita numera´vel, tal que 0 6
B 6 A, onde as comparac¸o˜es sa˜o feitas elemento a elemento, com β o seu valor
de Perron, enta˜o, tem-se que β 6 λ; caso a matriz B seja recorrente, enta˜o tem-se
que β = λ se, e somente se, B = A;











= r · `,
para vectores pro´prios direito e esquerdo, r, `, satisfazendo ` · r = 1.
Se a matriz A e´ uma matriz irredut´ıvel, aperio´dica e recorrente, e´ poss´ıvel provar que
tanto o valor de Perron de A, como vectores esquerdo e direito correspondentes, podem
ser aproximados a partir de submatrizes finitas da matriz A.
13Do ingleˆs strongly positive recurrent.
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Teorema 3.25 (da aproximac¸a˜o finita). Seja A uma matriz de dimensa˜o infinita nu-
mera´vel na˜o-negativa, irredut´ıvel, aperio´dica e recorrente. Seja λ o valor de Perron de
A e ` e r, respectivamente, vectores pro´prios esquerdo e direito correspondentes a λ,
normalizados de modo que, para algum ı´ndice i, se tenha `i = ri = 1. Enta˜o,
1. tem-se que
λ = sup{λ (B)},
relativamente a toda a submatriz finita B de A, onde por λ (B) se denota o valor
pro´prio de Perron de B;
2. dada uma fam´ılia crescente de submatrizesAn deA finitas, irredut´ıveis e aperio´dicas,
que convergem para A; sejam `(n) e r(n) vectores pro´prios esquerdo e direito, re-
spectivamente, correspondentes aos seus valores de Perron λ (An) normalizados
















No contexto destas Cadeias de Markov Topolo´gicas, relativas a um alfabeto com um
nu´mero infinito numera´vel de s´ımbolos, a definic¸a˜o de entropia requer cuidados adicionais
em comparac¸a˜o com o caso do alfabeto finito, uma vez que na˜o existe agora qualquer
garantia da compacidade do espac¸o das sequeˆncias XA. Neste sentido, e´ importante
perceber em que situac¸o˜es e´ que essa compacidade esta´ assegurada.
Definic¸a˜o 3.33. Uma matriz A real, na˜o-negativa, de dimensa˜o infinita numera´vel,
diz-se localmente finita, se sa˜o finitas as somas dos elementos de cada linha e de cada
coluna.
Observac¸a˜o 3.18. Se as somas dos elementos de cada linha e de cada coluna de
uma matriz A real, na˜o-negativa, de dimensa˜o infinita numera´vel, sa˜o uniformemente
limitadas, enta˜o A diz-se uniformemente localmente limitada.
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Teorema 3.26. O espac¸o das sequeˆncias XA e´ localmente compacto se, e somente se,
a matriz A e´ localmente finita.
Uma definic¸a˜o de entropia comummente usada neste contexto e´ aquela apresentada por
Boris Gurevich, ver [118], que vamos introduzir ja´ de seguida. Depois, veremos tambe´m
que a entropia de Gurevich verifica um princ´ıpio variacional.
Definic¸a˜o 3.34. Seja A uma matriz de elementos em {0, 1}, indexada a partir de um
alfabeto A, com um nu´mero infinito numera´vel de s´ımbolos, e denotemos por (XA, σ)
a correspondente Cadeia de Markov Topolo´gica infinita numera´vel de sequeˆncias de
s´ımbolos de A. Chama-se entropia de Gurevich de (XA, σ) a
hG(XA) = sup {htop(XA′)} ,
onde sup e´ tomado relativamente a toda a submatriz finita A′de A.
A proposic¸a˜o 7.2.6 em [66] afirma que a entropia de Gurevich e´ igual ao logaritmo do
valor de Perron da matriz A.
Vamos enta˜o agora mostrar de que forma se pode perceber o conceito de entropia
de Gurevich como resultado de um princ´ıpio variacional. Mas primeiro, vejamos como,
dada uma matriz das transic¸o˜es de uma Cadeia de Markov Probabil´ıstica, se pode obter
a correspondente matriz das transic¸o˜es topolo´gicas.
Definic¸a˜o 3.35. Uma matriz estoca´stica P = (pij) diz-se compat´ıvel com A = (aij),
quando, para todo i, j, aij = 1 se, e somente se, pij > 0.
Seja A = (aij) uma matriz de dimensa˜o infinita numera´vel de elementos em {0, 1},
irredut´ıvel, e seja P = (pij) uma matriz estoca´stica compat´ıvel com A, com um vector
de probabilidade estaciona´rio p = (pi).
Definic¸a˜o 3.36. O par (p, P ) define uma medida µP determinada por
µP ([i0, · · · , i`]t) = pi0Pi0i1 · · ·Pi`−1i` ,
onde [i0, · · · , i`]t e´ um cilindro.
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A extensa˜o desta medida para XA e´ uma medida invariante pela aplicac¸a˜o desloca-
mento, chamada medida de Markov.
Definic¸a˜o 3.37. Dada uma medida boreliana invariante µ sobre XA, a sua aproximac¸a˜o
markoviana de passo um14 e´ a medida de Markov definida por




Seja (XA, σ) uma Cadeia de Markov Topolo´gica infinita numera´vel e irredut´ıvel.
Teorema 3.27. Dada uma Cadeia de Markov Topolo´gica infinita numera´vel e irredut´ıvel
(XA, σ), de valor de Perron de λ, tem-se
log λ = sup
µ
{hµ (XA)} ,
onde sup e´ tomado sobre todas as medidas de probabilidade de Borel µ shift-invariante.
Uma medida que realiza o supremo do teorema acima enunciado chama-se medida max-
imal.
Teorema 3.28. Se existe uma medida maximal para uma Cadeia de Markov Topolo´gica






onde r, ` sa˜o vectores pro´prios direito e esquerdo, respectivamente, da matriz A = (aij),
normalizados de tal modo que ` · r = 1.
Teorema 3.29. Uma Cadeia de Markov Topolo´gica infinita numera´vel e irredut´ıvel tem
uma medida maximal se, e somente se, A e´ uma matriz positiva recorrente. Nesse caso,
esta medida e´ u´nica e markoviana.
14Do ingleˆs one-step Markov approximation .
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Seguindo sempre a forma como, nas secc¸o˜es anteriores, estas ideias foram apresentadas
no contexto de alfabetos com um nu´mero finito de elementos, vamos de seguida abordar
a escolha de regio˜es do espac¸o de fases de um sistema dinaˆmico quando o nu´mero dessas
regio˜es e´ infinito numera´vel.
3.8 Partic¸o˜es de Markov infinitas numera´veis
O que se segue baseia-se no trabalho [141] e trata da generalizac¸a˜o da teoria das partic¸o˜es
de Markov para o caso em que temos uma partic¸a˜o do espac¸o de fasesX com um nu´mero
infinito numera´vel de elementos.
Consideremos um conjunto I de ı´ndices com um nu´mero infinito numera´vel de ele-
mentos.
Definic¸a˜o 3.38. Uma fam´ılia infinita numera´vel R = {Ri, i ∈ I} de subconjuntos de
X chama-se partic¸a˜o topolo´gica do espac¸o X se se verificam as seguintes condic¸o˜es:
1. cada Ri e´ um aberto;
2. Ri ∩ Rj = ∅, se i 6= j;
3. X = ∪i∈IRi.
4. ∀i ∈ I, card {k ∈ I, fRi ∩ Rk 6= ∅} <∞
Tambe´m aqui vamos necessitar de construir uma terceira partic¸a˜o a partir de duas
partic¸o˜es.
Definic¸a˜o 3.39. Dadas duas partic¸o˜es R = {Ri, i ∈ I1} , S = {Sj, j ∈ I2} de um con-
junto X, o seu refinamento topolo´gico comum e´ a partic¸a˜o R ∨ S dada por
R ∨ S = {Ri ∩ Sj : Ri ∈ R, Sj ∈ S} .
Teorema 3.30. Dado um sistema dinaˆmico (X, f) e uma partic¸a˜o topolo´gica R de X,
temos que, para todo n,
fnR = {fnRi, i ∈ I}
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e´ uma partic¸a˜o topolo´gica de X.
Definic¸a˜o 3.40. Seja R = {Ri, i ∈ I} uma partic¸a˜o de um conjunto X. Chama-se
diaˆmetro da partic¸a˜o a` grandeza
d (R) = max
Ri∈R
d (Ri)
onde d (Ri) = supx,y∈Ri d (x, y).
Definic¸a˜o 3.41. Uma partic¸a˜o topolo´gica R diz-se uma partic¸a˜o geradora para o










Teorema 3.31. Seja (X, f) um sistema dinaˆmico expansivo e R uma partic¸a˜o topolo´gica
tal que d(R) < c, onde c e´ a constante de expansividade. Enta˜o, R e´ uma partic¸a˜o
geradora.
Definic¸a˜o 3.42. Diz-se que uma partic¸a˜o topolo´gica R de um sistema dinaˆmico (X, f)
satisfaz a propriedade da intersecc¸a˜o n-fold, para n > 3, se




Se uma partic¸a˜o topolo´gica R satisfaz esta propriedade, para todo n > 3, enta˜o R diz-se
uma partic¸a˜o de Markov de (X, f).
Seja R = {Ri, i ∈ I} uma partic¸a˜o geradora para o sistema dinaˆmico (X, f) e denotemos
por ΣR o seguinte conjunto de sequeˆncias:
ΣR =
{
s = s1s2s3 · · · : Rsn−1 ∩ f−1Rsn 6= ∅,
}
,
onde, para todo n ∈ N, se tem sn ∈ I. Mostra-se que (ΣR, σ) e´ um subshift. Se
(X, f) e´ um factor de (ΣR, σ), dizemos que o subshift (ΣR, σ) e´ uma representac¸a˜o
semi-conjugada de (X, f).
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Suponhamos que existe uma aplicac¸a˜o sobrejectiva h : ΣR → X e um subconjunto
D ⊆ ΣR tais que
1. a aplicac¸a˜o h e´ injectiva e cont´ınua sobre ΣR\D;
2. a aplicac¸a˜o h e´ finita-a-um sobre D;
3. e´ va´lida a igualdade f ◦ h = h ◦ σ.
Enta˜o, o subshift (ΣR, σ) diz-se uma representac¸a˜o regular de (X, f). Caso se tenha
D = ∅, diz-se que o subshift (ΣR, σ) e´ uma representac¸a˜o fiel de (X, f).
Teorema 3.32. Seja (X, f) um sistema dinaˆmico expansivo que admite uma partic¸a˜o




fnRs−n ∩ fn−1Rs−n+1 ∩ · · · f−nRsn .
Esta aplicac¸a˜o constitui uma representac¸a˜o regular (ΣR, σ) do sistema dinaˆmico (X, f).
Adicionalmente, um subshift do tipo finito e´ uma representac¸a˜o semi-conjugada dum





Dinaˆmica simbo´lica para aplicac¸o˜es
no intervalo
Neste cap´ıtulo vamos comec¸ar por fazer uma exposic¸a˜o da teoria do amassamento,
formalismo introduzido, em meados da de´cada de 1970, por John Milnor e William
Thurston, numa pre´-publicac¸a˜o em duas partes que esperou cerca de dez anos para ser
publicada de uma outra forma. Trata-se de uma alternativa aos me´todos simbo´licos
proporcionados pela construc¸a˜o de partic¸o˜es de Markov, que, na sua versa˜o original,
foi apresentada para um certo tipo de aplicac¸o˜es no intervalo. Desde enta˜o, teˆm sido
propostas variantes desses me´todos para outros tipos de aplicac¸o˜es, sempre com um
enorme sucesso.
De seguida iremos apresentar os trabalhos de Sousa Ramos, que introduziu a con-
struc¸a˜o da partic¸a˜o de Markov que permite ir para ale´m do formalismo de amassamento.
Por fim, iremos apresentar um formalismo alternativo a` descric¸a˜o a partir de uma matriz
de transic¸a˜o, tambe´m desenvolvido por Sousa Ramos, que, a` falta de melhor, designare-
mos simplesmente por formalismo da matriz Θ.
Mas, para ajudar a perceber como foi poss´ıvel que as ideias fundamentais, e na˜o
muito simples, da teoria do amassamento germinassem, vamos descrever de forma breve
aquilo que tinha sido feito ate´ enta˜o1.
1Na˜o se pretende, de modo algum, fazer a histo´ria deste tipo de te´cnica de ana´lise dos sistemas
dinaˆmicos no intervalo, mas ta˜o so´ evidenciar um poss´ıvel fio condutor para um conjunto de trabalhos.
Sabemos hoje que neste processo na˜o foram considerados os trabalhos de Myberg e Christian Mira,
que, nos seus trabalhos, publicados a` volta de 1970, usaram s´ımbolos para registar certas regularidades
computacionais relacionadas com as bifurcac¸o˜es de certas aplicac¸o˜es no intervalo.
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4.1 Introduc¸a˜o
Em 1973, surgiu publicado no Journal of Combinatorial Theory um curioso artigo da
autoria de N. Metropolis, M.L. Stein e P.R. Stein. Nesse trabalho, intitulado On finite
limit sets for transformations of the unit interval , pretendia-se realc¸ar algumas regular-
idades encontradas no estudo das o´rbitas perio´dicas de quatro fam´ılias parametrizadas
de aplicac¸o˜es no intervalo unita´rio, a saber,
Qλ(x) = λx(1− x), 3 < λ < 4,
Sλ(x) = λ sen(pix), λ0 < λ < 1,
para alguma escolha 0.71 < λ0 < 0.72,
Cλ(x) = λW (3− 3W +W 2), W = 3x(1− x),





x 0 ≤ x ≤ e;
λ e ≤ x ≤ 1− e;
λ
e
(1− x) 1− e ≤ x ≤ 1,
onde o primeiro paraˆmetro, λ, toma valores em 1− e < λ < 1, e e, um paraˆmetro que
caracteriza a largura do patamar do ma´ximo das aplicac¸o˜es, pode, por seu turno, ser
escolhido em 0 < e < 1
2
.
Como e´ desde logo salientado pelos seus autores, todas estas aplicac¸o˜es sa˜o sime´tricas
relativamente ao seu u´nico ponto cr´ıtico, xc = 1/2. Nas figuras abaixo sa˜o representados
os gra´ficos de aplicac¸o˜es pertencentes a cada uma destas quatro fam´ılias.































Sem conhecimento do Teorema de Sharkovsky, embora publicado ha´ quase uma de´cada,
Metropolis, Stein e Stein mostram que todas as fam´ılias de aplicac¸o˜es partilham um
padra˜o no que concerne ao aparecimento de o´rbitas perio´dicas. Para evidenciar esse
padra˜o, os autores va˜o distinguir iteradas de tipo L e iteradas de tipo R, conforme o
ponto se encontre a` esquerda ou a` direita, respectivamente, do ponto cr´ıtico xc. Por
outras palavras, na descric¸a˜o destas regularidades, Metropolis, Stein e Stein perceberam
que bastava codificar as o´rbitas assinalando apenas a sua posic¸a˜o relativamente a xc.
Vemos assim surgir uma nova codificac¸a˜o simbo´lica do intervalo e, sobretudo, o ponto
cr´ıtico da aplicac¸a˜o a assumir um papel muito especial na descric¸a˜o da dinaˆmica.
Embora fundamental, este trabalho necessitou de alguma justificac¸a˜o, que foi dada
por John Guckenheimer, com o seu trabalho, publicado em 1977, na Inventiones Math-
ematicae. De facto, foi Guckenheimer quem conseguiu explicar, no artigo intitulado On
the bifurcation of maps of the interval , o porqueˆ dos padro˜es anteriores e a sua presenc¸a
nas diferentes fam´ılias de aplicac¸o˜es2. Com este trabalho, podemos dizer que fica de
alguma forma estabelecida a vantagem em codificar as o´rbitas de acordo com a sua
posic¸a˜o relativamente ao ponto cr´ıtico da aplicac¸a˜o e o papel que esse mesmo ponto
cr´ıtico pode ter na classificac¸a˜o das dinaˆmicas. E e´ neste contexto que surge o trabalho
de Milnor e Thurston, introduzindo um formalismo que, a partir da codificac¸a˜o do in-
tervalo de acordo com os seus subintervalos de monotonia e das sequeˆncias simbo´licas
enta˜o associadas a`s o´rbitas de todos os pontos cr´ıticos, vai chegar a` construc¸a˜o de uma
matriz que resume de forma magn´ıfica muita da informac¸a˜o dinaˆmica das aplicac¸o˜es em
2E´ importante referir que, em 1977, John Guckenheimer ja´ conhecia o Teorema de Sharkovsky.
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causa.
4.2 Teoria do amassamento para aplicac¸o˜es no inter-
valo
Praticamente desde o seu aparecimento, ainda sob a forma de pre´-publicac¸a˜o, Jose´ Sousa
Ramos percebeu a importaˆncia do formalismo proposto por Milnor e Thurston e investiu,
com alguns dos seus colaboradores, no seu desenvolvimento. Na breve introduc¸a˜o da
teoria do amassamento que de seguida vamos apresentar iremos acompanhar de perto
[108]3. Contudo, uma vez que queremos estudar a teoria do amassamento no contexto
de duas fam´ılias concretas de aplicac¸o˜es no intervalo, vamos seguir a refereˆncia citada
apenas ate´ certo ponto, abandonando depois o seu cara´cter geral para apresentar a sua
forma particular quando as aplicac¸o˜es teˆm todas certas caracter´ısticas.
Seja f : I → I uma aplicac¸a˜o do intervalo compacto I = [a, b] ⊂ R. As aplicac¸o˜es
do intervalo que nos interessa satisfazem as seguintes condic¸o˜es: existe uma colecc¸a˜o














5. a restric¸a˜o da aplicac¸a˜o a cada um dos subintervalos Ij e´ estritamente mono´tona,
isto e´, as aplicac¸o˜es f|Ii , para i = 1, 2, · · · , n, sa˜o estritamente mono´tonas.
Observac¸a˜o 4.1. Atentemos que a partic¸a˜o C na˜o e´ necessariamente uma partic¸a˜o do
intervalo. O propo´sito e´ permitir que f possa ser uma aplicac¸a˜o de um intervalo com
buracos, uma importante generalizac¸a˜o das aplicac¸o˜es do intervalo, ver [111] e [113].
3A este propo´sito, ver tambe´m [106] e [113].
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Como e´ evidente, fixada uma aplicac¸a˜o que admita uma colecc¸a˜o de subintervalos C, e´
sempre poss´ıvel construir uma outra colecc¸a˜o C′ relativamente a` qual ainda sejam va´lidas
as condic¸o˜es apresentadas acima. No que se segue, vamos admitir sempre que estamos
perante uma colecc¸a˜o de subintervalos C minimal relativamente a` inclusa˜o.
Dado um qualquer ponto x ∈ R, vamos usar as notac¸o˜es x− e x+ para, respectiva-
mente, lim
→0
x+ , onde o limite e´ tomado por valores negativos de , e lim
→0
x+ , sendo
desta vez o limite tomado para valores positivos de . Assim sendo, vamos dizer que o
conjunto dos pontos fronteira de um intervalo (a, b) e´ dado por ∂(a, b) = {a+, b−} e
que o conjunto dos pontos fronteira de C e´ dado por
∂C = {x ∈ I : x ∈ ∂(Ii), para algum subintervalo Ii ∈ C}.
Por outro lado, e´ conveniente fazer a seguinte distinc¸a˜o: o conjunto dos pontos fronteira
regulares de C e´ dado por ∂0C = ∂C \ ∂I, isto e´, sa˜o todos os pontos fronteira de C
excepto os pontos fronteira do intervalo I.
Definic¸a˜o 4.1. Dada uma aplicac¸a˜o f no intervalo satisfazendo as condic¸o˜es apresen-
tadas, chamam-se pontos singulares de f aos pontos de fronteira regulares de C.
Observac¸a˜o 4.2. E´ importante notar que, da forma como foram descritos, os pontos
singulares de uma aplicac¸a˜o podem ser pontos cr´ıticos da aplicac¸a˜o f , assim como pontos
de descontinuidade, etc.
Para simplificar, caso a aplicac¸a˜o seja cont´ınua em x, vamos identificar quaisquer pontos
x−, x+ ∈ ∂C, escrevendo apenas x.
Dada uma aplicac¸a˜o f no intervalo satisfazendo as condic¸o˜es acima apresentadas,
seja C = {I1, I2, · · · , In} uma colecc¸a˜o de subintervalos e ∂0C = {c1, c2, · · · , cm} o
conjunto dos seus pontos singulares. Ao par (f,C) vamos associar o alfabeto A(f,C)
dado por
A(f,C) = {S1, S2, · · · , Sn,C1,C2, · · · ,Cm}.
Naturalmente que, se C e´ uma partic¸a˜o do intervalo, enta˜o o nu´mero de pontos singulares
sera´ m = 2(n− 1).
67
Observac¸a˜o 4.3. Certas fam´ılias de aplicac¸o˜es no intervalo teˆm associadas um alfabeto
natural ou tradicional. Naturalmente que os s´ımbolos em si na˜o sa˜o de modo algum
importantes, devendo a expressa˜o anterior ser olhada apenas como uma apresentac¸a˜o
do nu´mero e do tipo de s´ımbolos que (f,C) determina.
E´ importante notar que esta codificac¸a˜o do intervalo e´ completamente diferente daquela
que resulta de uma partic¸a˜o de Markov. No entanto, vamos tambe´m agora estudar as
sequeˆncias de s´ımbolos correspondentes a`s o´rbitas dos pontos.
Definic¸a˜o 4.2. Dada uma aplicac¸a˜o f no intervalo satisfazendo as condic¸o˜es apresen-
tadas e um alfabeto A(f,C), chama-se aplicac¸a˜o enderec¸o a` aplicac¸a˜o ad : dom(f) →
A(f,C) dada por:
ad(x) = Si se x ∈ Ii











Definic¸a˜o 4.3. Dada uma aplicac¸a˜o f no intervalo satisfazendo as condic¸o˜es apresen-
tadas e um alfabeto A(f,C), chama-se aplicac¸a˜o itinera´rio a` aplicac¸a˜o it : dom(f) →
AN(f,C) dada por







) · · · .
O estudo de uma dinaˆmica f no intervalo passa pelo conhecimento de todos os itinera´rios
dos pontos do seu dom´ınio. Essas sequeˆncias simbo´licas, elementos de AN(f,C), sa˜o
chamadas sequeˆncias admiss´ıveis por (f,C).
De seguida vamos apresentar as sequeˆncias simbo´licas que, para estas aplicac¸o˜es no
intervalo, assumem uma grande importaˆncia na caracterizac¸a˜o da dinaˆmica.
Definic¸a˜o 4.4. Dada uma aplicac¸a˜o f no intervalo satisfazendo as condic¸o˜es apresen-
tadas, seja ∂C = {c1, · · · , cm} o conjunto dos seus pontos singulares. Designam-se por







O conjunto das sequeˆncias de amassamento de uma aplicac¸a˜o f ,
Kf = {Ki, i = 1, 2, · · · ,m}, (4.1)
diz-se o invariante de amassamento de f .
Por razo˜es de simplicidade, se para uma fam´ılia de aplicac¸o˜es certas sequeˆncias de
amassamento sa˜o sempre iguais a uma certa sequeˆncia simbo´lica, e´ habitual na˜o se lhe
fazer refereˆncia. O mesmo se passa caso uma sequeˆncia de amassamento seja sempre
uma subsequeˆncia de outra. Por isso, o invariante de amassamento de uma aplicac¸a˜o
pode, na realidade, na˜o apresentar as m sequeˆncias de amassamento previstas em (4.1).
Exemplo 8. Consideremos a fam´ılia das transformac¸o˜es β no intervalo, introduzida no
cap´ıtulo anterior, mas para valores de β satisfazendo 1 < β 6 2. Na figura seguinte
apresentamos o gra´fico da transformac¸a˜o para β = 1.32,







Como sabemos, pelo conjunto de valores de β considerado, esta fam´ılia de aplicac¸o˜es no
intervalo tem dois pontos singulares, c±1 = 1/β
±. A codificac¸a˜o do intervalo habitual-
mente escolhida marca o subintervalo (0, c1) com o s´ımbolo 0 e o subintervalo (c1, 1)
com o s´ımbolo 1, pelo que, neste caso, o alfabeto e´ dado por A = {0, C−1 , C+1 , 1}.













Contudo, veˆ-se claramente que, para qualquer escolha de β, a segunda sequeˆncia de










Recordando a caracterizac¸a˜o das sequeˆncias simbo´licas associadas a`s transformac¸o˜es
β no intervalo apresentada por Parry, ver Teorema 3.4, e´ poss´ıvel encontrar desde ja´
um enunciado dinamicamente significativo onde o invariante de amassamento tem um
importante papel: escolhida uma aplicac¸a˜o fβ, os itinera´rios admiss´ıveis satisfazem a
desigualdade
it(x) 6lex Kfβ , x ∈ [0, 1),




1 <lex 1. Deste modo, e´
poss´ıvel apresentar uma caracterizac¸a˜o das sequeˆncias de amassamento para a fam´ılia
das transformac¸o˜es β no intervalo.
Proposic¸a˜o 4.1. Uma sequeˆncia P e´ sequeˆncia de amassamento para alguma trans-
formac¸a˜o β no intervalo se, e somente se,
σk(P) 6lex P, (4.2)
para todo k ∈ N.
Procedendo de modo ana´logo ao que Sousa Ramos fez para a fam´ılia das aplicac¸o˜es
quadra´ticas no intervalo, que veremos ja´ de seguida, vamos apresentar a fam´ılia das
sequeˆncias de amassamento das transformac¸o˜es β no intervalo sob a forma de uma
a´rvore bina´ria ordenada pelo paraˆmetro β, onde em cada n´ıvel da a´rvore sa˜o colocadas
as diferentes sequeˆncias de amassamento perio´dicas. Para simplificar, denotamos por C
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Figura 4.1: Um pormenor da a´rvore das sequeˆncias de amassamento de fβ
Como podemos observar, trata-se de uma a´rvore podada, uma vez que nem todas as
sequeˆncias sa˜o maximais, isto e´, nem todas as sequeˆncias pass´ıveis de serem constru´ıdas
com os s´ımbolos do alfabeto A = {0,C, 1} satisfazem as desigualdades (4.2).
Uma fam´ılia de aplicac¸o˜es no intervalo tambe´m com apenas um ponto singular e´ a muito
conhecida fam´ılia das aplicac¸o˜es quadra´tricas no intervalo [0, 1].
Exemplo 9. Consideremos a fam´ılia de aplicac¸o˜es quadra´ticas no intervalo [0, 1], com
um ma´ximo num ponto pertencente ao interior desse intervalo,
fa(x) = a x(1− x),
para a ∈ (0, 4]. Como facilmente se mostra, todas estas aplicac¸o˜es teˆm o ponto cr´ıtico
em x = 1/2, pelo que os seus pontos singulares, comuns a todas as aplicac¸o˜es, qualquer
que seja a escolha do paraˆmetro, sa˜o c−1 = 1/2
− e c+1 = 1/2
+. Na figura seguinte
voltamos a representar a quadra´tica correspondente ao valor do paraˆmetro a = 3.2,
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salientando desta vez o seu ponto cr´ıtico.







Desta vez a colecc¸a˜o de subintervalos escolhida corresponde aos dois subintervalos a`
esquerda e a` direita de c1 = 1/2. Aceita-se assim que o alfabeto habitualmente utilizado
fac¸a essa refereˆncia a` posic¸a˜o relativa dos seus pontos perante x = 1/2. Tal como
afirma´mos anteriormente, sendo fa uma aplicac¸a˜o cont´ınua em c1, na˜o existe a necessi-
dade de distinguir c±1 pelo que o alfabeto habitualmente usado tem apenas treˆs s´ımbolos,
A = {L,C,R}. Tambe´m pelas mesmas razo˜es temos que o invariante de amassamento










De igual forma, para esta fam´ılia de aplicac¸o˜es no intervalo e´ poss´ıvel caracterizar os
itinera´rios admiss´ıveis uma vez conhecido o seu invariante de amassamento. Contudo,
neste caso somos obrigados a introduzir uma relac¸a˜o de ordem nas sequeˆncias simbo´licas
diferente da lexicogra´fica.
Consideremos a relac¸a˜o de ordem entre s´ımbolos que seja o reflexo da ordem natural
de pontos do intervalo,
L ≺ C ≺ R ,
onde, por simplicidade e na˜o havendo necessidade de distinguir mais que um ponto
singular, fizemos C1 = C. Agora vamos associar a qualquer sequeˆncia finita, a palavra
P = P1 · · ·P`, de s´ımbolos de A uma paridade ρ(P) dada da seguinte forma: ρ(P) = −1
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se o nu´mero de s´ımbolos R em P for ı´mpar, e ρ(P) = +1, caso contra´rio. Atente-se
que, sendo P uma sequeˆncia finita de s´ımbolos, na˜o ha´ qualquer problema na decisa˜o da
sua paridade. A relac¸a˜o de ordem entre sequeˆncias de AN que vamos escolher fica assim
definida: sejam P = P1P2 · · · e Q = Q1Q2 · · · duas sequeˆncias distintas de AN. Enta˜o,
porque sa˜o distintas, existe k ∈ N tal que Pk 6= Qk. Seja ` o menor desses ı´ndices tais
que os correspondentes s´ımbolos de P e Q sa˜o diferentes. Sendo assim, dizemos que:
P ≺ Q se ρ(P1 · · ·P`−1) = +1 e P` ≺ Q`,
ou
P ≺ Q se ρ(P1 · · ·Pn−1) = −1 e Q` ≺ P`.
Esta relac¸a˜o de ordem surge naturalmente neste contexto devido aos dois resultados
seguintes, que mostram inequivocamente como ela esta´ ligada a` ordem do intervalo:
dados quaisquer pontos x, y do intervalo [0, 1], tem-se que
x < y =⇒ it(x)  it(y)
it(x) ≺ it(y) =⇒ x < y
(4.3)
Com esta relac¸a˜o de ordem definida no espac¸o das sequeˆncias simbo´licas formadas a
partir de s´ımbolos do alfabeto A, e´ poss´ıvel afirmar que, para todo x pertencente ao
intervalo [f 2(c1) f(c1)], o intervalo para onde a dinaˆmica de qualquer ponto converge,
e´ va´lida a dupla desigualdade:
σ(Kfa)  it(x)  Kfa .
E´ exactamente esta dupla desigualdade que permitiu a Sousa Ramos caracterizar o
conjunto dos invariantes de amassamento desta fam´ılia de aplicac¸o˜es no intervalo dizendo
que uma sequeˆncia S = S1S2 · · · de s´ımbolos de A tal que, se S conte´m algum s´ımbolo
C, sendo Sn o primeiro, enta˜o S = (S1 · · · Sn)∞, e´ um invariante de amassamento se, e
somente se, for satisfeita a seguinte cadeia de desigualdades
σ(Kfa)  σk(Kfa)  Kfa , k = 0, 1, 2, · · · .
Como Sousa Ramos mostrou, a melhor forma de apresentar o conjunto de invariantes de
amassamento desta fam´ılia de aplicac¸o˜es no intervalo e´ salientando a seguinte estrutura
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Figura 4.2: Um pormenor da a´rvore das sequeˆncias de amassamento de fa
Como podemos observar, trata-se uma vez mais de uma a´rvore bina´ria podada, uma vez
que nem todas as sequeˆncias sa˜o invariantes de amassamento de alguma aplicac¸a˜o fa.
Mostra-se que esta a´rvore dos invariantes de amassamento esta´ ordenada relativamente
ao paraˆmetro a que constro´i as diferentes aplicac¸o˜es.
Apresentada a definic¸a˜o de sequeˆncias de amassamento e, em particular, as fam´ılias
dessas sequeˆncias para as transformac¸o˜es β e as aplicac¸o˜es quadra´ticas no intervalo,
vamos de seguida apresentar o formalismo de amassamento que, a partir de cada uma
destas sequeˆncias, constro´i uma matriz de se´ries de poteˆncias. Contudo, na˜o o va-
mos fazer em toda a sua generalidade, assumindo desde ja´ que a colecc¸a˜o de abertos
(I1, · · · , In) forma uma partic¸a˜o do intervalo.
Seja f uma aplicac¸a˜o no intervalo e C = {I1, · · · , In+1} uma partic¸a˜o de abertos
desse mesmo intervalo satisfazendo as condic¸o˜es enunciadas. Nestas condic¸o˜es, sabemos
que o conjunto dos seus pontos singulares e´ dado por
∂C0 = {a+0 , a−1 , a+1 , · · · , a−n−1, a+n−1, a−n }.
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Consideremos o alfabeto reduzido de (f,C),
A∗ = {S1, S2, · · · , Sn+1},
correspondente a` codificac¸a˜o dos pontos de cada um dos n intervalos abertos de C. A
ideia fundamental de Milnor e Thurston passa por calcular os chamados incrementos de
amassamento relativamente a cada um dos pontos a1, a2, · · · , an que definem a partic¸a˜o.
Chama-se incremento de amassamento do ponto x = ai a` diferenc¸a
νai = θa+i (t)− θa−i (t),
onde por θa±i (t) se denota a coordenada invariante lateral definida por





















′(f `(a±i )) > 0
−1 sef ′(f `(a±i )) < 0
e onde por P(±i) = P(±i)1 P
(±i)
2 · · · se denota o itinera´rio de a±i . Prova-se facilmente que
todos os incrementos de amassamento se podem escrever como combinac¸a˜o linear dos
s´ımbolos de A∗, isto e´,
νai = Ni,1(t) S1 +Ni,2(t) S2 + · · ·+Ni,n+1(t) Sn+1, (4.4)
para i = 1, 2, · · · , n. Com os coeficientes desta combinac¸a˜o linear podemos construir
uma matriz N = (Nij), de dimensa˜o n× (n+ 1), cujos elementos sa˜o todos eles se´ries
de poteˆncias formais na indeterminada t.
Definic¸a˜o 4.5. Chama-se matriz de amassamento associado a um invariante de amassa-
mento Kf = (P
(±i)), com i = 1, 2, · · · , n, a` matriz N = (Nij), de dimensa˜o n×(n+1),
cujos coeficientes Nij sa˜o obtidos a partir das combinac¸o˜es lineares (4.4).
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Seja V um espac¸o vectorial, de dimensa˜o n + 1, sobre o conjunto dos nu´meros
racionais Q, tendo como base os s´ımbolos do alfabeto reduzido A∗. Como facilmente
se reconhece, o mo´dulo das se´ries formais na indeterminada t, com coeficientes em V,
usualmente denotado por V [[ t ]], e´ um mo´dulo livre com base {S1, . . . , Sn+1}, relativa-
mente ao anel Q [[ t ]] das se´ries de poteˆncias formais na indeterminada t e coeficientes
racionais, pelo que podemos escrever cada elemento de V [[ t ]] na forma
θ = Θ1S1 +Θ1S2 + . . .+Θn+1Sn+1 ,
de maneira u´nica, onde os coeficientes Θk ∈ Q [[ t ]] satisfazem uma condic¸a˜o que resulta
imediatamente do modo como θ e´ constru´ıda.
Lema 4.1. Seja θ = Θ1S1 +Θ1S2 + . . .+Θn+1Sn+1 um qualquer elemento de V [[ t ]].








Θn+1 = 1 .
Este resultado permite-nos concluir enta˜o que as (n+1) colunas Γi da matriz de amas-
samento sa˜o linearmente dependentes, sendo assim satisfeita a relac¸a˜o
(
1− t) Γ1 + (1 + t) Γ2 + · · ·+ (1− (−1)m+1t) Γm+1 = 0 ,
onde, relativamente a` expressa˜o geral apresentada em [89], foi efectuada a substituic¸a˜o
de (S1) pelo seu valor, uma vez que todas as aplicac¸o˜es que estamos a considerar teˆm
um ponto fixo no extremo esquerdo do intervalo, x = a1. Deste modo, removendo uma
das (m + 1) colunas da matriz de amassamento N , vai ser poss´ıvel formar uma matriz
quadrada cujo determinante vai poder ser facilmente calculado.
Lema 4.2. Seja Di = det(Γ1, . . . , Γˆi, . . . , Γn+1) o determinante da matriz obtida da




e´ uma unidade do anel Z [[ t ]], independente da escolha do ı´ndice i.
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Estabelecida a na˜o dependeˆncia de D(t) relativamente a` coluna da matriz de amassa-
mento removida, podemos inferir que esta quantidade representa a informac¸a˜o contida
nos incrementos de amassamento de um invariante de amassamento.
Definic¸a˜o 4.6. Dada uma aplicac¸a˜o f no intervalo e uma partic¸a˜o C satisfazendo as
condic¸o˜es apresentadas, seja Kf o seu invariante de amassamento. Enta˜o, chama-se
determinante de amassamento a` se´rie de poteˆncias DKf = D(t).
Vamos de seguida apresentar um exemplo para ilustrar a construc¸a˜o da matriz N asso-
ciada a um invariante de amassamento de uma aplicac¸a˜o quadra´tica no intervalo.
Exemplo 10. Seja K(f) = RLLRRC a sequeˆncia de amassamento de uma aplicac¸a˜o
quadra´tica no intervalo. Enta˜o, podemos inferir que o itinera´rio do ponto c+, atendendo
a` seguinte cadeia de desigualdades:
c < c+ ⇒ f(c+) < f(c) ⇒ f 2(c) < f 2(c+) ⇒ f 3(c) < f 3(c+) ⇒
⇒ f 4(c) < f 4(c+) ⇒ f 5(c+) < f 5(c) ⇒ f 6(c) < f 6(c+) ⇒
⇒ c < f6(c+)




= R e assim, que
it(c+) = (RRLLRR)∞.
Um racioc´ınio ana´logo conduz-nos ao itinera´rio do ponto c−,
it(c−) = L(RLLRRR)∞.
Deste modo, podemos inferir imediatamente que os limites superior e inferior da coor-
denada invariante no ponto cr´ıtico sa˜o dados por
θc+(t) = R− tR + t2 L + t3 L + t4 R− t5 R + · · · ,
ou seja,
θc+(t) = (t
2 + t3)(1 + t6 + t12 + · · · )L + (1− t+ t4 − t5)(1 + t6 + t12 + · · · )R.
De forma ana´loga, temos que





1− (t2 + t3)(1 + t6 + · · · )) L + (1− (1− t+ t4 − t5)(1 + t6 + · · · ))R .
Assim, temos que o incremento de amassamento ν1, correspondente a` sequeˆncia de
amassamento RLLRRC, e´ dado por:
ν1 =
(−1 + (2t2 + 2t3)(1 + t6 + · · · ))L + (−1 + (2− 2t+ 2t4 − 2t5)(1 + t6 + · · · ))R .
Este resultado para o incremento de amassamento conduz-nos facilmente a` seguinte
matriz de amassamento, neste caso uma matriz de dimensa˜o 1× 2:
NRLLRRC =
(
−1+(2t2+2t3)(1+ t6+ · · · ) −1+(2−2t+2t4−2t5)(1+ t6+ · · · )
)
,
e ao determinante de amassamento
DRLLRRC =
1− (2t2 + 2t3)(1 + t6 + . . .)
(1 + t)
=
1− t− t2 − t3 + t4 − t5
1− t6 .
Um dos aspectos importantes deste formalismo e´ o facto de ser poss´ıvel calcular a
entropia de uma aplicac¸a˜o atrave´s do conhecimento dos zeros do seu determinante de
amassamento.
Proposic¸a˜o 4.2. Seja f uma aplicac¸a˜o no intervalo com entropia topolo´gica positiva
e C uma partic¸a˜o desse intervalo satisfazendo as condic¸o˜es apresentadas anteriormente.
Enta˜o, a entropia topolo´gica de f e´ igual ao logaritmo do zero de menor mo´dulo de
determinante de amassamento DKf (t), quando por Kf (t) se denota o invariante de
amassamento de f .
A motivac¸a˜o para esta breve apresentac¸a˜o do formalismo de amassamento esta´ um pouco
para la´ deste resultado que permite o ca´lculo da entropia de uma aplicac¸a˜o a partir do
conhecimento dos zeros do seu determinante de amassamento. De facto, como veremos
no cap´ıtulo que se segue, tambe´m a func¸a˜o ζf da dinaˆmica f esta´ relacionada com este
determinante.
De seguida, vamos apresentar a construc¸a˜o da matriz de transic¸a˜o de Markov, con-
cebida por Sousa Ramos, a partir do invariante de amassamento de uma aplicac¸a˜o. Esta
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construc¸a˜o na˜o deve ser olhada apenas como uma alternativa, uma perspectiva diferente,
a` teoria do amassamento. De facto, trata-se de um estudo da dinaˆmica no intervalo
muito mais profundo, onde muitas, sena˜o mesmo todas, das caracter´ısticas fundamentais
dessa dinaˆmica estara˜o registadas nessa matriz.
4.3 Algumas aplicac¸o˜es de Markov no intervalo
Desde meados da de´cada de 1980, possivelmente influenciado pelos trabalhos de J. Guck-
enheimer, [51] e [52], e P. Stefan, [133], Sousa Ramos apercebeu-se da possibilidade de
construir uma matriz de transic¸a˜o de Markov a partir do invariante de amassamento
de uma aplicac¸a˜o no intervalo. Primeiro para a fam´ılia das aplicac¸o˜es quadra´ticas no
intervalo, mas depois para muitas outras fam´ılias de aplicac¸o˜es no intervalo, esta con-
struc¸a˜o revelou toda a sua importaˆncia quando permitiu estudar as dinaˆmicas atrave´s
de invariantes alge´bricos, grupos de Bowen-Franks, grupos dimensa˜o, etc., e com estes
complementar os invariantes mais tradicionais, como a entropia topolo´gica, essa sim,
ja´ conseguida pelo determinante de amassamento. No que se segue vamos apresentar
a construc¸a˜o referida para as fam´ılias de aplicac¸o˜es quadra´ticas e transformac¸o˜es β no
intervalo.
Consideremos uma aplicac¸a˜o quadra´tica no intervalo f e denotemos por
Kf = (P1P2 · · ·PnC)∞
o seu invariante de amassamento. Sabendo que esta sequeˆncia e´ o itinera´rio da imagem
por f do ponto cr´ıtico c = 1/2, podemos concluir que a o´rbita deste ponto e´ perio´dica,
de per´ıodo n + 1. De seguida vamos explicitar os itinera´rios dos n + 1 pontos desta
o´rbita perio´dica, isto e´,
P(1) = σ(P1P2 · · ·PnC) = (P2 · · ·PnCP1)∞
P(2) = σ2(P1P2 · · ·PnC) = (P3 · · ·PnCP1P2)∞
...
P(n) = σn(P1P2 · · ·PnC) = (CP1P2 · · ·Pn)∞
P(n+1) = σn+1(P1P2 · · ·PnC) = (P1P2 · · ·PnC)∞ .
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A ideia e´ construir uma partic¸a˜o do intervalo a partir dos pontos da o´rbita do ponto
cr´ıtico, mas atrave´s, u´nica e exclusivamente, do conhecimento do correspondente itinera´rio
simbo´lico. Isso so´ vai ser poss´ıvel pela relac¸a˜o de ordem simbo´lica ≺ que sabemos
satisfazer as desigualdades (4.3). Vemos assim que a escrita das n + 1 sequeˆncias
P(1),P(2), · · · ,P(n),P(n+1) de forma crescente, nos possibilitara´ a consequente escrita
por ordem crescente tambe´m dos pontos da o´rbita do ponto c = 1/2. Seja ρ a per-
mutac¸a˜o no conjunto {1, 2, · · · , n, n+ 1} tal que
P(ρ(1)) ≺ P(ρ(2)) ≺ · · · ≺ P(ρ(n)) ≺ P(ρ(n+1)) .
Como podemos perceber, esta permutac¸a˜o ρ troca a ordem crescente no tempo, a que se
referem os ı´ndices P(k), pela ordem crescente no espac¸o, como a cadeia de desigualdades
anterior nos mostra. Nesta altura vamos introduzir os pontos xρ(k) cujos itinera´rios sa˜o
exactamente as sequeˆncias simbo´licas P(k), isto e´,
P(ρ(k)) = it(xρ(k)).
Ora, apesar de na˜o sabermos os seus valores nume´ricos, sabemos, isso sim, que estes
pontos do intervalo satisfazem a seguinte cadeia de desigualdades:
0 < xρ(1) < xρ(2) < · · · < xρ(n) < xρ(n+1) < 1.
A partir desta cadeia de desigualdades, percebe-se facilmente que vai ser poss´ıvel con-
struir a seguinte partic¸a˜o CKf = {I0, I1, · · · , In+1} do intervalo:
I0 = (0, xρ(1))
I1 = (xρ(1), xρ(2))
...
In = (xρ(n), xρ(n+1))
In+1 = (xρ(n+1), 1).
Excepto para situac¸o˜es muito particulares, em que e´ importante a me´trica do intervalo,
a dinaˆmica de f restringe-se ao intervalo fundamental [f 2(c), f(c)]. E´ por essa raza˜o
que habitualmente se simplifica a partic¸a˜o anterior, escolhendo-se apenas os abertos que
sa˜o uma partic¸a˜o desse intervalo fundamental, isto e´, CKf = {I1, I2, · · · , In}.
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Por fim, para formar a matriz de transic¸a˜o de Markov correspondente a` dinaˆmica de
f , resta-nos perceber a dinaˆmica de cada um destes subintervalos de CKf , ou seja, saber
qual o comportamento dos seus extremos pela aplicac¸a˜o em causa. Ora, reconhecendo
que os pontos, isto e´, as sequeˆncias P(k), que definem cada um dos subintervalos teˆm
sempre como imagem pela aplicac¸a˜o um dos pontos xρ(k), isto e´, uma das sequeˆncia
resultante da aplicac¸a˜o deslocamento σ, temos assegurado que tal objectivo vai poder
ser conseguido de uma forma puramente simbo´lica. Assim, se a aplicac¸a˜o f e´ crescente
no subintervalo I`,
I` = (xρ(`), xρ(`+1)) = (xi, xj)







Caso contra´rio, isto e´, se a aplicac¸a˜o f e´ decrescente em I`, temos que a sua imagem






E´ muito importante observar que, pelas caracter´ısticas da aplicac¸a˜o f , podemos afirmar
imediatamente que qualquer dos intervalos encontrados como imagem de Ij por f sera´
sempre pass´ıvel de ser escrita como uma unia˜o de subintervalos da partic¸a˜o.
Observac¸a˜o 4.4. Uma aplicac¸a˜o no intervalo para a qual exista uma partic¸a˜o desse
mesmo intervalo satisfazendo esta propriedade diz-se uma aplicac¸a˜o de Markov.
Podemos enta˜o agora apresentar a matriz de transic¸a˜o de Markov que iremos associar a
todo o invariante de amassamento.
Definic¸a˜o 4.7. Seja f uma aplicac¸a˜o quadra´tica no intervalo com invariante de amassa-
mento Kf perio´dico de per´ıodo n+1, e seja CKf a colecc¸a˜o de n subintervalos associada
a Kf . Chamaremos matriz de transic¸a˜o de Markov associada a Kf , que denotaremos
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por AKf = (aij), a` matriz quadrada, de ordem n, cujos elementos sa˜o dados por,
aij =
 1 se f(Ii) ⊃ Ij ;0 de outro modo .
O exemplo seguinte pretende ilustrar este algoritmo.
Exemplo 11. Seja f a aplicac¸a˜o quadra´tica no intervalo cujo invariante de amassamento
e´ dado por Kf = (RLLRRC)
∞. Obtemos enta˜o as seguintes sequeˆncias:
P(1) = σ(RLLRRC) = (LLRRCR)∞ P(2) = σ2(RLLRRC) = (LRRCRL)∞
P(3) = σ3(RLLRRC) = (RRCRLL)∞ P(4) = σ4(RLLRRC) = (RCRLLR)∞
P(5) = σ5(RLLRRC) = (CRLLRR)∞ P(6) = σ6(RLLRRC) = (RLLRRC)∞ ,
para as quais e´ imediatamente va´lida a cadeia de desigualdades:
P(1) ≺ P(2) ≺ P(5) ≺ P(3) ≺ P(4) ≺ P(6) .
Sejam x1, x2, · · · , x6 os pontos do intervalo, cujos itinera´rios sa˜o exactamente as sequeˆncias
acima, isto e´, tais que,
P(k) = it(xk),
para k = 1, 2, · · · , 6. De seguida, vamos construir os subintervalos definidos por estas
sequeˆncias/pontos, que constituem a desejada partic¸a˜o do intervalo:
I1 = (x1, x2) I2 = (x2, x5) I3 = (x5, x4) I4 = (x3, x4) I5 = (x4, x6).
Atrave´s da pro´pria definic¸a˜o de itinera´rio do ponto cr´ıtico, podemos perceber que as
imagens destes abertos pela aplicac¸a˜o f satisfazem
f(I1) = I2 ∪ I3
f(I2) = I4 ∪ I5
f(I3) = I5
f(I4) = I3 ∪ I4
f(I5) = I1 ∪ I2.
Deste modo, temos a seguinte matriz de transic¸a˜o de intervalos de Markov associada a
este invariante de amassamento:
ARLLRRC =

0 1 1 0 0
0 0 0 1 1
0 0 0 0 1
0 0 1 1 0
1 1 0 0 0
 .
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Tal como foi anunciado no seu in´ıcio, terminaremos esta secc¸a˜o apresentando a con-
struc¸a˜o da matriz de transic¸a˜o de Markov associada ao invariante de amassamento de
uma transformac¸a˜o β no intervalo.
A concretizac¸a˜o da ideia de construir uma matriz de transic¸a˜o de Markov associada
ao invariante de amassamento de uma transformac¸a˜o β no intervalo foi feita por Sousa
Ramos e Nuno Martins, ver [78]. Tratando-se ainda de uma aplicac¸a˜o no intervalo cujo
invariante de amassamento se reduz a uma u´nica sequeˆncia simbo´lica, e´ natural que o
procedimento seja em tudo ideˆntico ao anteriormente apresentado para as aplicac¸o˜es
quadra´ticas, pelo que na˜o vemos necessidade de o repetir com o detalhe com que foi
apresentada a construc¸a˜o para essa fam´ılia de aplicac¸o˜es no intervalo. A grande diferenc¸a
que conve´m salientar passa pelo facto de neste caso todo o intervalo ser dinamicamente
significativo, na˜o havendo assim lugar a qualquer reduc¸a˜o da partic¸a˜o do intervalo.
Seja Kfβ = P1P2 · · ·PnC o invariante de amassamento de uma transformac¸a˜o β
no intervalo. Pelo que ficou exposto atra´s, sabemos que xn+1 = 1, isto e´, o extremo
direito do intervalo onde a dinaˆmica esta´ definida. Assim sendo, a importante cadeia de
desigualdades entre os pontos da o´rbita de x = 1 e´ dada por
0 < xρ(1) < xρ(2) < · · · < xρ(n) < xρ(n+1) = xn+1 = 1.
Deste modo, a partic¸a˜o do intervalo, CKfβ = {I1, I2, · · · , In+1}, e´ dada por
I1 = (0, xρ(1))
I2 = (xρ(1), xρ(2))
...
In+1 = (xρ(n), 1).
A matriz de transic¸a˜o de Markov surge assim de forma ana´loga.
Definic¸a˜o 4.8. Seja fβ uma transformac¸a˜o β no intervalo cujo invariante de amassa-
mento, Kfβ , e´ perio´dico de per´ıodo n + 1. Denotemos por CKfβ a colecc¸a˜o de n + 1
subintervalos associada a Kfβ . Chamaremos matriz de transic¸a˜o de Markov associada a
Kfβ a` matriz quadrada, de ordem n+ 1, AKfβ = (aij), dada por,
aij =
 1 se f(Ii) ⊃ Ij ;0 de outro modo .
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O seguinte exemplo ilustra a construc¸a˜o apresentada.
Exemplo 12. Seja Kfβ = (1100100C)
∞ o invariante de amassamento de uma trans-
formac¸a˜o β no intervalo. Enta˜o, facilmente se retira que os pontos xk tais que it(xk) =
σk(Kfβ) satisfazem a cadeia de desigualdades
0 < x5 < x2 < x6 < x3 < x7 < x4 < x1 < x8 = 1.
Deste modo, a partir destes pontos podemos proceder a` construc¸a˜o dos abertos que va˜o
resultar a partic¸a˜o C(1100100C)∞ . Uma ana´lise das imagens desses abertos permite-nos
enta˜o obter a matriz de transic¸a˜o de Markov associada a` dinaˆmica da transformac¸a˜o de
invariante de amassamento (1100100C)∞,
AK(1100100C)∞ =

1 1 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 1 1 1 1 0

.
Observac¸a˜o 4.5. Pelo que ficou anteriormente exposto, sabemos que o raio espectral
desta matriz iguala o valor de β cuja transformac¸a˜o tem como invariante de amassamento
a sequeˆncia dada. Uma computac¸a˜o simples mostra que esse valor e´ β ≈ 1.71888
4.4 O formalismo da matriz Θ
Em finais da de´cada de 1980, logo apo´s a construc¸a˜o da matriz de transic¸a˜o associada a`
sequeˆncia de amassamento de uma aplicac¸a˜o modal no intervalo, Sousa Ramos concebeu
um formalismo que correspondesse, na˜o a uma transic¸a˜o entre subintervalos, mas sim a
uma transic¸a˜o de pontos. E´ essa a ideia que esta´ na base daquilo que hoje se pode chamar
formalismo da matriz Θ. Ja´ no in´ıcio da de´cada de 2000, Nuno Martins, [78], desenvolveu
e aplicou este formalismo ao ca´lculo dos grupos de Bowen-Franks associados a invariantes
de amassamento de aplicac¸o˜es no intervalo, evidenciando enta˜o as potencialidades que
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esse formalismo alternativo a`s Cadeias de Markov Topolo´gicas mostrava no estudo das
dinaˆmicas. Esta apresentac¸a˜o das ideias de Sousa Ramos baseia-se essencialmente na
exposic¸a˜o feita em [78] e [81].
Contrariamente ao que tem sido feito ao longo deste cap´ıtulo, desta vez vamos
comec¸ar por apresentar o formalismo da matriz Θ para a fam´ılia das aplicac¸o˜es quadra´ticas
e so´ depois para a fam´ılia das transformac¸o˜es β no intervalo.
Denotemos por Ka a sequeˆncia de amassamento da aplicac¸a˜o quadra´tica no intervalo
fa(x). Para simplificar, vamos admitir que Ka e´ uma sequeˆncia finita, de comprimento




onde teremos que o ponto xn+1 e´ exactamente igual ao ponto cr´ıtico de fa, que pas-
saremos a escrever xc = c.
Observac¸a˜o 4.6. Como vimos anteriormente, sa˜o exactamente estes pontos que nos
permitem construir a matriz de transic¸a˜o de Markov AKfa associada a` dinaˆmica fa.
Seja ρ a permutac¸a˜o tal que deixa va´lida a seguinte cadeia de desigualdades:
0 < xρ(1) < xρ(2) < · · · < xρ(n) < xρ(n+1) < 1.
Como e´ o´bvio, sa˜o estes pontos que nos va˜o permitir construir uma partic¸a˜o do intervalo e
da´ı chegar a` Cadeia de Markov Topolo´gica. Para simplificar, vamos escrever estes pontos
como yi = xρ(i).
Consideremos a partic¸a˜o {I1, I2, · · · , In} dada pelos subintervalos
Ik = (yk, yk+1), k = 1, · · · , n .
Denotemos por C0 e B0 os espac¸os vectoriais das 0-cadeias gerados, repectivamente,
pelos pontos {xi} e pontos {yi}, para i = 1, 2, · · · , n + 1. Denotemos ainda por C1
o espac¸o vectorial das 1-cadeias gerado pelos intervalos {Ik}, para k = 1, 2, · · · , n.
Atendendo a` sua definic¸a˜o, temos que ∂Ik = xk+1 − xk, onde por ∂ : C1 → B0 se
denota a habitual aplicac¸a˜o fronteira.
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Consideremos agora o grafo definido por (B0, C1, ∂) e seja ϕ a sua matriz de in-
cideˆncia. Por u´ltimo, consideremos as seguintes matrizes: η = ϕpi, onde pi = (δρ(i),j) e´
a matriz associada a` permutac¸a˜o ρ, e ω a matriz quadrada de ordem n + 1 correspon-




0 1 0 · · · 0 0
0 0 1 0 0
...
...
. . . 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 · · · 0 0









ou seja, temos que





Definindo uma matriz γ = (γij), quadrada, de ordem n+1, cujos u´nicos elementos na˜o
nulos esta˜o na diagonal e na u´ltima coluna e sa˜o dados por{
γi,i = εi(c) i = 1, · · · , n+ 1
γi,n+1 = −εi(c) i = 1, · · · , n+ 1
podemos construir uma matriz ΘKfa , dada por
ΘKfa = γ ω.









A forma expl´ıcita da matriz ΘKfa pode ser obtida como
ΘKfa =

−ε1(c) ε1(c) 0 · · · 0 0





−εn−1(c) 0 0 εn−1(c) 0
−εn(c) 0 0 · · · 0 εn(c)
−εn+1(c) 0 0 · · · 0 0

,
onde, por definic¸a˜o, uma vez que Sn+1 = C, temos que εn+1(c) = 0. Para ilustrar
estes conceitos, vamos ja´ de seguida apresentar a construc¸a˜o da matriz Θ para uma
determinada sequeˆncia de amassamento.
Exemplo 13. Consideremos a seguinte sequeˆncia de amassamento de uma aplicac¸a˜o




0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 1 1 1 0
1 0 0 0 0

sendo a matriz Θ(RLLRLC)∞ dada por,
Θ(RLLRLC)∞ =

1 −1 0 0 0 0
−1 0 1 0 0 0
−1 0 0 1 0 0
1 0 0 0 −1 0
−1 0 0 0 0 1
0 0 0 0 0 0

.
Um dos resultados mais interessantes relativamente a este novo formalismo tem o
seguinte enunciado, cuja prova pode ser vista em [78].
Proposic¸a˜o 4.3. Seja Kfa a sequeˆncia de amassamento de uma aplicac¸a˜o quadra´tica
no intervalo e sejam AKfa ,ΘKfa as correspondentes matrizes de transic¸a˜o de Markov e
do formalismo Θ, respectivamente. Enta˜o, temos que
det(In+1 − tΘKfa ) = t det(In − t AKfa ),
com n+ 1 o comprimento da sequeˆncia Kfa .
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De seguida vamos apresentar este mesmo formalismo, mas agora para a fam´ılia das trans-
formac¸o˜es β no intervalo. Para tal, vamos seguir, com os devidos ajustes, a exposic¸a˜o
feita em [78] para a fam´ılia mais geral das transformac¸o˜es (β, α) no intervalo.
Tratando-se tambe´m de uma fam´ılia de aplicac¸o˜es no intervalo com um invariante
de amassamento dado exclusivamente por uma sequeˆncia, o itinera´rio do ponto x = 1,
podemos prever que muito daquilo que foi exposto para o formalismo Θ relativo a` fam´ılia
das aplicac¸o˜es quadra´ticas no intervalo seja tambe´m va´lido neste caso.
Tal como fizemos anteriormente, consideremos o alfabeto A = {0, C, 1} associado a`
fam´ılia das transformac¸o˜es β no intervalo e seja Kβ a sequeˆncia de amassamento, finita,
de comprimento n+1, da transformc¸a˜o fβ(x). A partir daqui temos um formalismo em
tudo ideˆntico ao anterior, excepto no que concerne a` matriz γ = (γij), que, neste caso,
tem como u´nicos elementos possivelmente na˜o nulos,{
γi,i = δ(Pi) i = 1, · · · , n+ 1
γi,n+1 = −δ(Pi) i = 1, · · · , n+ 1
com δ(0) = 0, δ(C) = 0 e δ(1) = 1. De uma forma equivalente, podemos apresentar a
matriz ΘKfβ , desta vez em termos dos s´ımbolos da sequeˆncia de amassamento, como
ΘKfβ =

P1(c) P1(c) 0 · · · 0 0





Pn−1(c) 0 0 Pn−1(c) 0
Pn(c) 0 0 · · · 0 Pn(c)
1 0 0 · · · 0 0

.
Um exemplo ilustrara´ o modo como se constro´i esta matriz ΘKfβ .
Exemplo 14. Seja Kfβ = (11000)
∞ a sequeˆncia de amassamento de uma transformac¸a˜o
β no intervalo. Enta˜o, como sabemos, a sua matriz de transic¸a˜o de Markov e´ dada por
A(11000)∞ =

1 1 0 0 0
0 0 1 0 0
0 0 0 1 1
1 0 0 0 0
0 1 1 1 0
 .
88
Pelo que ficou exposto atra´s, temos que a matriz do formalismo Θ correspondente a
esta sequeˆncia de amassamento e´ dada por
Θ(11000)∞ =

1 1 0 0 0
1 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
 .
Como foi salientado a quando da construc¸a˜o da matriz de transic¸a˜o associada a` sequeˆncia
de amassamento de uma transformac¸a˜o β no intervalo, a necessidade de considerarmos
o extremo esquerdo do intervalo, x = 0, leva a que as dimenso˜es de ambas as matrizes
sejam exactamente iguais. Assim sendo, a igualdade correspondente a (4.3) fica mais
simples.
Proposic¸a˜o 4.4. Seja Kfβ a sequeˆncia de amassamento de uma transformac¸a˜o β no
intervalo e sejam AKfβ ,ΘKfβ as correspondentes matrizes de transic¸a˜o de Markov e do
formalismo Θ, respectivamente. Enta˜o, temos que
det(In − tΘKfβ ) = det(In − t AKfβ ),
com n o comprimento da sequeˆncia Kfβ .
No cap´ıtulo que se segue iremos perceber como este formalismo e´ uma importante
alternativa ao das Cadeias de Markov Topolo´gicas. Tal como foi percept´ıvel em [78],
com a demonstrac¸a˜o de regularidades nos grupos de Bowen-Franks para certas fam´ılias
de aplicac¸o˜es no intervalo, tambe´m agora vamos aproveitar a forma como os elementos
na˜o nulos se dispo˜em na matriz Θ para efectuar ca´lculos que de outro modo, isto e´, a
partir da matriz de transic¸a˜o de Markov, seriam extraordinariamente complicados, para




Func¸a˜o zeta para aplicac¸o˜es no
intervalo
A presunc¸a˜o inicial que a generalizac¸a˜o para sistemas dinaˆmicos das func¸o˜es zeta, origi-
nalmente introduzidas num contexto de teoria de nu´meros, levaria naturalmente a algo
interessante, na˜o pode ser considerada o´bvia. Contudo, nas u´ltimas de´cadas, tem-se
procurado entender o significado dinaˆmico mais profundo de tais func¸o˜es, sendo hoje
poss´ıvel dizer que se trata, efectivamente, de uma func¸a˜o importante na caracterizac¸a˜o
da evoluc¸a˜o temporal de um sistema. Tal como ta˜o bem escreveu David Ruelle, [117], the
Riemann zeta function was introduced to study statistical properties of prime numbers
[and we know now that] dynamical zeta functions are related to the thermodynamical
formalism, hence to ergodic theory and, again, to statistical properties. Neste u´ltimo
cap´ıtulo, vamos enta˜o abordar o problema do ca´lculo da func¸a˜o zeta dinaˆmica, natural-
mente no aˆmbito mais espec´ıfico das aplicac¸o˜es modais no intervalo.
A func¸a˜o zeta dinaˆmica de f , originalmente proposta por Michael Artin e Barry
Mazur, e´ dada pela seguinte expressa˜o:





#(Fix fk) , (5.1)
onde por #(Fix fk) se denota o nu´mero de pontos fixos de fk, sempre suposto em
nu´mero finito, e onde, como e´ habitual, se entende que
exp a = 1 + a+ a2/2! + a3/3! + . . . .
Contudo, e´ preciso fazer notar que a igualdade acima deve ser entendida como uma
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igualdade formal, uma vez que na˜o esta´ de forma alguma assegurada, e em que condic¸o˜es,
a definic¸a˜o da expressa˜o que se apresenta do lado direito.
Constru´ıda a partir do nu´mero dos pontos perio´dicos da dinaˆmica, resulta de imediato
a invariaˆncia por conjugac¸a˜o topolo´gica de ζf . Para ale´m disso, as mesmas razo˜es fazem
desde logo suspeitar a existeˆncia de uma estreita relac¸a˜o entre a func¸a˜o zeta e o nu´mero
de crescimento da dinaˆmica em causa. Para termos uma noc¸a˜o um pouco mais concreta
do que e´ a func¸a˜o zeta de uma dinaˆmica, pensemos em alguns exemplos para os quais
o ca´lculo proposto e´ para ale´m de poss´ıvel, bastante fa´cil: seja f uma aplicac¸a˜o cuja
dinaˆmica se resume unicamente a uma o´rbita perio´dica de per´ıodo p. Enta˜o, temos que








zp + z2p/2 + z3p/3 + . . .
)
= exp
(− log(1− zp)) ,
isto e´,
ζf (z) = (1− zp)−1 = 1 + zp + z2p + · · · .
Como era de esperar, nesta expressa˜o temos todos os termos de poteˆncias kp, com k ∈
N, pelo simples facto de uma qualquer o´rbita perio´dica de per´ıodo p ser inevitavelmente
percepcionada como uma o´rbita perio´dica de per´ıodo kp.
Uma forma muito elegante de apresentar a func¸a˜o ζf de uma dinaˆmica e´ atrave´s da




(1− zp)−1 , (5.2)
onde desta vez o produto se estende por todas as o´rbitas perio´dicas primitivas, orbf , da
dinaˆmica em causa, denotando-se por p o respectivo per´ıodo. De seguida vamos contin-
uar a apresentar alguns exemplos, sobretudo para ilustrar alguns aspectos do ca´lculo da
func¸a˜o zeta, nomeadamente a sua dificuldade. Como veremos, a escolha das dinaˆmicas
vai ser feita por sabermos de antema˜o todas as o´rbitas por ela admitidas.
Exemplo 15. Consideremos uma dinaˆmica quadra´tica no intervalo correspondente ao
ponto de Feigenbaum da primeira cascata de bifurcac¸o˜es de duplicac¸a˜o do per´ıdo, isto
e´, cuja sequeˆncia de amassamento seja dada por Kf = R
?∞. Nesse caso, sabemos que
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a dinaˆmica admite, para ale´m de dois pontos fixos, uma o´rbita perio´dica de per´ıodo 2k,
para todo k ∈ N, pelo que o rec´ıproco de ζf pode ser escrito explicitamente como




Vejamos ainda um segundo exemplo.
Exemplo 16. Permanecendo ainda no aˆmbito das aplicac¸o˜es quadra´ticas no intervalo,
seja f uma aplicac¸a˜o cuja sequeˆncia de amassamento e´ dada por Kf = RL
∞. Como
podemos ver, estamos agora na situac¸a˜o em que a restric¸a˜o da aplicac¸a˜o f aos subin-
tervalos esquerdo e direito e´ um homeomorfismo. Sendo assim, facilmente podemos
concluir que, para todo k ∈ N, fk cruza 2k vezes a recta y = x. Deste modo, voltando
a` sua expressa˜o original, (5.1), temos que











podendo assim escrever que
1/ζf (z) = 1− 2z.
Como sabemos, estes dois exemplos de dinaˆmicas, relativamente a`s quais obtive´mos a
expressa˜o das suas func¸o˜es zeta, pertencem a uma fam´ılia de dinaˆmicas no intervalo que
iremos ainda estudar com alguma profundidade. Existe, contudo, uma grande fam´ılia de
dinaˆmicas cujas func¸o˜es zeta sa˜o tambe´m muito fa´ceis de estabelecer, os shifts de tipo
finito.
Exemplo 17. Seja (ΣA, σ) um shift de tipo finito descrito pela matriz A, quadrada,
de dimensa˜o N , de elementos pertencentes a {0, 1}. Enta˜o, uma vez que e´ va´lida a
igualdade
#(Fixσk) = trAk,
temos que a func¸a˜o zeta desta dinaˆmica, que habitualmente se denota por ζA, para






#(Fixσk) = det(1− z A) .
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5.1 A func¸a˜o zeta de uma aplicac¸a˜o quadra´tica no
intervalo
Como foi anteriormente referido, em finais da de´cada de 1970, John Milnor e William
Thurston apresentaram um formalismo que permitia estudar a dinaˆmica de aplicac¸o˜es
no intervalo tais que este pudesse ser dividido nu´mero finito de subintervalos onde a
aplicac¸a˜o fosse mono´tona. Como o mostraram ainda Milnor e Thurston, esse formalismo
de amassamento permite igualmente calcular a func¸a˜o zeta de qualquer uma dessas
dinaˆmicas, de uma forma muito fa´cil e elegante. Uma vez que os resultados que iremos
apresentar se referem explicitamente a aplicac¸o˜es unimodais no intervalo, vamos escrever
o resultado de Milnor e Thurston nesse mesmo contexto.
A expressa˜o obtida para a func¸a˜o zeta de uma aplicac¸a˜o quadra´tica no intervalo exige
uma condic¸a˜o que e´ satisfeita sempre que esta e´ um polino´mio, ou uma func¸a˜o racional,
de grau superior ou igual a 2, ou sempre que a aplicac¸a˜o em causa tenha derivada
schwarziana negativa no interior de ambos os subintervalos de monotonia. Podemos
assim concluir estarmos perante uma hipo´tese muito pouco limitadora.
Teorema 5.1 (Milnor e Thurston). Seja f uma aplicac¸a˜o quadra´tica no intervalo, com
um nu´mero finito de pontos perio´dicos insta´veis. Enta˜o, o rec´ıproco da sua func¸a˜o zeta
apresenta-se como o produto do seu determinante de amassamento por um polino´mio
cicloto´mico,
1/ζK(z) = DK(z)P (z) , (5.3)
onde por K = Kf se denota a sequeˆncia de amassamento de f , por DK o seu determi-
nante de amassamento e por P um qualquer polino´mio cicloto´mico.
Para ale´m da expressa˜o (5.3), os mesmos autores mostraram tambe´m que o raio de
convergeˆncia da igualdade era exactamente o rec´ıproco do nu´mero de crescimento da
aplicac¸a˜o em causa, isto e´, que
1/ζK(z) = DK(z)P (z) , |z| < 1/s ,
com s = sf o nu´mero de crescimento da aplicac¸a˜o f . Mas a contribuic¸a˜o de Milnor e
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Thurston foi um pouco mais longe, ao conseguir identificar o polino´mio cicloto´mico em
duas diferentes situac¸o˜es, consoante o itinera´rio da imagem por f do ponto cr´ıtico de f
fosse, ou na˜o, uma sequeˆncia perio´dica.
Proposic¸a˜o 5.1. Seja f uma aplicac¸a˜o quadra´tica no intervalo, com um nu´mero finito de
pontos perio´dicos insta´veis, e denotemos por K = Kf a sua sequeˆncia de amassamento.
Se a sequeˆncia simbo´lica K e´ perio´dica, de per´ıodo p, temos que
1/ζK(z) = (1− z) (1− zp)DK(z) .
Contudo, se tal na˜o se verificar, temos enta˜o que
1/ζK(z) = (1− z)DK(z) .
Vemos assim que e´ a matriz de amassamento, no caso de uma aplicac¸a˜o quadra´tica uma
matriz de dimensa˜o 1×2, cujos elementos sa˜o se´ries de poteˆncias cuja expressa˜o depende
do aparecimento de cada um dos s´ımbolos na sequeˆncia de amassamento da aplicac¸a˜o,
que vai reter a informac¸a˜o da dinaˆmica de f necessa´ria para a construc¸a˜o da func¸a˜o ζf .
Por outras palavras, na estrate´gia proposta por Milnor e Thurston, essa construc¸a˜o na˜o
vai passar ja´ pelo conhecimento dos pontos perio´dicos, ou das o´rbitas perio´dicas, de f .
Como consequeˆncia, torna-se extremamente simples apresentar a func¸a˜o zeta de uma
aplicac¸a˜o, bastando para tal saber exactamente qual o enderec¸o de todas as iteradas
do seu ponto cr´ıtico. Vejamos agora como e´ poss´ıvel, atrave´s ao Teorema de Milnor e
Thurston, obter ζf , com mais dois exemplos de aplicac¸o˜es quadra´ticas no intervalo.
Exemplo 18. Seja f uma aplicac¸a˜o quadra´tica no intervalo cuja sequeˆncia de amassa-
mento e´ uma sequeˆncia perio´dica dada por K = RLLRRC∞. Sendo assim, verifica-se
facilmente que a sua matriz de amassamento e´ dada por
NK =
(
−1 + (2t2 + 2t3)(1 + t6 + · · · ) − 1 + (2− 2t+ 2t4 − 2t5)(1 + t6 + · · · )
)
,
obtendo-se igualmente de imediato o seu determinante de amassamento, isto e´,
DK =
1− (2t2 + 2t3)(1 + t6 + · · · )
1 + t
=
1− t− t2 − t3 + t4 − t5
1− t6 .
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Pelo Teorema 5.1 podemos enta˜o dizer que o rec´ıproco da func¸a˜o zeta da aplicac¸a˜o f e´
dado pelo polino´mio
1/ζf (z) = (1− z) (1− z − z2 − z3 + z4 − z5), |z| < 1/s,
com s ≈ 1.7924.
Exemplo 19. Consideremos agora uma outra aplicac¸a˜o quadra´tica no intervalo f , desta
vez com uma sequeˆncia de amassamento eventualmente perio´dica, dada por K = RLR∞.
Um ca´lculo bastante simples leva-nos de imediato a concluir que a sua matriz de amas-
samento e´ dada por
NK =
(
−1 + 2t2 1− 2t+ 2t3(1− t+ t2 − t3 + · · · )
)
,





Deste modo, podemos escrever o rec´ıproco da sua func¸a˜o zeta como
1/ζf (z) =
(1− z) (1− 2z2)
1 + z
, |z| < 1/s,
desta vez com s =
√
2.
Como deve ser percept´ıvel pelos dois exemplos anteriores, o Teorema 5.1 torna o ca´lculo
da func¸a˜o zeta extremamente simples, sobretudo nos casos de aplicac¸o˜es quadra´ticas
com sequeˆncias de amassamento perio´dicas ou eventualmente perio´dicas. No entanto,
se e´ certo que o citado teorema responde a` questa˜o inicialmente colocada de escrever
a func¸a˜o zeta de uma qualquer aplicac¸a˜o quadra´tica no intervalo, tambe´m na˜o deixa
de ser verdade que a utilizac¸a˜o de um formalismo de tal forma restrito a essa fam´ılia
de aplicac¸o˜es na˜o possibilita qualquer generalizac¸a˜o a outras aplicac¸o˜es. Nesse sentido,
julgamos muito importante o trabalho de Jose´ Sousa Ramos na construc¸a˜o de uma
partic¸a˜o de Markov do intervalo a partir do itinera´rio do ponto cr´ıtico da aplicac¸a˜o.
Estamos assim perante uma ponte entre o formalismo de amassamento e uma forma
de estudar a dinaˆmica que se estende a um grande nu´mero de tipos de aplicac¸o˜es.
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Deste modo, vamos colocar exactamente o mesmo problema, do ca´lculo da func¸a˜o zeta
para uma aplicac¸a˜o quadra´tica no intervalo, mas agora tentando encontrar uma soluc¸a˜o
atrave´s da construc¸a˜o, devida a Sousa Ramos, de uma partic¸a˜o de Markov do intervalo.
Para simplificar, vamos comec¸ar por distinguir classes de aplicac¸o˜es de acordo com a sua
sequeˆncia de amassamento.
Seja f uma qualquer aplicac¸a˜o quadra´tica no intervalo e denotemos por K = Kf a
sua sequeˆncia de amassamento. Como referimos anteriormente, diz-se que a sequeˆncia
simbo´lica K e´ finita caso contenha um s´ımbolo C, isto e´, se se escreve como
K =
(
S1 · · ·Sp−1C
)∞
= S1 · · ·Sp−1C ,
onde se supo˜e que nenhum dos s´ımbolos Sk, para k = 1, · · · , p− 1, e´ igual a C. Caso
contra´rio, vamos dizer que K e´ infinita. No caso de K ser uma sequeˆncia infinita, e´
conveniente distinguir treˆs situac¸o˜es: infinita perio´dica, infinita pre´-perio´dica, ou infinita
aperio´dica.
Como Sousa Ramos mostrou nos seus trabalhos, para todas as situac¸o˜es excepto a
u´ltima, existe uma forma de proceder que nos conduz a` construc¸a˜o de uma partic¸a˜o de
Markov do intervalo com um nu´mero finito de subintervalos e assim a uma matriz de
transic¸a˜o de Markov de dimensa˜o finita. Desse modo, o resultado abaixo vai ser um
mero reflexo dessa construc¸a˜o, uma vez que repete aquilo que tinha sido ja´ estabelecido
para a func¸a˜o zeta de qualquer subshift de tipo finito.
Teorema 5.2 (Sousa Ramos). Seja K uma sequeˆncia de amassamento quadra´tica finita,
infinita perio´dica ou infinita pre´-perio´dica. Enta˜o, temos que
1/ζK(z) = det(1n − z AK) ,
onde por AK denotamos a matriz de transic¸a˜o de Markov, de dimensa˜o n, associada a
K.
Como facilmente se depreende, ficou por estudar a situac¸a˜o em que a sequeˆncia de
amassamento e´ infinita aperio´dica, cuja primeira dificuldade esta´ desde logo no facto do
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formalismo de Sousa Ramos lhe associar uma cadeia de Markov topolo´gica de dimensa˜o
infinita, numera´vel. Aquilo que nos propomos fazer e´ exactamente resolver esse prob-
lema, isto e´, estudar o problema do ca´lculo da func¸a˜o zeta de uma aplicac¸a˜o quadra´tica
no intervalo cuja sequeˆncia de amassamento seja infinita aperio´dica.
Se considerarmos o conjunto das sequeˆncias de amassamento quadra´ticas com a
estrutura de a´rvore proposta por Sousa Ramos, e descrita no Cap´ıtulo 3, facilmente
se percebe que, de todas as sequeˆncias de amassamento infinitas, e´ poss´ıvel distinguir
claramente duas situac¸o˜es: aquelas sequeˆncias pass´ıveis de serem alcanc¸adas atrave´s de
um caminho sobre a a´rvore e aquelas outras que na˜o se enquadram nessa ideia, uma vez
que na˜o se relacionam com qualquer outra sequeˆncia de amassamento quadra´tica finita.
De seguida procuraremos formalizar estas ideias.
Definic¸a˜o 5.1. Uma sequeˆncia de amassamento quadra´tica infinita S = S1S2 · · · diz-se
aproximadamente finita se existe uma ordem N ∈ N a partir da qual, para todo n > N ,





Se aproximadamente finita nos parece uma boa forma de descrever estas sequeˆncias de
amassamento, naturalmente que aquelas que na˜o satisfazem a condic¸a˜o acima descrita
podera˜o ser chamadas sequeˆncias de amassamento puramente infinitas.
Definic¸a˜o 5.2. Uma sequeˆncia de amassamento quadra´tica infinita S = S1S2 · · · diz-se
puramente infinita se, para algum N ∈ N, nenhuma das sequeˆncias Sn = S1S2 · · ·SnC,
com n > N , e´ uma sequeˆncia de amassamento quadra´tica.
E´ importante realc¸ar desde logo que esta classificac¸a˜o na˜o esgota todas as possibilidades.
Vejamos alguns exemplos para ilustrar este facto e as definic¸o˜es propostas.
Exemplo 20. A sequeˆncia S = RL∞ e´ uma sequeˆncia de amassamento quadra´tica apro-
ximadamente finita. De facto, trata-se de uma sequeˆncia infinita que pode ser obtida
percorrendo o ramo mais a` direita da a´rvore das sequeˆncias de amassamento quadra´ticas.
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Exemplo 21. A sequeˆncia S = (RL)∞ e´ uma sequeˆncia de amassamento quadra´tica pu-
ramente infinita. Como facilmente se verifica, exceptuando as primeiras treˆs sequeˆncias,
RC, RLC e RLRC, quaisquer outras tentativas de se obter uma sequeˆncia de amas-
samento a partir de uma subsequeˆncia inicial de S esta˜o manifestamente condenadas ao
insucesso.
Exemplo 22. A sequeˆncia S = RLRRLRRRLRRRRL · · · e´ uma sequeˆncia de amas-
samento quadra´tica que na˜o e´ nem aproximadamente finita, nem puramente infinita.
De facto, na˜o e´ muito dif´ıcil de concluir que sempre que o u´ltimo s´ımbolo, Sn, e´ igual
a L, estaremos perante uma sequeˆncia Sn que claramente e´ na˜o admiss´ıvel. Por outro
lado, facilmente se constata que qualquer outra situac¸a˜o nos conduz a uma sequeˆncia
Sn que e´ de facto uma sequeˆncia de amassamento quadra´tica. Deste modo, atentando
na sua forma de construc¸a˜o, podemos assegurar que a sequeˆncia infinita apresentada,
na˜o sendo uma sequeˆncia puramente infinita, na˜o e´ tambe´m uma sequeˆncia aproximada-
mente finita.
A relevaˆncia da classificac¸a˜o proposta para as sequeˆncias de amassamento infinitas ficara´
patente no que se segue.
5.2 O teorema fundamental
Para tornar mais simples a apresentac¸a˜o do nosso resultado principal, vamos comec¸ar
por mostrar que a func¸a˜o zeta ζK associada a uma qualquer sequeˆncia de amassamento
K aproximadamente finita e aperio´dica tem uma expressa˜o que traduz uma generalizac¸a˜o
imediata do caso finito.
Teorema 5.3. Seja S uma sequeˆncia de amassamento quadra´tica aperio´dica aproxi-
madamente finita. Enta˜o, temos que





com n = ε1ε2 · · · εn, e onde por εk se denotam os s´ımbolos de amassamento associados
a cada um dos s´ımbolos Sk que compo˜em a sequeˆncia S.
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A demonstrac¸a˜o que vamos apresentar baseia-se no trabalho de Omri Sarig, [?], onde
o autor mostra que a func¸a˜o zeta de uma dinaˆmica caracterizada por uma determinada
matriz de transic¸a˜o, de dimensa˜o infinita, tem uma certa forma. Na sua argumentac¸a˜o,
Sarig aproveita-se essencialmente da estrutura da matriz de transic¸a˜o, isto e´, da posic¸a˜o
dos seus elementos diferentes de zero, para introduzir certas matrizes de dimensa˜o finita,
submatrizes da matriz inicial, que conservam exactamente essa mesma estrutura. Desse
modo, vai-lhe ser poss´ıvel apresentar resultados para a situac¸a˜o finita e ainda acompanhar
todo o processo de passagem ao infinito. Ora, como e´ o´bvio, esta ideia de Sarig na˜o e´
generaliza´vel para o caso geral de uma matriz de transic¸a˜o associada a uma qualquer
sequeˆncia de amassamento aperio´dica, uma vez que na˜o so´ na˜o e´ conhecida a estrutura
da matriz de transic¸a˜o, como tambe´m as matrizes de dimensa˜o finita constru´ıdas a
partir da matriz de transic¸a˜o perdem toda a informac¸a˜o dinaˆmica. Torna-se necessa´rio
contornar a questa˜o.
Como vamos ver ja´ de seguida, a soluc¸a˜o para este problema passa pela representac¸a˜o
da dinaˆmica pelo formalismo da matriz Θ introduzido por Sousa Ramos e descrito no
Cap´ıtulo 2. De facto, e´ essa passagem que nos vai permitir encarar o problema em
toda a sua generalidade, uma vez que a matriz Θ associada a qualquer sequeˆncia de
amassamento mostra sempre uma mesma estrutura na posic¸a˜o dos seus elementos na˜o
nulos e certas suas submatrizes sa˜o ainda dinamicamente relevantes.
Seja S = S1S2 · · · uma sequeˆncia de amassamento quadra´tica aperio´dica aproxi-
madamente finita. Enta˜o, por definic¸a˜o, temos que, a partir de uma certa ordem N ,
todas as sequeˆncias simbo´licas Sn = S1S2 · · ·SnC sa˜o sequeˆncias de amassamento.
Denotemos por An = ASn a matriz de transic¸a˜o de Markov associada a` sequeˆncia de
amassamento finita Sn. De forma ana´loga, denotemos por ΘS a matriz do formalismo Θ
associada a` sequeˆncia de amassamento S = S1S2 · · · e por Θn a matriz associada a cada
uma das sequeˆncias de amassamento Sn. Pelo que atra´s ficou mostrado, a equivaleˆncia
dinaˆmica dos dois formalismos permite-nos escrever que, para todo n > N , isto e´, para
todo n para o qual se encontra garantido que as sequeˆncias S1S2 · · ·SnC sa˜o sequeˆncias
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de amassamento,
det(1− zAn) = det(1− zΘn)
trAn = trΘn.
(5.4)
De igual modo, para o caso infinito temos que, estando garantida a existeˆncia do deter-
minante e do trac¸o das matrizes, enta˜o sa˜o verdadeiras as igualdades
det(1− zAS) = det(1− zΘS)
trAS = trΘS.
(5.5)
Por definic¸a˜o, sabemos que a func¸a˜o zeta da dinaˆmica cuja sequeˆncia de amassa-







onde por Zn se denota o nu´mero de pontos fixos da iterada n da dinaˆmica. O resultado
seguinte diz-nos como pode ser encontrado este nu´mero.




Prova: Este resultado e´ importante na medida em que nos vai permitir calcular Zn
evitando a matriz de transic¸a˜o de dimensa˜o infinita. Atente-se que e´ precisamente
neste ponto que se torna necessa´rio fazer apelo a` hipo´tese da sequeˆncia simbo´lica S ser
uma sequeˆncia de amassamento aproximadamente finita, uma vez que deste modo fica
assegurada a existeˆncia de uma matriz de transic¸a˜o AN , qualquer que seja n ∈ N, com
n < N , como esta´ subentendido no resultado acima.
Fixemos um qualquer valor N ∈ N, escolhido suficientemente grande por forma a que
a sequeˆncia SN seja uma sequeˆncia de amassamento. Dada a estrutura muito particular




−ε1 ε1 0 0 . . . 0




−εN 0 0 0 . . . εN
0 0 0 0 . . . 0

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podemos desde logo estabelecer a forma da sua poteˆncia n, isto e´, que, para n ≤ N ,
os elementos na˜o nulos da matriz ΘnN = (θ
n
ij), com i, j = 1, . . . , N + 1, se encontram
exclusivamente nas suas primeiras n colunas e, no caso em que n seja estritamente
inferior a N , nas posic¸o˜es (k, k + 1), para k = n + 1, . . . , N . Sendo assim, vamos
de seguida mostrar que os elementos θnij, para i, j = 1, . . . , n, dependem apenas de
ε1, . . . , εn+i−j.
Como um pequeno ca´lculo mostra, se n = 2, temos explicitamente
θ211 = ε
2
1 − ε1ε2 θ212 = ε21
θ221 = ε1ε2 − ε2ε3 θ222 = −ε1ε2
donde e´ va´lida a afirmac¸a˜o. Suponhamos agora que essa afirmac¸a˜o e´ tambe´m va´lida











Deste modo, uma vez que, por hipo´tese, θni,j−1 dependem apenas de ε1, . . . , εn+i−(j−1),
podemos concluir que, de facto, os elementos θn+1i,j dependem apenas de ε1, . . . , εn+1+i−j.











donde, uma vez que, por hipo´tese, os elementos θni,k dependem apenas de ε1, . . . , εn+i−k,
para k = 1, . . . , n, podemos afirmar que tambe´m os elementos da primeira coluna da
matriz Θn+1N dependem apenas de ε1, . . . , εn+1+i−1.
Os argumento apresentado permite-nos afirmar que todos os elementos da diagonal
da matriz ΘnN sa˜o nulos a partir da ordem n+1 e que aqueles que sa˜o diferentes de zero
dependem exclusivamente dos s´ımbolos ε1, . . . , εn. Deste modo, escolhidos quaisquer
N,N ′ ∈ N, atendendo a` forma das matrizes ΘN e ΘN ′ , associadas a`s dinaˆmicas fN e














N ′ = trA
n
N ′ .
Dinamicamente, o resultado acima diz-nos que, para quaisquer n ≤ N < N ′, o nu´mero
de pontos fixos de fnN ′ na˜o depende de N
′ mas apenas de n, sendo assim igual ao nu´mero
de pontos fixos de fnN . Sendo este nu´mero constante para todoN ≥ n, podemos concluir
enta˜o que o nu´mero de pontos fixos de fn e´ tambe´m igual ao nu´mero de pontos fixos de
fnN , isto e´, igual ao trac¸o de A
n
N . Gostar´ıamos de reafirmar que este resultado pressupo˜e
que, a partir de uma determinada ordem, todas as subsequeˆncias SN sa˜o sequeˆncias de
amassamento, o que esta´ assegurado uma vez que S e´ uma sequeˆncia de amassamento
aproximadamente finita. 2


































De seguida, vamos avaliar cada uma destas duas quantidades: para isso, denotemos por
λ1N , λ2N , · · · , λNN os valores pro´prios da matriz AN . Ora, uma vez que AN e´ uma
matriz de transic¸a˜o correspondente a uma aplicac¸a˜o quadra´tica no intervalo, sabemos
que existe um seu valor pro´prio que e´ igual ao raio espectral, isto e´, que existe um valor
pro´prio λ¯N = λkN tal que λ¯N ≥ |λjN |, para todo j = 1, 2, · · · , N . Recordemos que
este valor pro´prio e´ o nu´mero de crescimento da aplicac¸a˜o quadra´tica fN , sendo por isso
um valor pertencente ao intervalo [1, 2]. Sendo assim, podemos afirmar que∣∣ trAnN ∣∣ = |λn1N + λn2N + · · ·+ λnNN | ≤ N λ¯nN .
























∣∣∣∣ −−−→N→∞ 0. (5.7)
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∣∣∣∣ −−−→N→∞ 0. (5.8)
Deste modo, pela desigualdade (5.6) e pelos resultados (5.7) e (5.8) acima apresentados,
















trAnN = − ln det(1− z AN),
pelo que, para |z| < λ−1, o seguinte limite e´ verdadeiro:
ln det(1− z AN) −−−→
N→∞
− ln ζS(z).
Deste modo, atendendo a` igualdade (5.4) e a` estrutura da matriz ΘN , temos que
det(1− z AN) = det(1− zΘN) = 1 + ε1z + ε1ε2z2 + · · ·+ ε1ε2 · · · εNzN .
Introduzindo os s´ımbolos k = ε1ε2 · · · εk, e´ poss´ıvel simplificar um pouco a expressa˜o
anterior, vindo enta˜o





Assim sendo, temos que
lim
N→∞











onde, uma vez que | k | = 1, para todo k ∈ N, podemos concluir que a igualdade e´
va´lida no disco de raio 1. Deste modo, podemos escrever que
lim
n→∞




k, |z| < 1 .
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ou seja, que





para todo |z| ≤ λ¯S, sendo este valor o limite, quando N tende para infinito, dos raios
espectrais das matrizes AN . 2
Como ficou dito no in´ıcio, por razo˜es de simplicidade acaba´mos de provar um resul-
tado restrito a uma certa classe de sequeˆncias de amassamento aperio´dicas. De seguida,
vamos generalizar esse mesmo resultado para qualquer sequeˆncia aperio´dica. Para tal,
vejamos que na˜o existem sequeˆncias de amassamento aperio´dicas puramente infinitas.
Proposic¸a˜o 5.2. Seja S uma sequeˆncia de amassamento puramente infinita. Enta˜o, S
e´ uma sequeˆncia de amassamento perio´dica.
Prova: Seja S = S1S2 · · · uma sequeˆncia de amassamento quadra´tica puramente infinita.
Enta˜o, por definic¸a˜o, existe N ∈ N tal que, para todo o inteiro n > N , nenhuma das
sequeˆncias Sn = S1S2 · · ·SnC e´ uma sequeˆncia admiss´ıvel. Por outras palavras, existe
um inteiro N a partir do qual todas as sequeˆncias Sn falham as duplas desigualdades
S2S3 · · ·SnC 4 σk−1(S1S2 · · ·SnC) 4 S1S2 · · ·SnC, (5.9)
para algum k = 1, 2, · · · , n.
Fixemos enta˜o n > N e seja k um inteiro tal que
SkSk+1 · · ·SnC  S1S2 · · ·SnC. (5.10)
Contudo, por hipo´tese, sabemos que, sendo S uma sequeˆncia de amassamento, e´ va´lida
a desigualdade
SkSk+1 · · ·SnSn+1 · · · 4 S1S2 · · · . (5.11)
Como facilmente se percebe, a conjugac¸a˜o das duas desigualdades (5.10) e (5.11) vai
permitir-nos concluir que
SkSk+1 · · ·Sn = S1S2 · · ·Sn−k, (5.12)
uma vez que so´ pode ser o s´ımbolo seguinte, C para a primeira e Sn+1 para a segunda,
que vai levar a comparac¸o˜es totalmente distintas com o s´ımbolo Sn−k+1. Note-se que,
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caso admit´ıssemos ser a primeira das desigualdades de (5.9) a ser na˜o va´lida, chegar´ıamos
a` conclusa˜o que
SkSk+1 · · ·Sn = S2S3 · · ·Sn−k. (5.13)
Passemos agora a` sequeˆncia Sn+1, sequeˆncia que sabemos de antema˜o ser na˜o ad-
miss´ıvel, admitindo verdadeira a igualdade (5.12). Naturalmente, na˜o podemos assumir
a priori que a subsequeˆncia σk−1(Sn+1) na˜o esteja enquadrada pela desigualdade
S2S3 · · ·SnSn+1C 4 σk−1(S1S2 · · ·SnSn+1C) 4 S1S2 · · ·SnSn+1C.
Mas, pelos argumentos atra´s apresentados, podemos concluir de imediato que, caso a
dupla desigualdade na˜o seja va´lida, teremos a igualdade simbo´lica
SkSk+1 · · ·SnSn+1 = S1S2 · · ·Sn−kSn−k+1.
Sendo assim, vamos assumir que σk−1(Sn+1) satisfaz a dupla desigualdade
S2S3 · · ·SnSn+1C 4 SkSk+1 · · ·SnSn+1C 4 S1S2 · · ·SnSn+1C. (5.14)
De seguida, vamos ter necessidade de analisar separadamente duas situac¸o˜es:
• seja ρ(Sk · · ·Sn) = +1;
enta˜o, por (5.10), podemos concluir que Sn−k+1 = L, ou seja, por (5.12), temos que
a segunda das desigualdades em (5.14) estabelece afinal apenas uma comparac¸a˜o entre
as sequeˆncias
Sn+1C 4 LSn−k+2,
da qual se retira imediatamente que o s´ımbolo Sn+1 tem necessariamente que ser igual
a L, ou seja, que Sn+1 = Sn−k+1.
• seja ρ(Sk · · ·Sn) = −1;
enta˜o, tambe´m por (5.10), temos que Sn−k+1 = R. Deste modo, a igualdade (5.12)
implica imediatamente que a segunda das desigualdades em (5.14) e´ equivalente a
Sn+1C < RSn−k+2,
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so´ poss´ıvel caso o s´ımbolo Sn+1 seja igual a R, ou seja, se Sn+1 = Sn−k+1.
Desta forma, acaba´mos de mostrar que, admitindo a igualdade (5.12), tambe´m o
s´ımbolo seguinte, Sn+1, sera´ igual ao que precede a subsequeˆncia inicial, Sn−k+1, em
(5.12). Como se verifica facilmente, os mesmos argumentos permitem chegar a ideˆntica
conclusa˜o caso tenhamos como verdadeira a igualdade (5.13). Ora, como a partir de
(5.10) se retira que k > 2, temos que a sequeˆncia de amassamento puramente infinita
S tera´ forc¸osamente que ser perio´dica, muito embora na˜o necessariamente de per´ıodo
k. 2
Como consequeˆncia imediata da Proposic¸a˜o 5.2, podemos afirmar que nenhuma
sequeˆncia de amassamento aperio´dica e´ puramente infinita. Por outras palavras, fica
estabelecido o seguinte resultado.
Corola´rio 5.1. Seja S uma sequeˆncia de amassamento e denotemos por NS o conjunto
dos ı´ndices n tais que as subsequeˆncias Sn sa˜o sequeˆncias admiss´ıveis. Enta˜o, se S e´
uma sequeˆncia de amassamento aperio´dica, temos que o conjunto NS e´ isomorfo a N.
Por definic¸a˜o, o conjunto NS de uma sequeˆncia de amassamento aperio´dica aproximada-
mente finita e´ igual a N excepto um subconjunto finito inicial,
NS = Nn = {k ∈ N : k ≥ n}.
Recordando a prova do Teorema 5.3, estabelecido para sequeˆncias de amassamento
aperio´dicas aproximadamente finitas, foi exactamente essa possibilidade de elementos de
NS serem arbitrariamente grandes que nos permitiu considerar o caso finito e avaliar o
limite quando o comprimento da sequeˆncia Sn tomava valores arbitrariamente elevados.
Assim sendo, o Corola´rio 5.1 permite-nos concluir que a prova da generalizac¸a˜o do
Teorema 5.3 para quaisquer sequeˆncias de amassamento aperio´dicas segue trivialmente
a prova anterior. Por outras palavras, que do Corola´rio 5.1 e da prova do Teorema 5.3
se retira que e´ va´lido o seguinte resultado.
Teorema 5.4. Seja S uma sequeˆncia de amassamento quadra´tica aperio´dica. Enta˜o,
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temos que





com n = ε1ε2 · · · εn, e onde por εk se denotam os s´ımbolos de amassamento associados
a cada um dos s´ımbolos Sk que compo˜em a sequeˆncia S.
Com este resultado, podemos concluir ser va´lida a generalizac¸a˜o da expressa˜o conhecida
para o caso finito para toda a fam´ılia de invariantes de amassamento das aplicac¸o˜es
quadra´ticas no intervalo.
De seguida, vamos explorar um resultado obtido para a fam´ılia das transformac¸o˜es
β no intervalo, trazendo-o para o contexto das matrizes de transic¸a˜o. Nessa passagem
vai ser fundamental um resultado do mesmo tipo daquele acima obtido.
5.3 Taxa de mixing para a fam´ılia das transformac¸o˜es
β no intervalo
Nesta secc¸a˜o vamos perceber de que modo um resultado ana´logo ao anteriormente obtido
para a fam´ılia das aplicac¸o˜es quadra´ticas no intervalo pode ser utilizado para provar um
teorema que estabelece um facto muito interessante e inesperado a` cerca da dinaˆmica
das transformac¸o˜es β no intervalo.
Em 2005, Sara Fernandes e Sousa Ramos, ver [41] e [42], estudaram as propriedades
do segundo valor pro´prio da matriz de transic¸a˜o de aplicac¸o˜es quadra´ticas e cu´bicas no
intervalo e usaram esse valor pro´prio para estimar a taxa de mixing dessas dinaˆmicas,
isto e´, conseguiram obter uma relac¸a˜o onde e´ vis´ıvel o significado dinaˆmico para esse
segundo valor pro´prio da matriz de transic¸a˜o de Markov. Vejamos em que consiste esse
resultado.
Dada uma qualquer aplicac¸a˜o de Markov no intervalo f , linear por pedac¸os, com
declive constante s > 1 em cada um dos intervalos da partic¸a˜o de Markov, e´ poss´ıvel
estimar a taxa de decaimento das correlac¸o˜es a partir dos mo´dulos dos dois maiores
valores pro´prios da matriz de transic¸a˜o da dinaˆmica. De facto, denotando por Af a
matriz de transic¸a˜o de Markov de f e por λ2, λ1 os dois maiores valores pro´prios, em
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mo´dulo, da matriz Af , e´ poss´ıvel mostrar o seguinte resultado:
1. se |λ2| > 1, assiste-se a um decl´ınio exponencial das correlac¸o˜es com uma taxa




2. se |λ2| ≤ 1, tem-se tambe´m um decl´ınio exponencial das correlac¸o˜es, mas desta




Observac¸a˜o 5.1. Lembremos que, para as dinaˆmicas consideradas acima, o valor pro´prio
λ1 e´ exactamente igual ao nu´mero de crescimento s, isto e´, que htop(f) = log λ1.
Querendo estudar o modo como o segundo valor pro´prio varia, em mo´dulo, com o
paraˆmetro que define a fam´ılia das quadra´ticas no intervalo, Sara Fernandes e Sousa
Ramos deparam-se com um conjunto de valores deveras estranho (nu´vens) que parecem
rejeitar, partindo enta˜o para a procura de resultados parcelares, estudando a convergeˆncia
de λ2 ao longo da a´rvore dos invariantes de amassamento, escolhendo ve´rtices da a´rvore
correspondentes a invariantes de amassamento infinitos e indo estudar a sequeˆncia de
valores de λ2 determinada por caminhos sobre a a´rvore que levam ao invariante escolhido
inicialmente.
O trabalho que apresentamos nesta secc¸a˜o pretende de alguma forma sugerir que
talvez a ideia de nu´vem para o gra´fico encontrado para a variac¸a˜o de λ2 com o paraˆmetro
na˜o seja um problema, mas sim uma indicac¸a˜o de uma na˜o existeˆncia de regularidade.
Aquilo que vamos fazer e´ mostrar que, para a fam´ılia das transformac¸o˜es β no intervalo,
essa variac¸a˜o esta´ muito longe de mostrar um comportamento regular. Nesse sentido,
talvez a variac¸a˜o para a fam´ılia das quadra´ticas no intervalo tambe´m tenha algumas
dessas caracter´ısticas e, portanto, a ideia de regularidade esteja fora de causa. Para tal,
vamos comec¸ar por expor os resultados de Leopold Flatto, Jefrey C. Lagarias e Bjorn
Poonen, [70], os quais procuraremos mais tarde interpretar com a ajuda das matrizes de
transic¸a˜o de uma Cadeia de Markov Topolo´gica.
Seja fβ uma transformac¸a˜o β no intervalo, para 1 < β < 2
1. Denotemos por Lβ(z)
1Na realidade, os resultados de Flatto, Lagarias e Poonen sa˜o estabelecidos para quaisquer valores
de β superiores a 1.
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onde o coeficiente Ln conta o nu´mero de voltas, isto e´, o nu´mero de subintervalos de
monotonia, da transformac¸a˜o fnβ .
Como sabemos, a func¸a˜o ζβ(z) da transformac¸a˜o fβ e´ constru´ıda a partir do nu´mero
de pontos fixos, Pn de fβ, mas, neste caso, atendendo a` forma das aplicac¸o˜es, e´ per-
feitamente compreens´ıvel que estes dois nu´meros estejam relacionados. Assim sendo,
na˜o e´ de todo surpreendente que exista uma relac¸a˜o entre a se´rie de poteˆncias Lβ(z) e
ζβ(z).
Proposic¸a˜o 5.3. Dada uma transformac¸a˜o β no intervalo, temos que
ζβ(z) = (1− z) Lβ(z).
Como e´ o´bvio, esta relac¸a˜o tem como consequeˆncia que ambas as func¸o˜es ζβ e Lβ par-
tilhem os mesmos po´los dentro do c´ırculo unita´rio do plano complexo. E´ esta igualdade
que vai permitir enunciar alguns resultados relativamente ao raio do segundo menor po´lo
da func¸a˜o ζβ(z), caso este pertenc¸a ao referido disco unita´rio.
Dada uma qualquer transformac¸a˜o β no intervalo, seja Mβ o raio do segundo menor
po´lo da func¸a˜o ζβ(z), se ele existir, e coloquemos Mβ = 1 no caso em que tal po´lo na˜o
exista, ou seja, na˜o exista um segundo po´lo no interior do c´ırculo unita´rio.
Observac¸a˜o 5.2. A importaˆncia desta quantidade Mβ resulta, em boa parte, no modo
como permite estabelecer uma estimativa assimpto´tica para o nu´mero Pn de pontos







, ∀ε > 0.
Se tentarmos desenhar um gra´fico para Mβ, com β tomando valores no intervalo
(1, 2), veremos imediatamente que esta variac¸a˜o e´ completamente distinta da variac¸a˜o
do menor dos po´los, que sabemos ser exactamente igual a 1/β.
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Figura 5.1: Variac¸a˜o de Mβ, para 1 < β < 2.
E´ evidente que a primeira surpresa que este gra´fico nos mostra e´ modo surpreendente-
mente brusco como Mβ varia. Mas, uma vez assimilado esse tipo de comportamento,
salta a` vista a forma suave para Mβ no in´ıcio do intervalo. Esse facto, desde logo
estudado por Flatto, Lagarias e Poonen, pode ser visualizado no seguinte pormenor.








Figura 5.2: Pormenor da variac¸a˜o de Mβ, para 1 < β < 1.35.
O estudo deste feno´meno, isto e´, do pequeno troc¸o inicial onde Mβ apresenta um
comportamento suave, realizado por Flatto, Lagarias e Poonen, e´ um estudo anal´ıtico.
Pensamos que sera´ muito mais interessante, no sentido de ser poss´ıvel encontrar mais
algum detalhe, se esse estudo for feito em termos de dinaˆmica simbo´lica. Por outras
palavras, estamos convictos que um estudo por me´todos simbo´licos permitira´ estabelecer
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com todo o rigor a partir de que valor de β deixara´ a variac¸a˜o de Mβ de mostrar o
comportamento suave.
O estudo da variac¸a˜o de Mβ, feito por Flatto, Lagarias e Poonen, permitiu-lhes
retirar a seguinte conclusa˜o.
Teorema 5.5. A func¸a˜o Mβ e´ cont´ınua, para 1 < β < 2.
Vemos assim que, apesar da forma brusca que se observa para a variac¸a˜o de Mβ, a
regularidade registada na continuidade desse comportamento e´ ainda va´lida.
Apo´s esta apresentac¸a˜o do trabalho de Flatto, Lagarias e Poonen, so´ nos resta fazer
a ligac¸a˜o com as matrizes de transic¸a˜o de Markov, para desse modo recuperarmos as
ideias de Sara Fernandes e Sousa Ramos. Mas essa ligac¸a˜o e´ imediata, isto e´, toda a ar-
gumentac¸a˜o apresentada na secc¸a˜o anterior que permitiu estabelecer uma relac¸a˜o entre
a func¸a˜o zeta das aplicac¸o˜es quadra´ticas no intervalo e o determinante das correspon-
dentes matrizes de transic¸a˜o de Markov, e´ va´lida para a fam´ılia das transformac¸o˜es β no
intervalo, para 1 < β < 2. Para tal, devemos apenas recordar o formalismo da matriz Θ
referente a esta fam´ılia de aplicac¸o˜es no intervalo e perceber que os resultados anteri-
ores, para matrizes de transic¸a˜o de dimensa˜o infinita, resultam igualmente verdadeiros.
Deste modo, podemos afirmar que a quantidade Mβ, introduzida por Flatto, Lagarias
e Poonen, pode ser vista em termos do segundo menor valor pro´prio, em mo´dulo, da
matriz de transic¸a˜o de Markov da dinaˆmica fβ. Parece-nos assim evidente que, por
uma analogia alge´brica, talvez a variac¸a˜o da taxa de decl´ınio exponencial das correlac¸o˜es
da fam´ılia das aplicac¸o˜es quadra´ticas no intervalo nos revelem ainda algumas surpresas,
sendo por isso muito importante continuar esse estudo.
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