On the convergence of numerical blow-up time for a second order nonlinear ordinary differential equation  by Cho, Chien-Hong
Applied Mathematics Letters 24 (2011) 49–54
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
On the convergence of numerical blow-up time for a second order
nonlinear ordinary differential equation
Chien-Hong Cho ∗
Department of Mathematics, Chung Cheng University, Min-Hsiung, Chia-Yi 621, Taiwan, ROC
a r t i c l e i n f o
Article history:
Received 30 November 2009
Received in revised form 16 July 2010
Accepted 1 August 2010
Keywords:
Finite difference method
Nonlinear ODE
Blow-up
a b s t r a c t
We consider the blow-up ODE problem u¨ = u1+γ (γ > 0), u(0) = a0 > 0, u˙(0) = a1 > 0,
and a finite difference analogue, whose solution also blows up in finite time. In this paper,
not only the convergence of the numerical blow-up time is proved but also the error
estimate for the convergence is derived.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Numerical computation of blow-up problems for nonlinear partial differential equations is considered in many papers.
See, for instance, [1–7]. Numerical estimation of the blow-up is important, but the error bound for the blow-up time is not
known, except for a scalar ordinary differential equation of first order in [2]. It may therefore be of some interest to derive
an error bound for the blow-up time of second order ordinary differential equations.
We consider the ODE
u¨ = u1+γ (γ > 0), u(0) = a0 > 0, u˙(0) = a1 > 0, (1)
where the dot denotes differentiation. It can be easily proved that the solution blows up in finite time. In fact, wemay prove,
by virtue of the positivity of the initial data, that u = u(t) is increasing in t . Further, by multiplying (1) by u˙, we may derive
u˙ =

2
2+ γ u
2+γ + C
1/2
, (2)
where C = a21 − 22+γ a2+γ0 . Thus, for a0, a1 > 0, the solution blows up in finite time T =
∞
a0
1
G(s)ds, where
G(s) =

2
2+ γ s
2+γ + C
1/2
. (3)
In the following discussion, we put γ = 1 for simplicity.
It is known that a finite difference scheme with uniform time mesh cannot reproduce blow-up phenomenon for a blow-
up problem, see [2]. Thus, we consider the following scheme
1
τn

un+1 − un
∆tn
− u
n − un−1
∆tn−1

= (un)2 (4)
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with initial data u0 = a0 > 0, and u1 = a0 + a1∆t0. Here∆tn is defined by
∆tn = τ ·min

1,
1
H(un)

(5)
with a prescribed constant τ > 0, and τn = 12 (∆tn +∆tn−1). H is a function satisfying the following assumptions:
(A1) H is monotone increasing, lims→∞ H(s) = ∞, and H(s) ≥ s1/2.
(A2) There exists q > 12 such that, for all a0 ≤ x ≤ y,

x
y
q ≤ H(x)H(y) ≤  xy1/2.
(A3) The mapping s −→ s+ τ Gi(s)H(s) (i = 1, 2) is monotone increasing in H−1(1) ≤ s <∞, where Gi(s) are given in (16) and
(17).
(A4)
∞
H−1(1)
G′(s)
G(s)H(s) <∞.
The condition (5) implies that∆tn = τ is chosen while un is small, and that smaller∆tn is chosen if un becomes large. In
practice,
∆tn = τ ·min

c,
1
H(un)

is better, where c is another parameter. But c is unimportant theoretically, and we set it to be one.
We now define the numerical blow-up time:
Definition 1. We define T (τ ) =∑∞n=0∆tn, and call it the numerical blow-up time.
Although the possibility of T (τ ) = ∞ is not excluded by this definition only, we can prove that it is finite if the time
mesh∆tn is given by (5) and satisfies the assumptions (A1)–(A4). In fact, we have the following
Theorem 2. It holds that
T − C1τ < T (τ ) < T + C2τ , (6)
where T = ∞a0 dsG(s) is the blow-up time of (1), and C1, C2 are positive constants depending only on a0, a1.
The purpose of the present paper is to prove Theorem 2.
Remark 3. We note here that the constants C1 and C2 also depend on the nonlinear term, which we considered here is u2,
and the function H since the integral in assumption (A4) plays an important role in determining C1 and C2.
Remark 4. In [5], Hirota and Ozawa proposed an algorithm to compute the blow-up time of some evolution equations.
Along their approach, (1) is transformed into
d
ds
t
u
v

= 1√
1+ v2 + u4
 1v
u2
 (0 < s <∞),
where s denotes the arc length and satisfies ds2 = dt2 + du2 + dv2. Then, by solving the ODE system and using some
sequences for acceleration, the blow-up time can be obtained very accurately. But, here, we provide a more direct and
convenient method for solving the blow-up time of (1). Our a priori error bound (6) seems to be new.
Remark 5. The blow-up time for a first order ODE w˙ = f (w) was considered in [2]. Our theorem is its generalization to a
second order ODE. The conclusion of Theorem 2 itself is not important. In fact, if we wish to compute the blow-up time of
(1), we simply apply the result of [2] to (2). The importance of Theorem 2 lies in its role as a first step to the nonlinear wave
blow-up problem
utt = uxx + u2 (0 < x < 1, t > 0). (7)
In [4], the authors considered the problem (7) with a finite difference analogue
1
τn

un+1j − unj
∆tn
− u
n
j − un−1j
∆tn−1

= u
n
j+1 − 2unj + unj−1
h2
+ (unj )2 (8)
and showed that the blow-up of (7) is numerically reproduced by (8). The convergence of the numerical blow-up time can
also be proved under certain assumption. However, we could not derive the rate of convergence for the numerical blow-up
time. The rate of convergence is not known in the parabolic blow-up problem either, see [2,7]. The only exception is the
case of a scalar ODE of first order. We do not know an error bound for the numerical blow-up time even for ODEs of higher
order. Thus, in this paper, we neglect the diffusion part of (7) to simplify the problem and rigorously prove that the rate of
convergence for the numerical blow-up time is O(τ ). This is the motivation for considering (1).
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The rest of the paper is organized as follows.We recall in Section 2 the results for the finite difference solution of the first
order ODE blow-up problem given in [2]. In Section 3, we prove Theorem 2.
2. 1-st order ODE
In this section, we consider the ODE w˙ = F(w) and its finite difference approximation, where F satisfies the following
assumptions: (a) F : [0,∞)→ [0,∞) is continuously differentiable; (b) F(s), F ′(s) > 0 for s > 0; (c) ∞1 F(s)−1ds <∞.
Thus, any solution of w˙ = F(w)withw(0) = w0 > 0 blows up in finite time Tw =
∞
w0
F(s)−1ds.
Then we consider the finite difference approximation
wn+1 − wn
∆tn
= F(wn) (n = 0, 1, 2, . . .),
where∆tn is given by
∆tn = τ ·min

c,
1
H(wn)

.
Here c is a positive constant and H(s) is another function, which is assumed to be positive for s > 0, to be monotone
increasing, and to satisfy lims→∞ H(s) = ∞. τ > 0 is a parameter. tn is defined by t0 = 0 and tn = tn−1 +∆tn−1 (1 ≤ n).
Definition 6. We define Tw(τ ) = limn→∞ tn

or equivalently
∑∞
n=0∆tn

and call it the numerical blow-up time.
Then the following theorem is proved in [2]:
Theorem 7. In addition to the assumptions given above, we assume that
z −→ z + τ F(z)
H(z)
(9)
is monotone increasing in H−1(1) < z <∞, and that ∞H−1(1) F ′(z)F(z)H(z)dz <∞. We then have
Tw < Tw(τ ) < Tw + cτ ,
where c > 0 is a constant depending only on F andw0.
3. Proof of Theorem 2
Before we prove Theorem 2, we first remark that, for 0 < a0 < H−1(1), the first several time-step lengths are uniform.
Thus, (4) reads as
un+1 − 2un + un−1
τ 2
= (un)2,
which is a scheme of order O(τ ). Moreover, our assumption on a0 and a1 implies that un is increasing in n and that
un0 > H−1(1) for a certain n0. At the time tm when um > H−1(1) for the first time, |u(tm)− um| = O(τ ). Thus, by regarding
tm as the origin of t axis, we may assume, without losing generality, that a0 ≥ H−1(1). That is,∆tn is given by
∆tn = τH(un) (0 ≤ n). (10)
We now define vn by vn = un−un−1
∆tn−1 (1 ≤ n).
Lemma 8. Let {un} be a solution of (4)with∆tn given by (10). Then it holds that vn+1 ≥ vn and un+1 ≥ un. Moreover, we have
limn→∞ un = ∞.
Proof. The monotonicity of un and vn can be easily derived by the positivity of a0 and a1. Thus, it remains to show that
limn→∞ un = ∞.
From (4) and the positivity of vn, one has
un+1 − un ≥ ∆tnτn(un)2 ≥ 12 (∆tn)
2(un)2 = τ
2(un)2
2 (H(un))2
. (11)
Since un is monotone increasing, limn→∞ un exists. We denote it by limn→∞ un = M . If M < ∞, (11) together with the
monotonicity of H tell us that
un+1 ≥ un

1+ τ
2u0
2H(M)2

,
which impliesM = ∞. This is a contradiction. Thus, limn→∞ un = ∞. 
Note that here we did not use the assumptions (A1) and (A2). These assumptions are needed in the following lemma.
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Lemma 9. For a fixed τ , there exists a k = k(τ ) such that
∆tn
∆tn−1
≥ k (1 ≤ n). (12)
Furthermore, there exists a constant c > 0, independent of τ , such that
k(τ ) ≥ 1− cτ . (13)
Proof. To show (12), in view of (A2), it suffices to find an estimate for u
n−1
un . To this end, we put An = u
n−1
un . Then (4) reads as
1 = An+1 + H(u
n−1)
H(un)
An+1(1− An)+ τ
2
2
(un)1/2
H(un)

(un)1/2
H(un)
+ (u
n)1/2
H(un−1)

An+1,
≤ An+1 + (An)1/2An+1(1− An)+ τ
2
2

1+ (An)−1/2

An+1.
Here, use of (A1) and (A2) has been made. Thus,
An+1 ≥ 1
1+ (An)1/2(1− An)+ τ22

1+ (An)−1/2
 . (14)
Set f (x) = (1 − x)(1 − x3/2) − τ22

x+ x1/2. It is elementary to show that f (x) is decreasing in 0 ≤ x ≤ 1 and that
f (x) = 0 has a unique root A(τ ) ≡ A in (0, 1). Thus, from (14), we have
An+1 − An ≥ f (An)
1+ (An)1/2(1− An)+ τ22

1+ (An)−1/2
 . (15)
We then observe that if Ak < A, then Ak+1 > Ak. If Ak+1 < A, then Ak+2 > Ak+1 and so forth. On the other hand, if
Ar+1 ≤ Ar for some r , then we again have, from (15), f (Ar) ≤ 0. Then, by the monotonicity of f , we have Ar ≥ A. This
together with (14) give
Ar+1 ≥ 1
1+ A1/2(1− A)+ τ22

1+ A−1/2 = A.
Here, use of the facts that there exists some x0 ∈ (0, 1) such that the function g(x) = 1 + x 12 (1 − x) + τ22

1+ x− 12

is
decreasing for x ≥ x0 and that A > x0 for small τ are made. Combining the above results, if we choose k(τ ) = min

Aq, Aq1

,
(12) follows. Moreover, since A is the root of f (x) = 0 in (0, 1),
(1− A)2 ≤ (1− A)(1− A3/2) = τ
2
2
(A+ A1/2) ≤ τ 2.
This implies A ≥ 1− τ . On the other hand, it holds that A1 = 11+c˜τ > 1− c˜τ , where c˜ = a1a0H(u0) . Thus, (13) follows. 
Lemma 10. Let {un} be a solution of (4). Then we have
vn+1 ≥

1+ k
2
G(un),
where G is the function given in (3) with γ = 1.
Proof. By (12) and Lemma 8, we have
(vn+1)2 = vn + τn(un)22 ≥ (vn)2 + 2vnτn(un)2 ≥ (vn)2 + (1+ k)(un − un−1)(un)2.
We then use this inequality repeatedly to obtain
(vn+1)2 ≥ (v1)2 + (1+ k)
n−
k=1
(uk − uk−1)(uk)2 ≥ 1+ k
2
(v1)2 + (1+ k)
∫ un
u0
s2ds = 1+ k
2

G(un)
2
.
Thus we are done. 
Lemma 11. Let {un} be a solution of (4). Then we have
vn+1 ≤

1+ k
2k
+ c0τ

G(un),
for some constant c0 independent of τ . Here, G is the function given in (3) with γ = 1.
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Proof. By (12) and the monotonicity of {vn}, we have
(vn)2 = vn vn−1 + τn−1(un−1)2 ≤ (vn−1)2 + 2vnτn−1(un−1)2 ≤ (vn−1)2 + 1+ kk (un − un−1)(un−1)2.
We then have
(vn)2 ≤ (v1)2 + 1+ k
k
n−1
k=1
(uk+1 − uk)(uk)2 ≤ 1+ k
2k
(v1)2 + 1+ k
k
∫ un
u0
s2ds = 1+ k
2k

G(un)
2
,
which implies that
vn+1 = vn + τn(un)2 ≤

1+ k
2k
G(un)+ τ (u
n)2
H(un)
.
This yields the desired result since H(s) ≥ s1/2. 
Now we are in a position to prove Theorem 2.
Proof of Theorem 2. We consider the two finite difference schemes
pn+1 − pn
∆tn
=

1+ k
2
G(pn) ≡ G1(pn, k) (0 ≤ n), p0 = a0, (16)
and
qn+1 − qn
∆tn
=

1+ k
2k
+ c0τ

G(qn) ≡ G2(qn, k) (0 ≤ n), q0 = a0, (17)
where∆tn are given respectively by τ ·min

1, 1H(pn)

and τ ·min

1, 1H(qn)

.
It is known that the solutions of p˙ = G1(p, k) and q˙ = G2(q, k) blow up at
Tp =
∫ ∞
a0
1
G1(s, k)
ds, Tq =
∫ ∞
a0
1
G2(s, k)
ds,
respectively. It should be noted that although Tp, Tq depend on τ , the estimate in Theorem 7 remains true. Theorem 7 shows
that the solutions of (16) and (17) also blow up in finite time Tp(τ ), Tq(τ ), respectively. Moreover, we have the estimate
Tp < Tp(τ ) < Tp + c1τ , Tq < Tq(τ ) < Tq + c2τ ,
for some constant c1, c2 > 0. By Lemmas 10 and 11, and (A3), we obtain pn ≤ un ≤ qn (0 ≤ n). We therefore have
Tq(τ ) ≤ T (τ ) ≤ Tp(τ ), which implies that Tq ≤ T (τ ) ≤ Tp + c1τ . Thus, it holds that1+ k
2k
+ c0τ
−1
− 1
∫ ∞
a0
ds
G(s)
≤ T (τ )− T ≤

2
1+ k − 1
∫ ∞
a0
ds
G(s)
+ c1τ ,
which, together with (13), yield the desired result. 
Remark 12. For the nonlinear term u1+γ (γ > 0), Theorem 2 remains true if the assumptions (A1), (A2) are replaced
respectively by
(A1′) H is monotone increasing and H(s) ≥ sγ /2.
(A2′) There exists q > γ2 such that, for all a0 ≤ x ≤ y,

x
y
q ≤ H(x)H(y) ≤  xyγ /2.
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