Abstract. One of the most important pattern recognition problems in bioinformatics is the de novo motif discovery. In particular, there is a large room of improvement in motif discovery from eukaryotic genome, where the sequences have complicated background noise. The short segment frequency equalization (SSFE) is a novel treatment method to incorporate Markov background models into de novo motif discovery algorithms, namely Gibbs sampling. Despite its apparent simplicity, SSFE shows a large performance improvement over the current method (Q/P scheme) when tested on artificial DNA datasets with Markov background of human and mouse. Furthermore, SSFE shows a better performance than other methods including much more complicated and sophisticated method, Weeder 1.3, when tested with several biological datasets from human promoters.
Introduction
Reliable de novo motif discovery remains an important problem of pattern recognition that remains unsolved by bioinformatics [1] [2] [3] [4] [5] [6] [7] , in particular, when subjects are transcription factor binding sites (TFBS) in eukaryotic genomes [8] such as those of fruit fly, mouse, and human: Eukaryotic sequences tend to have a more complicated statistical structure [9] than prokaryotic sequences do. Assuming that the input sequence is a mixture of two sequences generated from two statistical information sources, the Markov background model (noise) and the motif model (signal), many motif discovery algorithms seek a maximally differentiated motif model [3, [10] [11] [12] [13] from the given background. It is understandable that the separation of signal and noise is difficult when the noise has complicated statistical structures.
However, these two information sources have a difference in their spatial scale, too. In many cases considered, the motif width is greater than that of the order of the Markov background model. Although a weak long-range correlation is reported on genomic sequence, the magnitude of the correlation is a decreasing function of correlation length [14, 15] . Therefore, it is clear that the non-motif information, the "noise" for motif discovery algorithms, is concentrated in the short-range regime of background statistics. It is possible to suppress the noise and enhance the performance of the motif discovery algorithms by selectively reducing the magnitude of the short-range or highfrequency portion of the sequence information. In other words, we need a sort of "lowpass filter" of the sequence information.
A "high-pass filter" of sequence information is already realized and used to evaluate the statistical significance of alignments [10, 16] . For example, if the input sequences are cut into numerous non-overlapping pieces of length x and re-organized in a randomly shuffled order, all information contained in the spatial scale of x+1 or longer will be randomized and erased, without imparting a large effect on information found in shorter scales in input sequences. This is exactly why the shuffled sequence is useful as the null hypothesis of sequence alignment and motif discovery.
A sequential "low-pass filter" based on the shuffling principle seems to be difficult to realize. This report presents the proposal of adding a very simple modification, a "built-in filter", to the conventional Gibbs sampling, thereby rendering the resultant sampling behavior as low-pass filtered and noise-tolerant. This filtering method is called short segment frequency equalization (SSFE).
Method

Conventional Method
We take Gibbs sampling [11] as our starting point: Gibbs sampling is a type of Markov Chain Monte Carlo (MCMC) method that samples all possible blocks (gapless alignments) with width w in N input sequences with length L, at a probability linear to
where Q(row y ) and P(row y ) respectively signify the likelihood of the y-th row of the block in the current motif model and the given background model. The likelihoods assigned to the entire block are denoted in boldface. Usually the motif model is a position weight matrix (PWM) from which likelihood Q is calculated. The value of a PWM element, q si , is the number ratio of letter s in the i-th column of the block, calculated with an appropriate pseudocount.
The following is the outline of Gibbs sampling based motif discovery with conventional treatment of a Bernoulli background. First, the current PWM, q, is calculated from the current alignment. In the row update (row resampling) phase of conventional Gibbs sampling, the y-th row of the current alignment is updated to be one of all possible length w substrings (segments) in the y-th input sequence sampled with probability
where Q x signifies the likelihood that the x-th substring (comprising the x-th to x+w-1 -th letters of the sequence, s(x) ~ s(x+w-1)) comes from the current model denoted by q; P x is the likelihood that the same substring comes from a Bernoulli background denoted by p,
After the update is done, y is changed to (y+1)mod(N), such that all rows are updated in a cyclic manner. Subsequently, the entire process is repeated starting from the updated alignment. When Markov background models are used, the P part of the transition probability that is used in the original Gibbs sampling is changed to a sequence-dependent one, as
The value of P x is given by the following formula when w is greater than the order of Markov background model, m,
Because of its popularity [3, 17, 18] , this method of incorporating background models will be designated as the "conventional" method or simply the "Q/P-scheme" throughout this report. The "Q/P-scheme" is surely an effective noise reduction scheme because it penalizes frequent m-mers to be sampled as motif. However, it should be noted that there is no mathematical proof on the quantitative correctness of the penalty.
Proposal of a New Background Treatment
Basically, SSFE method differs from the conventional Gibbs sampling scheme only in a very small but crucial point ( Fig. 1 ): a likelihood according to "modified background model", P', is used in place of P. The main characteristic of P' is that the behavior of the "Q/P'-scheme" is almost totally unbiased toward any short segment. Actually, P' is obtainable with ease using the following simple iterative process. Identically to P, P' is based on a Markov model, but with smaller order (therefore, "short segment"). For this report, the order of the model is chosen as m=2 (apparently, this is shorter than most of nucleotide motifs). First, some plausible Markov background is prepared as an initial point to start the equalization stage. A short Gibbs sampling is performed using a conventional scheme using Q/P' calculated from current background model. After each row updating, the newly selected length w segment is decomposed to w-m short segments (for example, "TATCGT" will be decomposed into TAT, ATC, TCG and CGT) to evaluate the frequency of m+1-mers to be sampled under current P'. If the evaluated sample frequency is biased beyond an appropriate threshold, the background model is adjusted to counterbalance the bias by increasing or decreasing the background parameters by a fixed step (More sophisticated optimization methods, e.g. high-dimensional Newton-Raphson method on some "flatness of sampling" function, can actually be problematic for SSFE because it is difficult to calculate the Jacobian matrix of such goal function). Then the updated background is used to calculate P' in the next short Gibbs sampling. Typically, after 30-60 short Gibbs samplings, each of which is 2000-4000 steps long, the bias in the frequencies of m+1-mers is reduced within the threshold (see Fig. 2 ), which means that the background model is converged to the optimal one for balancing m+1-mers. From this point on, we can start the detection stage in which the Gibbs sampler based on the Q/P'-scheme can sample any segment with any length at near-equal frequency, unless the sampling is disturbed by information retained in larger spatial scale in the input sequences. The most likely cause of such disturbance is the over-representation of mutually similar sequences with their length greater than m+1. In other words, it is highly probable that the disturbance is related to the biological motifs.
The selection of m=2 has no implication on the legitimacy of a background model with higher order. The main reason to use m=2 segments as the target of equalization is that, although the direct equalization of a longer segment is theoretically possible, it requires many more sampling steps in iterative adjustment (if m=7 is used, at least 65,536 steps are necessary for each iteration) and the sampling error will be much larger.
Results
An SSFE sampler is implemented in C++ language, as an extension of a previously reported motif discovery tool, GibbsST [19] . With minimum change (the order of Markov background model is changed, and the equalization stage is omitted), this SSFE sampler can precisely simulate a Q/P-sampler with Markov background with any order.
The motif score must be chosen carefully: In Gibbs-sampling-based motif discovery, the value of Q/P is frequently regarded as the score and used for selection of the motif candidates. Because this is the first time that SSFE is proposed and tested, it should be tested in conditions closely resembling those of typical usage of the conventional method. Therefore, Q/P' and Q/P are used, respectively, as the score function in the test for SSFE and the conventional sampler. Both algorithms start the sampling from a number (50) of randomly generated PWM and output the best motif model with largest observed Q/P' or Q/P. In short, we use a typical likelihood ratio score, but the background model might be adjusted by SSFE.
Test datasets are prepared under the following specifications.
(1) Artificial motifs implanted in a biological background. Randomly generated (w,d) artificial motif sequences are implanted randomly into artificial sequences with biologically correct statistical features: background generation is performed according to the parameters of an seventh-order Markov background model given as a part of the Weeder 1.3 toolkit for fruit fly, mouse, and human. The motif width, w, is set to 8 (corresponds to the order of background model). The number of mismatches per occurrence, d, is adjusted in conjunction with the number of sequences, N, and the length of an input, L, such that conventional Gibbs sampling shows modest success on the dataset because motifs that are too easy or too difficult to find are unable to prove differences between the two methods. The condition that is finally used is L=600, N=12, d=10/12. Although this condition seems slightly easier than the artificial motifs reported to be at the limit of detection possibility [4] , this difference can be explained by the severe disturbance from the eukaryotic background models.
(2) Biological dataset from eukaryotic genome. Confirmed human TFBS and their flanking promoter sequences were obtained mainly from a curated database of eukaryotic promoters, ABS [20] . The TFBS with too few examples, large gaps, and overly variable structures were omitted by manual inspection to realize a modest level of difficulty. Finally, five human TF (CREB, SRF, TBP, USF, and E2F1) were used to construct our biological datasets. All sequences in the datasets have at least one TFBS (OOPS occurrence model), and the average sequence length was 504.6. In a sense, these data can be regarded as the test of SSFE for smaller N and larger w (up to 10). In addition to SSFE and conventional Gibbs sampling, two most successful motif discovery softwares--MEME (v4.1) [13] and Weeder (v1.3) [21] --are tested on this dataset. The seventh-order Markov model for human background sequence is used with Weeder, MEME, and conventional Gibbs sampling. The values of w given to these algorithms are the biologically correct ones, with one exception (TBP is processed by Weeder with w=6, because Weeder cannot use odd values of w).
The performance is evaluated as the performance coefficient S, which is defined as
where x i , y i , and z i respectively signify the resultant motif starting points, correct motif starting points, and correct motif width in the input sequences. This coefficient is basically the fraction of correctly discovered motif sites (1.0 represents the best performance).
In both artificial and biological tests, the "correct" length of the motif sequence is given to algorithms. Moreover, the possibilities of motif sequences in reverse strands are excluded and algorithms are not searching in reverse strands. These settings are intended to give the whole test appropriate difficulty, and not to favor SSFE sampling.
In Fig. 3 , the performance observed for artificial datasets with a biological background model is shown. In the figure, the X-axis corresponds to individual datasets and the Y-axis shows performance coefficients obtained from two background cancellation methods, SSFE and Q/P, shown by upward and downward triangles, respectively. Wherever SSFE outperforms the conventional method, the gap separating two performance coefficients is shaded dark gray. Otherwise, the gap is shaded light gray. The X-axis is sorted to gather light and dark gray regions as much as possible. The average values of performance coefficients over different datasets are also portrayed in the graph. As indicated by the large dark grey areas in Fig. 3 , SSFE shows marked performance enhancement over the conventional method for artificial datasets generated from human and mouse background models, although little or no improvement is apparent in the case of the fruit fly. Considering the simplicity of SSFE, this magnitude of improvement (more than two-fold increase for two of the most complicated eukaryotic background models) is surprising. Fig. 3 . Performance improvement of the SSFE scheme on artificial datasets. Percentages (Yaxis) of found sites of artificial (w,d) motifs by conventional and SSFE schemes for 300 test datasets (X-axis). The dark gray region represents that SSFE is superior to the conventional scheme; the light gray region is otherwise. Although the datasets are artificial, their background statistics are those of a fruit fly, mouse, and human.
Two features in these data might be useful to elucidate the difference between the conventional method and SSFE. First, SSFE does not increase the performance uniformly; it performs excellently for outnumbering datasets for which the conventional method performs poorly, and vice versa. Second, that the performance of SSFE is merely comparable to the conventional method in the case of fruit fly is unlikely to be a coincidence because the 8-mer distribution of the fruit fly is the least heterogeneous one among the three background models tested. The ratio of largest to smallest 8-mer frequencies is 904.3 for fruit fly, that is a much smaller value compared to human (5879.0) and mouse (12992.5). Probably, the strength of SSFE cannot be exhibited when the background model approximates a Bernoulli model. The limited performance of motif discovery based on conventional Gibbs sampling for the human and mouse background strongly suggests the incapability of conventional method to handle heterogeneous background properly. Although the data are not shown, these general trends are not changed when several other settings of l, d, N, are tested.
In Fig. 4 , the performance observed for human promoter datasets is shown. In short, the effectiveness of SSFE is not limited to artificial motifs. In all datasets except for E2F1, the solution from SSFE is in better quality than the solution from other methods tested. It is noteworthy that E2F1 dataset also requires the largest number (ca. 100) of equalization steps for SSFE to converge. While MEME shows a very good performance for TBP and E2F1 and a complete failure for other datasets, Weeder shows relatively good performance for CREB, SRF, and E2F1. For TBP and USF, however, Weeder fails to present the correct answer as the most likely answer. Apparently, the performance of SSFE on these dataset is better than those of other methods tested. Considering the simplicity of SSFE, this level of performance enhancement observed for human data is remarkable.
Discussion
If the conventional scheme cannot handle heterogeneous backgrounds ideally, how did it manage to increase performance [3, 17, 18] in the previous reports? The answer to this question is speculated to be short low-complexity sequences in input. According to the Weeder 1.3 frequency files, the 8-mers with largest P in the human genome are "AAAAAAAA" and "TGTGTGTG"; for mouse, they are followed by "CACA-CACA" and "AGAGAGAG". It is often pointed out [22] that these short repeats have very strong disturbance effects over Gibbs sampling. Consequently, it is plausible that the Q/P-scheme was successful at least to alleviate these largest sources of problems (by imposing the maximum penalty on them) and to outperform older Gibbs sampling [11] that assumes only Bernoulli background.
The next question is more important but more difficult to answer: how it is possible for something as simple as SSFE to mark such a large increase in performance? To answer this question, more elaborate tests using a wider variety of test data should be conducted. In addition, we must develop at least some theory, not an analogy like the "low-pass filter", on what the new score P' actually represents. The author is currently investigating the following hypothesis as a candidate of such a theory. There should be a quantitatively correct system of penalty on score, under which the bias from background model has absolutely no effect on the result of motif discovery algorithms. In SSFE, P' may work as a crude approximation of such an ideal penalty, because the equalization stage of SSFE is basically adjusting its own sampling behavior as unaffected as possible by the input sequence constituted of large amount of background and only small fraction of (often diverged) motif sequences. If this hypothesis is correct, SSFE tends to wrongfully exclude correct answers when motif sequences have a particularly large presence in the input (that is, when the motif is "easy" to discover): a good explanation for the result of SSFE on the E2F1 dataset. A possible solution for this weakness of SSFE is taking the motif score into account in the equalization stage, such that the answers with statistically meaningful level of scores will not penalized by P'.
No matter what is the true strength of SSFE, its success strongly suggests a large gap in our current understanding of pattern discovery under a highly heterogeneous background model. At least, using the Q/P-scheme under a heterogeneous and complicated background model must be seriously re-considered. The basic idea of SSFE can be applied to other problems in bioinformatics. The idea of equalization in terms of sub-pattern sample frequency is applicable to other motif score functions and even to sequence analyses of other types that are strongly affected by the sequence background model. The background sequence statistics is apparently a major source of inherent complexity of the biological data. Therefore, improved treatments of background models should take a much higher position in future bioinformatics for a better processing of the biological patterns. It is hoped that SSFE can serve as a good starting point for efforts in this direction.
