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Abstract
Due to its unique physical properties, graphene has shown great promise as an
additive to Polymer Matrix Composites (PMCs) for material property enhancement.
Achieving homogeneous dispersion of the graphene platelets within a polymeric network
is critical to realizing these enhancements.

Research has shown that achieving

homogeneous dispersion of graphene platelets within PMCs is challenging as graphene is
immiscible with most polymeric networks. This work used Molecular Dynamics (MD)
simulations to demonstrate dispersion of graphene platelets within PMCs is inhibited by
molecular surface charge potentials. Further simulations were conducted to demonstrate
functionalized forms of graphene, specifically graphene oxide, have altered surface charge
potentials which render them miscible within PMCs. To quantify the effect of platelet
dispersion, a method of estimating Young’s modulus by micro-mechanical approximations
was examined. Functionalized forms of graphene are preferable for use as reinforcement
in PMCs, both in terms of generating a consistent homogenous material and in the
feasibility of large-scale manufacturing of the material.
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Chapter One: Introduction
There exists a constant need to modify or enhance the material properties of
polymer matrix composites (PMCs) in use across a multitude of applications. For example,
in order to meet society’s increasing demand for power, electric utility companies have
been replacing older, steel-core high-voltage power transmission lines with composite-core
transmission lines, which can transmit more power over an equivalent line size due to a
reduction in line losses. The change from Aluminum Conductor Steel Reinforced (ACSR)
power transmission lines to Aluminum Conductor Composite Core (ACCC) lines has
allowed power companies to increase power supply while staving off substantial
investment in power transmission infrastructure. As with any material critical to the
nation’s infrastructure, research into increasing the useful service life of ACCCs is
ongoing. In some cases, structural failure of ACCC lines has been attributed to mechanical
failure of the glass-fiber/carbon-fiber hybrid composite core of the line (M. S. Kumosa;
Lu; Middleton; Burks). Therefore, to extend the useful service life of ACCCs, it is
necessary to improve the mechanical properties of the epoxy matrix in the composite core.
Efforts to improve the mechanical properties of epoxy matrices typically focus on
perfecting the composite fabrication processes, and on altering the polymeric network
chemically and/or by the addition of various fillers (L. K. Kumosa; Tripathy). The latter
approach requires finding an appropriate filler with the correct mechanical and chemical
properties to enhance the composite network. Since its isolation by Geim and Novoselov
1

in 2004, graphene (Figure 1) has been considered a prime candidate to meet the
requirements of a PMC dopant to achieve material property enhancement.

Figure 1. Graphene

Graphene has unique mechanical, electrical, optical, and thermal properties
attributed to its conjugated, SP2 pi-pi bonding network and honeycomb structure
(Papageorgiou). In particular, the mechanical properties of graphene make it an ideal
candidate as reinforcement within PMCs; for example, graphene nanoplatelets can be used
as particulate reinforcements, graphene ribbons as fiber reinforcements, and graphene
sheets as laminar reinforcements to enhance the mechanical properties of various PMCs.
A comparative table of the mechanical properties of graphene, carbon fiber, and steel is
shown in Table 1.
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Table 1. Mechanical properties of graphene compared to carbon fiber and steel.

Youngs

Ultimate

Modulus

Strength

Graphene

~ 1000 GPa

~ 130 GPa

Carbon Fiber

380 GPa

2.4 GPa

Mild Steel

210 GPa

0.24 GPa

Graphene for Material Property Enhancement in PMCs
Materials scientists have used carbonaceous additives to enhance the material
properties of PMCs for many decades, beginning with the addition of cellulose fibers to a
phenolic resin in the late 1930’s by Gordon and de Bruyne (McMullen; Symposium on
Additives for Plastics Corporate Author, et al.). Based on their conclusion that resins
impregnated with cellulose fibers resulted in bulk materials with superior strength to
weight ratios when compared to conventional materials, researchers began investigating
the effects of adding various carbon-based materials to different PMCs.

Subsequently,

carbon black has been established as a useful particulate reinforcement for PMCs (Ojha),
while short carbon fibers called “whiskers”, single and multi-phase carbon fibers, and
fibers from carbon based polyamides have all been successfully adapted as reinforcement

3

for PMCs. These are now commonly used throughout diverse industries ranging from
aerospace to sporting equipment (Chung; Coquill; M. J. Wang; K. B. Wang).
The widespread utilization of carbonaceous PMCs has led to an increase in the
desire to better understand and improve the performance of these materials, and as an
allotrope of carbon, graphene is a natural candidate as reinforcement to further enhance the
material properties of PMCs. Initial attempts to create graphene-based composites utilized
pristine graphene nano- or micro-platelets (GNPs, GMPs) in mix-blend polymerization
processes while targeting specific material property enhancement. Much of this work
focused on developing graphene composite electrodes for energy storage, improved solar
cells, and optoelectronics (Bora; Chang; Sreelakshmi; Xu; Salavagione; Khurana;
Kusumawati). This initial research demonstrated the feasibility of using graphene as a
filler and led to further study of its use in PMCs. Focusing on mechanical properties, King
demonstrated an 81% increase in the tensile modulus of a neat epoxy by adding 6 wt%
GNP (King), while Hadden modeled and fabricated unidirectional GNP/Carbon
Fiber/Epoxy hybrid composites with a significant increase in the transverse tensile modulus
at a 0.03% vol. GNP loading (Hadden). Taking advantage of graphene’s high thermal
conductivity (~5000 W/mK), Li saw a 45.7% increase in the thermal conductivity of a heat
dissipating polyethylene film by doping it with 10 wt% GNP (A. C.-F. Li). In a tribological
study, Kandanur saw a 4 order-of-magnitude decrease in the steady-state wear rate of PTFE
by adding 10 wt% GNP (Kandanur).
4

The exact mechanism for graphene’s effect on material properties when used as a
dopant in PMCs is undetermined. An increase in the stiffness, strength, and/or toughness
of PMCs doped with graphene platelets indicates there must be some bonding between the
platelet and the polymer network. This bonding is most likely in the form of weak van der
Waals bonds, as graphene is stable and will not chemically react with polymer networks.
Given its chemical stability, the graphene platelets are likely bound to the network through
van der Waals/electrostatic attractions to the platelets. In this manner the graphene
platelets provide a large area for weak-bond crosslinking between areas of the polymer
network, effectively altering the network and resulting in increases in stiffness and
strength, as well as thermal and electrical conductivity. Any effect of graphene platelets
on the polymer network is highly contingent on the platelets dispersing uniformly without
agglomerating. If the graphene platelets agglomerate, the number of sites available for
weak bond interactions with the polymer network decreases until a limit is reached and the
platelets become a particle defect in the network, as shown in Figure 2. While investigating
the effect of platelet stacking, Hadden showed that experimentally determined Young’s
modulus of a graphene platelet doped epoxy matched MD simulation predictions if the
platelets were in a 4-layer stack. The same model predicted significant increases in
Young’s modulus if the platelets were only 1, 2 or 3-layer stacks (Hadden). Graphene
platelets stacked in layers greater than 4 begin to behave as graphite, and deteriorate
material properties as weak bonding sites diminish, depicted in Figures 2a-e.
5

(b)

(a)

(c)

(e)

(d)

Figures 2a-e. Agglomeration of Graphene. Black arrows indicate areas available for hydrogen bonding on a
graphene platelet, while the open areas are available for van der Waals interactions (a). If the platelets agglomerate
(b-d), hydrogen and van der Waals bonding sites are decreased (shaded region develops) and the stacked plates
become a particle defect inside the network (e).

Despite this promising research, large-scale production of GNP PMCs remains a
challenge due to the difficulty in forcing graphene to disperse during polymerization.
Achieving uniform, homogeneous dispersion of the GNP within the polymer network is
critical to the material performance of the finished composite but is also
thermodynamically unfavorable (L.-C. Y.-J.-B.-B.-B.-X.-Q. Tang). Chemical alteration of
GNPs can positively affect their ability to disperse within polymer networks; thus, the use
of functionalized forms of GNPs as reinforcements in PMCs shows great potential for large
scale production and widespread utilization.
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Graphene Oxide for Material Property Enhancement in PMCs
Unfortunately, the covalent pi-pi bonding structure that gives graphene it’s
uncommon material properties also renders it insoluble with most polymeric networks due
to its hydrophobic surface and tendency to agglomerate. The inability of graphene to
homogeneously distribute throughout a polymer network has a direct effect on the resulting
physical properties of the fabricated composite material (Tang, Wan and Yan). As
metrology techniques for measuring nanoparticle dispersion have improved, studies have
revealed that GNPs quickly form aggregates and do not readily disperse throughout
polymeric networks resulting in poor composite materials (Gudarzi; Hadden; L.-C. Y.-J.B.-B.-B.-X.-Q. Tang). However, if oxidized ester, carboxyl, carbonyl, and hydroxyl
groups form on the surface and edges of the graphene platelet, creating sites where

Figure 3. Graphene Oxide
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hydrogen bonding and chemical reactions can occur. This yields a hydrophilic material,
of which the chemistry is not fully understood, known as graphene oxide (GO) (Figure 3)
(Georgakilas; Dreyer; Dimiev; Dave). (NOTE: Nomenclature for these materials has not
been fully established so it is important to distinguish GO, graphene oxide, from graphite
oxide, the former being a single carbon layer and the latter a stack of many layers.)
As a hydrophilic material, GO can form hydrogen bonds with most polymeric
networks, is readily dissolved in water, NMP, DMF, and other water-like solvents, and can
be exfoliated from graphite by various methods to form single layer nanoplatelets, ribbons,
or sheets suitable as PMC fillers (Saxena; Dreyer; Nam; Sun; Z. R. Li). For example, once
dissolved and exfoliated, a GO nanoplatelet/solvent mixture can be blended with a liquid
monomer at various concentrations and polymerized to form a GO particulate reinforced
PMC with superior, and in some cases tailorable, material properties when compared to
the neat PMC. Insulative silicone rubbers have been converted to conductive materials
suitable for strain sensing applications by doping them with GO (H. Y. Yang), and thin
films of Poly(Bisphenol A-co-epichlorohydrin) have shown a 26% increase in Young’s
modulus, and a 63% increase in tensile strength with the addition of less than 1 wt% GO
(Sainsbury).

Acrylo-nitrile butadiene styrene (ABS) can also be made electrically

conductive by doping it with graphene and graphene oxide, although in this case the
enhanced electrical properties come at the expense of degradation of mechanical properties
(Jyoti, Babal and Sharma; Mohd Alauddin, Ismail and Shafiq Zaili).
8

For a laminate GO/PMC, polymerization can occur directly on the surface of a
single layer GO sheet, and the resulting film is then peeled away from a suitable substrate
to yield a single layer of GO/PMC. Using such a technique, Ning was able to show a 170%
increase in the fracture toughness of a carbon-fiber/epoxy laminate composite by adding
less than 2 wt% GO (Ning), and Li a 59% increase in the fracture toughness of a
polyurethane/carbon fiber reinforced laminate by introducing 0.25 wt% GO platelets in the
interlaminar layers of the composite (B. L. Li).

Graphene can also be “edge-

functionalized” or “edge-oxidized”, yielding a GO platelet wherein the edges of the
molecule are terminated with carboxyl and hydroxyl groups and the interior of the molecule
remains sp2 bonded carbon. These edge-oxidized GO platelets can interact with polymer
networks via hydrogen and van der Waals bonding at the edges while still maintaining
some characteristics of pristine graphene internally, yielding a hybrid GNP/GO PMC
(Nam).

Reduction of GO to rGO
Oxidative modification of graphene to GO disrupts the sp2 pi-pi bonding network and
thus alters its material properties. Pristine graphene is conductive while GO is insulative,
graphene is more stiff and its thermal conductivity is higher than GO (Gao; Zhao; Dmitriy
A. Dikin; Marcano; Shen). The extent of material property degradation upon oxidation of
graphene to GO is difficult to quantify and the literature on the topic reports widely varying
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results due to differences in GO synthesis, logistics of determining mechanical properties,
and the extent of oxidation (Medhekar). Reduction of GO to reduced graphene oxide (rGO)
can restore parts of the sp2 pi-pi bonding network, which can be accomplished via thermal,
chemical, mechanochemical, or electrochemical methods (Stankovich; Sohn). Although
complete reduction of GO to pristine graphene is not possible, and for the purposes of
dispersion not desirable, rGO can be used as a particulate reinforcement with similar effects
on the physical properties of the resulting PMC, but at lower loading levels compared to
GO. Chandrasekaran used a 0.5 wt% thermally reduced graphene oxide (TrGO) particulate
reinforcement for an epoxy nanocomposite to increase the critical stress intensity factor by
40% when compared to the neat epoxy (Chandrasekaran). In the case of a laminar
GO/PMC, the outer surface of the GO sheet can be reduced post-polymerization using
various methods, and the reduction recovers some of the lost material properties of pristine
graphene (Robinson; Dreyer; Nam).
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Chapter Two: Graphene/Oxide Overview
Discovery and Isolation of Graphene
Graphene was first theoretically predicted by Phillip Wallace in his 1947 paper
“The Band Theory of Graphite”, in which he proposed that graphitic carbon could be made
to form a “zero band gap” material. The idea of carbon exhibiting the electrical properties
of a metal was intriguing, and during the 1970s several research groups were able to
synthesize single layer graphitic carbon, or graphene, on single crystal substrates (Berger,
2016). However, it was not until 2004 that graphene was first isolated in its free form by
Andre Geim and Konstantin Novoselov, using the now infamous “tape method” to
exfoliate graphene layer by layer away from graphitic stacks (Novoselov) (the pair were
awarded the 2010 Nobel Prize in Physics for this work). Although the simplicity of the
method Geim and Novoselov developed is often cited and praised, there was a level of
sophistication in their experiments that is rarely acknowledged. Their experiment began
by pressing tape against a block of graphite and successively folding the tape over on itself,
then peeling it back, with each step mechanically exfoliating a few layers of graphite. After
dissolving the tape, a stack of graphene sheets approximately 3-4 layers thick remained.
To study the material, however, it had to be isolated in a state suitable for microscopy and
electrical probing. In subsequent experiments they deposited highly oriented, pyrolytic
graphite onto a silicon-dioxide film that was grown on top of a silicon wafer substrate.
Mesas, approximately one-micron square, were etched into the stacked films using
11

semiconductor manufacturing techniques. The top graphitic layers were then mechanically
exfoliated from the film stack one layer at a time by pressing tape against the mesas and
peeling it away. After repeated exfoliation, a single carbon layer remained on top of the
silicon-dioxide mesa, and this single-atom thick film was suitable for electrical testing and
microscopy studies. Once initially characterized, graphene quickly became a focus of
research in the fields of physics, chemistry, and materials science.

Molecular Structure of Graphene and Graphene Oxide
Pure graphene consists of a single atomic layer of sp2 hybridized, conjugated,
carbon-carbon single and double bonds within the bulk of the sheet, with open valences at
the edges of the molecule, which are terminated by hydrogen atoms. In the early 1900s the
structure of graphite was proposed to be a stack of single-atom thick carbon layers held
together by electrostatic potentials, but individual layers were thought to be
thermodynamically unstable and therefore impossible to isolate. By 1947 Wallace showed
that a single atomic layer of carbon could be thermodynamically stable. Because this
thermodynamic stability of a single layer is transient, however, isolated graphene will
quickly agglomerate and form multilayer stacks in solution. As previously mentioned, the
greatest effect on material property enhancement of PMCs by doping with graphene occurs
when the graphene uniformly distributes throughout the polymer network without
agglomerating. Achieving uniform dispersion of a graphene-based dopant throughout a
12

polymer network is one the greatest challenges in bringing this new class of polymer
composites to market, and hinges on developing a better understanding of how the
molecule interacts with its surroundings inside the network.
A full understanding of the chemistry of graphene has yet to be established, but
insight regarding its reactivity that is pertinent to materials scientists can be gained by
examining its physical and molecular orbital structure. Upon first inspection graphene
appears to be a series of benzene rings and should therefore exhibit aromatic properties and
be miscible in aromatic solutions; however, graphene does not behave as an aromatic
molecule, such as benzene. While graphene does have aromatic characteristics (Kahlert),
it should not strictly be considered aromatic as the pi electron configuration is not
centralized (Popov 2012). An examination of the Highest Occupied Molecular Orbitals
(HOMOs) and Lowest Unoccupied Molecular Orbitals (LUMOs) of molecules with
increasing carbon ring pi-bond character illustrates this point. Table 2 shows the calculated
HOMO/LUMO and energy levels of carbon ring-based molecules. Values and figures
were produced using commercially available software (Spartan®, Wavefunction, Inc.)
which utilized density functional EDF2 with polarization basis set 6-31G*. Calculated
energies are lower than literature values, however the relative change in energies with
increasing p-bond character is the important characteristic in the data.
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Table 2. HOMOs/LUMOs and energy levels of molecules with increasing carbon ring pi-bond character.

Molecule

HOMO

LUMO

Energy
Level

Ethylene

HOMO =
-7.1 eV
LUMO =
+0.4 eV

Benzene

HOMO =
-6.6 eV
LUMO =
0.0 eV

Pyrene

HOMO =
-5.2 eV
LUMO =
-1.6 eV

Simulated Graphene Chain

HOMO =
-4.8 eV
LUMO =
-2.2 eV
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The images in Table 2 show the molecular orbital space, or probability density,
occupied by an electron in the HOMO or LUMO of the molecule. As the number of
carbons involved in the carbon ring pi-bonding network increases, the shape of the HOMO
becomes slightly more associated with each carbon nucleus, indicated by the lachrymiform
shapes that develop across the molecular orbital. This state of quasi-electron sharing
between nuclei begins to resemble metallic bonding. Correspondingly, the energy levels
associated with the HOMO of each species decreases from -7.1 eV for benzene to -4.8 eV
for the simulated graphene chain, indicating that electrons in molecular orbitals with
greater numbers of carbon rings are more associated with each other and experiencing more
interactions. In graphene, a continuous sheet of carbon rings, one electron orbital can
encompass the entire domain, and in the aggregate these electrons behave much like the
“electron sea” in metallic bonding. This change in electronic state can also be seen in a
comparative analysis of

13

C Nuclear Magnetic Resonance (NMR) spectrum from these

molecules. NMR spectra show the relative degree to which electrons are associated with
a given nucleus while that nucleus is being influenced by an applied, external magnetic
field. If electrons are highly associated with a nucleus, they will shield it from the applied
magnetic field, altering the nucleus’ response to the applied field. If electrons are drawn
away from the nucleus, they do not shield the nucleus as effectively and the nucleus will
have a greater response to the applied magnetic field. A relative shift to the left in the
absorption spectra indicates protons are being de-shielded as the number of carbon pi-bond
15

rings increases. Calculated 13C NMR plots for ethylene, benzene, pyrene, and a simulated
graphene chain are shown in Figures 4 - 7. Calculations and plots were generated using
the same software and regime as the molecular orbitals in Table 2.
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Figure 4. 13C NMR chemical shift, δ, of ethylene (calculated).

Figure 5.

13C

NMR chemical shift, δ, of benzene (calculated).

Figure 6. 13C NMR chemical shift, δ, of pyrene (calculated).

Figure 7. 13C NMR chemical shift, δ, of a simulated graphene chain (calculated).
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The chemical shift, δ, is unitless because it is a relative measure compared to a
standard, so the degree to which the spectrum is shifted to the left, away from zero,
indicates the degree to which the measured protons are de-shielded from their electrons.
As the number of conjugated double bonds increases, the spectra shift left and increase
from a maximum of 123.1 for ethylene to 130.7 for pyrene, and then slightly decreases
from pyrene to 130.4 for the simulated graphene chain (this decrease is related to the
structural differences between pyrene and the graphene chain, and chemically equivalent
protons). This trend is expected as the active

13

C proton in a graphene network is being

less shielded by electrons that have been drawn into a molecular orbital of lower energy
and away from the active proton. These large molecular orbitals, which could be described
as electron clouds discretized by local pi orbitals, have some organic and some metallic
bonding character, the hybrid nature of which gives rise to graphene’s unique properties.
Disrupting these hybrid orbitals through functionalization renders a more reactive
molecule, although at the expense of deterioration of some of graphene’s unique properties.
Functionalization of graphene involves breaking the carbon ring pi-bond network
by the formation of covalent or metallic bonds with an appropriate species. In GO, the
molecular orbitals are interrupted by epoxides interior to the molecule, carboxyls and
carbonyls at the edges, and with hydroxyls appearing randomly throughout the molecule.
These disruptions result in localized charged zones, or charge potential gradients, on the

18

Table 3. HOMOs/LUMOs and energy levels of simulated graphene and GO.

Molecule

HOMO

LUMO

Energy
Level

Simulated graphene

HOMO =
-4.8 eV
LUMO =
-2.2 eV

Simulated graphene oxide

HOMO =
-6.2 eV
LUMO =
-1.4 eV

surface of the molecule. A comparison between HOMOs and LUMOs of simulated
graphene and GO is shown in Table 3.

In this highly localized view, electron location probability is evenly spread across
the graphene molecule, while regions of high and low electron location probability appear
in GO. These surface charge gradients are present over the entire surface of both sides of
the molecule and give some explanation as to why graphene and GO have different
interactions with polymeric networks. A comparison of calculated 13C NMR chemical shift
19

between the simulated graphene (Figure 7) and GO (Figure 8) molecules also shows the
charge separation effect.

Figure 8. 13C NMR chemical shift, δ, of simulated graphene oxide (calculated).

Calculated maximum chemical shift for GO is 136.8, compared to 130.4 for
graphene, indicating that electrons in the GO molecule are further de-shielding the active
proton and occupying more space in lower energy orbitals. Interrupting the graphene
network with carboxyls, carbonyls and hydroxyls also reduces the number of chemically
equivalent protons, resulting in the additional lines of resolution in the downfield region of
the GO spectrum and further illustrating the difference in atomic charge potentials between
the two molecules. Finally, the appearance of lines in the upfield region of the GO
spectrum (~65 and 37) show that those protons are retaining some degree of electron
shielding that is not present in the graphene spectrum, again indicating the presence of
charge gradients in GO that do not exist in a graphene molecule.

20

Properties of Graphene and Graphene Oxide
The molecular structure of graphene gives rise to its unique physical properties. A
table listing some properties relative to materials science follows below. It must be noted
that the material property values of graphene and graphene oxide are highly dependent on
the methods used to determine the properties as well as: (a) the purity of the graphene sheet
being studied in physical testing; and (b) the models and parameters used in estimating the
properties when physical testing is not possible or practical. Thus, values reported are
approximations. (Table 4) (Warner; Poulin; Zhao J.)

Table 4. Properties of graphene and GO.

Young’s

graphene

GO

Tensile

Thermal Electrical Optical Transparency

Modulus Strength Cond.

Cond.

1000

130

5000

2000

GPa

GPa

W/mK

S/cm

~250

~25

~1

6.3e-5

96.0% optical

GPa

GPa

W/mK

S/cm

trans.

97.7% optical trans.

In addition to being significantly stronger and stiffer than nearly all other materials
being used as reinforcement in polymer composites, graphene also has a very low density,
is highly electrically conductive, and can be doped to have semiconducting or insulating
21

properties. Although optically transparent, graphene will absorb 2.3% of white light, a
property that can be utilized in sensor technology (by layering the material one can change
the absorption properties) (Nair). Finally, graphene is incredibly efficient at transferring
heat with a thermal conductivity ranging from 2000-5000 Wm/K, depending on the method
used to produce the graphene and the method used to determine the value (Balandin).
Oxidation of graphene leads to a significant decrease in Young’s modulus, tensile strength,
and transparency, which is expected as the oxygen groups disrupt the pi bond network of
graphene. In addition, graphene oxide is electrically non-conductive, and will fluoresce if
illuminated in the UV-Vis range due to the formation of an electron band gap that is not
present in pure graphene (Andrew T. Smith).

Methods for Producing Graphene and Graphene Oxide
The promise of world-changing materials and technologies based on graphene
hinges on our ability to produce the material in relatively pure, large quantities. Many
methods exist to produce graphene, including:
•

Micro-mechanical cleavage and exfoliation of graphite

•

Chemical Vapor Deposition of carbon

•

Epitaxial growth on SiC substrates

•

Chemical reduction of exfoliated graphite oxide

•

Liquid phase exfoliation of graphite
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•

Un-zipping of Carbon Nano Tubes

Each of these methods can be described as “bottom-up” synthesis or “top-down”
fabrication, and each has desirable and undesirable traits. Processes that produce graphene
by atomic arrangement are termed “bottom-up” and include chemical vapor deposition and
epitaxial growth. “Top-down” methods involve exfoliation from graphitic precursors or
physically altering carbon nanotubes to produce flat structures. Bottom-up methods of
synthesis produce very pure graphene but at a high expense, while top-down methods
produce less pure material but at significantly lower cost. In addition to concerns over
purity and quantity of material being produced, each method of production must be
evaluated to assess environmental and safety concerns related to the chemistries and
processes if a transition to large scale production were to occur. At present, there are no
known methods to economically produce pure graphene in large enough quantities for mass
produced items.
While pure graphene is challenging to produce and does not interact well with
polymer networks, graphene oxide is readily derived from graphite and interacts favorably
with polymer networks. Several methods of synthesizing GO from graphite exist (Sungjin
Park; Talyzin), the most common being Hummer’s Method, which utilizes potassium
permanganate, sodium nitrate, and sulfuric acid as oxidizing agents (Dreyer; Hummers Jr.).
Although very effective at oxidizing and exfoliating graphite into graphene oxide,
Hummer’s Method results in the release of toxic gases which limit its applications.
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Modifications to Hummer’s Method have produced alternative methods for producing GO
(Lavin-Lopez). For example, the Tour Method is based on Hummer’s Method but does
not utilize sodium nitrate, thus avoiding the release of toxic nitrous oxides, but still requires
the use of strong oxidizing agents. (Figure 9) (Marcano).

H2SO4 + KMnO4
NaNO3 + H2O2

Figure 9. Modified Hummer's Method for producing graphene oxide.

24

Chapter Three: Computational Modeling in Materials Science
Computational Modeling as a Tool for Research
Scientific research in the modern era typically occurs in three phases, formulation
of a theory, investigation of the theory through computational modeling, and validation of
the theory and computational modeling through physical experimentation. Resource
demand related to physical experimentation is often quite high, and researchers are
increasingly turning to computational modeling in order to minimize the time and expense
of experimentation by gaining as much knowledge of a system as possible prior to
conducting experiments. The field of computational modeling has grown significantly in
the last ten years due to the advent of powerful personal computers and the development
of industry specific modeling software. In general, these software packages incorporate
the mathematical functions of interest to a given problem, as well as a set of numerical
methods for approximating solutions to those functions. The formulae and functions that
comprise the model are derived from first principles of the system, and always contain
constants and adjustable parameters.

By replacing constants and varying adjustable

parameters the model is made to yield predictions which match experimental or known
results for a specific system. Through an iterative refinement process, the model is
improved and yields more accurate results for the system to which it has been tailored. A
limit exists in the complexity of a model, as a balance must be achieved between the desired
25

level of accuracy of prediction and computational cost; a more complex model will yield
more accurate results but might require days or even weeks of computing time to complete.
Building and refining these models can be a laborious task, and an entire career can be
spent optimizing one model for a specific application. Thus, computational modeling has
a growth cycle, going from a nascent technology of curious interest to a powerful,
predictive/analytical tool. A good example of the growth cycle of a computational
modeling method is found in the use and history of Finite Element Analysis (FEA) in
mechanics, which began as a failure analysis and design verification tool and is now used
extensively in the actual design of components (Cook).

Atomistic Simulations in Materials Science
Computational modeling in chemistry and materials science has followed a growth
curve analogous to that of FEA, and along with the development of applied quantum
mechanics, has become useful at predicting the physical properties of a novel molecule or
atomic system. Commercial software, such as Materials Studio® (Dassault Systemes,
Inc.), CULGI® (Culgi Inc, culgi.com), and Schrodinger® (Schrodinger Inc,
schrodinger.com), is readily available, and an open source program known as LAMMPS
(Sandia National Labs, lammps.sandia.gov), has been under continuous crowd-source
development since its initial release in 1995. Each software package utilizes various
functionals derived from physical and quantum chemistry, and classical and quantum
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mechanics, to approximate kinetic and potential energies, bond energies, bond lengths and
angles, molecular orbital energies, and other thermodynamics of a molecular system. If
time is added as a degree of freedom to the functionals, then the simulations become
dynamic and the studies are then referred to as Molecular Dynamics (MD) simulations.
Simulating atoms or molecules moving and interacting with their environment over
time requires complex mathematical models. These models must incorporate all the
physical knowledge of the system including the total kinetic and potential energy of each
body in the system, the electronic and chemical potentials of each body, and how each
body interacts with every other body. Any model that can incorporate this level of
information in detail would be intractable. To overcome this, systems are simplified to
reach parsimony by implementing approximations, setting boundary conditions, and
making reasonable assumptions. The desired degree of accuracy of prediction of atomic
interactions drives the need for complexity in the mathematical model. In its simplest form,
MD utilizes electronic potentials and classical mechanics with a set of predetermined
boundary conditions to predict atomic motion. More advanced models are required when
orbital energies, and electromagnetic and thermodynamic properties are being investigated.
These models must make use of quantum, rather than classical, mechanics in order to
produce results of any usable accuracy and they are based on approximations to
Schrodinger’s time-dependent equation for a wave/particle system.
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The first models that were applied to materials science were developed based on
Molecular Mechanics (MM), which uses forcefields based on van der Waals and coulombic
forces and the classical laws of motion to predict atomic configuration and motion.
Because these models do not start from Schrodinger’s equation, they are tractable for large
numbers of atoms to predict molecular structures. For the same reason, they do not provide
information on molecular orbital energies, which are critical to determining reaction
potentials.

If the model in question requires insight into orbital energies and

configurations, Schrodinger’s equation must be used, as shown here in one dimension.

−ℏ2 𝜕2 Ψ(𝑥,𝑡)
2𝑚

𝜕𝑥 2

+ 𝑉(𝑥, 𝑡)Ψ(𝑥, 𝑡) = 𝑖ℏ

𝜕Ψ(𝑥,𝑡)
𝜕𝑡

Eq. 1

The first term on the left-hand side of Equation 1 is the kinetic energy operator, the
second term is the potential energy operator, and term on the right-hand side is the
momentum operator. This equation gives the total energy of the system at time t, with
respect to the x-dimension. Solving Schrodinger’s equation for two bodies, a proton and
an electron, is possible and forms the basis for understanding quantum chemistry.
However, solving Schrodinger’s equation for many bodies analytically is not possible, as
one would have to know the position and momentum of each body as they interact with
each other, which creates a set of simultaneous differential equations with more unknowns
than equations. To arrive at a function that can be solved numerically, approximations and
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assumptions must be made. The first assumption made is that electrons, being much lighter
than the atomic nucleus, move and change states at time scales so small that the position
of the nucleus can be assumed constant in that time scale, and that the electronic response
to motion of the nucleus is instantaneous.

This assumption, known as the Born-

Oppenheimer approximation, allows the nuclear position to be held constant while the
electronic orbitals are solved for that nuclear position. The second assumption is that
electrons can be treated individually, and that they experience a charge potential cloud due
to all the other electrons in the system. Combined, these two assumptions allow for the
formulation of a set of differential equations involving a single electron. At time zero, the
nuclear position is held constant and the equations are solved for total energy of the electron
in its current position. At the next time step in the calculation, the nuclear position is
adjusted based on the prior calculation and the orbital approximation is solved again. This
process repeats iteratively, while adjusting certain parameters (effective nuclear potentials,
shielding coefficients) in the orbital wave function at each step, with the goal of converging
on a state of minimum energy. Hartree-Fock models were the first to make reliable use of
this method, although calculated energy levels did not match experimental results
(Lewars). Because individual electron interactions are not considered, rather the electron’s
interaction with a cloud of charge, the overall energy calculated from Hartree-Fock models
is always higher than what Schrodinger’s equation would yield. This is because the
electron has more interaction with a charge cloud than it would with an individual electron.
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The Hartree-Fock total energy (EHFT) is the sum of the kinetic energy (EK), the electronnuclear potential energy (EV), the coulombic potential (EJ), and the electron exchange
energy (EX), written below (Eq. 2): (Engel)

EHFT = EK + EV + EJ + EX

Eq. 2

The delta between Hartree-Fock predicted and experimentally determined energies
is indicative of how the electrons are correlated and this is called the electron correlation
energy.
To gain more accuracy in energy calculations a separate approximation to the many
body system must be made which incorporates electron correlation. In Hartree-Fock
models, the electron experiences the electric potential of the field created by all the other
electrons, rather than individual electrons. However, a more accurate assessment of the
charge field experienced by the electron being studied is garnered by considering the
density of charge variation within the electric field and its effect on the electron. The study
of these interactions is termed Density Functional Theory (DFT), and use of DFT involves
replacing the exchange energy term in Hartree-Fock for a correlation/exchange term, EXC,
and yields (Eq. 3):

EDFTT = EK + EV + EJ + EXC

Eq. 3
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Correlation/exchange energy calculations come from the study of a known,
idealized system in which the electron field density can be determined. This information
is used to create differential equations for electron density distributions, which are then
incorporated into the Hartree-Fock model as discussed above. DFT models use empirically
determined functions that are tailored to specific applications; one of the great advantages
of DFT is that the additional functions do not come at a great computational expense due
to the elegant simplicity of the models. Development of DFT has brought forth powerful
predictive models for calculating equilibrium structures and reaction energies, and in 1998
Walter Kohn was awarded the Nobel Prize in Chemistry for his work in developing DFT.
The set of MM, HF, and DFT models form a powerful investigative tool for
materials engineers. Atomistic simulations of varying complexity can be conducted, with
attention paid to choosing the correct model for the characteristic being studied, reducing
the need for physical experimentation.
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Chapter Four: MD Simulations of Graphene/Oxide Mixtures
Introduction
A composite material’s properties are based on the properties of its constituent
materials and their interactions. Graphene and graphene oxide have been considered as
prime candidates for material property enhancement in PMCs due to their unique
properties; however, as previously outlined, achieving uniform dispersion of the dopant is
critical to realizing this property enhancement. The degree to which a dopant will disperse
throughout a polymer network is directly tied to its miscibility with the monomer
precursors that form the polymer network. MD simulations provide a method for screening
the miscibility of graphene and graphene oxide with monomer precursors and gives insight
into how well a platelet will disperse during final polymerization.

Methods
The following simulations show the final mix state of graphene and graphene oxide
in the presence of EPON 862™, and then in the presence of the monomer hardening agent
used to synthesize the epoxy. All simulations were conducted using the Blends Module
within Materials Studio®, Dassault Systemes, Inc. In each case the polymer or monomer
was set as the base, and the graphene or GO platelet was set as the screen. The quality was
set to high, giving 1e7 energy samples with a 0.02 kcal/mol energy bin width. Head and
tail atoms were set to non-contact to eliminate false interactions as these would not exist in
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a real chemical system. Blends requires the input of electrostatic potentials, or a forcefield,
to make calculations. The COMPASS (Condensed-phase, Optimized Molecular Potentials
for Atomistic Simulation Studies) forcefield was used in each part of these simulations
because it was parameterized for polymeric molecules in isolation. Each simulation was
performed at 298°K.
For consistency, each molecule was built from core atoms, and geometry was
optimized prior to assembling the amorphous cells for conducting polymerizations.
Polymerizations were conducted using the Build Polymer tool, geometries were optimized
in Forcite using the Geometry Optimization Task, with the quality set to fine and using the
Smart algorithm for convergence with a maximum of 500 iterations, an energy tolerance
of 1e-4 kcal/mol, and a displacement tolerance of 5e-5 Å. Charges were assigned by the
COMPASS forcefield, and electrostatic and van der Waals interaction summation methods
were atom-based, as opposed to group-based methods, to capture individual atomic
contributions.
Images of the graphene and graphene oxide molecules used in the simulations are
shown in Figures 10 and 11 below. Each platelet was approximately 20 Å X 20 Å in size.
The graphene platelet was oxidized by the addition of epoxy groups to the interior of the
molecule, carboxyls and carbonlys to the edges of the molecule, and hydroxyl groups
randomly distributed throughout, keeping with the commonly accepted structure and an
oxygen/carbon ratio of approximately 0.3 (D. A. Yang).
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Figure 11. Graphene oxide platelet used in
MD simulations.

Figure 10. Graphene platelet used in MD
simulations.

Results and Discussion of Simulations
The physical and molecular orbital structure of graphene causes it to quickly
agglomerate in solution. Similarly, graphene oxide can easily form hydrogen and van der
Waals bonds with itself. The following images show results of Blends mixing simulations
of two graphene (Figure 12) and GO (Figure 13) platelets screened against epoxy polymer
chains.

Figure 12. Graphene platelets agglomerate in
an epoxy network.

Figure 13. Graphene oxide platelets
agglomerate in an epoxy network.
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Both graphene and GO platelets form weak bonds in a stacked structure that is
lower in energy than any state of intermixing with the polymer. This means these structures
must be exfoliated prior to polymerization to allow for any possibility of achieving single
layer dispersion in the polymer network. To accomplish this, the platelets must be
dissolved in one of the reactants prior to polymerization. Graphene and GO platelets were
screened against the hardening agent (DETDA) for the epoxy simulated above to
investigate the relative miscibility of these platelets in the hardener, and the results are
shown in Figures 14 - 17.

Figure 14. DETDA molecule used in MD
Blends simulations.

Figure 15. Graphene platelet has little
interaction with the monomer through close contacts
(dashed purple lines).

The graphene platelet has little interaction with DETDA, while the GO platelet
shows significant interaction as measured by monitoring close contacts and hydrogen
bonds (Figures 16 and 17). The functionalized form has more interactions than graphene
and therefore greater miscibility with the precursor. Pre-mixing GO platelets with a small
molecule pre-cursor should result in a more homogenous dispersion within the polymerized
network. Chemical reaction between the platelets and the pre-cursor are possible and
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should be monitored or inhibited in these processes, but for the purpose of this comparative
study were ignored.

Figure 16. GO has many interactions with the
monomer through close contacts (dashed purple
lines).

Figure 17. GO has many interactions with the
monomer through hydrogen bonding (dashed white
lines).
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Chapter Five: MD Simulations of Graphene/Oxide within Polymer Networks
Introduction
The classical approach to developing a new composite material involves designing
the material based on the desired properties of the finished composite, and then fabricating
test samples and conducting material property studies to characterize the new material.
This process is resource demanding and often involves safety and environmental concerns
related to the use of new chemistries. In this study, MD simulations were used to gain
insight into the potential interactions between graphene/GO platelets and polymeric
networks. The feasibility of these platelets dispersing within a polymer network was
assessed by visually observing the platelet’s interaction with the polymer surface as the
simulation progressed, and by comparison of the initial and final position of the platelet
with respect to the polymer surface. Monitoring of close contacts and hydrogen bond
formation was implemented to quantify the interactions.
Three different polymeric systems were chosen for comparative studies; polydimethyl siloxane (PDMS), an epoxy (EPON 862™), and acrylonitrile butadiene styrene
(ABS). PDMS is a silicone rubber with a wide range of uses from caulking to contact
lenses. Given its applicability across many industries, material property enhancement of
PDMS through the addition of dopants is of great interest. Polymers of epoxides are some
of the most used, and studied, polymeric materials and are often the first option considered
for adhesive and sealant applications. ABS is a thermoplastic co-polymer used in diverse
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applications including automotive interior parts, appliance and electrical housings, and
most recently as a medium in 3D printing applications.
Methods
The following images are of the initial (time = 0) and final (time = 10 ps) spatial
configurations of graphene and graphene oxide platelets interacting with three polymer
systems; ABS, an epoxy (EPON 862™), and PDMS. All simulations were conducted using
Materials Studio®, Dassault Systemes, Inc. The polymer systems studied must contain
large numbers of atoms to approximate the effects of the bulk material, and the total energy
of the system is the quantitative metric, which makes Forcite the appropriate equation
solver. Forcite, an MM toolset, requires the input of electrostatic potentials, or a forcefield,
in order to make calculations. The COMPASS forcefield was used for each part of these
simulations because it was parameterized for polymeric molecules in isolation.
Molecular structures for the monomers, polymers, graphene, and graphene oxide
were assembled in the same manner as in the simulations in Chapter 4.
Dynamic simulations were conducted in Forcite using the Dynamics Task with
quality set to Fine, and at constant number of atoms, volume, and temperature; the NVT
ensemble. Barostat and thermostat settings were not adjustable in the NVT studies.
Geometry Optimization was conducted prior to each dynamic simulation to ensure the
structures were at a minimum energy, and each simulation started with the platelet floating
just above the polymer surface with a minimum of three close contacts to ensure
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interactions were established. The total simulation time was 10 picoseconds with a 1
femtosecond time-step. Integration tolerance energy deviation was set to 5e4 kcal/mol.

Results and Discussion of Simulations
Figures 18 - 21 show the initial and final states of graphene and graphene oxide
platelets interacting with a PDMS film.

Figure 18. Graphene platelet on the surface of
PDMS at time = 0.

Figure 19. Graphene platelet interacting with
PDMS at time = 10 ps.

Figure 20. Graphene oxide platelet interacting with
PDMS at time = 0.

Figure 21. Graphene oxide platelet interacting
with PDMS at time = 10 ps.

Once the simulation began, the platelets moved and interacted with the surface
based on the attractive and repulsive forces established by the COMPASS forcefields. The
simulation was terminated after 10 ps and the images were visually examined to determine
if the platelet in question migrated toward or away from the polymer surface based on the
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charge potentials.

The graphene platelets did not interact with the PDMS surface,

appearing to float on a bed of repulsive potentials. GO platelets, however, quickly migrated
toward the PDMS surface with hydrogen and van der Waals bonds forming to stabilize the
configuration.
The molecular structure of EPON 862™ (Hexion, Inc) used in the next set of
simulations is shown in Figure 22, while Figures 23 – 26 show the initial and final states
for graphene and GO platelets interacting with the epoxy film. As in the previous
simulations, Geometry Optimization was conducted prior to each dynamic simulation to
ensure the structures were at a minimum energy, and each simulation started with the

Figure 22. Molecular structure of epoxy, EPON 862™, used in MD
simulations.
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Figure 23. Graphene platelet interacting with an
epoxy at time = 0.

Figure 24. Graphene platelet interacting with an
epoxy at time = 10 ps.

Figure 25. Graphene oxide platelet interacting
with an epoxy at time = 0.

Figure 26. Graphene oxide platelet interacting
with an epoxy at time = 10 ps.

platelet floating just above the polymer surface with a minimum of three close contacts to
ensure interactions were established.
Graphene and GO platelets interacting with an epoxy film showed nearly identical
responses to that of the PDMS system. While the graphene platelet hovered over the epoxy
surface with little to no interaction, the GO platelet rapidly moved toward and settled onto
the polymer’s surface. Again, hydrogen and van der Waals bonds formed to stabilize the
configuration.
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The molecular structure of ABS used in the last set of simulations is shown in
Figure 27, while Figures 28 - 31 show the initial and final states for graphene and GO
platelets interacting with the ABS film.
As in the previous simulations, Geometry Optimization was conducted prior to each
dynamic simulation to ensure the structures were at a minimum energy, and each
simulation started with the platelet floating just above the polymer surface with a minimum
of three close contacts to ensure interactions were established. Figures 28 and 29 show the
graphene platelet floating near the surface of the ABS film at the initial and final time steps.
Contrary to the previous results for graphene with PDMS and epoxy, here the graphene
platelet appears to be neither repulsed nor attracted by surface potentials of the ABS film.
Instead, the graphene platelet remained near the film, but did not show the interaction
present in the GO/ABS system. The GO platelet exhibited a response to the ABS film
comparable to the PDMS and epoxy films, with the platelet readily settling into the polymer
network and establishing hydrogen and van der Waals bonds to stabilize the configuration.
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Figure 27. PolyABS used in MD simulations.

Figure 28. Graphene platelet interacting with
ABS at time = 0.

Figure 29. Graphene interacting with ABS at time
= 10 ps.

Figure 30. Graphene oxide platelet interacting
with ABS at time = 0.

Figure 31. Graphene oxide platelet interacting
with ABS at time = 10 ps.
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The apparent charge-neutral response of the graphene platelet with the ABS film
surface warrants closer examination. Materials Studio allows for the monitoring of close
contacts with the interaction distance determined by the scaled sum of van der Waals radii
of the interacting atoms. Monitoring for where hydrogen bonds would typically form is
determined using a maximum hydrogen acceptor distance of 2.5 Å and a minimum donorhydrogen-acceptor angle of 120°. Figure 32 shows the final time step of the graphene/ABS
interaction shown in Figure 29 above, but this time with hydrogen bond and close contact
monitoring turned on.

Figure 32. Graphene platelet interacting with ABS, close contacts are the dashed purple lines
indicated by arrows.

White arrows in the figures indicate the presence of close contacts between the
graphene platelet and the ABS surface, resulting from the small charge attraction between
the sp3 carbons on the edge of the graphene platelet and a nearby nitrile. A total of four

44

close contacts exist, which is indicative of a small interaction between the species but not
enough to thermodynamically stabilize a given configuration. In other words, the graphene
platelet “walked” about the ABS surface without establishing any significant number of
weak bonds. Conversely, the GO platelet established close contacts and hydrogen bonds
across the span of the platelet, as shown in Figure 33.

Figure 33.
33. Graphene
Graphene oxide
oxide platelet
platelet interacting
interacting with
with ABS,
ABS, close
hydrogen
bonds
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whitelines
lines
Figure
contacts
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arrows.
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An examination of the changes in kinetic, potential, non-bond, and total energy
changes during the graphene/oxide – ABS simulations further illustrates the differences in
their interactions in comparing starting and ending values for these energies. A significant
decrease in total energy between initial and final states indicates a thermodynamically
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favorable interaction. Comparative values for the graphene/oxide – ABS system energies
are shown in Table 5.

Table 5. Graphene/Oxide energies of mixing with ABS. (Kcal/Mol)

Graphene

Potential

Kinetic

Non-Bond

Total Energy

Energy

Energy

Energy

(Pot. + Kin.)

–

9800

4000

600

13800

–

9300

4000

300

13300

Initial
Graphene
Final

(-4%)

Graphene

8000

5000

300

13000

6800

4000

0

10800

oxide – Initial
Graphene
oxide - Final

(-16%)

At the start of the simulation, the total energy of the graphene/ABS system was
approximately 1000 kcal/mol higher than the graphene oxide/ABS system, which was
interpreted as the difference in their kinetic and potential energies. The graphene-ABS
system has higher potential, and lower kinetic, energy than the GO-ABS system, which is
again a reflection of the difference in repulsive charge potentials that exist between
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graphene/GO and the polymer. Note also that both systems show a small amount of nonbonding energies, with the graphene-ABS system having about twice that of the GO-ABS
system.
By the end of the simulation both systems exhibited a lower total energy state;
however, the graphene-ABS system only decreased by approximately 4% (13800 kcal/mol
to 13300 kcal/mol), while the GO-ABS system decreased by 16% (12800 kcal/mol to
10800 kcal/mol). For the G-ABS system, the small decrease in total energy can be
attributed to the molecule forming transient van der Waals bonds which simultaneously
decreased the potential and non-bonding energies. Kinetic energy did not increase or
decrease during the simulation, again indicating that the molecule migrated across the
polymer surface forming and breaking weak bonds along the way. The GO-ABS system
experienced decreases in potential, kinetic, and non-bonding energies which resulted in a
significant decrease in total energy. This result confirms the visual observations of the
simulations which showed the GO molecule quickly migrate toward and form hydrogen
and van der Waals bonds with the polymer surface.
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Chapter Six:

Estimating Young’s Modulus of a G/GO PMC Using Molecular

Dynamics
Introduction
One method of analyzing the effect of dopant dispersion on a reinforced PMC
through MD simulation is by monitoring changes in the Young’s modulus of the PMC. If
the dopant is homogenously dispersed and bonded to the matrix, the Young’s modulus of
the PMC will increase proportionately to that of the dopant. Inserting G/GO platelets
randomly into a polymer simulation cell mimics a local concentration that might be present
in a bulk graphene/GO platelet PMC. Both graphene and GO have a higher Young’s
modulus than the polymer matrix, that being one of the primary criteria for selecting them
as reinforcing dopants. If the dopants are homogenously dispersed and have good bonding
with the polymer network, the resulting PMC will show a directly proportional increase in
Young’s modulus with increasing dopant concentration, until some limit is met and the
particulates over-saturate the network, resulting in mechanical property degradation.
To estimate the Young’s modulus of a graphene or GO platelet doped PMC via MD
simulation a neat polymer network must first be built such that it most closely replicates
the real polymer network. This is an arduous task, as the materials engineer must either
build the entire cross-linked molecule by hand, atom by atom, or rely on the software’s
polymer building tools to create the simulated polymer network. The former option is
extremely time consuming while the latter generates polymeric networks with algorithm
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induced periodicity that may not mimic reality; however, this periodicity can usually be
negated by performing a series of annealing and relaxing operations on the cell which
makes it the method of choice for initial research. Because the molecular structure of
epoxies can vary, Tack used this method to study Young’s modulus of EPON 862™
consisting of circular, triangular, and square macromolecular shaped repeating units.
These varied structural arrangements had no effect on Young’s modulus of the resulting
simulated epoxies; however, the model yielded predictions for Young’s modulus that were
approximately twice literature values, which could be attributed to the lack of defects in
the simulated polymer network that would normally be present (Tack). In a hybrid of the
two methods, Mittal built a simulated EPON 862™ network by first packing the simulation
cell with partially reacted monomers, performing the annealing steps, and then manually
making bonds where the reactive sites were close enough to justify potential bonding.
After further annealing, an epoxy with an estimated Young’s modulus of 2.56 GPa (within
expected range) was generated, which he then used to study the effect of carbon nanotube
concentration on Young’s modulus of doped epoxies (Mittal).
Estimating Mechanical Properties in Materials Studio
Materials Studio calculates mechanical properties using the Forcite Mechanical
Properties Task. Elastic properties are determined by using one of three methods; Static,
Stress Fluctuation, or Constant Strain. The Static method uses the second derivative of
potential energy with respect to strain to determine the material response without applying
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a finite strain. Thermal atomic motion results in excessive error in the calculations, as such
the Static method only applies to temperatures near absolute zero. The Stress Fluctuation
method determines elastic constants as a sum of three contributing factors; the second
derivative of potential energy with respect to strain (as in the Static method), a stress
fluctuation term, and a kinetic term resulting from the finite temperature.

Because

materials engineers are most interested in material properties taken at constant volume and
pressure at a known temperature, the Constant Strain method is most applicable to this
work. In the Constant Strain method, a pattern of known strains is applied to the simulation
cell resulting in a deformed structure.

Given a constant number of atoms at a constant

temperature and volume (canonical NVT), the average shape of the cell containing those
atoms can be described by vectors a0, b0, and c0. These vectors form the columns of a
matrix, h0, the determinant of which is the cell volume. If the cell is deformed by a known
amount, the cell vectors become a, b, and c, and form the matrix h. The two matrices h0
and h are combined to form the strain tensor, ε, as shown in Equation 4:

ε = 0.5(h0-TG h0-1 – I)

Eq. 4

Where:
G = the metric tensor hTh
I = the identity matrix
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h0-T = the inverse of the transposed matrix h0
By definition the strain tensor is symmetric and is given by Eq. 5:

ε11 ε12 ε13
ε = (ε21 ε22 ε23)
ε31 ε32 ε33

Eq. 5

The stress tensor, σ, is determined as the change in free energy of the system, G, with
respect to the strain, at constant number of atoms and temperature, as shown in Eq. 6:

σ=

1 𝜕𝐺
𝑉

( 𝜕ε )

Eq. 6

Utilizing the static-mechanical expression for free energy, the stress tensor becomes Eq. 7:

σ=

1

1

∑𝑁
〈𝑚𝑖 𝑣𝑖 𝑣𝑖𝑇 + (𝑟𝑖 𝐹𝑖𝑇 + 𝐹𝑖 𝑟𝑖𝑇 )〉
𝑖=1
𝑉
2

Where:
𝑚𝑖 = mass of particle i
𝑣𝑖 = velocity of particle i
𝑟𝑖 = position of particle i
𝐹𝑖 = force of particle i
N = number of particles
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Eq. 7

V = volume
The first term in Eq. 7 represents the kinetic portion of the tensor, which vanishes in the
case of a static model. The second term in Eq. 7 is the virial portion of the tensor, which
can be written as atom pair potentials in the form of Eq. 8:

σ=

1
𝑉

𝑁
𝑇
∑𝑁−1
𝑖=1 ∑𝑗=𝑖+1〈𝑟𝑖𝑗 𝐹𝑖𝑗 〉

Eq. 8

Where:

𝑟𝑖𝑗 = the vector between atoms i and j
𝐹𝑖𝑗𝑇 = the force in that direction
With the strain and stress tensors defined, the elastic stiffness tensor, C, is defined by the
variation in stress with change in strain, Eq. 9:

𝐶=

𝜕𝜎
𝜕𝜀

; constant N, T

Eq. 9

If deformations are relatively small Hooke’s Law applies and the stress/strain relationship
can be expressed as Eq. 10 (in Voigt matrix representation):

𝜎𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙 𝜀𝑘𝑙

Eq. 10

The Young’s modulus for any axis is then given by Eq. 11:
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𝐸𝑖𝑗 =

𝜎𝑖𝑗

Eq. 11

𝜀𝑖𝑗

In similar fashion the Young’s modulus can be determined from the elastic compliances,
Eq, 12:

𝐸𝑖𝑖 =

1

Eq. 12

𝑆𝑖𝑖

Finally, Poisson’s ratio is also determined from the elastic compliance values, Eq. 13:

𝜈𝑖𝑖 =

𝑆𝑖𝑗

Eq. 13

𝑆𝑖𝑖

A detailed review of the formalisms for calculating elastic moduli can be found in
the references (Dassualt Systemes).
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Methods
In each of the following simulations the COMPASS forcefield was used with
Quality set to Fine, as in the previous simulations. To build the neat epoxy, a stoichiometric
ratio of 2:1, EPON 862™:DETDA, molecules were forced to bond at three of the four
reactive amine sites on the DETDA molecule, simulating a 75% degree of polymerization.
The linear chain was allowed to fold through Geometry Optimization, and a crosslink was
established across the macromolecule. The resulting structure is shown in Figure 34.

Figure 34. EPON 862/DETDA macromolecule used in estimating Young's
modulus.

The macromolecule in Figure 34 was used to construct an amorphous cell
containing three units at a target density of 1.1 g/cm3. The amorphous cell was then
replicated to produce a 2 X 2 X 2 supercell, containing a total of 24 macromolecules. To
anneal the cell, a dynamic simulation at constant volume and temperature (NVT) was
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conducted at 298°K for 5 ps at 1 fs intervals to allow the cell to relax. This was followed
by a second dynamic simulation conducted at 298°K and elevated pressure (0.01 GPa),
condensing the macromolecules to a density of 1.17 g/cm3 which is close to literature value
for this epoxy, shown in Figure 35.
After the neat epoxy cell was constructed, the same approach was used to build a
PMC with graphene platelets as reinforcement. In this case, an amorphous cell was
constructed using the same three EPON862™:DETDA macromolecules, but with the
addition of one randomly oriented graphene platelet, which represented a 10 weight percent
concentration of dopant. This cell was replicated in the same manner as the epoxy cell to
create a supercell with 24 epoxy macromolecules and eight graphene platelets, shown in

Figure 36. Simulated epoxy/graphene
PMC, dopant highlighted in yellow.

Figure 35. Simulated EPON 862, neat epoxy.
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Figure 36. The procedure was repeated to produce a GO/epoxy PMC, shown in Figure 37.
In both cases, the software produced PMCs with the platelets in what appear to be nonrandom orientations, an artifact of the cell replication process.

Figure 37. Simulated epoxy/GO PMC, dopant
highlighted in yellow.

Dynamic annealing operations produced trajectory documents with multiple output
frames, the last two of which were used to run the mechanical property simulations, with
results averaged over the frames. In each case, Young’s moduli were determined using the
Mechanical Properties Task within the Forcite module. The Constant Strain method was
utilized with maximum strain amplitude set to 0.005 and the strain pattern set to 4. This

56

method strained the cell in each axial direction with amplitudes of 0.005, 0.002, -0.002,
and -0.005.
Results and Discussion of Simulations
The goal of this part of the research was to demonstrate, via MD simulation, that
poor dispersion of graphene platelets within a polymer network results in degradation of
Young’s modulus of the resulting PMC. Initial results confirmed the predicted decline in
Young’s modulus based on comparison between the neat and doped epoxies, as shown in
Table 6.
Table 6. Young's modulus of neat and doped epoxies. (GPa)

Axial

Young’s, Neat

Young’s, Graphene

Young’s, Graphene

Direction

Epoxy

Doped Epoxy

Oxide Doped Epoxy

X

2.63

1.49

0.91

Y

2.83

2.09

1.51

Z

2.92

1.30

1.10

The neat epoxy displays a small degree of anisotropy which was attributed to the
relatively small sample size of the simulation cells and the presence of voids. In a larger
sample size this effect would most likely be negated, and for the purposes of this
comparative study was not significant. For the doped epoxies, an overall decrease in
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Young’s modulus indicates both the graphene and GO platelets are not forming interfacial
bonds with the polymer network, which would facilitate load transfer. Rather, the platelets
are merely acting as particle defects, increasing the effective number of voids in the
polymer network resulting in a decrease in Young’s modulus. The GO platelets are larger
than the neat graphene platelets and create larger voids, resulting in the larger decrease in
Young’s modulus of the GO doped epoxy.
These results are in question, however, as further examination of the elastic
stiffness values used to calculate the Young’s moduli revealed large standard deviation in
the terms. For the neat epoxy, the standard deviation in the independent elastic stiffness
constants is greater than the reported value, in some cases, as shown in Table 7.
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Table 7. Independent elastic stiffness values for a neat epoxy have large std. dev. (GPa)

i

J

Cij

Std. dev.

i

j

Cij

(+/-)

Std. dev.
(+/-)

1 1

3.474

1.0084

3 3

3.6547

1.0071

1 2

1.3846

0.8688

3 4

0.1408

0.8448

1 3

1.3839

0.9840

3 5

0.1055

0.4084

1 4

-0.01007 0.7942

3 6

-0.0058

0.7757

1 5

-0.0154

0.4150

4 4

1.1725

0.9265

1 6

0.1199

0.7703

4 5

-0.0170

0.3947

2 2

3.6891

0.7696

4 6

-0.0007

0.8275

2 3

1.2390

0.8617

5 5

1.2198

0.1988

2 4

0.3008

0.7446

5 6

-0.0084

0.3701

2 5

0.1795

0.3723

6 6

1.0295

0.7828

2 6

0.2513

0.7038

Examination of the independent elastic stiffness values generated for the graphene
doped epoxy also reveals large standard deviation in the terms, shown in Table 8. In
general, the standard deviation is larger in magnitude than the deviation in the neat epoxy
values, which gives some insight to a potential source of the error.
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Table 8. Independent elastic stiffness values for a graphene doped epoxy have large std. dev. (GPa)

I

J

Cij

Std. dev.

i

j

Cij

(+/-)

Std. dev.
(+/-)

1

1

0.4165

1.5415

3

3

0.9569

1.2427

1

2

0.0405

1.6136

3

4

-0.4034

0.9483

1

3

-0.01201

1.3449

3

5

-0.0667

1.3403

1

4

-0.2687

0.8830

3

6

-0.0277

1.2427

1

5

0.0886

0.7689

4

4

0.6401

0.9483

1

6

-0.0936

1.0635

4

5

0.1519

0.9682

2

2

0.7187

1.7514

4

6

0.0534

1.4649

2

3

0.0268

1.4648

5

5

0.6460

0.8607

2

4

-0.0047

1.0883

5

6

0.0295

1.2391

2

5

-0.0721

0.9423

6

6

0.4835

1.9006

2

6

-0.2411

1.3403

The source of the large standard deviation in the independent elastic stiffness values
is likely due to several factors, discussed in more detail below. The first and most obvious
attempt at reducing deviation was to repeat the simulation with Quality set to “Ultra Fine”
rather than “Fine”, which reduced the integration and error tolerances used in the finite
difference approximations employed by the software. Independent elastic stiffness values
for the graphene doped epoxy using the “Ultra-Fine” setting follow in Table 9.
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Table 9. Independent elastic stiffness values for a graphene doped epoxy, using "Ultra Fine", still have large std.
dev. (GPa)

i

J

Cij

Std. dev.

i

j

Cij

(+/-)

Std. dev.
(+/-)

1 1

1.8011

1.0365

3 3

1.2154

1.1192

1 2

0.2721

1.1322

3 4

0.1163

0.7440

1 3

0.7075

0.9549

3 5

0.2110

0.6825

1 4

0.4375

0.7876

3 6

0.1124

0.6754

1 5

-0.0589

0.6862

4 4

2.2643

0.7282

1 6

0.2515

0.6942

4 5

-0.3723

0.5940

2 2

2.0919

1.3954

4 6

-0.3822

0.6127

2 3

0.0505

1.1415

5 5

-0.1160

0.5358

2 4

0.1670

0.9563

5 6

0.1921

0.4926

2 5

0.0122

0.7911

6 6

-0.3029

0.5857

2 6

-0.1215

0.8380

Changing to the “Ultra Fine” setting had little effect on reducing the standard
deviation in the independent elastic stiffness values. This implies the source of the
deviations lies in the structural arrangement of the simulation cells, as atoms are either too
far apart to be affected by each other (outside cut-off distance limits), or conversely, are
forming close-contacts during the simulation that would not be physically possible. Either
effect would serve to disrupt the numerical method calculations considerably.
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Strategies to reduce the standard deviation in the Young’s modulus calculations
involve improving construction of the neat epoxy network and increasing the annealing
operations. Considering the neat epoxy network, it must be constructed in a manner which
more accurately represents reality. In this study the epoxy network was built using
replication of a base macromolecule with intramolecular cross-linking present. Although
this might be a valid representation of a macromolecule in isolation, upon replication it
does not represent the infinitely long, intermolecular cross-linking present in the real
epoxy. Manually building the epoxy network with appropriate intermolecular crosslinking,
while time consuming, is most likely the only way to arrive at a polymer network that is
reflective of reality.
Further annealing of the simulation cells should also reduce the deviation in
Young’s modulus calculations by ensuring the system is at its lowest possible energy state.
Annealing operations were limited to 5 ps in duration to reduce the time required to
generate simulation results. Increasing the annealing operations to 20 or even 50 ps
duration should allow the cells to geometrically assume the lowest energy positions,
eliminating the false close contacts that likely disrupted the calculations.
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Chapter Seven: Summary Discussion & Final Conclusions
Summary Discussion
Graphene platelets have shown remarkable enhancing effects on the material
properties of PMCs when fabricated in research settings (Chandrasekaran); however,
homogeneous dispersion of the platelets throughout the polymer network is difficult to
achieve and raises concerns over the feasibility of mass producing a PMC with these
dopants. Graphene does not mix well with polymer networks due to a lack of charge
gradients on the surface of the molecule which results in a surface that favors platelet
agglomeration over solvation. In a graphene platelet, there is one continuous molecular
orbital in which electron charge is evenly distributed over the span of the entire molecule.
This electron distribution generates an electrostatic and magnetic potential field around the
molecule that is inherently repulsive to polar or charge gradient containing polymer chains.
The difficulty in achieving homogeneous dispersion of graphene platelets in PMCs has led
to the study of functionalized forms of graphene for use as reinforcement in PMCs, the
simplest form of which is graphene oxide. Introducing epoxy, carboxylic, carbonyl, and
hydroxyl groups to the molecule significantly disrupts the electronic orbitals in the
honeycomb structure. This alters the charge potentials on the molecule’s surface, rendering
it miscible in polymer networks. Pictorial representations of the surface charges on
graphene and GO are shown in Figures 38 and 39, respectively.
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Figure 38. The cloud of charge potentials on a
graphene platelet.

Figure 39. The cloud of charge potentials on a
graphene oxide platelet.

MD simulations based on MM were used to study the relative interactions of
graphene and GO platelets with three different polymer types. MD Blends simulations
demonstrated that both graphene and GO will agglomerate in solution, and therefore must
be chemically and/or physically (by ultrasonic vibration) exfoliated prior to
polymerization.

Blends simulations also showed a lack of interaction between the

graphene platelets and a monomer precursor, while GO established weak bonds indicating
strong interaction. MD simulations were extended to model the interaction of a single
graphene or GO platelet with the polymer networks, PDMS, epoxy, and ABS. In each case
simulations demonstrated more favorable interaction between GO and the polymer
network.
In the graphene/oxide – ABS simulations, graphene did have some interaction with
the polymer surface which was examined more closely. The time-change in potential and
non-bonding energies, coupled with no change in kinetic energy, of the system indicates
the graphene platelet migrated across the polymer surface forming a small number of
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transient weak bonds as it moved. GO, however, quickly formed hydrogen and van der
Waals bonds with the polymer network and stabilized to a lower state of total energy.
Monitoring of close contacts and hydrogen bonds during the simulations gave further
confirmation of the increased activity of GO over graphene in the ABS network. The
results from each simulation concur with chemical theory and show that GO platelets,
compared to graphene platelets, will more readily disperse throughout polymer networks.
Estimating Young’s modulus of a graphene doped epoxy was examined as a
method to quantify the effect of platelet dispersion. This method is highly dependent on
the manner in which the simulated molecular structures are constructed and optimized.
Structures built from replicated amorphous cells tend to exhibit periodicity and can contain
large voids that would not be present in the real polymer system. Materials Studio does
not make chemical bonds, thus any attempt to automate the polymer network building
process would involve creating scripts within the software which may also develop
periodicity. To overcome these barriers, polymeric structures should be built manually,
establishing inter-molecular crosslinks where physically appropriate. Additionally, these
structures should undergo several 20 – 50 ps annealing cycles in both the NVT and NPT
ensembles, at elevated pressures and temperatures as well as ambient conditions, prior to
mechanical property estimation.
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Final Conclusions
Although graphene platelets have shown potential as reinforcing materials within
PMCs, achieving homogenous dispersion of the dopant throughout the polymer network is
energetically unfavorable, making mass production of any composite of these materials
challenging and most likely cost prohibitive. Disrupting the carbon ring pi-bond network
of graphene by functionalization, specifically by oxidation, alters the charge potentials on
the surface of the molecule rendering the molecule miscible with polymer networks and
promoting homogenous dispersion. The feasibility of a functionalized graphene platelet
interacting with a polymer network can be assessed with MD simulations utilizing micromechanics, and such studies clearly demonstrate the favorable interactions of GO with
polymer networks. Simulations involving three separate polymer network systems predict
that functionalized forms of graphene should yield PMCs with enhanced material
properties. With careful attention to how the molecular models are built and optimized,
MD simulations might also provide a means to quantify the effect of platelet dispersion
within a polymer network by estimating the Young’s modulus of the resulting PMC.
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