This paper presents a nonlinear square-root estimation scheme for brushless DC (BLDC) motors.
I. INTRODUCTION
State estimation and control of permanent magnet brushless DC (BLDC) motors has been an important research area from the past several decades. BLDC motors and drives are widely used in industries due to their high efficiency and high power density [1-5, 26, 27] . Several control strategies have been proposed and implemented on BLDC drives. For most of the BLDC control approaches, and unknown input load torque observer is explored in [6] , the nonlinear plant model is linearized and the linear quadratic controller is designed for the BLDC. An unknown input observer is presented to estimate the load torque [6] . Similarly, for the digital position control of BLDC, the adaptive load torque observer is proposed [7] . The speed and rotor position estimation using an extended Kalman filter (EKF) for BLDC motor is designed and implemented in [8] . The nonlinear plant is linearised to design the EKF and all the state variables of BLDC motor are estimated using stator line voltage and current measurements. Recently, several observers for low speed applications for permanent magnet synchronous motors have been developed [9, 10, 11] .
Perhaps the use of EKF would be limited for BLDC with severe nonlinearities, as EKF needs the Jacobians of process and measurement models. These Jacobians are the first order approximation of the Taylor series of nonlinear functions. To circumvent these issues, for general nonlinear systems several researchers have proposed derivative-free estimation methods like unscented Kalman filters [12, 13] , particle filters [14, 15] , etc. The EKF and particle filters for BLDC were explored in [17] ; where the better performance of the particle filter over the EKF, with an expense of additional computation burden, was demonstrated. Recently, a sliding mode observer has been presented for permanent magnet synchronous motor drives [16] . The use of the UKF for BLDC motor's state estimation is yet to be explored in the electric drives community; however it was explored for induction motors [18, 19] .
In many real life applications, the UKF may diverge due to the unavailability of square root of the error covariance matrix [20] . More recently the cubature Kalman filter (CKF) was proposed for state estimation of highly nonlinear systems [20] , which uses the spherical-radial cubature rule to evaluate the numerical multivariate integrals for moment estimation. The CKF is shown to be the best available nonlinear estimator for nonlinear Gaussian systems. For real-time applications, the square-root filters are preferred over the conventional filters [21] [22] [23] [24] [25] .
Despite the numerous advantages of the CKF over other filters, it has not yet been explored in the electric drives community. In this paper, we propose the use of the square-root CKF for state estimation of nonlinear BLDC motors; more specifically we present the square-root CKF for the speed and rotor position estimation of a highly nonlinear and high fidelity BLDC motor. The estimated speed and rotor position is then fed back to the various components of BLDC drive to control the speed. The key contribution of this paper is to propose the use of square-root CKF for the BLDC motor. The comparison of square-root EKF and square-root CKF for state estimation of a real BLDC motor is performed. The main advantage of the square-root CKF based BLDC motor over other estimators is its Jacobean free nature and is numerically reliable as the square-root of the covariance matrices are propagated.
The remaining paper is organised as follows. Section II presents the BLDC motor theory, which includes the basic state space model, measurement model, EMF logic, control approach, etc. Section III presents the EKF and the CKF approaches and their implementation for the BLDC motor. The experimental setup and the experimental results are given in Section IV and finally Section V concludes this paper.
II. BLDC MOTOR DRIVE MODEL
This section presents a detailed nonlinear model of the BLDC motor [4] . The state vector of BLDC motor consist of currents, speed and rotor position and the inputs are voltages and load torque. The basic block diagram consists of BLDC motor, EMF block, inverter and hysteresis block, and PID controller is shown in Figure 1 . The inputs to the BLDC motor block are voltages, back EMFs and load torque and the output consists of full state vector. The reference speed and the actual speed are compared and the error between them is controlled by the PID controller, the output of the PID controller is required to obtain the reference current, I re f . The inputs to the BLDC motor and obtained from inverter subsystem and the back EMF can be calculated from the EMF block. Each of these blocks is detailed in the next few subsections.
A. BLDC Motor
The state vector of BLDC motor, [i a i b i c ω θ ] T , consists of phase currents, speed and the rotor position. The phase currents can be obtained as: where the line to line currents, i 1 , i 2 and i 3 , can be obtained by solving the below dynamical equations
where R L is line to line resistance, (L−M) L is the difference between inductance and mutual inductance,
In this work, the BLDC motor
The line to line back EMFs are e ab = e a − e b = K e ω f ab (θ ), e bc = e b − e c = K e ω f bc (θ ) and e ca = e c − e a = K e ω f ab (θ ), where the back EMF constant is K e = 0.1074V/(rad/sec). The back EMFs, e a , e b and e c , as functions of speed and rotor positions are given in Table I . When the stator windings are distributed, the back-emfs can also be of sinusoidal shape (as in the case of permanent magnet synchronous motor). However, note that in the current paper we have used a tetra square-wave type B motor to demonstrate the effectiveness of the algorithms and hence the details in Table I is given for 
where P = 6 is the number of poles and the inertia J = 8. 
At the first instant, the above equations seem to be linear state equations, but they are not. This is mainly due to the back EMFs, which involves several nonlinearities and will be discussed in section II-B. Further it might look like electro-magnetic torque (T e ) will be infinity if the speed ω is zero.
However, after expanding the back-emf terms (e a , e b and e c ) as given in the Note that in this paper, the estimation is done on discrete models. The continuous BLDC motor model is discretised using the Euler's method with sampling frequency of 10000 Hz.
B. Back EMFs and PID controller
This subsection describes the back EMFs and PID controller design.
1) Back EMFs:
The evaluation of back EMFs plays a key role in the overall BLDC motor operation.
They mainly depends on the speed and the rotor position [4] and can be calculated using Table I . tuned. In the current work, the desired closed loop performance in terms of time domain specifications was chosen as settling time < 1s and peak overshoot < 20%. Various combination of PID gains are possible to achieve the desired performance. An attempt has been made to design and implement PID controller. However, in this work, the PI controller (with zero derivative gain) was found to be adequate to achieve the desired performance. The Ziegler-Nichols method is used to find the PI controller gains, which are then manually fine tuned to obtain the desired response. The tuned gains are, K p = 0.05 and
One can use advanced control methods like H ∞ control, sliding mode control, etc. to enhance the controller performance; these control methods with state estimation algorithms used in this paper will be investigated in the near future. The output of the PI controller is scaled by K t to obtain the reference current I re f , which is then required for the inverter subsystem to generate the desired input voltages. In this paper the torque constant is K t = 0.21476Nm.
C. Inverter and Hysteresis Block
The inverter subsystem is responsible to generate the required voltages for BLDC motor based on the hysteresis current control. The hysteresis current control provides the switching functions which are required to calculate the phase and line to line voltages. The switching functions can be obtained using Table III , where I ad , I bd and I cd are delayed phase currents [4] , and T 1 and T 2 depends on the corresponding current sequence.
For example, consider the case of current i a . When i a is positive give T 1 = 1. Similarly, if i a > 1.1I re f , the second term will be activated, which will give
1I re f and i a > i ad then the third term will be activated, which will make T = 1. Finally, if 0.9I re f > i a > 1.1I re f and i a < i ad , then fourth term will be activated to yield
When i a is negative
The lower and upper limits of hysteresis current controller are given by 0.9I re f and 1.1I re f , respectively.
Similarly, for other currents i b and i c , the corresponding T 1 and T 2 can be calculated.
Based on these switching functions, the phase voltages can be calculated as:
where, V d is the DC link voltage and can be obtained either by pre-design analysis or by using a suitable rectifier. The inverter line to line voltages can now be obtained as
These line to line voltages are the inputs to the BLDC motor. Finally, the state vector and output of BLDC motor model can be expressed in the state-space form
The output equation is:
The process and measurement noises are added to the state and output equations respectively. The equations in (14) and (15) are in continuous time domain, however the estimation methods implemented are in discrete domain. Hence these equations are discretised by using Euler's method 1 such that:
where I 5 is the fifth order identity matrix and ∆t is the sampling time. The output equation in discrete time domain will be the same as the one given in (15)
The following assumptions are considered for the mathematical model of the BLDC motor and power converters. The magnetic flux in motor stator winding is not saturated, stator resistances of all three phase windings are equal, self and mutual inductances are constant and they are not varying with load variation, devices in the inverter are idea and iron losses are negligible [34] .
Note that, since the back EMF of a BLDC motor is of trapezoidal shape, the BLDC motor is controlled by exciting only two phases at a time for every 60 degrees of rotor position. Further, one can calculate all the three currents by using only two current sensors as
Due to the sensor noise in the current sensors, it not always possible to accurately calculate all the three currents from two current sensors. Specifically, during the low speed operations the current sensors used in this paper have low signal to noise ratio. Hence, three current sensors are used for the efficient control of the BLDC motor (whereas only two phases are excited at a time). However, by using only two high resolution current sensors one can control the BLDC motor efficiently.
III. SQUARE-ROOT EXTENDED KALMAN FILTER AND SQUARE-ROOT CUBATURE KALMAN FILTER
The square-root EKF [32, 28] and CKF [20] are presented in this section.
A. Extended Kalman Filter
Let the nonlinear process and measurement models in discrete domain be
where the state vector, control inputs and measurements are represented by x n ∈ R N , d n and y n , respectively. The process noise and measurement noise are represented by w n−1 and v n and their corresponding covariance matrices are Q n−1 and R n . In this paper the process noise and measurement noise are assumed as zero-mean Gaussian noise.
1) Square-root EKF:
Square root filters are known for their reliability and stability during the realtime implementations [31] . Unlike the conventional filters, in the square root filters a square-root factor of the corresponding covariance matrix is propagated. This square root covariance matrix propagation is the main reason for the stable and reliable square root filters. Also note that the square root filters ensure the propagation of symmetric positive definite covariance matrices [20, 25, 30, 31, 32] .
Note that the positive definite matrix M and its inverse can be factored as
The matrix factorisation in (20) or in (21) can be obtained from several methods. For example one can use qr decomposition to obtain M 1/2 or Ms T /2 which satisfies (20) . This factorisation is the key for square-root filters to improve the numerical reliability of the estimated state.
The two stages for the square-root EKF are given in the Algorithm 1.
Algorithm 1
Initialise the state vector and the covariance as s 0 and C 1/2 0 (for the index n = 1).
Prediction:
1: The predicted state is given by:x
where,x n− is the predicted state which is evaluated based on the previous time sample statex n−1 and d n−1 is the control input.
2: The predicted covariance C 1/2 n− can be calculated by
where, Λ is a unitary matrix [31] which can be computed by qr decomposition, ∇f x is the Jacobian of f evaluated atx n−1 and Q 1/2 n is the square-root of the process noise covariance. The predicted
n− is evaluated based on the previous time sample covariance C 1/2 n−1 .
Update:
1: The updated covariance C 1/2 n , andḠ n and R
1/2
e,n required for updated state can be obtained from:
where, ∇h x is the Jacobian of h evaluated atx n− , R 1/2 n is the square-root of the measurement noise.
2: The updated square-root EKF state can be obtained aŝ
where,
An EKF and square-root EKF are equivalent, but due to the specific structure of the covariance for the square-root EKF, it always ensures the positive definiteness of the error covariance matrix. By squaring both the sides of (24) and by doing some straight manipulations on (25) , it can be shown that the EKF and its square-root version are equivalent [32] .
Now the square-root EKF given in the Algorithm 1 for the BLDC motor implementation will be discussed. First initialise the state vector (five states) and its corresponding covariance matrix, and then choose an appropriated process and noise covariance matrices Q n is a fifth order diagonal matrix with all the diagonal elements as 10 −6 and the measurement noise covariance R 1/2 n is a third order diagonal matrix with all the diagonal elements as 0.1. The predicted state can be obtained from (22) and the predicted covariance can be obtained from (23) , where the Jacobian matrix ∇f x (the partial derivative of nonlinear function f = F(x)x given in (14) with respect to the state vector is: 
From (24), the updated covariance C
n , andḠ n and R
e,n can be obtained by qr factorisation. To evaluate these parameters, the predicted covariance C 1/2 n− (obtained from prediction stage), the measurement noise covariance R 1/2 n and the Jacobian of the measurement matrix ∇h x are required.
For the BLDC motor, the three outputs are assumed as the first three states and hence the ∇h x is the same as the measurement matrix and is given by:
Finally, the updated state vector of the BLDC motor can be obtained from (25) . Based on these updated state and covariance matrix, the predicted state and covariance matrix for the next time sample is evaluated. This recursive process continues till the last given time sample.
B. The Cubature Kalman Filter
For linear systems with Gaussian noise, the Kalman filter is the optimal filter. For the state estimation of nonlinear systems, the original Kalman filter has been extended to EKF. The EKF lacks the optimality feature of the Kalman filter. It may not be the best choice in several real life applications, as it is based on first order Taylor's series expansion and may not be give appropriate estimates of highly nonlinear systems. The CKF has been recently developed filter to handle some of the shortcomings of the EKF and is the closest known approximated filter for nonlinear systems with Gaussian noise [20] . The CKF is the derivative free filter, which does not require the Jacobians and is shown to be superior than central difference filters or UKF [20] .
1) Square-root cubature Kalman filter:
The square-root CKF propagates square-root factors of the covariance matrices. The square-root CKF can be expressed in two stages, prediction and update, for more details please see [20] . The square-root CKF are detailed is detailed in Algorithm 2 [20] .
Algorithm 2
Initialise the state vector and the covariance as x 0 and C 1/2 0 (for the index n = 1).
Prediction:
1: Compute β i , γ i,n−1 and γ * i,n− :
where, n is the number of states, I 2n is the 2n th order identity matrix, the variable i varies from 0 to 2n and d n−1 is the control input.
2: The predicted state and covariance are:
where Q
1/2
n−1 is the square-root factor of the process noise covariance and qr represents the qrdecomposition and § *
Update:
where
2: Evaluate the predicted measurementŷ
3: Calculate intermediate covariance matrices
4: Calculate the Kalman gain
5: The updated state and covariance matrix are:
where R 1/2 n is the square-root factor of the measurement noise covariance.
Now the square-root CKF given in the Algorithm 2 for the BLDC motor implementation will be discussed. First initialise the state vector (five states) and its corresponding covariance matrix, and then choose an appropriated process and noise covariance matrices Q (32) and (33) . For the update stage, estimate (35) by substituting γ i,n− from (36) in the measurement model 'h', where 'h' is the same as y n given in (17) . After performing steps 2 − 4 of the update stage of Algorithm 2, the update state and covariance can be obtained from (43) and (44), respectively. The recursive process of the prediction and update 
IV. EXPERIMENTS ON BLDC MOTOR
In this section the experimental setup of the BLDC motor and the experimental results obtained using the square-root EKF and CKF are presented.
A. Experimental Setup
The experimental setup consists of a BLDC motor with incremental encoder, intelligent power module [37] (consisting of rectifier, input filter using capacitors, dynamic braking module, voltage source inverter, gate driver circuit and optocoupler), current sensors (LTS 25 NP current transducers), dSPACE DS1103 controller board, dSPACE CLP1103 connector panel [36] and a computer (dSPACEcontrol desk). These devices are interconnected as shown in Figure 4 . The measured currents are processed through the dSPACE CLP1103 connector panel which has analog to digital and digital to analog ports and a provision to give inputs to the dSPACE DS1103 board. The dSPACE DS1103 controller board has a DSP processor which has analog to digital and digital to analog converters and other components required for the data processing. Several filters are also included for signal conditioning purposes. The block diagram given in Figure 5 (which will be explained later) is simulated using the various dSPACE compatible RTI and Simulink blocksets in the computer. This simulink diagram is then converted to digital signal processing enabled embedded C-code, which is then downloaded to the DSP processor TMS320F240 (in the DS1103 controller board) for further processing to generate the pulse width modulation (PWM) pulses for the inverter. Based on these PWM pulses inverter generates the required voltage for the BLDC motor.
The block diagram in Figure 4 constitute a part of the BLDC drive given in Figure 5 . The main purpose is to generate the PWM pulses for the inverter. The reference speed and the speed obtained from the square-root CKF block is compared and based on the estimation error PID block generates the reference current I re f . The I re f along with the estimated rotor position (from the square-root CKF) and measured currents generates the PWM pulses for the inverter [1] . For more details one can refer to Section II. The experimental setup used for this work is given in Figure 3a and Figure 3b .
B. Experimental Results
Three sets of experiments are performed; one with the full state feedback and the remaining two with the square-root EKF and CKF based mechanisms. These experiments are performed for the low reference speed of 30 rpm, high reference speed of 2000 rpm and with the parametric variations. For the full state feedback experiment, all the states are measured using LTS 25 NP current transducers, and the speed and rotor position is measured by incremental encoder and hall sensors. However, only current sensors are utilised for the BLDC drive using the square-root versions of the EKF and CKF.
1) Low speed results:
In this experiment, the reference speed of the BLDC motor is chosen as 30 rpm. The actual speed, and the estimated speed using square-root EKF and CKF are shown in Fig. 6a and the corresponding rotor positions are shown in Fig. 6b . The measured speed and the estimated speed using the square-root CKF are close to each other, whereas the estimated speed using the squareroot EKF has significant error. The errors between the measured and estimated speeds are given in Fig. 6c . The maximum estimation error for the EKF is around 20 rpm and for the CKF is around 12 rpm. The average absolute speed estimation error is 2.3982 rpm and 1.2525 rpm for EKF and CKF, respectively. The normalised speed error plot is shown in Fig. 6d , the normalised speed is a ratio of speed error and the reference speed.
2) High speed results:
In this experiment, the reference speed of the BLDC motor is chosen as a ramp signal (slope of 400 rpm/s) with the final value of 2000 rpm. The actual speed, and the estimated speed using square-root EKF and CKF are shown in Fig. 7a and the corresponding rotor positions are shown in Fig. 7b . Similar to the low speed results, the measured speed and the estimated speed using the square-root CKF are close to each other, whereas the estimated speed using the square-root EKF has significant error. The errors between the measured and estimated speeds are given in Fig. 7c .
The maximum estimation error for the EKF is around 115 rpm and for the CKF is around 40 rpm.
The average absolute speed estimation error is 25.8198 rpm and 13.1036 rpm for EKF and CKF, respectively. The normalised speed error plot is shown in Fig. 7d . Fig. 8a . The speed errors with +30% variation of stator resistance from its nominal value is given in Fig. 9a , where the absolute average error 1.9144 rpm and 0.9866 rpm for EKF and CKF, respectively. The speed errors with −30% variation of stator resistance from its nominal value is given in Fig. 9b , where the absolute average error 3.1422 rpm and 0.8644 rpm for EKF and CKF, respectively. It can be seen that the speed error is more for negative variation of stator resistance (−30%) as compared to the +30% variation in the stator resistance. However in all the cases the performance of the CKF is better than the EKF, this is due to the fact that EKF is based on the first order approximation of the nonlinear function, whereas this approximation is not required for the CKF. Further, the calculation of the Jacobians for the EKF are quite complex and in some cases there is a possibility that these Jacobians can become singular in-spite of using the square-root EKF. It is also observed that among the considered uncertainties, the estimator performance is sensitive to the detuned inductance.
V. CONCLUSIONS
Nonlinear state estimation of electric drives using derivative free and square-root filters is an important research topic. The main problem with the derivative based filters such as extended Kalman filters (EKFs) are their applicability to severe nonlinear systems. More specifically, in the EKF formulation the nonlinear plant and measurement models are approximated by first order Taylors' series; due to this approximation it is difficult to get an accurate estimate of the state vector. In this paper, a derivative-free square-root state estimation for a brushless DC (BLDC) motor has been presented. The square-root cubature Kalman filter has been used as the main tool for the speed and rotor position estimation of the highly nonlinear BLDC motor. To control the speed of the BLDC motor, the estimated speed and rotor position are fed back to calculate the reference currents. The experiments are performed for low and high reference speeds, and in the presence of parametric uncertainties using the square-root versions of the EKF and CKF. The main advantage of the square-root CKF based BLDC motor over other estimators is its Jacobean free nature and is numerically reliable as the square-root of the covariance matrices are propagated. These encouraging results obtained using the square-root CKF for BLDC drive can further be explored to other electrical machines and applications. One of the future works is to explore and implement the continuous-discrete CKF [35] for the BLDC motors.
