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Abstract
This paper focuses on stochastic methods for solving smooth non-convex strongly-concave
min-max problems, which have received increasing attention due to their potential appli-
cations in deep learning (e.g., deep AUC maximization). However, most of the existing
algorithms are slow in practice, and their analysis revolves around the convergence to a
nearly stationary point. We consider leveraging the Polyak- Lojasiewicz (PL) condition
to design faster stochastic algorithms with stronger convergence guarantee. Although PL
condition has been utilized for designing many stochastic minimization algorithms, their
applications for non-convex min-max optimization remains rare. In this paper, we propose
and analyze proximal epoch-based methods, and establish fast convergence in terms of both
the primal objective gap and the duality gap. Our analysis is interesting in three-
fold: (i) it is based on a novel Lyapunov function that consists of the primal objective gap
and the duality gap of a regularized function; (ii) it only requires a weaker PL condition
for establishing the primal objective convergence than that required for the duality gap
convergence; (iii) it yields the optimal dependence on the accuracy level ǫ, i.e., O(1/ǫ). We
also make explicit the dependence on the problem parameters and explore regions of weak
convexity parameter that lead to improved dependence on condition numbers. Experiments
on deep AUC maximization demonstrate the effectiveness of our methods. Our method
also beats the 1st place on Stanford CheXpert competition in terms of AUC on the
public validation set.
1. Introduction
Min-max optimization has a broad range of applications in machine learning. In this paper,
we consider a family of min-max optimization where the objective function is non-convex in
terms of the min variable and is strongly concave in terms of the max variable. It covers a
number of important applications in machine learning, such as deep AUC maximization [22]
and distributionally robust optimization (DRO) [27, 28, 35]. In particular, we study stochas-
tic gradient methods for solving the following non-convex strongly-concave (NCSC)
min-max saddle-point problem:
min
x∈Rd
max
y∈Y
f(x, y), (1)
c© .
where Y ⊆ Rd′ is closed convex set, f(x, y) is smooth, non-convex in x and strongly concave
in y. We assume the optimization is only through a stochastic gradient oracle that for
any x, y returns unbiased stochastic gradient (Gx(x, y; ξ),Gy(x, y; ξ)), i.e., E[Gx(x, y; ξ)] =
∇fx(x, y) and E[Gy(x, y; ξ)] = ∇fy(x, y).
Stochastic algorithms for solving (1) have been studied in some recent papers [19, 20,
22, 35, 40, 42]. However, most of them are slow in practice [19, 20, 32, 35, 40] by suffering
from a high order iteration complexity, while others hinge on a special structure of the
objective function for constructing the update [22]. How to improve the convergence for
non-convex strongly-concave min-max problems remains an active research area. There are
two lines of work trying to improve the iteration complexity of stochastic algorithms for
NCSC min-max optimization. The first line is to leverage the geometrical structure of the
objective function, in particular the Polyak- Lojasiewicz (PL) condition [22, 42]. The second
line is to consider a finite-sum structure of the objective function and leverage variance-
reduction techniques [26, 42]. While variance-reduction technique is promising in theory, it
usually yields more complicated algorithm (e.g., requires computing full gradient or mega
mini-batch size) and marginal benefit in deep learning [4]. Hence, in this paper we will
follow the first line to improve the convergence by leveraging the Polyak- Lojasiewicz (PL)
condition of the objective function.
Although PL condition has been utilized extensively to improve the convergence for
minimization problems [1, 2, 3, 5, 7, 13, 14, 15, 16, 17, 31, 34, 36, 39, 43, 44], its applica-
tion to non-convex min-max problems remains rare [22, 32, 42]. Liu et al. [22] considered
solving a NCSC formulation of deep AUC maximization under a PL condition of the primal
objective and established a fast convergence rate for the primal objective gap. However,
their algorithms are tailored to AUC maximization problems and it remains unclear how
to extend them to handle general NCSC min-max problems without any special structure.
Yang et al. [42] considered a more general family of objective function that satisfies PL
conditions in terms of both x and y, and established convergence for stochastic alternating
gradient descent ascent method. However, it remains unclear whether its convergence can
be further improved by leveraging the strong concavity of the objective function in terms
of y. In this paper, we address these questions by developing stochastic methods that are
more generic than [22] and enjoy faster convergence than [42]. The key results of this paper
are summarized below:
• Algorithms. We propose and analyze generic epoch-wise stochastic primal-dual meth-
ods, which in design are similar to practical stochastic gradient methods for deep learning.
In particular, the step sizes are decreased geometrically in an epoch manner.
• Analysis. We conduct a novel analysis of the proposed stochastic methods by estab-
lishing fast convergence in terms of both the primal objective gap and the duality gap
under different PL conditions. Our analysis is based on a novel Lyapunov function that
consists of the primal objective gap and the duality gap of a regularized problem. For the
convergence of the primal objective gap, we only require a weaker PL condition defined
on the primal objective. For the convergence of the duality gap, we assume the objective
function satisfies a pointwise PL condition in terms of x.
• Improvements. Compared with [22], our algorithms are more generic and simpler, and
enjoy the same order of iteration complexity for deep AUC maximization under the same
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Table 1: Comparison of sample complexities for achieving ǫ-Objective Gap and and ǫ-
Duality Gap. P (x) is L-smooth and is assumed to obey µ-PL condition, f(x, y) is
l-smooth in terms of x and y, is µy strongly concave in terms of y, satisfies x-side
µx-PL condition (for duality gap convergence only).
∗ marks the results that are
not available in the original work but are derived by us.
Objective Gap Duality Gap
Stoc-AGDA [42] Ours Stoc-AGDA [42] Ours
L = l + l
2
µy
O
(
l5
µ2µ4yǫ
)
O˜
(
l4
µ2µ3yǫ
)
O
(
l7
µ2µxµ5yǫ
)∗
O˜
(
l5
µ2µxµ3yǫ
)
L < l + l
2
µy
O
(
l5
µ2µ4yǫ
)
O˜
(
(L+l)2
µ2µyǫ
)
O
(
l7
µ2µxµ5yǫ
)∗
O˜
(
(L+l)2l
µ2µxµyǫ
)
PL condition. Compared with [42], our convergence results enjoy better iteration com-
plexities in terms of dependence on the strong concavity parameter for both the objective
gap and the duality gap. We also explore possibilities to improve the convergence when
the objective function is weakly convex in x with a small weak-convexity parameter.
We demonstrate the effectiveness of the proposed methods on deep AUC maximization.
Moreover, our deep AUC maximization method achieves a mean AUC of 0.945 on a public
validation set of the Stanford CheXpert competition, which is better than the current 1st
place’s mean AUC of 0.940 on the same validation data [33].
2. Related Work
Nonconvex min-max optimization. Recently, there has been an increasing interest on
nonconvex min-max optimization [11, 18, 19, 23, 24, 32, 35, 38]. Below, we focus on related
works on stochastic optimization for non-convex concave min-max problems. Rafique et
al. [35] propose stochastic algorithms for solving non-smooth weakly-convex and concave
problems based on a proximal point method [37]. They established a convergence to a
nearly stationary point of the primal objective function in the order of O(1/ǫ6), where ǫ is
the level for the first-order stationarity. When the objective function is strongly concave
in terms of y and has certain special structure, they can reduce the iteration complexity
to O(1/ǫ4). The same order iteration complexity was achieved in [40] for weakly-convex
strongly-concave problems without a special structure of the objective function. Lin et
al. [19] analyzed a single-loop stochastic gradient descent ascent method for smooth non-
convex (strongly)-concave min-max problems. Their analysis yields an iteration complexity
of O(1/ǫ8) for smooth non-convex concave problems and O(1/ǫ4) for smooth non-convex
strongly-concave problems. Improved first-order convergence for smooth finite-sum prob-
lems has been established by leveraging variance-reduction techniques in [25, 35]. However,
none of these works explicitly use the PL condition to improve the convergence. Directly
applying PL condition to the first-order convergence result leads to an iteration complexity
worse than O(1/ǫ) for the objective gap.
PL Games. PL conditions have been considered in min-max games. For example,
[32] assumed that hx(y) = −f(x, y) satisfies PL condition for any x, which is referred
to as y-side PL condition. The authors utilize the condition to design deterministic
multi-step gradient descent ascent method for finding a first-order stationary point. In
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contrast, we consider the objective is strongly concave in terms of y, which is stronger
than y-side pointwise PL condition. Recently, Liu et al. [21] assume a PL condition for a
NCSC formulation of deep AUC maximization, in which the PL condition is defined over
the primal objective P (x) = maxy∈Y f(x, y), which is referred to as primal PL condition.
They established an iteration complexity of O(1/ǫ) for the primal objective gap convergence
only. However, their algorithm and analysis are not applicable to a general NCSC problem
without a special structure. In contrast, our algorithm is more generic and simpler as well,
and we derive stronger convergence result in terms of the duality gap. In addition, our
analysis is based on a novel Lyapunov function that consists of the primal objective gap
and the duality gap of a regularized function, which allows us to establish the convergence
of both the primal objective gap and the duality gap.
More recently, [42] considered a class of smooth non-convex non-concave problems, which
satisfy both the y-side PL condition and x-side PL condition 1. They established a global
convergence for a Lyapunov function P (xt)−P∗+λ(P (xt)−f(xt, yt)) for a constant λ, which
directly implies the convergence for the primal objective gap. After some manipulation, we
can also derive the convergence for the duality gap. This work is different from [42] in
several perspectives: (i) their algorithm is based on alternating gradient descent ascent
method with polynomially decreasing or very small step sizes, in contrast our algorithm
is based on epoch-wise stochastic methods with geometrically decreasing step sizes. This
feature makes our algorithm more amenable to deep learning applications, which allows
us to achieve the state-of-the-art result on the validation data of the Stanford
CheXpert competition in terms of AUC measure; (ii) we make use of strong concavity of
the objective function in terms of y and develop stronger convergence results. In particular,
our iteration complexities have better dependence on condition numbers. We compare these
convergence results on both objective gap and duality gap in Table 1.
Finally, we note that there are a lot of research on deep learning to justify the PL
condition. PL condition of a risk minimization problem has been shown to hold globally or
locally on some networks with certain structures, activation or loss functions [1, 2, 3, 5, 7, 15,
16, 44]. For example, in [5], they have shown that if the width of a two layer neural network
is sufficiently large, PL condition holds within a ball centered at the initial solution and
the global optimum would lie in this ball. [1] further shows that in overparameterized deep
neural networks with ReLU activation, PL condition holds for a global optimum around a
random initial solution.
3. Preliminaries and Notations
We denote by ‖·‖ the Euclidean norm of a vector. A function h(x) is λ-strongly convex on X
if for any x, x′ ∈ X, ∂h(x′)T (x−x′)+ λ2 ‖x−x′‖2 ≤ h(x)−h(x′). A function h(x) is ρ-weakly
convex onX if for any x, x′ ∈ X, ∂h(x′)T (x−x′)−ρ2‖x−x′‖2 ≤ h(x)−h(x′). h(x) is L-smooth
if its gradient is L-Lipchitz continuous, i.e., ‖∇h(x)−∇h(x′)‖ ≤ L‖x−x′‖,∀x, x′ ∈ X. A L-
smooth function is also a L-weakly convex function. A smooth function h(x) satisfies µ-PL
condition on Rd, if for any x ∈ Rd there exists µ > 0 such that ‖∇h(x)‖2 ≥ 2µ(h(x)−h(x∗)),
where x∗ denotes a global minimum of h.
(x∗, y∗) is called a saddle-point of a min-max game minx∈X maxy∈Y f(x, y) if it satis-
fies f(x∗, y) ≤ f(x∗, y∗) ≤ f(x, y∗). (x∗, y∗) is called a global minimax point of a min-
1. We notice that the x-side PL condition can be replaced by the primal PL condition for their analysis.
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max game minx∈X maxy∈Y f(x, y) if it satisfies f(x∗, y) ≤ f(x∗, y∗) ≤ maxy∈Y f(x, y).
For simplicity, we let z = (x, y)⊤, Z = Rd × Y , F (z) = (∇xf(x, y),−∇yf(x, y))⊤ and
G(z; ξ) = (∇xf(x, y; ξ),−∇yf(x, y; ξ))⊤ ∈ Rd+d′ . We abuse the notations ‖z‖2 = ‖x‖2 +
‖y‖2 and ‖F (z) − F (z′)‖2 = ‖∇xf(x, y) − ∇xf(x′, y′)‖2 + ‖∇yf(x, y) − ∇yf(x′, y′)‖2. Let
P (x) = maxy∈Y f(x, y). The primal objective gap of a solution x ∈ X is defined as
P (x) − minx∈X P (x). The duality gap of a solution (x, y) is defined as Gap(x, y) =
maxy′∈Y f(x, y′)−minx′∈X f(x′, y). Below, we state some assumptions that will be used in
our analysis.
Assumption 1 (i) F is ℓ-Lipchitz continuous, i.e., ‖F (z) − F (z′)‖ ≤ l‖z − z′‖, for any
z, z′ ∈ Z (ii) f(x, y) is µy-strongly convex in y for any x; (iii) P (x) = maxy∈Y f(x, y) is
L-smooth and has a non-empty optimal set. (iv) there exists (x0, y0) ∈ X × Y and ǫ0 such
that Gap(x0, y0) ≤ ǫ0;
Remark: Assumption 1(i) implies that f(x, y) is l-smooth in terms of x for any y ∈ Y .
Note that under Assumption 1(i) and (ii), we can derive that P (x) is (l+l2/µy)-smooth [19].
However, we note that the smoothness parameter L could be much smaller than (l+ l2/µy),
and hence we keep dependence on L, l, µy explicitly. For example, consider f(x, y) =
x⊤y − µy2 ‖y‖2 − ( 12µy − L2 )‖x‖2, Y = Rd
′
with L ≪ 1 ≪ 1/µy. Then we can see that F (z)
is l = (1 + 1µy − L)-Lipchitz continuous. However, P (x) = L2 ‖x‖2 is L-smooth function and
L could be much smaller than l + l2/µy.
The following assumption is assumed regarding the stochastic gradients unless specified
otherwise.
Assumption 2 There exists σ > 0 such that E[‖∇xf(x, y; ξ) − ∇xf(x, y)‖2] ≤ σ2 and
E[‖∇yf(x, y; ξ)−∇yf(x, y)‖2] ≤ σ2.
Remark: We can also impose a different (non-typical) assumption on stochastic gradients
in order to use simple stochastic gradient update that is more interesting to practitioners,
i.e., there exists B > 0 such that E[‖∇xf(x, y; ξ)‖2] ≤ B2 and E[‖∇yf(x, y; ξ)‖2] ≤ B2.
We use Assumption 3 for proving the convergence of the primal objective gap, and use
Assumption 4 for proving the convergence of the duality gap.
Assumption 3 P (x) = max
y∈Y
f(x, y) satisfies µ-PL condition.
Assumption 4 hy(x) = f(x, y) satisfies x-side µx-PL condition for any y ∈ Y , i.e.,
‖∇xf(x, y)‖2 ≥ 2µx(f(x, y)−minx f(x, y)), for any x, y ∈ Y .
It is not difficult to show that µx-PL condition of f(x, y) is weaker than µ-PL condition of
P (x) under strong concavity of f(x, y) in terms of y.
Lemma 1 ([42]) If f(x, y) satisfies x-side µx-PL condition on R
d and is strongly concave
in y, then P (x) = maxy∈Y f(x, y) satisfies µ-PL condition for some µ ≥ µx.
We can also construct a function that does not obey x-side µx-PL condition but satisfies
µ-PL condition. Let us consider f(x, y) = xy − 12y2 − 14x2 and Y = R. First, we show
that µx-PL condition does not hold. To this end, fix y = 1, we can see that |∇xf(x, y)|2 =
(1−x/2)2, and minx∈X f(x, 1) = minx x(1−x/4)− 12 = −∞. Hence, for x = 2+ ǫ, we have
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|∇xf(x, y)|2 = (ǫ/2)2 and f(x, 1)−minx∈X f(x, 1) =∞. However, there exists no constant
µx such that |∇xf(x, y)|2 ≥ µx(f(x, 1) −minx∈X f(x, 1)) for ǫ → 0. Second, we show that
P (x) = maxy f(x, y) =
x2
4 satisfies µ-PL condition with µ = 1/2. This argument together
with Theorem 1 implies that our result for the convergence of the primal objective gap only
requires a weaker µ-PL condition other than the x-side µx-PL condition imposed in [42].
In order to explore possibilities for deriving faster convergence, we could leverage the
weak convexity of f(x, y) in terms of x.
Assumption 5 f(x, y) is ρ-weakly convex in terms of x for any y ∈ Y with 0 < ρ ≤ l.
For example, consider f(x, y) = lx⊤y − µy2 ‖y‖2 − ρ2‖x‖2 with ρ ≤ l. Then F (z) is (l +
max(ρ, µy))-Lipchitz continuous. However, f(x, y) is ρ-weakly convex in terms of x for any
y.
4. Algorithms and Main Results
Let Πz0(G) ∈ Z and Πrz0(G) ∈ Z be defined as
Πz¯(G) = argmin
z∈Z
G⊤z + 1
2
‖z − z¯‖2, Πγz¯,x0(G) = argminz∈Z G
⊤z +
1
2
‖z − z¯‖2 + γ
2
‖x− x0‖2.
We present the proposed stochastic method in Algorithm 1. We would like to point out
our method follows the proximal point framework analyzed in [22, 35, 40]. In particular,
the proposed method includes multiple consecutive epochs. In each epoch, we employ a
stochastic algorithm to solve the following proximal problem approximately:
fk(x, y) = f(x, y) +
γ
2
‖x− x0‖2, (2)
where γ is an appropriate regularization parameter to make fk to be strongly-convex and
strongly concave. The reference point x0 is updated after each epoch, i.e., after each inner
loop.
However, there are some key differences between the proposed method from that are
analyzed in [22, 35, 40]. We highlight the differences below. First, our method explicitly
leverage the PL condition of the objective function by decreasing ηk, 1/Tk geometrically (e.g,
e−αk for some α > 0). In contrast, [35, 40] proposed to decrease ηk, 1/Tk polynomially (e.g.,
1/k). Second, the restating point and the reference point (xk−1, yk−1) is simply the averaged
solution of stochastic updates in our employed stochastic algorithm A. In contrast, [22, 35]
assumed a special structure of the objective function and leverage its structure to compute
a restarted solution for y. This makes our method much simpler to be implemented.
For stochastic algorithm A, one can employ many stochastic primal-dual algorithms to
solve minxmaxy fk(x, y). We consider three algorithms with different stochastic updates.
Stochastic optimistic gradient descent ascent (OGDA) update (option I) yields an algo-
rithm with provable convergence result that is more interesting to theoreticians, which was
originated from stochastic mirror prox method proposed by [12]. Stochastic gradient de-
scent ascent (SGDA) update (option II) and adaptive stochastic gradient (AdaGrad) update
(option III) are mostly interesting to practitioners.
4.1 Main Results
Below, we present our main convergence results of Algorithm 1 by employing stochastic
OGDA update. Let Gapk(x, y) = max
y′∈Y
f(x, y′)− min
x′∈X
f(x′, y) be the duality gap of (x, y) on
fk.
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Algorithm 1 Proximal Epoch Stochastic Method: PES-A
1: Initialization: x0 ∈ Rd, y0 ∈ Y, γ, T1, η1
2: for k = 1, 2, ...,K do
3: xk0 = xk−1, y
k
0 = yk−1, fk(x, y) = f(x, y) +
γ
2‖x− xk0‖2
4: Option I & III: (xk, yk) = A(fk, xk0 , yk0 , ηk, Tk)
5: Option II: (xk, yk) = A(f, xk0, yk0 , ηk, Tk, γ)
6: decrease ηk geometrically by a constant factor, increase Tk accordingly
7: end for
8: Return (xK , yK).
Algorithm 2 Stochastic Algorithm A (f, x0, y0, η, T, γ)
Initialization: z˜0 = z0 = (x0, y0)
Let {ξ0, ξ1, . . . , ξT } be independent random variables, let G(z; ξ) be stochastic gradient of
f(z)
for t = 1, ..., T do
Option I: OGDA update: zt = Πz˜t−1(ηG(zt−1; ξt−1)), z˜t = Πz˜t−1(ηG(zt; ξt)),
Option II: SGDA update: zt = Π
γη
zt−1,x0(ηG(zt−1; ξt−1))
Option III: AdaGrad update: please refer to Algorithm 3
end for
return x¯ = 1T
T∑
t=1
xt, y¯ =
1
T
T∑
t=1
yt.
Theorem 1 Consider Algorithm 1 that uses Option I: OGDA update in subroutine Al-
gorithm 2. Suppose Assumption 1, 2, 3, 5 hold. Take γ = 2ρ and denote Lˆ = L + 2ρ
and c = 4ρ + 24853 Lˆ ∈ O(L + ρ). Define ∆k = P (xk0) − P (x∗) + 8Lˆ53cGapk(xk0 , yk0 ). Then
we can set ηk = η0 exp(−(k − 1) 2µc+2µ) ≤ 12√2l , Tk =
212
η0 min{ρ,µy} exp
(
(k − 1) 2µc+2µ
)
. After
K ≥ max
{
c+2µ
2µ log
4ǫ0
ǫ ,
c+2µ
2µ log
208η0LˆKσ2
(c+2µ)ǫ
}
stages, we can have E[∆K+1] ≤ ǫ. The total
iteration complexity is O˜
(
max
{
l(L+ρ)ǫ0
µmin{ρ,µy}ǫ ,
(L+ρ)2σ2
µ2 min{ρ,µy}ǫ
})
.
Remark. This result would imply that it takes O˜
(
(L+l)2
µ2µyǫ
)
iterations to reach an ǫ-
level objective gap by setting ρ = l (i.e., f(x, y) is l-weakly convex in terms of x under
Assumption 1). With the worse-case value of L = l + l
2
µy
(i.e., the l-smoothness of f(x, y)
and µy-strongly concavity can imply the l + l
2/µy-smoothness of P (x) [32]) , the total
iteration complexity would be no greater than O˜
(
l4
µ2µ3yǫ
)
. This is better than the iteration
complexity of stochastic AGDA method in the order of O
(
l5
µ2µ4yǫ
)
[42].
Note that the above result is achieved by analysis based on a novel Lyapunov function
that consists of the primal objective gap P (xk0)−P (x∗) and the duality gap of the proximal
function fk(x, y). As a result, we can induce the convergence of duality gap of the original
problem under Assumption 4.
Corollary 2 Under the same setting as in Theorem 1, and suppose Assumption 4 holds as
well. To achieve E[Gap(xK , yK)] ≤ ǫ, the total number of iteration is
O˜
(
max
{
(ρ/µx+1)l(L+ρ)ǫ0
µmin{ρ,µy}ǫ ,
(ρ/µx+1)(L+ρ)2σ2
µ2 min{ρ,µy}ǫ
})
.
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Remark. Note that compared with the iteration complexity of the primal objective gap
convergence, the iteration complexity of the duality gap convergence is worse by a factor of
ρ/µx + 1. When f(x, y) is l-weakly convex with ρ = l, the iteration complexity for having
ǫ-level duality gap is O˜
(
(L+l)2l
µ2µxµyǫ
)
, which reduces to O˜
(
l5
µ2µxµ3yǫ
)
for the worst-case value of
L. This result is better than the iteration complexity of stochastic AGDA method in the
order of O
(
l7
µ2µxµ5yǫ
)
that is derived by us based on the result of [42] (c.f. Lemma 2 in the
Supplement). In addition, when f(x, y) is ρ-weakly convex with µx < ρ < µy, the iteration
complexity for having ǫ-level duality gap is O˜
(
(L+l)2
µ2µxǫ
)
. Further, when ρ < µx, we can set
ρ = µx and then the iteration complexity for having ǫ-level duality gap is O˜
(
(L+l)2
µ2 min{µx,µy}ǫ
)
.
4.2 More Improvements
We can further improve the convergence result when ρ is smaller than O(µ).
Theorem 3 Suppose Assumption 1, 2, 3, 5 hold and 0 < ρ ≤ µ8 . Take γ = µ4 . Define
∆k = 475(P (x
k
0) − P (x∗)) + 57Gapk(xk0 , yk0 ). Then we can set ηk = η0 exp(−k−116 ) ≤ 12√2l ,
Tk =
384
η0 min{µ/8,µy} exp
(
k−1
16
)
. After K = max
{
16 log 1200ǫ0ǫ , 16 log
15600η0Kσ2
ǫ
}
stages, we
can have E[∆K+1] ≤ ǫ. The total iteration complexity is O˜
(
max{lǫ0,σ2}
min{µ,µy}ǫ
)
.
Corollary 4 Under the same setting as in Theorem 3 and suppose Assumption 4 holds as
well. To achieve E[Gap(xK , yK)] ≤ ǫ, the total number of iteration is O˜
((
µ
µx
+ 1
)
max{lǫ0,σ2}
min{µ,µy}ǫ
)
.
Remark: Compared with results in Theorem 1 and Corollary 2, the sample com-
plexities in Theorem 3 and Corollary 4 have better dependence on µ, µy. In addition, by
setting µ = µx, the rate in Corollary 3 becomes O(
1
min{µx,µy}ǫ), which matches that estab-
lished in [40] for µx-strongly convex and µy-strongly concave problems. But we only require
x-side µx-PL condition instead of µx-strongly convex in terms of x.
Finally, we highlight the results of using SGDA and AdaGrad updates in A. The
convergence results of using SGDA update are almost similar to the results presented above
except that σ2 is replaced by the upper bound B2 of stochastic gradients, i.e., there exists
B > 0 such that E[‖∇xf(x, y; ξ)‖2] ≤ B2 and E[‖∇yf(x, y; ξ)‖2] ≤ B2. This is a more
restrictive assumption but holds in many practical applications [8, 6]. The convergence
results of using AdaGrad updates are more interesting. In particular, the dependence on
1/ǫ can be further reduced if the growth rate of the stochastic gradients is slow. In particular,
we have the following theorem regarding AdaGrad.
Theorem 5 (Informal) Suppose Assumption 1, 3, 5 hold and define a constant c = 4ρ +
248
53 Lˆ ∈ O(L + ρ). gk1:Tk denotes the cumulative matrix of gradients in k-th epoch. Suppose
‖gk1:Tk ,i‖2 ≤ δTαk and with α ∈ (0, 1/2]. Then by setting parameters appropriately, PES-
AdaGrad has the total iteration complexity is O˜
((
δ2(L+ρ)2(d+d′)
µ2 min{ρ,µy}ǫ
) 1
2(1−α)
)
in order to have
E[∆K+1] ≤ ǫ.
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Algorithm 3 Adagrad Min-Max(f, x0, y0, η, T )
z1 = (x0, y0), g1:0 = [ ]
for t = 1, ..., T do
Update g1:t = [g1:t−1,G(zt; ξt)], and st,i = ‖g1:t,i‖2
Set Ht = δI + diag(st), ψt(z) =
1
2〈z − z0,Ht(z − z0)〉
zt+1 = argmin
z∈Z
ηzT
(
1
t
t∑
τ=1
G(zτ ; ξτ )
)
+ 1tψt(z)
end for
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Figure 1: Comparison of testing AUC on Cat&Dog, CIFAR10, CIFAR100.
Remark: The improvements lies at when the stochastic gradient grows slowly, the sample
complexity has a better dependence than 1/ǫ, i.e. O(1/ǫ1/(2(1−α)) ≤ O(1/ǫ). We present
more results regarding duality gap in the supplement.
5. Experiments
We first compare with several baselines on benchmark data. Then we present the results of
our AUC maximization method on the CheXpert competition.
Comparison on Benchmark Data. We compare our algorithms, PES-OGDA (Op-
tion I), PES-SGDA (Option II), PES-AdaGrad (Option III), for solving the AUC maximiza-
tion problem as in [22], with five baseline methods, including stochastic gradient method
(SGD) for solving a standard minimization formulation with cross-entropy loss, Stoc-AGDA
[42], PGA (algorithm 1 [35]), PPD-SG and PPD-AdaGrad [22] for solving the same AUC
maximization problem. We learn ResNet-20 [9] with an ELU activation function.
For the parameter settings, we use a common stagewise stepsize for SGD, i.e., the initial
stepsize is divided by 10 at 40K, 60K iteration. For PPD-SG and PPD-AdaGrad, we follow
the instructions in their works, i.e., Ts = T03
k, ηs = η0/3
k and T0, η0 and γ are tuned in
[500 ∼ 2000], [0.1, 0.05, 0.01, 0.001], and [100 ∼ 2000], respectively. For Stoc-AGDA, the
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stepsize strategy follows τ1λ+t ,
τ2
λ+t for the dual and primal variables, respectively, where
τ1 ≪ τ2. The initial values τ1, τ2, λ are tuned in [1, 5, 10, 15], [5, 10, 15, 20], and [1e3, 1e4],
respectively. For our methods, we adopt the same strategy as PPD-SG and PPD-AdaGrad
to tune the parameters, e.g., T0, η0, and γ.
We conduct the experiments on three benchmark datasets i.e., Cat&Dog (C2), CIFAR10
(C10), CIFAR100 (C100) which have 2, 10, 100 classes, respectively. To fit our task, we
convert them into imbalanced datasets following the instructions in [22]. We firstly construct
the binary dataset by splitting the original dataset into two portions with equal size (50%
positive: 50% negative) and then we randomly remove 90%, 80%, 60% data from negative
samples on training data, which generate the imbalanced datasets with a positive:negative
ratio of 91/9, 83/17, 71/29, respectively. We keep the testing data unchanged. We set the
batch size to 128 for all datasets.
The testing AUC curve of all algorithms are reported in Figure 1, where the sample com-
plexity indicates the number of samples used in the training up to 80K iterations. From
the results, we can see that SGD works better (or similar to) than AUC-based methods
on the balanced data (50%). However, PES-SGDA and PES-AdaGrad generally outper-
form SGD when the data is imbalanced, and outperforms PGA and Stoc-AGDA in almost
all cases. In addition, the proposed methods performs similarly sometimes better than
PPD-SG/PPD-AdaGrad except on C100 (91% positive ratio). This is not surprising since
PPD-SG/PPD-AdaGrad are designed for AUC maximization under the same PL condition
by leveraging its structure and extra data samples for computing a restarted dual solution.
In contrast, our algorithms directly use averaged dual solution for restarting. When the
positive ratio is 91% on C100, we observe that PPD-AdaGrad performs better than our
algorithms, showing that using the extra data samples may help in the extreme imbal-
anced cases. We also observe that the Stoc-AGDA performs worst in all cases with O(1t )
stepsize. For our methods, PES-SGDA and PES-AdaGrad perform generally better than
PES-OGDA.
CheXpert Competition. We also apply the proposed methods to a real-world ap-
plication, CheXpert competition [10], which aims to identify multiple lung and chest
diseases. The dataset consists of over 200,000 chest X-rays images of 65,240 patients, where
each image is labeled from a total of 14 labels denoting the presence of 14 common chest
radiographic observations. For evaluation, only 5 selected diseases as shown in Table 2 are
used [10].
We first compare our AUC maximization method with the base networks trained by
Adam for minimizing the cross-entropy loss. To this end, we train 5 base networks DenseNet121,
DenseNet161, DensNet169, DensNet201, Inception-renset-v2 for each disease individually
by Adam. We also use the unlabeled data with label smoothing for training the base mod-
els similar to [33]. Then we adopt the feature layers of these 5 base networks and add a
classifier layer for AUC maximization, and train 5 networks by our method PES-AdaGrad.
In Table 2 we show the results of AUC maximization and the base models trained by Adam
for DenseNet121 and DenseNet 161. It shows that our AUC maximization method can
improve AUC by 1% on average. This is significant by considering that top 10 performers
in the leaderboard only differ by 0.1% 2.
2. https://stanfordmlgroup.github.io/competitions/chexpert/
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Table 2: Comparison of AUC performance on Chexpert validation set.
Method Cardiomegaly Edema Consolidation Atelectasis Pleural E. Mean
DenseNet121-base 0.891 0.950 0.951 0.899 0.950 0.928
DenseNet121-MaxAUC 0.901 0.954 0.954 0.910 0.957 0.935
DenseNet161-base 0.879 0.950 0.942 0.897 0.951 0.924
DenseNet161-MaxAUC 0.895 0.953 0.954 0.901 0.956 0.932
#1 as of 06/03/2020 [33] 0.910 0.958 0.957 0.909 0.964 0.940
Ensemble (base) 0.898 0.956 0.960 0.906 0.936 0.936
Ensemble (MaxAUC) 0.907 0.965 0.965 0.920 0.963 0.945
Finally, we compare the ensemble model averaged over 5 neural networks by our AUC
maximization method with the state-of-the-art result on CheXpert competition [33] 3. It
is notable that the current winner [33] use all diseases and conditional training that incor-
porates the hierarchical taxonomy of 14 diseases to train deep networks, and they use an
ensemble of 6 networks. In contrast, we only use the 5 diseases and train deep networks for
each disease separately without using the domain knowledge. The final results in Table 2
show that our ensemble model by AUC maximization has a better validation AUC than
the current winner, and also improves the ensemble of based models trained by Adam by
1% on average. From the table, we also see that our method achieves the highest AUC on
Edema, Consolidation, Atelectasis, competitive AUC on Pleural Effusion and slightly worse
AUC on Cardiomegaly.
6. Conclusion
In this paper, we have presented generic stochastic algorithms for solving non-convex and
strongly concave min-max optimization problems. We established convergence for both the
objective gap and the duality gap under PL conditions of the objective function. The ex-
periments on deep AUC maximization have demonstrated the effectiveness of our methods.
Broader Impact
This work could benefit people who wants to train a deep neural network using the con-
sidered formulation. We do not see any direct disadvantages and bad outcomes associated
with this work. Ethical and societal consequences are also not applicable.
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Appendix A. Convergence of Duality Gap by Stoc-AGDA Algorithm
To compare our algorithm with Stoc-AGDA in terms of convergence of duality gap, we
derive the following lemma based on Theorem 3.3 of [42].
Lemma 2 Supposes Assumption 1, 3 hold. Stoc-AGDA would reach a ǫ-duality gap by an
iteration complexity of O
(
l7
µ2µxµ5yǫ
)
.
Proof [Proof of Lemma 2] [42] defines the measure as following potential function,
Pt = E[P (xt)− P (x∗)] + 1
10
E[P (xt)− f(xt, yt)]. (3)
By Theorem 3.3 of [42], in Stoc-AGDA, Pt ≤ ǫˆ after O
(
l5
µ2µ4y ǫˆ
)
iterations. Thus, it directly
follows that the objective gap will be less than ǫˆ after O
(
l5
µ2µ4y ǫˆ
)
iterations, i.e.,
P (xt)− P (x∗) ≤ Pt ≤ ǫˆ. (4)
Besides, we also have
f(xt, yˆ(xt))− f(xt, yt) = P (xt)− f(xt, yt) ≤ 10ǫˆ (5)
after O
(
l5
µ2µ4y ǫˆ
)
iterations.
By the µy-strongly concavity of f(x, ·), we have
‖yt − yˆ(xt)‖2 ≤ f(xt, yˆ(xt))− f(xt, yt)
2µy
≤ 5ǫˆ
µy
(6)
and
‖yˆ(xt)− y∗‖2 ≤ f(xt, yˆ(xt))− f(xt, y∗)
2µy
≤ f(xt, yˆ(xt))− f(x∗, y∗) + f(x∗, y∗)− f(xt, y∗)
2µy
≤ f(xt, yˆ(xt))− f(x∗, y∗)
2µy
=
P (xt)− P (x∗)
2µy
≤ ǫˆ
2µy
(7)
Thus,
‖yt − y∗‖2
(a)
≤ 2‖yt − yˆ(xt)‖2 + 2‖yˆ(xt)− y∗‖2 ≤ 11ǫˆ
µy
, (8)
where (a) holds since ‖a− b‖2 = ‖a− c+ c− b‖2 ≤ 2‖a− c‖2 + 2‖c − b‖2.
Since f(·, ·) is l-smooth and f(·, y) satisfies µx-PL condition for any y, we know D(y) =
min
x′
f(x′, y) is smooth with coefficient l + l
2
µx
≤ 2l2µx [32, 42]. Thus,
f(x∗, y∗)− f(xˆ(yt), yt) = D(y∗)−D(yt) ≤ 2l
2
2µx
‖yt − y∗‖2 ≤ 11l
2 ǫˆ
µxµy
. (9)
Then we know the duality gap is
f(xt, yˆ(xt))− f(xˆ(yt), yt) = f(xt, yˆ(xt))− f(x∗, y∗) + f(x∗, y∗)− f(xˆ(yt), yt)
≤ ǫˆ+ 11l
2ǫˆ
µxµy
.
(10)
To make the duality gap less than ǫ, we need ǫˆ ≤ O (µxµyǫl2 ). Therefore, it takes O ( l7µ2µxµ5yǫ)
iterations to have a ǫ-duality gap for the Algorithm Stoc-AGDA that has been proposed in
16
[42].
Appendix B. Convergence Analysis of Option II: SGDA
We present the convergence rate of primal gap and duality gap if SGDA update is used in
Algorithm 2. Since the proof is similar to the version with Option I: OGDA as update, we
include the proof in later sections together with the version using OGDA update.
Theorem 6 Consider Algorithm 1 that uses Option I: SGDA update in subroutine Algo-
rithm 2. Suppose Assumption 1, 3 5 hold. Assume ‖∂xf(x, y; ξ)‖2 ≤ B2 and ‖∂yf(x, y; ξ)‖2 ≤
B2. Take γ = 2ρ and denote Lˆ = L + 2ρ and c = 4ρ + 24853 Lˆ ∈ O(L + ρ). Define
∆k = P (x
k
0) − P (x∗) + 8Lˆ53cGapk(xk0 , yk0 ). Then we can set ηk = η0 exp(−(k − 1) 2µc+2µ) ≤
1
ρ , Tk =
212C1
η0 min{ρ,µy} exp
(
(k − 1) 2µc+2µ
)
. After K = max
{
c+2µ
2µ log
4ǫ0
ǫ ,
c+2µ
2µ log
80η0LˆKB2
(c+2µ)ǫ
}
stages, we can have ∆K+1 ≤ ǫ. The total iteration complexity is O˜
(
(L+ρ)2B2
µ2 min{ρ,µy}ǫ
)
.
Corollary 7 Under the same setting as in Theorem 6 and suppose Assumption 4 holds aw
well. To reach an ǫ-duality gap, it takes a total iteration complexity of O˜
(
(L+ρ)2(ρ/µx+1)B2
µ2 min{ρ,µy}ǫ
)
.
Theorem 8 Suppose Assumption 1, 4, 5 hold and 0 < ρ ≤ µ8 . Assume ‖∂xf(x, y; ξ)‖2 ≤ B2
and ‖∂yf(x, y; ξ)‖2 ≤ B2 . Take γ = 2ρ. Define ∆k = 475(P (xk0)−P (x∗))+57Gapk(xk0 , yk0 ).
Then we can set ηk = η0 exp(−k−116 ) ≤ 1ρ , Tk = 768η0 min{µ/8,µy} exp
(
k−1
16
)
. After K =
max
{
16 log 1200ǫ0ǫ , 16 log
6000η0KB2
ǫ
}
stages, we can have ∆K+1 ≤ ǫ. The total iteration
complexity is O˜
(
B2
min{µ,µy}ǫ
)
.
Corollary 9 Under the same setting as in Theorem 8 and suppose Assumption 4 holds as
well. To reach an ǫ-duality gap, it takes total iteration complexity of O˜
(
(µ/µx+1)B2
min{µ,µy}ǫ
)
.
Appendix C. One Epoch Analysis of OGDA
We need the following lemmas from [29].
Lemma 3 (Lemma 3.1 of [29]) For z0 ∈ Z, let w1 = Πz0(ζ1), w2 = Πz0(ζ2). For any
z ∈ Z,
〈ζ2, w1 − z〉 ≤ 1
2
‖z − z0‖2 − 1
2
‖w2 − z‖2 − 1
2
‖w1 − z0‖2 − 1
2
‖w1 − w2‖2 + ‖ζ1 − ζ2‖2. (11)
Lemma 4 (Corollary 2 of [12]) Let ζ1, ζ2, ... be a sequence, we define a corresponding
sequence {vt ∈ Z}Tt=0 as
vt = Pvt−1;Z(ζt), v0 ∈ Z, (12)
we have for any u ∈ Z,
T∑
t=1
〈ζt, vt−1 − u〉 ≤ 1
2
‖v0 − u‖2 + 1
2
T∑
t=1
‖ζt‖2. (13)
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Next we present the lemma that guarantees the converge of one call of Algorithm 2 with
Option I: OGDA update.
Lemma 5 Suppose f(x, y) is convex-concave and Assumption 2 holds. By running Algo-
rithm 2 with OGDA update and input (f, x0, y0, η ≤ 14√3l , T ), we have
E[f(x¯, yˆ(x¯))− f(xˆ(y¯), y¯)]≤ 1
ηT
E(‖xˆ(y¯)− x0‖2 + ‖yˆ(x¯)− y0‖2) + 13ησ2. (14)
Proof [Proof of Lemma 5] Applying Lemma 3 with z0 = z˜t−1, ζ1 = ηG(zt−1; ξt−1), ζ2 =
ηG(zt; ξt), and accordingly w1 = zt, w2 = z˜t, we get for any z ∈ Z,
〈G(zt; ξt), zt − z〉 ≤ 1
2η
[‖z − z˜t−1‖2 − ‖z˜t − z‖2]− 1
2η
[‖zt − z˜t−1‖2 + ‖zt − z˜t‖2]
+ η‖G(zt−1; ξt−1)− G(zt; ξt)‖2
(15)
Taking average over t = 1, ..., T and by the convexity of f(x, y) in x, we have for any
x ∈ X,
1
T
T∑
t=1
〈G(zt; ξt), zt − z〉 ≤‖z − z˜0‖
2
2ηT
− 1
2ηT
T∑
t=1
(‖zt − z˜t−1‖2 + ‖zt − z˜t‖2)
+
η
T
T∑
t=1
‖G(zt−1; ξt−1)− G(zt; ξt)‖2
≤‖z − z0‖
2
2ηT
− 1
2ηT
T∑
t=1
(‖zt − z˜t−1‖2 + ‖zt − z˜t‖2) + 3η
T
T∑
t=1
‖F (zt−1)− F (zt)‖2
+
3η
T
T∑
t=1
(‖G(zt; ξt)− F (zt)‖2 + ‖G(zt−1; ξt−1)− F (zt−1)‖2)
(16)
where the last inequality is due to
∥∥∥∥ K∑
k=1
ak
∥∥∥∥2 ≤ K K∑
k=1
‖ak‖2.
Note that
T∑
t=1
(‖zt − z˜t−1‖2 + ‖zt − z˜t‖2) =
T−1∑
t=0
‖zt+1 − z˜t‖2 +
T∑
t=1
‖zt − z˜t‖2
=
T−1∑
t=1
‖zt+1 − z˜t‖2 + ‖z1 − z˜0‖2 +
T−1∑
t=1
‖zt − z˜t‖2 ≥ 1
2
T−1∑
t=1
‖zt − zt+1‖2 + ‖z1 − z˜0‖2
≥ 1
2
T−1∑
t=0
‖zt − zt+1‖2 = 1
2
T∑
t=1
‖zt−1 − zt‖2
(17)
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By the l-smoothness of f(x, y), we have
‖F (zt−1)− F (zt)‖2 =‖∇xf(xt, yt)−∇xf(xt−1, yt−1)‖2 + ‖∇yf(xt, yt)−∇yf(xt−1, yt−1)‖2
≤2‖∇xf(xt, yt)−∇xf(xt, yt−1)‖2 + 2‖∇xf(xt, yt−1)−∇xf(xt−1, yt−1)‖2
+ 2‖∇yf(xt, yt)−∇yf(xt, yt−1)‖2 + 2‖∇yf(xt, yt−1)−∇yf(xt−1, yt−1)‖2
≤2l2‖yt − yt−1‖2 + 2l2‖xt − xt−1‖2 + 2l2‖yt − yt−1‖2 + 2l2‖xt − xt−1‖2
=4l2‖zt−1 − zt‖2.
(18)
Denote Θt = F (zt)− G(zt; ξt). With the above two inequalities, (16) becomes
1
T
T∑
t=1
〈G(zt; ξt), zt − z〉
≤ ‖z − z0‖
2
2ηT
− 1
4ηT
T∑
t=1
‖zt−1 − zt‖2 + 12ηl
2
T
T∑
t=1
‖zt−1 − zt‖2 + 3η
T
T∑
t=1
(‖Θt‖2 + ‖Θt−1‖2)
≤ ‖z − z0‖
2
2ηT
+
3η
T
T∑
t=1
(‖Θt‖2 + ‖Θt−1‖2)
(19)
where the last inequality holds because η ≤ 1
4
√
3l
.
Define a virtual sequence {zˆt ∈ X}Tt=0 as
zˆt = Πzˆt−1(ηΘt), zˆ0 = z0. (20)
Applying Lemma 4 with ζt = ηΘt = η(F (zt)−G(zt; ξt)), vt = zˆt and u = z, we have for any
z ∈ Z,
1
T
T∑
t=1
〈Θt, zˆt−1 − z〉 ≤ 1
2ηT
‖z0 − z‖2 + η
2T
T∑
t=1
‖Θt‖2. (21)
Using (19) and (21), we get
1
T
T∑
t=1
〈F (zt), zt − z〉 = 1
T
T∑
t=1
[〈G(zt; ξt), zt − z〉+ 〈Θt, zt − z〉]
=
1
T
T∑
t=1
〈G(zt; ξt), zt − z〉+ 1
T
T∑
t=1
〈Θt, zt−zˆt−1〉+ 1
T
T∑
t=1
〈Θt, zˆt−1− z〉
≤ 1
ηT
‖z0 − z‖2 + η
T
T∑
t=1
(
7
2
‖Θx,t‖2 + 3‖Θx,t−1‖2
)
+
1
T
T∑
t=1
〈Θx,t, xt−xˆt−1〉
(22)
Note
E[〈Θt, zt − zˆt−1〉|zt, zˆt−1,Θt−1, ...,Θ0] = 0
and by Assumption 2
E[‖Θt‖2|zt, z˜t−1,Θt−1, ...,Θ0] ≤ 2σ2.
Thus, taking expectation on both sides of (22), we get
E
[
1
T
T∑
t=1
〈F (zt), zt − z〉
]
≤ 1
ηT
E
[‖z0 − z‖2]+ 13ησ2. (23)
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By the fact f(x, y) is convex-concave,
E[f(x¯, y)− f(x, y¯)] ≤E
[
1
T
T∑
t=1
(f(xt, y)− f(x, yt))
]
=E
[
1
T
T∑
t=1
(f(xt, y)− f(xt, yt) + f(xt, yt)− f(x, yt))
]
≤E
[
1
T
T∑
t=1
(〈−∂yf(xt, yt), yt−y〉+ 〈∂xf(xt, yt), xt−x〉)
]
=E
[
1
T
T∑
t=1
〈F (zt), zt − z〉
]
≤ 1
ηT
E[‖z0 − z‖2] + 13ησ2.
(24)
Then we can conclude by plugging in z = (x, y) = (xˆ(y¯), yˆ(x¯)).
Appendix D. Proof of Theorem 1 and Theorem 6
Before we prove these two theorems, we first present two lemmas from [41] and we introduce
Theorem 10 that unifies the proof of Theorem 1 and Theorem 6.
Lemma 6 (Lemma 1 of [41]) Suppose a function h(x, y) is λ1-strongly convex in x and
λ2-strongly concave in y. Consider the following problem
min
x∈X
max
y∈Y
h(x, y),
where X and Y are convex compact sets. Denote xˆh(y) = arg min
x′∈X
h(x′, y) and yˆh(x) =
argmax
y′∈Y
h(x, y′). Suppose we have two solutions (x0, y0) and (x1, y1). Then the following
relation between variable distance and duality gap holds
λ1
4
‖xˆh(y1)− x0‖2 + λ2
4
‖yˆh(x1)− y0‖2 ≤max
y′∈Y
h(x0, y
′)− min
x′∈X
h(x′, y0)
+ max
y′∈Y
h(x1, y
′)− min
x′∈X
h(x′, y1)
(25)
Lemma 7 (Lemma 5 of [41]) We have the following lower bound for Gapk(xk, yk)
Gapk(xk, yk) ≥
3
50
Gapk+1(x
k+1
0 , y
k+1
0 ) +
4
5
(P (xk+10 )− P (xk0)),
where xk+10 = xk and y
k+1
0 = yk.
We will introduce the following theorem that can unify the proof of Theorem 1 and
Theorem 6 since their have pretty similar forms of bounds in solving the subproblem.
Theorem 10 Suppose Assumption 1 and Assumption 3 hold. Assume we have a subroutine
in the k-th epoch of Algorithm 1 that can return xk, yk such that
E[Gapk(xk, yk)] ≤
C1
ηkTk
E[‖x− xk0‖2 + ‖y − yk0‖2] + ηkC2, (26)
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where C1 and C2 are constants corresponding to the specific subroutine. Take γ = 2ρ and de-
note Lˆ = L+2ρ and c = 4ρ+ 24853 Lˆ ∈ O(L+ρ). Define ∆k = P (xk0)−P (x∗)+ 8Lˆ53cGapk(xk0 , yk0 ).
Then we can set ηk = η0 exp(−(k − 1) 2µc+2µ), Tk = 212C1η0 min{ρ,µy} exp
(
(k − 1) 2µc+2µ
)
. After
K = max
{
c+2µ
2µ log
4ǫ0
ǫ ,
c+2µ
2µ log
16η0LˆKC2
(c+2µ)ǫ
}
stages, we can have ∆K+1 ≤ ǫ. The total itera-
tion complexity is O˜
(
max
{
(L+ρ)C1ǫ0
η0µmin{ρ,µy}ǫ ,
(L+ρ)2C2
µ2 min{ρ,µy}ǫ
})
.
Proof [Proof of Theorem 10] Since f(x, y) is ρ-weakly convex in x for any y, P (x) =
min
y′∈Y
f(x, y′) is also ρ-weakly convex. Taking γ = 2ρ, we have
P (xk−1) ≥ P (xk) + 〈∂P (xk), xk−1 − xk〉 − ρ
2
‖xk−1 − xk‖2
= P (xk) + 〈∂P (xk) + 2ρ(xk − xk−1), xk−1 − xk〉+ 3ρ
2
‖xk−1 − xk‖2
(a)
= P (xk) + 〈∂Pk(xk), xk−1 − xk〉+ 3ρ
2
‖xk−1 − xk‖2
(b)
= P (xk)− 1
2ρ
〈∂Pk(xk), ∂Pk(xk)− ∂P (xk)〉+ 3
8ρ
‖∂Pk(xk)− ∂P (xk)‖2
= P (xk)− 1
8ρ
‖∂Pk(xk)‖2 − 1
4ρ
〈∂Pk(xk), ∂P (xk)〉+ 3
8ρ
‖∂P (xk)‖2,
(27)
where (a) and (b) hold by the definition of Pk(x).
Rearranging the terms in (27) yields
P (xk)− P (xk−1) ≤ 1
8ρ
‖∂Pk(xk)‖2 + 1
4ρ
〈∂Pk(xk), ∂P (xk)〉 − 3
8ρ
‖∂P (xk)‖2
(a)
≤ 1
8ρ
‖∂Pk(xk)‖2 + 1
8ρ
(‖∂Pk(xk)‖2 + ‖∂P (xk)‖2)− 3
8ρ
‖P (xk)‖2
=
1
4ρ
‖∂Pk(xk)‖2 − 1
4ρ
‖∂P (xk)‖2
(b)
≤ 1
4ρ
‖∂Pk(xk)‖2 − µ
2ρ
(P (xk)− P (x∗))
(28)
where (a) holds by using 〈a,b〉 ≤ 12(‖a‖2 + ‖b‖2), and (b) holds by the µ-PL property of
P (x).
Thus, we have
(4ρ+ 2µ) (P (xk)− P (x∗))− 4ρ(P (xk−1)− P (x∗)) ≤ ‖∂Pk(xk)‖2. (29)
Since γ = 2ρ, fk(x, y) is ρ-strongly convex in x and µy strong concave in y. Apply
Lemma 6 to fk, we know that
ρ
4
‖xˆk(yk)− xk0‖2 +
µy
4
‖yˆk(xk)− yk0‖2 ≤ Gapk(xk0 , yk0 ) + Gapk(xk, yk). (30)
By the setting of ηk = η0 exp
(
−(k − 1) 2µc+2µ
)
, and Tk =
212C1
η0 min{ρ,µy} exp
(
(k − 1) 2µc+2µ
)
,
we note that C1ηkTk ≤
min{ρ,µy}
212 . Applying (26), we have
E[Gapk(xk, yk)] ≤ ηkC2 +
1
53
E
[ρ
4
‖xˆk(yk)− xk0‖2 +
µy
4
‖yˆk(xk)− yk0‖2
]
≤ ηkC2 + 1
53
E
[
Gapk(x
k
0 , y
k
0 ) + Gapk(xk, yk)
]
.
(31)
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Since P (x) is L-smooth and γ = 2ρ, then Pk(x) is Lˆ = (L+ 2ρ)-smooth. According to
Theorem 2.1.5 of [30], we have
E[‖∂Pk(xk)‖2] ≤ 2LˆE(Pk(xk)− min
x∈Rd
Pk(x)) ≤ 2LˆE[Gapk(xk, yk)]
= 2LˆE[4Gapk(xk, yk)− 3Gapk(xk, yk)]
≤ 2LˆE
[
4
(
ηkC2 +
1
53
(
Gapk(x
k
0 , y
k
0 ) + Gapk(xk, yk)
))
− 3Gapk(xk, yk)
]
= 2LˆE
[
4ηkC2 +
4
53
Gapk(x
k
0 , y
k
0 )−
155
53
Gapk(xk, yk)
]
(32)
Applying Lemma 7 to (32), we have
E[‖∂Pk(xk)‖2] ≤ 2LˆE
[
4ηkCk +
4
53
Gapk(x
k
0 , y
k
0 )
− 155
53
(
3
50
Gapk+1(x
k+1
0 , y
k+1
0 ) +
4
5
(P (xk+10 )− P (xk0))
)]
= 2LˆE
[
4ηkC2+
4
53
Gapk(x
k
0 , y
k
0 )−
93
530
Gapk+1(x
k+1
0 , y
k+1
0 )−
124
53
(P (xk+10 )− P (xk0))
]
.
(33)
Combining this with (29), rearranging the terms, and defining a constant c = 4ρ+ 24853 Lˆ ∈
O(L+ ρ), we get
(c+ 2µ)E[P (xk+10 )− P (x∗)] +
93
265
LˆE[Gapk+1(x
k+1
0 , y
k+1
0 )]
≤
(
4ρ+
248
53
Lˆ
)
E[P (xk0)− P (x∗)] +
8Lˆ
53
E[Gapk(x
k
0 , y
k
0 )] + 8ηkLˆC2
≤ cE
[
P (xk0)− P (x∗) +
8Lˆ
53c
Gapk(x
k
0 , y
k
0 )
]
+ 8ηkLˆC2
(34)
Using the fact that Lˆ ≥ µ,
(c+ 2µ)
8Lˆ
53c
=
(
4ρ+
248
53
Lˆ+ 2µ
)
8Lˆ
53(4ρ + 24853 Lˆ)
≤ 8Lˆ
53
+
16µLˆ
248Lˆ
≤ 93
265
Lˆ. (35)
Then, we have
(c+ 2µ)E
[
P (xk+10 )− P (x∗) +
8Lˆ
53c
Gapk+1(x
k+1
0 , y
k+1
0 )
]
≤ cE
[
P (xk0)− P (x∗) +
8Lˆ
53c
Gapk(x
k
0 , y
k
0 )
]
+ 8ηkLˆC2.
(36)
Defining ∆k = P (x
k
0)− P (x∗) + 8Lˆ53cGapk(xk0 , yk0 ), then
E[∆k+1] ≤ c
c+ 2µ
E[∆k] +
8ηkLˆC2
c+ 2µ
(37)
Using this inequality recursively, it yields
E[∆K+1] ≤
(
c
c+ 2µ
)K
E[∆1] +
8LˆC2
c+ 2µ
K∑
k=1
(
ηk
(
c
c+ 2µ
)K+1−k)
(38)
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By definition,
∆1 = P (x
1
0)− P (x∗) +
8Lˆ
53c
Ĝap1(x
1
0, y
1
0)
= P (x0)− P (x∗) +
(
f(x0, yˆ1(x0)) +
γ
2
‖x0 − x0‖2 − f(xˆ1(y0), y0)− γ
2
‖xˆ1(y0)− x0‖2
)
≤ ǫ0 + f(x0, yˆ1(x0))− f(xˆ(y0), y0) ≤ 2ǫ0.
(39)
Using inequality 1− x ≤ exp(−x), we have
E[∆K+1] ≤ exp
(−2µK
c+ 2µ
)
E[∆1] +
8η0LˆC2
c+ 2µ
K∑
k=1
exp
(
− 2µK
c+ 2µ
)
≤ 2ǫ0 exp
(−2µK
c+ 2µ
)
+
8η0LˆC2
c+ 2µ
K exp
(
− 2µK
c+ 2µ
)
To make this less than ǫ, it suffices to make
2ǫ0 exp
(−2µK
c+ 2µ
)
≤ ǫ
2
8η0LˆC2
c+ 2µ
K exp
(
− 2µK
c+ 2µ
)
≤ ǫ
2
(40)
Let K be the smallest value such that exp
(
−2µK
c+2µ
)
≤ min{ ǫ4ǫ0 ,
(c+2µ)ǫ
16η0LˆKC2
}. We can set
K = max
{
c+2µ
2µ log
4ǫ0
ǫ ,
c+2µ
2µ log
16η0LˆKC2
(c+2µ)ǫ
}
.
Then, the total iteration complexity is
K∑
k=1
Tk ≤ O
(
212C1
η0min{ρ, µy}
K∑
k=1
exp
(
(k − 1) 2µ
c+ 2µ
))
≤ O
(
212C1
η0min{ρ, µy}
exp(K 2µc+2µ)− 1
exp( 2µc+2µ)− 1
)
(a)
≤ O˜
(
cC1
η0µmin{ρ, µy} max
{
ǫ0
ǫ
,
η0LˆKC2
(c+ 2µ)ǫ
})
≤ O˜
(
max
{
(L+ ρ)C1ǫ0
η0µmin{ρ, µy}ǫ ,
(L+ ρ)2C2
µ2min{ρ, µy}ǫ
})
where (a) uses the setting of K and exp(x)−1 ≥ x, and O˜ suppresses logarithmic factors.
Proof [Proof of Theorem 1] With the above theorem, Theorem 1 directly follows. Noting
Lemma 5, we can plug in η0 =
1
2
√
2l
, C1 = 1 and C2 = 13σ
2 to Theorem 10.
Proof [Proof of Theorem 6] We need the following lemma to bound the convergence of the
subproblem at each stage,
Lemma 8 (Lemma 4 of [41]) Suppose Assumption 1 holds, ‖∂xf(xt, yt; ξt)‖2 ≤ B2 and
‖∂yf(xt, yt; ξt)‖2 ≤ B2. Set γ = 2ρ. By running Algorithm 1 with Option II: SGDA, it
23
holds for k ≥ 1,
E[Gapk(xk, yk)] ≤ 5B2 +
1
Tk
{(
1
ηk
+
ρ
2
)
E[‖xˆk(yk)− xk0‖2] +
1
ηk
E[‖yˆk(xk)− yk0‖2]
}
.
Using this lemma , we can set γ = 2ρ and η0 =
1
ρ . Then it follows that
E[Gapk(xk, yk)] ≤ 5ηkB2 +
2
ηkTk
(
E[‖xˆk(y¯k)− xk0‖2] + E[‖yˆk(x¯k)− yk0‖2
)
.
We can plug in η0 ≤ 1ρ , C1 = 2 and C2 = 5B2 to Theorem 10. And the conclusion
follows.
Appendix E. Proof of Theorem 3 and Theorem 8
We first present a lemma by plugging in Lemma 8 of [41]. And then we a theorem that
can unify the proof of Theorem 3 and Theorem 8. In the last, we prove Theorem 3 and
Theorem 8.
Lemma 9 (Lemma 8 of [41]) Suppose f(x, y) is µ8 -weakly convex in x for any y and set
γ = µ4 . Thus, fk(x, y) is
µ
8 -strongly convex in x. Then Gapk(xk, yk) can be lower bounded
by the following inequalities
Gapk(xk, yk) ≥
(
3− 2
α
)
Gapk+1(x
k+1
0 , y
k+1
0 )−
µα
8(1− α)‖x
k+1
0 − xk0‖2, (0 < α ≤ 1) (41)
and
Gapk(xk, yk) ≥ P (xk+10 )− P (xk0) +
µ
8
‖xk − xk0‖2, where P (x) = max
y′∈Y
f(x, y′). (42)
Theorem 11 Suppose 0 < ρ ≤ µ8 and suppose Assumption 1, 2, 3, 5 hold. Assume we
have a subroutine in the k-th epoch of Algorithm 1 that can return xk, yk such that
E[Gapk(xk, yk)] ≤
C1
ηkTk
E[‖x− xk0‖2 + ‖y − yk0‖2] + ηkC2, (43)
where C1 and C2 are constants corresponding to the specific subroutine. Take γ =
µ
4 . Define
∆k = 475(P (x
k
0) − P (x∗)) + 57Gapk(xk0 , yk0 ). Then we can set ηk = η0 exp(−k−116 ) ≤ 12√2l ,
Tk =
384C1
η0 min{µ/8,µy} exp
(
k−1
16
)
. After K = max
{
16 log 1200ǫ0ǫ , 16 log
1200η0KC2
ǫ
}
stages, we
can have ∆K+1 ≤ ǫ. The total iteration complexity is O˜
(
max
{
C1ǫ0
η0 min{µ,µy}ǫ ,
C2
min{µ,µy}ǫ
})
.
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Proof [Proof of Theorem 11] We have the following relation between P (xk0) − P (x∗) and
Gapk(x
k
0 , y
k
0 ),
P (xk0)− P (x∗) = f(xk0, yˆ(xk0))− f(x∗, y∗) ≤ f(xk0, yˆ(xk0))− f(x∗, yk0 )
= f(xk0, yˆ(x
k
0)) +
γ
2
‖xk0 − xk0‖2 − f(x∗, yk0 )−
γ
2
‖x∗ − xk0‖2 +
γ
2
‖x∗ − xk0‖2
= fk(x
k
0 , y(x
k
0))− fk(x∗, yk0 ) +
γ
2
‖x∗ − xk0‖2
≤ fˆk(xk0 , yˆk(xk0))− fk(xˆk(yk0 ), yk0 ) +
γ
2
‖x∗ − xk0‖2
= Gapk(x
k
0 , y
k
0 ) +
γ
2
‖x∗ − xk0‖2
(a)
≤ Gapk(xk0 , yk0 ) +
γ
4µ
(P (xk0)− P (x∗))
(44)
where (a) holds due to the µ-PL condition of P (x). Since we take γ = µ4 , we know that
1− γ4µ = 1516 . Then it follows that
P (xk0)− P (x∗) ≤
16
15
Gapk(x
k
0, y
k
0 ). (45)
Since ρ < µ8 and γ =
µ
4 , we know that fk(x, y) is λx =
µ
8 -strongly convex in x. By the
setting ηk = η0 exp
(−k−116 ) , Tk = 384C1η0 min{λx,µy} exp (k−116 )}, we note that C1ηkTk ≤ min{λx,µy}384 .
Applying 43, we have
E[Gapk(xk, yk)]≤ηkC2 +
1
96
(
λx
4
E[‖xˆk(yk)− xk0‖2] +
µy
4
E[‖yˆk(xk)− yk0‖2]
)
≤ηkC2 + 1
96
E[Gapk(x
k
0 , y
k
0 )] +
1
96
E[Gapk(xk, yk)]
(46)
where the last inequality follows from Lemma 6. Rearranging the terms, we have
95
96
E[Gapk(xk, yk)] ≤ ηkC2 +
1
96
E[Gapk(x
k
0 , y
k
0 )]. (47)
Since ρ ≤ µ8 , f(x, y) is also µ8 -weakly convex in x. Then we use Lemma 9 to lower bound
the LHS of (47) with α = 56 ,
95
96
Gapk(xk, yk) =
95
576
Gapk(xk, yk) +
475
576
Gapk(xk, yk)
(a)
≥ 95
576
(
3
5
Gapk+1(x
k+1
0 , y
k+1
0 )−
5
8
µ‖xk+10 − xk0‖2
)
+
475
576
(P (xk+10 )− P (x∗)) +
475
576
(P (x∗)− P (xk0)) +
475
576
µ
8
‖xk0 − xk+10 ‖2
=
57
576
Gapk+1(x
k+1
0 , y
k+1
0 ) +
475
576
(P (xk+10 )− P (x∗))
− 475
576
· 15
16
(P (xk0)− P (x∗))−
475
576
(
1− 15
16
)
(P (xk0)− P (x∗))
(b)
≥ 57
576
Gapk+1(x
k+1
0 , y
k+1
0 ) +
475
576
(P (xk+10 )− P (x∗))
− 475
576
· 15
16
(P (xk0)− P (x∗))−
475
576
· 1
15
Gapk(x
k
0 , y
k
0 )
(48)
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where (a) uses Lemma 9 and (b) uses (45). Combining (47) and (48), we get
E
[
475
576
(P (xk+10 )− P (x∗)) +
57
576
Gapk+1(x
k+1
0 , y
k+1
0 )
]
≤ E
[
ηkC2 +
475
576
· 15
16
(P (xk0)− P (x∗)) +
475
576
· 1
15
Gapk(x
k
0 , y
k
0 ) +
1
96
Gapk(x
k
0 , y
k
0 )
]
≤ ηkC2 + 15
16
E
[
475
576
(P (xk0)− P (x∗)) +
57
576
Gapk(x
k
0 , y
k
0 )
] (49)
Defining ∆k = 475(P (x
k
0)− P (x∗)) + 57Gapk(xk0 , yk0), we have
E[∆k+1] ≤ 600ηkC2 + 15
16
E[∆k] ≤ exp (−1/16)E[∆k] + 600ηkC2 (50)
and
∆1 = 475(P (x
1
0)− P (x∗)) + 57Gap1(x10, y10)
= 475(P (x0)− P (x∗)) + 57
(
f(x0, yˆ1(x0)) +
γ
2
‖x0 − x0‖2 − f(xˆ1(y0), y0)− ‖xˆ1(y0)− x0‖2
)
≤ 475ǫ0 + 57 (f(x0, yˆ1(x0))− f(xˆ(y0), y0)) ≤ 600ǫ0.
(51)
Thus,
E[∆K+1] ≤ exp (−K/16)∆1 + 600C2
K∑
k=1
ηk exp (−(K + 1− k)/(16))
= exp (−K/16)∆1 + 600C2
K∑
k=1
(η0 exp (−K/16))
≤ 600ǫ0 exp (−K/16) + 600η0C2K exp (−K/16)
(52)
To make this less than ǫ, we just need to make
600ǫ0 exp (−K/16) ≤ ǫ
2
600η0C2K exp (−K/16) ≤ ǫ
2
(53)
Let K be the smallest value such that exp
(−K
16
) ≤ min{ ǫ1200ǫ0 , ǫ1200η0C2K }. We can set
K = max
{
16 log
(
1200ǫ0
ǫ
)
, 16 log
(
1200η0C2K
ǫ
)}
.
Then the total iteration complexity is
K∑
k=1
Tk ≤ O
(
384C1
η0min{λx, µy}
K∑
k=1
exp
(
k − 1
16
))
≤ O
(
384C1
η0min{λx, µy}
exp
(
K
16
)− 1
exp
(
1
16
)− 1
)
≤ O˜
(
max
{
C1ǫ0
η0min{µ, µy}ǫ ,
KC2
min{µ, µy}ǫ
})
≤ O˜
(
max
{
C1ǫ0
η0min{µ, µy}ǫ ,
C2
min{µ, µy}ǫ
})
(54)
Proof [Proof of Theorem 3] Plugging in Theorem 11 with η0 =
1
2
√
2l
, C1 = 1 and C2 = 5B
2,
we get the conclusion.
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Proof [Proof of Theorem 8] We can plug in η0 =
1
ρ , C1 = 2 and C2 = 5B
2 to Theorem 10.
And the conclusion follows.
Appendix F. One Epoch Analysis of AdaGrad
In this section, we analyze AdaGrad in solving the strongly convex-strongly concave prob-
lem. Define ‖u‖H =
√
uTHu, ψ0(z) = 0, ψ
∗
T to be the conjugate of
1
ηψT , i.e., ψ
∗
t (z) =
sup
z′∈Z
{〈z, z′〉 − 1ηψt(z′)}.
We first present a supporting lemma,
Lemma 10 For a sequence ζ1, ζ2, ..., define a sequence {ut ∈ Z}T+1t=0 as
ut+1 = argmin
u∈X
η
t
t∑
τ=1
〈ζτ , u〉+ 1
t
ψt(u), u0 = z0 (55)
where ψt(·) is the same as defined in Algorithm 3. Then for any u ∈ Z,
T∑
t=1
〈ζt, ut − u〉 ≤ 1
η
ψT (u) +
η
2
T∑
t=1
‖ζt‖2ψ∗t−1 (56)
Proof [Proof of Lemma 10]
T∑
t=1
〈ζt, ut − u〉 =
T∑
t=1
〈ζt, ut〉 −
T∑
t=1
〈ζt, u〉 − 1
η
ψT (u) +
1
η
ψT (u)
≤ 1
η
ψT (x) +
T∑
t=1
〈ζt, ut〉+ sup
u∈Z
{〈
−
T∑
t=1
ζt, u
〉
− 1
η
ψT (u)
}
=
1
η
ψT (u) +
T∑
t=1
〈ζt, ut〉+ ψ∗T
(
−
T∑
t=1
ζt
)
.
(57)
Note that
ψ∗T
(
−
T∑
t=1
ζt
)
(a)
=
〈
−
T∑
t=1
ζt, uT+1
〉
− 1
η
ψT (uT+1)
(b)
≤
〈
−
T∑
t=1
ζt, uT+1
〉
− 1
η
ψT−1(uT+1)
≤ sup
u∈Z
{〈
−
T∑
t=1
ζt, u
〉
− 1
η
ψT−1(u)
}
= ψ∗T−1
(
−
T∑
t=1
ζt
)
(c)
≤ ψ∗T−1
(
−
T−1∑
t=1
ζt
)
+
〈
−ζT ,∇ψ∗T−1
(
−
T−1∑
t=1
ζt
)〉
+
η
2
‖ζT ‖2ψ∗
T−1
,
(58)
where (a) holds due to the updating rule, (b) holds since ψt+1(u) ≥ ψt(u), (c) uses the fact
that ψt(u) is 1-strongly convex w.r.t. ‖ · ‖ψt = ‖ · ‖Ht and hence ψ∗t (·) is η-smooth w.r.t.
‖ · ‖ψ∗t = ‖ · ‖(Ht)−1 .
Noting ∇ψ∗T−1
(
−
T−1∑
t=1
ζt
)
= uT and adding
T∑
t=1
〈ζt, ut〉 to both sides of (58),
T∑
t=1
〈ζt, ut〉+ ψ∗T
(
−
T∑
t=1
ζt
)
≤
T−1∑
t=1
〈ζt, ut〉+ ψ∗T−1
(
−
T−1∑
t=1
ζt
)
+
η
2
‖ζT ‖2ψ∗
T−1
(59)
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Using (59) recursively and noting that ψ0(u) = 0, we have
T∑
t=1
〈ζt, ut〉+ ψ∗x,T
(
−
T∑
t=1
ζt
)
≤ η
2
T∑
t=1
‖ζt‖2ψ∗t−1 (60)
Combining (57) and (60), we have
T∑
t=1
〈ζt, ut − u〉 ≤ 1
η
ψT (u) +
η
2
T∑
t=1
‖ζt‖2ψ∗t−1 (61)
Lemma 11 Suppose f(x, y) is convex-concave. And also assume ‖Gt‖∞ ≤ δ. T ≥M max{ δ+maxi ‖g1:T,i‖m ,m
d+d′∑
i=1
‖g1:T,i‖}.
By running Algorithm 3 with input (f, x0, y0, η, T ), we have
E[Gap(x¯, y¯)] ≤ m
ηM
(‖z − z0‖2) + 4η
mM
. (62)
Proof Applying Lemma 10 with ζt = Gt and ut = zt, for any z ∈ Z,
T∑
t=1
〈Gt, zt − z〉 ≤ 1
η
ψT (z) +
η
2
T∑
t=1
‖Gt‖2ψ∗t−1 (63)
By Lemma 4 of [6], we know that
T∑
t=1
‖Gt‖2ψ∗t−1 ≤ 2
d+d′∑
i=1
‖g1:T,i‖. Hence, for any z ∈ Z
T∑
t=1
〈Gt, zt − z〉 ≤ 1
η
ψT (z) + η
d+d′∑
i=1
‖g1:T,i‖2
=
δ‖z0 − z‖2
2η
+
〈z0 − z, diag (sT )(z0 − z)〉
2η
+ η
d+d′∑
i=1
‖g1:T,i‖
≤ δ +maxi ‖g1:T,i‖
2η
‖z0 − z‖2 + η
d+d′∑
i=1
‖g1:T,i‖
(64)
Then, we define the following auxiliary sequence {zˆt ∈ Z}Tt=0,
zˆt+1 = argmin
z∈Z
η
t
t∑
τ=1
〈F (zt)− G(zt; ξt)), z〉+ 1
t
ψt(z), zˆ0 = z0. (65)
Denote Θt = F (zt)− G(zt; ξt). Applying Lemma 10 with ζt = Θt and ut = zˆt, we have
T∑
t=1
〈Θt, zˆt − z〉 ≤ 1
η
ψT (z) +
η
2
T∑
t=1
‖Θt‖2ψ∗t−1
≤ δ +maxi ‖g1:T,i‖
2η
‖z0 − z‖2 + η
2
T∑
t=1
‖Θt‖2ψ∗t−1
(66)
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To deal with the last term in the above inequality, we have in expectation that
E
[
T∑
t=1
‖Θt‖2ψ∗t−1
]
=
T∑
t=1
E
[
‖Θt‖2ψ∗t−1
]
=
T∑
t=1
(E
[
‖G(zt; ξt)‖2ψ∗t−1
]
− ‖F (zt)‖2ψ∗t−1)
≤ E
[
T∑
t=1
‖G(zt; ξt)‖2ψ∗t−1
]
≤ 2E
[
d+d′∑
i=1
‖g1:T,i‖
]
,
(67)
where the second equality uses the fact that E[G(zt; ξt)] = F (zt) and the last inequality uses
Lemma 4 of [6].
Thus,
E
[
1
T
T∑
t=1
〈F (zt), zt − z〉
]
= E
[
1
T
T∑
t=1
〈G(zt; ξt), zt − z〉
]
+ E
[
1
T
T∑
t=1
〈Θt, zt − z〉
]
= E
[
1
T
T∑
t=1
〈G(zt; ξt), zt − z〉
]
+ E
[
1
T
T∑
t=1
〈Θt, zt − zˆt〉
]
+ E
[
1
T
T∑
t=1
〈Θt, zˆt − z〉
]
(a)
≤ E
[
δ +maxi ‖g1:T,i‖
ηT
‖z0 − z‖2
]
+ 2
η
T
E
[
d∑
i=1
‖g1:T,i‖
]
+ E
[
1
T
T∑
t=1
〈Θt, zt − zˆt〉
]
= E
[
δ +maxi ‖g1:T,i‖
ηT
‖z0 − z‖2
]
+ 2
η
T
E
[
d+d′∑
i=1
‖g1:T,i‖
]
(68)
where the last equality holds because E[〈Θt, zt − zˆt〉|zt, zˆt,Θt−1, ...,Θ0] = 0, and (a) uses
(64), (66) and (67).
Then for any x ∈ X and y ∈ Y ,
E[f(x¯, y)− f(x, y¯)] ≤E
[
1
T
T∑
t=1
(f(xt, y)− f(x, yt))
]
=E
[
1
T
T∑
t=1
(f(xt, y)− f(xt, yt) + f(xt, yt)− f(x, yt))
]
≤E
[
1
T
T∑
t=1
(〈−∂yf(xt, yt), yt − y〉+ 〈∂xf(xt, yt), xt − x〉)
]
=E
[
1
T
T∑
t=1
〈F (zt), zt − z〉
]
(a)
≤E
[
δ +maxi ‖g1:T,i‖
ηT
‖z0 − z‖2
]
+ 2
η
T
E
[
d+d′∑
i=1
‖g1:T,i‖
]
(b)
≤ m
ηM
E[‖x0 − x‖2 + ‖y0 − y‖2] + 4η
mM
(69)
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where (a) uses (68), and the last inequality uses the setting that T =M max
{
δ+maxi ‖g1:T,i‖
m ,m
d+d′∑
i=1
‖g1:T,i‖
}
.
Then we can conclude by plugging in (x, y) = (xˆ(y¯), yˆ(x¯)).
Now we can prove the Theorem 5.Proof [Proof of Theorem 5] By analysis in proof of Theorem 1, we have the following
inequalities that do not depend on the optimization algorithm(
1 +
µ
2ρ
)
(P (xk)− P (x∗))− (P (xk−1)− P (x∗)) ≤ 1
4ρ
‖∂Pk(xk)‖2, (70)
Gapk(xk, yk) ≥
3
50
Gapk+1(x
k+1
0 , y
k+1
0 ) +
4
5
(P (xk+10 )− P (xk0)) (71)
and
ρ
4
‖xˆk(yk)− xk0‖2 +
µy
4
‖yˆk(xk)− yk0‖2 ≤ Gapk(xk0 , yk0 ) + Gapk(xk, yk). (72)
Set m = 1/
√
d+ d′, ηk = η0 exp
(
− (k−1)2 2µc+2µ
)
, Mk =
212m
η0 min{ρ,µy} exp
(
(k−1)
2
2µ
c+2µ
)
.
Note that,
Tk =Mkmax
{
δ +maxi ‖g1:T,i‖
m
,m
d+d′∑
i=1
‖g1:T,i‖
}
≤Mk
{
δ + δTα
m
,m(d+ d′)δTαk
}
≤2
√
d+ d′δMkTαk
(73)
Thus, Tk ≤ (2
√
d+ d′δMk)
1
1−α .
Noting mηkMk ≤
min{ρ,µy}
212 , we can plug in Lemma 11 as
E[Gapk(xk, yk)] ≤ E
[
4ηk
mMk
]
+
1
53
E
[
Gapk(x
k
0 , y
k
0 ) + Gapk(xk, yk)
]
(74)
E[‖∂Pk(xk)‖2] ≤ 2LˆE[Pk(xk)− min
x∈Rd
Pk(x)] ≤ 2LˆE[Gapk(xk, yk)]
= 2LˆE[4Gapk(xk, yk)− 3Gapk(xk, yk)]
≤ 2LˆE
[
4
(
4ηk
mMk
+
1
53
(
Gapk(x
k
0 , y
k
0) + Gapk(xk, yk)
))
− 3Gapk(xk, yk)
]
= 2LˆE
[
16
ηk
mMk
+
4
53
Gapk(x
k
0 , y
k
0 )−
155
53
Gapk(xk, yk)
]
≤ 2LˆE
[
16
ηk
mMk
+
4
53
Gapk(x
k
0 , y
k
0 )−
93
530
Gapk+1(x
k+1
0 , y
k+1
0 )−
124
53
(P (xk+10 )− P (xk0))
]
,
(75)
where the last inequality uses (71). Combining this with (70) and arranging terms, with a
constant c = 4ρ+ 24853 Lˆ, we have
(c+ 2µ)E[P (xk+10 )− P (x∗)] +
93Lˆ
265
E[Gapk+1(x
k+1
0 , y
k+1
0 )]
≤ cE[P (xk0)− P (x∗)] +
8Lˆ
53
E[Gapk(x
k
0 , y
k
0 )] +
32ηkLˆ
mMk
(76)
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Then using the fact that Lˆ ≥ µ, by similar analysis as in proof of Theorem 1, we have
(c+ 2µ)E
[
P (xk+10 )− P (x∗) +
8Lˆ
53c
Gapk+1(x
k
0 , y
k
0 )
]
≤ cE
[
P (xk0)− P (x∗) +
8Lˆ
53c
Gapk(x
k
0 , y
k
0 )
]
+
32ηkLˆ
mMk
(77)
Defining ∆k = P (x
k
0)− P (x∗) + 8Lˆ53cGapk(xk0 , yk0 ), then
E[∆k+1] ≤ c
c+ 2µ
E[∆k] +
32ηkLˆ
(c+ 2µ)mMk
. (78)
Noting ∆1 ≤ 2ǫ0 and (1− x) ≤ exp(−x),
E[∆k+1] ≤
(
c
c+ 2µ
)K
E[∆1] +
32Lˆ
(c+ 2µ)m
K∑
k=1
ηk
Mk
(
c
c+ 2µ
)K+1−k
≤ 2ǫ0 exp
(−2µK
c+ 2µ
)
+
32Lˆη20 min(ρ, µy)
212m2(c+ 2µ)
K∑
k=1
exp
(
(k − 1) 2µ
c+ 2µ
)
exp
(
−2µ(K + 1− k)
c+ 2µ
)
≤ 2ǫ0 exp
(−2µK
c+ 2µ
)
+
8η20Lˆmin(ρ, µy)
53m2(c+ 2µ)
K exp
(
− 2µK
c+ 2µ
)
(79)
To make this less than ǫ, we just need to make
2ǫ0 exp
(−2µK
c+ 2µ
)
≤ ǫ
2
8η20Lˆmin(ρ, µy)
53m2(c+ 2µ)
K exp
(
− 2µK
c+ 2µ
)
≤ ǫ
2
.
(80)
Let K be the smallest value such that exp
(
−2µK
c+2µ
)
≤ min{ ǫ4ǫ0 ,
53m2(c+2µ)ǫ
16η20 Lˆmin(ρ,µy)K
}. We can set
K = max
{
c+2µ
2µ log
(
4ǫ0
ǫ
)
, c+2µ2µ log
(
16η20 Lˆmin(ρ,µy)K
53m2(c+2µ)ǫ
)}
.
Recall
Tk ≤ (2
√
d+ d′δMk)
1
1−α ≤
[
424δ
η0min{ρ, µy} exp
(
(k − 1)
2
2µ
c+ 2µ
)] 1
1−α
(81)
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Then the total number of iteration complexity is
K∑
k=1
Tk ≤ O
(
K∑
k=1
[
δ
η0min{ρ, µy} exp
(
(k − 1)
2
2µ
c+ 2µ
)] 1
1−α
)
≤ O
(
K∑
k=1
(
δ
η0min{ρ, µy}
) 1
1−α
exp
(
k − 1
2(1 − α)
2µ
c+ 2µ
))
≤ O
( δ
η0min{ρ, µy}
) 1
1−α exp
(
K 2µ2(1−α)(c+2µ) − 1
)
exp
(
2µ
2(1−α)(c+2µ)
)
− 1

(a)
≤ O
( δ
η0min{ρ, µy}
) 1
1−α
(
c+ 2µ
2µ
) 1
2(1−α)
(
max
{
4ǫ0
ǫ
,
16η20Lˆmin(ρ, µy)K
53ǫm2(c+ µ)
}) 1
2(1−α)

≤ O˜
(max{ δ2c
η20µ(min{ρ, µy})2
,
δ2Lˆc(d+ d′)
µ2min{ρ, µy}ǫ
}) 1
2(1−α)

≤ O˜
((
δ2(L+ ρ)2(d+ d′)
µ2min{ρ, µy}ǫ
) 1
2(1−α)
)
(82)
where (a) uses the inequality that exp(ax) − 1 ≥ xa for any 0 < a < 1 and x > 0, noting
that 0 < 2µc+2µ < 1 and
1
2(1−α) > 0.
Appendix G. More Analysis on Option III: AdaGrad
We have already shown in Theorem 5 about the convergence of primal gap for our Algorithm
with Option III: Adagrad update. In this section, we show a corollary about the convergence
of duality gap based on Theorem 5. What is more, in parallel with our analysis on Option
I: OGDA update, we show some convergence results under the condition that ρ ≤ µ8 .
Corollary 12 Under same setting as in Theorem 5 and suppose Assumption 4 holds as well.
To reach an ǫ-duality gap, the total iteration duality gap is O˜
((
ρ
µx
+ 1
)(
δ2(L+ρ)2(d+d′)
µ2 min{ρ,µy}ǫ
) 1
2(1−α)
)
.
Theorem 13 Suppose Assumption 1, 4, 5 hold and ρ ≤ µ8 . Define a constant c =
4ρ+ 24853 Lˆ ∈ O(L+ ρ). gk1:Tk denotes the cumulative matrix of gradients g1:T in k-th epoch.
Suppose ‖gk1:Tk ,i‖2 ≤ δTαk and with α ∈ (0, 1/2]. Then by setting γ = 2ρ, m = 1
√
d+ d′, ηk =
2η0 exp
(
− (k−1)2 2µc+2µ
)
,Mk =
212m
η0 min(l,µy)
exp
(
k−1
2
2µ
c+2µ
)
, and Tk =Mkmax
{
δ+maxi ‖gk1:τ,i‖2
2m ,m
d+d′∑
i=1
‖gk1:τ,i‖i
}
,
and after K = max
{
c+2µ
2µ log
(
4ǫ0
ǫ
)
, c+2µ2µ log
(
16η20 Lˆmin(ρ,µy)K
53m2(c+2µ)ǫ
)}
stages, we have O˜
((
δ2(d+d′)
min{µ,µy}ǫ
) 1
2(1−α)
)
.
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Corollary 14 Under same setting as in Theorem 13 and suppose Assumption 4 holds as
well. To reach an ǫ-duality gap, the total iteration duality gap is O˜
((
µ
µx
+ 1
)(
δ2(d+d′)
min{µ,µy}ǫ
) 1
2(1−α)
)
.
Appendix H. Proof of Theorem 13
Proof [Proof of Theorem 13 ] By analysis in the Proof of Theorem 3, we know that when
ρ < µ8 and γ =
µ
4 ,
P (xk0)− P (x∗) ≤
16
15
Gapk(x
k
0, y
k
0 ). (83)
and fk(x, y) is λx =
µ
8 -strongly convex in x.
Set m = 1/
√
d+ d′, ηk = η0 exp
(
− (k−1)32
)
, Mk =
384m
η0 min{λx,µy} exp
(
(k−1)
32
)
. Note that,
Tk =Mkmax
{
δ +maxi ‖g1:T,i‖
m
,m
d+d′∑
i=1
‖g1:T,i‖
}
≤Mk
{
δ + δTα
m
,m(d+ d′)δTαk
}
≤2
√
d+ d′δMkTαk
(84)
Thus, Tk ≤ (2
√
d+ d′δMk)
1
1−α .
Since mηkMk ≤
min{λx,µy}
384 , we can apply Lemma 11 to get
E[Gapk(xk, yk)] ≤
4ηk
mMk
+
1
96
(
λx
4
E[‖xˆk(yk)− xk0‖2] +
µy
4
E[‖yˆk(xk)− yk0‖2]
)
≤ 4ηk
mMk
+
1
96
E[Gapk(x
k
0 , y
k
0 )] +
1
96
E[Gapk(xk, yk)],
(85)
where the last inequality follows from Lemma 6. Rearranging terms, we have
95
96
E[Gapk(xk, yk)] ≤
4ηk
mMk
+
1
96
E[Gapk(x
k
0 , y
k
0 )]. (86)
Since ρ ≤ µ8 , f(x, y) is also µ8 -weakly convex in x. Then, similar to the analysis in proof
of Theorem 3, we use Lemma 9 to lower bound the LHS of (86) with α = 56 ,
95
96
Gapk(xk, yk) ≥
57
576
Gapk+1(x
k+1
0 , y
k+1
0 ) +
475
576
(P (xk+10 )− P (x∗))
− 475
576
· 15
16
(P (xk0)− P (x∗))−
475
576
· 1
15
Gapk(x
k
0 , y
k
0 )
(87)
Combining (86) and (87), we get
E
[
475
576
(P (xk+10 )− P (x∗)) +
57
576
Gapk+1(x
k+1
0 , y
k+1
0 )
]
≤ 4ηk
mMk
+
475
576
· 15
16
E[P (xk0)− P (x∗)] +
475
576
· 1
15
E[Gapk(x
k
0 , y
k
0 )] +
1
96
E[Gapk(x
k
0 , y
k
0 )]
≤ 4ηk
mMk
+
15
16
E
[
475
576
(P (xk0)− P (x∗)) +
57
576
Gapk(x
k
0 , y
k
0 )
]
(88)
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Defining ∆k = 475(P (x
k
0)− P (x∗)) + 57Gapk(xk0 , y0k), we have
E[∆k+1] ≤ 15
16
E[∆k] +
4ηk
mMk
≤ exp
(
− 1
16
)
E[∆k] +
4ηk
mMk
(89)
and ∆1 ≤ 600ǫ0.
Thus,
E[∆K+1] ≤ exp
(
−K
16
)
∆1 +
4
m
K∑
k=1
ηk
Mk
exp
(
−K + 1− k
16
)
=exp
(
−K
16
)
∆1 +
η20 min{λx, µy}
96m2
K∑
k=1
exp
(
−K
16
)
≤600ǫ0 exp
(
−K
16
)
+
η20 min{λx, µy}
96m2
K exp
(
−K
16
)
(90)
To make this less than ǫ, we just need to make
600ǫ0 exp
(
−K
16
)
≤ ǫ
2
η20 min{ρ, µy}
96m2
K exp
(
−K
16
)
≤ ǫ
2
.
(91)
Let K be the smallest value such that exp
(−K
16
) ≤ min{ ǫ1200ǫ0 , 48m2ǫη20 min{ρ,µy}K }.
Recall Tk ≤ (2
√
d+ d′δMk)
1
1−α =
(
768δ
η0 min{λx,µy} exp
(
k−1
32
)) 11−α
.
Then the total iteration complexity is
K∑
k=1
Tk ≤O
(
K∑
k=1
[
δ
η0min{λx, µy} exp
(
k − 1
32
)] 1
1−α
)
≤O
(
K∑
k=1
(
δ
η0min{λx, µy}
) 1
1−α
exp
(
k − 1
32(1 − α)
))
≤O
( δ
η0min{λx, µy}
) 1
1−α exp
(
K
2(1−α)·16
)
− 1
exp
(
1
2(1−α)·16
)
− 1

≤O˜
((
δ
η0min{λx, µy}
) 1
1−α
(
max
{
ǫ0
ǫ
,
η20 min{λx, µy}K
m2ǫ
}) 1
2(1−α)
)
≤O˜
((
max
{
δ2ǫ0
η20(min{µ, µy})2ǫ
,
δ2(d+ d′)
min{µ, µy}ǫ
}) 1
2(1−α)
)
≤O˜
((
δ2(d+ d′)
min{µ, µy}ǫ
) 1
2(1−α)
)
(92)
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Appendix I. Proof of Corollary 2, 7, 12
Proof Let (x∗, y∗) denote a saddle point solution of min
x∈Rd
max
y∈Y
f(x, y) and x∗K+1 = min
x∈Rd
Pk(x).
Note that xK+10 = xK , y
K+1
0 = yK . Suppose we have E[GapK+1(x
K+1
0 , y
K+1
0 )] ≤ ǫˆ after
K stages.
Noting γ = 2ρ, fk(x, y) is ρ-strongly convex and µy-strongly concave. By Lemma 6, we
know that
E[‖xˆK+1(yK+10 )− xK+10 ‖2] ≤
4
ρ
2E[GapK+1(x
K+1
0 , y
K+1
0 )] ≤
8ǫˆ
ρ
. (93)
Since ∂xfK+1(xˆK+1(y
K+1
0 ), y
K+1
0 ) = ∂xf(xˆK+1(y
K+1
0 ), y
K+1
0 )+γ(xˆK+1(y
K+1
0 )−xK+10 ) =
0, we have
E[‖∂xf(xˆK+1(yK+10 ), yK+10 )‖2] = γ2E[‖xˆK+1(yK+10 )− xK+10 ‖2] ≤ 32ρǫˆ (94)
Using the µx-PL condition of f(·, yK+10 ) in x,
E
[
f(xˆK+1(y
K+1
0 ), y
K+1
0 )− f(xˆ(yK+10 ), yK+10 )
]
≤ E
[
‖∂xf(xˆK+1(yK+10 ), yK+10 )‖2
2µx
]
≤ 16ρǫˆ
µx
.
(95)
Hence,
E
[
Gap(xK+10 , y
K+1
0 )
]
= E
[
f(xK+10 , yˆ(x
K+1
0 ))− f(xˆ(yK+10 ), yK+10 )
]
= E
{
f(xK+10 , yˆ(x
K+1
0 )) +
γ
2
‖xK+10 − xK+10 ‖2 − f(xˆK+1(yK+10 ), yK+10 )−
γ
2
‖xˆK+1(yK+10 )− xK+10 ‖2
+ f(xˆK+1(y
K+1
0 ), y
K+1
0 )− f(xˆ(yK+10 ), yK+10 ) +
γ
2
‖xˆK+1(yK+10 )− xK+10 ‖2
}
= E[GapK+1(x
K+1
0 , y
K+1
0 )] + E[f(xˆK+1(y
K+1
0 ), y
K+1
0 )− f(xˆ(yK+10 ), yK+10 )]
+
γ
2
E[‖xˆK+1(yK+10 )− xK+10 ‖2]
≤ ǫˆ+ 16ρǫˆ
µx
+ 8ǫˆ ≤ O
(
ρǫˆ
µx
+ ǫˆ
)
.
To have Gap(xK+10 , y
K+1
0 ) ≤ ǫ, we need ǫˆ ≤ O
((
ρ
µx
+ 1
)−1
ǫ
)
. Plug ǫˆ into Theorem 1,
5, 6, we can prove Corollary 2, 12, 7, respectively.
Appendix J. Proof of Corollary 4, 9, 14
Proof Let (x∗, y∗) denote a saddle point solution of min
x∈Rd
max
y∈Y
f(x, y) and x∗K+1 = min
x∈Rd
Pk(x).
Note that xK+10 = xK , y
K+1
0 = yK . Suppose we have E[GapK+1(x
K+1
0 , y
K+1
0 )] ≤ ǫˆ after
K stages.
By the setting ρ ≤ µ8 and γ = µ4 , fk(x, y) is µ8 -strongly convex and µy-strongly concave.
By Lemma 6, we know that
E[‖xˆK+1(yK+10 )− xK+10 ‖2] ≤
64
µ
E[GapK+1(x
K+1
0 , y
K+1
0 )] ≤
64ǫˆ
µ
. (96)
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Since ∂xfK+1(xˆK+1(y
K+1
0 ), y
K+1
0 ) = ∂xf(xˆK+1(y
K+1
0 ), y
K+1
0 )+γ(xˆK+1(y
K+1
0 )−xK+10 ) =
0, we have
E[‖∂xf(xˆK+1(yK+10 ), yK+10 )‖2] = γ2E[‖xˆK+1(yK+10 )− xK+10 ‖2] ≤ 4µǫˆ. (97)
Using the µx-PL condition of f(·, yK+10 ) in x,
E
[
f(xˆK+1(y
K+1
0 ), y
K+1
0 )− f(xˆ(yK+10 ), yK+10 )
]
≤ E
[
‖∂xf(xˆK+1(yK+10 ), yK+10 )‖2
2µx
]
≤ 2µǫˆ
µx
.
(98)
Hence,
E
[
Gap(xK+10 , y
K+1
0 )
]
= E
[
f(xK+10 , yˆ(x
K+1
0 ))− f(xˆ(yK+10 ), yK+10 )
]
= E
{
f(xK+10 , yˆ(x
K+1
0 )) +
γ
2
‖xK+10 − xK+10 ‖2 − f(xˆK+1(yK+10 ), yK+10 )−
γ
2
‖xˆK+1(yK+10 )− xK+10 ‖2
+ f(xˆK+1(y
K+1
0 ), y
K+1
0 )− f(xˆ(yK+10 ), yK+10 ) +
γ
2
‖xˆK+1(yK+10 )− xK+10 ‖2
}
= E[GapK+1(x
K+1
0 , y
K+1
0 )] + E[f(xˆK+1(y
K+1
0 ), y
K+1
0 )− f(xˆ(yK+10 ), yK+10 )]
+
γ
2
E[‖xˆK+1(yK+10 )− xK+10 ‖2]
≤ ǫˆ+ 2µǫˆ
µx
+ 8ǫˆ ≤ O
(
µǫˆ
µx
+ ǫˆ
)
.
To have Gap(xK+10 , y
K+1
0 ) ≤ ǫ, we need ǫˆ ≤ O
((
µ
µx
+ 1
)−1
ǫ
)
. Plug ǫˆ into Theorem3,
8, 13 we can prove Corollary 4, 9, 14, respectively.
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