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The maximum of the norms of all complete rectangular subarrays of the 
partial matrix provides an obvious lower bound for the norm of the com- 
pleted matrix. The problem is to determine the greatest (or worst case) ratio 
of the minimal completion norm to this lower bound. This ratio is known as 
the distance constant for the given pattern. 
For example, the pattern of the fixed entries consisting of those entries 
strictly below the diagonal is known to have distance constant 1 [l]. Indeed, 
the distance constant is I if and only if there is a rearrangement of the rows 
and columns so that the pattern of fixed entries is a direct sum of block lower 
triangular forms. For otherwise [B], it contains a 2 X 3 (or 3 X 2) subarray 
with the pattern of fixed and unknown entries 
[ 
* * ? 
1 ? * *’ 
This pattern has distance constant exactly (z)““, as we shall show. Thus this 
value is a lower bound for the distance constant in the nontriangular case [B]. 
These results should be compared with the symmetric problem of 
completing a partially positive matrix to a positive one. Here there is a more 
complicated, though still tractable, condition which for which such 
completions are always possible [6, II]. 
The other context in which our work may be viewed deals with subalge- 
bras (and subspaces) of J, or S&Z?, where X’ is a Hilbert space. If & is an 
algebra of operators, let _Y= I&(&) denote the lattice of invariant sub- 
spaces of .& Let us write P(L) for the orthogonal projection onto L. If J@’ is 
reflexive, meaning that 
d= Alg(Lat(9’)) = {T]TL c L forall L ~3. 
then _M’ can be recovered from 2. We are interested in estimating the 
distance from an arbitrary operator T to the algebra JX? Note that if A ESZ 
and L ~2, then 
dist(T,d) 2 AJIIP(L)~(T-A)P(L)II =(IP(L)%'(L)lI. 
Letting L run over all of 9 yields a lower bound for the distance 
dist( T, &) > sup IIW)~ WL)II. I. & 
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Let the quantity on the right hand side of this inequality be denoted by P(T). 
The distance constant for d is the maximum ratio 
dist( T, d) 
sup 
T tB(Z?J P(T) . 
The connection between this notion and the preceding one for matrix 
filling problems is quite direct for the class of algebras containing the 
diagonal algebra. These algebras are easily seen to be determined by the 
matrix units Eii that they contain. In computing the distance of a matrix T to 
an algebra &’ determined by its system of matrix units, one sees that the 
matrix entries not in the algebra are fixed, while the entries in the algebra are 
the variables. For example, the algebra 9s of 3 X 3 diagonal matrices yields 
the matrix filling problem ? * * 
I 1 * ? *. * * ? 
The lattice of invariant subspaces is a sublattice of the diagonal projections. 
Indeed, the condition that P ’ AP = 0 for all A E& is precisely equivalent 
to the rectangle of entries with rows from the range of P ’ and columns from 
the range of P consisting entirely of entries in the complement of d. In 
the example of 9s, the reader can easily see that the six nonzero invariant 
projections correspond to the six maximal rectangles of asterisks in the array. 
So the distance constant for the algebra is precisely the distance constant for 
the complementary pattern. 
There is potential confusion because it is natural to speak of both the 
distance constants for patterns and those for algebras. In order to avoid 
confusion in this paper, we will adopt the convention of discussing the 
distance constant for a matrix array of fixed entries (*‘s> and variable entries 
(?‘s). If there is an algebra lurking around, it will correspond to the question 
mark entries. 
We wish to discuss the significance of these estimates for algebras a bit 
more. If .@ is the algebra of upper triangular matrices, or more generally a 
nest algebra, this distance constant is 1 [l]. This formula plays a fundamental 
role in the theory of these algebras. Much interest in this problem stems from 
the attempts to generalize this theory to the set of CSL (commutative 
subspace lattice) algebras. These algebras are reflexive and contain a masa 
(maximal abelian self-adjoint algebra). In the matrix case, these are algebras 
which contain the diagonal operators with respect to some basis. It is easily 
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seen that such an algebra is determined by a pattern of entries where nonzero 
values are permitted (with respect to this particular basis). 
Often, one wishes to know if the distance constant for a CSL algebra is 
finite, as there exist CSL algebras for which it is not [4]. An important case 
which remains open concerns the algebras which are tensor products of two 
nest algebras. We may regard this problem in a matrix context by considering 
the appropriate subalgebra of Jn2. Let us view the nz X n2 matrices as 
consisting of block n X n matrices with n X n matrix entries. Then the 
subalgebra we wish to consider consists of matrices with nonzero entries 
permitted only in the upper triangular entries of the upper triangular blocks. 
This algebra is denoted z 8 z. It is not known if there is a bound for the 
distance constants of these algebras independent of n. 
It is convenient to reformulate the general problem to make sense for 
subspaces. If Y is a subspace of operators, replace the notion of invariant 
subspace by the collection of subspaces PX for vectors x ~2. If _GG! is a 
unital algebra, these subspaces are invariant and generate La@‘). Say that 9 
is reflexive [9] if 
- 
P= ref(P) = {TlTx E 9% for all x E4. 
If & is a unital algebra, the two notions of reflexivity coincide. In the matrix 
case, the closure is not needed. 
The collection of matrices whose nonzero entries lie in a prescribed 
pattern form a subspace which is also a bimodule over the diagonal algebra. 
These are the subspaces analogous to the CSL algebras. Indeed, a standard 
trick constructs a CSL algebra from any such bimodule. 
We can define the distance constant for a subspace in the obvious way. 
As in the algebra case, there is a lower bound to the distance dist(T, Y), 
given by 
P(T) = supdist(Tx,2ZX). 
XE‘V 
The distance constant is 
dist( T, 9) 
TZPW P(T) . 
For unital algebras, these two notions coincide [8]. 
The original idea of this project was to investigate this distance constant 
for the algebras z 8 z for small n. It became apparent that estimating the 
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distance of even one matrix to a given subspace of low dimension was a 
difficult computational problem. We had to restrict our attention to very 
small cases. It was not feasible using our methods to survey a thick mesh of 
candidate matrices and compute their distance ratios. Instead, we tried to 
guess bad examples and iterate them by hand towards the worst case. We 
were successful in a few cases. Generally this involved exploiting the symme- 
tries of the situation, finding the potential worst case, and verifying this by 
hand. 
The simplest matrix filling pattern, leading to a distance constant of 1, is 
dealt with in the following result: 
LEMMA 0.1. 
This result follows from [l], but was first explicitly stated in [lo]. In [5], an 
explicit formula for all possible X which achieve the minimum is given. The 
exact priority of this result is in doubt, since many of the results of [5] were 
known to its authors for many years before eventual publication. 
1. THE SMALLEST CASE 
The simplest pattern with a distance constant larger than 1 is 
In [2], the first author cites an example of Choi showing that the distance 
constant for the 3 X 3 diagonal algebra is at least ($!>‘12. In [8], they note that 
this lower bound (and its proof) remains valid for the subspace Ya. We will 
show that this is the exact bound for 9a, but for the 3 X 3 diagonal algebra, 
the correct constant is ($Y2. 
The case of YO can be handled by a brute force calculation. However, it 
is more elegant to use the following general principle. This lemma is 
undoubtedly not new, as the idea is used in optimization theory. For the 
reader’s convenience, a proof is included. 
LEMMA 1.1. Let T be a partially completed matrix in which each full 
rectangle has norm at most 1. Suppose that T is completed to a matrix A of 
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minimal norm, and llAl[ > 1. Then th e t wo largest singular values of A are 
equal. 
Proof. Suppose that sp( A) = /3 < CY = 11 All. There are unit vectors x = 
[xjl and y = [yil such that AX = (Y y. Set p = CY - /3, and write y @ x* for 
the rank one operator 
y c3 x*(z) = (z, x)y. 
Notice that B = A - p y 8 x* has II B(I = /3. Also notice that y @ x* is not 
“supported’ on any complete rectangle of T since (Y > 1. In other words, 
there is a pair of integers i, j such that the (i, j) entry of T is missing, and 
yixj = 6 # 0. By multiplying everything by scalars of modulus 1, we may 
assume that xj and yi are positive. 
Let E = e, C+ e? be the matrix unit with a 1 in the (i, j) entry. We will 
show that 1) A - &Eli < CI for small positive E. This will contradict the 
minimality of II All. Note that A = B + p y @ x* and II A/I = 11 BII + p. So 
IIA - EEII < IIBII + II py @ X* - Eei @ ejll. 
As long as E < i3p, the (i, j) entry 7 of the second term satisfies 
0 < y = sp - & < sp. 
Now y 8 x* is rank one, so 
II py @ x* - &El\ < 11 py 8 x* - EEIIz 
< II py @ x*112 = II py @ x*11 = p n 
THEOREM 1.2. The distance constant for & is 8. That is, 
This estimate is sharp. 
Proof. For convenience, normalize so that 
max{a2 + b2, c2 + d”, b” + c”) = 1. 
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Furthermore, notice that the problem is essentially unchanged if the 2 X 3 
matrix is multiplied on the left by a 2 X 2 diagonal unitary and on the right 
by a 3 X 3 diagonal unitary. It is then easy to arrange that a, b, c, and d are 
all positive reals. It then becomes clear that the minimum occurs when x and 
y are real (for their real parts will always be at least as good). Also note that if 
a or d is increased, the minimum norm is increased. [Indeed, if the matrix 
can be completed with norm (Y, then multiplying on the right by the diagonal 
matrix diag(t, 1,l) will produce a completion of the matrix with the smaller 
first entry at with no larger norm.] So for our purposes in examining the 
worst case, it may be assumed that 
a2 + b* = c2 + d2 = 1. 
If d = 0, then x = 0 achieves a minimum norm of 1. So it may also be 
supposed that d > 0. Similarly, it is assumed that a > 0. 
Let us assume that x and y have been chosen to minimize the norm, and 
that this minimum is greater than 1. By the lemma, the matrix 
has both singular values equal. It follows that it is a scalar multiple of a 
coisometry. In particular, the two rows have the same norm, and are 
orthogonal. That means 
)[A11 = (1 + x2)1’2 =(1 + ye)“’ 
and 
ay + bc + xd = 0. 
It is now clear that this is minimized when 
-bc 
“=Y= a+d’ 




(1 - a2)(1 - d”) 
(a + d)” (a + d)’ 
1 + a2d2 + 2ad (1 + ad)2 
(a + d)2 (a + d)’ 
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The condition b2 + c2 < 1 translates into a2 + d2 > 1. Since 0 < a, d < 1, 
it is easy to check that this is a decreasing function of d for fixed a. Thus the 
worst case occurs at d = (1 - a ) ' 'I2 Now a routine calculus calculation . 
shows that the worst case occurs at a = b = c = d = l/ fi and yields 
p=L? 8’ n 
The distance constant for this pattern is unchanged if the scalar entries 
are replaced by matrix blocks or operators. The subspace with operator 
entries and the pattern of Y0 will be denoted by Y0 @L&Z). 
THEOREM 1.3. The distance constant for PO 8 S&Y’? is 6. 
Proof. It suffices to prove the result for entries in Jn for all n > 1. For 
then a routine limiting argument yields the infinite dimensional case. Suppose 
that A, B, C, and D are n X n matrices such that 
< 1, and Il[C 0111 < 1, 
and consider the problem of completing the partial matrix 
A B ? 
? C D 1 
which maps Zi @ X2 @ 3s into Xi @ Zz. Note that the problem is unchanged 
if the matrix is multiplied on the left (and right) by a 2 X 2 (3 X 3) block 
diagonal unitary. So it is easy to arrange that C is a positive diagonal matrix. 
We proceed to dilate this matrix to a larger one with the same pattern so 
that the three maximal submatrices are either isometries or coisometries. It 
will have the form 
HjGF?? 
KLAB??, 
? ? ? C D E 1 
mappingZ_, @X0 @Zi @Zz @Z3 ~4 into X0 @Zr @.X2. First set E = 
(I - C” - DD*)‘j2 and F = (I - C” - B*B)““, so that 
and [C D E] 
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are an isometry and coisometry respectively. Since 
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IN III i < 1 and [[[A B]II < 1, 
it is possible (Lemma 0.1) to choose a matrix G so that 
Finally, set 
so that 
H J G F 
K L A B I 
is a coisometry. 
Let us rewrite this new matrix as 
where 
H a = J G I EAsn In, KLA b= G F EM [ I A B n,zn, 
c = [C] EAT, and d = [D E] EM~,,~. Notice that [a b] and [c d] are 
coisometries and t 
[I 
is an isometry. If this matrix can be completed to a 
matrix of norm at most fi> the same goes for the original matrix. This result 
is obtained by compressing the completion to the domain Zr CD Z2 CD 2s and 
the range to XI CB x2. 
Recall that c is diagonal, positive, and of norm at most 1. Set s = (1 - 
c’)‘/‘. Since [c d] is a coisometry, it follows that d = SW where w ~~~~ n 
is a coisometry. Similarly, b = IX where v EL;, 2n is an isometry. Finally, 
’ there is an isometry u ~~~~~~~ such that 
a = (1 - bb*)l”u = mu. 
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We propose to complete this matrix in the form 
VS 
c 
by looking only for x and y of the form x = vpw and y = 9~. The norm of 
such a matrix is unchanged if it is multiplied on the left by 
v* 0 
[ I 0 1’ 
since this is a coisometry with initial space containing the range of our matrix. 
Similarly we may multiply on the right by the isometry 
I u” 0 0 10. w* 0 
I 
This reduces the problem to completing the matrix 
But as c and s are simultaneously diagonal, we may decide to choose p and 
9 to be diagonal as well. This clearly reduces the problem to the scalar case. 
By the previous theorem, this can be completed with norm at most &. n 
2. THE 3 x 3 DIAGONAL ALGEBRA 
In Lemma 0.1, X = 0 is rarely best. Indeed, in the scalar case when 
x must be chosen so that the second row is orthogonal to the first. This forces 
x = -cFi/b. The following result determines the worst constant for the 
choice X = 0. 
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PROPOSITION 2.1. Suppose that A, B, and C are operators such that 
ll[A B]II<l and c ~1. 
II III 
Then 
and this is sharp. 
Proof. First we reduce the problem to the scalar case. Consider unit 
vectors 
[:I and [;I, 
and let P,,, P,, P,, and Py be the orthogonal projections onto the span of U, 
U, x, and y respectively. Suppose that 
T= A * 
[ 1 c 0 
(approximately) achieves its norm as 
Restrict the domain and range to span(u) @ span(v) and span(x) @ span(y) 
respectively, and set a = (Au, xl, b = (Bv, xl, and c = (CU, y>. This norm 
is dominated by 
a b IIL Ill c 0 . 
Clearly, a2 + b2 < 1 and a2 + c2 < 1. So the worst case occurs already in 
the one dimensional case. 
By multiplying on each side by diagonal unitaries, the problem is reduced 
as above to the situation in which a, b, and c are positive reals. Clearly, the 
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norm is greatest when a2 + b2 = a2 + c2 = 1. Hence we may suppose that 
there is a real number 8 such that a = cos 8 and b = c = sin 8. Then 
IN 2 cos sin 8e sin 0 0 Ill = II sin 8 1 cos 8 sin sin’ 8 cos 8 e Ill ’ 
This norm is the largest root of 
A2 - (1 + sin2 e)h + sin4 8. 
Differentiating and setting A’ = 0 yields A = 2 sin” 8. Substituting back into 
the equation yields sin’ 6’ = i and a maximum norm of 4. n 
The following result along the same lines will be needed. 
LEMMA 2.2. Suppose that A, B, C, and D are operators such that 
lb BIII G 1, [[[c D]/ < 1, and Il[ Ill g < 1. 
Then 
and this is sharp. 
Proof. As above, this reduces to the scalar case with positive entries a, 
b, c, and d. Also as above, increasing a and d increases the norm. So it may 
be assumed that a2 + b2 = c2 + d2 = 1 > b2 + c2. Thus 
However, since b” + c2 < 1, one has bc G i. Thus this norm is at most 
This value is achieved when a = b = c = d = 1/ fi. n 
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algebra, and as well represent the 
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Let g3 be the 3 x 3 block diagonal 
matrix pattern 
THEOREM 2.3. The distance constant for the 3 x 3 block diagonal 
algebra gz 8 S(fl is exactly fi. Th is value is achieved in the scalar case 
by the matrix 0 1 1 
T= 
[ 1 10 1. -1 1 0 
Proof. For the given matrix T, it is clear that P(T) = I[[1 + 1111 = a. A 
simple computation shows that llT/l = fi. Suppose that the distance 
dist(T, gs> is achieved by replacing the three diagonal entries of T by x, y, 
and z. From Lemma 0.1, we know that z can be chosen so that the norm 
equals the maximum of the norms of the 2 X 3 and 3 X 2 matrices obtained 
by omitting the third row and column respectively. That is, 
dist( T, .SS) = 
m=( [ _; :] >llL : :1ll] 
=max il[ -x JY :lIl# : :llli 1 
1 
a-- li[ -x ly :] + [; : :]Il 2 1 
Thus the closest diagonal matrix is 0, and the distance constant is at least 
50 KENNETH R. DAVIDSON AND MARC S. ORDOWER 
Consider an arbitrary matrix T with operator entries and /3(T) = 1. 
Denote the indeterminate diagonal entries by x, y, and 5. As in the previous 
paragraph, once x and y are chosen, there is an optimal choice for z so that 
the norm of T is the maximum of the norms of the 2 X 3 and 3 X 2 matrices 
obtained by omitting the third row and column respectively. By the lemma 
above, a choice of x = y = 0 produces a norm of at most 6. n 
In this section, we deal with the first nontrivial case of a tensor product of 
two triangular algebras, & = 7, 8 &. The algebra yields the pattern ? ? ? ? 
In determining the distance of a matrix T to &‘, it is always best to fill in the 
first row and last column with zeros. This effectively reduces it to a 3 X 3 
problem. After rearranging a few rows and columns, the matrix filling pattern 
becomes ? * * P2= * **. 
I 1 * * ? 
The following example was found by a computer assisted search. 
LEMMA 3.1. The distance constant for P2 (and thus for Y2 @ 7,) is at 
least 6. 
Proof. Consider the partially determined matrix 
Compute 
P(T) = m= /I[1 1111 ( 
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Symmetry considerations show that the norm of T is minimized when x = y 
are real. Again using Lemma 0.1, we note that once x is futed, y can be 
chosen so that IIZ’II equals th e maximum of the norms of the 2 X 3 and 3 X 2 
matrices obtained by omitting the third row and column respectively. That is, 
=max illi --x 1 1/a x 1 l/&t 10 Ill II 1’10 1 Ill1 
> II --x 1 l/G 2 
1 0 1 
1 + [ x 1 1/a 
10 1 
Ill/ 
II 0 1 = l/G III 5 10 1 = d 2’ 
This is equality if x = y = 0. Thus the distance constant is at least 
fi 5 
/- Z= 4’ 
n 
COROLLARY 3.2. The distance constantforYz Q 7, belongs to the interval 
Proof. The upper bound is achieved by filling in the (1,l) entry with a 
zero. By Proposition 2.1, this procedure has an upper bound of fi. Then 
the (3,3) entry can be filled in using Lemma 0.1 without increasing the norm 
further. n 
We have essentially conclusive evidence that the constant is exactly fi. 
Notice that it suffices to fill in one entry so that the 2 X 3 and 3 X 2 matrices 
that are completed have their norms inflated by at most fi. for the other 
entry can then be completed using Lemma 0.1 as above. Our method 
of attack is to (i) identify the extreme points of the unit ball of the 7 
dimensional space of possible partial matrices with the /II norm; (ii) apply the 
Davis-Kahane-Weinberger machinery [5] to compute the centers ai and radii 
r,, i = 1,2, of the possible (1,l) entries that complete the 2 X 3 and 3 X 2 
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matrices to a matrix of norm at most fi; and (iii) verify that la, - a,/ < 
rl + r2. The first two steps were done by hand. We have tried hard to find a 
direct proof of (iii). However, this last step has eluded us. The computer was 
used to “verify” this inequality. The details are unilluminating, so we have 
chosen to omit them. 
4. OTHER PARTIAL RESULTS 
Let us consider the 4 X 4 diagonal algebra. We have obtained an upper 
bound for the distance constant using an averaging argument. This same 
argument has been used in the proof that 2 is an upper bound on the 
distance constant for any von Neumann algebra with abelian cornmutant. In 
the 4 X 4 case, we can do somewhat better. 
PROPOSITION 4.1. The distance constant for 
I 
? * 





* ? I L* * 
belongs to the interval [ JG, g]. 
Proof. To obtain the upper bound, 
Consider the matrix 
we fill the diagonal with zeros. 
Then 
I 0 a b c T= d 0 e f ’ g h 0 i 
j k 1 0 
1 
1 
0 a 0 c 
0 0 b c 
0 
3@(T) a I 0 e f g h 0 0 j k 0 0 
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Hence the distance constant is at most $. for the lower bound, we consider 
the following example: 
As the matrix is real antisymmetric, the minimum norm may be obtained by 
filling the diagonal with zeros. A routine calculation yields P(A) = 3 and 
IIAll=(9+4~) . ‘i2 Thus the distance constant is at least 
We suspect that our lower bound is a better estimate of the true distance 
constant for gd than our upper bound. 
Let us turn our attention to S, @ Ys. With the aid of some crude 
optimization routines, we have found a matrix example which has a ratio of 
1.1551. The matrix ratio is certainly not worst case, and the matrix itself is not 
esthetically pleasing, so we have chosen to omit it. 
Lastly, we note that the pattern of fixed and variable entries for g,, may 
be embedded in the pattern for z cs x. Hence, a lower bound for the 
distance constant of S,, is also a lower bound for the distance constant of 
x 8 z. Thus, we have obtained lower bounds of fi and d- for 
the distance constants of 7s cs S, and q 8 3 respectively. We have no 
reason to expect that these estimates are near sharp. 
5. FINAL REMARKS 
Our analysis leads us to a rather important problem which we could not 
resolve. Does the distance constant for a pattern remain unchanged if each 
“filled’ entry is replaced by an n x n array of “filled’ entries? This turned 
out to be so for the cases handled in this paper: Theorems 1.3 and 2.3. It also 
holds for the problem of filling in zeros as in Propositions 2.1 and 2.2. 
However, that argument does not work in general. We believe the answer to 
be yes, but our evidence is very flimsy. This problem can be reformulated in 
terms of completely bounded maps. We will not explain the details here. 
However, the distance constant is the norm of the identity map from a linear 
space with one operator space norm to itself with another operator space 
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norm. The problem becomes the following question: is the complete bound 
norm equal to the norm of this map? 
From the computational point of view, a positive answer would be very 
helpful. For an averaging argument would then show that the distance 
constant is the same for real and complex scalars. This should prove to 
be true even if the general conjecture is incorrect. In practice, all known 
distance constants can be achieved by real matrices. 
The computation of distance constants for small patterns is done in the 
hope of finding some pattern or structure to the way these constants behave. 
At the present time, it does not seem feasible to compute this constant for 
q 8 q for large n. In order to sense the pattern, which could possibly grow 
logarithmically, one would have to compute it for at least n = 1000. More 
realistically, one can hope to find a family of examples which will provide a 
lower bound which grows logarithmically, related to the triangular truncation 
operator. The authors do not have any realistic reason to conjecture anything 
about the growth of the distance constant for these algebras. 
We would like to thank Michael Overton for permitting the second author 
to make use of optimization software which he wrote. We also thank Henry 
Wolkowicz for introducing us to this software, and for allowing us to rmn our 
programs on his Sun SparcStation. 
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