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Abstract
We study sequences in the spectrum of H∞ and present new classes of maximal support sets and
maximal Gleason parts. We also generalize a result of Max L. Weiss on the topological boundary of
fibers.
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Let H∞ be the uniform algebra of bounded analytic functions in the open unit disk D.
By Fatou’s theorem f ∗(eiθ ) := limr→1 f (reiθ ) exists for almost all θ ∈R. Identifying each
function f ∈ H∞ with its boundary function, we may view H∞ as a uniformly closed
subalgebra of the space, L∞, of (equivalence classes) of essentially bounded, Lebesgue
measurable functions on the unit circle T = ∂D. The maximal ideal space (or spectrum)
of a uniform algebra A is the set of all nonzero, multiplicative linear functionals on A,
endowed with the weak-∗ topology, and is denoted by M(A). It is well known that M(A)
is a compact Hausdorff space. A classical result tells us that M(L∞) can be identified with
the Shilov boundary ∂H∞ of H∞. Recall that the Shilov boundary of a uniform algebra A
is the set of all functionals m ∈M(A) such that the Gelfand transform fˆ of every function
f ∈A takes its maximum modulus there.
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We shall always identify the Gelfand transform fˆ of f with f itself, so that we have
f (m) := m(f ). Readers are referred to the books of Browder [2], or Gamelin [6] for a
detailed exposition of the theory of uniform algebras and to the books of Garnett [7] and
Hoffman [12] for more information about the algebras H∞ and L∞.
One of the first papers on the structure of M(H∞) was that of I.J. Schark [23],
a group consisting of the following mathematicians: Irving Kaplansky, John Wermer,
Shizuo Kakutani, R. Creighton Buck, Halsey Royden, Andrew Gleason, Richard Arens
and Kenneth Hoffman. Later Carleson [4] proved the corona theorem, which says that the
set D of point functionals Φz0 :H∞→ C, f → f (z0) is dense in M(H∞). Of course, D
may be identified, as a topological space, with the unit disk D.
A second breakthrough was the paper [13] of Hoffman, where the detailed structure
of the Gleason parts in M(H∞) was unveiled; including their relationship with the
interpolating sequences for H∞ on the unit disk. We refer the reader either to the original
papers or the book of Garnett [7] for these results.
In this paper, we are mainly concerned with some aspects of the topological structure
of M(H∞) and their relationship to the fundamental notions of support sets and Gleason
parts, which appear in the theory of uniform algebras.
Recall that any m ∈M(H∞) admits a unique representing measure µm defined on the
Borel sets of the Shilov boundary. Thus
m(f )=
∫
M(L∞)
f dµm for every f ∈H∞,
where µm is a probability measure. The smallest compact subset of M(L∞) with µm-
measure 1 is called the support set of µm, or simply m, and will be denoted by suppm. We
note that suppΦz0 =M(L∞) for all z0 ∈ D. All other support sets S are very thin, in the
sense that there exists λ ∈ T such that S ⊆M(L∞)∩Mλ, whereMλ is the fiber
Mλ =
{
m ∈M(H∞): id(m)= λ}.
(Here id denotes the coordinate function id(z)= z.)
In an unpublished paper of Hoffman it is shown that the support sets of two points in
M(H∞) are either disjoint or contained in each other.
The second notion mentioned above, the so-called Gleason part P(m) associated with
a point m ∈M(H∞), is defined as follows:
P(m)= {x ∈M(H∞): ρ(x,m) < 1},
where
ρ(x,m)= sup{∣∣f (x)∣∣: f ∈H∞, ‖f ‖ 1, f (m)= 0}
is the pseudohyperbolic distance on M(H∞). We note that Schwarz’s Lemma implies that
ρ(x,m)= sup{ρD(f (x), f (m)): f ∈H∞, ‖f ‖< 1},
where ρD(z,w) = | z−w1−zw | is the usual pseudohyperbolic distance on the unit disk D.
Moreover, m∼ x if and only if ρ(m,x) < 1 defines an equivalence relation on M(H∞).
Hoffman [13] showed that within M(H∞) the Gleason parts are either singletons or
maximal analytic disks. In the second case there exists a bijective, continuous map Lm of
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D onto the part P(m) such that f ◦ Lm is analytic for every f ∈H∞, Lm(0)=m. Every
analytic map of D into M(H∞) has its image contained in a single Gleason part. We point
out that not all nontrivial Gleason parts are homeomorphic to the unit disk (see [13,10]
or [27] for characterizations of this class of parts). The set of nontrivial Gleason parts in
M(H∞) is denoted by G. It follows from Hoffman’s work that G is an open subset of
M(H∞). Of course, D is a nontrivial Gleason part. Hoffman also showed that m ∈ G if
and only if m lies in the closure of an interpolating sequence in D.
Let N = {1,2, . . .}. Recall that, by definition, (xn) ∈ M(A)N is interpolating for a
uniform algebra A if for every bounded sequence (wn) ∈ CN there exists a function
f ∈ A such that f (xn) = wn for all n. Carleson [4] showed that a sequence (zn) in D
is interpolating for H∞ if and only if
inf
k∈N
∏
j : j =k
∣∣∣∣ zj − zk1− zj zk
∣∣∣∣ δ > 0 (C)
(see also [7]). Interpolating sequences for an algebra will be called (more simply)
interpolating sequence when the algebra under discussion is clear from the context.
It is well-known from Hoffman’s theory that the Gleason parts are the norm-connected
components of M(H∞), when endowed with the operator norm. The spectrum, M(H∞),
when endowed with its usual weak-* topology, however, is connected. The space M(H∞)
is not metrizable (since the algebra H∞ is not separable). An interesting goal, therefore, is
to study the behavior of sequences in M(H∞). It is shown in [1] that a sequence (xn) of
different points in M(H∞) converges to a point x ∈M(H∞) if and only (xn) converges
in the operator norm to x and that this happens only if eventually all the xn are contained
in a single Gleason part. Note that in this case there exists r with 0 < r < 1 such that
sup{ρ(xn, xk): n, k ∈N} r < 1. On the other hand, if the xn are all contained in different
fibers, say xn ∈Mλn , where λn converges on the circle to 1, then the set of cluster points of
(xn) is extremely big. In fact, as was shown by Izuchi [17] or [18], the closure {xn: n ∈N}
is homeomorphic to the Stone– ˇCech compactification of the integers N. In this paper we
shall study the properties of these cluster points in terms of their associated Gleason parts
and support sets.
We note that the support set and the Gleason part associated with a point of the Shilov
boundary of H∞ are singletons. It is well known that there exist many points outside the
Shilov boundary whose Gleason part is trivial (see [3] and [6, p. 162]).
We begin by isolating two definitions that will be used frequently in this paper.
Definition 1.1. A support set of a point m ∈M(H∞) \ D is called maximal if it is not
strictly contained in the support set of any other point x ∈M(H∞) \D.
It is known (see [6]) that two points in the same Gleason part have the same support. In
addition, if a point x ∈ P(m) \ P(m), then suppx ⊆ suppm. Clearly, suppx ∩ suppy = ∅
whenever x and y are in different fibers.
We turn to our second definition.
Definition 1.2. A support set of a point m ∈ M(H∞) \ D is called strictly maximal if
suppm⊆ suppx for some x ∈M(H∞) \D implies that x ∈ P(m).
224 P. Gorkin et al. / Topology and its Applications 129 (2003) 221–238
It is clear, as it should be, that every strictly maximal support set is also maximal.
Using a deep result of Suarez [26] that closures of Gleason parts in M(H∞) are either
disjoint or contained in each other, we can give similar definitions for Gleason parts.
Definition 2.1. A Gleason part P(x) is called maximal (or x is said to have a maximal
Gleason part), if P(x)⊆ P(y) for y ∈M(H∞+C) implies P(x)= P(y). In other words,
P(x) is said to be maximal, if P(x) has maximal closure.
Definition 2.2. A Gleason part P(x) is said to be strictly maximal, if P(x) is maximal and
does not coincide with P(y) for any y /∈ P(x). In other words, P(x) is strictly maximal if
for every y /∈ P(x) either P(y)∩ P(x)= ∅ or P(y) is a strict subset of P(x).
A few remarks are in order, at this point. First, it is easily seen that if m has strictly
maximal support set, then m has strictly maximal Gleason part.
Secondly, it is well known [13,3] that there exist m ∈M(H∞)\D with strictly maximal
Gleason part and support set. As an example one may take any m which belongs to the
closure of a thin sequence (zn); that is one satisfying
lim
k→∞
∏
j : j =k
∣∣∣∣ zj − zk1− zj zk
∣∣∣∣= 1.
Such points are called thin points. Moreover, the Gleason parts of thin points are
homeomorphic to D.
Furthermore, Ishii and Izuchi [14] showed that if xn ∈Mλn is a sequence of trivial
points in different fibers so that argλn ↘ 0, |λn| = 1, then the Gleason part P(x) of any
cluster point x of {xn: n ∈ N} is a singleton which does not belong to the closure of any
other part (outside D of course). In particular, P(x) is a strictly maximal (trivial) part.
The main goal of the present paper is to present two different generalizations of this fact.
We will show that any such cluster point has a strictly maximal support set. This yields the
first examples of trivial points outside the Shilov boundary with maximal support set. We
also show that whenever (xn) is an arbitrary sequence of nontrivial points in different
fibers, then any cluster point x of {xn: n ∈ N} has a maximal support set and a strictly
maximal Gleason part which is homeomorphic to the unit disk.
Finally, we mention that it is unknown whether the class of strictly maximal parts is a
proper subclass of the class of maximal parts (see also [26]).
In the second section of the paper we study some properties of the set of interior points
of the fibers, when viewed as subsets of the corona M(H∞) \ D. This will allow us to
generalize some results due to Max Weiss [28].
1. Sequences in M(H∞)
Let us recall that a Blaschke product B is a function of the form
B(z)=
∞∏
n=1
an
|an|
an − z
1− anz ,
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where an ∈ D satisfies the Blaschke condition ∑n(1 − |an|) <∞. The Blaschke product
is called interpolating if its zeros (an) satisfy Carleson’s condition (C).
For a closed set E ⊆M(H∞) and x ∈M(H∞) we let ρ(E,x)= inf{ρ(m,x): m ∈E}
denote the pseudohyperbolic distance of E to x . We note that this function is lower
semicontinuous on M(H∞) [13].
As usual, a sequence {xn} in a topological space is called discrete, if there exists a
sequence, {Vn}, of open sets such that xn ∈ Vn and Vn ∩⋃m=n Vm = ∅.
We now recall some theorems that will be used to obtain our results.
Theorem 1.1 (D. Suarez [24]). Let x ∈ M(H∞) and let E ⊆ M(H∞) be a closed set
disjoint from {x}. Then there exists a function f ∈H∞ with f (x)= 0 but which does not
vanish on E.
Theorem 1.2 (D. Suarez [25]). Let B be a Blaschke product and E ⊆M(H∞) be a closed
set such that B does not vanish on E. Let 0< η < 1. Then B can be factored into a product
B = B0B1 · · ·Bn of Blaschke products where |Bj | > η on E for j = 1, . . . , n and where
B0 is a finite product of interpolating Blaschke products.
Before we continue, we recall that the space
H∞ +C = {f + g: f ∈H∞, g ∈ C},
where C denotes the algebra of continuous functions on the unit circle, was shown by
Sarason to be a uniform subalgebra of L∞. Moreover, M(H∞ +C)=M(H∞) \D. The
algebra QC is defined to be the set of functions f in H∞ +C whose complex conjugates
f are also in H∞+C, and the algebraQA is defined by QA=QC ∩H∞. These algebras
allow us to partition M(H∞+C) in a new way. For each point y ∈M(H∞+C), the QC
level set containing y , Ey , is defined by
Ey =
{
x ∈M(H∞ +C): x(q)= y(q) for all q ∈QC}
(see [16] and [22]). Since support sets are sets of anti-symmetry for H∞ + C (see [20,
p. 39]), it is easy to see that a support set must either be contained in a QC level set, or
disjoint from it. By Sarason [21], a function f ∈ L∞ is in QC if and only if f is constant
on suppx for every x ∈M(H∞ +C).
Let π :M(H∞ + C) → M(QC) be the restriction map. Then each QC-level set
E ⊆M(H∞ + C) is given by E = π−1({η}) for some η ∈M(QC). It follows from the
connectedness of M(H∞|E) (see [8, p. 42]) that for η ∈M(QC) the level set π−1({η}) is
not a singleton if and only if there exists a point x ∈ π−1({η}) \M(L∞). It is currently not
known whether there exists a QC-level set consisting of a single point.
Theorem 1.3. Let αn ∈ T be a sequence of distinct points on the unit circle converging
to 1. We assume that argαn tends monotonically to 0. Let xn ∈Mαn . Then the following
assertions hold:
(a) (xn) is an interpolating sequence for H∞, and therefore disjoint subsets of {xn: n ∈N}
have disjoint closures.
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(b) suppx ∩ suppy = ∅ whenever x and y are two cluster points of the sequence (xn)n∈N.
In particular P(x)∩ P(y)= ∅.
(c) If xn ∈Mαn \M(L∞), then there exists a Blaschke product B with B(xn) = 0 for
every n whose zeros within D can be chosen to cluster only at arbitrarily prescribed
small neighborhoods of the αn.
(d) If xn ∈G∩Mαn , then B can be chosen to be an interpolating Blaschke product.
Proof. For the proof of (a), look at the function
f (z)=
∞∑
n=1
wn
(
1+ αnz
2
)kn
,
where kn tends to infinity very fast; so that with α0 := 1
sup
j∈N∪{0}
j =n
(∣∣∣∣1+ αnαj2
∣∣∣∣
)kn
 4−n.
Then f is continuous on D \ {1}, f ∈ H∞, f (xj ) = f (αj ) and |f (αj ) − wj | 
1
2 supn∈N |wn|. Hence f is an approximate solution of the interpolation problem f (xn)=
wn, for n ∈ N with ‖f ‖∞ < 3 supn∈N |wn|. Therefore, by [7, p. 314], (xn) is an
interpolating sequence.
It is clear that disjoint subsets of {xn: n ∈N} have disjoint closures.
For the proof of (b), let x ∈ {xn: n ∈ I1} and y ∈ {xn: n ∈ I1} with I1 ∩ I2 = ∅. Take,
according to [5, Lemma 6] an inner function S such that S(xn) = 1 whenever n ∈ I1 and
S(xn)=−1 whenever n ∈ I2. It is clear that S ≡ 1 on suppx and S ≡−1 on suppy . Thus
suppx ∩ suppy = ∅. It easily follows that P(x)∩ P(y)= ∅.
For (c) and (d), we refer to [18]. ✷
We remark that it follows from [17, Theorem 5.1] that if, under the hypotheses of
Theorem 1.3, the points xn do not belong to the Shilov boundary of H∞, then {xn: n ∈N}
is an interpolating sequence for QA.
In the sequel, Z(f )= {m ∈M(H∞): f (m)= 0} is the zero set of a function f ∈H∞.
Hoffman’s Lemma ([13, pp. 86, 106] and [7, pp. 404, 310]). Let 0 < ε < η < δ < 1 be
numbers so that 2η1+η2 < δ and 0 < ε < η
δ−η
1−δη .
Furthermore, if B is any interpolating Blaschke product with zeros {zn: n ∈ N} such
that
δ(B)= inf
n∈N
(
1− |zn|2
)∣∣B ′(zn)∣∣ δ,
then
(1) Z(B) is the closure of the zero set of B in D,
(2) ρ(x, y) δ for any x, y ∈Z(B), x = y , and
(3) {m ∈ M(H∞): |B(m)| < ε} ⊆ {m ∈ M(H∞): ρ(m,Z(B)) < η} ⊆ {m ∈ M(H∞):
|B(m)|< η}.
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Moreover, the collection of closures of the pseudohyperbolic disks
D(m,η)= {x ∈M(H∞): ρ(m,x) < η}
for m ∈Z(B) are pairwise disjoint.
We begin with the main lemma of this paper.
Lemma 1.4. Let αn ∈ T be a sequence of distinct points on the unit circle converging to 1.
We assume that argαn tends monotonically to 0. Let xn ∈Mαn . Let U be an open subset of
M(H∞) such that U ∩M1 = ∅, but for which ρ(xn,U)= 1 for every n. Then there exists
a function f of norm 1 such that f (xn)= 0 ∀n ∈N and |f (y)| = 1 for all y ∈ U ∩M1. If
for each n, it is the case that xn /∈M(L∞), then f can be chosen to be a Blaschke product.
Proof. Case 1. Suppose first that for every n, we have xn ∈G.
Let εn and ηn ∈]0,1[ be chosen so that∏n(1−εn) > 0 converges and that 0 < 1−εn <
ηn < 1. Choose 0 < δn < 1 so that
1− εn < ηn δn − ηn1− ηnδn and
2ηn
1+ η2n
< δn.
Due to the lower semicontinuity of ρ(·,U), for every 0 < ηn < 1 there exists a
neighborhood Un of xn in M(H∞) whose closure does not meet the fiberM1 and such
that ρ(Un,U) > ηn.
We choose by [13] for every n an interpolating Blaschke product Bn such that
δ(Bn) > δn, Bn(xn)= 0, Z(Bn)⊆Un, |Bn| = 1 onM1.
Hence ρ(Z(Bn),U) > ηn and by Hoffman’s Lemma, |Bn|> 1− εn on U .
By omitting, if necessary, a finite number of zeros of each Bn, we may assume that the
infinite product B =∏n Bn converges locally uniformly and unconditionally in D. Hence
B is a Blaschke product.
Let z ∈U ∩D. Then for every j ∈N we have∣∣∣∣ ∏
n: nj
Bn(z)
∣∣∣∣ ∏
n: nj
(1− εn).
By the corona theorem U ∩D= U . Hence, by taking net limits, for every y ∈ U ∩M1
we obtain∣∣∣∣
( ∏
n: nj
Bn
)
(y)
∣∣∣∣ ∏
n: nj
(1− εn).
Therefore∣∣B(y)∣∣=∏
n<j
∣∣Bn(y)∣∣
∣∣∣∣
( ∏
n: nj
Bn
)
(y)
∣∣∣∣ ∏
n: nj
(1− εn).
By letting j tend to infinity, due to the convergence of
∏
n(1− εn), we see that for all
y ∈U ∩M1 we have |B(y)| = 1. Of course B(xn)= 0 for every n.
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Case 2. Suppose that xn is trivial for all n.
Since xn /∈ U , by Suarez’s theorem (Theorem 1.1) for every n there exists a function
fn ∈H∞, ‖fn‖ = 1, such that fn(xn)= 0, but fn does not vanish on U ∪M1. Using the
Riesz factorization of fn, we write fn = bnFn, where bn is the Blaschke product associated
with the zeros of fn in D.
Let εn ∈]0,1[ be chosen so that ∏n(1 − εn) converges to a positive number. Let
I1 = {n: bn(xn) = 0} and I2 = N \ I1. Our proof now breaks into two more cases,
depending on whether the Blaschke factor vanishes at xn or not.
Assume that n ∈ I1, i.e., bn(xn)= 0. Using Theorem 1.2 and noting that bn has a zero
of infinite order at xn, we can factor bn such that each factor vanishes at xn, but is bigger
than 1− εn on U . Let Bn be one of these factors. Since bn (and hence each of its factors),
does not vanish on M1, Bn is analytic in a neighborhood in C of 1 and so |Bn(y)| = 1 for
y ∈U ∩M1.
By omitting, if necessary, a finite number of zeros of each Bn, we may assume that
the infinite product B =∏n∈I1 Bn converges locally uniformly and unconditionally in D.
Hence B is a Blaschke product. Obviously B(xn)= 0 for every n ∈ I1.
Now assume that n ∈ I2, i.e., Fn(xn)= 0. Note that by classical Hp-theory [7]
Fn(z)= exp
2π∫
0
eit + z
eit − z dν(t)
for some Borel measure ν on T . By restricting the domain of integration to a small arc
I (αn) centered at αn, but not containing 1, we can assume, without loss of generality, that
Fn, is of the form
Fn(z)= exp
∫
I (αn)
η+ z
η− z dν(η).
From this we see that Fn can be assumed to be analytic and unimodular in a neighborhood
of 1 on T . In particular, |Fn(y)| = 1 for all y ∈U ∩M1.
Since Fn has no zeros in D, we can choose kn ∈N so big that F 1/knn ∈H∞ and satisfies
sup
|z|1−1/n
∣∣1− F 1/knn ∣∣ 12n
and ∣∣F 1/knn ∣∣ 1− εn on U ∩D.
Hence the infinite product
∏
n∈I2 F
1/kn
n converges locally uniformly and uncondition-
ally in D to a function F ∈H∞ of norm 1. Obviously F(xn)= 0 for every n ∈ I2.
Let f = BF =∏n∈I1 Bn∏n∈I2 F 1/knn . Then f ∈ H∞, ‖f ‖ = 1, and f (xn) = 0 for
every n ∈N. Let h∗n = Bn if n ∈ I1 and h∗n = F 1/knn if n ∈ I2.
Then for z ∈ U ∩D and j ∈N:∏
n: n>j
∣∣h∗n(z)∣∣ ∏
n: n>j
(1− εn) > 0.
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Hence, for y ∈U ∩D= U we obtain that∣∣∣∣
( ∏
n: n>j
h∗n
)
(y)
∣∣∣∣ ∏
n: n>j
(1− εn).
Since |h∗n(y)| = 1 we get that∣∣f (y)∣∣= ∏
1nj
∣∣h∗n(y)∣∣
∣∣∣∣
( ∏
n: n>j
h∗n
)
(y)
∣∣∣∣ ∏
n: n>j
(1− εn).
Letting j tend to infinity yields that |f (y)| = 1 for y ∈ U ∩M1.
General case. Cases 1 and 2 immediately yield the first assertion of the lemma.
To prove the remaining assertion, let xn be a trivial point not in the Shilov boundary.
Then Theorem 1.1 yields a norm one function, fn, vanishing at xn, but different from
zero on the compact set (U ∩M1) ∪M(L∞). A standard argument from Hp-theory now
shows that the outer factor of fn is invertible (in L∞ and, hence, in H∞). By a result of
Wolff [29], which says that (on T ) every inner function is the product of a Baschke product
and a unimodular QC-function, we may assume that the inner factor of fn is a Blaschke
product. The proof now proceeds as in the second case for n ∈ I1. ✷
Theorem 1.5. Let αn ∈ T be a sequence of distinct points on the unit circle converging
to 1. We assume that argαn tends monotonically to 0. Let xn ∈Mαn be a sequence of
trivial points. Then the support set of any cluster point of {xn: n ∈N} is strictly maximal.
Proof. Let x be a cluster point of S := {xn: n ∈ N}. Note that x is trivial, too. Obviously
x ∈M1. Let y ∈M1 \ S. Choose a neighborhood U of y in M(H∞) so that U ∩ S = ∅.
Since the ρ-distance of a trivial point m to any closed set not containing m is 1, the
hypotheses of Lemma 1.4 are fulfilled. Therefore there exists a function f ∈H∞ of norm 1
such that f (xn)= 0 for every n, hence f (x)= 0, and such that |f (y)| = 1. Since ‖f ‖ = 1,
a standard argument shows that f is constant on suppy . Hence suppy cannot contain
suppx .
If y ∈ S, y = x , then we may use Theorem 1.3(b) to finish the proof. Therefore suppx
is strictly maximal. ✷
We make two remarks. First, this result shows in particular that whenever xn ∈
M(L∞) ∩Mαn , then the support of x , which is the singleton {x}, is not contained in
the support of any other point outside D. This was shown in [8].
Second, as a corollary of Theorem 1.5, one also obtains Ishii and Izuchi’s result
in [14] that any such cluster point x is not contained in the closure of any nontrivial part
(excepted D). In fact, as mentioned in the introduction, suppx strictly maximal implies
P(x) strictly maximal. Since P(x)= {x}, we are done.
If the xn are nontrivial points, then we obtain
Theorem 1.6. Let αn ∈ T be a sequence of distinct points on the unit circle converging to 1.
We assume that argαn tends monotonically to 0. Let xn ∈Mαn be a sequence of nontrivial
points. Then every cluster point x of (xn) has a maximal support set.
230 P. Gorkin et al. / Topology and its Applications 129 (2003) 221–238
Proof. The proof follows from the following more general result and the remark following
Theorem 1.3 which tells us that the set {xn: n ∈ N} is an interpolating sequence for
QA. ✷
Let V be a closed and open subset of the totally disconnected space M(L∞) [12, p. 170].
As usual, χV (·) denotes the continuous extension of the characteristic function of V on
M(L∞) to the whole spectrum of H∞. This extension is given by
χV (x)=
∫
M(L∞)
χV (ζ )dµx(ζ ),
where µx is the representing measure of x on M(L∞) (see [12]).
Theorem 1.7. Let {xn: n ∈N} be an interpolating sequence for QA in M(H∞) and let x
be a cluster point of {xn: n ∈N}. Then suppx is a maximal support set.
Proof. Let y be a point in M(H∞) such that suppx does not contain suppy. The proof will
be by contradiction. So suppose that suppx ⊂ suppy , the inclusion being strict. Choose a
closed and open subset S of M(L∞) such that suppx ⊆ S, but suppy ⊆ S. Since x and y
are not in the same part, we see that by [6, p. 144] their representing measures are mutually
singular to each other. We shall show that µy(suppx)= 0. Indeed, according to a result of
Marshall (see [7, p. 398], there exists an interpolating Blaschke product b such that{
m ∈M(H∞ +C): ∣∣b(m)∣∣< 1}= {m ∈M(H∞ +C): 0 < χS(m) < 1}.
Since suppy ⊆ S and S ∩ suppy = ∅, we have 0 < χS(y) < 1, as well as |b(y)| < 1.
Now suppx ⊆ S implies χS(x) = 1, hence |b(x)| = 1 and therefore b ≡ b(x) on suppx .
Let E = {m ∈M(L∞): b(m) = b(x)} and let p = b+b(x)2 be a peak function associated
with E. Note that |p(y)|< 1. Then, by Lebesgue’s theorem,
µy(suppx)  µy(E)= lim
n→∞
∫
M(L∞)
pn dµy = lim
n→∞
∣∣pn(y)∣∣→ 0 as n→∞.
Thus µy(suppx)= 0.
We will construct a closed and open subset V of M(L∞) such that χV (x) = 1, while
χV (y)= 0.
Since (xn) is interpolating for QC, it is possible to choose closed and open subsets, Wk ,
of M(L∞) such that⋃k−1
j=1 suppxj ∩Wk = ∅ and
⋃∞
j=k suppxj ⊂Wk. (1)
(Note that QC-functions are constant on support sets.)
By [6, p. 39] we have suppx ⊆ Wk for every k. Combining this with the fact that
µy(suppx) = 0, we can find a decreasing sequence of closed and open subsets Uk in
M(L∞) such that
suppx ⊂Uk, (2)
µy(Uk)→ 0, (3)
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andUk ⊂Wk. (4)
In particular, suppxn ∩Uk = ∅ for n < k. Hence
χUk(xn)= 0 if k > n. (5)
By (2)
lim
α
χUk (xn(α))→ χUk(x) =
(2)
1, (6)
whenever xn(α) is a subnet of (xn) converging to x .
Let Ok = {m ∈ M(H∞): χUk(m) > 1 − 1/k}. Then, by (6), Ok is an open set
containing x . Thus we may suppose, without loss of generality, that {xn} ⊆O1.
Let Ik = {n: χUk(xn) > 1− 1/k}. Then x ∈ {xn}n∈Ik for each k.
Let Fk = {xn: n ∈ Ik, n /∈ Ij for j > k}. We claim that
∀k: x /∈ Fk, (7)
xp /∈ Fj for j  p+ 1, (8)⋃
k
Fk = {xn: n ∈N}, (9)
Fk ∩Fj = ∅ for j = k, (10)
∀n: x ∈
⋃
jn
Fj . (11)
To see (7), assume that x ∈ Fk for some k. Then there exists a net (xβ) in Fk with
xβ → x . Thus χUk(xβ) > 1 − 1k for all β , but χUj (xβ)  1 − 1j for every j > k. Hence
χUj (x) 1− 1j , a contradiction to (6).
To see (8), choose p. Then (by (1) and (4)) for j  p+ 1,
χUj (xp) χWj (xp)= 0.
So p /∈ Ij for j  p+ 1. Therefore xp /∈ Fj for j  p+ 1.
To see (9), let xn be given. Since χUk+1  χUk for all k, there is, by (5), a smallest integer
k such that χUk(xn) > 1− 1k , but χUj (xn) 1− 1j for all j > k. Hence xn ∈ Fk .
(10) is an immediate consequence of the definition of Fk , because if xn ∈ Fk , then it
cannot belong to Fk′ for a bigger k′.
(11) follows from (7), (9) and (10).
Now the sets Fj are pairwise disjoint. Therefore, our assumption that the sequence is
interpolating for QA implies that there exists a QA function f such that
f (xn)= 1− 1/k if xn ∈ Fk.
We claim that f (x) = 1. In fact, by (11) we see that for every n we have f (x) 
inf{f (y): y ∈⋃k>n Fk}. Hence f (x) 1− 1n . Letting n→∞ yields the claim.
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Since f ∈QC, hence is constant on support sets, our assumption that suppx ⊂ suppy
implies that we also have f = 1 on suppy . Therefore, for each k, there exists a closed and
open subset of M(L∞), Vk—for example, one may choose for Vk the closure of the set{
y ∈M(L∞): 1− 1
k − 1/3 < f (y) < 1−
1
k + 1/3
}
,
such that
Vk ∩ suppy = ∅, (12)
suppxn ⊂ Vk for xn ∈ Fk (13)
and ⋃
j : j =k
Vj ∩ Vk = ∅ if k = j. (14)
Let V be the subset of M(L∞) defined by V = ⋃∞j=1(Uj ∩ Vj ). Since M(L∞) is
extremely disconnected [6, p. 18], V is open and closed. Note that
V = (Uk ∩ Vk) ∪
⋃
j =k
(Uj ∩ Vj ).
Then for xn ∈ Fk we see that
χV (xn) =
(13),(14)
χUk (xn) > 1− 1/k.
Since x ∈ {xn}, we see, as above, that χV (x)= 1.
To see that χV (y)= 0, note that by (12)
µy(V )= µy
(⋃∞
k=l (Uk ∩ Vk)
)
.
Since the sets Uk are decreasing, from the equality above and (3) we obtain
µy(V )µy(Ul)→
(3)
0, as l→∞.
Hence χV (y)= 0. Thus V is a closed and open subset of M(L∞) such that χV (y)= 0
and χV (x) = 1. But χV (x) = 1 implies that suppx ⊆ V , and χV (y) = 0 implies that
suppy ∩ V = ∅. This contradicts the assumption suppx ⊂ suppy . ✷
We shall now generalize Ishii’s and Izuchi’s result in [14] on trivial maximal Gleason
parts to nontrivial points.
Theorem 1.8. Let αn ∈ T be a sequence of distinct points on the unit circle converging
to 1. We assume that argαn tends monotonically to 0. Let xn ∈Mαn be a sequence. Then
every cluster point x of (xn) has a strictly maximal Gleason part.
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Proof. In view of Theorem 1.5 and the second remark following it, (or use [14]), it suffices
to look at sequences of nontrivial points.
Let S = {xn: n ∈ N}. Fix x ∈ S \ S. Choose ϕ ∈ M(H∞) \ D. By Theorem 1.3
P(x)∩ P(y)= ∅ whenever x and y are two cluster points of (xn).
Hence, if ϕ ∈E :=⋃y∈S\S P (y), either x /∈ P(ϕ) or ϕ ∈ P(x).
Suppose now that ϕ /∈E. We have to show that x /∈ P(ϕ). Without loss of generality let
ϕ ∈M1. First we note that ρ(ϕ,S)= 1, because otherwise the lower semi-continuity of ρ
would imply the existence of an element ξ ∈ S \ S for which ρ(ϕ, ξ) < 1, a contradiction.
Let εn and ηn ∈]0,1[ be chosen so that∏n(1−εn) > 0 converges and that 0 < 1−εn <
ηn < 1. Choose 0 < δn < 1 so that
1− εn < ηn δn − ηn1− ηnδn and
2ηn
1+ η2n
< δn.
There exists a neighborhoodUn of ϕ in M(H∞) such that ρ(Un,S) > ηn and such that
Un does not meet any of the fibersMj for 1 j  n.
For every n choose interpolating Blaschke products Bn such that
δ(Bn) > δn, Bn(ϕ)= 0, Z(Bn)⊆Un.
Hence ρ(Z(Bn), S) > ηn and by Hoffman’s Lemma |Bn|> 1− εn on S.
By taking suitable tails of Bn, we may assume that the infinite product
∏
Bn converges
locally uniformly and unconditionally to a Blaschke productB . Note that the zeros in D of
Bn do not cluster at the points αj for 1 j  n. By [7, p. 403] it is clear that B vanishes
identically on the part P(ϕ). Since the zeros in D of the Blaschke product
∏
n: n>j Bn do
not cluster at the points α1, . . . , αj , we see that |(∏n: n>j Bn)(xj )| = 1. Hence for every j∣∣B(xj )∣∣ =
∣∣∣∣
( ∏
1nj
Bn
)
(xj )
∣∣∣∣
∣∣∣∣
(∏
n>j
Bn
)
(xj )
∣∣∣∣
=
∏
1nj
∣∣Bn(xj )∣∣× 1 ∏
1nj
(1− εn)
∏
(1− εn) > 0.
Thus |B(x)|> 0 for every cluster point x of the xj , j = 1,2, . . . , while B|P(ϕ) ≡ 0. This
shows that x /∈ P(ϕ). ✷
Theorem 1.9. Let αn ∈ T be a sequence of distinct points on the unit circle converging
to 1. We assume that argαn tends monotonically to 0. Let xn ∈Mαn and yn ∈Mαn be two
sequences. Suppose that xn ∈G and that yn /∈ P(xn). Then for any two cluster points x of
(xn) and y of (yn) we have
(a) suppy ∩ suppx = ∅,
(b) P(x)∩ P(y)= ∅.
Proof. Let εn ∈]0,1[ be chosen so that ∏n(1 − εn) converges. Choose a sequence In
of small open arcs on T centered at αn, and with pairwise disjoint closures. Since
ρ(xn, yn)= 1, we can choose according to [10, p. 975] an interpolating Blaschke product
Bn whose zeros in D cluster only at In and satisfies Bn(xn)= 0, but |Bn(yn)|> 1− εn.
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By taking suitable tails of Bn, we may assume that the infinite product
∏
Bn convergeslocally uniformly and unconditionally to a Blaschke productB . Since the zeros in D of the
Blaschke product
∏
n: n=j Bn do not cluster at Ij , we get for every j :∣∣B(yj )∣∣=
∣∣∣∣
( ∏
n: n=j
Bn
)
(yj )
∣∣∣∣ ∣∣Bj(yj )∣∣ 1− εj → 1 if j →∞.
Hence |B(y)| = 1 for every cluster point y of (yn). In particular, Bn is a unimodular
constant on suppy .
On the other hand, B(xn)= 0 for every n. Hence B(x)= 0 for every cluster point x of
(xn). Therefore
suppx is not a subset of suppy. (1)
By Theorems 1.5 and 1.6, suppy is maximal; hence, by (1), the support of x and that of
y are disjoint. (Note that the case “infinitely many yn are in G and infinitely many yn are
trivial” does not raise a new situation.) ✷
A particularly interesting feature is that, even whenever yn is near xn, say yn ∈
P(xn) \ P(xn), then x = lima xn(α) and y = lima yn(α) imply that the support sets of x
and y are disjoint. So, in some sense, x and y are far away from each other. In particular,
y /∈ P(x), as one may have expected!
Lemma 1.10. Let αn ∈ T be a sequence of distinct points on the unit circle converging to 1.
We assume that argαn tends monotonically to 0. Let fn be a uniformly bounded sequence
of functions in H∞. Then there exists a function f ∈H∞ such that for every n
f |Mαn = fn|Mαn.
Proof. Choose kn tending to infinity so fast that
∑
n | 1+αnz2 |kn converges locally uniformly
on D \ {1} to a bounded continuous function (see also the proof of Theorem 1.3). Let
Sn be a singular inner function so that Sn is analytic at all the points αn and satisfies
Sn(αn) = −1, Sn(αj ) = 1 for j = n. (Such a choice is possible due to a result of Eva
Decker [5, Lemma 6].) Let hn = 1−Sn2 . Then the function
f =
∑
n
fn
(
1+ αnz
2
)kn
hn
satisfies the interpolation. ✷
Theorem 1.11. Let αn ∈ T be a sequence of distinct points on the unit circle converging
to 1. We assume that argαn tends monotonically to 0. Let xn ∈Mαn be a sequence
of nontrivial points. Then the Gleason part P(x) of any cluster point x of (xn) is
homeomorphic to D.
Proof. By [10] P(x) is homeomorphic to D if and only if there exists an interpolating
Blaschke product B which has a single zero on P(x). Using Lemma 2.2 and Theorem 5.3
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in [13], it is easy to see that this is equivalent to the existence of a function f ∈H∞ such
that Z(f )∩P(x)= {x}.
Fix n. Since xn ∈G, there exists, by [13, p. 91], a sequence of interpolating Blaschke
products bj such that bj (xn)= 0 and such that bj ◦Lxn converges, with j to infinity, locally
uniformly on D to the identity function id. Hence there exists an interpolating Blaschke
product Bn such that Bn(xn)= 0 and
sup
{∣∣(Bn ◦Lxn)(z)− z∣∣: |z|< 1− 1n
}
 1
n
. (2)
By Lemma 1.10, there exists a function f ∈H∞ such that f (m)= Bn(m) for every m ∈
Mαn and every n ∈N. In particular, f ◦Lxn = Bn ◦Lxn . Therefore, by (2), f ◦ Lxn → id
as n→∞. Let x be cluster point x of {xn: n ∈ N}. Suppose xn(α) → x . Then, by [13,
p. 92] or [3], Lxn(α) → Lx . In particular, (f ◦ Lxn(α))(z)→ (f ◦ Lx)(z) for every z ∈ D.
Thus (f ◦ Lx)(z) = z from which we conclude that Z(f ) ∩ P(x) = {x}. Thus, by [10],
P(x) is homeomorphic to D. ✷
2. The interior of the fiber over 1
LetM◦1 be the set of interior points (within X :=M(H∞) \D) of the fiberM1. Note
that this set is not empty by a classical paper of Schark [23]; see also [12]. The same
paper shows that M◦1 does not meet the Shilov boundary. The topological boundary ofM1 within X has been investigated by Kishi [19].
Let ZX(f )= Z(f ) ∩X and let Z∞X be the set of those zeros of f which have infinite
order. By [11], for every f ∈H∞, we have that ZX(f )◦ =Z∞X (f ). In particular, applying
this result to f (z)= 1−z, we see that the closure ofM◦1 inX coincides withM1. (This has
also been proved, independently, by Ishii and Izuchi [15].) Hence the topological boundary
ofM◦1 in X coincides with the one ofM1. Ishii and Izuchi [17] also showed that the set
of trivial points within M◦1 is dense in M1 \G. Their proof also yields that M◦1 ∩G is
dense inM1.
It is easy to see thatM◦1 is a union of closures of Gleason parts. In fact, let m ∈G∩M◦1.
Take open sets U and V in M(H∞) so that m ∈ V ⊆ V ⊆U and U ∩X =M◦1. Then there
exists an interpolating Blaschke product B vanishing at m such that ZD(B) ⊆ V . Hence
Z(B)⊆U . Therefore, the zeros of B in D cluster only at 1. So |B| = 1 outsideM1. Now
take a weak power B∗ of B; that is a Blaschke product of the form
B∗(z)=
∞∏
n=1
(
an
|an|
an − z
1− anz
)kn
,
where (an) is the zero sequence of B in D and
∑
n kn(1− |an|) <∞.
Since B∗ has the same zero set in D as B , we have that |B∗| = 1 outsideM1, too. But
B∗ vanishes identically on every part in X where its modulus is strictly less than 1 (see [7,
p. 195]). In particular, P(m)⊆M◦1.
It follows from Kishi [19] thatM◦1 is not a Fσ -set, since its complement with respect
toM1 is the topological boundary of the fiber within X, and the latter is not a Gδ-set.
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Proposition 2.1.M◦ is sequentially closed.1
Proof. Let (xn) be a sequence in M◦1 and let x be a cluster point of that sequence. If
xn is a trivial point, necessarily outside the Shilov boundary, we choose, according to
[9] a nontrivial point mn ∈M◦1 such that suppmn ⊆ suppxn. As above, let bn be an
interpolating Blaschke product vanishing at mn and whose zeros within D cluster only
at the point 1. Then |bn(xn)|< 1 (since otherwise bn would be a unimodular constant on
suppxn). Take a weak-power, Bn, of bn. Then the zero set of Bn in D is the same as the
zero set of bn, but Bn(xn)= 0. If xn ∈G, then we may take mn = xn.
By taking suitable tails of Bn, we may assume that the infinite product
∏
Bn converges
locally uniformly and unconditionally to a Blaschke product B . Then B(xn)= 0 for every
n. Hence B = 0 on the closure of {xn: n ∈N}. In particular, B(x)= 0. Obviously the zeros
in D of B cluster only at the point 1. Hence x ∈M◦1. ✷
Proposition 2.2. Let αn ∈ T be a sequence of distinct points on the unit circle converging
to 1. Assume that argαn tends monotonically to 0. Let xn ∈Mαn and let x be a cluster
point of (xn). Then x ∈M1 and for every y ∈M◦1, we have that suppx ∩ suppy = ∅.
Proof. Let y ∈M◦1. Since y /∈ M(L∞), there exists by [9] a nontrivial point m ∈M◦1
such that suppm ⊆ suppy . Take an open neighborhood V of m in M(H∞) so that
V \D ⊆ V \ D ⊆M◦1. Let b be an interpolating Blaschke product vanishing at m such
that its zeros within D are contained in V . Hence Z(b)⊆ V . In particular, b has no zeros
outside the fiberM1. Clearly |b(y)|< 1. Take a weak-powerB of b. Then B(y)= 0. Since
the zero set of B in D coincides with that of b in D, we see that the zeros of B in D do
not cluster at any point except 1. Hence |B| = 1 on X \M1. In particular, |B(xn)| = 1 for
every n. Thus |B(x)| = 1. Hence suppy cannot be contained in suppx .
To prove that suppx ⊂ suppy , we use Theorems 1.5 and 1.6 to conclude that suppx is
maximal, and therefore suppx ⊂ suppy . ✷
This gives the following generalization of a result of Max Weiss in [28] telling us that
any set in D whose plane closure meets the circle only at the point 1, has its weak-∗-closure
contained inM◦1. Recall that X =M(H∞) \D.
Theorem 2.3. Let U be an open set in M(H∞) such that U ∩X =M◦1. Then there exists
an arc I centered at 1 on T such that U meets every part in every fiberMλ, where λ ∈ I . In
particular, U contains every trivial points in these fibers. Also, the plane closure of U ∩D
contains a whole arc centered at 1.
Proof. First note thatM◦1 =M1.
Suppose that U does not meet every part in fibers “near” 1. Then there exist a sequence
xn ∈Mαn , αn → 1 and ρ(xn,U) = 1. Hence, by Lemma 1.4 there exists a function
f ∈H∞ of norm one such that f (xn)= 0 for every n and such that |f | = 1 on U ∩M1.
But U ∩M1 =M1. This contradicts the fact that f (x) = 0 for every cluster point x of
(xn).
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Since the projection map π :M(H∞)→ D, π(m) := m(id) is continuous, and since
π(M(H∞) \D)= T , we conclude that π(U) contains a whole arc I centered at 1. By the
corona theorem U =U ∩D. Hence
I ⊆ π(U)∩ T = π(U ∩D)∩ T ⊆ π(U ∩D)∩ T . ✷
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