On compression rate of quantum autoencoders: Control design, numerical
  and experimental realization by Ma, Hailan et al.
On compression rate of quantum autoencoders: Control design,
numerical and experimental realization ?
Hailan Ma a, Chang-Jiang Huang b,c, Chunlin Chen a, Daoyi Dong d,1, Yuanlong Wang e,
Re-Bing Wu f, Guo-Yong Xiang b,c,1
aDepartment of Control and Systems Engineering, School of Management and Engineering, Nanjing University, Nanjing 210093, China
bKey Laboratory of Quantum Information, University of Science and Technology of China, CAS, Hefei 230026, China
cCAS Center for Excellence in Quantum Information and Quantum Physics
dSchool of Engineering and Information Technology, University of New South Wales, Canberra, ACT 2600, Australia
eCentre for Quantum Dynamics, Griffith University, Brisbane, Queensland 4111, Australia
fDepartment of Automation, Tsinghua University, Beijing 100084, China
Abstract
Quantum autoencoders which aim at compressing quantum information in a low-dimensional latent space lie in the heart of automatic
data compression in the field of quantum information. In this paper, we establish an upper bound of the compression rate for a given
quantum autoencoder and present a learning control approach for training the autoencoder to achieve the maximal compression rate. The
upper bound of the compression rate is theoretically proven using eigen-decomposition and matrix differentiation, which is determined
by the eigenvalues of the density matrix representation of the input states. Numerical results on 2-qubit and 3-qubit systems are presented
to demonstrate how to train the quantum autoencoder to achieve the theoretically maximal compression, and the training performance
using different machine learning algorithms is compared. Experimental results of a quantum autoencoder using quantum optical systems
are illustrated for compressing two 2-qubit states into two 1-qubit states.
Key words: quantum autoencoder, quantum control, learning control, compression rate.
1 Introduction
In the recent decades, quantum technologies have attracted
considerable attention towards realizing a variety of promis-
ing goals [1], [2] such as implementing practical quantum
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computers, building quantum communication networks, and
manipulating quantum systems [3], [4], [5]. A limitation for
these applications is the capacity of quantum resources, such
as quantum coherence, which can be challenging to gener-
ate, manipulate and preserve effectively. As such, quantum
data compression has been investigated [6], [7], [8] to re-
duce the requirements on quantum memory and quantum
communication channels [9], and decrease the size of quan-
tum gates [11], [10]. It may benefit various applications in-
cluding quantum simulation [12], quantum communication
and distributed computation in a quantum network [9], [11].
In these applications, it is highly desirable to find universal
tools to reduce the overhead in terms of valuable quantum
resources.
In the field of classical data processing, autoencoders are a
powerful approach for dimension reduction [18], and have
wide applications in generative data models [19]. A classical
autoencoder represents the original input information using
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less memory and reconstructs the information using a de-
coder. Similar to the classical one, a quantum autoencoder
aims at reallocating quantum information for efficient uti-
lization of quantum resources. During this process, the input
state is divided into two parts, where the latent state contains
the important information and the trash state represents the
redundant information. Autoencoders for quantum data have
received much attention in the field of quantum information.
For example, Wan et al. [13] introduced a feedforward quan-
tum neural network for quantum data compression. Romero
et al. [14] formulated a simple autoencoder framework us-
ing a programmable circuit and applied it to compress the
ground states of the Hubbard model and molecular Hamilto-
nians. For dimension reduction of qudits, Pepper et al. [15]
utilized the occupation probability of “junk” mode as the
cost function and experimentally realized a quantum autoen-
coder with low-level errors. Huang et al. [16] experimentally
realized a 2-qubit compression scheme, where information
originated from a path qubit and a polarization qubit was
encoded in the polarization qubit. Steinbrecher et al. [9] de-
signed a quantum optical neural network and implemented
simulations for quantum optical state compression. Lamata
et al. [11] analyzed the connection between a quantum au-
toencoder and an approximate quantum adder, and proposed
an approach that employed a restricted number of gates to
achieve a quantum autoencoder with high fidelity. Its exper-
imental implementation in the Rigetti cloud quantum com-
puter achieved fidelities in good agreement with theoretical
predictions [10]. A novel quantum autoencoder was devel-
oped to denoise Greenberger-Horne-Zeilinger (GHZ) states
subject to spin-flip errors and random unitary noise [17].
Among the investigation of quantum autoencoders, the com-
pression rate is a significant indicator on the efficiency of
quantum autoencoders. A given set of states may only ad-
mit a certain compression rate, which is closely related with
the inner pattern or the structure of input states [14]. For
example, the input states of qutrits in [15] were specifically
constructed from polarization qubits using a single-photon
source to allow them to be compressed to qubits with perfect
compression rate of 100%. It is highly desirable to figure
out general criteria for the compression rate of a quantum
autoencoder. In this work, the compression rate is defined
as the fidelity between the trash state (which represents the
superfluous information and can be obtained via partially
observing the original state) and the reference state (a fixed
pure state for evaluation). We analyze the relationship be-
tween the compression rate and the inner structure of the
input states. In particular, we establish a formula about the
optimal compression rate for a set of known input states and
provide an analytical solution to the optimal unitary opera-
tion that achieves the optimal compression rate. Such find-
ings may provide deeper insights for theoretical research and
guidance for experimental applications.
For unknown input states, machine learning algorithms can
be utilized to search for control fields with an optimal com-
pression rate. In recent years, the combination of machine
learning and quantum information has become a bloom-
ing area [20]. It mainly aims at either employing machine
learning techniques to aid quantum information tasks such
as Hamiltonian learning [21], preparation of quantum states
[32], and quantum gate control [22], [23], [24] or utilizing
quantum laws to speed up classical machine learning tasks
[25], [27], [26]. Here, the task of implementing quantum au-
toencoders belongs to the former category, where different
machine learning algorithms can be utilized for training the
quantum autoencoders. Gradient methods have been used
both theoretically [13] and experimentally [15], [16], and
genetic algorithm (GA) has also been employed in optimiz-
ing a quantum autoencoder [11], [10].
In this paper, we employ a closed-loop learning control ap-
proach [28], [29], [30] to search for the control fields that
can encode all the input states into the target latent space
with a high compression rate. In particular, four different
machine learning algorithms are applied in the proposed ap-
proach, with the purpose of training a quantum autoencoder
with high efficiency. In addition, we present experimental
results on compressing two 2-qubit states into two 1-qubit
states using gradient methods to demonstrate the practical
applicability of the theoretical and numerical results.
The main contributions of this work are summarized as fol-
lows:
• An upper bound of the compression rate for quantum au-
toencoders is established and the bound can be determined
by the maximum sum of partial eigenvalues of the density
operator representation of the input states.
• A necessary and sufficient condition is presented for per-
fect quantum autoencoders by analyzing the inner patterns
of the input states, which further extends the result on the
sufficient condition in [16].
• A closed-loop learning control framework is presented for
searching for the control fields to achieve an optimal com-
pression rate, and the training performance for quantum au-
toencoders using four learning algorithms including gradi-
ent algorithm, genetic algorithm, differential evolution and
evolutionary strategy is compared.
•A quantum optical experiment on compressing two 2-qubit
states into two 1-qubit states is implemented to illustrate the
practical applicability of the theoretical and numerical re-
sults.
The structure of this paper is as follows. Several basic con-
cepts and the research problems for quantum autoencoders
are introduced in Section 2. In Section 3, theoretical re-
sults on the compression rate of a quantum autoencoder are
established. Section 4 presents a closed-loop learning con-
trol approach for training a quantum autoencoder. Numeri-
cal results on training quantum autoencoders using different
learning algorithms are summarized in Section 5. Experi-
mental implementation of a quantum optical autoencoder is
presented in Section 6. Conclusions are included in Section
7.
Notation: a∗ denotes the conjugate of a; AT is the transpose
of A; A† is the conjugate and transpose of A; Apq is the
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pth row qth column element of A, I is the identity matrix
(dimension omitted if without ambiguity); Tr(A) is the trace
of A. rank(A) is the rank of A. H denotes a Hilbert space,
and H−S denotes the subspace spanned by the vectors that
are in H, but not in S, |H| denotes the dimension of H; C
is the sets of all complex numbers; |ψ〉 is the unit complex
vector representing a quantum (pure) state and 〈ψ|= (|ψ〉)†;
| · | means the norm of a vector; ρ is the density matrix
representing a quantum state; 〈a|b〉 denotes the inner product
of a and b with 〈a|b〉= a†b;Cd is the set of all d-dimensional
complex vectors; Ud is the set of all d-dimensional unitary
operators, i.e., any U ∈ Un satisfies UU† =U†U = I; i as a
subscript means an integer index; i means imaginary unit,
i.e., i =
√−1. σx,σy,σz are Pauli operators. F(a,b) means
the fidelity between state a and state b. (·)
⊗
k means that (·)
tensored with itself k times. dxe takes the smallest integer
that is not smaller than x.
2 Preliminaries and research problems
2.1 Quantum system
The state of a finite-dimensional closed quantum system can
be represented by a unit complex vector |ψ〉 and its dynamics
can be described by the Schro¨dinger equation:
d
dt
|ψ(t)〉=− i
h¯
H(t)|ψ(t)〉, (1)
where h¯ is the reduced Planck constant (hereafter, we set
h¯ = 1 and use atomic unit) and H(t) is the system Hamilto-
nian. |ψ〉 is actually a pure state, and a probabilistic mixture
of pure states {pi, |ψi〉} is called a mixed state, which is de-
scribed by a density matrix ρ . For pure states, ρ = |ψ〉〈ψ|
and Tr(ρ2) = 1. While in the general case ρ =∑i pi|ψi〉〈ψi|
with pi > 0 and ∑i=1 pi = 1, it is a Hermitian, positive
semidefinite matrix satisfying Tr(ρ) = 1 and Tr(ρ2)≤ 1.
When we use control fields {u j(t)}Mj=1 to control the system,
its system Hamiltonian in (1) can be divided into two parts,
i.e., H(t) =H0+Hc(t) =H0+∑Mj=1 u j(t)H j, where H0 is the
time-independent free Hamiltonian of the system, Hc(t) is
the control Hamiltonian representing the interaction of the
system with the control fields. For such a control system, its
solution is given as |ψ(t)〉=U(t)|ψ0〉 with U(0) = I, where
the propagator U(t) is formulated as follows:
d
dt
U(t) =−i[H0+
M
∑
j=1
uj(t)Hj]U(t). (2)
2.2 Hilbert space and composite system
The vector space of closed quantum systems is also known
as a Hilbert space. For each Hilbert space H = Cn, there
exists a set of linearly independent vectors, forming a basis
for H. The number of elements in the basis is the dimension
ofH, namely dim(H) = n. LetHA andHB be the state spaces
of two quantum systems A and B. Then the composite state
can be described by the tensor product of the states of its
subsystems; that is, |ψ〉AB = |ψ〉A⊗|ψ〉B for pure states or
ρAB = ρA⊗ρB for mixed states. Partial trace is a map from
the density matrix ρAB on a composite space HA⊗HB onto
a density matrix ρA on a subspace HA. Let {|ai〉} be a basis
of HA and {|bi〉} be a basis of HB. The partial trace over
system B is defined as
TrB(ρAB) =∑
i
(IA⊗〈bi|)ρAB(IA⊗|bi〉). (3)
2.3 Problem Formulation
A classical autoencoder is defined by a process of represent-
ing n-bit input string x in corresponding d-bit (0 < d < n)
string z, as well as recovering the original information from
z, ending up in xˆ. Tuples in the form of “n− d− n” is of-
ten used to denote the bit number of the states x, z and xˆ,
respectively. Usually, the remaining d-bit is a compressed
encoding form (with its space referred to as the latent space
or the bottleneck) of the string x. For example, in Fig. 1(a),
the map W encodes a 4-bit input x = (x1,x2,x3,x4) into a
2-bit bottleneck state z= (z1,z2), after which the decoder D
attempts to reconstruct the information, ending up with 4-bit
output state xˆ= (xˆ1, xˆ2, xˆ3, xˆ4). In practical scenarios, a set of
data, i.e., many items of x are fed into the same neural net-
work to update the parameters for W and D. To achieve this,
a cost (loss) function, which evaluates the similarity or the
overlap between the original and the reconstructed strings,
is optimized according to the given set of input data.
A quantum autoencoder aims at encoding n-qubit state ρ0
into d-qubit state ρB, and recovering to n-qubit state ρ f . For
example, a graphical representation for a 4-2-4 quantum au-
toencoder is described in Fig. 1(b), where n = 4 and d = 2.
The network includes two parts: 1) Encoder Φ (generally
taken as a unitary transformation) reorganizes the 4-qubit
input state ρ0 onto the inner layer of the latent qubits, fol-
lowed by discarding superfluous information contained in
some of the input nodes. For example, this can be realized
by tracing out the qubits representing these nodes; 2) De-
coder Θ (another unitary transformation) reconstructs the 4-
qubit state ρ f by using the combinations of the latent state
and ancillary fresh qubits (initialized to the reference state).
Likewise, the goal of the quantum autoencoder is to maxi-
mize the overlap between the recovered state and the origi-
nal state. In this work, we mainly consider input pure states
and unitary transformation maps for Φ and Θ.
Different from a classical autoencoder, where both the en-
coding and decoding operations are usually performed to
optimize the parameters for W and D, the training of a quan-
tum autoencoder can be reduced to optimizing the encoding
transformation Φ. After encoding quantum states from the
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data set using a trained unitary Φ, quantum states can be
naturally decoded by acting with Θ=Φ† [15]. To train the
quantum autoencoder, a practical way is to feed a set of in-
put states into the network. As such, the task of a quantum
autoencoder is to design an encoding map Φ to compress
a given set of quantum states to optimize the compression
rate, which can be defined as the fidelity between the orig-
inal state ρ0 and the recovered state ρ f . In particular, we
concentrate on the following questions: (i) under what con-
dition can a quantum autoencoder perfectly compress a set
of input states? (ii) how to train a quantum autoencoder to-
wards the optimal compression rate using effective meth-
ods, such as machine learning? (iii) how high can the per-
formance be achieved in the experimental realization of a
quantum autoencoder?
(a)
(b)
Fig. 1. (a) Neural network representation of a classical 4-2-4 au-
toencoder. (b) Quantum circuit representation of a quantum 4-2-4
autoencoder.
3 Theoretical results on compression rate
In this section, we first investigate the compression rate of a
quantum autoencoder, and employ the fidelity between the
trash states and the reference states as the cost function.
Then, we establish the necessary condition for a perfect
quantum autoencoder by analyzing the inner patterns of the
input states. Finally, the upper bound of the compression
rate is investigated.
3.1 Fidelity as compression rate
A quantum autoencoder aims at encoding n qubits into d
qubits (latent qubits), with k qubits (k = n− d) as trash
qubits. Define the trash qubits as subsystem A and the la-
tent qubits as subsystem B, respectively. Let HAB, HA and
HB denote the Hilbert spaces of the original space, the trash
space and the latent space, with corresponding dimensions
N, NA and NB, respectively. Denote the reference state as
ρref = |Ψref〉〈Ψref|, where |Ψref〉 is arbitrary fixed pure state.
For an input state ρ0 = |ψ0〉〈ψ0|, considering an encod-
ing map U , we have ρT = |ψT 〉〈ψT | =Uρ0U†. By means
of partial trace, the states of the trash space and the la-
tent space are ρA = TrB(ρT ) and ρB = TrA(ρT ), respec-
tively. Then, fresh qubits are initialized and a decoding trans-
formation U† is performed to obtain the recovered state
ρ f =U†(ρref⊗ρB)U . At this stage, it is natural to use the
fidelity between the recovered state and the initial state as
an objective function
J1 =F(ρ0,ρ f ) = 〈ψ0|U†ρref⊗TrA(Uρ0U†)U |ψ0〉. (4)
It is clear that J1 = 1 can be achieved when satisfying
U |ψ0〉= |ψA〉
⊗
|ψB〉= |Ψref〉
⊗
|ψB〉, (5)
where |ψ0〉 ∈HAB is the input state, |ψB〉 ∈HB is the latent
state and |Ψref〉 ∈HA is the reference state in the trash space.
Here, the overlap between the trash state and the reference
state can be used to quantify the efficiency of a quantum
autoencoder, leading to another objective function
J2 = F(ρref,ρA) = 〈Ψref|TrB(Uρ0U†)|Ψref〉. (6)
Generally, J1 and J2 are not identical; in fact, J1 ≤ J2 [44]. In
particular, the following conclusion holds (see Appendix A
for the proof).
Lemma 1 [14] The optimal value of J1 = J2 = 1 can be
achieved if and only if U systematically disentangles the
high-dimensional input state |ψ0〉 into two low-dimensional
parts, with the trash state set as a fixed reference state i.e.,
U |ψ0〉= |ψA〉⊗ |ψB〉= |Ψref〉⊗ |ψB〉.
In this paper, we use J2 to characterize the performance of a
quantum autoencoder considering the facts that (i) J1 and J2
are closely related with each other and can achieve the same
value 1 for a perfect quantum autoencoder simultaneously;
and (ii) J2 can be measured within a smaller trash space
involving less resource and has no requirement to access the
input states.
Now, we consider the compression of a set of input states
using the same unitary operator U . Let {pi, |ψ i0〉}Qi=1 be an
ensemble of pure input states, and we may write the corre-
sponding density operator as follows:
ρ =
Q
∑
i=1
pi|ψ i0〉〈ψ i0|. (7)
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For each input state |ψ i0〉, the performance is evaluated by
J(U, |ψ i0〉) = 〈Ψref|TrB(U |ψ i0〉〈ψ i0|U†)|Ψref〉, (8)
averaging over which the overall objective function can be
written as
J(U) =
Q
∑
i=1
pi〈Ψref|TrB(U |ψ i0〉〈ψ i0|U†|)|Ψref〉
= 〈Ψref|TrB(
Q
∑
i=1
piU |ψ i0〉〈ψ i0|U†)|Ψref〉
= 〈Ψref|TrB(UρU†)|Ψref〉.
(9)
Finally, we have the fidelity between |Ψref〉 and the trash
state TrB(UρU†) as the objective function for a quantum
autoencoder, which is defined as the compression rate in this
work. Theoretically, |Ψref〉 can be any pure state, but it is
usually set as a pure state that is easy to generate in physical
implementation, such as |0〉
⊗
(k).
3.2 The inner patterns of input states for perfect compres-
sion rate
Consider a set of states, with support on a subspace S⊂H.
Traditionally, dlog2 |H|e qubits are needed to represent the
states in S. A quantum autoencoder aims at determining an
encoding scheme that employs only dlog2 |S|e qubits to rep-
resent the states. The possibility of rearranging them into a
latent form lies in the symmetries among the inner structure
of the input states. For example, this encoding scenario is
usually associated with eigenstates of many-body systems
due to special symmetries [14]. Moreover, the maximum
compression rate of a quantum autoencoder is usually lim-
ited by the inner structure of the input data set. Consequently,
a given set of states might only admit a small or null com-
pression rate. Here, we first concentrate on the case of a per-
fect compression rate 1 (also called a perfect autoencoder).
In this work, the dimension of the subspace spanned by
a set of vectors is termed as SpanF(·) to distinguish from
the length of each vector. It is clear that SpanF(·) is ac-
tually the number of maximal linearly independent vectors
from the vector set. Define ΩV := {|v1〉, |v2〉, . . . , |vQ〉}, with
|vk〉 ∈CN represented by a column vector [v1k,v2k, . . . ,vNk]T.
Then these Q vectors compose a matrix V = [v jk]. We have
SpanF(ΩV )≡ rank(V ) and the following conclusion.
Lemma 2 If a quantum autoencoder can compress a set of
input states {|ψ i0〉}Qi=1 with perfect compression rate using
the same unitary U, then it can compress linear combination
of the input states |ψ~p0 〉=∑Qi=1 pi|ψ i0〉 (pi ∈C is normalized
to guarantee ||ψ~p0 〉|= 1) with perfect compression rate.
PROOF. According to (5), a perfect quantum autoencoder
disentangles the initial states, with the trash states set as
the reference state, i.e., U |ψ i0〉= |Ψref〉⊗|ϕ iB〉, i= 1,2, ...,Q,
where |ϕ iB〉 ∈HB. Then, we have the following equation:
U |ψ~p0 〉=
Q
∑
i=1
piU |ψ i0〉=
Q
∑
i=1
pi|Ψref〉⊗ |ϕ iB〉= |Ψref〉⊗ |ϕ~pB〉,
(10)
where |ϕ~pB〉 = ∑Qi=1 pi|ϕ iB〉 is a complex vector in HB.
In addition, since U |ψ~p0 〉 = |Ψref〉 ⊗ |ϕ~pB〉 = |ψ ′〉 is a
unit complex vector in HAB, we have Tr(|ψ ′〉〈ψ ′|) = 1
and TrA(|ψ ′〉〈ψ ′|) = TrA(|Ψref〉 ⊗ |ϕ~pB〉〈Ψref| ⊗ 〈ϕ~pB |) =
|ϕ~pB〉〈ϕ~pB |. As partial trace is a trace preserving operation,
we have Tr(|ϕ~pB〉〈ϕ~pB |) = Tr(|ψ ′〉〈ψ ′|= 1. Hence |ϕ~pB〉 ∈HB
is a unit complex vector. Therefore, the quantum autoen-
coder compresses the state |ψ~p0 〉 into the latent state |ϕ~pB〉
by unitary U . 2
According to Lemma 2, a quantum autoencoder that can
perfectly encode a set of input states with perfect fidelity can
also compress their linear combinations with perfect fidelity.
Hence, a perfect autoencoder is restricted by the number of
linearly independent vectors among the input states. Then,
we focus on the relationship between the dimension of the
input space (spanned by the input states) and that of the
latent space (spanned by the latent states).
Firstly, performing a unitary transformation on the vectors in
ΩV , we have the output vectors as |v′i〉=U |vi〉, i = 1, . . . ,Q.
Denote ΩV ′ = {|v′1〉, ..., |v′i〉, . . . , |v′Q〉} and the matrix nota-
tion of ΩV ′ as V ′. It is clear that V ′ =UV . Since rank(V ′) =
rank(V ), we have SpanF(ΩV ′) = SpanF(ΩV ). Then, the in-
put states are divided into the trash states and the latent
states, which means that the composite space is divided into
the trash space A and the latent space B. Let ΩV ′B be the la-
tent space spanned by the latent states. Considering that the
trash state is fixed as |Ψref〉 for a perfect autoencoder, we
have SpanF(ΩV ′B) = SpanF(ΩV ′) = SpanF(ΩV )≤ dim(HB),
where dim(HB) represents the dimension of the latent space,
e.g., dim(HB) = 2m for m latent qubits. That is to say, for
a perfect quantum autoencoder, the dimension of the input
space spanned by the input states should be no greater than
the dimension of the target latent space. The result can be
summarized in the following proposition.
Proposition 3 A necessary condition for a perfect quantum
autoencoder is that the maximum number of linearly inde-
pendent vectors among the input states is no more than the
dimension of the latent space.
3.3 The upper bound of the compression rate for given
input states
Now we focus on the upper bound of the compression rate
defined by the fidelity between the reference state |Ψref〉 and
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the trash state TrB(UρU†). For this purpose, we need to find
a unitary U ∈ UN that maximizes 〈Ψref|TrB(UρU†)|Ψref〉.
Lemma 4 [31] Among all unitaries U ∈ UN , the highest
fidelity between a pure state |ψ〉 and a mixed state ρU =
UρU† is only determined by the maximum eigenvalue of ρ ,
independent of |ψ〉: maxU∈UN F(|ψ〉,UρU†) =maxiλi(ρ) .
According to Lemma 4 (see Appendix B) for the proof),
the maximum fidelity between |Ψref〉 and TrB(UρU†) for
arbitrary unitary U equals the maximum fidelity between
TrB(UρU†) and a benchmark reference state, e.g., |ψref〉=
[1,0, ...,0, ...]T . Now, J(U) can be written as the first diag-
onal element of TrB(UρU†). According to Appendix C, the
diagonal elements of a reduced state are actually partial sums
of n diagonal elements of the state UρU†, where n equals
the dimension of subsystem B. Hence, the maximum fidelity
J(U) for a quantum autoencoder amounts to the maximum
partial sum of NB diagonal elements. Denote SDn(·) as the
sum of the first n diagonal elements of a matrix and λi(·) as
the i-th eigenvalue of a positive semi-definite operator (in
descending order). We introduce the following theorem:
Theorem 5 For a density operator ρU = UρU†, its
maximum sum of n diagonal elements equals the sum
of the first n eigenvalues (descending order) of ρ , i.e.,
maxU∈UN SDn(UρU†) = ∑
n
i=1λi(ρ).
PROOF. It is clear that for n=N, SDn(ρU ) =∑ni=1[ρU ]ii =
Tr(ρU ) = Tr(ρ) = ∑Ni=1λi(ρ). For n < N, we employ the
matrix differential method to determine the maximum
value of SDn(ρU ). Denote an operator V = ∑ni=1 |i〉〈i|,
with |i〉 as the i-th column of IN and we have SDn(ρU ) =
∑ni=1〈i|UρU†|i〉 = ∑ni=1 Tr(UρU†|i〉〈i|) = Tr(UρU†V ).
Since Tr(AB) = Tr(BA), we have SDn(ρU ) = Tr(ρU†VU).
Then, we use matrix differential [47], [48] to figure out the
maximum value of Tr(ρU†VU). Let us introduce a Lagrange
function as follows:
L := Tr(ρU†VU)+Tr(Λ+Λ†)(UU†− I), (11)
where Λ is the Lagrange multiplier matrix. The derivation
of L against U∗ is written as
∂L
∂U∗
=VUρ+(Λ+Λ†)U = 0. (12)
Thus, we have VUρ =−(Λ+Λ†)U , and VUρU† =−(Λ+
Λ†). Since (Λ+Λ†) is Hermitian, VUρU† must be Hermi-
tian. Denote V and UρU† in block matrix representations as
V =
[
In 0
0 0
]
, UρU† =
[
H1 H2
H3 H4
]
.
We have
VUρU†−UρU†V =
[
0 H2
−H3 0
]
.
To satisfy VUρU† =UρU†V , H2 and H3 must be zero ma-
trixes, which means
UρU† = H =
[
H1 0
0 H4
]
.
A further calculation reveals that
VUρU† =
[
In 0
0 0
][
H1 0
0 H4
]
=
[
H1 0
0 0
]
. (13)
Hence, SDn(ρU ) = Tr(VUρU†) = Tr(H1) = ∑ni=1λi(H1).
Let the eigenvector of H1 be {xi1}ni=1 (xi1 corresponds to
the eigenvector of λi(H1)). We have H1xi1 = λix
i
1 for i =
1,2, ...,n. It is clear that[
H1 0
0 H4
][
xi1
0
]
=
[
H1xi1
0
]
= λi
[
xi1
0
]
. (14)
Hence, the eigenvalues of H consist of those of H1 and H4.
Therefore, we have the following conclusion:
max
U∈UN
SDn(ρU ) =
n
∑
i=1
λi(H1) = max
n
∑
i=1
λi(ρ). (15)
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It is worth mentioning that the conclusion in Theorem 5 can
also be proven from the result of quantum control landscape
[45]. According to Theorem 5, the maximum value of J(U)
equals the maximum value of the first one diagonal element
of TrB(ρU ), which is the sum of first NB maximal diagonal
elements of ρU . That is:
max
U∈UN
J(U) = max
U∈UN
SDNB(UρU
†) =
NB
∑
i=1
λi(ρ). (16)
The solution of U that maximizes J(U) has the general form
of
UρU† =
[
H1 0
0 H4
]
=
[
M1D1M† 0
0 M4D4M
†
4
]
,
where M1 is an NB dimensional unitary operator, and
M4 is an (N − NB) unitary operator. D1 and D4 are di-
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agonal operators consisiting of eigenvalues of ρ , i.e.,
D1 = Diag(λ1,λ2, ...,λNB) and D4 = Diag(λNB+1, ...,λN).
Now, we consider the general case with the reference state
|Ψref〉 6= [1,0, . . . ,0]T . According to Appendix D, there exists
UA that can transform any |Ψref〉 to the benchmark state, i.e.,
UA|Ψref〉= [1,0, . . . ,0]T . Hence, a more general form of the
optimal unitary can be given as
U =U†A⊗ IB
[
M1 0
0 M4
]
W (17)
with WρW † =Diag(λ1,λ2, ...,λN). Finally, we have the fol-
lowing corollary:
Corollary 6 The maximal value of J(U) equals the sum of
the first NB maximum eigenvalues of ρ . The optimal solution
is U = U†A ⊗ IBUAB, where UA|ψref〉 = [1,0, ...,0]T , UAB =[
M1 0
0 M4
]
W, M1 and M4 are NB and (N−NB) dimensional
unitary operators, respectively, and W diagonalizes ρ as
WρW † = Diag(λ1,λ2, ...,λN).
3.4 Several special cases
Firstly, we come back to the case of perfect autoencoder.
Let us introduce Proposition 7, which can be deduced from
Theorem 5 and Corollary 6.
Proposition 7 [16] A perfect quantum autoencoder can be
achieved when the number of linearly independent vectors
from the input states is no more than the dimension of the
target latent space.
Recalling the necessary condition for a perfect autoencoder
in Proposition 3, it is clear that the necessary condition (the
maximum number of linearly independent vectors among the
input states is no more than the dimension of the latent space)
is also sufficient for achieving perfect quantum autoencoder.
Hence, we have the following theorem:
Theorem 8 A perfect quantum autoencoder can be
achieved if and only if the number of linearly indepen-
dent vectors among the input states is no more than the
dimension of the target latent space.
Then, we consider another special case where the input vec-
tors are equally distributed and are orthogonal to each other,
i.e., 〈ψ i0|ψ j0〉 = δi j. It is clear that ρ|ψ j0〉 = 1Qδi j|ψ i0〉. For
j= i, ρ|ψ i0〉= 1Q |ψ i0〉. For j 6= i, ρ|ψ j0〉= 0. Hence, the eigen-
values of ρ are 1Q with Q degeneracy and 0 with (N−Q)
degeneracy. For Q≤ NB, the optimal compression rate is 1,
and for Q≥ NB, the optimal compression rate is given by
max
U
J(U) =
NB
∑
i=1
1
Q
=
NB
Q
. (18)
4 Closed-loop Learning Control for quantum autoen-
coders
A quantum autoencoder aims at compressing a set of input
states {pk, |ψk0〉}Qk=1 using the same control strategy u :=
{u j(t)}Mj=1, with an average loss function regarding different
input states. The problem of finding the unitary operator
Φ(u) for a quantum autoencoder can be formulated as
max
u
J(u) := max
u
E[J(u, |ψk0〉)] = maxu
Q
∑
q=1
piJ(u, |ψk0〉)
s.t.
d
dt
Φ(u(t)) =−i(H0+
M
∑
j=1
uj(t)Hj)Φ(u(t)), t ∈ [0,T]
|ψkT 〉=Φ(u(T ))|ψk0〉, k = 1,2, ...,Q,
J(u, |ψk0〉) = 〈Ψref|TrB|ψkT 〉〈ψkT |Ψref〉.
(19)
To find a numerical optimal control solution for problem
(19), we adopt a closed-loop learning control approach as
shown in Fig. 2 to train the quantum autoencoder. The ap-
proach starts from an initial guess, and employs learning
algorithms to generate or suggest a better control strategy,
based on the learning performance of the prior trial. For
each trial, it is an open-loop control process, while the con-
trol performance will be sent back to the learning algorithm
to guide the optimization for the control strategy [29]. The
general procedure is summarized as follows:
Step 1. Generate an initial guess of feasible control field u;
Step 2. Obtain the unitary operator Φ(u) according to (2);
Step 3. Perform the unitary transformation Φ(u) for all the
input states and obtain their trash states;
Step 4. Compute the average objective function J(u);
Step 5. Check the termination criterion, if J(u) converges
go to Step 7, otherwise go to Step 6;
Step 6. Suggest a better control field u using machine learn-
ing algorithms and go to Step 2;
Step 7. Encode the input states by the optimal unitary op-
erator and obtain the compressed form of the input states.
A crucial step of the general procedure lies in Step 6 that
suggests better control fields. For example, gradient meth-
ods (GD) have gained wide popularity as a result of their
effectiveness [33], [32]. However, they usually rely on accu-
rate system models for gradient evaluation, which may result
in local traps. Stochastic searching methods such as evo-
lutionary algorithms can step over local maxima and have
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Fig. 2. The procedure of the closed-loop learning control approach
for a quantum autoencoder.
been widely used in complex quantum control problems due
to their global searching abilities [36], [38], [37]. Among
them, genetic algorithm (GA) has achieved great success
in closed-loop learning control of laboratory quantum sys-
tems [34], [35]. Differential evolution (DE) has emerged as
another powerful technique in real optimization problems,
especially for robust control problems [39], [40]. Evolution-
ary strategy (ES) methods have been applied in quantum
control experiments [41] and exhibit advantage in explor-
ing unknown environment in games [42]. Evolutionary al-
gorithms are usually time consuming or space consuming
when dealing with a group of population. In this paper, we
will compare the performance of employing GD, DE, GA,
ES to optimize a quantum autoencoder and their algorithm
descriptions are outlined in Appendix E.
Remark 9 The termination criterion for training the quan-
tum autoencoder can be set as a maximum number of itera-
tions, or the gap of J(u) between two successive iterations
below a predefined small threshold.
5 Numerical results
In this section, numerical results on 2-qubit and 3-qubit sys-
tems are presented. The system models and parameters are
provided in Sec. 5.1. The input states are generated ran-
domly and independently for several times to form a set of
pure states with equal probabilities. Such input states are
almost always linearly independent in the numerical simu-
lation. For each compression task, numerical simulation is
implemented for 20 runs independently, and each run deals
with different input states.
In subsection 5.2, the performance learnt by the closed-loop
learning control approach is demonstrated to testify the up-
per bound of the compression rate for given input states.
Then, the performance of four learning algorithms are com-
pared and summarized in subsection 5.3. In subsection 5.4,
the training performance of the quantum autoencoder under
different constraints is presented.
5.1 System models and parameters
For a 2-qubit system, we assume that its Hamiltonian is de-
scribed as H(t) =H0+∑4j=1 u j(t)H j, where the free Hamil-
tonian is given as H0 = σz⊗σz. The control Hamiltonian
operators are H1 = σx⊗ I2, H2 = I2⊗σx, H3 = σy⊗ I2, H4 =
I2⊗σy, respectively. The control time duration Tf = 1.1 a.u.
is equally divided into 20 sub-intervals. The control fields
are constrained as u1,u2,u3,u4 ∈ [−4,4].
For 3-qubit system, we assume that its Hamiltonian is H(t)=
H0+∑6j=1 u j(t)H j. Denote σ
(12)
x = σx⊗σx⊗ I, σ (23)x = I⊗
σx⊗σx, σ (13)x = σx⊗ I⊗σx. The free Hamiltonian is H0 =
0.1σ (12)x + 0.1σ
(23)
x + 0.1σ
(13)
x . Denote σ
(1)
x = σx ⊗ I ⊗ I,
σ (2)x = I⊗σx⊗ I, σ (3)x = I⊗ I⊗σx, and σ (1)z = σz⊗ I⊗ I,
σ (2)z = I⊗σz⊗ I, σ (3)z = I⊗ I⊗σz. The control Hamilto-
nian is Hc(t) = ux1σ
(1)
x +uz1σ
(1)
z +ux2σ
(2)
x +uz2σ
(2)
z +ux3σ
(3)
x +
uz3σ
(3)
z . The control time duration Tf = 20 a.u. is equally di-
vided into 100 sub-intervals. The control field is constrained
as ux1, u
z
1, u
x
2, u
z
2, u
x
3, u
z
3 ∈ [0,1].
5.2 Results on the maximum compression rate
We present numerical results to demonstrate the effective-
ness of the proposed learning method. In Fig. 3, the expected
fidelity is given by the maximum sum of partial eigenvalues
of the density operators based on (16), while the actual fi-
delity is given by the best training performance yielded by
the learning methods. In addition, the degree of success is de-
fined as the ratio between the actual fidelity and the expected
fidelity; i.e., acutal fidelity/expected fidelity. For simplicity,
we denote “m→ n (Q = k)” as the task of compressing m-
qubit states into n-qubit states, where the number of input
states is k.
The results of 2-qubit input states (using GD) and 3-qubit
input states (using ES) are presented in Fig. 3, where the
simulation for each compression task “m→ n (Q = k)” is
implemented independently for 20 runs and different input
states are used in each run. The degrees of success in most
cases are almost 1, revealing that the proposed approach is
capable of reallocating the quantum information in the la-
tent space with the optimal fidelities that they can theoret-
ically achieve. A closer look at the subfigures of the first
column reveals that, the learning method successfully finds
the optimal control fields to preserve the quantum informa-
tion within a lower dimensional space with nearly perfect
compression rate for the tasks including 2→ 1 (Q = 2),
3→ 2 (Q = 4) and 3→ 1 (Q = 2). For other cases, the ac-
tual fidelities are approaching the corresponding expected
ones, resulting in approximate 100% degree of success. The
numerical result is consistent with the theoretical results in
Corollary 6.
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Fig. 3. Relationship between the actual (best) fidelity found by learning algorithms and the expected optimal fidelity determined by the
sum of partial eigenvalues.
5.3 Performance comparison using different learning al-
gorithms
Here, we compare the performance of four learning algo-
rithms on 2-qubit and 3-qubit systems. Firstly, the train-
ing performance for compressing 2-qubit and 3-qubit input
states into 1-qubit states for 20 runs are shown in Fig. 4.
According to the results in Fig. 4 (a1) and (a2), the four al-
gorithms achieve similar performance with almost the same
fidelities and convergence rates on 2-qubit systems. To be
specific, DE is the fastest, while ES is the slowest. However,
the performance of four algorithms on 3-qubit systems is
quite different, where DE and GD exhibit comparative per-
formance, while GA and DE fall far behind in Fig. 4 (b1)
and (b2).
In addition, we measure the average recovered fidelities
based on (4) using the optimal control strategies searched
by the four learning algorithms. From Table 1 and Table 2,
the performance of GD regarding both mean and variance
ranks first, with nearly perfect value for 2-qubit input states
(Q= 2) and 3-qubit input states (Q= 2,4), closely followed
by the results of ES. The high variances of DE and GA for
3-qubit systems reveal that they are not as robust as GD and
ES, which achieve small variance values. The results show
that GD and ES are more powerful and robust in the solving
the optimization of the quantum autoencoder.
Table 1
Statistical results of best fidelities for 2-qubit systems
Q = 2 Q = 4
Method Mean Std Mean Std
GD 0.999275 3.142E-02 0.931266 2.696E-02
ES 0.997923 8.444E-03 0.930307 2.755E-02
DE 0.998163 7.544E-03 0.929607 2.847E-02
GA 0.995779 9.492E-03 0.928438 2.974E-02
Table 2
Statistical results of best fidelities for 3-qubit systems
Q = 2 Q = 4
Method Mean Std Mean Std
GD 0.999999 1.641E-12 0.999934 1.640E-04
ES 0.999999 2.881E-10 0.999955 4.716E-05
DE 0.993053 5.150E-03 0.948686 1.914E-02
GA 0.974116 7.659E-03 0.927634 1.232E-02
5.4 Variation of compression rate under different factors
Recall that N and NB are the dimensions of the original input
space and the latent space. We define χ = NNB as the com-
pression ratio. A high value of χ means a tough compression
task. Based on the numerical comparison, ES method ranks
first among three evolutionary algorithms and achieves ex-
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Fig. 4. Learning performance by four learning algorithms.
Fig. 5. Learning performance for different number of input states via GD and ES.
cellent performance for different cases, especially for high
dimensional cases. Hence, we include the learning perfor-
mance by GD and ES to explore their difference regarding
different factors.
Firstly, we consider different input/latent dimensions. In par-
ticular, Q = 2 is illustrated as an easy case, since the the-
oretical upper bound of the compression rate is 1, with
Q= 2≤ NB for all cases. We also include a relatively tough
case, where the number of linearly independent vectors is
greater than the dimension of the latent space, considering
Q= 8≥NB for 2-qubit and 3-qubit input states. The learning
performance of the two algorithms is demonstrated in Fig.
5. As we can see, both GD and ES achieve perfect fidelity
1 with about 1000 iterations for the simple task. They also
exhibit similar performance when 8 input states are simul-
taneously fed into a quantum autoencoder. It is intuitive that
the difficulty of training a quantum autoencoder increases
with the compression ratio χ , which is verified by the train-
ing results of GD and ES (see Fig. 5 (a1), (b1) and (b2)),
except that in Fig. 5 (a2), where the learning performance
of χ = 42 climbs with a slower speed compared with that of
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χ = 82 .
We also investigate the variation of the compression rate un-
der different number of input states. From Fig. 6, the train-
ing fidelity of χ = 42 remains around 1 for Q≤ 2, drops with
increasing Q and achieves an average value of 0.922810 for
Q = 8. The numerical results of 3-qubit input states coin-
cide with the theoretical demonstration, as perfect fidelity
can be achieved when Q≤ 4 for compressing 3-qubit states
into 2-qubit states or Q ≤ 2 for compressing 3-qubit states
into 1-qubit states. In particular, the compression task of 3-
qubit states into 2-qubit states (χ = 84 ) exhibits a better per-
formance, as the values keep on the top and achieve an av-
erage value of 0.965500 for Q= 8. The task of compressing
3-qubit states into 1-qubit states (χ = 82 ) is demonstrated to
be the most difficult, as the values drop sharply, ending up
in an average of 0.878634 at Q = 8.
Fig. 6. Training performance of different input states under differ-
ent χ .
6 Experimental results
It is well known that any binary quantum alternative of a
photon can serve as a qubit [46]. Thus, the polarization and
path degrees of freedom can serve as two qubits. In this sec-
tion, we focus on the experimental realization of a quantum
autoencoder to compress 2-qubit states into 1-qubit states.
Let |R〉/|L〉 be two eigenstates for path qubit and |H〉/|V 〉 be
two eigenstates for polarization qubit. Photons can be physi-
cal carriers of 2-qubit states, such as |RH〉 and |LV 〉. Besides,
2-qubit universal parameterized unitary gate can be realized
by combining path unitary gate with polarization gate [49].
Please refer to Appendix F for detailed information.
The experimental setup is illustrated in Fig. 7. It is divided
into four modules. 1) State preparation (Fig. 7. (a)-(b)):
A Sagnac interferometer is used to generate phase-stable
2-qubit states. Photon pairs are created using type-I spon-
taneous parametric down-conversion (SPDC) in a nonlin-
ear crystal (BBO). One is sent to a single photon counting
module (SPCM) to act as a trigger. The other is prepared
in the state of highly pure horizonal polarization state |H〉
Fig. 7. The schematic of experimental setup for a quantum au-
toencoder. The setup is divided into four modules. (a)-(b) State
preparation, (c) Parameterized unitary gate, (d)-(e) Measurements,
(f) Optimizing routine.
through a polarizer beam splitter (PBS). Then a half-wave
plate (HWP) along with a PBS controls the path qubit of
the photon. In each path, an HWP and a quarter-wave plate
(QWP) are used to control the polarization of the photon.
2) Parameterized unitary gate (Fig. 7. (c)): Another in-
terferometer is used to generate a 2-qubit unitary gate. In
particular, four unitary polarization operators V1, V2, VR and
VL are used, and each of them is composed of two QWPs,
an HWP, and a phase shifter (PS) consisting of a pair of
wedge-shaped plates, which are controlled by a computer. A
special beam splitter cube that is half PBS-coated and half
coated by a non-polarizer beam splitter (NBS) is applied
in the junction of two Sagnac interferometers. 3) Measure-
ments (Fig. 7. (d)-(e)): Local measurements on polarization
can be achieved with the combination of a QWP, an HWP
and a PBS. The typical count rate is set as 3000 photons per
second. 4) Optimization routine (Fig. 7. (f)): A computer
collects the coincidence and employs machine learning al-
gorithms to optimize the rotations of the wave plates of the
2-qubit unitary gate.
The task is to find a 2-qubit unitary operator U which can
encode two 2-qubit states |ψ1〉, |ψ2〉 into two 1-qubit states
|ϕ1〉, |ϕ2〉. For example, |RH〉 and |LV 〉 can be encoded as
|R〉|ϕ1〉 and |R〉|ϕ2〉. In that case, path qubits can be dis-
carded, with the original quantum information stored in the
polarization qubits. Similarly, encoding the information into
path qubits is also feasible. We implement the experiments
for compressing two 2-qubit states into two 1-qubit states
for two runs with different original states. The input states
of case 1 are 1√
2
|RH〉+ i√
2
|RV 〉 and 1√
2
|LH〉+ i√
2
|LV 〉. The
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Fig. 8. The experimental results of encoding two 2-qubit states
into two 1-qubit polarization states. Two lines correspond to two
cases with different input states.
input states of case 2 are 1√
2
|RH〉+ i√
2
|LV 〉 and 1√
2
|RV 〉+
i√
2
|LH〉. In particular, we apply a gradient algorithm in the
closed-loop learning control approach to optimize the pa-
rameters of the device. The fidelities for two runs both reach
near 1 within 160 iterations in Fig. 8, demonstrating the ef-
fectiveness of the proposed approach.
7 Conclusion
We investigated the maximal compression rate of a quantum
autoencoder and found that it is bounded by the maximum
sum of partial eigenvalues of the density operator repre-
sentation of the input states. A closed-loop learning control
framework was proposed to find the control fields for achiev-
ing the optimal compression rate, and numerical results were
presented to show consistency results. The quantum optical
experiment through a 2-qubit unitary gate to compress two
2-qubit states into two 1-qubit states demonstrated the effec-
tiveness of the quantum autoencoder. Our future work will
focus on the protocol of a quantum autoencoder for mixed
states.
Appendix A Proof for Lemma 1
Sufficiency: Given U |ψ0〉= |ψA〉⊗ |ψB〉= |Ψref〉⊗ |ψB〉, it
is clear that J1 = F(U†ρref⊗TrA(Uρ0U†)U, |ψ0〉〈ψ0|) = 1
and J2 = F(ρref,TrB(Uρ0U†)) = 〈Ψref|Ψref〉〈Ψref|Ψref〉= 1.
Necessity: According to (AB)
⊗
(CC) = (A
⊗
C)(B
⊗
C)
and
√
A
⊗
B=
√
A
⊗√
B, we have
√√
A
⊗
C(B
⊗
C)
√
A
⊗
C
=
√√
AB
√
A
⊗
C (A,B,C ≥ 0). Since Tr(A⊗B) =
Tr(A)Tr(B) and F(A,B) = [Tr(
√√
AB
√
A)]2, we have
F(A
⊗
C,B
⊗
C) = F(A,B)(Tr(C))2.
Given J1 = F(ρ0,ρ f ) = 1 and J2 = F(ρref,ρA) = 1, we
define a density operator ρ ′B = |ψB〉〈ψB|, and obtain the
following equation:
F(ρref
⊗
ρ ′B,ρA
⊗
ρ ′B)=F(ρref,ρA)(Tr(ρ
′
B))
2 = 1. (A.1)
Since ρA
⊗
ρ ′B = TrB(Uρ0U†)
⊗
ρ ′B = Uρ0U†, we have
F(ρref
⊗
ρ ′B,ρA
⊗
ρ ′B) =F(ρref
⊗
ρ ′B,Uρ0U†) = 1. As such,|F(|Ψref〉⊗ |ψB〉,U |ψ0〉)| = 1 is obtained, which means
U |ψ0〉= |Ψref〉⊗ |ψB〉 neglecting the global phase.
Appendix B Proof for Lemma 4
The proof for Lemma 4 is drawn from [31], and is reorga-
nized using the notation in this work.
PROOF. For a density operator ρ , there exists a uni-
tary W to diagonalize ρ as W †ρW = Diag(λ1,λ2, . . . ,λN),
where {λi} are the eigenvalues of ρ satisfying λi ≥ 0
and ∑λi = 1. For convenience, these eigenvalues are ar-
ranged in a descending order λ1 ≥ λ2 . . .≥ λN ≥ 0. Denote
D = Diag(λ1,λ2, . . . ,λN), and we have the following rela-
tion:
F(|ψ〉,ρU ) =〈ψ|UρU†|ψ〉= 〈ψ|UWDW †U†|ψ〉
=〈ψ ′|D|ψ ′〉, (B.1)
where |ψ ′〉 = W †U†|ψ〉 is a pure state. Denote |ψ ′〉 in
a vector representation as |ψ ′〉 = [b1,b2, . . . ,bN ]T with
∑Ni=1 |bi|2 = 1. Then, Eq. (B.1) can be rewritten as
F(|ψ〉,ρU ) = [b∗1, . . . ,b∗N ]Diag(λ1, ...,λN) [b1, . . . ,bN ]T .
(B.2)
Since |bi|2 ≥ 0, we have F(|ψ〉,ρU ) = ∑i |bi|2λi ≤
∑i |bi|2λ1 = λ1. The optimal fidelity is achieved when |ψ ′〉
has the vector form as |ψ ′〉 = |eλmax〉 = [1,0, ...,0]T . To
achieve this, the unitary operator can be U = Uˆ†W †, with
Uˆ |ψ〉= |ψ ′〉. Hence, W can be obtained from the eigenvec-
tors of ρ . The solution of Uˆ is given in Appendix D.
Furthermore, since F(|ψ〉,U†ρU) = F(Uˆ |ψ〉,UˆU†ρUUˆ†),
a unitary transformation Uˆ on |ψ〉 is equivalent to the inverse
transformation Uˆ† on the density operator ρ . Besides, a uni-
tary transformation on a density operator does not change
its eigenvalues. Hence, the choice of |ψ〉 does not influence
the maximum fidelity between |ψ〉 and ρU =UρU†. 2
Appendix C Diagonal elements of a reduced state
Let {|ai〉} be an orthogonal basis of HA and {|bi〉} be an
orthogonal basis of HB. A density operator ρAB on HA⊗HB
can be decomposed as ρAB =∑i jkl ci jkl |ai〉〈a j|⊗|bk〉〈bl | and
the partial trace reads: TrB(ρAB)=∑i jkl ci jkl |ai〉〈a j|Tr|bl〉〈bk|
= ∑i jkl ci jkl |ai〉〈a j|〈bl |bk〉. Since {|bi〉} is a basis, we have
ρA = TrB(ρAB) = ∑i jk ci jkk|ai〉〈a j|. Notice that the diagonal
elements of ρA correspond to the coefficients of |ai〉〈a j|
with i = j. It is clear that [ρA]pp = ∑k cppkk. Since ρAB can
be written as ∑i jkl ci jkl |ai〉|bk〉 ⊗ 〈a j|〈bl |. The coefficients
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ci jkl for i = j = p and l = k contribute to the diagonal ele-
ments of ρAB. For p = 1, the first diagonal element of ρAB
is given as ∑k c11kk.
Appendix D Solution of unitary transformation
Given two vectors |x〉 ∈ CN and |y〉 ∈ CN , the goal is to
find a unitary U that satisfies U |x〉= |y〉. Here, we adopt the
complex Householder transformation, which can realize a
state transition from a complex vector |x〉 to another complex
vector |y〉. The unitary solution for the state transition is
drawn from [43], and is reorganized using the notation in
this work.
Let H = IN − k|w〉〈w|, where |w〉 = (|x〉 − |y〉)/||x〉 − |y〉|,
and k = 2−〈y|x〉−〈x|y〉1−〈y|x〉 . H can be rewritten as H = IN −
(|x〉−|y〉)(〈x|−〈y|)
1−〈y|x〉 . A simple calculation reveals that H|x〉= |y〉.
Additionally, we have HH† = IN +(|k|2−k−k∗)|w〉〈w|, and
k+ k∗ =
2−〈x|y〉−〈y|x〉
1−〈x|y〉 +
2−〈x|y〉−〈y|x〉
1−〈y|x〉
=
(2−〈x|y〉−〈y|x〉)(2−〈x|y〉−〈y|x〉)
(1−〈x|y〉)(1−〈y|x〉)
=|k|2.
(D.1)
That is HH† = IN . Hence, we have H|x〉= y and HH† = IN .
As such, a unitary transformation U¯ = IN − (|x〉−|y〉)(〈x|−〈y|)1−〈y|x〉
transforms |x〉 to |y〉. Denote |x〉 = |z0〉 and |y〉 = |zM+1〉.
Choosing different intermediate points |z1〉, |z2〉, ..., |zM〉, we
adopt the same method to figure out an individual unitary
for each state transition, i.e., Uk|zk〉= |zk+1〉 (k= 1,2, ...,M).
Hence, we obtain a sequence, |z0〉 U0−→|z1〉...|zM〉 UM−−→|zM+1〉,
and the overall unitary transformation U =∏Mk=0 Uk achieves
U |x〉= |y〉.
Appendix E Pseudo code for machine learning algo-
rithms
Here, we provide the pseudo code for machine learning al-
gorithms that are used in the main text. Denote the control
fields as a column vector θ and let J(θ) be the loss func-
tion to be optimized. The goal of the algorithms is to find
the optimal vector θ ∗ such that J(θ ∗) achieves the optimal
value. Considering the physical restriction of control fields,
the parameters are usually initialized as
θ = umin−Rand[0,1](umax−umin), (E.1)
where Rand[0,1] is a uniform distributed random number ly-
ing between 0 and 1 function. This method is usually adopted
to randomly generate initial parameters to guarantee enough
diversity. Besides, boundary check and resetting values are
required for every step that involves new vectors to guaran-
tee that newly generated vectors lie in the constrained field.
Given the learning rate α , the main procedure of GD is as
follows:
Step 1. Randomly initialize the parameters based on (E.1);
Step 2. Compute the gradient information ∂J(θ)∂θ ;
Step 3. Update the parameter θ ← θ +α ∂J(θ)∂θ .
To approximately calculate the gradients, we may generate
a random unit vector v j = [0, ...,0,1,0, ...,0]T , and then ob-
tain two new vectors θ j+ = θ +βv j and θ
j
− = θ −βv j, re-
spectively. Then gradients are obtained according to ∂J(θ)∂θ j
∼=
J(θ j+)−J(θ j−)
2β , where β is a perturbation factor.
Given the population size NP, the crossing-over rate Pc, the
mutation rate Pm, the main procedure of GA is as follows.
Step 1. Randomly generate NP individuals {θi} based on
(E.1) and constitute S = {θ1, ...,θNP};
Step 2. Rank {θi ∈ S} according to {J(θi)} (descending);
Step 3. Select top dNP(1−Pc)e vectors to constitute S1;
Step 4. Sample NP−dNP(1−Pc)e vectors from S with prob-
ability P(θi) = J(θi)∑NPj=1 J(θ j)
, to constitute S2;
Step 5. Randomly pair vectors among S2 and perform dN2/2e
times of crossover to renew the vectors in S2;
Step 6. Mutate vectors in S2 with probability Pm;
Step 7. Obtain new generation S←{S1,S2};
Step 8. If convergent, go to Step 9, otherwise go to Step 2;
Step 9. Optimal control parameters θ ∗ = argmaxθi(J(θi)).
Given the population size NP, the scaling factor F and the
cross-over ratio CR, the main procedure of DE is as follows.
Step 1. Randomly generate NP individuals {θi} based on
(E.1);
Step 2. Repeat for each individual i = 1, ...,NP
Step 2-1. Generate three distinct indices (i1, i2, i3) 6= i;
Step 2-2. Perform mutation ui = θi1 +F · (θi2 −θi3);
Step 2-3. Perform cross-over to obtain vi using binomial
(uniform) crossover with CR;
Step 2-4. Perform selection θi← argmaxx∈{θi,vi} J(x);
Step 3. If convergent, go to Step 4, otherwise go to Step 2;
Step 4. Optimal control parameters θ ∗ = argmaxθi(J(θi)).
Given the population size NP, the learning rate α , the mo-
mentum coefficient β , and the permutation factor δ , the main
procedure of ES is as follows.
Step 1. Initialize gradient dJ = 0 and momentum dv = 0;
Step 2. Initialize the mean vector θ¯ according to (E.1);
Step 3. Repeat for each individual i = 1, ...,NP
Step 3-1. Sample variation εi ∼ N(0, I);
Step 3-2. Set mutation variant as Xi← θ¯ +δεi;
Step 4. Obtain gradient dJ← 1NPδ ∑NPj=1 J(Xi)ε j;
Step 5. Obtain momentum dv← βdv+(1−β )dJ;
Step 6. Update the new mean vector θ¯ ← θ¯ +αdv;
Step 7. If convergent, go to Step 8; otherwise go to Step 3;
Step 8. Optimal control parameters θ ∗ = θ¯ .
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The parameter settings for GD are α = 5.0 and β = 0.02
and their values are decayed with a factor 0.995 every 100
iterations to guarantee a good convergence. The population
size for GA and DE are the same, i.e., NP = 10 for 2-
qubit systems and NP = 50 for 3-qubit systems. For GA
method, other control parameters are set as Pc = 0.8 and
Pm = 0.02. For DE method, we take the mixed mutation-
crossover strategies similar to [40]. In addition, the control
parameters for each vector are sampled from normal distri-
bution, i.e., F = N(0.5,0.3) and CR = (0.5,0.1) to generate
more diversity. In the ES variant, the introduction of momen-
tum helps maintain a good convergence and the momentum
coefficient is set as β = 0.9 in the simulations. The param-
eter settings for 2-qubit systems are NP = 10, α = 1.0 and
δ = 0.01. The parameter settings for 3-qubit systems are
NP= 20, α = 0.2 and δ = 0.005. In particular, the learning
rate α and the permutation factor δ are decayed with a factor
0.98 every 100 iterations to guarantee a good convergence.
Appendix F Universal two-qubit unitary gate
The setup for generating a universal two-qubit unitary gate
is composed of a path unitary gate and a polarization gate
[49]. The 2-qubit unitary gate U can be written as U =[
URR URL
ULR ULL
]
, where URR,URL,ULR and ULL are 2× 2 ma-
trices referring to the path R/L alternative. They have the
form of URR = 12V2(VR +VL)V1, ULL =
1
2 (VR +VL), URL =
− i2V2(VR−VL), and ULR = i2 (VR−VL)V1. Thus, one may find
4 unitary polarization operators V1,V2,VR and VL to achieve
any 2-qubit unitary operator by using a set of QWPs, HWPs
and phase shifters.
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