Mass and width of the $\Delta(1232)$ resonance using complex-mass
  renormalization by Bauer, T. et al.
MITP/16-143
Mass and width of the ∆(1232) resonance using complex-mass
renormalization
T. Bauer,1 Y. U¨nal,1, 2 A. Ku¨c¸u¨karslan,2 and S. Scherer1
1PRISMA Cluster of Excellence, Institut fu¨r Kernphysik,
Johannes Gutenberg-Universita¨t Mainz, D-55099 Mainz, Germany
2Physics Department, C¸anakkale Onsekiz Mart University, 17100 C¸anakkale, Turkey
(Dated: 22 December 2016)
Abstract
We discuss the pole mass and the width of the ∆(1232) resonance to third order in chiral effective
field theory. In our calculation we choose the complex-mass renormalization scheme (CMS) and
show that the CMS provides a consistent power-counting scheme. In terms of the pion-mass
dependence, we compare the convergence behavior of the CMS with the small-scale expansion
(SSE).
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I. INTRODUCTION
Effective field theories (EFTs) have been successfully applied to various sectors of the
strong interactions, which are based on quantum chromodynamics (QCD) as the under-
lying fundamental theory with quarks and gluons as dynamical degrees of freedom. At
low energies, chiral perturbation theory (ChPT) [1–3] is the EFT of QCD, making use of
the Goldstone bosons of spontaneous chiral symmetry breaking as effective dynamical de-
grees of freedom (see, e.g., Refs. [4–7] for an introduction). The application of dimensional
regularization in combination with a modified minimal subtraction scheme results in an
unambiguous correspondence between the loop expansion and the chiral expansion [2, 3],
thus providing a straightforward power counting. In general, the inclusion of heavy and,
especially, resonant degrees of freedom in chiral EFTs leads to a more complex situation,
because one has to solve the question of implementing a systematic power-counting scheme.
To be specific, in relativistic baryon chiral perturbation theory (RBChPT), applying the
same renormalization condition as in mesonic ChPT did not work out, because loops con-
taining internal nucleon lines violated the power counting [8]. Besides the (non-relativistic)
heavy-baryon formulation of chiral perturbation theory (HBChPT) [9, 10], several renor-
malization prescriptions have been developed, leading to a “standard” power counting in
the covariant framework [11–17].
The ∆(1232)++ resonance was first observed in pi+p scattering [18], and the ratio of pi+ to
pi− scattering was interpreted by K. A. Brueckner in terms of an excited state with spin 3/2
and isospin 3/2 [19]. Ever since its discovery, the ∆(1232) resonance has played a prominent
role in the description of low and medium-energy processes such as pion-nucleon scattering,
electromagnetic pion production, Compton scattering, etc. (see, e.g., Refs. [12, 20–23, 25–
29]). This is due to the comparatively small mass gap between the ∆(1232) and the nucleon,
the strong coupling of the ∆(1232) to the piN channel, and its relatively large photon decay
amplitudes. Therefore, it would be preferable to extend BChPT by including the ∆(1232)
as an explicit degree of freedom in both the piN threshold region and the resonance region
[23, 24, 30–35].
In the following, we will apply the complex-mass scheme (CMS) to the unstable ∆(1232)
degrees of freedom. The CMS [36–40] was originally designed to derive properties of W ,
Z0, and Higgs bosons obtained from resonant processes. The idea is to assign complex
renormalized masses to the resonances, which are defined as the complex pole positions of
the corresponding full propagators. In the CMS, complex gauge-boson masses are used in
tree-level and loop calculations, which then imply complex counter terms in the Lagrangian.
The application of the CMS to hadronic resonances was for the first time considered in
Ref. [41]. In the meantime, the CMS has been used in the calculation of various hadronic
properties of unstable particles and reactions involving unstable particles as intermediate
states [29, 35, 41–48]. The applicability of the CMS in hadronic EFT at two-loop order was
shown in Ref. [49], and two-loop calculations for the widths of the Roper resonance and
the ∆(1232) resonance were discussed in Refs. [47] and [48], respectively. An importrant
question is whether the S matrix is perturbatively unitary in the CMS. In Ref. [50], this was
explicitly shown to be the case at the one-loop level for a model of light fermions interacting
with a heavy vector boson. A general proof can be found in Ref. [51]. Since perturbative
unitarity of the S matrix is ensured, the CMS can be considered as a rigorous formalism for
defining a renormalized quantum field theory [38, 52].
In the present article we discuss the mass and the width of the ∆(1232) in relativistic chiral
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EFT at O(q3) in the framework of the CMS. In Sec. II, we discuss the effective Lagrangian
and the power-counting scheme. In Sec. III, we calculate the complex pole position of the
∆(1232) and discuss the result as a function of the pion mass. Section IV contains a short
summary.
II. EFFECTIVE LAGRANGIAN
The most general effective Lagrangian for the calculation of the pole position of the Delta
propagator can be written as
Leff = Lpi + LpiN + Lpi∆ + LpiN∆, (1)
see, e.g., Refs. [7, 34] for details on the definition of the building blocks. We expand the
Lagrangians in terms of the pion fields and display only the expressions relevant for the
calculation of the Delta self energy at order three,
L(2)pi =
1
2
∂µ~pi · ∂µ~pi − 1
2
M2~pi2 + · · · , (2)
L(1)piN = Ψ¯
(
i/∂ −mN0
)
Ψ− 1
2
gA
F
Ψ¯γργ5~τ · ∂ρ~piΨ + · · · , (3)
L(1)pi∆ = −Ψ¯µξ
3
2
[
(i/∂ −m∆0)gµν − i(γµ∂ν + γν∂µ) + iγµ/∂γν +m∆0γµγν
]
Ψν
+
1
2
gA∆
F
Ψ¯µξ
3
2 [γργ5~τ · ∂ρ~pigµν − (γµ~τ · ∂ν~pi + ~τ · ∂µ~piγν) γ5 − γµγργ5~τ · ∂ρ~piγν ] ξ 32 Ψν
+ · · · , (4)
L(1)piN∆ = −
1
2
gAN∆
F
Ψ¯µ,i ξ
3
2
ij (g
µν − γµγν) ∂νpijΨ + h.c. + · · · , (5)
L(2)pi∆ = −4c∆1 M2Ψ¯µξ
3
2 gµνΨν + · · · . (6)
In Eqs. (2)–(6), pii denotes the cartesian component of the pion triplet, Ψ the nucleon
isospin doublet, Ψν,j are the vector-spinor isovector-isospinor Rarita-Schwinger fields [53]
of the Delta resonance, and ξ
3
2 is the isospin-3/2 projection operator. The superscripts
(i) denote the order i in the chiral expansion; M is the pion mass at leading order in the
quark-mass expansion: M2 = 2Bmˆ, where B is related to the quark condensate 〈q¯q〉0 in
the chiral limit; mN0 and m∆0 are the bare masses of the nucleon and the Delta; gA and F
refer to the chiral limit of the axial-vector coupling constant and the pion-decay constant,
respectively. The constants gA∆ and gAN∆ are the ∆ axial-vector coupling constant and the
N∆-transition axial-vector coupling constant in the chiral limit, respectively (in Ref. [7],
they are denoted by g1 = gA∆ and 2g = gAN∆). Finally, c
∆
1 is responsible for a quark mass
correction to the (complex) Delta mass and has a similar structure as the corresponding
term in the nucleon Lagrangian [8, 10].
In a Lorentz-invariant Lagrangian formulation of a field theory involving particles of
higher spin (J ≥ 1), one necessarily introduces unphysical degrees of freedom [53, 54].
Therefore, constraints need to be imposed, which specify the physical degrees of freedom.
Here, we make use of the constraint analysis of Ref. [55] using the canonical (Hamilton)
formalism [56–60], which results in a self-consistent theory with the correct number of de-
grees of freedom and leads to consistent interactions of the Delta resonance with pions and
nucleons. As a consequence of the constraint analysis, the Lagrangian is invariant under the
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so-called point transformation [55, 61, 63], and we may set the so-called off-shell parameter
A to −1, which also results in a simplified form of the Delta propagator. Note that our
approach is somewhat different from Refs. [29, 47, 48], where the Lagrangian has been ob-
tained by applying field redefinitions to remove redundant structures depending on off-shell
parameters [62–65]. Both methods generate the same number of independent low-energy
coupling constants.
When expressing the bare Lagrangian in terms of a basic Lagrangian and a counter-term
Lagrangian, we split the bare parameters of the Lagrangians Eqs. (2)–(6) into renormalized
parameters and counter-term contributions:
m∆0 = z∆ + δz∆, m0 = m+ δm, . . . , (7)
where z∆ is the complex pole of the Delta propagator in the chiral limit, m is the mass of the
nucleon in the chiral limit, and the ellipses stand for other parameters of the Lagrangian.
We use the renormalized mass parameters in the free propagators and include the counter
terms perturbatively. To summarize, the basic Lagrangians corresponding to Eqs. (2)–(6)
contain in total 10 real parameters, namely, M2, F , m, z∆, gA, gA∆, gAN∆, and c
∆
1 , where
z∆ and c
∆
1 are complex numbers.
In the CMS, we implement the following power counting. A renormalized diagram is said
to be of O(qD), where q denotes a small momentum or a pion mass. An interaction vertex
derived from an O(qi) Lagrangian [superscript (i)] counts as qi, a pion propagator as order
q−2, a nucleon and a Delta propagator as q−1, and a loop integration in n dimensions as qn.
The order D is then obtained from [4]
D = nNL − 2Ipi − IB +
∞∑
i=1
iNi, (8)
where NL, Ipi, IB, and Ni denote the number of independent loop momenta, internal pion
lines, internal baryon lines, and vertices derived from O(qi) Lagrangians, respectively.
III. POLE MASS AND WIDTH OF THE ∆(1232) RESONANCE
Making use of isospin symmetry, the isospin structure of the full propagator of the Delta
resonance is given by [34]
Sµνij,αβ(p) = ξ
3
2
ij,αβS
µν(p), (9)
where Sµν(p) is the solution of the equation
Sµν(p) = Sµν0 (p)− Sµρ(p)Σρσ(p)Sσν0 (p). (10)
Here, Sµν0 (p) stands for the free propagator and iΣ
µν for the sum of all one-particle irre-
ducible diagrams contributing to the two-point Green function. The self energy of the Delta
resonance is parametrized as follows [34],
Σµν(p) =
10∑
a=1
Σa(p
2)Pµνa , (11)
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FIG. 1: One-loop self-energy diagrams of the Delta resonance. The dashed, solid, and double
lines correspond to the pion, nucleon and Delta, respectively.
with
Pµν1 = gµν , Pµν2 = γµγν , Pµν3 = pµγν , Pµν4 = γµpν , Pµν5 = pµpν ,
Pµν6 = /pgµν , Pµν7 = /pγµγν , Pµν8 = /ppµγν , Pµν9 = /pγµpν , Pµν10 = /ppµpν .
From Eqs. (10)–(12), in the vicinity of the pole the full Delta propagator in n space-time
dimensions reads [34]
iSµν(p) =− i
[
gµν − γ
µγν
n− 1 +
pµγν − γµpν
(n− 1)z∆ −
(n− 2)pµpν
(n− 1)z2∆
]
× 1
/p− z∆ − Σ1(p2)− /pΣ6(p2) + pole-free terms.
(12)
The complex position of the pole of the Delta propagator, z, is used to define the physical
pole mass and the width of the Delta resonance [66], and is determined from Eq. (12) by
solving the equation
z − z∆ + 4c∆1 M2 − Σ˜1(z2)− zΣ6(z2) = 0, (13)
where we have split Σ1 into the constant tree-level piece −4c∆1 M2 and the loop contribution
Σ˜1. The contributions to the Delta self energy up to and including order O(q3) from loop
diagrams are shown in Fig. 1. Using the definition{
Iµνmi , I
µνλ
mi
}
:= iµ4−n
∫
dnk
(2pi)n
{kµkν , kµkνkλ}
[(k − p)2 −m2i + i0+](k2 −M2 + i0+)
, (14)
the unrenormalized results for loop diagrams from Fig. 1 (a) and (b) are obtained as
Σµν(a) =−
5g2A∆
12F 2
{
2
3
Iµνz∆
(
2z∆ + 3/p−
p2/p
z2∆
)
− gµνIαβz∆
[
gαβ(z∆ + /p)− 2γαpβ
]
(15)
+ gµνIαβλz∆ gαβγλ −
2
3
Iµνλz∆
γλ(z
2
∆ − p2) + 2pλ(z∆ + /p)
z2∆
}
,
Σµν(b) =−
g2AN∆
4F 2
[
Iµνm (/p+m) + I
µνλ
m γλ
]
. (16)
To carry out the complex renormalization scheme, the contributions of the self-energy
loop diagrams are reduced to scalar integrals and expanded in powers of
M2 = O(q2), /p− z∆ = O(q), p2 − z2∆ = O(q),
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where q denotes a small quantity. All terms violating the power counting are subtracted.
With the definition
Σ(i)(z) = Σ˜
(i)
1 (z
2) + zΣ
(i)
6 (z
2), i = a, b, (17)
the position of the pole of the Delta resonance up to and including third order is given by
z = z∆ − 4c∆1 M2 +
(
Σ(a)(z∆) + Σ
(b)(z∆)
)− (Σ(a)sub + Σ(b)sub). (18)
In the loop contribution we have replaced z by z∆, because the difference is of O(M2) and,
thus, results in a higher-order term. Expanding the integrands of the loop diagrams around
/p = z∆ in powers of M
2, /p − z∆, and p2 − z2∆ [16, 42], we identify all terms which are of
order two or lower. The resulting subtraction terms read
Σ
(a)
sub =
5g2A∆z∆
10368pi2F 2
[
25z∆
2 − 28M2 + 12(11z2∆ + 10M2)ln(z∆µ
)]
, (19)
Σ
(b)
sub =
g2AN∆
9216pi2F 2z5∆
{
− 6ipi(z∆ −m)3(z∆ +m)5 + C1
− α1(m, z∆)ln
(
z2∆ −m2
m2
)
+ α1(z∆,m)ln
(
z2∆ −m2
µ2
)
+M2
[
12ipi(z∆ −m)(z∆ +m)3(2z2∆ − z∆m+ 2m2) + C2
+ α2(m, z∆)ln
(
z2∆ −m2
m2
)
− α2(z∆,m)ln
(
z2∆ −m2
µ2
)]}
, (20)
with the definitions
C1 =z
2
∆
(−10z6∆ − 20z5∆m+ 14z4∆m2 + 48z3∆m3 + 9z2∆m4 − 12z2∆m5 − 6m6) ,
C2 =4z
2
∆
(
7z4∆ + 9z
3
∆m+ 3z
2
∆m
2 + 9z∆m
3 + 6m4
)
,
and
α1(m1,m2) =6m
5
1
(
m31 + 2m
2
1m2 − 2m1m22 − 6m32
)
,
α2(m1,m2) =12m
5
1 (2m1 + 3m2) .
Note that both subtraction terms are complex. The non-analytic terms ∝ M3 originating
from Eq. (18) are consistent with those of Refs. [34, 67]. The subtraction terms of Eq. (19)
and Eq. (20) are analytic in M2 and thus in the quark mass. They can be absorbed in the
renormalization of z∆ and c
∆
1 . Both constants are complex and remain finite in the limit
m→ z∆.
To show that the renormalized diagrams have the chiral order O(q3) and, thus, satisfy
the power-counting scheme, we first consider the diagram (a). Dividing the contribution by
M3, we obtain in the limit M → 0
lim
M→0
1
M3
Σ(a)ren(z∆) =
25g2A∆
864piF 2
. (21)
For a constant and finite mass difference z∆ −m, the contribution of diagram (b) divided
by M3 gives zero in the limit M → 0:
lim
M→0
1
M3
Σ(b)ren(z∆) = 0. (22)
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If we scale the mass difference z∆ −m as αM [42], we find the following result as M → 0,
lim
M→0
1
M3
Σ(b)ren(z∆) =
g2AN∆
192pi2F 2
f(α), (23)
with
f(α) = α + (6α− 4α3)ln(2α) + 4(α2 − 1) 32 ln(√α2 − 1 + α)
+ 4ipiα3 − 6ipiα + 4ipi(1− α2)
√
α2 − 1. (24)
Finally, first taking the limit z∆ → m and then M → 0, we obtain
lim
M→0
1
M3
lim
z∆→m
Σren(b) (z∆) = −
g2AN∆
96F 2pi
. (25)
In other words, even if the mass difference z∆−m is counted as O(q) like in the small-scale
expansion (SSE) [32], the contributions of the renormalized self-energy diagrams behave in
the vicinity of the Delta pole as O(q3).
Writing the position of the pole as
z = Re(z) + iIm(z) = m∆ pole − i
2
Γ,
we obtain the expressions
m∆ pole = Re(z∆)− 4Re(c∆1 )M2 +mloop∆ pole, (26)
Γ = −2Im(z∆) + 8Im(c∆1 )M2 + Γloop, (27)
where z∆ refers to the chiral limit of the pole. Note that the expressions in the chiral limit
are free parameters of the theory. Moreover, since also c∆1 is unknown, we first provide an
order-of-magnitude estimate by assuming Re(c∆1 ) ≈ −1 GeV−1, resulting in a contribution
to m∆ pole of approximately 78 MeV. To discuss the contributions of the loop diagrams we
make use of the numerical values mN = mp = 938.3 MeV, Mpi = Mpi+ = 139.6 MeV,
z∆ = (1210 − i50) MeV, Fpi = 92.2 MeV, gA = 1.27, gA∆ = 95gA = 0.706, and gAN∆ =
6
5
√
2gA = 2.16. The last two values are obtained from the static SU(6) quark model. The
loop results are then given by
mloop∆ pole = 13.8 MeV = (12.2 + 1.6) MeV,
Γloop = 2.26 MeV = (0.10 + 2.16) MeV,
where we split the total results into the contributions of diagram (a) and (b), respectively.
In the following, we compare the numerical values of the renormalized loop diagrams with
the SSE [32], where the mass difference δ ≡ z∆−m and the lowest-order pion mass M both
count as O(q). To that end, we substitute M → tM and δ → tδ in the loop expressions,
expand the result in t, subtract the terms proportional to t0, t, and t2, and, in the end, set
t = 1 in the resulting expressions. Whatever is left over, we call the renormalized SSE loop
contribution at O(q3). The strategy is the same as in the extended on-mass-shell scheme
[16], and the renormalized result also keeps higher-order terms of the loop contribution. The
difference between the heavy-baryon approach [9, 10, 30–32] and the covariant approach [11–
16, 24, 33, 34, 67] is that the latter includes an infinite series of relativistic corrections of
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FIG. 2: (Color online) Contributions of the renormalized loop diagrams to the real part of the
Delta-pole position (left panel) and the width (right panel) as a function of the pion mass. The
solid (blue) lines denote the CMS and the dashed (red) lines the SSE.
higher orders. Moreover, with the above method we may also identify the terms of a given
loop contribution that scale as tn, n ≥ 3. We denote the t3 terms as SSE-LO and the sum
of the t3 and t4 terms as SSE-NLO, respectively. The comparison with the full result, to
some extent, allows us to estimate the uncertainty due to higher-order terms. In the SSE,
the power-counting-violating terms are obtained as
Σ
(a)
sub =
5g2A∆z∆
10368pi2F 2
[
25z2∆ − 28M2 + 12
(
11z2∆ + 10M
2
)
ln
(
z∆
µ
)]
,
Σ
(b)
sub =−
g2AN∆z∆
9216pi2F 2
{
− 23z2∆ + 32z∆δ + 8(26δ2 − 17M2)
+ 60
[
z2∆ − 4z∆δ + 2(M2 + 2δ2)
]
ln
(
z∆
µ
)}
, (28)
where, in the SSE, the renormalized mass parameter z∆ is chosen to be real. The SSE-LO
result for the imaginary part of the Delta pole position z is then given by [34]
Im(z) = −g
2
AN∆(δ
2 −M2) 32
48piF 2
+O(q4). (29)
As M and δ are of O(q), Im(z) of Eq. (29) is of O(q3) and, thus, satisfies the corresponding
power counting.
In Fig. 2, we display the renormalized loop contributions mloop∆ pole and Γ
loop as functions
of the pion mass M = Mpi for the CMS [solid (blue) curves] and the SSE [dashed (red)
curves]. In the CMS we have implemented the renormalization condition that z∆ be the
position of the pole in the chiral limit. For that reason, the renormalized loop contribution
vanishes in the chiral limit in this scheme, i.e., both mloop∆ pole and Γ
loop vanish ∝ M3 as
M → 0. The renormalized loop contributions to the real part of the pole are compatible
with Refs. [67, 68], where the Delta mass of fourth order has been analyzed in the SSE using
lattice data and chiral effective field theory.
In Figs. 3 and 4, we display the pion-mass dependence of the renormalized loop contri-
butions mloop∆ pole and Γ
loop, respectively. To identify the higher-order contributions contained
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FIG. 3: (Color online) Pion-mass dependence of the loop contribution to the real part of the Delta
pole. Left panel: CMS. Right panel: SSE. Solid (blue) curves denote the full result, dotted (black)
curves the LO expansion, and dashed (red) curves the NLO expansion, respectively. In the CMS
case the curves are essentially indistinguishable.
in the loop results, in each case we explicitly show the LO result [dotted (black) curve], the
NLO result [dashed (red) curve], and the full result [solid (blue) curve]. Our first observation
is that, in the CMS, the loop contribution to the real part of the Delta pole is essentially
already given by the leading-order term, in other words, the three curves are hardly distin-
guishable. On the other hand, for the same quantity, small differences are visible between
the different orders in the SSE. Regarding the width, the situation is different. In the CMS,
the leading-order contribution to Γloop vanishes, and the three curves start to deviate from
each other roughly at 100 MeV. Furthermore, in the SSE, the LO result substantially differs
from the full result, while the NLO result is, as expected, already closer to the full result.
When discussing the width, two features need to be kept in mind. First, in the SSE, the
width is entirely given by the loop contribution, whereas in the CMS we expect a substan-
tial contribution from Γχ and a smaller contribution from the c
∆
1 term. Second, the power
counting of the SSE assumes that the lowest-order pion mass M and the mass difference
δ = m∆ − m scale in the same way. In that sense, taking the limit M → 0 and keeping
the mass difference δ = m∆ − m fixed, is in some way against the spirit of the SSE. In
general, we observe that neglecting higher-order contributions has a greater impact on the
calculation in the SSE when considering pion masses ≤ Mpi+ .
Next, we extract estimates for the width in the chiral limit, Γχ, and for the parameter
Im(c∆1 ). To that end, we interpret Eq. (27) as a function of the pion mass M ,
Γ(M) = Γχ + 8Im(c
∆
1 )M
2 + Γloop(M). (30)
At M = Mpi = Mpi+ , we adjust the width to the empirical number Γ(Mpi) = Γexp = 100
MeV. When M reaches the mass difference δ = m∆−mN , the Delta resonance is stable and
the width is Γ(δ) = 0. We thus have two equations in two unknowns,
Γχ + 8M
2
pi Im(c
∆
1 ) = Γexp − Γloop(Mpi),
Γχ + 8δ
2 Im(c∆1 ) = −Γloop(δ),
with the solution(
Γχ
Im(c∆1 )
)
=
1
8(δ2 −M2pi)
(
8δ2
[
Γexp − Γloop(Mpi)
]
+ 8M2piΓ
loop(δ)
−Γexp + Γloop(Mpi)− Γloop(δ)
)
.
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FIG. 4: (Color online) Pion-mass dependence of the loop contribution to the width. Left panel:
CMS. Right panel: SSE. Solid (blue) curves denote the full result, dotted (black) curves the LO
expansion, and dashed (red) curves the NLO expansion, respectively.
For gAN∆ = 2.16, we obtain Γχ = 149 MeV and Im(c
∆
1 ) = −0.313 GeV−1. In Fig. 5, we
compare three scenarios, namely, the full CMS result [solid (blue) curve], the full SSE result
[dashed (red) curve], and the LO-SSE result [dotted (black) curve]. All results are normalized
such that they produce the value Γexp at the physical pion mass Mpi+ = 139.6 MeV. For the
full SSE result this requires the value gAN∆ = 3.04. In this case, we obtain for the width
in the chiral limit Γχ = 161 MeV. On the other hand, in terms of the LO-SSE result, the
width is reproduced for gAN∆ = 2.25 with a width in the chiral limit of Γχ = 160 MeV.
Note that, by construction, the results must agree at M = 0 and M = Mpi+ . From Fig. 5
we draw two main conclusions. First, the CMS-width function differs only slightly from
the SSE-width function, where the difference is largest for small values of the pion mass.
Furthermore, below (above) the physical pion mass, the CMS width is smaller (larger) than
the SSE width. Second, the difference between the full SSE result and the LO SSE from
Fig. 4 (right panel) can be (almost) completely compensated by adjusting the LEC gAN∆.
As a consequence, the dashed (red) curve and the dotted (black) curve almost coincide in
Fig. 5.
Finally, in Fig. 6, we compare our results for the renormalized loop contributions mloop∆ pole
and Γloop [solid (blue) curves] with those obtained in the framework of Ref. [48] [dashed
(red) curves]. Our approach is based on the Dirac constraint analysis of Ref. [55] and
leads to manifestly consistent interactions with the correct number of dynamical degrees of
freedom. On the other hand, Ref. [48] fixes the off-shell parameters such that the interaction
Lagrangians are given by the sum
L(1)pi∆∆ +L(1)piN∆ =
1
2
gA∆
F
Ψ¯µξ
3
2γργ5~τ ·∂ρ~pigµνξ 32 Ψν+
(
−1
2
gAN∆
F
Ψ¯µ,i ξ
3
2
ijg
µν∂νpijΨ + h.c.
)
. (31)
The reasoning for this approach is that the effects of off-shell parameters can be absorbed in
LECs of other terms of the effective Lagrangian [48]. For the loop contribution to the real
part of the Delta-pole position we see a small difference between the two calculations, which
increases with the pion mass. Clearly, this difference may be regarded as a higher-order
effect. Furthermore, the results for the widths are almost indistinguishable.
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FIG. 5: (Color online) Pion-mass dependence of the width. The solid (blue) curve denotes the
CMS result of Eq. (30), the dashed (red) curve denotes the SSE result with gAN∆ = 3.04, and the
dotted (black) curve denotes the LO-SSE result with gAN∆ = 2.25. In each case the parameters are
chosen such that the width at the physical mass Mpi+ = 139.6 MeV reproduces the experimental
value of Γexp = 100 MeV.
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FIG. 6: (Color online) Contributions of the renormalized loop diagrams to the real part of the
Delta-pole position (left panel) and the width (right panel) as a function of the pion mass. The
solid (blue) lines denote the CMS result with the Lagrangian of Ref. [55] [see Eqs. (4) and (5)],
and the red (dashed) lines denote the CMS result with the Lagrangian of Ref. [48] [see Eq. (31)].
IV. SUMMARY AND CONCLUSIONS
We have discussed the pole position of the ∆(1232) resonance within the framework
of covariant chiral effective field theory. For the interaction terms, we made use of the
results of a Dirac constraint analysis. To implement a consistent power-counting scheme, we
investigated both the complex-mass renormalization scheme and the covariant small-scale
expansion combined with the extended on-mass-shell scheme. For both renormalization
schemes, we explicitly identified the power-counting-violating terms. In comparison with the
heavy-baryon expansion, the covariant calculations at O(q3) involve the summation of an
infinite series of relativistic corrections. We investigated the renormalized loop contributions
to the complex pole position with respect to their pion-mass dependence (see Fig. 2). As a
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consequence of the renormalization condition, in the CMS both mloop∆ pole and Γ
loop vanish as
M → 0. On the other hand, in the SSE both quantities approach non-vanishing constants in
this limit. To judge the importance of the higher-order terms implicit in the loop integrals,
we also provided, in addition to the full loop contributions, the LO and NLO results with
respect to a rescaling of the small quantities (see Figs. 3 and 4). Moreover, we discussed
the function for the width within three different scenarios (see Fig. 5). In the CMS, we
took gAN∆ = 2.16 and determined Γχ = 149 MeV and Im(c
∆
1 ) = −0.313 GeV−1 from
Γ(Mpi+) = Γexp = 100 MeV and Γ(δ) = 0. In the SSE, the width is completely given by the
loop contribution of Fig. 1 (b). We fixed the parameter gAN∆ to the experimental value Γexp
at Mpi+ , resulting in gAN∆ = 3.04 when using the full SSE expression, and in gAN∆ = 2.25
for the LO-SSE result. The corresponding values for the width in the chiral limit read 161
MeV (full SSE expression) and 160 MeV (LO-SSE expression), respectively. In the SSE,
the width automatically vanishes at M = δ. Unfortunately, we cannot completely fix the
pion-mass dependence of the real part of the pole position. The reason is that in both cases
we still have two free parameters, namely, m∆ and Re(c
∆
1 ) in the CMS, and δ = m∆ −m
and c∆1 in the SSE. On the other hand, there is only one condition, namely, the real part
of the pole position, 1210 MeV, at the physical pion mass Mpi+ . Finally, we compared
the CMS results of two interaction Lagrangians differing in their “off-shell” behavior [see
Fig. 6]. The differences in the loop contributions turn out to be small and may be regarded
as higher-order effects beyond the accuracy of our calculation.
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Appendix A: Feynman rules
The Feynman rules for the propagators and vertices are given in Table I.
Appendix B: Loop integrals
The scalar loop integrals of one-, and two-point functions which are used for the calcula-
tion of the self-energy diagrams are given by
A0(m
2) =
(2piµ)4−D
ipi2
∫
dDk
1
k2 −m2 ,
B0(p
2
1,m
2
1,m
2
2) =
(2piµ)4−D
ipi2
∫
dDk
1
[k2 −m21][(k + p1)2 −m22]
.
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TABLE I: Feynman rules for propagators and vertices. Note that i, j, l and r, s correspond to
cartesian isospin triplet and isospin doublet indices, respectively.
Propagators Vertices
k
i j
ψαi (p) ψ
β
j (p
′)
φl(k)
1
i
k2−M2+iδij
gA∆
2F
[
gαβγµkµγ5 − (γβkα + γαkβ)γ5 − γβγµγ5γαkµ
]
× (59 ijil + 19δilτj + 19δjlτi − 49δjiτl)
p
r s
ψαi (p) Ψ(p
′)
φl(k)
1
i
/p−m+iδrs
gAN∆
2F kν(g
να − γνγα) (δli − 13τlτi)
p
µ, α ν, β
−i /p+m∆
p2−m2∆
(
gµν − γµγνn−1 − γ
µpν−pνγµ
(n−1)m∆ −
(n−2)pαpβ
(n−1)m2∆
)
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