Abstract. We study infinitesimal properties of nonsmooth (nondifferentiable) functions on smooth manifolds. The eigenvalue function of a matrix on the manifold of symmetric matrices gives a natural example of such a nonsmooth function.
Introduction
The subject of this paper is the study of infinitesimal properties of nondifferentiable functions on smooth manifolds. Such nondifferentiable, or nonsmooth, functions arise naturally in many problems on smooth manifolds.
Consider for example the manifold of N × N symmetric matrices. The wellknown Ky Fan equality (see, for example, [40] ) gives the following representation of the k-th largest eigenvalue of a matrix A: The importance of eigenvalue functions in applications is well known (see [18, 40] ), and it is clear from the above representation that eigenvalue functions are, in general, nonsmooth. Although much research has been conducted on the spectral functions with the tools of nonsmooth analysis [9, 10, 19, 20, 50] , the smooth manifold structure of the Stiefel manifold has not been systematically exploited.
The second example is the metric distance on a Riemann manifold defined by where ∂ F ϕ is the Fréchet subdifferential of the function ϕ. This point of view is quite fruitful in Euclidean space when discussing, for example, the nearest points to a set.
The third example concerns control systems on manifolds and stabilization. It is known that, if a control system on a manifold can be stabilized by continuous feedback, then this manifold is isomorphic to R N [46] . Of course, most interesting control applications require using discontinuous feedback controls [27] . The main tool used for solving stabilization problems in R n has been the analysis of the corresponding control Lyapunov functions, which are nonsmooth even for simple examples.
These three examples explain the need for a systematic study of tools of nonsmooth analysis on smooth manifolds. This paper is an attempt to establish a framework and some tools for studying semicontinuous functions on smooth manifolds that can be used for analyzing optimization, dynamic optimization, generalized partial differential equations, optimal control and feedback control problems on manifolds.
To begin, one needs a concept of generalized differential to replace the differential of smooth functions on manifolds. Many such concepts and related calculus for lower semicontinuous functions in R N or Banach spaces have been the subject of intense research in the past several decades. They are important constituents of nonsmooth analysis, which in turn is a part of nonlinear analysis. Research done by Rockafellar, Pshenichnyi, Danskin and Dem'yanov was instrumental in the early studies on nondifferentiable functions and their applications in the optimization theory with emphasis on the convex and quasidifferentiable functions. In early nineteen-seventies, Clarke first introduced the concept of a generalized gradient for locally Lipschitz functions. He developed corresponding calculus and applied the generalized gradient in optimization and optimal control problems. Clarke also developed many techniques such as the scalarization of the problem, application of the perturbation and penalization techniques and variational analysis, which soon became a new paradigm in this field. This paradigm has been extremely effective in the analysis of a wide range of problems in nonsmooth nontraditional optimization and calculus of variations due to important and significant contributions made by Aubin, Borwein, Hirriart-Uruty, Ioffe, Mordukhovich, Penot, Rockafellar, Sussmann, Warga and others. The books and articles [2, 14, 25, 26, 29, 42, 45, 49, 56, 58, 75, 76] provide powerful tools and present interesting perspectives to the field of nonsmooth and variational analysis. They are the foundation of our current research, and we also recommend them for readers who are interested in the history and the state of the art of nonsmooth and variational analysis.
We shall focus on a natural generalization of the Fréchet subdifferential and its related limiting and singular subdifferentials. The related geometric concept of a normal cone to a set is defined as the subdifferential of the indicator function of the set. The Fréchet subdifferential appeared in [7] . Mordukhovich introduced the limiting and singular subdifferentials for general lower semicontinuous functions and systematically developed their calculus [53, 54, 57, 56] .
We should note here that a convex hull of the Mordukhovich limiting subdifferential coincides with the Clarke generalized gradients. Some elements of this geometric approach have appeared in Clarke's 1973 thesis [23] with its main focus on the normal cone to a set.
Our development follows more recent monographs [29, 14] and the survey [13] . These concepts of generalized subdifferentials fit very well with techniques of variational analysis and can conveniently handle semicontinuous functions. We emphasize that this is not the only possible approach. There are many other approaches and refinements in the rich literature of nonsmooth analysis that may also lead to interesting developments for the study of nonsmooth functions on smooth manifolds. For example, Warga [75, 76] defined a derivate container based on uniform approximation. It was recently refined by Sussmann [67, 68, 69] . These generalized derivative concepts are quite effective in dealing with optimal control and optimization problems with more topological methods. Treiman [72, 73] introduced the linear subdifferential that refined the limiting subdifferential. However, these are beyond the scope of the current paper.
Note that a distance metric function defined above can be considered as an optimal value function of more general optimal control of the minimizing of a functional 
l(c(T )) +

c(t) ∈ F (c(t))
where F (x) is a multifunction. Formally, these dynamical constraints in the form of the differential inclusion can be taken into account if the integrand in the functional is modified by adding the indicator function of the set F (x). Thus, this generalized optimal control problem is reduced to some nonclassical variational problem with a lower semicontinuous integrand which can take infinite values. This formal reduction can be very useful for the derivation of optimality conditions for such a general variational problem in the presence of an appropriate calculus for analysis of such integrands. In fact, this was one of the original motivations of Clarke's pioneering work which was in turn motivated by Rockafellar's results for completely convex nonsmooth calculus of variations problems.
Another aspect of the general optimal control problem in R N is the fact that its optimal value function is a generalized (viscosity or minimax) solution of the Hamilton-Jacobi equation [31, 32, 66] . It is interesting that the same techniques used in nonsmooth analysis for the derivation of optimality conditions can be used for the proof of uniqueness and existence of the solution of this first-order partial differential equation. How to handle a dynamic system motivated by the above examples is another major issue discussed in this paper.
This paper contains the conceptual framework for the study of generalized derivatives for semicontinuous functions and dynamic systems on smooth manifolds. We also illustrate our methods with examples of applications. To make the paper more focused we selected applications that demonstrate the methods rather than pursue maximum generality. We hope to discuss additional applications in greater detail in subsequent papers.
The paper is arranged as follows: we collect necessary preliminaries and notation regarding smooth manifolds in Section 2; in Section 3 we introduce the concepts of sub-and superdifferentials of lower and upper semicontinuous functions. The geometric concept of a normal to an arbitrary set on a manifold is introduced and is related to the distance function to the given set. Section 4 contains the elements of the calculus for subdifferentials: sum and product rules, chain rules, subgradients of supremum functions, and a multiplier rule for an optimization problem with semicontinuous data.
We discuss several applications of the sub-and superdifferentials and their calculus in Section 5. They are subdifferential characterizations of Lipschitz properties of functions, implicit function theorems and subdifferentials for the spectral functions.
We introduce a dynamic system on smooth manifolds in the form of differential inclusions in Section 6. We then discuss related concepts of monotonicity and invariance of functions and sets with respect to solutions of differential inclusions on manifolds. We use these results to discuss elements of the theory for generalized (viscosity) solutions of Hamilton-Jacobi equations in Section 7. We also discuss applications to the distance function on Riemannian manifolds there.
Preliminaries and notation
In this section we recall some pertinent concepts and results related to a smooth manifold. Our main references are [16, 51, 65] .
a is a C r function in a neighborhood of ψ a (m). Here r is a nonnegative integer or ∞. As usual C 0 represents the collection of continuous functions. It is well known that this definition is independent on the coordinate 
The collection of all C r vector fields on M is denoted by V r (M ). In particular, if (U, ψ) is a local coordinate neighborhood with m ∈ U and (x 1 , ..., x N ) is the corresponding local coordinate system on (U, ψ), then (
, is an element of T * m (M ), and is defined by
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
NONSMOOTH ANALYSIS ON SMOOTH MANIFOLDS 3691
Let M 1 and M 2 be two C ∞ manifolds. Consider a map φ :
and has the property that, for any
. Let (U, ψ) be a local coordinate neighborhood with m ∈ U . Since m i → m we may assume without loss of generality that
Recall that a mapping g :
One can check that (2) is independent on local coordinate systems. The manifold M together with the Riemann metric g is called a Riemannian manifold. Since any paracompact manifold admits a positive-definite metric structure in many cases we may assume that M is a Riemannian manifold without significant loss of generality. Let (M, g) be a Riemannian manifold . For each m ∈ M , the Riemann metric induces an isomorphism between T m (M ) and
Then we define norms on T m (M ) and T * m (M ) by
The following generalized Cauchy inequality is crucial: for any v . We call such a mapping a curve and leave it to the reader to prove that for any curve c there exists mappingċ such thatċ(t) ∈ T c(t) (M ) for almost all (a.a.) t ∈ [a, b] and, for any ϕ ∈ C ∞ (M ),
3. Sub-and super-differentials of nonsmooth functions on manifolds Now we turn to nonsmooth functions on a manifold and their sub-and superdifferentials. We denote the extended real line byR := R ∪ {+∞}. For an extended-valued function f : M →R the domain of f is defined by dom(f ) := {m ∈ M : f (m) < ∞}. Definition 3.1. Let f : M →R be an extended-valued lower semicontinuous function. We define the Fréchet-subdifferential of f at m ∈ dom(f ) by
(M ) and f − g attains a local minimum at m}.
We define the (limiting) subdifferential and singular subdifferential of 
When M = R N , then a function g in the definition of a Fréchet subgradient can be chosen to be a quadratic one. In this case the definition becomes a definition of a proximal subgradient which has a natural geometric interpretation in terms of normal vectors to an epigraph of function f ( it is useful to recall that in the case of a smooth function f the vector (f (x), −1) is a normal vector to its epigraph). This geometric interpretation of subgradients also explains their relationship with a concept of generalized solutions of Hamilton-Jacobi equations in view of a normal vector characterization of invariance properties of solutions of differential inclusions. For details of proximal calculus and related results we refer to the textbook [29] . The other subdifferentials defined in Definition 3.1 coincide with the usual limiting and singular subdifferentials [53, 54] . Note that co {∂f (x) + ∂ ∞ f (x)} coincides with the original Clarke's generalized gradient.
Returning to the manifold case we note that it follows directly from the definition that ∂ F f (m) ⊂ ∂f (m) and 0 ∈ ∂ ∞ f (m). Note that ∂ F f (m) may be empty.
However, if f attains a local minimum at m, then 0 ∈ ∂ F f (m) ⊂ ∂f (m). These are the usual properties to be expected for a subdifferential. The geometric concept of normal cones to a closed set can be naturally established as usual by using the subdifferential for the corresponding indicator function. When M is a Riemannian manifold we have the following relationship. To prove the inverse inclusion we consider ξ ∈ N F (s; S). Then there exists g ∈ C 1 (M ) such that dg(s) = ξ and δ S (·) − g(·) attains a local minimum at s. Observing that g is also locally Lipschitz near s, we can choose a neighborhood U of s such that g(m) − g(s ) ≤ αρ(m, s ) for all m, s ∈ U and −g(s) ≤ −g(m) for all m ∈ S ∩ U . Now, for any m ∈ U close enough to s and any ε > 0, we can choose
attains a local minimum at s and, therefore, ξ ∈ α∂ F ρ(s; S).
Example 3.6 (Normal cone to a submanifold). Let S be a C 1 submanifold of M . Then, for any s ∈ S,
In fact, assume that the dimension of S is p. Then there exists a coordinate neighborhood (U, ψ) around s with a corresponding local coordinate system (
We turn to a discussion of the generalization of the Bouligand tangent cone from R N to a general smooth manifold. To do so we need the following simple and useful lemma.
Proof. Let (U, ψ) be a local coordinate system around m with local coordinates (x 1 , ..., x N ). Then, there exist constants α n , n = 1, ..., N , such that
Consider a subset S of M and a vector v ∈ T s (M ). Let v(·) be a local extension of v and let c v denote a local solution of the equatioṅ 
An easy consequence of this definition is the following proposition. 
Dividing the above inequality by t i and taking limits, we obtain
That is to say ξ ∈ N * F (s; S). We conclude this section with the following infinitesimal characterization of the Bouligand tangent cone in terms of the distance function to the set S. Proposition 3.10.
where D denotes an analogue of the lower Dini derivative along the tangent vector v:
Calculus for subdifferentials of lower semicontinuous functions
This section contains elements of a calculus of subdifferentials of lower semicontinuous functions on smooth manifolds: sum and product rules, chain rules, subgradients for supremum functions and necessary optimality conditions for constrained optimization problems. One can derive similar results for a superdifferential which we will not list in detail to make the exposition concise. Our proofs are accessible to readers without experience in nonsmooth analysis techniques. A useful technique in discussing properties of subdifferentials on a manifold by using known properties of Fréchet (or proximal) subdifferentials in R N is along the following lines. First, convert the problem into one in a Euclidean space via a local coordinate system. Then apply corresponding results for subdifferentials in a Euclidean space to the problem. Finally, lift the conclusion back onto the manifold. 
When g is a diffeomorphism applying (4.1) to f • g and g −1 yields the opposite inclusion.
Applying Theorem 4.1 to g = ψ −1 for a local coordinate mapping ψ yields the following corollary.
Corollary 4.2. Let f : M →R be a lower semicontinuous function. Suppose that (U, ψ) is a local coordinate neighborhood and m ∈ U . Then
and
We illustrate the usage of Corollary 4.2 by proving the density of the domain of the Fréchet subdifferential. The Banach space version of this result appeared in [8] .
Theorem 4.3. Let f : M →R be a lower semicontinuous function and S be a closed subset of
Proof. We need only to show that dom(f ) ⊂ dom(∂ F f ). The rest follows easily. Let m ∈ dom(f ) and W be an arbitrary neighborhood of m. Without loss of generality we may assume that there is a local coordinate neighborhood (U, ψ)
Fuzzy sum rules.
The fuzzy sum rule is one of the equivalent forms of several fundamental principles for subdifferentials [79] which plays an important role in many applications of the subdifferentials. Its prototype appeared in [42, 43, 44] . The following is a version for the Fréchet subdifferential on a smooth manifold.
Theorem 4.4 (Fuzzy sum rule
). Let f 1 , ..., f L be lower semicontinuous functions on a manifold M and let ξ ∈ ∂ F (f 1 + ... + f L )(m). Then, for any ε > 0, any neighborhood V ofm and any v ∈ V ∞ (M ), there exist m l ∈ V , l = 1, 2, ..
., L, and
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Proof. Without loss of generality we may assume that (f 1 + ... + f L ) attains a local minimum atm. Let (U, ψ) be a local coordinate system of M withm ∈ U and ψ = (x 1 , ..., x N ). Without loss of generality we may assume that U ⊂ V . It is obvious that the function f 1 
In particular, they are Lipschitz on ψ(U ), say with a uniform rank K.
Applying the fuzzy sum rule [13, Theorem 2.6] on R N we have that there exists (
We then have
Thus,
Remark 4.5. In a Banach space this fuzzy sum rule can be refined to include additional information on the 'size' of the subderivatives involved (see [12] ). This feature is lost here due to the lack of a metric in T (M ). However, a similar estimate can be established on a Riemannian manifold.
4.3.
A subdifferential representation of the superdifferential. Now we use the lifting method to derive a smooth manifold version of the subdifferential representation of the superdifferential due to Barron and Jenson [5] .
Theorem 4.6. Let f : M → R be a continuous function and let
ξ ∈ ∂ F f (m). Then for any ε > 0, any neighborhood U of m and any v ∈ V 1 (M ), there exist m i ∈ U , ξ i ∈ ∂ F f (m i ) and convex coefficients α i , i = 1, . . . , k, such that | ξ, v − k i=1 α i ξ i , v | < ε.
Proof. First note that when M = R
N this is a corollary of the result in [5] . To prove the general case we can assume without loss of generality that (U, ψ) is a local coordinate system. It follows from Corollary 4.2 that, for
Mean value inequalities.
The importance of mean value theorems in analysis are well known. Often what one actually uses is an inequality. In this section we discuss such mean value inequalities for extended valued lower semicontinuous functions and continuous functions on smooth manifolds. In dealing with extended valued lower semicontinuous functions, it is often important to control the value of the function at the mean value point. This is reflected in an additional estimate that does not appear in the smooth case. We discuss two different types of such estimates, and their applications will become clear in later sections. The first is a smooth manifold version of Zagrodny's result in [77] .
Theorem 4.7 (Mean value inequality I). Let f : M →R be a lower semicontinuous function, let v ∈ V ∞ (M ) and let c be a curve corresponding to this vector field, i.e., c(t) = v(c(t)), t ∈
Proof. We first consider the simple case when (U, ψ) is a local coordinate system with local coordinates ( (0))) and chooseᾱ > 0 such that α ∈ (0,ᾱ) and
where
Since f α → f as α → 0, when α is sufficiently small, we have
Assume that ϕ α attains minimum at t α ∈ [0, 1) over [0, 1] . Consider the right Dini derivative
where m α is a point of minimum for the function
Observing that
we can conclude that m α ∈ U . Then we have
By the definition of subdifferentials we have
Then we have the following inequality:
and, therefore, locally Lipschitz around ϕ(c(t α )) we can conclude that there exists a constant K such that
Thus we haver
Next we show that
By the definition of ϕ α it is increasing when α → 0 + and so is ϕ α (t α ). Moreover (0)) and, therefore, lim α→0 + ϕ α (t α ) exists. By the definition of t α and m α we have
that is to say
Taking limits as α → 0 + yields (4.6). Now taking α small enough so that m α ∈ U andr
we have, by (4.5) , that
It remains to takem = m α and ξ = ξ α . For the general case, since there are a finite number of coordinate neighborhoods covering the compact set c(
Applying the above argument to f α and supposing that c(t α ) ∈ U j , for some j ∈ {1, . . . , k}, then everything goes through with (U, ψ) replaced by (U j , ψ j ).
When f is continuous we can get a version of the mean value inequality with a lower estimate on the function value f (m) following the model in [47] . This result can also be viewed as a combination of the mean value inequality I and the subdifferential representation of the superdifferential. Our proof below is based on this observation. These mean value inequalities are also interesting in that it is not 'local' in the sense that the curve c([0, 1]) is, in general, not contained in one local coordinate system. Thus, the 'lifting' approach in the proof of the fuzzy sum rule does not directly apply. In the proof of Theorem 4.7 we overcome this difficulty by using a partition of unity. In the proof of the second mean value inequality we adopt a different strategy in overcoming this difficulty.
Theorem 4.8 (Mean value inequality II). Let f : M →R be a continuous function bounded from below, let v ∈ V ∞ (M ) and let c be a curve corresponding to this vector field, i.e.,ċ(t) = v(c(t)), t ∈
Proof. Again, we first consider the simple case when (U, ψ) is a local coordinate system. Consider −f and s(t) = c(1 − t). Thenṡ(t) = −v(s(t)) and
Applying Theorem 4.7 we have that there exist
. By the subdifferential representation of the superdifferential of Theorem 4.6, there exist m i in a small neighborhood of m with
Then at least one i will satisfy
Combining inequalities (4.7) and (4.9) we have
It remains to setm = m i and ξ = ξ i . Now we consider the general case when the curve c can be covered by a finite number of open subsets U i ⊂ M , i = 0, . . . , k, from the atlas. Then there exists a finite partition
We can assume that j is the largest such index which implies that
Now we apply the mean value inequality, which we proved before, to the interval [τ j , τ j+1 ] to derive the existence ofm ∈ U and ξ ∈ ∂ F f (m) such that
which implies the assertion of the theorem.
Subdifferential of sup-envelope function.
We turn to discuss subdifferentials for sup-envelops of lower semicontinuous functions which is often useful in problems related to optimizations. Let f γ : M →R, γ ∈ Γ be a family of continuous functions and let
be the sup-envelop of {f γ } γ∈Γ . How to estimate the Fréchet subdifferential of f in terms of the subdifferentials of f γ is a subject of much research (see e.g. [25, 34, 35, 37, 38, 60, 61] ).
Here we prove a smooth manifold version of [47] . A recent application of this result to the proof of Helly's intersection theorem for Cartan-Hadamard manifolds can be found in [48] .
We need the following set:
defined for positive δ and a neighborhood U ofm. Note that in the case of M being a Riemannian manifold we can consider a neighborhood U = U δ := {m ∈ M : ρ(m,m) < δ}. The set G δ,U (m) plays a role of a set of approximate γ in maximizing γ → f γ (m). We consider a weak-star topology on V ∞ (M ) generated by neighborhoods
is continuous in such a topology.
Then there exists a function g ∈ C 1 (M ) such that f − g attains a local minimum at m and g (m) = ξ. Fix a vector field v ∈ W and consider an integral curve c (t) = v(c(t)), c(0) = m. We can assume that c(t) is defined for all t > 0 small enough and belongs to U . We have that, for all t small enough,
Then we have
Applying the mean value inequality of Theorem 4.8 we have that there exist
It follows from (4.12), (4.13) and the lower semicontinuity of f that by choosing t small enough we can make (m t , γ) ∈ G δ,U (m). Now we define a convex subset M of the cotangent fields as follows:
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It follows from (4.14) that, for all t > 0 small enough,
By taking limits as t → 0 we obtain 
which implies, for all v ∈ W , that the inequality
4.6. Necessary conditions for constrained minimization problems. Necessary optimality conditions is one of the primary concerns in optimization problems. The relevance here is that in the general form represented below it is also closely related to the calculus of subdifferentials. There are many different versions of such necessary optimality conditions under different assumptions (see [25, 26, 49, 54, 56] ). The form we present here is directly related to [11, 73] .
Consider the following optimization problem on M :
Following [11] we use the quantities τ l , l = 0, 1, . . . , L, to simplify the notation. The τ l 's associated with the inequality constraints and the cost function are always 
Proof. Let (U, ψ) be a local coordinate neighborhood of M withm ∈ U . Then x := ψ(m) is a (local) solution to the following constrained optimization problem on R N :
Applying the limiting multiplier rule of [13, Theorem 7.4] and Lemma 4.2 completes the proof.
4.7.
Calculus rules for subdifferentials. Calculus for subdifferentials are important for the effective application of subdifferentials. Many different approaches have been used in developing calculus for various subdifferentials in general Banach spaces [14, 25, 26, 29, 43, 49, 55, 56, 58, 59, 64, 75, 76] . We will establish a chain rule first and then deduce a sum rule, a product rule and a quotient rule from it. We start by establishing a general chain rule in a Euclidean space. The first general chain rule for nonsmooth functions was proved by Warga in [76] . Here we deduce a chain rule from the necessary optimality conditions in [11] using a conversion in [78] . We continue to use the τ l notation introduced in the previous section. 
. Then there exist sequences ξ i and x i satisfying (
) is a local solution to the following constrained minimization problem:
Applying the fuzzy multiplier rule of Theorem 3.1 in [11] , there exist x l i and y
where e l is the lth column of the L × L identity matrix and v 
) and consider two cases: Case 1. t i is unbounded. Passing to a subsequence if necessary we may assume that t i → +∞. Taking another subsequence if necessary we may assume that ν 
. This corresponds to the second abnormal case in (A1). If s i is bounded, then passing to a subsequence again we may assume that µ i → µ ∈ ∂f (f 1 (x), ..., f L (x) ). Taking limits in (4.18) (multiplying h i and taking limits in (4.18)) we arrive at alternative (A2). 
Combining this chain rule in
It is well known that as special cases of the chain rule one can deduce a sum rule, a product rule, a quotient rule and a subdifferential formula for maximum functions (see e.g. [13, 49, 55, 56, 59] ) .
Theorem 4.13 (Sum rule). Let f 1 , ..., f L : M →R be lower semicontinuous functions. Then, for any
In the following quotient rule τ ∈ {−1, 1}. 
When the function f in the chain rule is the maximum of its variables we have the following result. 
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or there exist µ l ≥ 0 with
The following is a useful corollary for the subdifferential of the positive part f + := max(f, 0) of a lower semicontinuous function f . 
Applications
We now turn to several applications of the sub-and superdifferential concepts and their calculus.
Lipschitz criterion.
We start with a subdifferential criterion for a function on a Riemannian manifold to be Lipschitz. It is a generalization of the well known result that a C 1 function f on an open convex set U in a Banach space is Lipschitz with rank K if and only if f (x) ≤ K for all x ∈ U . Forms of this criterion for nonsmooth functions can be found in [30, 63, 70] . To state this result we need a concept of convexity on a manifold. We say that an open subset U of a smooth Riemannian manifold M is convex provided that, for any two points m 1 , m 2 ∈ U , there exist ε 0 = ε 0 (m 1 , m 2 ) > 0 such that, for any ε ∈ (0, ε 0 ), there exist a C We say that M is locally convex if, for any m ∈ M and any neighborhood V of m, there exists a convex neighborhood U of m such that U ⊂ V . Roughly speaking we require that any 'approximate' geodesics connecting two points of a convex open set U remains in U . When M has the property that there exist geodesics between any two points, this is equivalent to requiring that for any two points in U a geodesic joining them remains in U (see [3, 21] for discussion about geodesics). When M is a Euclidean space this definition of convexity coincides with the usual convexity concept.
Definition 5.1. Let (M, g) be a Riemannian manifold with distance ρ, and U is an open subset of M . We say that f : U → R is Lipschitz with rank K provided that, for any m 1 , m 2 ∈ U ,
We say that f is locally Lipschitz at m ∈ M provided that f is Lipschitz in a neighborhood of m. 
Dividing both sides by t and taking limits as t → 0, we have
Since v is arbitrary, we have v 
]). Note that ξ ∈ ∂ F φ(t) implies that
, where η = ξ/ r (t) > 0. We rewrite this inclusion as
where ψ is a local coordinate system around r(t). Now apply the chain rule of Theorem 4.12 to the composition of f • ψ −1 and ψ • r. Since ψ • r is C 1 alternative (A1) is impossible and alternative (A2) gives us
It follows that
On the other hand, it follows from Corollary 4.2 that ψ * r(t) u * ∈ ∂f (r(t)), which is a contradiction.
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Applying the above theorem to a locally convex manifold we have: 
Implicit function theorem.
Next we prove an implicit function theorem for a general lower semicontinuous function on a Riemannian manifold. We also derive a metric estimate for the implicit multifunction. We need the following notation. Let M be a manifold and P a parametric set. Consider a function f : M × P →R. We denote the positive part of f by f + := max(f, 0). We use G(p) to denote the implicit multifunction determined by f (m, p) ≤ 0, i.e.,
In this section ∂f (m, p) and ∂ F f (m, p) signify the limiting subdifferential and the Fréchet subdifferential with respect to variable m. Now we can state our implicit function theorem.
Theorem 5.4. Let (M, g) be a locally convex Riemannian manifold with distance ρ, let P be a metric space and let U be an open set of M × P . Consider f : U × P →R that satisfies the following conditions:
Proof. We need only prove (b). For if (b) holds, by condition (ii) for any η > 0 sufficiently small there exists an open set V ⊂ P containingp such that
Take η small so that W := {m : ρ(m,m) < η} and let
We prove (b) by way of contradiction. Suppose that (b) does not hold. Then, there exists a sequence (m n , p n ) ∈ U converging to (m,p) such that
Note that f + is lower semicontinuous with respect to m. Invoking the Ekeland variational principle [39] there exists v n ∈ M such that
attains a local minimum at m = v n . By the sum rule of Theorem 4.13 we have
In other words there exists v * ∈ ∂ρ(v n , v n ) such that
Note that m → ρ(m, v n ) is a Lipschitz function with rank 1. We have v * ≤ 1 by Theorem 5.2. Thus, we found an element u * ∈ ∂f (v n , p n ) with
a contradiction.
Subdifferential of spectral functions.
Let M be the space of complex N × N matrices. For any X ∈ M we use λ 1 (X), . . . , λ N (X) to denote the N (including repeated) eigenvalues of X in the lexicographical order of real and imaginary parts. We call λ(X) := (λ 1 (X), . . . , λ N (X)) the eigenvalue mapping. A spectral function is a function of the form φ := f • λ : M →R where f is invariant under permutation of its variables. The concept of a spectral function encompasses many useful functions related to the eigenvalue mapping such as the spectral abscissa max{Re λ n , n = 1, . . . , N}, the spectral radius max{|λ n |, n = 1, . . . , N}, the determinant det and the trace tr. These functions are often intrinsic nonsmooth which makes analyzing their properties difficult. Recently in a series of papers, J. Burke, A. Lewis, and M. Overton made a breakthrough in the analysis of various subdifferentials of the spectral functions (see [19, 20, 50] and their references). In this section we illustrate how to understand their work by using the nonsmooth analysis tools on manifolds established in the previous sections. As usual we define an inner product on M by
and norm X := X, X . We use GL(N ) and O(N ) to denote the set of all invertible and orthogonal matrices in M , respectively. For U ∈ GL(N )(U ∈ O(N )) we define a mapping u : M → M by
Then u is a diffeomorphism (in fact, a linear invertible transform). Moreover, it is easy to calculate that u O(N ) ). It follows directly from the smooth chain rule of Theorem 4.1 that
It is easy to see that φ • u = φ. Thus, we have the following lemma.
Lemma 5.5. Let φ be a spectral function on M and let U ∈ GL(N ) (U ∈ O(N )). Then∂
φ(U −1 XU) = U −1∂ φ(X)U, (∂φ(U * XU) = U * ∂ φ(X)U ), where∂ = ∂ F , ∂ or ∂ ∞ .
Next we consider the GL(N ) and O(N ) orbit of X ∈ M defined by GL(N )·X :=
. It is well known that GL(N ) · X and O(N ) · X are submanifolds of M , and their tangent and normal spaces at X are described in the lemma below.
Lemma 5.7. Let φ be a spectral function on M . Then Y ∈∂φ(X) implies that
Proof. We need only to prove the case when∂ = ∂ F . The rest follows by a limiting process. Observe that by the definition of the Fréchet subdifferential we have
The lemma follows from the representation of N F (O(N ) · X; X) in Lemma 5.6. Now we can deduce the key result that can help us understand the relationship between the subdifferential of a spectral function φ = f • λ and that of f . For any X ∈ M , we will use diag X to denote the diagonal of X as a vector in C N , i.e., diag X = (x 11 , . . . , x NN ).
Theorem 5.8. Let φ be a spectral function on M and let Y ∈∂φ(X). Then there exists a matrix U ∈ O(N ) such that T = U
* XU is an upper triangle with diag T = λ(X) and S = U * Y U is a lower triangle and
Proof. By Lemma 5.7 XY * = Y * X. The existence of U as described in the theorem is a direct consequence of the Schur Theorem. The conclusion then follows from Lemma 5.5.
Similar results holds when M is the space of Hermitian matrices. In this case S and T are both diagonal matrices. Suppose that φ = f • λ. A. Lewis showed in [50] that if S and T are diagonal, then (5.2) is equivalent to diag S ∈ ∂f (λ(X)).
J. Burke and M. Overton [19, 20] showed that the necessity holds for general S and T . While these relationships are highly nontrivial we can see that they can be understood as nonsmooth chain rules on the smooth manifolds of matrices.
Differential inclusions on manifolds: monotonicity and invariance
We now turn to discuss differential inclusions on manifolds which is a convenient generic form of representing control systems and dynamic systems with uncertainty. Consider a multifunction F defined on the manifold M whose values are compact convex sets of the corresponding tangent space, namely,
We say F is upper semicontinuous at m provided that m i → m and F (m i ) v i → v implies that v ∈ F (m). In this section we always assume that F is an upper semicontinuous convex compact valued multifunction. The differential inclusioṅ
is a well known object (see [1, 33] ). 
Existence theorems of local solutions to a differential inclusion on manifolds follows directly from corresponding results for differential inclusions in Euclidean spaces. The following is an example: We will focus on monotonicity of a differential inclusion with respect to an extended valued lower semicontinuous function. The essentially equivalent results about invariance of a differential inclusion with respect to a closed set is also discussed. These properties play important roles in many problems related to a differential inclusion. A good reference is the survey paper [28] .
6.1. Strong invariance and monotonicity. For a differential inclusion the related concepts of invariance with respect to a set and monotonicity with respect to a function play important roles in the analysis of such systems. We start with the strong invariance and monotonicity. It is easy to see that these two concepts are closely related. S is strongly invariant if its indicator function δ S is strongly monotone decreasing and function ϕ is strongly monotone if all its level sets
Below we give an infinitesimal characterization of these properties in terms of the upper Hamiltonian
where p ∈ T * m (M ) and , is the pairing between elements of T m (M ) and its dual T * m (M ).
It is well known that in the case of M = R N we need some additional assumptions to ensure an infinitesimal characterization of strong invariance, e.g. Lipschitz behavior of the multifunction F . Here we use a similar condition in terms of the upper Hamiltonian. In the reminder of this paper we always assume that M is a Riemannian manifold with a metric ρ. Assumption (H1). For any m ∈ M there exists a neighborhood U of m and a constant L such that, for any m ∈ U and any ϕ ∈ C ∞ (M ),
For ϕ ∈ C ∞ (M ), the strong monotonicity are obviously characterized by
We show below that analogous infinitesimal conditions hold for a lower semicontinuous function ϕ with Fréchet subgradients replacing the derivatives of ϕ in (6.7). (i.) ϕ is strongly monotone decreasing with respect to the solutions of ( 6.1).
Proof. (i.) implies (ii.) Suppose that ϕ is strongly monotone decreasing with respect to the solutions of (6.1) and (ii.) implies (iii.) Note that H is continuous and positive homogeneous in p. This follows directly from definitions of the limiting and singular subdifferentials.
(c(t)) − g(c(t)) ≥ ϕ(c(0)) − g(c(0)) or 0 ≥ g(c(t)) − g(c(0)). Dividing by t and taking limits when t → 0+ we have
(iii.) implies (i.) First, observe that it is enough to show that
for t > 0 small enough so that c(t) stays in a local coordinate neighborhood U where (U, ψ) is a local coordinate system with local coordinates (x 1 , x 2 , ..., x N ). Moreover, shrinking U if necessary we may assume that ψ(U ) is a convex subset of R N . Second, by shifting a constant if necessary we may assume that ϕ(c(0)) = 0 without loss of generality.
For α > 0, define
It is not difficult to see that function ϕ α (m) is locally Lipschitz which implies that along any solution c of (6.1) function ϕ α (c(t)) is absolutely continuous. Then at a differentiable point of both ϕ α (c(t)) and c(t) we have
where m is a minimum point for the function
This implies that
Since H is positive homogeneous in p, combining (iii.) and Corollary 4.17 we have
Using (6.10) and Assumption (H1), we have the following estimate:
We need the following simple estimate Lemma 6.6. For m 1 , m 2 ∈ U , one has
It follows from (6.11) that
Invoking Gronwall's inequality we obtain
Since lim α→0+ ϕ α (c(t)) = ϕ + (c(t)) we arrive at ϕ + (c(t)) ≤ 0 which implies ϕ(c(t)) ≤ 0.
Applying Theorem 6.5 to the indicator function of a set we have the following characterization of the strong invariance. 6.2. Weak invariance and monotonicity. We now discuss weak invariance and monotonicity. They require only existence of a trajectory of the differential inclusion system that satisfies the invariant or monotonicity property. As stated in the definition of the strong invariance these two concepts are closely related. A set S is weakly invariant if its indicator function δ S is weakly monotone decreasing and a function ϕ is weakly monotone decreasing if all of its level sets
We characterize the weak monotonicity and the weak invariance property in terms of the lower Hamiltonian
The following assumption is needed. (i.) ϕ is weakly monotone decreasing with respect to the solutions of ( 6.1).
Assumption (H2). F is bounded in the sense that for any function
Proof. (i.) implies (ii.) Suppose that ϕ is weakly monotone decreasing with respect to the solutions of (6.1). Let p ∈ ∂ F ϕ(m) and let g ∈ C 1 (M ) such that ϕ−g attains a local minimum at m and dg(m) = p. Consider a solution c of (6.1) with c(0
Note that the function r → h(c(r), dg(c(r))) is lower semicontinuous due to the upper semicontinuity of F . Thus,
(ii.) implies (iii.) Note that h is lower semicontinuous and positive homogeneous in p. This follows directly from definitions of the limiting and singular subdifferentials.
(iii.) implies (i.) Let us fix m 0 ∈ dom ϕ; then there exists a local coordinate neighborhood U of m 0 and a local coordinate system (U, ψ) with local coordinates (x 1 , ..., x N ). Without loss of generality we can assume that for some positive r
. Note that sets U 1 and
are compact.
Remark 6.11. Since ϕ is lower semicontinuous we can assume that it is bounded from below on U 1 and, moreover, shifting ϕ by a constant if necessary, we can assume that it is positive on U 1 .
Consider solutions of the differential inclusion
We show below that under Assumption (H2) there exists a constant τ > 0 such all solutions of (6.16) exist on the interval [0, τ] and stay in U .
To show it we define a multifunctioñ
It is easy to see thatF is convex-valued and upper semicontinuous. The following lemma demonstrates thatF is bounded.
Lemma 6.12. Let multifunction F be upper semicontinuous and Assumption (H2) hold. Then there exists a constant C 1 such that for any x ∈ x 0 + 2rB, p ∈ R N and v ∈F (x) (6.17) ṽ, p ≤ C 1 p .
Proof. Letṽ ∈F (x); then there exists v ∈ F (ψ(x)) such that
But this means (6.17).
It follows from this lemma that if τ := r/C 1 , then all solutions of the differential inclusion
exists on the interval [0, τ] and satisfy
Also we have that any solution x(t) of the differential inclusioṅ x(t) ∈ coF (x(t) + εB) (6.19) stays in x 0 + rB on the interval [0, τ] for any ε ∈ [0, r). Now we note that any solution c(t) of (6.16) is a lifting of some solution x(t) of (6.18) which implies that c(t) stays in U 2 on the interval [0, τ].
For α > 0, consider the function ϕ α analogous to the one defined before
We fix an arbitrary small positive α satisfying α < r/(1 + 2ϕ(m 0 )).
In view of the Remark 6.11 it implies that for any m ∈ U 2 minimizer m in the definition of ϕ α (m) will be an interior point of U 1 . We construct approximate solutions of (6.1) as follows: consider a uniform par-
We define the approximate solution c π (t) of the differential inclusion (6.1) on [0, τ] recursively as a lifting of the absolutely continuous arc (6.20) where x π is a solution of the differential inclusioṅ (6.21) and function ∆(α) is defined as follows: ∆(α) := ( 2(ϕ(m 0 ) + 1) + 1)α. (6.22) We determine c π (t) as follows: assume that an approximate solution c π (t) has been defined on [0, t k ] and satisfies
We extend c π to the interval [t k , t k+1 ]. Let m k denote a point such that the function
attains a local minimum. In view of the Remark 6.11 this implies that m k is an interior point of U 1 and
Combining condition (iii) and Corollary 4.17 we have
Due to Lemma 6.12 we have that
This implies that the first relation in (6.23) holds on [0, t k+1 ].
Note that due to (6.23) and choice of δ we have
Now we estimate the increment of the function ϕ α along this trajectory for t ∈ [t k , t k+1 ]. We use (6.20) , (6.25) , and (6.17) for this purpose
Due to (6.24) we obtain that
Using the second relation in (6.23) for t = t k we obtain from (6.28) that this relation is also valid for all t ∈ [0, t k+1 ].
To show that x π (t) is a solution of (6.21) on [t k , t k+1 ] we use (6.26), (6.23 ) and the estimate on the choice of δ.
Thus, we proved that there exists an arc c π (t) satisfying (6.20) , (6.25) and (6.23)
Now, by choosing a sequence of partitions π i with δ i → 0 we can assume without loss of generality that x π i converges uniformly to some arc x which is a solution of the differential inclusionẋ (t) ∈ coF (x(t) + ∆(α)) and
where c(t) = ψ −1 (x(t)). Then by choosing a sequence of α i and arcs
Again without loss of generality we can assume that the sequence x i converges uniformly to some arc x which is a solution of the differential inclusion (6.18). The corresponding lifting c(t) = ψ −1 (x(t)) is a solution of (6.1) satisfying (6.13). The theorem is proved.
For a closed set S, letting ϕ = δ S we deduce characterizations of weak invariance as a corollary. 
Optimal control problems and Hamilton-Jacobi equations on manifolds
In this section we establish the existence and uniqueness of generalized lower semicontinuous solutions of Hamilton-Jacobi equations on smooth manifolds for the initial value problem
and for the boundary value problem
Here, h is the lower hamiltonian corresponding to a multifunction F , θ is a fixed time moment and S is a closed subset of M . We show that infinitesimal criteria for invariance and monotonicity from the previous section can be used for comparing lower semicontinuous semisolutions of Hamilton-Jacobi equations (7.1) and (7.2) and to prove uniqueness of generalized solutions. Also these criteria are used to demonstrate that optimal value functions for corresponding optimal control problems coincide with these generalized solutions, which ensures their existence. We should mention that this approach and nonsmooth analysis tools developed in this paper can be used for studying generalized nonsmooth solutions of more general first-order partial differential equations on manifolds to provide analogues of the viscosity solution theory [4] and minimax solutions theory [66] . Our approach is based on methods from [29] which, in turn, is based on Subbotin's idea to use the invariance in the theory of generalized solutions of first-order partial differential equations.
As an application of these results we demonstrate that for any closed subset S of M the distance function d S (m) is a unique bilateral solution of the following eikonal equation:
In particular, when S = {m 1 } this result provides an infinitesimal characterization of the Riemann metric m → ρ(m 1 , m).
7.1. Initial value problem for a Hamilton-Jacobi equation. We consider a basic fixed time optimal control problem of minimizing the functional
on the set of trajectories of a differential inclusion
where the function l : M → R is lower semicontinuous and θ is a fixed moment of time.
We define an optimal value function V for this optimal control problem as follows:
where infimum is taken over the set of all solutions c of (7.4) such that c(t) = m. Under sufficiently general assumptions V is lower semicontinuous and we demonstrate that V is a unique generalized solution of the initial value problem (7.1) for a Hamilton-Jacobi equation with the hamiltonian h defined in (6.15). The concept of a generalized solution that we use here is based on the concept of a bilateral lower semicontinuous solution introduced by Barron and Jensen [5, 6] in the case of M = R N . Let us we define super-and subsolutions of a HamiltonJacobi equation (7.1) . The important distinction between them lies in the fact that subsolutions are also required to satisfy some differential inequality for t = θ. We will often use the product space R × M (where M is a smooth manifold) in the sequel. For (t 0 , m 0 ) ∈ R × M local coordinate neighborhoods are introduced naturally as follows: for any local ordinate system (U, ϕ) for m 0 and any δ > 0 we define ((t 0 − δ, t 0 + δ) × U, (t, ϕ)) to be a local coordinate system for (t 0 , m 0 ). 
Remark 7.3. We assume that super-and subsolutions take value +∞ for all t > θ.
The following definition of a bilateral lower semicontinuous solution implies that a subgradient of a solution should satisfy the Hamilton-Jacobi equation at points with t < θ in a remarkable resemblance of classical smooth solutions. We prove an existence and uniqueness theorem for the bilateral lower semicontinuous solution for the initial value problem (7.1) under the following assumptions which combine compactness properties of a set of trajectories of differential inclusion and their prolongation. We note that these assumptions can be replaced by some growth assumption on F and Assumptions (H1) as it is often done in the case of M = R N . Moreover, Assumption (H3) also implies the existence of optimal trajectory for any initial point (t, m) if V (t, m) < +∞. Finally, it is not hard to establish that the optimal value function is lower semicontinuous under these assumptions. Proof. It follows from Theorem 6.10 that u is weakly monotone decreasing with respect to solutions of differential inclusionF if and only if for the hamiltonian hF the following inequality holds for any (t, m) ∈ (−∞, θ) × M :
Computing this hamiltonian, we have that this condition coincides with the differential inequality in Definition 7.1.
Analogously, we observe that the strong monotone predecrease property (decreasing in reversed time) of the function v is equivalent to the strong monotone decrease property in reverse time which means that v is strongly monotone decreasing with respect to the differential inclusion with the right-hand side −F . Thus, by Theorem 6.5, strong monotone predecrease property is equivalent to the following differential inequality which holds for any (t, m) ∈ (−∞, θ] × M :
But this inequality is exactly the differential inequality from Definition 7.2 of a subsolution. The lemma is proven. Now we use this lemma to establish the following comparison result for superand subsolutions and the optimal value function V which implies (7.8).
Lemma 7.7. Let u and v be a supersolution and a subsolution, respectively; then, for any 
Due to the initial condition for v the last inequality implies v(t, m) ≤ l(c(θ))
for any solution c starting from m at t. Of course, it means that v(t, m) ≤ V (t, m) which finishes the proof of this lemma.
As we have mentioned this comparison result (7.9) implies the uniqueness of the bilateral lower semicontinuous solution.
Now we demonstrate that the optimal value function V (7.5) is such a bilateral solution of the initial value problem (7.1) for a Hamilton-Jacobi equation. Namely, we show that V is weakly monotone decreasing and strongly monotone predecreasing with respect to solutions of the differential inclusionF and use Lemma 7.6 to derive that V is a super-and subsolution.
Indeed, for a given point (t, m) consider the optimal trajectory c of F such that c(t) = m. This implies that V (t, c(t)) = l(c(θ)) = V (t , c(t )) for any t ∈ [t, θ]. Thus, V has weak decrease property. Now we consider an arbitrary solution which is a prolongation of this optimal trajectory c on the interval (−∞, t]. For any t < t sufficiently close to t we have that V (c(t )) ≤ l(c(θ)) = V (t, c(t)) which implies that V is strongly monotone predecreasing.
Thus, V is a supersolution and subsolution simultaneously which implies that it is the unique bilateral solution.
7.2. Boundary value problem for a Hamilton-Jacobi equation. In this subsection, generalized lower semicontinuous solutions of the "eikonal" equation (7.2) are related with optimal value function for the following optimal time control problem of minimization of the functional: (7.10) θ S (c(·)) := min{T > 0 : c(T ) ∈ S} on a set of trajectories of a differential inclusion (7.4) where S is a closed subset of M . This functional takes the value +∞ if a trajectory c doesn't intersect with the set S. The optimal value, or minimal time function, V for this optimal control problem is defined as follows: 
θ(c(·))
where the infimum is taken over the set of all solutions c(·) of (7.4) such that c(0) = m. Under sufficiently general assumptions function V is lower semicontinuous, and we demonstrate that V is a unique generalized solution of the boundary value problem (7.2) for the Hamilton-Jacobi equation with the hamiltonian h defined in (6.15).
The following concepts of sub-and supersolutions for the boundary value problem (7.2) will be used to define a bilateral lower semicontinuous solution. We show that these semisolutions provide lower and upper estimates for the optimal time function V . The following definition of a bilateral lower semicontinuous solution implies that a subgradient of a solution should satisfy the Hamilton-Jacobi equation at points within S c in a remarkable resemblance to the classical smooth solution of the eikonal equation (7.2). It is easy to verify that under this assumption that the optimal value function V is lower semicontinuous. The next theorem establishes that this optimal value function is a unique bilateral lower semicontinuous solution for the boundary value problem (7.2) in the class of lower semicontinuous functions bounded from below. which finishes the proof of this lemma.
As we have mentioned this comparison result (7.15) implies the uniqueness of bilateral lower semicontinuous solution.
Now we demonstrate that the optimal value function V (7.11) is such a bilateral solution of the boundary value problem (7.2) for the Hamilton-Jacobi equation. Namely, we show that V + t is weakly monotone decreasing and strongly monotone predecreasing with respect to solutions of the differential inclusionF and use Lemma 7.12 to derive that V is both a super-and subsolution.
Indeed, for a given point m consider the optimal solution c of F such that c(0) = m and T := V (m). This implies that V (c(t)) + t = V (m) for any t ∈ [0, T ) which means that V (c(t)) + t is weak monotone decreasing. Now we consider an arbitrary solution which is a local prolongation of this optimal trajectory c on the interval t < 0. For any t < 0, we have that V (c(t)) + t ≤ V (m), which implies that V is strong monotone predecreasing.
Thus, due to Lemma 7.12, V is a supersolution and a subsolution simultaneously which implies that it is the unique bilateral solution. This completes the proof of Theorem 7.11.
As an example of an application of this theorem we consider the following optimal time problem for the closed set S ⊂ M of minimization of the functional θ S (c(·)) (7.10) on the set of trajectories It is obvious that the minimal time function V for such a control problem coincides with the distance function d S . Thus, we obtain from Theorem 7.11 the following corollary. Remark 7.15. The dynamical programming approach to free time optimal control problems in terms of generalized solutions to a Hamilton-Jacobi equation has been investigated by I. Chryssochoos and R. B. Vinter in [22] , where one can also find an interesting concrete example.
