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Abstract 
We consider the spectral function p(p) (n 2 0) for the Sturm-Liouville equation y” + (I. - q)y = 0 on [0, co) with a 
boundary condition y(0) cos tl + y’(0) sin c( = 0 and where q E L(0, 00). A point ~0 is called a point of spectral concentration 
if p’ has a local maximum there. We give a new formula for p’ in terms of the Prtifer transformation angle 0 and we 
identify a rapid transitional property of 0 in the neighbourhood of points of spectral concentration. This property provides 
a sensitive test of the existence of such points and lends itself to a detailed computational investigation which reveals 
such points in greater profusion than shown by, for example, SLEDGE. Our approach also leads to the possibility of a 
theoretical investigation. 
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AMS class#ication: 34A12 
1. Introduction 
The spectral function p&)(-cc < ,U < co) associated with the Sturm-Liouville equation 
y” + (3, - q(x)}y(x) = 0 (0 dx < 00) (1.1) 
and a boundary condition 
y(0) cos c( + y’(0) sin a = 0 (1.2) 
is a nondecreasing function of ,u which can be defined in several ways. One definition, in terms of 
the Titchmarsh-Weyl function m,(A) for (1 . 1 ), is 
J PZ p&2 1 - hh I= C’ lim Im m,(t + is)dt (E -+ 0). (1.3) PI 
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A second definition of p,(p) is that it is the limit as b + cc (possibly through a subsequence) of the 
spectral function p,&) associated with (1.1) on a finite interval [0, b] together with the boundary 
condition (1.2) and a similar one at x = b. We refer to such standard works as [2, Ch. 9; 9, Ch. 
2; 24, Chs. 2,3,6] for both definitions of pU as well as for the central role of pm in the expansion 
theory of (1 .l) and (1.2). The basic requirements are that q is real-valued and locally integrable in 
[0, cc) and a is real. With a suitable normalisation [9, Section 2.31, pa is uniquely determined if 
(1.1) is in the Weyl limit-point case. 
For our purposes in this paper, we note specifically the role of pX in the generalised Parseval 
formula 
17; If(x dx = ll Is(~ dp&), (1.4) 
where f EL~(O, oo), 
and 1$(x,11) is the function defined in (2.1) below [2, p. 236; 24, Section 6.101. Any point of 
discontinuity p. of pu produces a discrete additive term in (1.4), arising from dp, at po, this point 
then being an eigenvalue in the sense that (1.1) (with /z = 1~g) has a non trivial L*(O, cc) solution 
which satisfies (1.2). Also, any interval (pi,p2) in which the derivative pi exists and is relatively 
large compared to its values in neighbouring intervals, produces a relatively large contribution to 
(1.4). We then say that there is spectral concentration in (p1,p2) or to be more precise, spectral 
concentration at a local maximum of p:. 
The second of the above two definitions of plx is the basis of the software package SLEDGE which 
computes pa efficiently for a wide range of potentials q(x) and any given c(. The package is due to 
Fulton and Pruess [ 181, and we also refer to the long list of examples [ 191 on which SLEDGE has 
been tested, as well as to the paper [S] in which it is shown that a variety of detailed theoretical 
results are faithfully reproduced by SLEDGE. 
In this paper, we are concerned with the case where q decays rapidly at cc in the sense that 
qEL(O, a). (1.5) 
There are certain situations where spectral concentration has been identified both by SLEDGE in 
five of the test examples [19, examples 166-1701 and, independently, by Brandas et al. [lo-12, 221, 
who used the Kodaira formula for p: which is based on (1.3) [ 151. We describe briefly these two 
approaches to spectral concentration in turn. The SLEDGE examples are when a = 0 and, in three 
of them, q(x) is 
(i) -16e-X’4 cosx, (ii) -6Oe-“‘* sin x, (iii) -25( 1 + x*)-l cosx, (1.6) 
and SLEDGE flagged sharp increases in po when p is 
(i) 2.65, (ii) 3.59 (iii) 1.12, (1.7) 
respectively. The other two SLEDGE examples are broadly similar. The sharp increase would nor- 
mally be interpreted by SLEDGE as due to a discontinuity in po, implying therefore positive eigen- 
values at the points (1.7). However, all the examples (1.6) satisfy (1.5), and it is known from 
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theoretical considerations that (1.5) precludes the existence of positive eigenvalues [9, Section 3.41. 
Indeed, (1.5) implies not only the continuity but also the absolute continuity of p. in [0, 00) [23, 
24, Section 5.71. The focus of attention is therefore p > 0, and the correct interpretation of the sharp 
increase of the various p. exhibited by SLEDGE at the points (1.7) is not that p. has a jump 
discontinuity but that ph is in some sense large at these points. Thus we have spectral concentration. 
The Kodaira formula for p: is based on the existence of a solution t,Qx, A) of ( 1.1) which, subject 
to (1.5), satisfies 
$(x, 2) N exp(ircx) (x + oo), (1.8) 
where K: = fi and 0 <arg IC < n: when 0 < arg 3, < 27c [5, Theorem 1.9.11. Then I&X, J.) is the Weyl 
L2(0, oc) solution of (1.1) when II is non-real, and the Kodaira formula 
P~(~)=~-~~~‘~/~~(~,~)cos~+ IC/‘(0,~)sina12 
is a consequence of (1.3) [15, p. 9401. Let us now define 
(1.9) 
Y(K) = iNO> A) cos a + $‘(0,;1) sin a (1.10) 
as a function of rc. Since the only possible eigenvalues of the problem (l.l)-(1.2) must lie on the 
negative real l-axis, Y( rc) has no zeros in the K-region 0 < arg IC < x, arg K,# $c. However, if (1.8) 
and (1.10) are continued into the so-called unphysical sheet -rr < arg rc < 0, it is possible for Y( rc) 
to have zeros near to the real rc-axis. When such zeros rco do exist, their effect in (1.9) is to make 
pi(p) large at b = (re IC~)~, resulting in spectral concentration. The location of these zeros by several 
methods form the approach developed by Brandas et al. in a series of papers, of which we cite [l, 
lo-121 and the references therein. 
In passing, we note one feature which this approach has in common with the analysis of spectral 
concentration for a quite different type of q. If, for example, q(x) =x - &x2, where E is a small 
parameter, the existence of poles of the Green’s function in the unphysical sheet produces spectral 
concentration at points p which are eigenvalues of the unperturbed problem with q(x) =x [3, 17; 
25, Ch. 20; 21, p. 45 et seq]. However, (1.5) presents the extra difficulty that it contains no similar 
explicit information on the location of spectral concentration. 
We also mention here that the concept of spectral concentration has been linked in quantum 
mechanical terms to the ideas of time-delay and complex resonances. We refer to Marletta [ 161, see 
also [20], for a review of these ideas although, as indicated in [16, p. 41, there is no theoretical 
connection which expresses spectral concentration in terms of the time-delay function. 
The purpose of this paper is first to present a new formula for pk, subject to (1.5). The formula 
is given in Section 2. Unlike (1.9), it has no ramifications for complex 2, but it does contain some 
new structure which leads to the formulation of detailed guidelines for the occurrence of spectral 
concentration. The guidelines involve the oscillatory nature of (1.1) for real /2. We remark that, 
subject still to (1.5), our formula supersedes the SLEDGE approach which is entirely computational 
and provides no theoretical structure for pa. 
In Section 3 we give examples of q(x), of the general type (1.6), and we show numerically that 
our guidelines do realise spectral concentration. A new feature here is that we replace the numerical 
multiples in (1.6) by a general parameter c, and show that the nature of the spectral concentration 
varies with c. We also find that points of spectral concentration occur in greater profusion than 
336 B.M. Brown et al. IJournal of Computational and Applied Mathematics 81 (1997) 333-348 
indicated by (1.7). In the case of (1.6)(i) for example, we identify not only the point 2.65 indicated 
in (1.7) but also the points 0.17 and 8.21. 
In Section 4, we take q(x) to be a step-function, again with a multiplicative parameter c. Now 
( 1.1) is soluble explicitly and consequently we obtain an explicit ph which confirms the theoretical 
and numerical results of Sections 2 and 3 as well as raising further questions. In a subsequent paper, 
we plan to explore the relation of our real-variable methods to the idea of quantum mechanical 
resonances and connected results in the complex A-plane [14]. 
2. The spectral function 
In this section we consider (1.1) with II = ,u (> 0), and the basic condition on q is (1.5). In [24, 
Section 5.71 it is shown that p&p) can be expressed in terms of the solution 4(x, p) of (1.1) which 
satisfies the initial conditions 
4(0, p) = - sin a, &( 0, p) = cos CC. (2.1) 
There is one point of notation here: the solution $ defined by (2.1) has the opposite sign to the 
C$ in [24] to accord with the now standard notation [9, p. 471. As in [24, Section 5.71 and [5, 
Theorem 1.9.1-J a standard theorem on the asymptotic solution of differential equations shows that, 
as a consequence of (1.5), 
4(x, p) = a(p) cos sx + b(p) sin sx + o( 1 ), 
@(x, p) = -s&) sin sx + d(p) cos sx + O( 1) 
as x --t co, where ,U = s* and a(,~) and b@) are independent of x. We note that 
a*(p) + b*(p) = 4*(x, ,Li) + s-*&*(x, p) + o( 1). 
Then we have the Titchmarsh-Weyl formula 
p;(p) = ~-‘p-“*{a*(p) + b*(p)}-’ 
(2.2) 
(2.3) 
for the derivative of the spectral function where, as is customary, we have inserted the factor K-’ [2, 
p. 255, Problem 41; [24, Section 5.7 and (6.7.5)] and [26, p. 2641. We note that, although the origin 
of (2.3) lies in the 1910 work of Weyl, the formula has not been exploited to derive properties of 
p,*(p) until recently [7]. By (2.2) and (2.3), we can also write 
P&L) = K’ lim{s4*(x, p) + s-‘c$‘*(x, p)}-’ (x --f cc). (2.4) 
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Now (2.4) can be expressed in an alternative form which is suitable for our purposes by means 
of the Pri.ifer transformation 
f&x, ,D) = s-“~Y(x, cl) sin 0(x, p), c$‘(x, cl) = s1’2r(x, p) cos 0(x, p) (2.5) 
[ 13, p. 333, 16, 20, Section 31. As usual, (1 .l) is equivalent to the two first-order equations 
13/(x, p) = s - s-l q(x) sin2 0(x, /_L) (2.6) 
r'(x,p)/r(x,p)= is-'q(x) sin28(x,p). (2.7) 
Since 0(x,~) is only defined up to a multiple of 27t by (2.5), we choose a particular branch by 
requiring that 
-rc < 6(0, p) < 7c. (2.8) 
We integrate (2.7) over (0,~) and note that, by (2.4) and (2.5), pi(p) =~c-~r-~(co,p). This gives 
p',(p)=C'r-2(0,p) exp q(x)sin28(x,p)dx (2.9) 
Also, (2.1) and (2.5) give r2(0,p)=Ssin2 a + s-i cos2 a, and hence (2.9) is completed when we 
write 
F2(0,p)= I s, (a = o>, s-‘csc2a(l +s-2COt2cX)-1, (a # 0). (2.10) 
The initial value e(0, p) which follows from (2.1) and (2.5) is a solution of tan 6(0, p) = -s tan 01, 
subject to (2.8). In particular 
WA P) = 
{ 
0, (a = o>, 
-rc/2, (a = rc//). 
(2.11) 
More generally, if as usual we take O<a < x in (1.2) and (2.1), then (2.1), (2.5) and (2.8) show 
that 
-7c<6(O,p)<O (O<a<n). (2.12) 
Thus our approach to the location of spectral concentration consists of defining 0(x, p) as the solution 
of (2.6) which satisfies the appropriate initial condition, such as (2.11). We then examine the size 
of the integral 
q(x) sin 28(x, p) dx (2.13) 
in (2.9), with varying ,u, in order to identify a narrow range of p for which the integrand is large 
and negative as compared to its values in neighbouring ranges. 
It is possible to lay down guidelines concerning the sign and size of (2.13) and, to do this, we 
recall a basic property of B(x,p) in relation to oscillation of &x,,u) considered as a function of 
kn: < qx, ,U) < (k + 1)X (2.15) 
when ak <x < ak+i, cf. [4, p. 71, 13, p. 333, Lemma 3.11. In the case of the zeros bk of #(x,p), 
it follows from (2.5) that 
&b,,P)=(K+ i)% (2.16) 
where K is an integer. In general there is no exact relation between K and k. However, if q(x) GO 
in some interval, we have c!?‘(x, u) > 0 in that interval, by (2.6). Then (2.15) shows that 
K=k (2.17) 
provided that the bk are correctly labelled in the interval concerned. 
The guidelines are as follows: 
(4 
(b) 
cc> 
By (1.5), the range of integration (X, co) is not significant in (2.13) when X is chosen large 
enough. Thus attention can be confined to integration over a suitable finite interval (0,X). 
In an interval where q(x) < 0, (1.1) is oscillatory and therefore sin 20(x, p) is likely to change 
sign several times in the interval, by (2.14)-(2.17). Thus it is likely that integration over such 
an interval will have a largely neutral effect on the size of (2.13). 
Attention therefore focuses on integration over intervals where q(x) > 0. The largest negative 
value of (2.13) is likely to be achieved if sin 28(x, p) < 0 throughout such an interval, especially 
if it is the interval in which q(x) attains its absolute maximum value. Let this interval be (x1,x2). 
Then we wish to identify values of ,U such that 
Cd) 
(N + i)Tc < (3(x, P) < (N + l)rt (2.18) 
in (xi ,x2), where N ( > 0) is an integer. We note that (2.18) and (2.15) imply that 4 has exactly 
N + 1 zeros in [0,x,] and that neither 4 nor 4’ has a zero in (xi,x2). 
If (2.18) holds in an interval (x1,x2) where q(x) > 0 but does not attain its absolute maxi- 
mum, the size of (2.13) is correspondingly reduced. Then, although (2.9) still leads to spectral 
concentration, the exponentiation means that the concentration is much less marked. 
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x. Let ak (k = 0,1,2, . ..) be the consecutive zeros of c$(x,,u) in the closed interval [0, co), where 
O<ao <a, < +.‘. Then it follows from (2.5),(2.6) and (2.12) that 
&ak,pC1)=kn (2.14) 
and 
It is possible to elaborate further on these guidelines, but we wish to move on to illustrative 
examples which demonstrate that the guidelines do lead to spectral concentration. At the beginning 
of the next section, we discuss our procedures for computing ~(x,,M), but first it is helpful to state 
in purely descriptive terms how (2.18) is realised. Let p. be a point of spectral concentration and 
let ,u~ and ,u~ be suitably close to ,uo with pl < ,uo -C p2. In a situation of sharp spectral concen- 
tration, p&(,no) is large compared to p&(pi) and pk(p2), typically by a factor of 104. Then we find 
that 
1. (3(x, ,u~ ) and 0(x, ,u2) are close together for 0 <x <xi with, in particular, their values at x1 close 
to (N+ +; 
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2. Q(xz,pl) is close to (N + i)rt and f3(x2,p2) is close to (N + :)7c; 
3. 19(x:!,p,) is close to (N + 1)rc. 
Thus the graphs of 0(x, pl ) and 0(x, pz) are only close mod 71: to the right of x2, with 0(x, p) un- 
dergoing a rapid transitional behaviour in (x1,x*) as p increases from pl to ,u~. These descriptive 
remarks will be supported by the computational evidence to be presented in the next section. 
3. Computer assisted investigation of spectral concentration 
In this section we discuss the computational procedures we have used to locate spectral concentra- 
tion. We recall that in Section 1 a point of spectral concentration is defined to be a point in (0, co) 
where p:(p) has a local maximum. In Section 2 p’,(p) is given by (2.9) and (2.10), where Q(x,p) 
is the solution of (2.6) which satisfies the appropriate initial condition at x = 0. For simplicity, we 
focus our remarks on the Dirichlet case a = 0, so that the initial condition is @O,,u) = 0 as in (2.11). 
We have first to choose a range for p within which to carry out the computational investigation, 
and we have selected the range 0 <p <25. In view of the known results (1.7) and our subsequent 
findings given later in Table 1 and elsewhere, this range is more than sufficient to cover the main 
features of interest. Our procedure then goes as follows. 
1. For a given q(x), the numerical computation of p;(p) is performed over the range [0,25] at 
increments of 10p2. Here we use (2.9) and the numerical solution of (2.6) at each mesh point, 
subject to 0(0, p) = 0. Purpose-written code is then used to examine the output values of p;(p) 
and determine at this level of precision any local maxima. 
2. The approximate spectral concentration points found in stage 1 are used as good starting values 
to refine the location of the actual points to a precision of 7 decimal places. Thus the process in 
stage 1 is repeated but now only in neighbourhoods of the approximate points and with a mesh 
size of 10p6. 
We point out that, in view of the computational complexity of the procedure, the two-stage process 
is needed in order to eliminate the computation of p;(p) at a fine discretisation in intervals where 
there are in fact no local maxima. We also mention here that we consider q(x) to involve a 
multiplicative parameter c, as detailed in (3.1) and (3.2) below, and therefore the two-stage 
process is carried out for a selection of values of c. 
3. Since one of our main purposes is to relate spectral concentration to the rapid transitional behaviour 
of 0(x,p) postulated at the end of Section 2, we wish to show that this behaviour actually occurs. 
We therefore produce several graphs of 0(x, p), as a function of x, for a selection of values of p 
in close proximity to the points of spectral concentration already determined. Examples are given 
in Figs. l-4, and we comment further on these findings later. 
We have applied the above procedure to potentials q(x) which, as generalisations of (1.6), have 
the form 
(i) - ce-X’4 cosx, (ii) - ce-“* sinx, (iii) - c( 1 +x2)-’ cosx, (3.1) 
where c(> 0) is a parameter. To these we can add the example 
(iv) c(x2 - k)e-x2’10, (3.2) 
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which has been discussed by Brandas et al. [ 10, Section IV, 22, Section 51 in the case c = 1, k = 1.6. 
Our main purpose is to determine the effect of changes in the value of c on the existence, location 
and strength of spectral concentration, and to note the relevant transitional behaviour of f?(x,p). We 
have therefore applied the above computational procedure when c takes a selection of integer values 
in a range which we have chosen to be 1 ,<c<60. We have also added further values of c in (0,l) 
because one of our findings is that, in the examples (3.1)-(3.2) there is a c-interval (0, co) for 
which spectral concentration does not occur at any p > 0. We indicate the value of co in each case 
below, and we return to this matter in Section 5. We now focus our further discussion on (3.1 )(i) 
since our findings for (3.1 )(ii) and (3.2) are broadly similar. The example (3.1 )(iii) presents an 
extra difficulty because of the slower decay as x + 00 and we comment further on this situation in 
Section 5. 
3.1. Example q(x) = - cePX14 cos x 
Referring to guideline (c) in Section 2 and the case x1 = n/2, x2 = 3rc/2 which we have here, we 
find that spectral concentration arises very strongly for each N = 0, 1,2. Here the range of c examined 
is 0 < c<60. We conjecture that higher values of N also appear in association with higher values 
of c. Again, referring to guideline (d) in Section 2, we find that spectral concentration arises very 
mildly in term of the size of pb when x1 = 5rc/2, x2 = 7rc/2. However, perhaps the most significant 
aspect of our findings is that the transitional behaviour of 8, to which we referred at the end of 
Section 2, is equally evident in both cases of (x1,x2) just mentioned. In other words, this behaviour 
of 8 is a very sensitive test of spectral concentration. 
Our findings are indicated in the following tables and figures. We denote by p(c,N) and v(c,N) 
the points of spectral concentration arising from (x1,x2) = (7c/2,3rc/2) and (5rc/2,7~/2), respectively. 
Table 1 gives the location of these points for a selection of values of c. Here we note that 
Table I 
C AC9 0) AC, 1) AC> 2) AC>31 v(c, 2) NC, 4) 
0.1 
0.2 
0.3 0.52 
1 0.56 
2 0.57 
3 0.42 
4 0.14 
5 
8 
9 
16 
18 
19 
20 
24 
30 
3.22 
3.07 
3.15 
3.46 
3.51 
2.65 
2.15 
1.87 
1.57 
0.23 
0.69 
0.70 
0.63 
8.13 0.60 
8.21 0.17 
8.47 
8.58 14.97 
8.68 14.62 
8.83 14.54 
8.39 15.27 
1.87 
1.81 
1.57 
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Table 2 
PL, E ~(16, lhO.1 A16,2),0.8 v( 16,2), 0.05 
Ph - 6) 1.07 x lo-* 5.60 x 1O-4 4.46 
P;(P) 3.17 x 1o-4 36.80 4.51 
Ph(P + 6) 1.92 x lo-* 3.90 x 1o-3 4.48 
4 
3.5 
3 
2.5 
2 
1.5 
1 
0.5 
u 12 3 4 5 
X 
6 7 6 
Fig. 1. c = 16, p=2.64, 2.645, 2.66. 
0 1 2 3 
X 
4 5 6 
Fig. 2. c=16, p=7.50, 8.21, 9.0. 
0.2 < co GO.3. Further computations narrow these inequalities to 0.28 < co GO.29. Then, concentrat- 
ing on c = 16 as an example prompted by (1.6)(i), we indicate first in Table 2 the sharpness or 
otherwise of the maximum of P; at the p and v values in this case. Then, in Figs. 1-3, we exhibit 
the transitional nature of 0 for p( 16,1), p( 16,2) and v( 16,2) to emphasise the sensitivity referred 
to above. 
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3 
5 2.5 
E 
d m 2 
iii 
r_ 1.5 
1 
0.5 
0 
j 
1 liv 
J=o.16’ 
JSO.17’ ----. 
pO.18 ---.- 
1’ 
,s’,7L 
:; 
: 
: .’ 
: ; 
,, : 
‘-\ : -” 
\\ ,’ : 
\\_,’ ,’ 
/./. 
,C’ 
15 20 
Fig. 3. c= 16, p=O.16, 0.17, 0.18. 
'mu-055 
‘,7,u=0,61’ . . . - 
Fig. 4. c = 40, p = 0.55,0.61,0.65. 
In the figures, the graphs of @,,u) are given modrc. This explains the repeated cut-offs in the 
graphs at the ordinate 7~. Thus, for example, in Fig. 1 we have 
8(3rc/2,2.66) = 8(3x/2,2.64) + 7c = 5rc/2 
almost exactly, even though @x,2.66) and 8(x,2.64) are virtually identical for xdrr/2. Thus, the 
transitional behaviour of Q(x,p) postulated at the end of Section 2 is clearly demonstrated in Fig. 1, 
and similar observations apply to Figs. 2 and 3. We note that the time taken to perform these 
computations on a Sun Spare 10 workstation is approximatly 420 s. 
So far, we have mentioned two specific intervals (x1,x*). The next interval in which q(x) > 0 is 
(x1,x2) = (9rc/2,1 lrc/2). We find that, when c is large enough, this interval also contributes a point of 
spectral concentration, certainly when c > 40 in our computational investigation. Thus, when c = 40, 
the point is 0.61 and, although the corresponding value of pb is only 1.5 x lo-“, the transitional 
nature of 6’ is just as evident in Fig. 4 as in the other cases. 
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3.2. Example q(x) = -cedX12 sinx 
343 
Here we find that 0.25 <co < 0.26. Also, in comparison with (1.6) and (1.7), we find that c = 60 
produces the two points of spectral concentration 
,~(60,4) = 3.59, ,u(60,5) = 8.04, 
where now (x,,x2)=(~,2rr). The function 0(x,11) exhibits in each case similar transitional behaviour 
to that depicted in Fig. 1. 
3.3. Example q(x) = -c(x2 - 1.6)eex2/lo 
Here we find that 0.05 <co GO.06. Also, when c = 1 as in [lo, 221, we find the two points of 
spectral concentration 
,~(1,0) = 1.24, p( 1,1) = 3.70. 
Here x1 = m = 1.265 but there is no pre-assigned x =. In the case of p( 1, 0), 0(x, ,u) exhibits the 
transitional behaviour over (x1,x2) with x2 = 6.5 approximately. 
At this juncture, we can establish a connection between p(l,O) and the results of [22, Section 51 
on the complex poles of the S-matrix. Our value of ,u( 1,0) is more precisely 1.241942 and, to 
convert to the spectral parameter used in [22, Section 51, we calculate {,u( 1,0) + 1.6}/2 = 1.420971. 
This value agrees with the real part of the resonant position nearest to the real axis given in the 
table in [22, p. 151. 
4. A step-function example 
In this section we examine in more analytical 
q(x)=-c (O<x<l),=c (l<x<X) 
detail the example where q(x) is the step-function. 
(4.1) 
and q(x) = 0 when x >X, where c > 0 and X > 1. Eq. (1.1) can now be solved explicitly, leading 
to an explicit formula for p, which provides analytical agreement with the numerical approach of 
Sections 2 and 3. Again we focus on the Dirichlet case c1= 0 with a note about the Neumann case 
a = z/2 at the end of the section. 
When a = 0, the solution 4(x, p) satisfying (2.1) is 
4(x, P> = 
{ 
t-l sin tx, (Ofxdl), 
K(p)cosh{u(x - l)} +L(p)sinh{u(x - l)}, (1 <x&X), (4.2) 
a(p) cos sx + b(p) sin sx, (x am, 
where 
t=JTiu+c), u=dF-s 
and 0 </J <c for our purposes. Continuity 
K(p) = t-’ sin t, L(p) = u-l cost 
(4.3) 
of 4 and 4’ at x= 1 and x=X gives 
(4.4) 
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and 
U’(P) + b2(P) = 4*(x, P) + K1&‘(x, P) 
= $-lG), 
where 
Q(P) = c(K + L)2e2”(X-‘) + 2(K2 - L2)(2p - c) + c(K - L)2e-2U(X-1) 
(4.5) 
(4.6) 
by (4.2) and (4.3). Hence (2.3) gives 
p;(u) = 27C’/P/O(~). 
The main feature exhibited by ph is the sharp increase of size at points p where 
(4.7) 
K+L=o. (4.8) 
At such points, the size is related to e2U(X-1) rather than e- 2U(X-1) elsewhere, as follows from (4.6) 
and (4.7), the effect being the more marked the larger X is. Thus (4.8) is a relatively simple 
equation whose solutions p are approximately the points of spectral concentration. A computational 
investigation of both (4.7) and (4.8) shows that the approximation is generally correct to two decimal 
places when c 23 and X > 5. Within this framework, then, we discuss the the solution of (4.8) to 
show analytically how points of spectral concentration arise and disappear as c varies. 
By (4.3) and (4.4), we can write (4.8) as 
tan t __ = -(2c - t2)-1’2, 
t (4.9) 
and the range 0 < ,U CC already mentioned corresponds to 
fi<t<&zj. (4.10) 
By considering the graphs of the functions of t on each side of (4.9), we see that there is one 
solution of (4.9) in each t-interval 
((N + $,(N + l)n> (N = 0, 1,. . .>, (4.11) 
subject always to t < m. The further requirement that t > fi in (4.10) may also eliminate some 
of the intervals (4.11). The solution of (4.9) and (4.10) can be discussed either numerically or 
graphically. Numerically, Table 3 gives the number of solutions and the corresponding values of 
,u(c,N) in (4.3) for a range of values of c between 1 and 75. There are however also several firm 
conclusions to be drawn from an examination of the above graphs, and we state these first. 
(0 
(ii) 
(iii) 
The most obvious point is that a new solution appears as m increases through the values 
(m + i)rr (m = 0, 1,. . .), that is, as c increases through i(m + i)2rc2. This feature is confirmed 
in Table 3. 
Let c < rc*/8. Then &Z)< rc/2 and the above graphs do not cross. Thus there is no spectral 
concentration when c ,< rc2/8. 
Let 7t2/8 <c<rc2/4. Then m>rc/2 and fi<rc/2, and the range (4.10) includes a solution 
t corresponding to N = 0 in (4.11). There is no further solution since m<rc/fi (< 3n/2). 
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Table 3 
cx=o 
1 
2 
5 
6-11 
12 
18 
24 
30 
30.3-30.9 
31 
60 
61 
14 
75 
1.59 
0.38 
11.54 
9.31 
5.07 
0.19 
30.98 
12.79 
11.95 60.80 
0.57 55.08 
54.40 
(iv> 
(VI 
(vi) 
(vii) 
(viii) 
Let rc* <c<9rc2/8. Then fi> 7c and &&?)<3~/2. The range (4.10) does not include any 
solution of (4.9), and there is no spectral concentration. 
Let 97~~18 XC <97t2/4. Then m > 3rc/2 and fi < 3x12, and the range (4.10) includes a 
solution t corresponding to N=l in (4.11). There is no further solution since m d 
3rt/fi ( < 5rc/2). 
Let 49rc2/8 CC <25x2/4. Then &?@> 7n/2 and 4 < 5~~12, and the range (4.10) now includes 
two solutions t corresponding to N = 1 and N=2 in (4.11). This process develops as c increases: 
the interval (4.10) increases in length and contains, in general terms, increasing numbers of 
solutions of (4.9). Each solution t produces a point p of spectral concentration, where p= t* -c 
by (4.3). 
We also add two observations concerning the solution &x,p) in (4.2). These observations 
confirm the guidelines in Section 2 based on (2.14) and (2.18). 
Let t(c, N) be the solution of (4.9) lying in (4.11). Then, when p has the corresponding value 
~(c, N), 4 has exactly N + 1 zeros kx/t(c, N) (k = 0, 1,. . . , N) in the x-interval [0, 11, and 4’ 
similarly has excatly N + 1 zeros (k + i)~~/t(c, N) in this interval. 
With the same values of t and ~1, it follows from (4.2) and (4.8) that, in [1,X], 
6(x, P) = K(p) exp{-u(x - 1% 
Hence neither C$ nor 4’ has a zero in [ 1 ,X]. 
When a = 5 and (1.2) is the Neumann boundary condition, (4.9) is replaced by 
tan t = (2ctw2 - 1)“2 (4.12) 
again subject to (4.10). It is again clear from graphical considerations that, for example, there is no 
solution when n*/4 < c < 1t*/2 and one solution when rr*/2 CC d rc*. A new solution appears when 
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Table 4 
c( = x/2 
C AC> 0) AC3 1) P(C, 2) PL(G 3) 
l-4 
5 
10 
15 
16-19 
20 
30 
44 
45 
49 
50 
79 
80 
5.00 
3.89 
0.33 
19.95 
16.05 
5.14 
4.29 44.77 
0.84 44.12 
43.68 
22.34 
21.79 79.43 
m increases through the values rnn (m = 1,2 , . . .), that is, as c increases through im2n2. Table 4 
gives the numerical solution of (4.12) and (4.10) for a range of values of c and, in particular, it 
indicates that there is no solution in the complete initial range 0 CC <x2/2. 
We have obtained the numerical solution of (4.9) and (4.12), subject always to (4.10), for integer 
values of c up to 100, and Tables 3 and 4 represent an extract from this information expressed in 
terms of p(c,N) to correspond to Table 3.1. Also, in Table 3, the range for c is refined to steps 
of 10-l between 30.3 and 30.9 in order to identify a short range with no spectral concentration. 
We have already stated that, to two decimal places, Table 3 correctly gives the points of spectral 
concentration arising from (4.7) when c 23. For smaller values of c, the correct information given 
by (4.7) is that ,u(2,0) = 1.64 and 1.45 <co < 1.47. 
5. Concluding remarks 
The functions q(x) considered in Sections 3 and 4 have the form c&r), where c( > 0) is a 
parameter and p(x) ~0 in some interval to the right of x = 0. Also, p(x) changes sign one or more 
times as x increases and finally decays to zero as x ---f 03 in accordance with (1 S). In terms of c, a 
pattern of spectral concentration emerges from the above examples and leads to certain conjectures. 
A general feature is that, for each integer N 20, there is an interval T(N) = (q(N), c&V)), such 
that spectral concentration occurs when c E T(N) and (2.18) holds. We recall that (xi,x2) in (2.18) 
is the interval in which q(x) attains its maximum value. 
Conjecture 5.1. The examples in Sections 3 and 4 exhibited a c-interval (0,~~) for which spectral 
concentration does not occur at any ,u ~0. Accordingly we conjecture that as a general feature, 
cl(O) > 0 and further cl(N) --f co as N + 00. 
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Conjecture 5.2. For each N and each c in T(N), there is just one point p(c,N) at which spectral 
concentration occurs, and p(c,N) is a continuous function of c. 
Conjecture 5.3. For each N, u(c, N) is a decreasing function of c in a left-neighbourhood of+(N), 
and ,a(~, N) -+ 0 as c -+ cl(N) from within T(N). 
Conjecture 5.4. In Section 4, we have seen that there can be intervals of c for which spectral 
concentration does not occur. However we conjecture that cl(N + 1) <c*(N) when N >N0, that is, 
spectral concentration occurs for all c greater than some c’. 
Conjecture 5.5. We turn now to an interval (x1,x2) where, as in guideline (d) in Section 2, q(x) 
only attains a local maximum. Table 1 does not exhibit v(c, N) for N = 0, 1,3, and therefore it is 
only reasonable to make conjectures corresponding to 5.1-5.3 for a sequence of values of N. 
We comment next on the example (3.1 )(iii) where the decay is much slower than in the other 
examples (3.1)-(3.2). The accuracy of our computation of ph depends on the choice of X in 
guideline (a) in Section 2. In the examples with exponential decay, we have chosen X = 200 and 
this produces a truncation error of eeso in the computation of ~6. However, the truncation error in 
the integral in example (3.1 )(iii) is bounded by X-l. We have taken X = 10 000 giving an accuracy 
no greater than 10P4. This level of inaccuracy together with the accumulated discretisation errors in 
the numerical integration scheme produce many, assumed spurious, local maxima in ph making the 
determination of genuine local maxima a difficult problem. 
One basic question raised by our work is whether an analytic (rather than computational) approach 
to 0(x, p) could be developed to provide the mathematical mechanism for the transitional behaviour 
of 0(x,p) at certain values of p, and whether such values can be given a theoretical characterisation. 
This is a matter for future investigation. 
Finally, we raise the question of what can be said about spectral concentration when q(x) decays 
to zero at cc but does not satisfy (1.5). An example suggested by (1.6)(iii) is 
q(x) = -c( 1 + Y-l cosx, (5.1) 
where 0 <a < 1. Depending on the value of a, it is known that both p= i and ,u = 1 can be embedded 
eigenvalues of (l.l)-( 1.2) for some a irrespective of the values of c [5, Section 4.3 and 4.10,6]. 
Thus, we have an extreme case of spectral concentration, where the spectral function has a jump 
discontinuity at the fixed points i or 1. Now (2.9) is no longer available for (5.1), and since also 
SLEDGE does not perform well when q has slower oscillatory decay, it is an open question whether 
there is spectral concentration in addition to the embedded eigenvalues. 
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