The problem of compressing English text is important both because of the ubiquity of English as a target for compression and because of the light that compression can shed on the structure of English. English text is examined in conjunction with additional information about the parts of speech o f e a c h w ord in the text these are referred to as tags". It is shown that the tags plus the text can be compressed more than the text alone. Essentially the tags can be compressed for nothing or even a small net saving in size. A comparison is made of a number of di erent w ays of integrating compression of tags and text using an escape mechanism similar to PPM. These are also compared with standard word based and character based compression programs. The result is that the tag and word based schemes always outperform the character based schemes. Overall, the tag based schemes outperform the word based schemes. We conclude by conjecturing that tags chosen for compression rather than linguistic purposes would perform even better.
1 Tag based compression The basis of modern high performance compression is the adaptive use of prior contexts to predict the next item. For example, when compressing English text, a word or character is predicted on the basis of the immediately preceeding word or character. The predictions are built up adaptively as more text is seen so that latter predictions depend on all the text that has preceeded them. The compressors with the best general performance reported in the literature are all of this adaption plus prediction form Cleary & Teahan, 1998; Bunton, 1996; Burrows & Wheeler, 1994 and they have been used to successfully compress data as diverse as graphics les, geophysical data records and computer executables.
In this paper we consider a more speci c problem, that of compressing English text. This di ers from the general compression problem because much i s k n o wn a priori about the structure of English. It should be possible to use this structure to achieve better compression. One way that this has been done is to use the fact that English can be segmented into words and to use words rather than characters as the fundamental unit of compression. This is found to be faster because less encoding operations are necessary and to achieve up to 4 better compression than purely character based models Teahan, 1998 .
Another approach to modelling we adopt is to use parts-of-speech tags such a s noun, verb, a n d adjective Teahan & Cleary, 1997 . This paper explores this approach in more detail. The idea is that knowing the tag of a word helps in predicting it. The advantage of using the tag is that it may h a ve occurred many times previously. Hence, a good representative sample of what is likely to follow i t h a s b e e n b u i l t u p . By contrast, an individual word may h a ve occurred only a small number of times. Traditional language modelling approaches for example, used in speech recognition and machine translation have been either word or part of speech based Brown et al., 1992b; Jelinek, 1990; Kuhn & De Mori, 1990 . Results with these models have shown that the word based approach generally performs better. There are two major issues with using tags: rst, the words in the text must have tags assigned to them somehow; and second, the tags need to be encoded in the models along with the text itself. This has the potential for increasing the size of the compressed text. However, the extra contextual information provided by t h e tags more than compensates for this and we will see that the total result is slightly better than pure word based coding.
For the models we are concerned with, we assume that the text has already been tagged using a much more comprehensive tag set such as those shown in Tables 2  and 3 and we wish to explicitly encode and decode these tags along with the words as shown in Figure 1 .
The next section describes two adaptive models, one word based and the other tag based, that have been found to perform better than other models in practice. Following that, results of experiments with compressing English text are discussed. These are split into two subsections|results with manually tagged texts, and results with texts automatically tagged by computer.
2 Tag and word based models Both the tag and word based models recommended here exploit the blending mechanism of the PPM compression scheme Cleary & Witten, 1984; Cleary, T eahan & Witten, 1995; Cleary & Teahan, 1998 . Higher order contexts are tried rst, but if the next word has not been seen before in this context then a lower order context is used instead. So that the decoder knows which context to use, an escape" symbol is transmitted to signal that the prediction should be done with a lower order context.
Experiments reported in Teahan & Cleary 1997 Figure 2 . The order 1 word model labelled WW" rst predicts the word using just the previous word, but escapes to an order 0 model if the wo r d i s n o t predicted, then to a character based model a xed order PPM model if the word is not predicted at all. In the diagram, the symbol ,! represents the escape process.
The second model shown in Figure 2 labelled WTW" rst predicts the word using the current tag and the previous word. If this is unsuccessful, it tries based on the current tag only, otherwise it escapes down to the character based model. This model must include some mechanism for predicting the tags as well as the words. The best model we h a ve found for this based on results from compression experiments is labelled TTWT"|it rst uses the prior tag, the prior word and the tag preceding that to predict the tag. If unsuccessful, it uses the escape hierarchy shown.
These models are described in more detail in Teahan & Cleary 1997 . An e cient trie-based data structure that maintains the cumulative frequency counts required for arithmetic coding for these models is also described there.
Compression experiments
Compression experiments for these models were conducted on various texts both tagged and non-tagged. All experiments were with texts converted to 27 character English|26 letters plus space. For these experiments, a word" was considered to be any consecutive sequence of letters between spaces. Tags were assigned to words using the corresponding tag in the tagged text|if a word was split into more than one part if the original word was hypenated, for example, then the same tag was assigned to each new part e.g. Vice-Chairman NN becomes vice NN chairman NN.
The compression experiments are split into two sections|experiments with tagged corpora where the tags have been manually checked; and experiments with texts where the tags have been assigned automatically by computer. Compression ratios are shown in bits per character bpc. More details of these and other experiments may be found in Teahan 1997 . Compression results on manually tagged corpora are summarized in Table 1 . Two pre-tagged text corpora were obtained for the experiments|the LOB Corpus Johansson et al., 1986 and the Wall Street Journal ACL-DCI, 1991. Table 1 compares how w ell the tag and word based models perform at compressing these texts with the best of the character based models, labelled PPMD5+bigram." It combines an order 5 PPM model with bigram coding as described in Teahan & Cleary 1996 . Bigram coding replaces frequently occurring character bigrams|two letter sequences|with a single unique code. They showed that it typically improves PPM compression on English text by up to 7. Also listed are results for a sample taken from the last 10,000 characters or so of each text 2 using the preceding text for training. The results show that performance of the tag based methods is comparable with the best word based models. This is surprising as the tag-based model has to encode both the tags and the words|the tags are produced by the decoding process at no extra cost. No attempt was made to optimize the performance of the tag based models. The tags used were designed primarily for linguistic purposes, and further gains should be possible by optimizing the tag set to improve compression performance. Both the word and tag based models are better than the character based method by 3 to 4.
Figures 3 and 4 show h o w training text improves compression for the WTW+ TTWT model for the sample text at the end of the LOB Corpus and the Wall Street Journal. Also included are the curves shown by the dashed lines for the best of the character and word based models. They show that the initial performance of the tag based model is poor in comparison to the other two models but its rate of improvement is better, gaining parity with the word model at about the 10 5 character mark. It is unclear whether this trend would continue if more training text was available. Three further curves are plotted that track the costs of encoding the tags TTWT model, the previously seen words WTW model and the previously unseen words character model. When added together, these three costs equal the overall cost for the WTW+TTWT model. The main contributing factor to the improvement i n compression is the reduction in the number of unseen words with larger training texts. Consistent but slow improvement throughout is apparent for the TTWT model. The curve for the WTW model on the other hand steadily increases before plateauing out beyond 2 10 5 characters, and marginally decreasing in the case of the Wall Street Journal text. Experiments with other tag word models show that the WW and WTW models are consistently the best two models for predicting the words. 3 Experiments also show that performance degrades with higher order models. It is unclear how m uch larger training texts and the addition of the blending mechanisms described in Bunton 1996 will a ect these results.
Experiments with computer tagged texts
Experiments were also conducted on a number of computer-tagged texts|the Brown Corpus Francis & Ku cera, 1982, the LOB Corpus, the Wall Street Journal, the King James Bible, the complete works of Shakespeare and Jane Austen these last three texts are available in the public domain, and the Je erson Corpus. 4 An important application of the tag based models is their ability to compare the performance at word prediction of di erent taggers and tag sets whether the tags are assigned manually or by computer. An accuracy level of 95 97 is typically reported for computer taggers Brill, 1994; Charniak, 1993; Church & Mercer, 1993. 5 These taggers perform well at automatically tagging text|most of the tagging errors are caused by w ords that are unseen or rarely seen in the training corpora. Consequently, computer tagged texts should work well with these models, and we will see that this is true in practice.
An important issue with using computer tagged texts is the tag set chosen to tag the text. The AMALGAM 6 project Atwell, Hughes & Souter, 1994 has developed a tagging program, accessible over the Internet, to tag text with up to 8 annotation schemes. Table 2 provides a description, the number of tags for each and an identifying label used for reference in the following discussion. These represent the main tag sets that have been adopted in various research corpora.
In an experiment, the AMALGAM tagger was used to tag the Je erson text with each of the eight tag sets. The tags assigned by the tagger to the opening line of Dumas Malone's Je erson the Virginian are shown Table 3 . Four of the tag sets are similar|BROWN, LOB, PENN and SEC|as the latter three were based on the rst. The SEC tag set is essentially the LOB tag set with minor changes. The other tag sets are noticeably di erent from these four. The PARTS tag set, for example, Each of the tagged texts was compressed using the WTW+TTWT model with results shown in Table 4 . Compression ratios sorted in ascending order are listed for two con gurations: rst, for all the text found in the six volumes of Dumas Malone's work 6,448,790 characters and 1,113,235 words without any training text; and second, for the last chapter of Je erson the Virginian 46,142 characters and 7,984 words trained on the remaining text from Dumas Malone's work. These results are compared at the bottom of the table with the best character and word models PPMD5+bigram and WW and the standard PPMD5 model on the untagged text.
The results show t h a t a n umber of the tag sets BROWN, LOB, PENN and SEC outperform the word based model, and all of them are better than the character based model. The best result shown in bold font of 1.412 bpc is for a tag based model using the BROWN tag set. The performance of this tag set is surprising|it was designed before the other three which supposedly have all been improved" linguistically. Also interesting is the performance of the SEC tag set compared to the LOB tag set. The SEC tag set was trained solely on transciptions of spoken English. Atwell et al. 1994 point out that consequently phenomena that are used primarily for English in its written form will not be found in SEC" one example being abbreviations. The di erence in quality of training data may also account for the di erences observed between the other models.
Also shown in the table are the actual number of distinct tags found in the tagged texts these are all notably less than the possible number of tags given in Table 2 , and the compression ratios for encoding the three separate components of the overall model: the previously seen words WTW model, the tags TTWT model and the previously unseen words character model.
To further test the robustness of these results, other texts were tagged using the three best performing tag sets BROWN, PENN and LOB and then compressed. Table 5 shows that the performance of the tag models with the BROWN and PENN tag sets are comparable with the best word WW model over a diverse range of texts. The results for the LOB tag set are slightly worse, but all three tag sets are better than the best character model PPMD5+bigram. The best result for each text is shown in bold font. The di erence, however, between the best and worst models averaged over all the texts is still less than 4. An interesting comparison can be made between the results for the computer and manually tagged texts. The manually tagged LOB corpus requires 1.781 bpc to compress it; in comparison, the results for the computer tagged text using the same LOB tag set is only slightly worse 1.784 bpc. Even more interesting is the comparison for the Wall Street Journal|the computer tagged text with the PENN tag set compresses better than the manually tagged text 1.536 bpc compared to 1.547 bpc. These comparisons, however, are slightly biased in that part of the training corpora used to train the AMALGAM tagger includes parts of the texts being compressed for example, the training corpus used to train the tagger for the LOB tag set includes 20 of the LOB corpus itself. Even so, the computer tagged models still do remarkably well compared with the manually tagged models. 4 Conclusions A n umber of models have been investigated for compressing English text. The results show that models based on parts-of-speech tags can perform as well as word based models. These models require that both the tags and the words be encoded. Surprisingly, the tags are produced as a by-product of the decoding process at no extra cost. An important application of these models is their ability to compare the performance of di erent taggers and tag sets at word prediction. Results show that tags assigned automatically by a computer tagger work as well as those manually checked by h umans. The Brown Corpus tag set achieves the best overall performance on a diverse range of texts when compared to other commonly used tag sets.
No attempt was made to optimize the performance of these models. As the tags
