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Abstract
We provide a general comparison theorem for systems of stochastic partial dierential equa-
tions, which is a powerful tool to study stability as well as stochastic invariance of the cor-
responding solution processes. An application showing stability properties of a predator{prey
system is given. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
In contrast to the theory of ordinary stochastic dierential equations, the theory of
stochastic partial dierential equations lacks an important tool, namely, we do not have
a well-applicable Ito^’s formula. One technique to handle the diculties arising from
the missing Ito^’s formula is the comparison technique.
So, several authors, (Donati-Martin and Pardoux, 1993; Kotelenez, 1992; Manthey
and Zausinger, 1999; Mueller, 1991; Shiga, 1994) proved comparison theorems for
stochastic partial dierential equations of the form
@
@t
u(t; y) = Au(t; y) + f(t; y; u(t; y)) + g(t; y; u(t; y))  _(t; y) (1)
which are of special interest. Here A denotes a dierential operator, f; g are real func-
tions on [0; T ]  
  O  R; ORd, and the Gaussian noise _(t; y) is white in time
resp. white or coloured in space. We mention that Kotelenez, 1992, was the rst one
who considered a wide class of such equations with nontrivial diusion coecients.
But in their recent paper Tessitore and Zabczyk (1998) especially show that some
arguments of the proof given in Kotelenez (1992) are not satisfactory. The authors in
Donati-Martin and Pardoux (1993), Mueller (1991) and Shiga (1994) only investigate
E-mail address: assing@mathematik.uni-bielefeld.de (S. Assing)
( The research of the author was supported by the DFG project \Interagierende stochastische Systeme von
hoher Komplexitat".
0304-4149/99/$ - see front matter c© 1999 Elsevier Science B.V. All rights reserved.
PII: S0304 -4149(99)00031 -9
260 S. Assing / Stochastic Processes and their Applications 82 (1999) 259{282
the case d = 1 under the additional assumption that A is the one-dimensional Lapla-
cian with certain boundary conditions. Shiga (1994) resp. Mueller (1991) approximate
the Laplacian using a discretization procedure and we do not see how to apply this
method with respect to more general dierential operators. Only in the case of the
method used by Donati-Martin and Pardoux (1993) we feel that it should also be ap-
plicable for an operator A which is the generator of a positivity preserving semigroup
on L2(O); ORd, even in dimensions d>2. However, this extension having not yet
been done in Donati-Martin and Pardoux (1993) is now accomplished in Manthey and
Zausinger (1999) using a dierent method.
What we are doing in this paper is less to prove a better version of the comparison
theorems given in Donati-Martin and Pardoux (1993) resp. Manthey and Zausinger
(1999) but more to apply them to systems of stochastic partial dierential equations,
that is f; g in (1) are not longer supposed to be real functions but, for example,
n-dimensional vector elds. In this sense, our results extend the results in Assing and
Manthey (1995) for systems of ordinary stochastic dierential equations to the more
complicated case of stochastic partial dierential equations, partly. We give remarks
concerning the generality of the conditions we need.
Finally, in order to demonstrate the force of our comparison theorem, we study a
hypothetical predator{prey system describing the phenomenon that the growth rate of
the predator population depends on the ratio between prey and predator. At rst, we
discuss aspects of the stability of the basic deterministic system in a geometrical way
which is interesting in itself and second, applying the same method, we show these
stability properties also for the stochastic system obtained from the deterministic one
by disturbing the coecients, randomly.
Note that we only deal with a more realistic model in a forthcoming paper because
the diculties arising from coecients with singularities would not t into the frame
of this paper.
2. Notations
On a complete probability space (
;F;P) let m independent cylindrical Wiener
processes W1(t); : : : ; Wm(t) in D0(O) be given where O is a bounded domain in Rd;
d>1, with a suciently smooth boundary. Recall that a cylindrical Wiener process
(Wt)t>0 in D0(O) is a continuous Gaussian process with values in D0(O) and covariance
EWt()Ws( ) = minft; sg(;  )L2(O); t; s>0; ;  2 D(O).
Denote by L2(O) the Hilbert space of vector elds u : O! Rn; n>2, satisfying
jjujj22:=
Z
O
jju(y)jj2Rn dy<1:
Here and in what follows, we emphasize on n-dimensional objects by printing them as
bold face letters. Clearly, n is the number of equations our system of stochastic partial
dierential equations consists of.
Dene the multiplication operator
M : L2(O)! L (L1(O);L2(O))
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by
[M (u)](y) = (y)u(y); y 2 O;
and x m bounded linear operators B1; : : : ; Bm : L2(O)! L1(O) with the property that
jjM (u)  Bjjj2L 26C(B)jjujj22; u 2 L2(O); j = 1; : : : ; m; (2)
where jj  jjL 2 denotes the Hilbert{Schmidt norm on L (L2(O);L2(O)).
On L2(O) we consider a separate operator (A; D(A)), that is
A=
0
B@
A11
...
Ann
1
CA ;  2 D(A);
which is assumed to be the generator of a strongly continuous semigroup (S(t))t>0.
Obviously, S(t) is also separated into n strongly continuous semigroups on L2(O):
S(t)=
0
B@
S1(t)1
...
Sn(t)n
1
CA ;  2 L2(O):
Using the Banach{Steinhaus theorem, for a xed time horizon T > 0, we have
sup
t6T
jjS(t)jjL (L2(O))6C = C(T )<1:
Now, let F = (Ft)t>0 be a right-continuous ltration of sub--algebras of F such
that F0 already contains all sets of P-measure zero. Assume that the Wiener processes
Wj are F-adapted and that the increments Wj(t) − Wj(s) are independent of Fs for
all t>s>0; j = 1; : : : ; m. Furthermore, let M denote the -algebra of F-progressively
measurable subsets of R+
.
For M⊗B(O)⊗B(Rn) { measurable functions F ;G1; : : : ;Gm : [0; T ]
ORn !
Rn we consider the mild form
u(t) = S(t)+
Z t
0
S(t − s)F(s; u(s)) ds
+
mX
j=1
Z t
0
S(t − s)M (Gj(s; u(s)))  Bj dWj(s) ()
of equations like (1) starting from an F0-measurable random variable  : 
 ! L2(O).
Denition 1. An L2(O)-valued F-progressively measurable process u is said to be a
solution of Eq. () starting from  if u satises () a.s. for all t 2 [0; T ].
Remark 1. (a) The equality of elements of L2(O) is seen as usual in the sense of
equivalence classes.
(b) The rst integral on the right-hand side of () is understood as a Bochner
integral while the remaining integrals are Hilbert space valued stochastic integrals (see,
for example, Da Prato and Zabczyk, 1992). Here, we omit the variable ! and write
F(s; u(s)) resp. Gj(s; u(s)) for the random L2-elements y 7! F(s; ; y; u(s; y)) resp.
y 7! Gj(s; ; y; u(s; y)); j = 1; : : : ; m.
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(c) For xed j, the stochastic integralZ t
0
S(t − s)M (Gj(s; u(s)))  Bj dWj(s)
appears asZ t
0
S(t − s)M (Gj(s; u(s))) dWQ(s); (3)
where WQ denotes a nuclear Wiener process with covariance Q if Bj equals Q1=2. The
additional properties Q1=2 2 L (L2(O); L1(O)) and (2) are satised if, for example, the
eigenbasis (ek)1k=1 of Q is uniformly bounded in L
1(O), that is
jjek jjL1(O)6const:; k = 1; 2; : : : :
In general, the stochastic integral in (3) does not make sense for arbitrary nuclear
covariance operators. But in special cases, if the semigroup S(t) generated by A has
outstanding smoothing properties, the integral (3) even makes sense for Q = Id and
we could drop the introduction of these operators B1; : : : ; Bm as well as (2). The most
famous example, well studied in literature for n=1, is the one-dimensional Laplacian,
i=1; : : : ; n. However, already in dimension d=2 the Laplacian is no more an example.
So, we essentially consider equations with a diusion term given in (), but we also
give a corollary treating in the special situation of the one-dimensional Laplacian and
Q = Id.
(d) We do not assume solutions to be continuous in time with respect to jj  jj2. As a
consequence, every version of a solution of () is also a solution of (). In this sense
a solution u of equation () starting from  is pathwise unique if and only if
u(t) = ~u(t) P-a:s:; t 2 [0; T ];
for all other solutions ~u of () starting from . In what follows, we do not distinguish
dierent versions of stochastic processes in the sense of equivalent classes.
(e) The assumption on (A; D(A)) to be separated is quite natural even in the frame-
work of comparison methods for systems of deterministic partial dierential equations
(Walter, 1970). If (A; D(A)) is a dierential operator, the property to be separated
means that there is no interaction between the derivatives of dierent components of
the considered system. Interaction may only appear between the components them-
selves.
3. Main result
Consider Eq. () for dierent drift functions F (1); F (2) and diusion coecients
G1; : : : ;Gm satisfying
jjF (l)(t; !; y; x)− F (l)(t; !; y; z)jjRn6C(T )jjx− zjjRn (4)
as well as
jjF (l)(t; !; y; x)jjRn + jjGj(t; !; y; x)jjRn6C(T )(1 + jjxjjRn) (5)
S. Assing / Stochastic Processes and their Applications 82 (1999) 259{282 263
for all t 2 [0; T ]; ! 2 
; y 2 O, and x; z 2 Rn; l = 1; 2; j = 1; : : : ; m. Furthermore,
assume that
mX
j=1
jGij(t; !; y; x)− Gij(t; !; y; z)j6C(T )jxi − zij (6)
for all t 2 [0; T ]; ! 2 
; y 2 O, and x; z 2 Rn; i = 1; : : : ; n.
First note that, by the standard procedure (cf. the proof of Theorem 7:4 in Da Prato
and Zabczyk, 1992), conditions (4){(6) ensure the existence of a pathwise unique
solution of Eq. () (see Remark 1(d)) corresponding to F (1) resp. F (2) for every
square integrable L2(O)-valued initial distribution .
Fix z 2 Rn and dene F (l)z : [0; T ] 
  O Rn ! Rn by
F (l)z;i (t; !; y; x) = F
(l)
i
0
BBBBBB@
t; !; y;
0
BBBBBB@
z1
...
xi
...
zn
1
CCCCCCA
1
CCCCCCA
; i = 1; : : : ; n; l= 1; 2; (7)
we use to introduce our main condition on the drift coecients:8>>>>><
>>>>>:
For any t 2 [0; T ] we have
F (1)z(1) (t; ; y; x)6F (2)z(2) (t; ; y; x); x 2 Rn; z(1)6z(2);
for Lebesgue a:e: y 2 O
P-a:s:
(C1;2)
Here, z(1); z(2) 2 Rn are in the relation z(1)6z(2) if z(1)i 6z(2)i ; i=1; : : : ; n. Furthermore,
we write u6v for u; v 2 L2(O) if u(y)6v(y) holds for Lebesgue-a.e. y 2 O and
demand that the semigroup S(t) is positivity preserving:
8t 2 [0; T ]: S(t)>0 for  2 L2(O) with >0: (Cpp)
Theorem 1. Let two F0-measurable square integrable random variables 
(l) : 
 !
L2(O); l= 1; 2; satisfying
(1)6(2) P-a:s:
be given. Furthermore; assume that each (l) is product measurable as a function
(!; y) 7! (l)(!)(y); l=1; 2. Suppose (4){(6) and denote by u(l) the pathwise unique
solution of the equation () corresponding to F (l) starting from (l); l = 1; 2. Then
the conditions (Cpp) and (C1;2) imply that for all t 2 [0; T ]
u(1)(t)6u(2)(t) P-a:s:
Remark 2. (a) The condition on the initial values to be product measurable in (!; y) 2

O which has at rst appeared in Manthey and Zausinger (1999) seems to be tech-
nical. But in the proof (Manthey and Zausinger, 1999) one feels that it could express
some kind of regularity which is needed for the comparison of our innite-dimensional
objects. Indeed, in the proof of Theorem 3:3:1, (Manthey and Zausinger, 1999), appear
P-exceptional sets depending on y 2 O, and the product measurability in (!; y) is
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needed to apply the theorem of Fubini with the same reason as in our Remark 3 on
page 270 with respect to (t; !). However, we can drop this condition if the semigroup
S(t) is strongly Feller and it means no restriction for deterministic initial values. We
further mention that in our framework, because we use the Picard iteration to construct
the solutions of our equations, a process which has an initial value that is product
measurable in (!; y) remains product measurable in (!; y) at each time t > 0.
(b) We prove the theorem by approximating the solutions u(l); l=1; 2, and, in order
to know whether we approximate the right solutions, we need the pathwise uniqueness
of them ensured by the Lipschitz conditions on the coecients. Here the Lipschitz
condition (4) on the drift coecients is not as restrictive because in applications less
regular drift functions are often approximated by Lipschitz functions, monotonically.
(c) In addition to the Lipschitz condition, (6) also implies that the ith component
of each function Gj(t; !; y; ) only depends on the ith component of the variable. An
example of a system of ordinary stochastic dierential equations given in Assing and
Manthey (1995), Section 3, shows that this property cannot be dropped, in general.
This example may be applied in our situation if we especially assume that A vanishes
and that Bm; m= 1, projects L2(O) to a certain one-dimensional subspace. We should
mention that the condition (C) discussed in Assing and Manthey (1995), Section 3,
admits the Holder continuity with exponent  2 ( 12 ; 1) of the diusion coecients.
Unfortunately, there is no proof for the pathwise uniqueness of stochastic partial dif-
ferential equations with Holder continuous diusion coecients which are not Lipschitz
and we cannot weaken condition (6) in this sense.
(d) The assumption (C1;2) of the above comparison theorem for systems of stochastic
partial dierential equations is the well-known generalization of the condition
F (1)(t; ; y; x)6F (2)(t; ; y; x); x 2 Rn; for Lebesgue a:e: y 2 O;
P-a:s:; t 2 [0; T ]; (8)
which is used in comparison theorems for only one equation, that is n = 1. There
is an example with nonvanishing diusion part again given in Assing and Manthey
(1995), Section 3, which makes clear that, in the case n>2, (C1;2) cannot be replaced
by the perhaps more natural condition (8), in general. If the condition (C1;2) holds
true for a function F =F (1) =F (2) then we call F quasi-monotonously increasing. For
more references concerning this concept, which is also well-known in the deterministic
theory of dierential equations, see Walter (1970).
(e) Clearly, for our theorem to be true in the special situation F (l)  0; l=1; 2, and
Gj  0; j=1; : : : ; m, it is necessary that the semigroup S(t) is positivity preserving. We
presume that a strongly continuous semigroup on L2(O) which is positivity preserving
must be generated by a separate operator (see also Remark 1(e)). But there is not yet
any proof of this claim.
4. Proof of the theorem and corollaries
Proof of Theorem 1. We provide nice sequences of processes which approximate u(1)
resp. u(2). The approximating processes are chosen to be solutions of separate systems
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of stochastic partial dierential equations, that is the equation for one component does
not depend on the other components. As a consequence, we may apply the comparison
theorem proven in Manthey and Zausinger (1999) to the components of the corre-
sponding processes on each level of approximation nally leading to the comparison
of the limit processes u(1) resp. u(2).
Let u denote one of the solutions u(1) resp. u(2). We consider u to be the pathwise
unique solution of Eq. () with ; F standing for (1);F (1) resp. (2);F (2) simplifying
the notation. For N 2 N choose t1 = T=N and dene
uk t1 (t) = u(t + kt1); t 2 [0; t1]; k = 0; : : : ; N − 1:
Fix k 2 f0; : : : ; N − 1g. The (Ft+kt1 )t>0 { adapted process uk t1 dened above is the
pathwise unique solution of the equation
uk t1 (t) = S(t)u(kt1) +
Z t
0
S(t − s)F(s+ kt1; uk t1 (s)) ds
+
mX
j=1
Z t
0
S(t − s)M (Gj(s+ kt1; uk t1 (s)))  Bj dWkj (s) (9)
with the new time horizon t1. Here, Wkj denotes the Wiener process Wj(+kt1)−Wj(kt1)
and the functions F( + kt1; ; ; ); Gj( + kt1; ; ; ); j = 1; : : : ; m, satisfy (4){(6) with
the same constant C(T ) for all t6t1; ! 2 
; y 2 O and x; z 2 Rn.
Introduce the Banach space
Bk t1 =

v= (v(t))t2[0;t1]jv is a (Ft+k t1 )t>0 { progressively measurable process
with values in L2(O) such that jjvjj2Bk t1 := supt6t1
Ejjv(t)jj22<1

and identify elements of Bk t1 which are versions of each other. Given a square inte-
grableFk t1 -measurable initial distribution  : 
 ! L2(O), for various elements v 2 Bk t1
we consider the modied Eq. (9)
u(t) = S(t)+
Z t
0
S(t − s)Fv(s+ kt1; u(s)) ds
+
mX
j=1
Z t
0
S(t − s)M (Gj(s+ kt1; u(s)))  Bj dWkj (s); (10)
where Fv(s + kt1; u(s)) understood as a Nemytskii operator (see also Remark 1(b))
simplies the notation Fv(s)(s+ kt1; u(s)) introduced in (7).
Because of v 2 Bk t1 , the standard procedure to construct solutions stimulated by
(4){(6) works although the linear growth of Fv is now randomly disturbed and, hence,
there exists a pathwise unique solution of Eq. (10) starting from  which we denote
by  k;(v). As usual under the above assumptions, Ejjjj22<1 implies
sup
t6t1
Ejj k;(v)(t)jj22<1;
that is
 k; : Bk t1 ! Bk t1 :
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Now we choose v(1); v(2) 2 Bk t1 to study contraction properties of  k;. In a rst step,
from the strong continuity of S(t) and (2) it follows that:
Ejj k;(v(1))(t)−  k;(v(2))(t)jj22
62E
Z t
0
jjS(t − s)[Fv(1) (s+ kt1;  k;(v(1))(s))
−Fv(2) (s+ kt1;  k;(v(2))(s))]jj2 ds
2
+ 2m
mX
j=1
E
Z t
0
jjS(t − s)M (Gj(s+ kt1;  k;(v(1))(s))
−Gj(s+ kt1;  k;(v(2))(s)))  Bjjj2L 2 ds
62C(T )2 t
Z t
0
EjjFv(1) (s+ kt1;  k;(v(1))(s))− Fv(2) (s+ kt1;  k;(v(2))(s))jj22 ds
+2mC(T )2C(B)
mX
j=1
Z t
0
EjjGj(s+ kt1;  k;(v(1))(s))
−Gj(s+ kt1;  k;(v(2))(s))jj22 ds
= I1 + I2:
By (7) we have the following equality:
I1 = 2C(T )2 t
Z t
0
E


nX
i=1
2
66666664
Fi
0
BBBBBBB@
s+ kt1;
0
BBBBBBB@
v(1)1 (s)
...
 k;(v(1))i(s)
...
v(1)n (s)
1
CCCCCCCA
1
CCCCCCCA
−Fi
0
BBBBBBB@
s+ kt1;
0
BBBBBBB@
v(2)1 (s)
...
 k;(v(2))i(s)
...
v(2)n (s)
1
CCCCCCCA
1
CCCCCCCA
3
77777775
2

L1(O)
ds:
Using (4), we get for each component2
66666664
Fi
0
BBBBBBB@
s+ kt1;
0
BBBBBBB@
v(1)1 (s)
...
 k;(v(1))i(s)
...
v(1)n (s)
1
CCCCCCCA
1
CCCCCCCA
− Fi
0
BBBBBBB@
s+ kt1;
0
BBBBBBB@
v(2)1 (s)
...
 k;(v(2))i(s)
...
v(2)n (s)
1
CCCCCCCA
1
CCCCCCCA
3
77777775
2
6C(T )2f(v(1)1 (s)− v(2)1 (s))2 +   + ( k;(v(1))i(s)
− k;(v(2))i(s))2 +   + (v(1)n (s)− v(2)n (s))2g
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=C(T )2fjjv(1)(s)− v(2)(s)jj2Rn + ( k;(v(1))i(s)
− k;(v(2))i(s))2 − (v(1)i (s)− v(2)i (s))2g
and, summing up, we nd
I16 2C(T )4 t
Z t
0
Ejjfn jjv(1)(s)− v(2)(s)jj2Rn + jj k;(v(1))(s)−  k;(v(2))(s)jj2Rn
− jjv(1)(s)− v(2)(s)jj2Rn
} jjL1(O) ds
= 2(n− 1)C(T )4 t
Z t
0
Ejjv(1)(s)− v(2)(s)jj22 ds
+2C(T )4 t
Z t
0
Ejj k;(v(1))(s)−  k;(v(2))(s)jj22 ds
6 2(n− 1)C(T )4 t
Z t
0
Ejjv(1)(s)− v(2)(s)jj22 ds
+2C(T )4 T
Z t
0
Ejj k;(v(1))(s)−  k;(v(2))(s)jj22 ds:
Using (6), I2 is trivially estimated by
I262mC(T )4 C(B)
Z t
0
Ejj k;(v(1))(s)−  k;(v(2))(s)jj22 ds:
All in all, we obtain
Ejj k;(v(1))(t)−  k;(v(2))(t)jj22
6 2(n− 1)C(T )4 t
Z t
0
Ejjv(1)(s)− v(2)(s)jj22 ds
+(2T + 2mC(B))C(T )4
Z t
0
Ejj k;(v(1))(s)−  k;(v(2))(s)jj22 ds
for all t 2 [0; t1]. Then it is surely true that for all t 2 [0; t1]
Ejj k;(v(1))(t)−  k;(v(2))(t)jj22
6 2(n− 1)C(T )4 t21 jjv(1) − v(2)jj2Bk t1
+ (2T + 2mC(B))C(T )4
Z t
0
Ejj k;(v(1))(s)−  k;(v(2))(s)jj22 ds
holds. This implies
Ejj k;(v(1))(t)−  k;(v(2))(t)jj22
6 2(n− 1)C(T )4 t21 jjv(1) − v(2)jj2Bk t1 expf(2T + 2mC(B))C(T )
4  tg; t6t1;
(11)
by using the Gronwall lemma if the function s 7! Ejj k;(v(1))(s) −  k;(v(2))(s)jj22
is bounded. But the last is satised because  k; maps Bk t1 into Bk t1 . From (11) it
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immediately follows that
jj k;(v(1))−  k;(v(2))jj2Bk t16t
2
1 C(n; m; T; B) jjv(1) − v(2)jj2Bk t1 ;
where the last constant
C(n; m; T; B) = 2(n− 1)C(T )4expf(2T + 2mC(B))C(T )4  Tg
neither depends on  nor k. As a consequence,  k; is a contraction on Bk t1 for all k
and  if we choose t1 = T=N suciently small.
Remember the pathwise unique solution uk t1 of Eq. (9). Using the Fixpoint theorem
of Banach we get
jjuk t1 −  k;u(kt1)(v)jjBk t1 ! 0; !1; (12)
because the limit in Bk t1 of the innite iteration v;  k;u(kt1)(v);  k;u(kt1)( k;u(kt1)(v)); : : : ;
is a solution of (9) starting from u(kt1) for each v 2 Bk t1 .
Return to the solutions u(1); u(2) which we want to compare. Clearly, for the proof
of the theorem it is sucient that for each k 2 f0; : : : ; N − 1g
u(1)k t1 (t)6u
(2)
k t1 (t) P-a:s:; t 2 [0; t1]; (13)
holds true. Fix v 2 Bk t1 additionally satisfying that (!; y) 7! v(t; !; y) is product mea-
surable for each t 2 [0; t1]. If we can prove
 k;u(1)(kt1)(v)(t)6 

k;u(2)(kt1)(v)(t) P-a:s:; t 2[0; t1]; (14)
for every  = 0; 1; 2; : : : ; then (13) follows from assertion (12) since at least a sub-
sequence of the iteration f k;u(l)(kt1)(v)(t)g1=0 converges to u
(l)
k t1 (t) in L
2(O) P-a.s.,
t 2 [0; t1]; l = 1; 2. Simplifying the notation, we settle that  k;u(l)(kt1)(v) corresponds
to the solution of Eq. (10) starting from u(l)(kt1) with drift F
(l)
v instead of Fv.
Without loss of generality, we only prove (14) in the case k = 0. Indeed, if (14) is
proven for k = 0 then (13) especially says that
u(1)0 (t1) = u
(1)(t1)6 u(2)(t1) = u
(2)
0 (t1) P-a:s:
and the situation in the case k = 1 is exactly the same as in the case k = 0 (see also
Remark 2(a)). Repeating this procedure, (14) can be proven for k = 0; : : : ; N − 1 by
the same method, successively.
Let k = 0. We prove (14) by induction. Of course,
 00;(1) (v)(t) = v(t)6v(t) =  
0
0;(2) (v)(t)
and (14) holds true for = 0. For a xed >0 set
v(l) =  0;(l) (v); l= 1; 2;
and suppose that we already would have proved
v(1)(t)6v(2)(t) P-a:s:; t 2 [0; t1]:
We have to show
 0;(1) (v
(1))(t)6 0;(2) (v
(2))(t) P-a:s:; t 2 [0; t1];
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that is under the assumptions of the theorem, we have to compare solutions of
Eq. (10) with dierent initial values (1); (2); dierent functions F (1);F (2) and dif-
ferent processes v(1); v(2) 2 B0 additionally satisfying
v(1)(t)6v(2)(t) P-a:s:; t 2 [0; t1];
as well as (!; y) 7! v(l)(t; !; y) is product measurable for each t 2 [0; t1]; l= 1; 2.
In what follows, we denote the solution of Eq. (10) starting from (l) with drift
F (l)v(l) by w
(l); l= 1; 2; and show
w(1)(t)6w(2)(t) P-a:s:; t 2 [0; t1]: (15)
This will prove the theorem as discussed above.
To start with, we clarify some special notation which will be used to prove (15).
Consider the ith component Gij of an arbitrary diusion coecient Gj. Then it follows
from condition (6) that for xed t 2 [0; T ]; ! 2 
; y 2 O the inverse image
fx 2 Rn: Gij(t; !; y; x) 2 Ig
of an arbitrary open interval I R has to be of the structure
R     Oi      R;
where OiR is an open set. In other words, Gij(t; !; y; ) is f;;Rg⊗  ⊗
ith
#
(R) ⊗   ⊗
f;;Rg-measurable and, consequently, for every t 2 [0; T ]; ! 2 
; y 2 O there exists
a function gij(t; !; y; ) : R! R such that
Gij(t; !; y; x) = gij(t; !; y; xi); x 2 Rn:
Hence, the functions
(t; !; y; x) 7! gij(t; !; y; x)
are especially M⊗B(O)⊗B(R) { measurable. Furthermore, they are Lipschitz in the
fourth variable uniformly in t 2 [0; T ]; ! 2 
; y 2 O by (6) and satisfy the growth
condition
jgij(t; !; y; x)j6C(T )(1 + jxj); x 2 R; t 2 [0; T ]; ! 2 
; y 2 O;
by (5).
For u=(u1; : : : ; un) 2 L2(O) denote byM(ui) the ith component of the multiplication
operator M (u) (see p. 2).
Now, using (7), the ith component w(l)i of the solution w
(l) satises the equation
w(l)i (t) = Si(t)
(l)
i +
Z t
0
Si(t − s)F (l)i
0
BBBBBBB@
s;
0
BBBBBBB@
v(l)1 (s)
...
w(l)i (s)
...
v(l)n (s)
1
CCCCCCCA
1
CCCCCCCA
ds
+
mX
j=1
Z t
0
Si(t − s)M(gij(s; w(l)i (s)))  Bj dWj(s)
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which does not depend on the other components w(l)k ; k 6= i; that is, it is a separate
stochastic partial dierential equation. Here, Si(t) is a positivity preserving strongly
continuous semigroup on L2(O); (!; y) 7! (l)i (!)(y) is product measurable, l = 1; 2;
and the following hold:
(1)i 6
(2)
i P-a:s:
as well as
Ejj(l)i jj2L2(O)<1; l= 1; 2:
The drift coecients
f(l)(s; !; y; x) :=F (l)i
0
BBBBBBB@
s; !; y;
0
BBBBBBB@
v(l)1 (s; !; y; )
...
x
...
v(l)n (s; !; y; )
1
CCCCCCCA
1
CCCCCCCA
are real functions satisfying, on the one hand (4) together with a linear growth condition
like (5) slightly disturbed by v(l) 2 B0; and, on the other hand
f(1)(s; ; y; x)6f(2)(s; ; y; x); x 2 R; for Lebesgue a:e: y 2 O;
P-a:s:; s 2 [0; t1] (16)
by (C1;2) and
v(1)(s)6v(2)(s) P-a:s:; s 2 [0; t1]:
All in all, the diusion coecients gij have already been discussed above, the as-
sumptions of Theorem 3:3:1 in Manthey and Zausinger (1999) are satised. Applying
this theorem, we should only note that its conclusion is true although our diusion term
is slightly more general than the corresponding one in the nuclear case considered in
Manthey and Zausinger (1999) (see also Remark 1(c)); the extension of the result to
coecients also depending on y 2 O with the above properties is completely trivial.
So we get
w(1)i (t)6w
(2)
i (t) P-a:s:; t 2 [0; t1];
for i = 1; : : : ; n; that is (15).
Remark 3. The only consequence of (16) needed in the proof of Theorem 3:3:1
in Manthey and Zausinger (1999) is
f(2)(s; w(1)i (s))− f(1)(s; w(1)i (s))> 0 P-a:s:; s 2 [0; t1]: (17)
Clearly, the P-exceptional set here depends on s leading to complications. However,
the conditions we suppose, imply that the L2(O)-valued process (f(2)(s; w(1)i (s))−
f(1)(s; w(1)i (s)))s2[0;t1] is progressively measurable and this \regularity" allows to apply
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the theorem of Fubini to
0 =
Z t1
0
E
Z
O
[(f(2)(s; w(1)i (s))− f(1)(s; w(1)i (s)))(y)]− dy ds
=E
Z t1
0
Z
O
[(f(2)(s; w(1)i (s))− f(1)(s; w(1)i (s)))(y)]− dy ds;
where [ : : : ]− denotes the negative part of the corresponding function. As a conse-
quence, instead of (17) we get
f(2)(s; w(1)i (s))− f(1)(s; w(1)i (s))>0 for Lebesgue-a:e: s 2 [0; t1] P-a:s:
which is sucient to avoid complications with such P-exceptional sets in the rest of
the proof of Theorem 3:3:1 in Manthey and Zausinger (1999).
Corollary 1. Suppose that; except (C1;2); all assumptions of Theorem 1 are satised
and replace (C1;2) by (8). If now one of the drift coecients F (1) resp. F (2) is
additionally quasi-monotonously increasing (see Remark 2(d)) then
u(1)(t)6u(2)(t) P-a:s:; t 2 [0; T ]:
Proof. Without restricting the generality, we choose F (2) to be quasi-monotonously
increasing and repeat the proof of Theorem 1. There is only one point where con-
dition (C1;2) has been applied, namely, in order to cause (16). But, we know that
v(1)(s; !; y)6v(2)(s; !; y) implies
F (2)i
0
BBBBBBB@
s; !; y;
0
BBBBBBB@
v(1)1 (s; !; y)
...
x
...
v(1)n (s; !; y)
1
CCCCCCCA
1
CCCCCCCA
6 F (2)i
0
BBBBBBB@
s; !; y;
0
BBBBBBB@
v(2)1 (s; !; y)
...
x
...
v(2)n (s; !; y)
1
CCCCCCCA
1
CCCCCCCA
= f(2)(s; !; y; x); x 2 R;
for Lebesgue a.e. y 2 O; P-a.e. ! 2 
; s 2 [0; t1]; because F (2) is quasi-monotonously
increasing. So, additionally using (8), we get
f(1)(s; ; y; x) = F (1)i
0
BBBBBBB@
s; ; y;
0
BBBBBBB@
v(1)1 (s; ; y)
...
x
...
v(1)n (s; ; y)
1
CCCCCCCA
1
CCCCCCCA
6F (2)i
0
BBBBBBB@
s; ; y;
0
BBBBBBB@
v(1)1 (s; ; y)
...
x
...
v(1)n (s; ; y)
1
CCCCCCCA
1
CCCCCCCA
6f(2)(s; ; y; x); x 2 R;
for Lebesgue a.e. y 2 O P-a.s., s 2 [0; t1]; that is (16) is satised, and we can nish
following the proof of Theorem 1.
From Corollary 1 it immediately follows that one can compare solutions of
Eq. () with a xed drift starting from dierent initial values if the xed drift function
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is quasi-monotonously increasing. The next corollary shows that one can weaken this
condition on the drift in special situations.
Corollary 2. Let an F0-measurable square integrable random variable  :
!
L2(O) satisfying
06 P-a:s:
which is product measurable; seen as a function (!; y) 7! (!)(y); be given. Suppose
(4){(6) for F = F (1) = F (2); Gj; j = 1; : : : ; m; and denote by u the pathwise unique
solution of the Eq. () starting from . Furthermore; we demand
F(t; ; y; 0) = 0 for Lebesgue a:e: y 2 O P-a:s:; t 2 [0; T ];
as well as for each j = 1; : : : ; m
Gj(t; ; y; 0) = 0 for Lebesgue a:e: y 2 O
P-a:s:; t 2 [0; T ];
that is the process which is constantly equal to zero is the pathwise unique solution
of () starting from 0. Then the conditions (Cpp) and8<
:
For any t 2 [0; T ] we have
Fz(t; ; y; 0)>0; z>0;
for Lebesgue a:e: y 2 O P-a:s:
(CF)
imply for all t 2 [0; T ]
u(t)>0 P-a:s:
Proof. For the conclusion we want to show, again except (C1;2); all assumptions
needed to apply Theorem 1 are satised. As in the proof of Corollary 1 we only
had to cause (16), but the more special situation that one of the processes we want to
compare is identically zero implies, that we can weaken (16) to be true only for x=0.
Indeed, remember that in the proof of Theorem 1 we have set
v(1) =  0;(1) (v)
at a certain level of approximation  where v has been arbitrarily chosen, before.
According to the proof of our corollary, v(1) approximates the solution starting from
(1) = 0 which is identically zero, and, if we start with v chosen to be identically zero
then v(1) is also identically zero. Hence, we obtain
f(1)(s; !; y; x) = Fi
0
BBBBBB@
s; !; y;
0
BBBBBB@
0
...
x
...
0
1
CCCCCCA
1
CCCCCCA
:
From the proof of Theorem 3:3:1 given in Manthey and Zausinger (1999) we know
that (16) has only been used to provide for (17). As we know, w(1)i vanishes identically
and, because of our assumption on F(; ; ; 0); the following must be satised:
f(1)(s; w(1)i (s)) = 0 P-a:s:; s 2 [0; t1]:
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This means, what we really need in order to prove our corollary is
Fi
0
BBBBBBB@
s;
0
BBBBBBB@
v(2)1 (s)
...
0
...
v(2)n (s)
1
CCCCCCCA
1
CCCCCCCA
= f(2)(s; w(1)i (s))>0 P-a:s:; s 2 [0; t1];
if v(2)(s)>0 P-a.s., s 2 [0; t1]; which is an easy consequence of (CF).
Corollary 3. Assume that either the assumptions of Theorem 1 or Corollaries 1 or 2
are satised; but; consider the special situation O=[0; 1]; that is d=1; and A1 =   =
An = where  denotes the Laplacian with Dirichlet boundary conditions. Further-
more; we drop condition (2) and work with the operators B1 =   =Bm=Id (see also
Remark 1(c)). Then the conclusion of Theorem 1 resp. Corollary 1 resp. Corollary
2 remains true.
Proof. It suces to consider this special situation with respect to Theorem 1. We fol-
low the proof of Theorem 1 but now, on p. 267, we apply Theorem 2:1 in Donati-Martin
and Pardoux (1993) instead of Theorem 3:3:1 in Manthey and Zausinger (1999) in or-
der to show (15).
Only note the following modication in the proof with respect to Corollary 2.
Namely, in the proof of Theorem 2:1 in Donati-Martin and Pardoux (1993), condition
(16) is used to cause (17) with w(2)i (s) instead of w
(1)
i (s). Nevertheless, our technique
applies if we replace Fz(t; ; y; 0)>0; z>0; in (CF) by 0>Fz(t; ; y; 0); z60; in order
to show 0>u(t) P-a.s. Now the desired result follows considering Eq. () with the
coecients −F(; ; ;−);−Gj(; ; ;−); j = 1; : : : ; m.
5. Application
To start with, we consider a deterministic predator{prey system, that is n=2; of the
form  
@
@t u1
@
@t u2
!
=

u1
u2

+D(u1; u2) +

u1
u2

: (18)
Here,  denotes the Laplacian with Neumann boundary conditions in a bounded three-
dimensional domain O with smooth boundary, that is d= 3; and the matrix D(u1; u2)
looks like
D(u1; u2) =
0
B@−1(j u2u1 j) c 2(j u2u1 j)
0 [− 2(j u2u1 j)]
1
CA ;
where c; > 0 are constants and 1; 2 are smooth functions on R+. Fig. 1 shows a
possible type of functions we want to deal with.
Hence, the assumptions in model (18) are: (i) The prey in the absence of any
predation grows unboundedly in a Malthusian way; this is the u2 term. (ii) The prey’s
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Fig. 1.
contribution to the predator’s growth rate is c 2(ju2=u1j)u2; that is, it is proportional
to the available prey if the ratio between prey and predator is well balanced, but it
becomes smaller if the prey starts to outnumber the predator’s population and can
withstand its attacks. (iii) The growth of the predator population is taken from the
prey population; this is the −2(ju2=u1j)u2 term. (iv) In the absence of any prey the
predator’s death rate results in exponential decay, that is the −1(ju2=u1j)u1 term for
u2 = 0. The factor −1(ju2=u1j) further says that this exponential decay even may
increase if the prey population outnumbers the predators so much that it can \ght o"
the predator’s attacks, and the predator’s habitat shrinks as a consequence.
Of course, this model lacks of reality and should only be seen as a jumping-o place
for better models. One of the unrealistic assumptions in it, also appearing in the simple
but well-known Volterra model, is that the prey growth is unbounded in the absence
of predation. To prevent this, one could add a control term on the right-hand side of
the equation for u2 as decribed, for example, in Section 3:3, (Murray, 1993). We refer
to a forthcoming paper for a more realistic model with coecients which even have
singularities.
Returning to (18), the main problem surely consists in nding the true parameter
; 1; 2 which is certainly impossible. As a consequence, the matrix D(u1; u2) includes
some kind of uncertainty. A well-known possibility to take hold of such an uncertainty
of an object is to add a noise to it, that is, for example, to consider
D(u1; u2) + _  I; I : unitary matrix;
instead of D(u1; u2) leading to the stochastic system 
@
@t u1
@
@t u2
!
=

u1
u2

+ [D(u1; u2) + _  I ]

u1
u2

; (19)
we understand in the sense of Eq. ().
We will discuss the stability of the ratio u2(t)=u1(t) with respect to the deterministic
as well as the stochastic system for dierent initial values = (1; 2) 2 L2(O) where
1>0 resp. 2>0 describe the distribution of the predator resp. prey population at the
beginning of our observation.
At rst, for xed c> 0 we introduce the function
= (1 + c)2()− 1(); >0:
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Fig. 2.
The graph
G= f(; ) 2 R+  R: = (1 + c)2()− 1()g
of this function divides the area
P= f(; ): > 0; > 0g
into parts; we emphasize two of them in Fig. 2 based on the functions 1; 2 introduced
in Fig. 1.
We dene
P01: open subarea of P which is marked by diagonal lines;
respectively,
P2: open subarea of P which is marked by horizontal lines
and set
P1 =P01 [ f(; (1 + c^)2(^)− 1(^):  2 [0; ^]g;
where ^ satises
(1 + c^)2(^)− 1(^) = max
>0
[(1 + c)2()− 1()]:
Notice that
Pn(P1 [P2) = f(; ) 2 G \P: > ^g:
Here, we interpret  to be the parameter appearing in D(u1; u2) and  stands for a lower
resp. upper bound of the ratio 2=1. Clearly, each pair (; ) 2 P corresponds to a
special situation of model (18) with xed parameters c; 1; 2. We want to investigate
how the behavior in time of the ratio u2(t)=u1(t) depends on (; ) if u = (u1; u2) is
the solution of (18) with respect to (; ).
Before doing this, we still distinguish a further subarea of P, namely, the open
subarea which is surrounded by G and the axes:
PG = f(; ) 2 P1: < (1 + c)2()− 1()g:
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Proposition 1. For each (; ) 2 P dene the mapping
(; ) 7! (0; )
by
0 = inff ~>0: 6(1 + c ~)2( ~)− 1( ~)g
and settle inf ; to be zero.
(i) Fix (; ) 2 PG and assume that 2=16. Then the following holds:
8n 2 N 9tn>0 8t>tn 8y 2 O: 06u2(t; y)=u1(t; y)60 + 1n :
(ii) Choose (; ) as in (i) and further assume that 62(0) − 1(0). Then the
following holds:
u2(t; y)=u1(t; y)
t!1! 0; 8y 2 O:
(iii) Fix (; ) 2 P1 and assume that 2=16; >2(0)−1(0) as well as 2=1>
for some > 0. Then the following holds:
u2(t; y)=u1(t; y)
t!1! 0; 8y 2 O:
(iv) Fix (; ) 2 P2 and assume that 2=1>. Then the following holds:
u2(t; y)=u1(t; y)
t!1! 1; 8y 2 O:
(v) If (; ) 2 P \ G and 2=1 =  then
u2(t; y)=u1(t; y) = ; y 2 O; t > 0;
even holds.
Remark 4. The above result depends on the special feature of the sets P1;P2;PG
which are closely related with 1; 2 given in Fig. 1. But the following proof clears
how to decompose P for other examples of 1; 2.
Proof. Using the semigroup S(t) = expftg, the solution u= (u1; u2) of (18) satises
the equation
u1(t) = S(t)1 +
Z t
0
S(t − s)

−1
u2(s)u1(s)


u1(s) + c2
u2(s)u1(s)


u2(s)

ds
u2(t) = S(t)2 +
Z t
0
S(t − s)

− 2
u2(s)u1(s)


u2(s) ds
(180)
which is a special case of () without diusion.
(i) Fix n 2 N as well as (; ) 2 PG, and introduce a cone in the two-dimensional
plane which is spanned by the vectors
a1 =
 
1
0
!
and a2 =
 
1

!
(see Fig. 3).
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The assumption 2=16 on the initial distribution >0 means that  lies in the
above cone and, we have to prove that there exists a time tn such that, for all t>tn,
u(t) lies in the cone spanned by a1 and, now,
a2(tn) =

1
0+1=n

instead of a2(0)=a2. But the last assertion holds if and only if the coordinates of u(t)
with respect to the coordinate system fa1; a2(tn)g of R2 are nonnegative for all t>tn.
In other words, if A(tn) represents the matrix with the columns a1 resp. a2(tn), that is
A(tn) =

1 1
0 0 + 1n

;
then we have to verify that
A−1(tn)u(t)>0; t>tn:
In order to show this, we introduce invertible matrices
A(t) =

1 1
0 (t)

;
where t 7! (t) 2 (0;1); t>0, is a convex function satisfying
(0) =  and (t)60 +
1
n
; t>tn
for a time tn we specify later. If we can nd a function t 7! (t); t>0, such that
~u(t):=A−1(t)u(t)>0; t 2 [0; T ] (20)
for an arbitrary but xed time T then (i) is proven.
Indeed, (20) implies
8n 2 N 9tn>0 8t>tn: 06u2(t; y)=u1(t; y)60 + 1n for Lebesgue a:e: y 2 O:
But, using the smoothing properties of S(t) = expftg, u1(t; y) and u2(t; y) are
continuous in (t; y) 2 (0;1) O leading to
8n 2 N 9tn>0 8t>tn 8y 2 O: 06u2(t; y)=u1(t; y)60 + 1n
which is the conclusion of (i).
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To start with proving (20), we note that, using an easy linear transformation of
(180), ~u satises the equation
~u(t) = S(t)A−1(0)+
Z t
0
S(t − s)F(s; ~u(s)) ds
with (let 0+(t) denote the right-hand derivative of (t))
F(t; x) =
0
@−1(j (t)x2x1+x2 j)(x1 + x2) + 2(j (t)x2x1+x2 j)(1 + c(t))x2 − x2 + 
0
+(t)
(t) x2
[− 2(j (t)x2x1+x2 j)]x2 −
0+(t)
(t) x2
1
A
and
S(t) =

expftg
expftg

:
We further mention that (Cpp); A−1(0) 2 L2(O); A−1(0)>0; F(t; 0)=0; t 2 [0; T ],
and (4), (5) are satised. So, in order to apply Corollary 2, we only have to verify
(CF) which is here equivalent to
6(1 + c(t))2((t))− 1((t)) + 
0
+(t)
(t)
; t 2 [0; T ]: (21)
Hence, the last condition is sucient for (20) and, consequently, (i) is true if we nd
a time tn and a convex function t 7! (t) 2 (0;1); t>0, such that, on the one hand,
the above condition holds true and, on the other hand,
(0) =  and (t)60 +
1
n
; t>tn:
In what follows, we construct tn and (t) with the latter properties.
Recall (; ) 2 PG. This yields
< (1 + c ~)2( ~)− 1( ~); 8 ~ 2 (0; ]:
Thus, if 60 + 1=n then we may set
tn = 0 and (t) = ; t>0
and the desired properties are trivially satised. Otherwise, if 0 + 1=n< then we
have
6(1 + c ~)2( ~)− 1( ~)− cn; 8 ~ 2

0 +
1
n
; 

;
where
cn:=min

(1 + c ~)2( ~)− 1( ~)− : ~ 2

0 +
1
n
; 

is positive. Now we dene
tn =
ln − ln(0 + 1=n)
cn
and (t) =

e−cnt : t6tn;
e−cntn : t>tn:
Clearly, this function (t) satises (21) as well as (0) = ; (t) = 0 + 1=n; t>tn,
nishing the proof of (i).
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(ii) If 62(0)− 1(0) then 0 = 0 and (ii) is a direct consequence of (i).
(iii) Fix (; ) 2 P1. Under the assumptions of (iii) we will show that
8n 2 N 9tn>0 8t>tn: 0 − 1n6u2(t)=u1(t)60 +
1
n
:
Then the conclusion of (iii) follows from the smoothing properties of S(t) as in the
proof of (i).
Fix n 2 N. If (; ) 2 PG then we can immediately apply (i). If (; ) 2 P1nPG
then 60 and with it 2=160. Now, the proof of (i) makes clear that
u2(t)=u1(t)60; t>0;
because (; ) 2 P1nPG also implies
= (1 + c0)2(0)− 1(0):
All in all, by (i),
9tn>0 8t>tn: 0 − 1n6u2(t)=u1(t)
remains to show we do in an analogous way as described in the proof of (i): We will
nd a time tn such that, for all t>tn; u(t) lies in the cone spanned by the vectors
0
0 − 1n

and

1
0 − 1n

proving (iii), nally.
Remark that (; ) 2 P1 and >2(0) − 1(0) together yield 0> 0 and we may
assume 0 − 1=n>  without restricting the generality. Dene
tn =
ln(0 − 1=n)− ln 
cn
and (t) =

ecnt : t 2 [0; tn];
ecntn : t>tn;
where
cn:=min

− (1 + c ~)2( ~) + 1( ~): ~ 2

0; 0 − 1n

is positive. Obviously, t 7! (t); t>0, is a convex function satisfying
(0) =  and (t)>0 − 1n ; t>tn:
We introduce the matrices
A(t) =

0 1
(t) (t)

which are invertable and consider the process ~u(t)=A−1(t)u(t); t 2 [0; T ]; T arbitrarily
chosen. By linear transformation of (180), ~u satises the equation
~u(t) = S(t)A−1(0)+
Z t
0
S(t − s)F(s; ~u(s)) ds
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with
F(t; x)
=
0
BB@
1(j (t)(x1+x2)x2 j)x2 − 2(j
(t)(x1+x2)
x2
j)(1 + c(t))(x1 + x2)
+(x1 + x2)− 
0
+(t)
(t) (x1 + x2)
−1(j (t)(x1+x2)x2 j)x2 + c2(j
(t)(x1+x2)
x2
j)(t)(x1 + x2)
1
CCA :
As in the proof of (i), all assumptions of Corollary 2 are satised. We only mention
that (CF) is here equivalent to
>(1 + c(t))2((t))− 1((t)) + 
0
+(t)
(t)
; t 2 [0; T ];
which is true by the denition of (t). Consequently, from Corollary 2 it follows that
~u(t)>0; t 2 [0; T ];
nishing the proof of (iii).
(iv) If (; ) 2 P2 then
> (1 + c ~)2( ~)− 1( ~); 8 ~>
and
c:=minf− (1 + c ~)2( ~) + 1( ~): ~>g
is a positive constant. We dene
(t) = ect ; t>0;
and obtain
~u(t)>0; t 2 [0; T ]; T arbitrarily chosen;
by repeating the part of the proof of (iii) which follows the introduction of the matrices
A(t). This yields
u2(t)=u1(t)>ect ; t>0;
and we end the proof of (iv) in the same way as (ii) has been derived from (i).
(v) If (; ) 2 P \ G then
= (1 + c)2()− 1():
We set
(t) = ; t>0;
and note that, by assumption, 2=16 as well as 2=1>, holds true. Consequently,
on the one hand, following the proof of (i) we have
u2(t; y)=u1(t; y)6; y 2 O; t > 0
and, on the other hand, from the proof of (iii) follows
u2(t; y)=u1(t; y)>; y 2 O; t > 0:
So (v) and with it the proposition is proven.
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Although there are other methods, for example, Lyapunov-type methods (see, for
example, Malkin, 1962), in the deterministic theory to conclude the above result, we
would like to emphasize, that our method also applies to the stochastic system (19)
and we may prove the same result.
Proposition 2. Let u = (u1; u2) be the pathwise unique solution of the system
u1(t) = S(t)1 +
Z t
0
S(t − s)[− 1(j u2(s)u1(s) j)u1(s) + c2(j
u2(s)
u1(s)
j)u2(s)] ds
+
Z t
0
S(t − s)M(u1(s))  B dW (s);
u2(t) = S(t)2 +
Z t
0
S(t − s)[− 2(j u2(s)u1(s) j)]u2(s) ds
+
Z t
0
S(t − s)M(u2(s))  B dW (s)
starting from an L2(O)-valued square integrable initial distribution  = (1; 2)>0
where S(t)=expftg; W (t) is a cylindrical Wiener process in D0(O); M (u)=(M(u1);
M(u2)) and B : L2(O)! L1(O) satises (2).
Then the assertions of Proposition 1 hold a.s. true.
Proof. We repeat the proof of Proposition 1 and only note that, rst, the process ~u
now satises the equation
~u(t) = S(t)A−1(0)+
Z t
0
S(t − s)F(s; ~u(s)) ds+
Z t
0
S(t − s)M ( ~u(s))  B dW (s);
correspondingly, and, second, the P-exceptional set in the assertions of (i){(v) may
be chosen independent of t because it is well known in our special situation that there
exists a version of the random eld (! 7! u(t; !; y))t>0;y2O which is continuous in
(t; y). We do not need the mapping (!; y) 7! (!)(y) to be product measurable since
the semigroup generated by the Laplacian is strongly Feller (see also Remark 2(a)).
Consequently, unlike the behavior of the singular components u1(t) resp. u2(t), the
stability of the ratio u2(t)=u1(t) does not change if we disturb the coecients of the
deterministic system (18) by an additive noise.
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