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Introduction
At the beginning of this century, Thue [ 151 discovered an infinite sequence on two symbols with no two overlapping occurrences of a given factor. This sequence was successively rediscovered by Morse and applied to the solution of several problems in algebra, game theory, symbolic dynamics and geometry [l l-131 . The reader is referred to [2-41 for a survey on this subject. The structure of the set of finite overlap-free words on a binary alphabet was investigated by Restivo and Salemi [14] who found a polynomial bound for the density function of this set and an algorithm solving the membership problem of its centre. The proofs of these results use a particular factorisation of the overlap-free words over two letters based on the fact that these words are constituted, roughly speaking, by a right and a left border belonging to a finite set, and a central part, which is a word on the Thue code (01, lo}.
A. Carpi
One-side infinite overlap-free words on a binary alphabet were described by Fife [S] by means of a language of infinite words recognized by a 5-state automaton (see also [3] ).
In this paper, we consider an application of the monoid freely generated by 25 letters to the free monoid on a binary alphabet, which is closely related to the factorisation of overlap-free words considered by Restivo and Salemi [14] . Thus, any word on a 25-letter alphabet "represents" a word on a binary alphabet. Conversely, a theorem of [14] ensures that any overlap-free word over two letters can be represented in this way.
It is interesting to remark that the length of the shortest representation of a given word, if existing, is logarithmically bounded by the length of the represented word. The algorithm finding the representations of a given word has linear-time complexity. It presents some analogy with the classical algorithm finding the expansion of an integer in a fixed base. Here euclidean division is replaced by decoding of the longest factor on the Thue code: the context of the factor and the decoded word play, respectively, the role of the rest and of the quotient.
The fundamental result of this paper is that the representations of overlap-free words constitute a rational language. This result is rather surprising in view of the fact that the set of overlap-free words on a binary alphabet is not even a CFL.
From the previous result, we derive several consequences. For instance, a lineartime algorithm testing whether a word on a binary alphabet is overlap-free can be obtained. This algorithm competes with Kfoury's one [9] , also based on iterated decoding of words on the Thue code.
Another consequence concerns the density function of the set of overlap-free words on a binary alphabet. We show that the number of the overlap-free words of length it on a binary alphabet equals the multiplicity of the binary expansion of n in a certain Jlr-automaton and, therefore, it can be computed by O(log n) operations. This result allows one to calculate effectively a sequence converging to the optimal exponent for a polynomial upper bound of the density function of the set of overlap-free words on a binary alphabet (up to now, the better known bound is due to Kobayashi [lo] ). A representation of the concatenation of two words on a binary alphabet, if existing, can be obtained by the representations of the factors by means of a rational transduction. This result allows a new approach to the problems of "prolongability" [14] : we show that the words of fixed depth are represented by a rational set and the overlap-free transitions between two words can be calculated by means of a rational transduction.
In particular, we reobtain the results of [14, 5] stating the decidability, respectively, of the membership problem for the centre of the set of overlap-free words over two letters and of the existence of an overlap-free transition between two words.
Moreover, we show that the binary expansion of the depth of an overlap-free word equals the multiplicity of any representation of the considered word in an automaton with multiplicity in a particular semiring. This result allows the computation of the depth of an overlap-free word over two letters in linear time.
We conclude this section resuming the main features of our technique We represent the words of a set with a polynomially bounded density function b: words whose length is logarithmically bounded by the length of the represented w!trd and which can be effectively calculated in linear time. Moreover, concatenatio;i of words is represented by a rational transduction and a "complex" set, such 4s the set of overlap-free words, is represented by a rational language.
These characteristics suggest that an analogous technique could be u .>efully applied in more general cases.
Preliminaries
In this section, we shall quickly recall some definition and basic re 41: concerning the objects we are dealing with in this paper, namely: rational st,ts, words and automata.
A systematical description of these subjects is outside the scope of this paper; for more details and historical remarks, as well as for some classical resilits on rational relations which will be applied in the sequel, the reader is referred to [6, 11. We suppose the reader to be familiar with the notions of semirin,r and complete semiring (see [6] ). The symbols 33 and .N will denote, respectiveI:!'. the Boolean semiring and the semiring of nonnegative integers completed by the ad,iunction of co.
Let K be a complete unitary semiring and M a set. A K-subset of M is any element of KM, i.e. any application P: K-+M. The image of an element mEA+' by P will be denoted by (P,m) and will be called the multiplicity of m in the K-set P. The set {mEM 1 (P, m)#O} is said to be the support of P.
If M is a monoid, then K has a natural structure of complete semiring, with the operations defined by
In KM we define also the unary operation * by
where P" is the unit of KM and P"=P"-'P for n31. A K-subset of the monoid M is said to be rational if it belongs to the smallest subsemiring of KM containing the K-subsets with finite support and closed for the operation *. 
FtlEM
The inverse of a K-relation is the relation 7' 3 T : M +M", defined by
The graph of a K-relation
A K-relation is said to be rational if its graph is a rational K-set. It is well known that the inverse of a rational K-relation is rational. Moreover, if one looks at a rational K-relation T: M+M' as a KM'-subset of M, then it is still rational, while the converse is not generally true.
The following properties will be often used in this paper. Their proofs can be found in [6] . We say that a word m~.4 * is afactor of w if one has w=vuu' for some v,v'~A*. In particular, we say that u is a prefix (a sufJ;x) of w if v (v') can be assumed to be the empty word. A path of this graph with origin in a state of I and end in a state of F is said to be successful. It is easily seen that ICC41 is the set of the labels of the successful paths. Throughout this paper, B will denote the binary alphabet {0, l}, k:B*+B* the Thue morphism, induced by
and L the language {A,O, l,OO, 1 l} on the alphabet B. An overlapping factor is any word of the form bxbxb with beB and XEB*. A word ZEB* is said to be overlap-free if no one of its factors is an overlapping factor. We conclude this section proving the following lemma. for exactly one letter aEA. For any word WEA*, the word Q(w) on the alphabet B, inductively defined by
will be called the word represented by w in the system (h, $(, 4,).
For any XEB*, we denote by R(x) the set of the representations of x:
If R(x) is nonempty, then we say that x is representable. The set of representable words is closed for factors: indeed, a word XEB* is representable if and only if it can be factorised as x = rh(y)r', with r,r'EL and y a representable word. In this case, any factor of x has the form x' = sh(y')s', with s, S'EL and y' a factor of y. By making induction on 1x1, one can suppose that y', and, therefore, x' are representable. It is useful to remark that, for all u, v, WEA* such that @(u)=@(v), one has @(UW) = @(VW), as one can easily verify by induction on ) w 1. Let a* be the letter of A defined by 4r(%)=4&%)=~. 
for some z',z"~B*. By deleting, in the last two equalities, respectively, the longest suffix and the longest prefix belonging to k(B*), one has 4/(a') = 4/(a), 4Ja') = &(a) and, therefore, a = a' and G(w) = y. Thus, UE R(y)u. Conversely, if u~R(y)u, then one has U=WU for some WEA* such that @(w)=y and, therefore,
Thus, u~R(x). So, we have proved that R(x)= R(y)a.
Any word UEA* can be factorised as u=u",u, with n30, u$a,A*. In view of (3.1), one has u~R(x) if and only if very.
We conclude that R(x)=aXR,(x), for all XEB*. Moreover, if one has G'E R 1 (x) and I u I 3 3, then the word x = Q(u) admits a factorisation of type (3.2). We conclude that R,(x) c A ' 2 whenever x does not admit a factorisation of type (3.2 
is rational.
Proof. In view of (3.3), one has
where P is the set of the representable words which do not admit a factorisation of type (3.2). In view of Proposition 3.1, #p is rational. 0
The interest of the representation defined above, in connection with the study of overlap-free words, is due to the following property. In order to unify notation, we outline the proof of this proposition. A word XEB* is representable if and only if it can be factorised in the form x = rh(y)r', with r, r'EL and y a representable word. Therefore, the statement can be proved by induction on 1x1, since any overlap-free word can be factorised as x=rh(y)r', with r, r'EL and y an overlap-free word (a detailed proof of this fact can be found in [9] ). Now, we can state the main result of this section: overlap-free words are represented by a rational language. Remark. The constructiveness of the proof of Proposition 3.5 allows one to construct effectively an automaton whose behaviour is S. We calculated that S is recognized by a deterministic automaton with less than 400 states. Kfoury [9] designed a linear-time algorithm testing whether a word XEB* is overlap-free. Another algorithm, with the same complexity, can be derived by Propositions 3.1, 3.4 and 3.5. It is composed of the following two stages:
(1) Compute R(x).
(2) If R(x)#& then choose u~R(x) and test whether UES. The word x is overlap-free if and only if R(x) # 0 and UES. This algorithm seems to be advantageous, with respect to Kfoury's one, when all the words of a prefix-closed set have to be tested. Indeed, stage 1 is the most time-consuming. But, by using a result which we shall prove in the sequel (Proposition 5.1) one could obtain R(xb) (xEB*, DEB) from R(x) in time O(log 1x1).
Counting overlap-free words
In this section, we show that one can "count" the overlap-free words of length n on a binary alphabet by means of an N-automaton reading the binary expansion of n.
We recall that a binary representation of a nonnegative integer n on the set ofdigits C= (0, 1,2,3,4} is any word c,c,_ 1 . ..cg (Ci~C, O<i<r, r>O) such that
2'c,+2'-1c,_1+...+co=n.

If n > 0, then the unique binary representation
of n belonging to the set 1 {0, l}* is said to be the binary expansion of n. The empty word will be considered as the binary expansion of 0.
For all positive integers n, we denote by D(n) the number of the overlap-free words of length n on the binary alphabet B. D is said to be the densityfunction of the set of overlap-free words on a binary alphabet. (we A*), where T and S are the rational subsets of A * considered, respectively, in Propositions 3.2 and 3.5. Then one has D2 = v, (S,) . The set Sn T is rational, because rational languages form a Boolean algebra and, in view of the composition theorem, the relation v of is rational, for any morphism of a finitely generated monoid is a rational relation. By the "unambiguity" of rational subsets and rational functional relations of free monoids, one has that v, and S, are rational (see e.g. [6] ). By the evaluation theorem, we conclude that D2 is rational. 0
Remark. An J+'-automaton with behaviour D2 can be effectively realized. We evaluated that, by minimizing such an automaton, one obtains an automaton with multiplicities in the field of rational numbers, with less than 300 states.
As a straightforward consequence of the previous remark, we obtain the following corollary, concerning the computational complexity of the density function of the set of overlap-free words on a binary alphabet.
Corollary 4.2. D(n) can be computed by O(logn) multiplications.
Restivo and Salemi [ 141 proved that D(n) is polynomially
bounded. This result was successively improved by Kfoury [9] and Kobayashi [lo] . We can use Proposition Now we shall show that, if &' is trim, then the exponent in inequality (4.1) converges to the optimal value. This seems not to be true for Kobayashi's bound [lo] . 
to calculate a polynomial bound for D(n).
Proposition 4.3. Let &=(Q, I, F) be an A'-automaton whose behaviour is D2. Set
Concatenation of overlap-free words
In this section, we exhibit some application of Proposition 3.5. Our first result states that concatenation of words of B* is represented by a rational relation.
Proposition
The set ~L={(u~,u~,u~)E,~* x A* x A* ~@(u1)@(uz)=~(u3)} is rational.
Proof. The proof makes use of the following lemma.
Lemma 5.2. Let zi : M -+Mi (1 < i < n, n 2 2) be rational relations between a free monoid
M and a monoid Mi. Then the relation t: M-M1
Proof of Lemma 5.2. We can limit ourselves to consider the case n = 2. Indeed, if the statement is true in this case, then it can be easily extended to the general case, by iteration on n. One has #r=f'(#(r'o~;' )) where r' : M-M1 x M is the relation defined by #r'=f( #r,). Since homomorphic images of rational sets are rational (see [6] ), one deduces, in view of the composition theorem, that r is rational. 0
Proof of Proposition 5.1 (conclusion) . for some WE Rb.. We set c = (4&4 bl, b2, dd4, M4, $44). Then (a,, c, a,) is an edge of ,al, and, therefore, WCER~. Moreover, one can easily verify that ~(Ui)=~(f;(wc)) (i=1,2,3). We conclude that (u~,u~,u~)E~(wc)~T(R~). 0
The depth of an overlap-free word XEB*, denoted as d(x), is defined by d(x) = sup { 1 y 11 yeB*, xy overlap-free}.
There exist overlap-free words of arbitrary large finite depth [14] . Moreover, any overlap-free word is a prefix of an overlap-free word of depth 0 [S] .
Our next goal is to construct an automaton which "computes" the depth of the overlap-free words.
We denote by cr the "radix" order on K = B*u{@, co}, defined as follows: 8 is the minimum,coisthemaximumandonehasx<,y(x,yEB*)ifIxl<lylorif/xl=(yland x and y are binary representations of integers n,, nY such that n, < nY. One can give to K a structure of complete semiring in such a way that the function where conventionally sup 8 = 8, is a morphism of complete semirings: it is sufficient to assume the "sup" operator as sum and to extend the usual product of B* to K by 0x=x0=0, cox=xco=co, 88=0 (xEK-{O}).
One can easily verify that, for all @*-subset P of A*, P and sup(P) have the same support. We deduce that SUP maps the minimal subsemiring of (~!8~*)~* containing the a'*-sets with finite support and closed for * into the analogously defined subsemiring of KA*, that is, SUP preserves rationality. Now we can state the following proposition. is rational, for its graph is ri (S) , where S is the rational set defined in Proposition 3.5.
Let f: A * +B* and v : B* -rB* be the relations defined in the proof of Proposition 4.1.
Then the rational relation r3 = v of0 r2 maps all UEA* onto the set of the binary expansions of the lengths of the words XEB* such that @(u)x is overlap-free. Thus, looking at r3 as a rational @*-subset of A *, one has SUP = d2. We deduce that d2 is rational, since sup preserves rationality.
0
Remark. By the previous proposition, one derives that the depth of an overlap-free word XEB* can be calculated in linear time: it is sufficient to find a word war of minimal length and to compute (d,, w). The second step can be executed by means of O(l WI) = O(log 1x1) operations (sums and products in K). The centre of the set of overlap-free words on B is the set of the words XEB* of infinite depth. Restivo and Salemi [14] proved that this language is recursive. Proposition 5.3 furnishes an alternative algorithm solving its membership problem. Actually, this set is represented by a rational language on A, as shown by the following proposition, in the particular case of n = co.
Proposition 5.4. For all ~EJV, the set S,= {uEA* I d(@(u))=n} is rational.
Proof. If nf cc, then one has Sn=~;l(~,)--~l(~,+l), where ~~ is the relation defined in the proof of the previous proposition and x, and x,+ 1 are the binary expansions of n and n+ 1, respectively.
Thus, S, is rational. On the other hand, one has S, = (uEA* 1 card(r,(u))= co}. Since, for any rational relation between free monoids, the set of the words having infinite image is a rational set [7] , we conclude that S is rational. 0 Let x, DEB* be overlap-free words. Any word ZEB* such that xzy is overlap-free is said to be an overlap-free transition from x to y. As a consequence of Propositions 3.5
and 5.1, we can prove the following property. is rational (up to a permutation of the coordinates, its graph is 7~'). One can easily verify that the graph of r' is z" (S) , where S is the rational set defined in Proposition 3.5. Thus, by the evaluation theorem, z' is a rational relation, 0
By Proposition 5.5 and the evaluation theorem, the set is rational. Thus, we reobtain the following result, proved by the author in [lo] .
Proposition 5.7. It is effectively decidable whether there exists an ouerlap-free transition between two words x, DEB*.
