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Abstract
We prove that for large > 0, the boundary blow-up problem
−u= u(u− a)(1− u) in , u| =∞
has a solution with a spike located near the “most centered part” of . Our proof is based on
the reduction method and uses a “cut-off” technique to avoid the difﬁculties for the estimates
near the boundary of .
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1. Introduction
Let  be a bounded regular domain in RN . We are interested in the existence and
asymptotic behavior (as  → ∞) of solutions with a spike layer to the following
boundary blow-up problem:
−u = u(u− a)(1− u) in , u| = ∞, (1.1)
where a ∈ (1/2, 1) is a ﬁxed constant and  > 0 is a parameter.
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To put this problem into perspective, let us start from the following Dirichlet
problem:
−v = v(v − a′)(1− v) in , v| = 0, (1.2)
where a′ ∈ (0, 1/2). Problem (1.2) arises from various reaction diffusion models and
has received extensive studies. By the previous works of [5,6][13,16,18], it is known
that for large , (1.2) has three nonnegative solutions: 0, vˆ and v, with the properties
that
0 < vˆ < v in , v → 1 as  → ∞ locally uniformly in ,
and under some further technical geometric conditions on , say  is convex, it was
proved that vˆ develops a spike as  → ∞; more precisely,
(i) for all large , vˆ has only one local maximum point x ∈ ;
(ii) subject to a subsequence, as  → ∞, x → x0 with x0 ∈  satisfying d(x0, ) =
max d(x, );
(iii) vˆ → 0 locally uniformly in  \ {x0};
(iv) uˆ(x) → U(0) as  → ∞, where U is the unique solution of
−U = U(U − a′)(1− U), U(0)U(x) > 0 in RN,
U(x) → 0 as |x| → ∞. (1.3)
We would like to remark that the restriction a′ < 1/2 is necessary for (1.2) and (1.3)
to possess a positive solution (see [5,21]). Moreover, if  is a ball, then it is known
that (1.2) does not have any other nonnegative solutions (see [13,17,20]).
In order to see the connections between (1.1) and (1.2), we let u = 1− v and ﬁnd
that (1.2) is equivalent to
−u = u(u− a)(1− u), u| = 1, (1.4)
where a = 1 − a′ ∈ (1/2, 1). The above results for (1.2) imply that (1.4) has three
solutions u ≡ 1, u = 1 − v → 0 as  → ∞, and the middle one u = 1 − vˆ
develops a spike as  → ∞.
In this context, we can interpret the results of [7,8] as saying that the above three
solutions of (1.4) and their properties are retained when the boundary condition u| =
1 is changed to u| =  for any  > 1. Indeed, if we write u =  − v, then the
problem
−u = u(u− a)(1− u), u| = , (1.5)
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is equivalent to
−v = (v − a1)(v − a2)(a3 − v), v| = 0,
where a1 =  − 1, a2 =  − a and a3 = . By Dancer and Wei [7,8], for all large
, there are three solutions 0 < v < vˆ < v, and as  → ∞, u := ( − v) → 1,
u := (− v) → 0, and the middle one u := (− vˆ) develops a spike. (See Dancer
and Wei [7,8] for a more detailed description.)
We believe that these results remain true under more general ﬁnite boundary con-
ditions. In a recent interesting paper [1], it is shown that part of these results remain
true even if the boundary value is inﬁnite, namely  = ∞ in (1.5). More precisely, it
follows from [1] that for all large , the boundary blow-up problem (1.1) has three
solutions: u < u < u. Moreover, as  → ∞,
u → 0, u → 1,
and the minimum of u stays uniformly away from 0. It is natural to ask whether the
middle solution u also develops a spike as  → ∞. But as pointed out in [1], the
proofs in [7,8,16,18] do not seem to extend easily to the boundary blow-up setting.
In this paper, we make use of a reduction argument to show that problem (1.1)
indeed has a solution that develops a spike much as in the ﬁnite boundary value case
when  → ∞. Apart from adapting various estimation techniques from the previous
works on ﬁnite boundary value problems, a key ingredient in our approach is a cut-off
technique, which allows us to avoid handling directly the estimates near the boundary
of , where considerable difﬁculties arise due to the blow-up of the boundary values
of the solutions.
Similar to [7,8,10], the solution we obtain here has a boundary layer, as well as a
spike. But in contrast to the boundary layers considered in [7,8,10], which have ﬁnite
“height”, our solution here has a boundary layer with inﬁnite height. Instead of using a
mountain pass theorem as in [7,8,16,18], we construct the solution directly by using the
reduction method. As a result, we are able to drop the technical geometric conditions
on .
We leave the detailed description of our results to Section 2, where the proofs are
also given. But we would like to mention here that our results remain true when the
cubic nonlinearity in (1.1) is replaced by more general ones.
We want to remark that the property u → 1 as  → ∞ holds under very general
conditions on the nonlinearity; we refer to [11] for further results. The results in [12]
can be used to show that u is the unique boundary blow-up solution with minimum
no less than 1 for large  even when the cubic nonlinearity is replaced by a wide class
of general nonlinear functions. We suspect that u is the unique solution close to 0 for
large , and the techniques in [12] may be useful for proving this. For ﬁnite boundary
values, the uniqueness of the solutions corresponding to u and u, with large , has
been extensively studied. See [5,6] and the references therein.
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Finally we want to mention that, in the one dimension case, multiplicity results
for boundary blow-up problems including (1.1) were earlier obtained in [2], by ODE
techniques. Analogous multiplicity results for Dirichlet problems with sign-changing
nonlinearities including (1.2) were obtained much earlier, see [15].
2. Main results and the proofs
As we will adapt several estimates in singular perturbation problems with ﬁnite
boundary data to our situation here, to match the notations, we rewrite (1.1) as
−2u = f (u) in , u| = ∞, (2.1)
where f (u) = u(u− a)(1− u), a ∈ (1/2, 1). It follows from well-known results (see,
e.g., [1,11]) that for any  > 0, (2.1) has a unique solution u∗ satisfying u∗ > 1 in ;
this unique solution has the property that, as  → 0, u∗ → 1 uniformly on compact
subsets of .
We want to prove the existence of a solution u to (2.1) with the property that
v := u∗ − u is positive but develops a peak as  → 0 much as described in (i)–(iv)
for vˆ in the introduction.
Let us now describe our main results more precisely. Let U denote the unique positive
solution of (1.3) with a′ = 1 − a, and let m := √|f ′(1)|. Then it is well known that
U(x) is radially symmetric about the origin 0 and
|DU(x)|, U(x)Ce−m|x| in RN.
For given  > 0 and x′ ∈ RN let us deﬁne
U,x′(x) := U
(
x − x′

)
.
Then clearly U,x′(x) → 0 as  → 0 uniformly on RN \ Br(x′) (∀r > 0) while
U,x′(x′) = U(0). Here Br(x′) denotes the open ball with center x′ and radius r .
Theorem 2.1. There exists 0 > 0 such that for each  ∈ (0, 0], (2.1) has a solution
of the form
u = u∗ − U,x + w,
where x satisﬁes
lim
→0 d(x, ) = maxx∈ d(x, ),
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and w is small in the sense that∫

(2|Dw|2 + w2 ) dxCe−/ f or some C, > 0. (2.2)
In comparison, let us note that
−N
∫

(2|DU,x |2 + U2,x) dx →
∫
RN
(|DU |2 + U2) dx > 0.
In fact, it is not difﬁcult to use our estimates and elliptic regularity to show that
w → 0 uniformly on any compact subset of .
Remarks. (i) Let x0 ∈  be an isolated local maximum point of d(x, ). Then the
estimates in this paper can be used to prove that (2.1) has a solution u = u∗−U,x+w
with x → x0 as  → 0. It follows that if there are k isolated local maximum points
of d(x, ), then (2.1) has at least k + 2 different solutions. Moreover, if d(x, )
has k different local maximum points {x1, . . . , xk} and |xi − xj | is suitably large for
all i = j , then we can use the estimates in this paper, together with the technique in
[3,9], to prove that (2.1) has a multi-peak solution with exactly one peak near each xi ,
i = 1, . . . , k.
(ii) In contrast, we suspect that if  is a ball, then (2.1) has at most 3 solutions with
the exact number of solutions determined by the value of , and if  has the symmetry
properties as in [6], then for all small  > 0, (2.1) has exactly 3 solutions.
The rest of the paper is devoted to the proof of Theorem 2.1. We divide it into
several subsections.
2.1. Preparations
We want to ﬁnd a solution to (2.1) of the form u∗−v with v ∈ H 10 (). This amounts
to solving
−2v = h(x, v) in , v| = 0, (2.3)
where
h(x, t) = h(x, t) = f (u∗ (x))− f (u∗ (x)− t).
Lemma 2.2. Let t∗ > 1 satisfy
f (t∗) min
t∈[0,1] f (t).
Then h(x, t) < 0 for all t  t∗ and every x ∈ .
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Proof. Recall that u∗ (x) > 1 for all x ∈ . If u∗ (x)− t  1, then h(x, t) < 0 due to
f being strictly decreasing in [1,∞). If u∗ (x)− t  0, then we also have h(x, t) < 0
because f (u∗ (x)) < 0 while f (u∗ (x)− t) 0.
Suppose now 0 < u∗ (x)− t < 1. Then u∗ (x) > t  t∗ and hence
f (u∗ (x)) < f (t∗) min
t∈[0,1] f (t) f (u
∗
 (x)− t),
i.e., h(x, t) < 0. 
For convenience of a variational approach, we want to modify h(x, t). By a direct
calculation we can write
h(x, t) = f ′(u∗ )t − t2[t + (1/2)f ′′(u∗ )].
We choose a C2 function g∗(t) such that 0 g∗(t) t2 and
g∗(t) = 0 for t  0, g∗(t) = t2 for t ∈ [0, t∗],∣∣∣ di
dti
g∗(t)
∣∣∣ Ct−i for t  t∗ and i = 0, 1, 2,
where  ∈ (0, 1) is chosen so that
2+ 2 < 2∗, 2∗ = ∞ if N = 1, 2, 2∗ = 2N/(N − 2) if N > 2.
We now see that
g(x, t) = g(x, t) := −g∗(t)[t + (1/2)f ′′(u∗ (x))]
is a C2 function.
Consider the problem
−2v − f ′(u∗ )v = g(x, v) in , v| = 0. (2.4)
We have the following result.
Lemma 2.3. Let v be a solution to (2.4). Then 0 v t∗ in , and hence v is a
solution to (2.3).
Proof. Since u∗ > 1, we have
−f ′(u∗ (x)) c0 := − sup
t  1
f ′(t) > 0.
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As g(x, t) = 0 for t  0, we can apply the maximum principle to easily see that any
solution v to (2.4) satisﬁes v 0 in .
Suppose for contradiction that (2.4) has a solution v satisfying v(x) > t∗ for some
x ∈ . The interior regularity implies that v is C2 in  and there exists x0 ∈  such
that v(x0) = max v. Therefore
0 − 2v(x0) = g(x0, v(x0))+ f ′(u∗ (x0))v(x0). (2.5)
If  := v(x0)+ (1/2)f ′′(u∗ (x0)) 0, then
g(x0, v(x0))+ f ′(u∗ (x0))v(x0) < g(x0, v(x0)) = −g∗(v(x0)) 0,
which contradicts (2.5).
If  < 0, then
g(x0, v(x0))+ f ′(u∗ (x0))v(x0) = g∗(v(x0))+ f ′(u∗ (x0))v(x0)
 −v(x0)2+ f ′(u∗ (x0))v(x0) = h(x0, v(x0)) < 0
by Lemma 2.2. Hence we again have a contradiction to (2.5). 
We now introduce the space H = H as the completion of C∞0 () under the norm
‖u‖ :=
(∫

(2|Du|2 − f ′(u∗ )u2) dx
)1/2
.
Clearly H ⊂ H 10 (). But due to −f ′(u∗ (x)) → ∞ as d(x, ) → 0, it is easy to see
that H = H 10 (). Let
I (u) = (1/2)
∫

(2|Du|2 − f ′(u∗ )u2) dx −
∫

G(x, u) dx, G(x, t) =
∫ t
0
g(x, s) ds.
Lemma 2.4. I (u) is well-deﬁned for u ∈ H .
Proof. From the properties of g∗(t) we ﬁnd
|G(x, t)|C(|t |2+ + |f ′′(u∗ )||t |1+).
Since 2+  < 2∗, we have
∫

|u|2+ dx < ∞, ∀u ∈ H ⊂ H 10 ().
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Moreover, a simple calculation reveals
|f ′′(t)|C[−f ′(t)]1/2, ∀t  1.
Therefore, for any u ∈ H ,∫

|f ′′(u∗ )||u|1+ dx  C
∫

(−f ′(u∗ ))1/2|u||u| dx
 C
(∫

(−f ′(u∗ ))u2 dx
)1/2 (∫

|u|2 dx
)1/2
< ∞,
since 2 < 2∗. 
Clearly any critical point v of I in H satisﬁes
∫

(
2Dv ·D− f ′(u∗ )v− g(x, v)
)
dx = 0, ∀ ∈ C∞0 ().
Therefore, by standard regularity consideration (see [14]), v is C2 in the interior of 
and satisﬁes (2.4) in . Since H ⊂ H 10 (), the boundary condition is satisﬁed in the
weak sense.
2.2. Reduction
For a ﬁxed small constant  > 0, we choose  =  ∈ C1() such that
0 (x) 1 in ; (x) = 1 if d(x, ) 2; (x) = 0 if d(x, x) .
We then let
U˜,x(y) := (y)U,x(y) = (y)U(y − x ).
Let us recall that
−U = −f (1− U) in RN,
and, by Lemma 5.2 in [18] and a regularity consideration,
−w = f ′(1− U)w, w ∈ H 1(RN)
if and only if
w ∈ span{U1, . . . , UN }, Uj := DxjU.
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Deﬁne
E,x := {w ∈ H : 〈(Uj ),x, w〉 = 0, j = 1, . . . , N},
where
〈u,w〉 = 〈u,w〉 :=
∫

(2Du ·Dw +muw) dx.
Let us observe that E,x is a closed subspace of H .
We are going to prove the following result.
Proposition 2.5. Given 0 > , there exists an 0 > 0 such that for any  ∈ (0, 0],
there is a C1-map x → wx = wx ∈ H deﬁned for x ∈  satisfying d(x, ) > 30
such that
wx ∈ E,x, d
dt
I (U˜,x + wx + tv)|t=0 = 0, ∀v ∈ E,x .
Moreover, there exists a positive constant C such that
‖wx‖Ce−3m(0−)/.
The proof of Proposition 2.5 will take the rest of this subsection.
For w ∈ H , we can write
I (U˜,x + w) = I (U˜,x)+ I 1(w)+ I 2(w)+ I 3(w),
where
I 1(w) =
∫

(
2DU˜,x ·Dw − f ′(u∗ )U˜,xw − g(y, U˜,x)w
)
dy,
I 2(w) = (1/2)
∫

(
2|Dw|2 − f ′(u∗ )w2 − gt (y, U˜,x)w2
)
dy,
I 3(w) =
∫

(
G(y, U˜,x + w)−G(y, U˜,x)− g(y, U˜,x)w − (1/2)gt (y, U˜,x)w2
)
dy.
Clearly I 1 is a bounded linear functional on H . Therefore there exists a unique h =
h,x ∈ H such that
I 1(w) = (h,w)H ,
where (h,w)H denotes the inner product in H induced by its norm.
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If we deﬁne L = L,x : H → H by
(Lw, v)H :=
∫

(
Dw ·Dv − f ′(u∗ )wv − gt (y, U˜,x)wv
)
dy,
and deﬁne (I 3)′(w) : H → H by
((I 3)
′(w), v)H :=
∫

(
g(y, U˜,x + w)− g(y, U˜,x)− gt (y, U˜,x)w
)
v dy,
we easily check that I 2(w) = (1/2)(Lw,w)H , and
d
dt
I (U˜,x + w + tv)|t=0 = (h,x + L,xw + (I 3)′(w), v)H , ∀w, v ∈ H. (2.6)
Lemma 2.6. There exist constants 0 > 0 and C > 0 such that for all x ∈  satisfying
d(x, ) > 3, and all  ∈ (0, 0],
‖h,x‖Ce−m[d(x,)−3]/.
Proof. We will use C to denote positive constants which do not depend on  but may
have different values in different places. Let us ﬁrst observe that d(y, ) 2 implies
|y − x| d(x, )− d(y, ) d(x, )− 2.
Therefore,
|DU,x(y)|, U,x(y)Ce−m(|y−x|−)/Ce−m[d(x,y)−3]/ when d(y, ) 2.
Using these and the fact that U,x satisﬁes −2u = −f (1− u), we obtain∫

2DU˜,x ·Dw dy =
∫

2DU,x ·D(w) dy
+
∫
{d(y,) 2}
2
(
(− 1)DU,x ·Dw
+U,xD ·Dw − wDU,x ·D
)
dy
=
∫

2DU,x ·D(w) dy +O
(
e−m[d(x,)−3]/‖w‖
)
= −
∫

f (1− U,x)w dy +O
(
e−m[d(x,)−3]/‖w‖
)
.
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Let us also note that since 0 < U˜,x  1 < t∗,
f ′(u∗ )U˜,x + g(y, U˜,x) = h(y, U˜,x)
= f (u∗ )− f (u∗ − U˜,x).
It follows that
I 1(w) =
∫

(
−f (1− U,x)− f (u∗ )+ f (u∗ − U˜,x)
)
w dy
+O
(
e−m[d(x,)−3]/‖w‖
)
.
Since (y) = 0 when d(y, ) , we ﬁnd that the integrand in the ﬁrst term of the
right hand side of the above equality is zero when d(y, ) . Therefore this integral
equals
∫
{d(y,) }
(
−f (1− U,x)− f (u∗ )+ f (u∗ − U˜,x)
)
w dy = J1 + J2,
where
J1 =
∫
{d(y,) }
(−f (1− U,x)w + f (1− U,x)w) dy
=
∫
{ d(y,) 2}
(−f (1− U,x)w + f (1− U,x)w) dy,
J2 =
∫
{d(y,) }
(
−f (1− U˜,x)− f (u∗ )+ f (u∗ − U˜,x)
)
w dy.
We easily see that
|f (1− U,x)− f (1− U,x)|CU,x .
Therefore,
|J1|
∫
{d(y,) 2}
CU,x |w| dyCe−m[d(x,)−3]/‖w‖.
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To estimate J2, we ﬁrst observe that for y satisfying d(y, ) , u∗ (y) is uniformly
bounded in , and
| − f (1− U˜,x)− f (u∗ )+ f (u∗ − U˜,x)|
= |f (1)− f (1− U˜,x)− [f (u∗ )− f (u∗ − U˜,x)]|
= |f ′′(	(y))U˜,x(1− u∗ )|C(u∗ − 1)U,x .
Since u∗ → 1 uniformly on compact subsets of , we can use the same argument
as in the proof of Theorem 2.1 in [7] to show that, as  → 0,
− ln(u∗ (y)− 1) → d(y, )m
uniformly on compact subsets of . It follows that, for y ∈  satisfying d(y, ) ,
and any small  > 0,
(u∗ (y)− 1)U,x(y)Ce−m[d(y,)−]/e−m(|y−x|−)/.
Therefore,
|J2| 
∫
{d(y,) }
Ce
−m[d(y,)+|y−x|−2]/|w| dy
 C
(∫
{d(y,) }
e−2m[d(y,)+|y−x|−2]/ dy
)1/2
‖w‖.
As d(y, )+ |y − x| d(x, ), we ﬁnally obtain, by choosing  = (3/2),
|J2|Ce−m[d(x,)−3]/‖w‖
and
|(h,x, w)H | = |I 1(w)| |J1| + |J2| +O
(
e−m[d(x,)−3]/‖w‖
)
 Ce−m[d(x,)−3]/‖w‖.
This implies the required inequality for h,x . 
Lemma 2.7. There exists C > 0 such that
‖(I 3)′(w)‖C−N/2‖w‖1+ , ‖(I 3)′′(w)‖C−N/2‖w‖ , ∀w ∈ H,
where  ∈ (0, 1) is given in the deﬁnition of g∗(t).
168 Y. Du, S. Yan / J. Differential Equations 205 (2004) 156–184
Proof. From g(y, t) = −g∗(t)t − (1/2)f ′′(u∗ )g∗(t), we ﬁnd easily that
|g(y, U˜,x + t)− g(y, U˜,x)− gt (y, U˜,x)t |
C(1+ |f ′′(u∗ )|)t2C(1+ |f ′′(u∗ )|)|t |1+
for |t | t∗ − 1.
For |t | > t∗ − 1, we have
|g(y, U˜,x + t)− g(y, U˜,x)− gt (y, U˜,x)t |  C(|t |1+ + |f ′′(u∗ )||t |)
 C(1+ |f ′′(u∗ )|)|t |1+.
Recalling
|f ′′(u∗ )|C[−f ′(u∗ )]1/2,
we ﬁnd
|g(y, U˜,x + w)− g(y, U˜,x)− gt (y, U˜,x)w|
C(1+ [−f ′(u∗ )]1/2)|w|1+, ∀w ∈ H.
Therefore
|((I 3)′(w), v)H |  C
∫

|w|1+|v| dx + C
∫

(
[−f ′(u∗ )]1/2|v|
)
|w|1+ dy
 C
(∫

|w|2(1+) dy
)1/2
‖v‖
+C
(∫

[−f ′(u∗ )v2] dy
)1/2 (∫

|w|2(1+) dy
)1/2
 C‖v‖
(∫

|w|2(1+) dy
)1/2
.
Denote
w∗(y) = w(y + x), ,x := {y : y + x ∈ }.
Then, since 2 < 2(1+ ) < 2∗,∫

|w|2(1+) dy = N
∫
,x
|w∗|2(1+) dy
 CN
(∫
,x
(|Dw∗|2 + |w∗|2) dy
)1+
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 CN −N(1+)
(∫

(2|Dw|2 + w2) dy
)1+
 C−N‖w‖2+2 .
Therefore
‖(I 3)′(w)‖C−N/2‖w‖1+ .
We easily see that, for w, v, z ∈ H ,
(
(I 3)
′′(w)v, z
)
H
=
∫

(
gt (y, U˜,x + w)− gt (y, U˜,x)
)
vz dy.
We have
|gt (y, U˜,x + t)− gt (y, U˜,x)|  C(1+ |f ′′(u∗ )|)|t |
 C(1+ [−f ′(u∗ )]1/2)|t |, for |t | t∗ − 1
and
|gt (y, U˜,x + t)− gt (y, U˜,x)|  C(1+ |f ′′(u∗ )|)|t |
 C(1+ [−f ′(u∗ )]1/2)|t |, for |t | t∗ − 1.
Therefore,
|((I 3)′′(w)v, z)H |  C
∫

(
(1+ [−f ′(u∗ )]1/2)|w|
)
|v||z| dy
 C
(∫

|w|2|v|2 dy
)1/2
‖z‖.
We now have, since 2 < 22∗/(2∗ − 2) < 2∗,
∫

|w|2|v|2 dy 
(∫

|w|2∗ dy
)2/2∗ (∫

|v|22∗/(2∗−2) dy
)(2∗−2)/2∗
= N
(∫
,x
|w∗|2∗ dy
)2/2∗ (∫
,x
|v∗|22∗/(2∗−2) dy
)(2∗−2)/2∗
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 CN
(∫
,x
(|Dw∗|2 + |w∗|2) dy
) (∫
,x
(|Dv∗|2 + |v∗|2) dy
)
 C−N‖w‖2 ‖v‖2 .
Therefore,
|((I 3)′′(w)v, z)H |C−N/2‖w‖‖v‖‖z‖.
That is to say,
‖(I 3)′′(w)‖C−N/2‖w‖ . 
Lemma 2.8. For any given  > 0, there exist 0 > 0 and 
 > 0 such that for all
x ∈  satisfying d(x, ) and all w ∈ E,x ,
‖P,xL,xw‖
‖w‖, ∀ ∈ (0, 0],
where P,x denotes the orthogonal projection from the Hilbert space H to its closed
subspace E,x .
Proof. Let us ﬁrst notice that, since U˜,x(y) ∈ (0, 1) ⊂ (0, t∗), we have
f ′(u)+ gt (y, U˜,x) = ht (y, U˜,x) = f ′(u∗ − U˜,x).
Therefore,
(L,xw, v)H =
∫

(
2Dw ·Dv − f ′(u∗ − U˜,x)wv
)
dy. (2.7)
Suppose for contradiction that the conclusion of this lemma is not true. Then for
some given  > 0, we can ﬁnd sequences j → 0, xj → x0 ∈ , d(xj , ), and
wj ∈ Ej ,xj such that
‖Pj ,xj Lj ,xj wj‖j /‖wj‖j → 0. (2.8)
We may assume ‖wj‖j = N/2j . Let w∗j (y) = wj(j y + xj ) and extend w∗j to be zero
for y /∈ j := j ,xj . We easily ﬁnd that w∗j is bounded in H 1(RN). By passing to a
subsequence, we may assume that w∗j converges to w∗ weakly in H 1(RN).
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Let
E∗j := {v ∈ H 1(RN) :
∫
RN
(
D(Ui)
∗
j ·Dv +m(Ui)∗j v
)
dy = 0, i = 1, . . . , N},
where (Ui)∗j (y) = (j y + xj )Ui(y). It is easily checked that w∗j ∈ E∗j . Moreover, for
any ﬁxed j , E∗j is a closed subspace of H 1(RN). Since
(j y + xj )Ui(y) → Ui(y),
we ﬁnd by the exponential decay properties of U(y) and Ui(y) = DxiU(y) that
∫
RN
(
DUi ·Dw∗ +mUiw∗
)
dy = 0, i = 1, . . . , N.
That is to say that
w∗ ∈ E := {w ∈ H 1(RN) :
∫
RN
(DUi ·Dw +mUiw) dy = 0, i = 1, . . . , N}.
For any v ∈ Ej ,xj , if we write v∗j (y) = v(j y + xj ), then by (2.7) and (2.8), we
have
∫
j
(
Dw∗j ·Dv∗j − f ′
(
u∗j (j y + xj )− U˜j ,xj (j y + xj )
)
w∗j v∗j
)
dy
= −Nj
∫

(
2jDwj ·Dv − f ′
(
u∗j (y)− U˜j ,xj (y)
)
wjv
)
dy
= −N/2j (Lj ,xj wj , v)H /‖wj‖j
= −N/2j (Pj ,xj Lj ,xj wj , v)H /‖wj‖j
= o(−N/2j )‖v‖j .
Now choose an arbitrary v ∈ E ⊂ H 1(RN) and then choose constants cji such that
v∗ := v − Ni=1cji (Ui)∗j ∈ E∗j .
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From v ∈ E, we ﬁnd, for each i = 1, . . . , N ,
lim
j→∞
∫
j
(Dv ·D(Ui)∗j +mv(Ui)∗j ) dy
=
∫
RN
(Dv ·D(Ui)+mv(Ui)) dy = 0.
This implies that cji → 0 as j → ∞.
Let vj (y) = 0(j y+ xj )v∗(y), where 0(y) is a C1 cut-off function similar to (y)
except that 0(y) = 0 when d(y, ) /2, 0(y) = 1 when d(y, ) . Clearly
(vj )j ,xj (y) = 0(y)v∗j ,xj (y) is in H . Moreover, since the change of vj from v∗
happens outside the supporting sets of (Ui)∗j , we ﬁnd vj ∈ E∗j , and hence (vj )j ,xj (y)
belongs to Ej ,xj . Now in the above equalities deduced from (2.8) we substitute v∗j by
vj and ﬁnd that∫
j
(
Dw∗j ·Dvj − f ′
(
u∗j (j y + xj )− U˜j ,xj (j y + xj )
)
w∗j vj
)
dy
= o(−N/2j )‖0v∗j ,xj ‖j = o(1).
On the other hand, since vj → v in H 1(RN), and
u∗j (j y + xj ) → 1, U˜j ,xj (j y + xj ) → U(y)
uniformly on the support of vj , we easily see that
lim
j→∞
∫
j
(
Dw∗j ·Dvj − f ′
(
u∗j (j y + xj )− U˜j ,xj (j y + xj )
)
w∗j vj
)
dy
=
∫
RN
(
Dw∗ ·Dv − f ′(1− U)w∗v) dy.
Therefore ∫
RN
(
Dw∗ ·Dv − f ′(1− U)w∗v) dy = 0, ∀v ∈ E.
Due to −Ui = f ′(1 − U)Ui , we ﬁnd that the above identity remains true when
v ∈ span{U1, . . . , UN }. Therefore w∗ is a H 1(RN) solution of
−w = f ′(1− U)w.
The nondegeneracy of U implies that w∗ ∈ span{U1, . . . , UN }. As we already proved
that w∗ ∈ E, we must have w∗ = 0. That is, w∗j converges to 0 weakly in H 1(RN).
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By Sobolev imbedding on bounded sets, we now ﬁnd that
∫
B
(w∗j )2 dy → 0 for any
ﬁnite ball B in RN . We now have
o(Nj ) = o(‖wj‖2j ) = (Lwj ,wj )H
=
∫

2j |Dwj |2 dy −
∫

f ′(u∗j − U˜j ,xj )w2j
=
∫

2j |Dwj |2 dy −
(∫
\Bj R(xj )
+
∫
Bj R(xj )
)
f ′(u∗j − U˜j ,xj )w2j dy.
On BjR(xj ), u∗j and U˜j ,xj have L
∞ bounds independent of j . Thus,
|
∫
Bj R(xj )
f ′(u∗j − U˜j ,xj )w2j dy|CNj
∫
BR(0)
w∗j (y)2 dy = o(Nj ).
We may ﬁx  > 0 small so that
−f ′(uj (y)− t) − (1/2)f ′(uj (y)), ∀y ∈ , ∀|t | .
Then choose R > 0 large enough such that, for all large j ,
|U˜j ,xj (y)| , if y ∈  \ BjR(xj ).
Then, for all large j ,
∫

2j |Dwj |2 dy −
∫
\Bj R(xj )
f ′(u∗j − U˜j ,xj )w2j dy

∫

2j |Dwj |2 dy − (1/2)
∫
\Bj R(xj )
f ′(u∗j )w
2
j dy
 (1/2)‖wj‖2j = (1/2)Nj .
Therefore, we have
o(Nj ) (1/2)Nj + o(Nj ),
a contradiction. This ﬁnishes the proof for Lemma 2.8. 
We are now ready to prove Proposition 2.5.
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Proof of Proposition 2.5. By (2.6), it sufﬁces to show that
P,xh,x + P,xL,xw + P,x(I 3)′(w) = 0
has a solution w ∈ E,x satisfying ‖w‖Ce−/ for some C, > 0 and all small
 > 0. This problem is equivalent to the following problem on the whole space H = H:
{
P,xh,x + P,xL,xw + P,x(I 3)′(w) = 0,
(I − P,x)w = 0, w ∈ H. (2.9)
By Lemma 2.8, for all small  and x away from , the linear operator L,x : H → H
given by
L,xw = (P,xL,xP,xw, (I − P,x)w)
satisﬁes
‖L,xw‖ min{1,
}‖w‖, ∀w ∈ H.
Therefore the inverse
(
L,x
)−1
exists with norm bounded by 1/min{1,
}. Rewrite (2.9)
as
w = Fw := (L,x)−1 (−P,xh,x − P,x(I 3)′(w), 0).
Then by Lemmas 2.6 and 2.7, for given 0 > , we can ﬁnd some 0 > 0 and 0 > 0
such that for each x ∈  satisfying d(x, ) > 30, and each  ∈ (0, 0], F maps the
ball
B := {w : ‖w‖0e−3m(0−)/} ⊂ H
to itself and is a contraction mapping. Therefore, F has a unique ﬁxed point w ∈ B.
Moreover, for ﬁxed , the dependence of w on x is as smooth as L,x and P,x on x.
In particular, it is C1. 
2.3. Existence
Let
S := {x ∈  : d(x, ) = d∗ := max

d(y, )}, 0 := {x ∈  : d(x, ) > 30},
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where 0 >  > 0 satisﬁes
30 = (2/3)d∗ + 3 < d∗.
From Proposition 2.5, we know that the function F : 0 → R1 given by
F(x) := I (U˜,x + wx)
is well-deﬁned for  ∈ (0, 0], and it is C1.
The following result is well-known; we include a proof only for completeness.
Proposition 2.9. For small  > 0, if x ∈ 0 is a critical point of F, then U˜,x + wx
is a critical point of I .
Proof. Clearly H is the direct sum of E,x and
E′,x := span{(U1),x, . . . , (UN),x}.
Suppose that x = x is a critical point of F, and for convenience, let us denote
I ′ := h,x + L,x(U˜,x + wx)+ (I 3)′(U˜,x + wx),
U i := (Ui),x , i = 1, . . . , N,
P := P,x , E := E,x , E′ = E′,x .
By Proposition 2.5, we know (I ′, v)H = 0 for any v ∈ E. Therefore, it sufﬁces to
show that (I ′, v)H = 0 for any v ∈ E′, or equivalently
ai := (I ′, U i )H = 0, i = 1, . . . , N.
Since x is a critical point of F, we have
0 = DxiF(x) = (I ′, −1U i +Dxiwx)H , i = 1, . . . , N.
Therefore,
ai + (I ′, Dxiwx)H = 0, i = 1, . . . , N. (2.10)
We differentiate 〈wx , U i 〉 = 0 with respect to xj and obtain
〈Dxjwx , U i 〉 = −〈wx , (Uij ),x〉.
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Let the constants cij be chosen such that
Dxiwx = P
(
Dxiwx
)+ Nj=1cijU j . (2.11)
Since Uij = Dxixj U has exponential decay, we can easily check that
|〈wx , (Uij ),x〉|CN/2‖wx‖‖Uij‖H 1(RN )Ce−/,  > 0,
due to our estimate for ‖wx‖. We also ﬁnd
−N 〈U i , U j 〉 =
∫
RN
(
DUi ·DUj +mUiUj
)
dy + o(1) = ij + o(1).
Therefore,
O
(
e−/
) = −〈wx , (Uij ),x〉 = 〈Dxiwx , U i 〉
= 〈P(Dxiwx), U i 〉 + Nj=1cij 〈U j , U i 〉
= Nj=1Ncij
(
ji + o(1)
)
.
It follows that
Nj=1cij
(
ji + o(1)
) = O (e−/) , i = 1, . . . , N.
Hence
cij = O
(
e−/
)
, i, j = 1, . . . , N.
We now use (2.10) and (2.11) to obtain
0 = ai +
(
I ′, P
(
Dxiwx
)+ Nj=1cijU j)
H
= ai + Nj=1cij (I ′, U j )H
= ai + Nj=1cij aj .
Since cij → 0 as  → 0, the matrix I + (cij ) is invertible for all small , and hence
(a1, . . . , a

N) = (0, . . . , 0) is the only solution of the linear system
ai + Nj=1cij aj = 0, i = 1, . . . , N. 
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Proposition 2.10. There exist positive constants A and  such that, for all small  > 0
and x ∈ 0,
−NF(x) = A+ (+ o(1)) e−m[d(x,)+o(1)]/, (2.12)
where o(1) → 0 as  → 0 uniformly for x ∈ 0.
Before starting the proof of Proposition 2.10, let us ﬁrst see how Theorem 2.1 follows
from (2.12).
Proof of Theorem 2.1 (Assuming Proposition 2.10). By (2.12), we ﬁnd that for each
ﬁxed small  > 0, F(x) achieves its minimum in 0 at an interior point x, and
lim
→0 d(x, ) = max d(x, ).
Clearly x is a critical point of F, and hence, by Proposition 2.9, U˜,x + wx is a
critical point of I , which in turn implies that U˜,x + wx is a solution of (2.4). By
Lemma 2.3, it solves (2.3) and therefore u := u∗ − U˜,x −wx is a solution to (2.1).
Let w := U˜,x − U,x − wx . It is easy to see that there exist C,0 > 0 such that
‖U˜,x − U,x‖Ce−m0/, ∀x ∈ 0.
Estimate (2.2) now follows from the estimate for wx in Proposition 2.5. 
Proof of Proposition 2.10. We now set to prove (2.12). Let us recall that
I (U˜,x + w) = I (U˜,x)+ I 1(w)+ I 2(w)+ I 3(w).
We divide the long proof into several steps.
Step 1: Estimates of I 1(wx), I 2(wx) and I 3(wx). By Lemma 2.6 and the estimate
for ‖wx‖ in Proposition 2.5, we have, for x ∈ 0,
|I 1(wx)| ‖h,x‖‖wx‖Ce−6m(0−)/ = Ce−(4/3)md
∗
. (2.13)
Clearly,
|I 2(wx)| ‖wx‖2 +
∫

|gt (y, U˜,x)|w2x dy.
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Since
|gt (y, U˜,x |t2  C(1+ |f ′′(u∗ )|)t2
 C[1+ (−f ′(u∗ )]1/2]t2,
we easily obtain
∫

|gt (y, U˜,x)|w2x dyC‖wx‖2 .
Therefore, by the estimate for ‖wx‖ in Proposition 2.5,
|I 2(wx)|C‖wx‖2 Ce−(4/3)md
∗
. (2.14)
To estimate I 3(wx), we ﬁrst note that
|G(y, U˜,x + t)−G(y, U˜,x)− g(y, U˜,x)− (1/2)gt (y, U˜,x)t2|
C(1+ |f ′′(u∗ )|)|t |2+
C(1+ [−f ′(u)]1/2)|t |2+.
Therefore, similar to the proof of Lemma 2.7,
|I 3(wx)|  C
∫

|wx ||wx |1+ dy + C
∫

(
[−f ′(u)]1/2|wx |
)
|wx |1+ dy
 C‖wx‖
(∫

|wx |2(1+) dy
)1/2
 C−N/2‖wx‖2+ .
We now make use of the estimate for ‖wx‖ in Proposition 2.5, and obtain
|I 3(wx)|C(−N/2‖w‖ )‖w‖2 Ce−(4/3)md
∗
. (2.15)
Using (2.13)–(2.15), we ﬁnd
I (U˜,x + wx) = I (U˜,x)+O
(
e−(4/3)md∗
)
. (2.16)
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Step 2: Estimate of I (U˜,x). Let us recall that
I (U˜,x) = (1/2)2
∫

|DU˜,x |2 dy +
∫

(
(−1/2)f ′(u∗ )U˜2,x −G(y, U˜,x)
)
dy.
(a) Estimate of the ﬁrst term of I (U˜,x). We ﬁrstly have
(1/2)2
∫

|DU˜,x |2 dy = (1/2)2
∫

|DU,x |2 dy
+O
(∫
{d(y,) 2}
(|DU,x |2 + U2,x) dy
)
.
Using the decay estimates for DU,x and U,x much as in the proof of Lemma 2.6,
we ﬁnd
|
∫
{d(y,) 2}
(|DU,x |2 + U2,x) dy|  Ce−2m[d(x,)−3]/
 Ce−(4/3)md∗/ , ∀x ∈ 0.
Moreover, for y ∈ RN \  and x ∈ 0, we have |y − x| d(x, ) 30 and hence
∫
RN\
|DU,x |2 dy
∫
{|y| 30/}
|DU,x |2 dyCe−2m(30−)/Ce−(4/3)md∗/.
It follows that
(1/2)2
∫

|DU˜,x |2 dy = (1/2)2
∫

|DU,x |2 dy +O
(
e−(4/3)md∗/
)
= (1/2)2
∫
RN
|DU,x |2 dy +O
(
e−(4/3)md∗/
)
= (1/2)N
∫
RN
|DU |2 dy +O
(
e−(4/3)md∗/
)
.
Denoting A1 = (1/2)
∫
RN
|DU |2 dy, we thus obtain
(1/2)2
∫

|DU˜,x |2 dy = NA1 +O
(
e−(4/3)md∗/
)
. (2.17)
(b) A different expression of the second term of I (U˜,x). Since U˜,x  1, we have
−(1/2)f ′(u∗ )U˜2,x −G(y, U˜,x) = H(y, U˜,x),
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where
H(y, t) =
∫ t
0
h(y, t)dt
=
∫ t
0
(
f (u∗ )− f (u∗ − s)
)
ds
= f (u∗ )t + F(u∗ − t)− F(u∗ ).
Denoting (s, t) := F(s − t)− F(s), we have, for s > 1,
(s, t)− (1, t) = s(1, t)(s − 1)+ ss(, t)(s − 1)2
= [f (1− t)− f (1)](s − 1)+ [f ′(− t)− f ′()](s − 1)2
= f (1− t)(s − 1)− f ′′(˜′)t (s − 1)2, , ˜ ∈ [1, s].
Therefore we can write
H(y, U˜,x) = f (u∗ )U˜,x + (1, U˜,x)+ f (1− U˜,x)(u∗ − 1)
+f ′′(˜)U˜,x(u∗ − 1)2, ˜ = ˜(y) ∈ [1, u∗ (y)].
Moreover,
f (u∗ ) = f (u∗ )− f (1) = f ′(1)(u∗ − 1)+ f ′′()(u∗ − 1)2.
Hence
H(y, U˜,x) = [f ′(1)U˜,x + f (1− U˜,x)](u∗ − 1)+ (1, U˜,x)
+[f ′′()+ f ′′(˜)]U˜,x(u∗ − 1)2, ˜,  ∈ [1, u∗ (y)].
(c) Estimates of the second term. For y ∈  satisfying d(y, ) , u∗ (y) is uni-
formly bounded in . Hence, for such y, by a similar argument to that leading to our
estimate for J2 in the proof of Lemma 2.6, we obtain
|f ′′()+ f ′′(˜)|U˜,x(u∗ − 1)2  CU˜,x(u∗ − 1)2
 Ce−m(|y−x|−/4)/e−2m[d(y,)−/2]/
 Ce−m[d(y,)+|y−x|+/4]/
 Ce−m[d(x,)+/4]/.
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It follows that,
∫

|f ′′()+ f ′′(˜)|U˜,x(u∗ − 1)2 dy
=
∫
{d(y,) }
|f ′′()+ f ′′(˜)|U˜,x(u∗ − 1)2 dy
Ce−m[d(x,)+/4]/. (2.18)
Consider now the term
(1, U˜,x) = F(1− U˜,x)− F(1) = f ′(˜)U˜2,x .
We have ∫

(1, U˜,x) dy
=
∫

(1, U,x) dy +
∫
{d(y,) 2}
(
(1, U˜,x)− (1, U,x)
)
dy
=
∫

(1, U,x) dy +O
(∫
{d(y,) 2}
U2,x dy
)
.
Much as before,∫
{d(y,) 2}
U2,x dyCe−2m[d(x,)−3]/Ce−(4/3)md
∗/, ∀x ∈ 0.
Moreover, ∫
RN\
|(1, U,x)| dy  C
∫
RN\
U2,x dy

∫
{|y| 30/}
U2,x dyCe−2m(30−)/
 Ce−(4/3)md∗/, ∀x ∈ 0.
Therefore, ∫

(1, U˜,x) dy =
∫
RN
(1, U,x) dy +O
(
e−(4/3)md∗/
)
= N
∫
RN
(1, U(y)) dy +O
(
e−(4/3)md∗/
)
.
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That is,
∫

(1, U˜,x) dy = NA2 +O
(
e−(4/3)md∗/
)
, ∀x ∈ 0, (2.19)
where
A2 :=
∫
RN
(1, U(y)) dy.
From (2.18) and (2.19), we ﬁnd
∫

H(y, U˜,x) dy = J + NA2 +O
(
e−(4/3)md∗/
)
, ∀x ∈ 0,
where
J :=
∫

[f ′(1)U˜,x + f (1− U˜,x)](u∗ − 1) dy
=
∫
{d(y,) }
[f ′(1)U˜,x + f (1− U˜,x)](u∗ − 1) dy.
Thus, in view of (2.17), we can write
I (U˜,x) = J + N(A1 + A2)+O
(
e−(4/3)md∗/
)
, ∀x ∈ 0. (2.20)
To estimate J, we ﬁrst note that
|f ′(1)U˜,x + f (1− U˜,x)|CU˜2,x CU2,x,
and much as before,
∫
{ d(y,) 2}
U2,x(u
∗
 − 1) dy  C
∫
{ d(y,) 2}
U2,x dy
 Ce−(4/3)md∗/, ∀x ∈ 0.
It follows that
J =
∫
{d(y,) 2}
[f ′(1)U,x + f (1− U,x)](u∗ − 1) dy
+O
(
e−(4/3)md∗/
)
, ∀x ∈ 0.
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We now need some results proved in [8]. For any given x ∈ 0, let
V(y) = V x (y) := [1− u∗ (y + x)]/[1− u∗ (x)].
Then the proof of Lemma 3.2 in [8] shows that
(i) There exists C > 0 independent of x ∈ 0 and small  such that for any 1 > 0,
V(y)Ce(m+1)|y|;
(ii) For every sequence k → 0 and xk ∈ 0, there is a subsequence of Vk := V xkk ,
still denoted by Vk , such that Vk → V0 uniformly on every bounded set of RN ,
where V0 is a solution of the problem
−u+mu = 0, u > 0 in RN, u(0) = 1. (2.21)
Moreover, as in [8], one can use the argument in the proof of Lemma 4.7 in [19] to
conclude the following:
(iii) Let V0 be an arbitrary solution as in (ii) above. Then
 :=
∫
RN
[f ′(1)U + f (1− U)]V0 dy =
∫
RN
[f ′(1)U + f (1− U)]V ∗0 dy > 0,
where V ∗0 is the unique radial solution of (2.21).
With these properties for u∗ , we now easily see that∫
{d(y,) 2}
[f ′(1)U,x + f (1− U,x)](u∗ − 1) dy
= N
(∫
{y: d(y+x,) 2}
[f ′(1)U(y)− f (1− U(y))]V(y) dy
) (
u∗ (x)− 1
)
= N (+ o(1)) e−m[d(x,)+o(1)]/, ∀x ∈ 0,
where o(1) → 0 as  → 0 uniformly for x ∈ 0. Therefore,
J = N (+ o(1)) e−m[d(x,)+o(1)]/ +O
(
e−(4/3)md∗/
)
, ∀x ∈ 0.
This, together with (2.20) and (2.16), implies (2.12). The proof of Proposition 2.10 is
ﬁnally complete. 
Acknowledgments
We would like to thank Professors E.N. Dancer and Zongming Guo for interesting
discussions. This research was supported by the Australian Research Council.
184 Y. Du, S. Yan / J. Differential Equations 205 (2004) 156–184
References
[1] A. Aftalion, M. del Pino, R. Letelier, Multiple boundary blow-up solutions for nonlinear elliptic
equations, Proc. Roy. Soc. Edinburgh 133A (2003) 225–235.
[2] V. Anuradha, C. Brown, R. Shivaji, Explosive nonnegative solutions to two point boundary value
problems, Nonlinear Anal. TMA 26 (1996) 613–630.
[3] D. Cao, E.N. Dancer, E. Noussair, S. Yan, On the existence and proﬁle of multi-peaked solutions to
singularly perturbed semilinear Dirichlet problems, Discrete Continuous Dyn. Systems 2 (1996) 221
–236.
[5] Ph. Clement, G. Sweers, Existence and multiplicity results for semilinear elliptic eigenvalue problem,
Ann. Scuola Norm. Sup. Pisa 14 (1987) 97–121.
[6] E.N. Dancer, On positive solutions of some singularly perturbed problems when the nonlinearity
changes sign, Topol. Methods Nonlinear Anal. 5 (1995) 141–175.
[7] E.N. Dancer, J. Wei, On the proﬁle of solutions with two sharp layers to a singularly perturbed
semilinear Dirichlet problem, Proc. Roy. Soc. Edinburgh 127A (1997) 691–701.
[8] E.N. Dancer, J. Wei, On the location of spikes of solutions with two sharp layers for a singularly
perturbed semilinear Dirichlet problem, J. Differential Equations 157 (1999) 82–101.
[9] E.N. Dancer, S. Yan, Effect of the domain geometry on the existence of multipeak solutions for an
elliptic problem, Top. Methods Nonlinear Anal. 14 (1999) 1–38.
[10] E.N. Dancer, S. Yan, On the proﬁle of the changing sign mountain pass solutions for an elliptic
problem, Trans. Amer. Math. Soc. 354 (2002) 3573–3600.
[11] Y. Du, Z.M. Guo, Liouville type results and eventual ﬂatness of positive solutions for p-Laplacian
equations, Adv. Differential Equations 7 (2002) 1479–1512.
[12] Y. Du, Z.M. Guo, Uniqueness and layer analysis for boundary blow-up solutions, J. Math. Pure
Appl. 83 (2004) 739–763.
[13] R. Gardner, L.A. Peleitier, The set of positive solutions of semilinear equations in large balls, Proc.
Roy. Soc. Edinburgh 104A (1986) 53–72.
[14] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equation of Second Order, Springer, Berlin,
1983.
[15] P. Hess, On multiple positive solutions of nonlinear elliptic eigenvalue problems, Comm. Partial
Differential Equations 6 (1981) 951–961.
[16] J. Jang, On spike solutions of singularly perturbed semilinear Dirichlet problems, J. Differential
Equations 114 (1994) 370–395.
[17] P. Korman, Y. Li, T. Ouyang, Exact multiplicity results for boundary value problems with nonlinearities
generalizing cubic, Proc. Roy. Soc. Edinburgh 126A (1996) 599–616.
[18] W.M. Ni, I. Takagi, J. Wei, On the location and proﬁle of intermediate solutions to a singularly
perturbed semilinear Dirichlet problem, Duke Math. J. 94 (1998) 597–618.
[19] W.M. Ni, J. Wei, On the location and proﬁle of spike-layer solutions to a singularly perturbed
semilinear Dirichlet problem, Comm. Pure Appl. Math. 48 (1995) 731–768.
[20] T. Ouyang, J. Shi, Exact multiplicity of positive solutions for a class of semilinear problems, J.
Differential Equations 146 (1998) 121–156.
[21] L.A. Peletier, J. Serrin, Uniqueness of positive solutions of semilinear equations in RN , Arch. Rational
Mech. Anal. 81 (1993) 247–281.
Further Reading
[4] Ph. Clement, L.A. Peletier, On a nonlinear eigenvalue problem occurring in population genetics,
Proc. Roy. Soc. Edinburgh 100A (1985) 85–101.
