Abstract-In this paper we investigate properties of simultaneous water filling for a wireless system with two mutually interfering transmitters and receivers with non-cooperative coding strategies. This is slightly different from the traditional interference channel problem which assumes that transmitters cooperate in their respective coding strategies, and that interference cancellation can be performed at the receivers. In this noncooperative setup, greedy capacity optimization by individual transmitters through various algorithms leads to simultaneous water filling fixed points where the spectrum of the transmit covariance matrix of one user water fills over the spectrum of its corresponding interference-plus-noise covariance matrix, and in our paper we study the properties of these fixed points. We show that at a simultaneous water filling point the eigenvectors of transmit covariance matrices at each receiver are aligned, and identify three regimes which correspond to simultaneous water filling that depend on the interference gains: a) complete spectral overlap, b) partial spectral overlap, and c) spectral segregation. These imply that the transmit covariance matrices will be white in regions of both overlap and segregation, but not necessarily white overall. We also consider performance as a function of interference gain and show that complete spectral overlap is a strongly suboptimal solution over a wide range of gains.
I. INTRODUCTION

I
N unlicensed bands, spectrum is shared by all transmitters and receivers, and decoding information from a given transmitter by the intended receiver must cope with interference from "alien" transmitters. Under certain conditions (such as co-located receivers, or receivers connected to a common high speed backbone network) a wireless communication system can be modeled as a multiple access channel [1, p. 388 ], for which a vast body of literature offers numerous methods of decoding information in the presence of interference [2] - [7] . That is, if receivers are allowed to collaborate, then they can be regarded as one large receiver with multiple inputs and multiple outputs (MIMO), and results established for MIMO systems pertain [7] , [8] .
However, when no cooperation among receivers is assumed, information from a given transmitter must be decoded at its intended receiver in the presence of interference from other transmitters. This is an instance of the interference channel [1, p. 382 ] whose complete characterization is still an open problem. We note that an early formulation of the interference channel problem is due to Shannon [9] , and was followed by results obtained decades later by Ahlswede [10] , Carleial [11] - [13] , Sato [14] - [16] , Han and Kobayashi [17] , and Costa [18] . More recent results have been obtained in the context of MIMO systems with multiple transmitters that interfere with each other by Bengtsson [19] and Blum [20] .
Nonetheless, mutual interference is a fact of life in wireless systems and especially in unlicensed bands. Thus, research into practical systems has cast the mutual interference problem in a competitive context where "opposing" systems seek to maximize their performance. For instance, Yu et al. [21] , [22] define a non-cooperative game in which transmitters compete for data rates, and each transmitter's objective is greedy performance maximization regardless of other transmitters in the system. From this perspective it is shown that for a system with two transmitters and receivers that do not collaborate, the individual performance of both transmitters is optimized by a simultaneous water filling distribution of transmitted powers [21] , [22] , which may be achieved by application of the iterative water filling procedure established originally in [23] . According to Yu et al. the simultaneous water filling point is a Nash equilibrium solution for the system [21] , [22] , and in general multiple Nash equilibria are possible for a given system. We note that sometimes a socially optimal solution may not be a Nash equilibrium [24, p. 18] .
In our paper we consider a similar setup as Yu et al. [21] , [22] consisting of a system with two transmitters with noncollaborating receivers. Similar to [21] , [22] we assume that the two mutually interfering transmitters have non-cooperative coding strategies such that interference cancellation can not be performed at the receivers. This is slightly different than the 1536-1276/07$25.00 c 2007 IEEE traditional information-theoretic approach of the interference channel problem, and in this approach, greedy capacity optimization by individual transmitters through various algorithms (like iterative water filling [21] - [23] or greedy interference avoidance [25] - [27] ) converges to simultaneous water filling fixed points. We investigate the structure of possible simultaneous water filling fixed points, and derive a relationship between the spatial distribution of the transmitters and receivers (roughly characterized by their corresponding gains) and the set of potential simultaneous water filling fixed points. We also define socially optimum points for such systems, and determine when these correspond to simultaneous water filling.
The paper is organized as follows. We define the problem formally in Section II. In Section III we analyze simultaneous water filling solutions and derive the spectral structures of mutual water filling points in Section IV. In Section V we assume Gaussian signaling by both transmitters and define/illustrate the simultaneous water filling region for a symmetric system. We also introduce the notion of collective capacity (in lieu of the usual information theoretic "sum capacity") as a global performance measure. We discuss weak/moderate and strong interference in Sections V-A and V-B respectively, focusing on optimum system performance and when simultaneous water filling is optimum. In Section VI we explore different system control strategies for weak, moderate and strong mutual interference and also provide bounds on relative improvement in comparison to completely collaborative systems where receivers can pool information to decode transmitted information. We close with a summary of results in Section VII.
II. SYSTEM DESCRIPTION Consider a wireless system with two transmitters and two receivers as depicted in Fig. 1 , which is similar to those treated in related work by Carleial [12] , [13] , Costa [18] , and Sato [15] , as well as in the recent work by Yu [21] , [22] . The two transmitters and receivers coexist in an arbitrary real-valued signal space of dimension N implied by finite common bandwidth and signaling interval constraints [28] , but we do not assume the same representation for the signal space in terms of a single set of orthonormal basis functions for both transmitter-receiver pairs. Rather, we assume that each transmitter uses a different set of orthonormal basis functions for the signal space, and denote the two sets of orthonormal basis functions by
. . .
The use of two sets of basis functions by the two transmitters may be due to the fact that each of the transmitters may use a different wireless standard which is a reasonable assumption in the case of mutually interfering transmitters operating in unlicensed bands. Nevertheless, since both F (t) and H(t) span the same signal space, they can be related by a linear transformation represented by an N × N unitary matrix U, A system with two transmitters and two receivers. g 1 is the interference gain corresponding to transmitter 1's signal at "alien" receiver 2 and g 2 is comparably defined. Gains to "home" receivers are normalized to 1. such that F (t) = UH(t) and H(t) = U F (t). We note that knowledge of this matrix is not required, since -as it will be seen in Section III -it is not relevant for our analysis of simultaneous water filling points.
We assume synchronization between transmitters at both receivers, and frequency flat communication channels characterized only by scalar gains. The gain between a given transmitter and its intended receiver is normalized to 1, and we denote by g 1 the interference gain corresponding to transmitter 1's signal at receiver 2 and g 2 the interference gain corresponding to transmitter 2's signal at receiver 1.
Letting x (t) be the signal sent by transmitter = 1, 2, the signals at the two receivers are
where n (t) is the additive white Gaussian noise corrupting the signals at receiver = 1, 2. For simplicity we assume that noise characteristics are the same at both receivers, with zero mean and power spectral density η 0 . We note that the signals from the two transmitters can be written in terms of the basis functions in equation (1) as
with x 1 and x 2 being the corresponding signal vectors. The transmitted power spectral density for transmitter is S x (f ) and the corresponding transmitted power is
By projecting the received signals in equation (2) onto the basis functions F (t) and G(t) at receiver 1 and receiver 2 respectively, we obtain the corresponding signal vectors
with x 1 and x 2 the signal vectors sent by the two transmitters, and n 1 and n 2 white Gaussian noise vectors with covariance matrices E[n 1
, be the transmit covariance matrices of the two transmitters, with the transmitted powers
We assume each receiver treats interference from the other as (colored) Gaussian noise. Thus, capacities expressed in standard units of [bits/transmission] [1] can be written as [23] 
where log(·) denotes the base 2 logarithm, and R 1 and R 2 are the correlation matrices at each receiver expressed as
In this framework, capacity can be optimized by individual transmitters through various algorithms (like iterative water filling [21] - [23] or greedy interference avoidance [25] - [27] ) which converge to simultaneous water filling fixed points where the spectrum of the transmit covariance matrix of one user water fills over the spectrum of its corresponding interference-plus-noise covariance matrix. In our paper we will not focus on a specific algorithm by which such fixed points are reached, and note that these have been discussed in [21] , [22] , [26] , [27] . Rather, we concentrate on the spectral structure of user transmit covariance matrices at simultaneous water filling fixed points and their performance.
In the following section we will show that the greedy capacity optimization implied by simultaneous water filling leads to transmit covariance matrices that imply a diagonal structure on the correlation matrices of the received signals at the two receivers, which is similar to classical water filling solutions. Then, we will show that unlike classical water filling spectra for single or multiple transmitters with a single receiver, mutually water-filled spectra are in this case constrained to three different classes -completely overlapped, segregated, and partially overlapped. Furthermore, the spectrum in each region must be white although the spectra X i are not necessarily white themselves.
III. SIMULTANEOUS WATER FILLING
Simultaneous water filling is formally defined by Yu [21] as a generalization of the single-user water filling to multiple user scenarios. For the considered system with two mutually interfering transmitters described in the previous section, a simultaneous water filling point is reached when one transmitter maximizes its corresponding capacity by regarding the other transmitter's interfering signal as Gaussian noise and distributes its transmit energy over the signal space according to a single-user water filling scheme [1, p. 253] , and vice versa. As noted in the previous section, simultaneous water filling for the considered system with two transmitters and receivers can be achieved by using algorithms like iterative water filling [21] , [22] or interference avoidance [26] , [27] , which are not discussed here since they lie outside the scope of the paper. We note that these algorithms yield the transmit covariance matrices X 1 and X 2 whose spectral structure will be investigated in the subsequent sections of the paper.
The main result of this section is to show that at a simultaneous water filling point the two transmit covariance matrices have the same eigenvectors from the perspective of each receiver, that is, at each receiver the eigenspaces of the signals from the two transmitters are aligned. We state this result formally as a theorem:
Theorem 1 (Alignment): At a simultaneous water filling point, at a given receiver, the signals from the intended user and the interfering user are aligned along the same eigenvectors.
Proof: Let us express the transmit covariance matrices of the two transmitters in terms of their eigenvectors and eigenvalues using the spectral factorization theorem [29, p. 104] , [30, p. 296 ] as
where Ψ and Φ are the matrices of eigenvectors
and
for X 1 and X 2 , respectively. A and B are the corresponding diagonal eigenvalue matrices, with eigenvalues α 1 ≥ . . . ≥ α N and β 1 ≤ . . . ≤ β N , in decreasing and increasing order of their magnitudes, respectively. We note that eigenvalues are real and non-negative since the X are covariance matrices, and are therefore positive semidefinte.
From the perspective of a given transmitter, the other transmitter is Gaussian interference, and, in order to achieve minimum mutual interference, at a simultaneous water filling point the eigenvectors of its transmit covariance matrix must align with the eigenvectors of the interference-plusnoise covariance matrix [21] , [23] , [31] , [32] . Therefore, at a simultaneous water filling point, at receiver 1 the transmit covariance matrix X 1 of transmitter 1 and interference-plusnoise covariance matrix g 2 UX 2 U +η 0 I N will have the same eigenvectors specified by Ψ. This implies that Ψ diagonalizes the interference-plus-noise covariance matrix and we can write
(10) We note that since the left hand side is a diagonal matrix, and the second term in the right hand side is also a diagonal matrix, then the first term in the right hand side must be a diagonal matrix as well, which implies that UX 2 U is diagonalized by the same set of eigenvectors Ψ as X 1 . Thus, at a simultaneous water filling point, at a receiver 1 the signals from the intended transmitter 1 and the interfering transmitter 2 are aligned along the same eigenvectors specified by Ψ. We can show similarly that at recevier 2 the eigenvectors of U X 1 U and X 2 are the same and equal to Φ.
Corollary 1 (Diagonal Structure):
At a simultaneous water filling point, at a given receiver, the received signal correlation matrix is diagonal.
Proof: Multiplying the received signal correlation matrices R 1 and R 2 in equation (8) with their corresponding eigenvector matrices Ψ and Φ, and using the alignment result in Theorem 1 implies
which shows that the Λ i are diagonal matrices.
We conclude this section by noting that the eigenvalues of the transmit covariance matrix of a given transmitter must also satisfy a water filling distribution [1, p. 253] over those eigenvectors of the corresponding interference-plus-noise covariance matrix with minimum eigenvalues.
IV. SIMULTANEOUS WATER FILLING STRUCTURES
As mentioned in the previous section, a simultaneous water filling point can be obtained by application of various algorithms, which will yield a set of transmit covariance matrices X 1 and X 2 corresponding to the signals sent by the two transmitters. In this section, we discuss the possible spectral structures that correspond to these covariance matrices. We note that in light of the diagonal structure result proved in the previous section, we focus the discussion on the diagonal eigenvalue matrices A and B corresponding to the two transmit covariance matrices X 1 and X 2 , which are the ones that determine the spectrum of the simultaneous water filling structures.
The three possible spectral structures for simultaneously water-filled transmit covariance matrices are:
1) Complete overlap of the two spectra, when all dimensions of the signal space are utilized by both transmitters. 2) Incomplete overlap of the two spectra, when only a subset of signal dimensions is shared, leaving some dimensions for exclusive use by a single transmitter. 3) No overlap of the two spectra, when transmitters place their signal energy in orthogonal signal subspaces. We derive the properties of such spectra in the following three sections.
A. Complete Overlap Between Transmitted Spectra
Suppose the transmit covariance matrices for both transmitters span the entire signal space, which corresponds to complete overlap in signal space between the transmitted spectra. Water filling requires that eigenvalue matrices in equation (11) be scaled identity matrices, that is
where c 1 and c 2 are the "watermarks" corresponding to the two transmitters, and are obtained using the trace constraints in equation (6) as
With the exception of the case g 1 = g 2 = 1 when the two matrix equations implied by (12) and (13) are identical, the solution of the system of matrix equations (12) is
Since all eigenvalues of transmit covariance matrices for both transmitters are equal in this case, the water filling structure is also unique and implies that the transmit covariance matrices corresponding to the two transmitters must be scaled identity matrices. When g 1 = g 2 = 1 multiple solutions are possible such that these satisfy the undetermined matrix equation
We conclude this section by noting that complete spectral overlap is possible for any values of the interference gains g 1 and g 2 , and is unique except for the case of g 1 = g 2 = 1 when many solutions are possible.
B. Incomplete Overlap Between Transmitted Spectra
Now suppose that transmitter i ∈ {1, 2} covariance matrix at a simultaneous water filling point spans k i dimensions of the signal space, such that k 1 + k 2 > N and the two spectra overlap in k 1 + k 2 − N dimensions. We note that k i coincides with the rank of transmitter i covariance matrix, and is fixed once the simultaneous water filling point is reached.
From transmitter 1's perspective, water filling implies that the first k 1 values of Λ 1 in equation (11) must be identical and equal to the "water level" L 1 in transmitter 1's subspace. This water level is determined from the trace constraints as
Equation (16) along with the water filling condition [1, p. 253] implies that the eigenvalues of the transmit covariance matrix of transmitter 1 can be expressed as
where the notation (x) + denotes the positive part of
and X 1 is expressed only in terms of its first k 1 eigenvectors as
Similarly, from the perspective of the transmit covariance matrix of transmitter 2, water filling implies that the last k 2 values of Λ 2 must be identical. Proceeding as for transmitter 1 we have
with eigenvalues of the transmit covariance matrix of transmitter 2 expressed as
or
The transmit covariance matrix of transmitter 2 is written then only in terms of its last k 2 eigenvectors as
We note that incomplete overlap between the two spectra in signal space does not imply a unique solution since the dimensions (k 1 , k 2 ) of the two subspaces spanned by the transmit covariance matrices of the two transmitters are not unique. These various solutions may be obtained by using different initializations in the algorithms that generate the transmit covarince matrices X 1 and X 2 .
At this point we distinguish two cases of incomplete overlap between the two transmitter spectra:
1) Partial overlap with k 1 , k 2 < N, where no transmit covariance matrix spans the entire signal space. 2) Nesting partial overlap with k 1 = N and k 2 < N, where the transmit covariance matrix of transmitter 1 spans the entire signal space, and the spectrum of the transmit covariance matrix of transmitter 2 appears "nested" with it). 1) Partial Overlap: k 1 , k 2 < N: In this case transmitter 1's signal occupies alone N − k 2 dimensions of the signal space, transmitter 2's signal occupies alone N − k 1 dimensions of the signal space, and the two signals overlap in k 1 + k 2 − N dimensions. The watermark from the perspective of transmitter 1 (transmitter 2) is determined by its largest eigenvalue, α 1 (β N ), and the water filling structure imposes the following constraints:
(24) (25) In addition, the water filling condition requires also that the watermark L 1 (L 2 ) be always less than or equal to the interference plus noise levels on the dimensions that are not water filled [1, p. 253] . This implies the following relationships for the largest eigenvalues of the two transmit covariance matrices
which further implies that the incomplete overlap case of the water filling structure is possible only if the interference gains satisfy
By solving the system of equations (24) - (25) one can see that when g 1 g 2 > 1, all the eigenvalues can be written in
When g 1 g 2 = 1, we can denote
such that the two systems of equations (24) - (25) become identical
In this case it is no longer possible to find expressions for each eigenvalue in terms of the largest eigenvalues α 1 and β N as before, and theoretically any values that satisfy equation (31) will also satisfy the required water filling conditions. 2) Nested Partial Overlap: k 1 = N and k 2 < N: In this case we assume with no loss of generality that transmitter 1's signal occupies all N dimensions of the signal space while transmitter 2's signal occupies only k 2 dimensions of the signal space, such that the two signals overlap in the k 2 dimensions of the signal space that are occupied by transmitter 2. Thus, in this case the transmit covariance matrix of transmitter 1 spans the entire signal space and the transmit covariance matrix of transmitter 2 spans only a proper subspace. That is, transmitter 2's signal space is completely contained (or nested) in transmitter 1's signal space. The derivation in previous section applies with minor changes, and the water filling conditions in equation (26) imply in this case that
which corresponds also to g 1 g 2 ≥ 1. When g 1 g 2 > 1 the eigenvalues of the transmit covariance matrix of the first transmitter are given in this case by
while those of the transmit covariance matrix of the second user are given by
When g 1 g 2 = 1 the eigenvalue expressions for the overlapped dimensions N − k 2 + 1, . . . , N cannot be determined uniquely, and similar to the previous case, any values that satisfy the water filling conditions are possible.
Finally, suppose that the transmit covariance matrices of the two transmitters span orthogonal subspaces of the signal space at a simultaneously water filling point, that is, assume that transmitter 1 signals in a subspace of dimension k and transmitter 2 signals in the remaining N − k dimensions of the signal space. We note that k coincides with the rank of transmitter 1 covariance matrix, and is fixed once the simultaneous water filling point is reached.
Using the trace constraints in equation (6) we obtain
Thus, in general the solution for k is not unique, and can be any integer in the interval
We note that as the interference gains increase the range of k expands since the lower limit decreases when g 2 increases and the upper limit increases when g 1 increases. We also note that for the particular case corresponding to g 1 g 2 = 1 there may be no solution for k in the discrete representation considered. This is because when g 1 g 2 = 1 we can replace for example g 2 = 1/g 1 in the lower bound so that this becomes equal to the upper bound or vice-versa, and if the resulting number is not an integer there will be no solution for k in this case. Nevertheless, as N → ∞ there will always exist an integer upper/lower bound in equation (39) when g 1 g 2 = 1 which implies a unique solution for k. We conclude this section by formally summarizing the relationship between number of possible simultaneous water filling solutions and the interference gain values g 1 and g 2 in the following theorem:
Theorem 2 (Overlap): The interference gain product g 1 g 2 arbitrates the types of spectral overlap possible with mutually water-filled spectra.
1) g 1 g 2 ≥ 1: the transmitted spectra may overlap, and must be "white" in both the overlapped and non-overlapped regions. There can be many such sets of spectra. 2) g 1 g 2 < 1: each transmitted spectrum must be white and span the entire signal space -a unique solution. Proof: The first statement of the theorem is a rehash of the observations presented in Sections IV-B and IV-C where we have shown that incomplete overlap, as well as separation of transmitted spectra correspond to g 1 g 2 ≥ 1. For the second statement, we note that when g 1 g 2 < 1 neither incomplete spectral overlap, nor spectral separation are possible since the interference gain product is less than 1 in this case. Thus, when g 1 g 2 < 1 only complete spectral overlap is possible. This solution is unique since in this case all dimensions of the signal space are spanned by both transmit covariance matrices.
Using distance as a proxy for interference gain values {g 1 , g 2 } the fixed point classifications of Theorem 2 are represented pictorially in Table I .
V. THE SIMULTANEOUS WATER FILLING REGION
We define the simultaneous water filling region as the set of all possible capacity pairs (C 1 , C 2 ) under the assumption of Gaussian signaling by each transmitter. We note that the simultaneous water filling region depends on the interference gain values g 1 and g 2 since these affect the capacity values (see equation (7)) as well as the possible simultaneous water filling structures (see Table I ).
Using physical distance as a proxy for the interference gain value (i.e., farther away implies lower value) and equal transmitted powers, the scenario g 1 g 2 < 1 corresponds roughly to "weak/moderate interference", in which the distance from at least one transmitter to its associated receiver is smaller than its distance to the "alien" receiver -i.e., the interfering signal at the alien receiver is weaker than the desired signal. The scenario g 1 g 2 > 1 roughly corresponds to "strong interference" where a given transmitter is close to the "alien" receiver associated to the other transmitter, and interferes strongly with its transmission.
To illustrate the simultaneous water filling region and its dependence on interference gain values, we consider a particular example of a symmetric system with N = 100 signal space dimensions, gains g 1 = g 2 = g, transmitted powers P 1 = P 2 = 10, and background noise level η 0 = 0.01. For these numerical values the signal-to-noise ratio (SNR) at the receiver
is ρ = 10 or 10 dB. Fig. 2 shows various simultaneous water filling regions corresponding to different values of g for the considered system. Referring to Fig. 2 , our previous analysis indicates that for g < 1 the simultaneous water filling region consists of a single point, and this is shown for several values of g < 1 in the upper left plot of Fig. 2 . We note that as g increases getting closer to 1 the two capacities decrease, and the simultaneous water filling point gets closer to the origin. We also note that in the case of g < 1 we distinguish a truly weak interference scenario (e.g. points with g < 0.18 in the figure 2 ) for which simultaneous water filling implies good system performance with capacities relatively close to those in the no interference case, as well as a moderate interference scenario for which performance of simultaneous water filling degrades with capacities in this case far away from those in the no interference case. The case of g ≥ 1 corresponds to strong interference, and is illustrated in the remaining three plots of Fig. 2 . In this case the simultaneous water filling region consists of multiple points which can be classified in three categories according to the three types of spectral overlap discussed in the previous section:
• A most interior point corresponding to complete overlap of the spectra of the two transmit covariance matrices at which both capacities have minimum values since transmitters interfere in all dimensions of the signal space at this point. The most interior point moves closer to the origin as g increases showing that capacities decrease due to the increased interference from the "alien" transmitter.
• An outer border containing all points that correspond to spectral separation of the two transmit covariance matrices for which the two transmitters do not interfere with each other. As g increases, the outer border expands from a single point in the case g = 1 to more points that correspond to more potential partitions of the signal space between the two transmitters.
• An interior region containing all points between the most interior point and the outer border that correspond to incomplete spectral overlap for which transmitters interfere only in some dimensions of the signal space.
We note that the points that make up the simultaneous water filling region have capacity values which are always less than the capacities without interference, which can be obtained by setting the interference gains equal to zero. When g = 0, signals sent by the two transmitters do not interfere with each other and the corresponding capacities are
and the point implied by (C 1 , C 2 ) -(1.73, 1.73) on the plots in Fig. 2 -is always above the simultaneous water filling region. According to Carleial [13] this point is achievable in the case of strong interference by subtracting interference from the desired signal and decoding it as in the absence of interference, but it does not correspond to a simultaneous water filling point since it lies outside of the simultaneous water filling region.
To evaluate the performance of the system overall, we introduce the sum of capacities
which we call the collective capacity in order to distinguish it from the information-theoretic sum capacity used when receivers can collaborate [6] , [7] . This measure is useful in the case g 1 g 2 ≥ 1 (where multiple simultaneous water filling points are possible) to evaluate which point is a most desirable from a global perspective. It is also useful in the case g 1 g 2 < 1 (when the simultaneous water filling point is unique) to compare it with other spectral partitions which may be more desirable for the system. We define the social optimum as the point for which the collective capacity C is maximized. We note that, when g 1 g 2 = 1 the outer border of the simultaneous water filling region consists of a single point where both transmitters maximize their capacities, and which corresponds to complete spectral separation in signal space. At this point both individual and collective interests are satisfied since the collective capacity C is also maximized at this point, and we note that complete spectral separation corresponds to a social optimum in this case.
What is perhaps most interesting about the montage of Fig. 2 is that from a system design perspective, the weak and strong interference cases are least problematic. For weak interference (shown in upper left plot of Fig. 2) , mutual interference levels are comparable to or below the noise floor so mutually water-filled solutions will provide good system performance with capacities relatively close to those in the no interference case. For strong interference (shown in the remaining three plots of Fig. 2 for g = 1, 2, 100) there exists a mutual water filling solution which is also optimum from a collective capacity standpoint. This solution corresponds to signal space partitioning between transmitters, and is situated on the outer border of the simultaneous water filling region as shown in the corresponding plots of Fig. 2 . In addition, in the case of strong interference all the other points on the outer border of the simultaneous water filling region, although suboptimal, correspond to collective capacity values close to the optimal value [26] , [33] . In contrast, for moderate interference (shown in upper left plot of Fig. 2 along with weak interference) simultaneous water filling leads to capacity values that are much below those in the no interference case, and transmitters would be better served if they agreed (or were forced) to signal in different regions of the signal space. We explore these various levels of interference in the next sections.
A. Weak and Moderate Interference
In his doctoral dissertation [21] Yu approaches the system with two mutually interfering transmitters and noncooperating receivers from a game-theoretic perspective, and models this instant of the interference channel problem as a non-cooperative game in which the two transmitters compete for maximizing their capacities. Using this approach it is shown that when interference gains g 1 g 2 < 1, simultaneous water filling represents a Nash equilibrium point of the noncooperative interference channel game [21] . In game theory, a Nash equilibrium is defined by a set of strategies such that each player's strategy is an optimal response to the other players' strategies [24, p. 11] . From this perspective, a Nash equilibrium is reached for the Gaussian interference channel game if and only if a simultaneous water filling solution is produced by both transmitters, and the optimal signaling strategy of each transmitter is to water fill the signal space while regarding the interfering signal of the other transmitter as noise [21] . We note that a Nash equilibrium is said to be Pareto deficient (or non-Pareto-optimal) if at least one player would do better and the other one would do no worse by switching to a different strategy [34, p. 52] . Such Nash equilibria are not necessarily efficient in that there exist cooperative strategies where both players achieve better returns. Classical examples in this sense are the Prisoner's Dilemma [34, p. 51] or tit for tat strategies [35] . For g 1 g 2 < 1 we see from Fig. 2 that capacities achieved by transmitters under simultaneous water filling decrease as interference gains increase, and we will show that the Nash equilibrium implied by simultaneous water filling in this case can be either efficient or inefficient depending upon the level of interference. Specifically, we will explore the relative efficiencies of simultaneous water filling and signal space partitioning (or segregation) under moderate and weak interference.
With simultaneous water filling each transmitter achieves capacity
and the collective capacity is
For simplicity let us assume a symmetric system with P 1 = P 2 = P , g 1 = g 2 = g, and the raw SNR ρ as defined in equation (40), for which we obtain
With signal space partitioning, capacities are given by
so the collective capacity is with k the number of dimensions occupied by transmitter 1. Once again for simplicity we assume a symmetric system to obtain
which is maximized by k = N/2 which implies
We plot values C = C wf for a symmetric system with N = 100 signal space dimensions, transmitted power P = 10, moderate interference gain g = 0.5 and noise power η 0 = 0.01 for k ranging from 1 to 99 dimensions 3 in Fig. 3 and see that as the number of signal space dimensions k occupied by transmitter 1 increases, C sp 1 increases and C sp 2 decreases -an obvious result. Less obvious, we see that for a wide range of values for k, both transmitters achieve higher capacities C sp 1 and C sp 2 if they partition the signal space than the capacity C wf corresponding to the simultaneous water filling solution. We also see that the collective capacity when transmitters partition the signal space C sp does not vary widely with k. We thus form the impression that for moderate interference, both transmitters can often do much better under segregation than they would under simultaneous water filling, thus suggesting that the Nash equilibrium point implied by simultaneous water filling is an inefficient one.
Of course, the illustration begs the question of what constitutes moderate vs. weak interference. To this end we note that simultaneous water filling collective capacity C * wf depends on both the interference gain g and the (raw) transmitter SNR ρ, whereas signal space partitioning collective capacity C sp depends only on ρ. We can plot these two capacity surfaces as a function of g and ρ as in Fig. 4 (shown on the next page): the left hand side plot has a linear scale for g, while the right hand side plot has a logarithmic scale for g and "magnifies" the interval g < 0.5. Qualitatively, we note that only for small values of the interference gain g does simultaneous water filling outperform segregation. Otherwise, the collective capacity under signal space partitioning is larger than for simultaneous water filling. This observation can be quantified by comparing the two capacity expression in equation (45) and equation (49)
which simplifies to
Since the raw SNR ρ is positive, equation (51) is always satisfied for 0.5 ≤ g < 1, and one can define moderate interference as corresponding to interference gain values in the interval [0.5, 1), for which segregation outperforms simultaneous water filling, and is always preferable when g > 0.5. In general the critical value of g for a given SNR ρ is
and for any g > g * , segregation is preferable. For instance, for the numerical example considered in Fig. 2 , with ρ = 10, we have g * = 0.18. We close this section by noting that, assuming moderate interference and segregation, the necessary condition for maximizing the collective capacity in equation (47) is [26] , [36] 
and is similar to the result obtained in [37] using a different performance criterion than the collective capacity used in this work.
B. Strong Interference
As can be seen from Fig. 2 , "strong interference" (g 1 g 2 ≥ 1) implies multiple solutions for which capacities of both transmitters can vary widely. The most interior point of the simultaneous water filling region corresponds to complete spectral overlap in signal space, the points inside the region correspond to incomplete spectral overlap, and points on the outer border correspond to spectral separation in signal space. For g = 1 the outer border of the water filling region becomes a single point, and as g increases, the outer border expands and more points corresponding to spectral separation in signal space are possible. Furthermore, the point corresponding to complete spectral overlap moves closer to the origin as g increases. The points inside the water filling region are suboptimal with respect to achievable capacity since the largest capacity is achieved by points on the outer border. The worst case scenario is complete spectral overlap. However, the fact remains that under strong interference, points on the boundary of the simultaneous water filling region are stable under greedy assumptions. Furthermore, from a system perspective, the collective capacity varies only moderately as a function of the amount of signal space alloted to one transmitter over another as seen in Fig. 3 . So the main objective from a system control standpoint is to find algorithms or methods which nudge transmitters toward the simultaneous water filling boundary [26] , [33] .
VI. DISCUSSION
Our results have interesting system control implications. For instance, under weak interference (g 1 g 2 1 and moderate signal to noise ratio in a symmetric system), we have found that essentially ignoring interference and water filling over the entire signal space provides good performance for each transmitter and maximum collective capacity as well. Under strong interference (g 1 g 2 ≥ 1), socially optimal segregatory Nash equilibria exist alongside strongly suboptimal but equally stable water-filling Nash equilibria. While the suboptimal equilibria are undesirable, the stability of the optimal equilibria hold out hope that algorithms could be devised which reward transmitters who limit their spectral use and punish those who spread too widely. Under moderate interference, (g 1 g 2 < 1), the water filling Nash equilibria can be strongly suboptimal from a collective capacity standpoint and more socially optimal segregatory solutions are inherently unstable.
Since all these interference regimes seem probable in unlicensed wireless environments populated by current and emerging technologies, it seems prudent to ask what types of control mechanisms should be developed for efficient system operation.
In environments where interferers must repeatedly interact (as opposed to one-time interactions) there are a variety of distributed control ideas which can be brought to bearstrategies such as "tit for tat" or "generous tit for tat" [38] , [39] . These ideas are currently being explored in the context of mutually interfering systems for both moderate and strong interference [33] , [36] .
Alternatively, one could envision a "spectrum server/advisor" [40] , [41] to which systems might turn to help mediate spectrum use. The effective spectrum server would monitor local environments, determine the type and strength of interference, and advise systems on the most efficient use of spectral resources or at least on iterative strategies which led to improved performance.
This more global view of a spectrum advisor begs a comparison of collaborative versus non-collaborative approaches since one could imagine that in certain circumstances (such as strong interference) collaborative decoding could produce impressive capacity gains. That is, in a world increasingly populated by smart wideband radios, the best advice might be to cooperate [3] - [7] as opposed to finding ways to independently share the signal space. Likewise, there are also scenarios where the increased complexity of collaboration or explicitly coordinating spectrum use might not be worth meager best-case capacity gains.
To this end, consider the example in Fig. 5 which corresponds to a symmetric system with two transmitters for weak, moderate, and strong interference. In both plots of Fig. 5 we have shown the maximum sum capacity line of the Gaussian MIMO multiple access channel that corresponds to a collaborative scenario computed as in [8] for transmit covariance matrices that maximize sum capacity in the collaborative scenario [7] .
For moderate and strong interference (g > 0.5), we note that there is a significant difference between collaborative capacities corresponding to maximum sum capacity in the collaborative scenario and the non-collaborative capacities in achieved on the outer border of the simultaneous water filling region. The reason for this disparity is obvious since increased g implies more power capture by the "alien" receiver. In contrast, for weak interference the difference in performance is much less pronounced so that from a systems perspective, there is little to be gained by employing more sophisticated multi-system collaboration or interference channel coding methods -we would be better served by finding ways to help transmitter to avoid one another.
VII. SUMMARY AND CONCLUSIONS
We have considered a simple non-collaborative wireless system with two transmitters and two receivers with flat communication channels, in which greedy performance optimization by individual transmitters leads to simultaneous water filling solutions. We have investigated properties of different solutions in relation to the interference gains between transmitters and receivers, and have identified their spectral structure: completely overlapped where each transmitter's spectrum is white, partially overlapped where each transmitter's spectrum is white in the overlap region and also white in regions where there is no overlap but not white overall, and completely separated where each transmitter spectrum is white in its respective subspace. In addition, we have defined the simultaneous water filling region as the set of pairs of achievable capacities for all possible simultaneous water filling points, for given transmitted powers, interference gains, and signal space dimensions, and the collective capacity as a global performance measure which allowed a global perspective on system performance. We have also provided a more detailed investigation of "weak", "moderate", and "strong" interference, focusing on when simultaneous water filling achieves optimal system performance and when it does not.
For weak interference, simultaneous water filling is indeed optimal since mutual interference levels are comparable to or below the noise floor. For moderate interference, water filling can be strongly suboptimal, and signal space partitioning offers much better performance. For strong interference, simultaneous water filling can result in socially optimal resource sharing. However, without external guidance toward the outer border of the simultaneous water filling region, there are many stable suboptimal "traps" in which the competing systems could be caught. These considerations led to the notion of a spectrum server/advisor which could help mutually interfering systems to better utilize shared spectrum.
To better understand design tradeoffs, non-collaboration was compared by means of numerical examples to complete collaboration where receivers pool information for joint decoding. For strong interference, both systems would be best served by finding ways to pool information and collaborate as opposed to pursuing various signal space separation strategies [26] , [33] , [36] , or even sophisticated joint coding/decoding methods [3] , [4] which would only increase capacity incrementally. In contrast, for moderate to weak interference, signal space partitioning affords good performance and the incremental gains to be had by collaboration are relatively small. So some means of keeping transmissions out of each others' way seems to be indicated. Such methods might be centralized as in a spectrum "advisor/server" [40] , [41] or could be distributed as in tit for tat or other repeated game strategies [33] , [36] , [38] , [39] , [42] - [44] .
