Abstract. As a continuation of [1], we study modular properties of the periods, the mirror maps and Yukawa couplings for multi-moduli Calabi-Yau varieties. In Part A of this paper, motivated by the recent work of Kachru-Vafa, we degenerate a three-moduli family of Calabi-Yau toric varieties along a codimension one subfamily which can be described by the vanishing of certain Mori coordinate, corresponding to going to the "large volume limit" in a certain direction. Then we see that the deformation space of the subfamily is the same as a certain family of K3 toric surfaces. This family can in turn be studied by further degeneration along a subfamily which in the end is described by a family of elliptic curves. The periods of the K3 family (and hence the original Calabi-Yau family) can be described by the squares of the periods of the elliptic curves. Fuchsian PDE systems. We derive the first few terms in the perturbation series. For the case of degree 12 hypersurfaces in P 4 [6, 2, 2, 1, 1], in one limit the series of the couplings are expressed in terms of the j function. In another limit, they are expressed in terms of rational functions. The latter give explicit formulas for infinite sequences of "instanton numbers" n d .
The mirror symmetry of this family of Calabi-Yau toric varieties X has been studied in detail in [4] . Its Picard-Fuchs system is given by (Θ x = x d dx etc.)
(1.1)
The x, y, z are deformation coordinates, which we call the Mori coordinates (see [4] for definition), near the "large volume limit" in the family of Calabi-Yau varieties.
Comparing the type II string compactification along X with a heterotic string theory, Kachru-Vafa suggest that one should study the limit y → 0. When restricted to this subfamily with y = 0, a subset of the periods of this subfamily satisfy a new system given by L 1 = Θ x (Θ x − 2Θ z ) − 12x(6Θ x + 5)(6Θ x + 1)
(
1.2)
This is identical to the Picard-Fuchs system for the family of toric K3 surfaces corresponding to degree 12 hypersurfaces in P 3 [1, 1, 4, 6] . (For the relevance of the appearance of K3 surfaces and their moduli spaces in heterotic-type II duality, see the recent papers [3] [5].)
By further restricting along z = 0, the Picard-Fuchs system reduces to a single equation
x − 12x(6Θ x + 5)(6Θ x + 1). (1.3) This is the Picard-Fuchs operator for a family of elliptic curves in P 2 [1, 2, 3] . This suggests a close relationship between the curves and the above 2-moduli K3 family, and ultimately the 3-moduli family of Calabi-Yau varieties X. Indeed, it is found numerically in [3] that the mirror map defined by the K3 family can be given in terms of the j-function.
In this section, we will prove that the solutions to (1.2)are given by "squares" of solutions to (1.3) . This result (1) generalizes a theorem in [1] which we will review briefly;
(2) proves some formulas of [3] as a consequence.
Consider the differential operators
where the λ i , ν i are arbitrary complex numbers. In [1] , we prove that iflf (x) = 0 then ℓf (x) 2 = 0. This result was inspired by the observation in numerous examples (see [1] )
that the periods of certain 1-moduli K3 family are nothing but products of periods of some family of elliptic curves. This leads to nontrivial identities involving modular functions and series solutions to an ODE of Fuchsian type. Explicitly if w 0 , w 1 form a basis of solutions tol, then we get a basis of solutions to ℓ: w . This suggests to us a 2-moduli analogue for the systems (1.2), (1.3): if w 0 (x), w 1 (x) are solutions to (1.3) , are the w i (x)w j (z) solutions to (1.2)? The answer turns out to be no, but almost. Note that the span of w i (x)w j (z) is 4 dimension. This is the same as the dimension of the solution space for (1.2)with at most Log singularities. Theorem 1.1. Let L 1 , L 3 , L be as defined in (1.2) , (1.3) . There exists a rational mapping
is a solution to L 1 , L 3 , where (x, z) → (R(x, z), S(x, z)) is (any branch of ) the inverse mapping.
Proof: We will construct the mapping using the condition that L 1 f (R(x, z))f (S(x, z)) ≡ 0 mod Lf (R), Lf (S).
(1.5)
It will be seen that the mapping we will construct also satisfies the analogous condition for L 2 .
Clearly by expanding the expression L 1 f (R(x, z))f (S(x, z)) by chain rule, we get a homogeneuos quadratic polynomial of f (i) (R), f (i) (S), whose coefficients are differential polynomials of R(x, z), S(x, z). Upon applying the conditions that Lf (R) = 0 = Lf (S), we can eliminate any appearance of f ′′ (R), f ′′ (S). Thus after the elimination, a sufficient condition for (1.5)to hold is that coefficients of
each vanishes identically. Thus we want to solve the conditions of the vanishing of these coefficients, and they are given by:
As in (2) with S, R interchanged.
where S x means Θ x S etc. This is an overdetermined system of polynomial PDEs. We claim that the following relations define an algebraic solution to (1.6):
The proof is by direct computation. (This solution is easy to motivated by the following consideration. Since we propose that the periods of the K3 surfaces in question are symmetric squares of those of the elliptic curves, it is reasoable that the K3 moduli x, z are symmetric functions in the elliptic curve moduli R, S. The above solution makes x, z the simplest kinds of algebraic symmetric functions of R, S.) Note that (1.7) defines a rational mapping (R, S) → (x, z). It is also easy to check that given this solution, the condition
holds automatically. This completes our proof.
• Note that by linearity, if f, g are any solutions to (1.3), f (R(x, z))g(S(x, z)) is a solution to (1.2). As a first consequence, we prove a formula first conjectured to exist in
[2]on physical ground, and then found numerically in [3] .
Corollary 1.2. The mirror map for (1.2) is given by
(1.9) Proof: Recall that (1.2)has a unique powers series solution w 0 with leading term 1, unique solutions w 1 , w 3 of the form w 1 = Log x+g 1 , w 3 = Log z+g 3 with g 1 , g 3 → 0 as |x|, |z| → 0.
(This is so because this is a holonomic PDE system with regular singularity at x = 0, z = 0.
It is also straightforward to check this directly using (1.2) and the resulting recursion relations on the coefficients of the power series.) The mirror map x(q 1 , q 3 ), z(q 1 , q 3 ) for (1.2)is then defined by the inverse of the power series relations:
Similarly, the ODE (1.3)has a power series solutionw 0 with leading term 1 and a solutionw 1 of the form Log x +g with g → 0 as |x| → 0. The mirror map r(q) for (1.3)is then defined by the inverse of the power series relation q = ew 3 (r)/w 0 (r) . It is also easy to prove that (see [6] ) j(q) = 1 r(q)(1−432r(q)) . By the theorem above, the following are three solutions to (1.2):w 0 (R(x, z))w 0 (S(x, z)),
It is straightforward to solve (1.7) for R, S as power series in x, z, and we see there are four branches of solutions. One branch has leading terms
means terms of total degree k or higher.) The second branch has R = 1/432 + O(h), S = 1/432 + O(h). The third and the fourth branches are obtained by interchanging the roles of R, S in the first two branches. We choose R(x, z), S(x, z) to be given by the first branch.
Then it easy to see that the three solutionsw 0 (R(x, z))w 0 (S(x, z)),w 1 (R(x, z))w 0 (S(x, z)),
, have the leading behaviour identical to that of the solutions w 0 , w 1 , w 3 respectively. By uniqueness, we conclude that
(1.11)
This implies that
(1.12)
Inverting these, applying (1.7), and using j(q) = 
(1.13) Proof: Computing the power series solution w 0 to (1.2) with leading term 1, we get
Now do a change of variable on the summation n = k + 2m, put q 2 = q 1 q 3 , and apply the corollary above. We see that the left hand side of (1.13) is w 0 (x(q 1 , q 3 ), z(q 1 , q 3 )).
By the first equation in (1.11), it is enough to show thatw 0 (r(q)) 4 = E 4 (q) wherẽ w 0 (x) is the solution to (1.3) regular at x = 0. In [1] , we have proved that
But we know that j(q) = 1 r(q)(1 − 432r(q))
(1.16)
Combining the three equations, we get E 4 (q) =w 0 (r(q)) 4 .
•
Generalizations
The technique we have used to study the example above is clearly applicable to a more general class of PDEs. The only step which involves details of the example is the system (1.6). It turns out that even the form of our solution (1.7) to (1.6) has more general applicability as we now show.
Consider the PDE system
and the ODE
where λ, ν are complex numbers. For (λ, ν) = (432, 1/3) we recover the case (1.2) above.
We now have the following generalization.
, defined by the relations
has the following property:
The proof is vitually word for word similar to the proof of the special case above.
Consider the following two families of toric K3 surfaces corresponding to degree 6 [6] , The mirror maps for these two families of curves are hauptmoduls for the genus zero groups Γ 0 (2), Γ 0 (3)
respectively.
Finally it is amusing to note that the three examples above with parameter values (λ, ν) = (27, 1/6), (64, 1/4), (432, 1/3) correspond to the so-called simple elliptic singularities of types E 6 , E 7 , E 8 respectively. (See introduction of [7] .) That is, the three families of elliptic curves mentioned above -degrees 3, 4, 6 hypersurfaces in
respectively -correspond to singularities of these types.
Note that their two dimensional counterparts are the three families of K3 surfaces above -degrees 6, 8, 12 hypersurfaces in
It turns out that there is an explicit relation between a generic member of the K3
, and a cubic family in P 2 [1, 1, 1] . That is, the surface (away from the hyperplane y 1 = 0) is a two-fold cover of the cubic family There are also three dimensional Calabi-Yau varieties which bear the same relation to the above K3 families as these K3 surfaces bear with their elliptic curve counterparts.
Namely the three K3 families above correspond respectively to the degrees 12, 16, 24 hyper- 
Part B: Schwarzian equations for linear PDEs
Since the periods, the mirror map and the Yukawa couplings are of fundamental importance for the prediction of the numbers of rational curves via mirror symmetry, one must understand these objects from as many points of views as one can. For example, can one give an analytic characterization for the mirror map? It has been shown in 1-modulus cases that the answer is yes: the mirror map is characterized by some polynomial ODE near the "large volume limit" [6] . Motivated by this problem, we study in this section the analogues in 2-moduli cases. We will construct polynomial PDE systems naturally associated with the Picard-Fuchs systems for the periods of Calabi-Yau varieties. Later we will see that these PDEs give us powerful tool for doing perturbation theory on the periods, the mirror map and the type A Yukawa couplings.
Consider for fixed m ≥ 2 the following pair of linear partial differential operators:
where the a ij , b ij rational function of x, y. We assume that b 2 11 − 4b 02 b 20 is not identically zero, and that near x = 0 = y the system admits unique series solutions w 0 , w 1 , w 2 with the leading behaviour
where O(h k ) here means terms in powers of x, y which are of total degree at least k. We remark that all known examples of families of Calabi-Yau varieties result in Picard-Fuchs systems of this kind, where x, y denotes the Mori coordinates for the complex structure deformation space near the large volume limit. Let s = w 1 /w 0 , t = w 2 /w 0 as (locally defined) C 2 -valued maps of x, y. It is clear that the Jacobian of this map is nonzero. Then inverting this map, we can regard x(s, t), y(s, t) as functions of s, t (or as power series in
. We wish to derive a system of polynomial PDEs for these functions.
Recall the transformation laws under a change of variables
where [f, g] is the "Poisson bracket":
From the transformation laws, it is easy to see that up to an overall factor the new coefficients c ij , d ij are differential polynomials of x(s, t), y(s, t).
Now observe that
It is easy to check that (d Note that the system (3.6) can be regarded as a (overdetermined) system of polynomial PDEs in x, y, w 0 . We will use this system to study the mirror map and the Yukawa couplings by means of perturbation theory in the next section.
As an example, consider the system (2.1) which we can write in the form (3.1) , where m = 2, hence (3.5) under a change of variables. As we have seen, such a system arises as the Picard-Fuchs system for certain 2-moduli families of toric K3 surfaces. The hypotheses on the uniqueness of series solutions, and that b 
Perturbations
We have seen a nice description of the periods and the mirror map when one degenerates a certain family of Calabi-Yau threefolds along a codimension one subfamily. We would like to use perturbation theory to study the Calabi-Yau threefolds in a neighborhood of the codimension one subfamily Consider for example the mirror threefold X of the degree 12 hypersurfaces in P 4 [6, 2, 2, 1, 1] which has h 1,1 = 2. Let x, y be the Mori coordinates near the large volume limit of X. It is now known that the periods and the mirror map in this case admit a description in terms of the j function in the limit y → 0.
Can one give a similar description near y = 0? How about near x = 0?
We will give two descriptions in the case of the degree 12 hypersurface above. We show that mirror map and the Yukawa couplings, order by order in q 2 , can be described by quadrature in terms of the j function. In fact, we will compute the first few terms. The second description is by means of perturbation theory in the q 1 direction. Here remarkably, the first few terms are purely algebraic, rather than transcendental.
We briefly review what is known for the degree 12 hypersurfaces in
The Picard-Fuchs system in the Mori coordinates x, y is given by
This motivates the study of the following family of PDEs, where λ, ν are constants, (cf.
[1] and see also Appendix B): .1) is of the type (3.1) with m = 3. Associated to it is the nonlinear system (3.6). The "mirror map" (t 1 , t 2 ) → (x(q 1 , q 2 ), y(q 1 , q 2 )) is defined locally by the inverse of the power series relations
Thus we can write
where the x i (q 1 ), y i (q 1 ), g i (q 1 ) are power series. We will use the PDEs (3.6) derived in the last section to compute the x i , y i , g i , i ≤ 2. The results turns out to have a universal form. . We also have
where prime here means Θ q 1 .
Proof: For the proof of the statements concerning x 0 , g 0 , see [1] . We will study the PDE system (3.6) associated to (4.1) up to first order in powers of q 2 = e t . We substitute , it is easy to show that this ODE holds identically. Now consider the second equation in (3.6).
To leading order it is a complicated polynomial ODE in y 1 , g 0 , x 0 . But after we apply repeatedly the fact that x 0 satisfies the Schwarzian equation to eliminate x There is a unique particular solution which is a power series in q 1 with leading coefficient 1. Similarly the third and fifth equations in (3.6), to lowest order, gives the second and fourth equations in (4.5).
We can also use the same system (3.6) to compute the higher order terms. At each order i ≥ 2 the triple (x i , y i , g i ), can now be solved successively in terms of the lower terms by applying the third, fourth and sixth equations in (3.6). It appears that at each order i ≥ 2, x i , y i , g i are given by some differential rational functions of the lower order terms without solving a differential equation. For example, x 2 , y 2 , g 2 in fact occurs linearly (with no derivative thereof) in the following equations. They are in fact the order O(q 2 2 ) terms of the third, fourth and sixth equations respectively in (3.6):
We have also checked that the order O(q 3 2 ) term of the third, fourth and sixth equations in (3.6)are linear in x 3 , y 3 , g 3 (with no derivative thereof), which determines this triple in terms of the lower order terms. We emphasize that the ODEs above are universal in sense that they are independent of the parameters λ, ν of our linear PDEs. 
2. It turns out that in the example above, the O(q
is always a rational function of the lower order coefficients for x, y. More precisely, we have: 
Observe that It follows that
is a sum of terms of the form
, and is a polynomial of y 1 , .., y k for m ≤ a ≤ k, hence is in R. Similarly, the
are polynomials of x 0 , x 1 , .., x k , hence are in R. Finally (by
, it follows that these polynomials are also in R.
• 3. One of the consequences of the fact that the restriction of the mirror map is given by the j function is that the mirror map cannot be algebraic. More precisely, there is no nontrivial polynomial relations P (x, y, q 1 , q 2 ) = 0
along the graph of the mirror map (q 1 , q 2 ) → (x, y). To see this, suppose both P, Q are irreducible. Then from the resultants of the two polynomials we obtain two irreducible polynomial relations, along the graph:
By irreduciblity, the polynomial in two variablesP (a, b, 0) is not identically zero. But under the mirror map we have (q 1 , 0) → (1/j(q 1 ), 0), implying thatP (1/j(q 1 ), q 1 , 0) = 0 identically, which is absurd.
However it turns out that the mirror map in this case is very close to being algebraic in the sense we shall explain in the next section.
4. What we have effectively described above is a perturbation method for computing, order by order in one of the Kahler coordinates q 2 , the mirror map given by 
where the K B are rational functions. In the 2-moduli example above, these rational functions have been computed in [4] (up to multiplicative constants): 
it is easy to show that
(4.17)
Thus using perturbation theory each of the K ijk [m] can now be expressed in terms of modular functions.
Perturbations Around x = 0
We now interchange the roles of (x, q 1 ) and (y, q 2 ). One might expect that the discussion above would carry over with few changes. It turns out that while all the techniques carry over, the results have vast simplifications in this case. This consideration is motivated by a few observations.
First note that the Picard-Fuchs system (4.1) is highly asymmetric in x, y. Thus its reasonable that the two limits along y = 0 and x = 0 are qualitatively different. Second note that along x = 0, the solutions w 0 , w 2 degenerate to elementary functions
and they are solutions to Θ 2 y − 2y(2Θ y + 1)Θ y . It is then easy to compute the mirror map restricted along x = 0: y(0, q 2 ) = q 2 (1+q 2 ) 2 which is rational rather than transcendental! Third from the definition of the series x, y, w 0 , we can write
where (1 + O(h)) and since c(n, m) = 0 for m >> n, at most finitely many terms in the sum c(n, m)x(q 1 , q 2 ) n y(q 1 , q 2 ) m contribute to a given G k . Thus it is a finite linear sum of X i Y j . In particular, if the X i , Y j are algebraic then so are the G k . As seen above,
In fact applying perturbation theory along the q 1 direction on the PDE system (3.6), we compute the first few terms. The emerging pattern is clear evidence that the X i , Y i , G i are in fact rational.
Proposition 5.9. Denote q := q 2 . Then
G 5 = 720(1 + q)(24145921 + 38170176314q + 411770251626q 2 + 38170176314q 3 + 24145921q 4 )
X 3 = 36(1 + q)(9907 + 6130q + 9907q 2 )
can be computed by solving the differential equations (3.6) order by order as we have done before. But this will be hard without first knowing the answers.
So we use the following slightly different approach. Numerically it is easy to compute x, y, w 0 as a power series in q 1 , q 2 up total order say O(h 15 ). We first guess an ansatz (the list above) for the X i , Y i , G i based on the numerical results. Then we check that our ansatz satisfies our differential equations derived from (3.6) (up to O(q 
Appendix B
In this appendix, we will study using perturbation technique introduced above, the perturbations around y = 0 (q 2 = 0) and x = 0 (q 1 = 0) for the following five families Throughout we will use the same notations as in our previous discussion above. We can use the Picard-Fuchs systems and their associated polynomial PDEs to compute the first few coefficients x i , y i , g i of the perturbation series of the mirror map (q 1 , q 2 ) → (x, y) and the fundamental period w 0 around q 2 = 0 (cf. Theorem 4.6). It turns out that theorem 4.6 also covers the cases a, b, c. Hence all the formulas proved in that section apply here.
We won't go into the details of cases d, e, which are a bit more tedious. We will give the coefficients X i , Y i , G i of the perturbation series around q 1 = 0 (cf. Proposition 5.9).
Note that one can now also compute the type A Yukawa coupling K 
