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In Hermitian topological systems, the bulk-boundary correspondence strictly constraints boundary
transport to values determined by the topological properties of the bulk. We demonstrate that
this constraint can be lifted in non-Hermitian Floquet insulators. Provided that the insulator
supports an anomalous topological phase, non-Hermiticity allows us to modify the boundary states
independently of the bulk, without sacrificing their topological nature. We explore the ensuing
possibilities for a Floquet topological insulator with non-Hermitian time-reversal symmetry, where
the helical transport via counterpropagating boundary states can be tailored in ways that overcome
the constraints imposed by Hermiticity. Non-Hermitian boundary state engineering specifically
enables the enhancement of boundary transport relative to bulk motion, helical transport with a
preferred direction, and, in direct violation of the standard bulk-boundary correspondence, chiral
transport in the same direction on opposite boundaries. We explain the experimental relevance of
our findings for the example of photonic waveguide lattices.
Topological states of matter have proven to be a re-
search topic where fundamental theoretical insights lead
almost inevitably to state-of-the-art practical applica-
tions [1–3]. A key feature of topological systems is direc-
tional transport via chiral boundary states, which is pro-
tected by topological invariants and thus impervious to
the imperfections of real-world implementations [4–8]. In
combination with fundamental symmetries [9–11], espe-
cially time-reversal symmetry (TRS) in topological insu-
lators [12, 13], topology even protects bidirectional helical
transport via counterpropagating boundary states [6, 14].
Such symmetry-protected topological phases emerge in a
variety of physical systems [15–23], where they give rise
to a wide spectrum of experimentally observable phenom-
ena [24–28]. The recent discovery of anomalous topolog-
ical phases in periodically driven (i.e., Floquet) insula-
tors demonstrates the singular relevance of topological
concepts also in systems far from equilibrium [29–34].
Only very recently, the notion of topological phases
has been extended to non-Hermitian systems [35–37].
The perception of the role of topology in this context
is still changing rapidly through theoretical investigation
and classification [38–43] as well as experimental explo-
ration [27, 44, 45] of non-Hermitian topological phases.
Intriguingly, topology is expected to protect transport
even against energy losses and damping [42].
In the present work we introduce the topological con-
cept of boundary state engineering (BSE) that com-
bines the specific aspects of non-Hermitian and anoma-
lous Floquet topological phases, and has no counter-
part in systems with a Hermitian or static Hamiltonian.
The concept underlying BSE is illustrated in Figure 1,
where we sketch the spectrum of the Floquet propagator
U ≡ U(T ), obtained as the solution of the Schrödinger
equation i∂tU(t) = H(t)U(t) after one period of a time-
periodic Hamiltonian H(t) = H(t+ T ).
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FIG. 1. In the complex plane, the spectrum of the unitary
propagator U of a Hermitian Floquet system lies on the unit
circle (dashed curve). Allowing for non-Hermiticity, the spec-
trum can move away from the unit circle, but boundary states
(orange curves) remain attached to bulk bands (green dots)
in a regular topological phase. Anomalous boundary states,
which form a closed curve winding around the origin, can de-
tach from the bulk bands without violating the continuous
dependence of eigenvalues e−iε(k) on momentum k.
For a Hermitian system, with real Floquet quasiener-
gies ε, the spectrum {e−iε} of U lies on the unit circle [46].
In regular topological phases, as they appear in systems
with a static Hamiltonian, any boundary state, viewed as
a continuous curve k 7→ e−iε(k) parametrized by momen-
tum k, connects two different bulk bands. Anomalous
Floquet topological phases, in contrast, possess bound-
ary states that wind around the unit circle [30]. Thinking
in terms of the quasienergy ε, this possibility results from
the periodicity ε 7→ ε+ 2pi.
In a non-Hermitian system, the spectrum of U can
move away from the unit circle. Regular boundary states
have to remain attached to the bulk bands, since oth-
erwise the continuous dependence on momentum would
be violated. Anomalous boundary states, however, can
detach from the bulk bands and thus be manipulated in-
dependently. This new freedom is exploited in BSE.
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FIG. 2. Idealized Hamiltonians for an uncoupled (A) and two
coupled (B) lossy waveguides, as they might appear in the
experimental realization of a non-Hermitian driving protocol.
BSE is indeed a topological concept: Since the propa-
gator U is invertible, its spectrum cannot move through
the origin. Therefore, an anomalous boundary state
that winds around the origin retains this property during
BSE, and thus remains topologically protected.
From our discussion it is evident that BSE requires the
combination of non-Hermiticity with anomalous Floquet
topological phases. Non-Hermiticity arises naturally in
optical settings such as photonic waveguide systems [27],
since coupling involves losses due to the bending of the
waveguides (see Fig. 2). The idealized Hamiltonian for
the symmetric coupling of two lossy waveguides,
HB =
(−iγ J
J −iγ
)
, (1)
involves a coupling parameter J and damping γ. The
associated propagator UB = exp[−iHB], over a time step
δt ≡ 1, is an SU(2) rotation, modified by the attenuation
(γ > 0) or amplification (γ < 0) factor e−γ . At per-
fect coupling J = pi/2 we have UB = −ie−γ σˆx, with the
Pauli matrix σˆx. Amplitude is swapped between the two
coupled sites, but changes as e−γ .
Regarding the experimental relevance of our theoreti-
cal considerations, it is useful to allow for a shift σ(t) ∈ C
of the Hamiltonian, where we map H(t) 7→ H(t) + σ(t),
and thus U 7→ ΓU with Γ = exp(−i ∫ T
0
σ(t)dt). Through
the shift, loss and gain become relative terms, and weak
loss can be interpreted as (pseudo-) gain relative to strong
loss. The physical content of H(t) or U remains un-
changed: Measuring normalized intensities, of the form
I(r) = |ψ(r)|2/maxr′ |ψ(r′)|2, the factor Γ in U cancels.
Concerning the second aspect of BSE, the anomalous
Floquet topological phases, we resort to the idea of a
driving protocol [30]. The protocol used here concate-
nates n = 6 steps, with the Hamiltonians H1, . . . ,Hn as
given in Fig. 3 in an intuitive pictorial representation.
The protocol takes place on a (finite or infinite) square
lattice, which is composed of a “red” and “blue” sublat-
tice. This type of driving protocol has been comprehen-
sively investigated in Ref. [23], where its universality for
symmetry-protected topological phases is established.
By construction, the driving protocol incorporates
fermionic TRS, where the Hamiltonian obeys the relation
SH(t)S−1 = H(T − t)∗, with a unitary symmetry opera-
tor S that fulfills SS∗ = −1 [10]. Here, it is S = σˆy ⊗ σˆy
if we identify the “red” and “blue” sublattice with the up
and down component of a pseudo-spin 1/2.
Fermionic TRS is essential for the Z2 phases of topolog-
ical insulators [12]. As can be seen in Fig. 3, the driving
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FIG. 3. Driving protocol for a Floquet insulator with TRS:
Six steps of alternating interactions (left panel) between
neighboring lattice sites (representing, e.g., waveguides as in
Fig. 2) lead to a Z2 topological phase with counterpropagat-
ing boundary states (bottom right panel), which is protected
by the fermionic TRS mediated by the symmetry operator
S ≡ σˆy ⊗ σˆy (top right panel).
protocol indeed supports a symmetry-protected Z2 topo-
logical phase, with counterpropagating boundary states
whose intersection at momentum k = 0 is protected by
Kramers degeneracy. This phase is an anomalous Flo-
quet phase, since the boundary states connect the same
bulk band at quasienergies separated by 2pi. This phase
has been explored experimentally in Ref. [14].
In general, the driving protocol supports topological
phases on a continuous parameter manifold. Here, we
consider a minimal parameter set, with the two param-
eters J (for diagonal couplings in steps 1, 3, 4, 6) and J ′
(for horizontal couplings in step 2, 5). We use J = 1.5,
J ′ = 0.4 in all plots. The minus sign ±J ′ between steps
2, 5 shown in Fig. 3 is required for fermionic TRS, but
negative couplings can be replaced by positive couplings
to facilitate the experimental implementation [14].
Since the Z2 phase in Fig. 3 is an anomalous topolog-
ical phase, it is a candidate for BSE. To understand the
possibilities arising in this situation we first address the
analytically tractable case of perfect coupling (J = pi/2,
J ′ = 0), before returning to general parameters.
At perfect coupling, the “red” and “blue” sublattice are
decoupled (since J ′ = 0). As depicted in Fig. 4, states in
the bulk move in a circular clockwise (counterclockwise)
orbit on the “red” (“blue”) sublattice. At a boundary,
which in Fig. 4 is oriented horizontally with respect to
Fig. 3 and lies at the bottom of the (half-infinite) lattice,
states propagate either to the right (red sublattice) or the
left (blue sublattice). The propagation direction does not
depend on the precise position of the boundary, but is
prescribed by the bulk-boundary correspondence. Here,
with counterpropagating boundary states, transport is
protected by topology and fermionic TRS.
According to these patterns of motion, perfect coupling
gives rise to a four-fold degenerate dispersionless bulk
band at quasienergy ε = 0, and two counterpropagating
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FIG. 4. Top row: Motion at perfect coupling in the bulk (left)
and at a boundary (right), starting from a site marked with
a cross (×) and ending at the same site or at a different site
marked with a star (∗). Lower panel: Schematic plot of the
imaginary quasienergy ι ≡ Im ε (relative to ι¯ = −2(γr + γb))
for the parametrization in Eq. (7) and with general parame-
ters. The plot shows the values in the bulk (filled rectangles)
and on two different boundaries (marked with unionsq, u), colored
according to the starting site as in the top row.
boundary states with linear dispersion εr(k) = pi + k,
εb(k) = pi − k. As has been seen in Fig. 3, these features
survive qualitatively for general parameters.
Non-Hermiticity is now introduced into the driving
protocol in the following way. In the bulk, we assume
uniform losses (as in the type B configuration in Fig. 2)
for the diagonal couplings of the red (losses with γr) or
blue (losses with γb) sublattice in steps 1, 3, 4, 6. The
bulk bands thus acquire imaginary quasienergies
ιr = −4γr , ιb = −4γb . (2)
Here and in the following, a ι variable denotes the imag-
inary part ι ≡ Im ε of some quasienergy. Positive (neg-
ative) ι implies gain (loss) according to e−iεt = eιt ×
e−itRe ε. For the horizontal couplings in step 2, 5 we
may assume identical losses, but they can be absorbed
into the shift of the Hamiltonian and will not be listed
explicitly.
At the boundaries, additional losses occur at isolated
uncoupled sites (as in the type A configuration in Fig. 2),
namely γ˘r or γ˘b on a red or blue site. Note that the desig-
nation as an isolated site changes during the protocol, as
visible in Fig. 4. For example, a state starting on a “filled
red” site moves by two sites in steps 1, 3 (incurring losses
−2γr), and remains at an isolated site during steps 4, 6
(incurring losses −2γ˘r). Therefore, the boundary states
acquire the imaginary quasienergies
ι˘r = ιr/2− 2γ˘r , ι˘b = ιb/2− 2γ˘b . (3)
Free choice of the four loss parameters γr, γb, γ˘r, γ˘b al-
lows for free placement of boundary states relative to the
bulk, as we had anticipated with the concept of BSE in-
troduced in Fig. 1. In particular, the boundary states are
detached from the bulk bands if ιr 6= ι˘r or ιb 6= ι˘b.
The free assignment of losses γ (or imaginary parts
ι) is not compatible with TRS. To restore TRS, we can
now impose two independent conditions in extension of
the Hermitian case, reading
(TRS∗) : SH(t)S−1 = H(T − t)∗ + ξ∗(t) , (4a)
(TRSt) : SH(t)S−1 = H(T − t)t + ξt(t) . (4b)
Note that these conditions have been modified by inclu-
sion of the shift of the Hamiltonian, such that the func-
tions ξ∗(t) = σ(t) − σ(T − t)∗, ξt(t) = σ(t) − σ(T − t)
appear in comparison to the standard relations [37]. For
a constant shift σ(t) ≡ σ, we have ξ∗ ≡ i Imσ and ξt ≡ 0.
Both conditions collapse into the previous TRS relation
in the Hermitian case, where Ht = H∗ and σ ≡ 0.
Similar to the coupling parameters J, J ′, where
fermionic TRS requires a minus sign between steps 2, 5,
non-Hermitian TRS imposes constraints
(TRS∗) : γr + γb = γ˘b + γ˘r , (5a)
(TRSt) : γr = γb , γ˘b = γ˘r , (5b)
on the loss parameters, which are equivalent to
(TRS∗) : ιr + ιb = ι˘b + ι˘r , (6a)
(TRSt) : ιr = ιb , ι˘b = ι˘r . (6b)
To interpret these relations, note that TRSt, but not
TRS∗, implies equal damping of counterpropagating
boundary states.
While in a uniform system the parameters γr,b can be
assumed to be identical throughout the bulk, it is essen-
tial for BSE that the losses γ˘r,b may very well depend on
the boundary. For the schematic plot in Fig. 4, we con-
sider a semi-infinite horizontal strip with different losses
at the “top” (γ˘ur , γ˘ub ) and “bottom” (γ˘
unionsq
r , γ˘unionsqb ) boundary
(this setup is also used in the remaining figures). The
central part of this plot uses a parametrization with
(TRS∗) : ιr,b = −4γ∗ , (7a)
ι˘unionsqr = ι˘
u
b = −2γ∗ , ι˘ur = ι˘unionsqb = −6γ∗ , (7b)
(TRSt) : ιr,b = −4γt , ι˘ur,b = ι˘unionsqr,b = −2γt (7c)
for the bulk and boundary states. The parametrization
has been chosen such that through the larger damping
bulk motion is suppressed in favor of boundary transport.
The full range of combinations of the ι values can be
deduced from Eqs. (5), (6).
The schematic plot in Fig. 4 illustrates a few partic-
ularly noteworthy features of BSE. First, without TRS,
the damping of bulk and boundary states can be cho-
sen entirely freely. Second, even with TRS, the damping
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FIG. 5. Floquet quasienergy ε(k) as a function of momentum
k, with and without TRS as indicated, and non-Hermitian
losses γt,∗ = 1.2 according to Eq. (7). Boundary states (on a
“bottom” boundary) are shown in orange (as in Fig. 3). The
grey circle indicates the Kramers-like degeneracy for TRSt.
of boundary states relative to bulk states can be chosen
freely, suppressing or enhancing either boundary trans-
port or bulk motion. Third, the properties of boundary
transport are not dictated by the properties of the bulk,
as a strict bulk-boundary correspondence would demand.
For example at the right axis of the plot, boundary trans-
port occurs predominantly via “red” states, opposite to
the predominant motion in the bulk via “blue” states.
In the general situation, away from perfect coupling,
both the real and imaginary part of the quasienergies
depend on momentum. TRS implies the constraints [47]
(TRS∗,t) : Re {ε(k)} = Re {ε(−k)} , (8a)
(TRS∗) : Im {ε(k)} = − Im {ε(−k)}+ 2 Imσ , (8b)
(TRSt) : Im {ε(k)} = Im {ε(−k)} (8c)
on the quasienergy spectrum {ε(k)} at momentum k,
which generalize Eq. (6). Here, Eq. (8b) includes an
imaginary shift, which drops out of Eq. (8c).
In Fig. 5, we observe the Kramers-like crossing of
Re ε(k) according to Eq. (8a). For TRSt the two bound-
ary states have to cross at the same Im ε(k) and are thus
truly degenerate, while for TRS∗ they are separated by
their imaginary part. This difference suggests that in
the first case TRSt is required to protect the boundary
states, while in the second case they are robust against
breaking of TRS∗. Indeed, if we break TRS by adding
detunings [48], we observe an avoided crossing in Fig. 5
only for broken TRSt but not for broken TRS∗.
Evidently, when counterpropagating boundary states
have been separated via BSE, TRS is no longer required
for their protection. However, now a preferred direction
of transport exists due to the different damping of the
boundary states. Only if the damping is equal, as in the
TRSt case in Fig. 5, true bidirectional transport without
a preferred direction can be observed. In this scenario,
TRS is still required for the protection of transport.
(A) initial state (B) Hermitian
(C) TRSt (D) TRS∗
(E) TRSt
symmetry-breaking disorder
symmetry-preserving disorder
(F) TRS∗
symmetry-breaking disorder
symmetry-preserving disorder
FIG. 6. Real-space propagation of an initial state prepared at
the top and bottom boundary of a semi-infinite strip (width
of 30 lattice sites), in the Hermitian case (panel (B)) or with
non-Hermitian losses γt,∗ = 0.1 according to Eq. (7) (pan-
els (C)–(F)). Lightness encodes the wave function intensity
|ψi|2 at a lattice site, normalized to the maximum value. The
color white corresponds to minimum intensity. Panels (B)–
(D) show the state after 15 periods of the driving protocol,
panels (E), (F) after 45 periods, with a partly serrated bound-
ary and additional disorder that preserves or breaks TRS.
The new freedom introduced by BSE is thus two-fold:
It allows us to modify boundary transport relative to the
bulk motion, and to selectively modify transport on dif-
ferent boundaries. Fig. 6 provides a visual demonstration
of the potential of such modifications. The point of refer-
ence is the Hermitian case in panel (B), with bidirectional
helical transport via symmetry-protected counterpropa-
gating boundary states (recall the quasienergy dispersion
in Fig. 3). When protected by TRSt, the counterpropa-
gating boundary states survive the transition into the
non-Hermitian regime, but now BSE allows us to sup-
press bulk motion in favor of boundary transport (panel
(C)). In the TRS∗ case, we can use BSE to additionally
suppress either one of the two states on each boundary,
which we do in such a way that transport on opposite
boundaries takes place in the same (and not opposite)
direction (panel (D)). Such modifications are a unique
feature of BSE. They are impossible in a Hermitian sys-
tem, where they are prohibited by the bulk-boundary cor-
respondence, as well as in a non-Floquet system, where
boundary states remain attached to the bulk bands (cf.
Fig. 1) and cannot be selectively amplified or suppressed.
To assess the full extent of topological protection in
the present situation we have to examine the robustness
of transport for imperfect boundaries and under the in-
fluence of disorder. In panels (E), (F) in Fig. 6 we use
serrated boundaries, and include disorder [49] that pre-
5serves (breaks) TRS in the lower (upper) half of each
strip. In panel (E), TRSt indeed protects the scatter-free
bidirectional boundary transport, while breaking TRSt
leads to visible back-scattering. In panel (F), even disor-
der that breaks TRS∗ does not lead to appreciable back-
scattering because of the suppression of one of the two
boundary states. Effectively, this situation realizes chiral
transport with a preferred direction, which, in contrast to
helical bidirectional transport, is protected by topology
but does no longer require TRS.
In conclusion, BSE opens up new avenues to control
topological transport in non-Hermitian Floquet systems.
In conjunction with fermionic TRS to protect counter-
propagating boundary states, BSE enables the selective
enhancement of individual topological transport chan-
nels, and thus the effective manipulation of (bi-) direc-
tional boundary transport. The potential for applica-
tions is immediate, and photonic waveguides, which are
intrinsically non-Hermitian systems, are a natural plat-
form to explore this potential. Experiments should also
investigate the robustness of the different transport phe-
nomena described here, thereby extending our analysis
of the influence of disorder and symmetry breaking. Not
least, the surprising new possibilities of BSE highlight the
importance of further theoretical research regarding the
status of topological invariants and the bulk-boundary
correspondence in non-Hermitian Floquet systems.
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The supplemental material contains (i) a detailed derivation of Eq. (8) in the main text, (ii)
the explicit specification of the non-Hermitian driving protocol, (iii) the explicit constraints on
the protocol parameters from time-reversal symmetry, and (iv) the specification of detunings and
disorder to break time-reversal symmetry in Figs. 5, 6 in the main text.
I. TRS AND ITS CONSEQUENCES
The standard relation for time-reversal symmetry
(TRS) reads SHS−1 = H∗ = Ht for a static Hamil-
tonian, with a unitary operator S. One can distinguish
bosonic TRS with SS∗ = 1 from fermionic TRS with
SS∗ = −1. The TRS relations generalizes to
SH(t)S−1 = H(T − t)∗ = H(T − t)t (1)
for a Floquet system with period T , where H(t + T ) =
H(t). This relation generalizes even further for a non-
Hermitian Floquet system, where we have the two sepa-
rate relations [1]
(TRS∗) : SH(t)S−1 = H(T − t)∗ , (2a)
(TRSt) : SH(t)S−1 = H(T − t)t . (2b)
Clearly, both relations agree for a Hermitian Hamiltonian
with H(t)∗ = H(t)t.
TRS implies relations on the propagator U(t) that
lead, eventually, to the relations in Eq. (8) in the main
text. To obtain these relations it is useful to consider the
symmetrized propagator
U?(t) = U
(T + t
2
,
T − t
2
)
. (3)
It is U?(0) = 1 and U?(T ) = U(T ). By applying S · · ·S−1
on both sides of the equation of motion
2i ∂tU?(t) = H
(T + t
2
)
U?(t) + U?(t)H
(T − t
2
)
, (4)
replacing terms according to the symmetry relations (2),
and using the additional equations of motion
−2i ∂tU?(t)−1 = H
(T − t
2
)
U?(t)
−1
+ U?(t)
−1H
(T + t
2
)
, (5a)
2i ∂tU?(t)
t = U?(t)
tH
(T + t
2
)t
+ H
(T − t
2
)t
U?(t)
t , (5b)
we see that
(TRS∗) : SU?(t)S−1 = (U?(t)−1)∗ , (6a)
(TRSt) : SU?(t)S
−1 = U?(t)t . (6b)
Therefore, we have
(TRS∗) : SUS−1 = (U−1)∗ , (7a)
(TRSt) : SUS−1 = U t (7b)
for the Floquet propagator U ≡ U(T ) = U?(T ).
The TRS relations (2) are somewhat too restrictive
for non-Hermitian systems, where we want to be able
to freely interpret the meaning of “gain” and “loss” in
relative terms. A simple modification suffices to achieve
that freedom, namely, we allow for a (time-dependent)
shift σ(t) ∈ C of the Hamiltonian
H(t) 7→ H(t) + σ(t) (8)
and demand that the modified TRS relations are invari-
ant under such shifts. Replacing H(t) by H(t) + σ(t) in
Eq. (2), these modified relations are obtained as
(TRS∗) : SH(t)S−1 = H(T − t)∗ + ξ∗(t) , (9a)
(TRSt) : SH(t)S−1 = H(T − t)t + ξt(t) , (9b)
with arbitrary complex valued functions ξ∗(t), ξt(t) ∈ C
that fulfill ξ∗(T − t) = −ξ∗(t)∗ and ξt(T − t) = −ξt(t).
These functions are related to the specific shift σ(t) in-
troduced in Eq. (8) through
(TRS∗) : ξ∗(t) = σ(t)− σ(T − t)∗ , (10a)
(TRSt) : ξt(t) = σ(t)− σ(T − t) . (10b)
If H(t) is modified by the shift in Eq. (8), the Floquet
propagator is modified as
U 7→ ΓU (11)
with the scalar factor
Γ = exp
(
− i
∫ T
0
σ(t) dt
)
. (12)
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2With this modification, the TRS relations for the Floquet
propagator read
(TRS∗) : SUS−1 = (ΓΓ∗U∗)−1 , (13a)
(TRSt) : SUS−1 = U t (13b)
in generalization of Eq. (7). Note that the scalar factor
Γ drops out of the TRSt relation.
Both the complex conjugation in TRS∗ and the trans-
position in TRSt map momentum k 7→ −k. Therefore,
the above relations give
(TRS∗) : SU(k, T )S−1 = (ΓΓ∗ U(−k, T )∗)−1 , (14a)
(TRSt) : SU(k, T )S−1 = U(−k, T )t . (14b)
for the Floquet-Bloch propagator U(k, T ) that depends
also on momentum k.
Thinking in term of the Floquet quasienergy ε = i log λ
to eigenvalue λ = e−iε of U , we have that Re ε is pre-
served but Im ε changes sign under the mapping λ 7→
(λ∗)−1. From this, we immediately obtain the rela-
tions on the spectrum of the Floquet-Bloch propagator
in Eq. (8) in the main text.
For a driving protocol with discrete steps k = 1, . . . , n,
where the propagator of each step is Uk = exp[−iHkδt]
for the time step δt = T/n, the above TRS relations can
be stated more explicitly. With a shift
Hk 7→ Hk + σk (15)
in the k-th step, and the associated scalar factor Γk =
e−iσkδt, we have
(TRS∗) : SUkS−1 = (ΓkΓ∗n−k+1 U
∗
n−k+1)
−1 , (16a)
(TRSt) : SUkS
−1 = (Γn−k+1/Γk)U tn−k+1 , (16b)
for the propagators Uk of each step. If we multiply these
equations for all n steps, we see again that the propaga-
tor U ≡ U(T ) = Un · · ·U1 of one period of the driving
protocol obeys the relations (13), now with Γ = Γ1 · · ·Γn.
II. EXPLICIT FORM OF THE
NON-HERMITIAN DRIVING PROTOCOL
In the general case, the six-step protocol has 6×2×22 =
48 complex parameters. Hermiticity reduces the number
to 24 real and 12 complex parameters, which have been
tabulated in Ref. [2] together with the constraints result-
ing from (fermionic or bosonic) TRS.
For the present study, we choose a restricted set of pa-
rameters, with two coupling parameters (J for diagonal
couplings and J ′ for horizontal couplings), two parame-
ters for uniform losses in the bulk (γr for red and γb for
blue sites) and individual losses for isolated boundary
sites (γ˘r, γ˘b for each boundary).
Specifically, the bulk Hamiltonian has the following
form, using a graphic notation that agrees with Fig. 3
in the main text:
Step 1: diagonal couplings( • ↙
↗ ◦
)
1
=
(
−iγr J
J −iγr
)
(17)
( • ↖
↘ ◦
)
1
=
(
−iγb J
J −iγb
)
(18)
Step 2: horizontal couplings( • ←
→ •
)
2
=
(
−iγh J ′
J ′ −iγh
)
(19)
( ◦ ←
→ ◦
)
2
=
(
−iγh J ′
J ′ −iγh
)
(20)
Step 3: diagonal couplings( • ↘
↖ ◦
)
3
=
(
−iγr J
J −iγr
)
(21)
( • ↗
↙ ◦
)
3
=
(
−iγb J
J −iγb
)
(22)
Step 4: diagonal couplings( • ↗
↙ ◦
)
4
=
(
−iγr J
J −iγr
)
(23)
( • ↘
↖ ◦
)
4
=
(
−iγb J
J −iγb
)
(24)
Step 5: horizontal couplings( • ←
→ •
)
5
=
(
−iγh −J ′
−J ′ −iγh
)
(25)
( ◦ ←
→ ◦
)
5
=
(
−iγh −J ′
−J ′ −iγh
)
(26)
Step 6: diagonal couplings( • ↖
↘ ◦
)
6
=
(
−iγr J
J −iγr
)
(27)
( • ↙
↗ ◦
)
6
=
(
−iγb J
J −iγb
)
(28)
3A
B
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FIG. 1. Sketch of an imperfect “bottom boundary”.
For consistency, we have included losses γh also for
the horizontal steps 2 and 5. Since these affect all sites
equally, they can be absorbed in the shift H(t) + σ(t) of
the Hamiltonian, and are thus redundant.
Isolated boundary sites, i.e., lattice sites that are not
coupled in one step of the driving protocol, incur individ-
ual losses specified by the parameters γ˘r and γ˘b for red
and blue sites. Isolated sites occur only at boundaries,
and the set of isolated sites changes during the six steps
of the protocol. In the situation of Fig. 1, which shows an
imperfect “bottom” boundary in generalization of Fig. 4
in the main text, the “filled red” site A is isolated in steps
4 and 6, and the “hollow blue” site B is isolated only in
step 4. This statement about lattice sites should not be
confused with a statement about states starting at the
respective site. A state starting at site A is a boundary
state that (at perfect coupling) moves to site 1 and 2 in
one and two cycles of the driving protocol. A state start-
ing at site B is a bulk state that (still at perfect coupling)
returns to site B in every cycle of the protocol.
Note that with TRS, a boundary has to be compatible
with the symmetry operator S = σˆy ⊗ σˆy introduced in
Fig. 3 in the main text. For example, if a “filled red” site
is included also the “filled blue” site to the right must
be included, as indicated by the grey ovals in Fig. 1.
This implies that in steps 2 and 5, all boundary sites are
coupled through the horizontal couplings ±J ′, such that
individual losses do not occur.
In principle, the individual losses can differ for each iso-
lated boundary site, restricted only by the corresponding
TRS constraints. In the present study, we only consider
the possibility of different losses on different boundaries.
III. PARAMETER CONSTRAINTS FROM TRS
The constraints on parameter values resulting from
TRS can be obtained along the lines of Ref. [2], extended
to the non-Hermitian case. For example, using the graph-
ical notation of the previous section to denote the cou-
pling parameters, we have with the symmetry operator
S = σˆy ⊗ σˆy that
S
( • ↙
↗ ◦
)
1
S−1 =
( • ↙
↗ ◦
)
TRS
=
( • ↙
↗ ◦
)
6
(29)
relating the parameters of “red” diagonal couplings in
step 1 to the “blue” diagonal couplings in step 6, but
S
( • ←
→ •
)
2
S−1 =
( • −(→)
−(←) •
)
TRS
=
( • ←
→ •
)
5
,
(30)
which explains the minus sign between the horizontal
couplings ±J ′ in step 2 and step 5.
From these transformations it is straightforward to ob-
tain the constraints required for TRS. In the general case,
say with ( • ↙
↗ ◦
)
1
=
(
Ar1 Br1
Cr1 Dr1
)
(31)
for the diagonal coupling of red sites in step 1 and( • ↙
↗ ◦
)
6
=
(
Ab6 Bb6
Cb6 Db6
)
(32)
for the diagonal coupling of blue sites in step 6, the TRS
constraints on the eight parameters Ar1, . . . , Db6 are
(TRS∗) : Ar1 = A∗b6 + σ1 − σ∗6 , Br1 = B∗b6 , (33a)
Cr1 = C
∗
b6 , Dr1 = D
∗
b6 + σ1 − σ∗6 , (33b)
(TRSt) : Ar1 = Ab6 + σ1 − σ6 , Br1 = Cb6 , (33c)
Cr1 = Bb6 , Dr1 = Db6 + σ1 − σ6 . (33d)
On the other hand, with( • ←
→ •
)
2
=
(
Af2 Bf2
Cf2 Df2
)
(34)
for the horizontal coupling of the filled sites in step 2 and( • ←
→ •
)
5
=
(
Af5 Bf5
Cf5 Df5
)
(35)
for the horizontal coupling of the filled sites in step 5, the
TRS constraints are
(TRS∗) : Af2 = A∗f5 + σ2 − σ∗5 , Bf2 = −C∗f5 , (36a)
Cf2 = −B∗f6 , Df2 = D∗f5 + σ2 − σ∗5 , (36b)
(TRSt) : Af2 = Af5 + σ2 − σ5 , Bf2 = −Bf5 , (36c)
Cf2 = −Cf5 , Df2 = Df5 + σ2 − σ5 . (36d)
Analogous constraints are obtained for all other pa-
rameters. In total, TRS introduces 24 constraints on the
48 complex parameters of the general protocol. For the
Hermitian protocol, this number reduces to exactly the
12 + 6 constraints for the 24 + 12 real and complex pa-
rameters that have been listed in Ref. [2].
For the restricted set of parameters in Eqs. (17)–(28)
used in the present study, where Ar1 = −iγr, Br1 =
J etc., we immediately identify the TRS constraints in
Eq. (5) in the main text.
4IV. DETUNINGS AND DISORDER
With the minimal set of parameters used for the non-
Hermitian driving protocol in the present study, diag-
onal (i.e., on-site) terms in the Hamiltonian arise from
losses and are purely imaginary, e.g., −iγr,−iγb as listed
in Eqs. (17)–(28). For Figs. 5, 6 we add real diagonal
terms to the Hamiltonian that account for local poten-
tials or fields. In a photonic waveguide system, these
terms account for detunings that arise from variations in
the optical path length of the different waveguides.
In the translational invariant situation, we have four
parameters ∆, . . . ,∆′′′ ∈ R corresponding to the four
different types of sites. Graphically, we may write the
detuning term as( ◦ ◦
• •
)
=
(
∆′ ∆′′′
∆ ∆′′
)
. (37)
In general, the detunings can differ in each step of the
protocol, but for the purposes of Figs. 5, 6 it suffices to
consider only constant detunings.
Constraints are required to preserve TRS. Here, the
symmetry operator S gives (cf. Fig. 3)
S
( ◦ ◦
• •
)
S−1 =
( ◦ ◦
• •
)
TRS
=
( ◦ ◦
• •
)
. (38)
Since the detunings are real, TRS∗ and TRSt give the
same constraints ∆ = ∆′′ and ∆′ = ∆′′′. In other words,
TRS preserving detunings have the form( ◦ ◦
• •
)
=
(
∆′ ∆′
∆ ∆
)
, (39)
with only two parameters ∆,∆′ ∈ R.
In Fig. 5 in the main text, detunings( ◦ ◦
• •
)
=
( −∆ ∆
∆ −∆
)
(40)
with ∆ = 0.5 are used to break TRSt or TRS∗.
For the real-space propagation in panels (E), (F) in
Fig. 6 in the main text, disorder is included through de-
tunings where the parameters ∆, . . . ,∆′′′ fluctuate ran-
domly in dependence on the lattice site. We choose the
parameters from a uniform probability distribution in the
interval [−δ, δ], with δ = 0.2, and independently on each
site. This gives the TRS-breaking disorder used in the
upper half of panels (E), (F). To preserve TRS we assign
the same detuning to the two sites in a pair ( ◦ ◦ ) or ( • • )
that is mapped onto itself by the symmetry operator S,
thus respecting the constraints ∆ = ∆′′ and ∆′ = ∆′′′
locally. This gives the TRS-preserving disorder used in
the lower half of panels (E), (F).
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