In this work we consider a problem of scheduling preemptable, independent jobs, characterized by the fact that their processing speeds depend on the amounts of a continuous, renewable resource allocated to jobs at a time. Jobs are scheduled on parallel, identical machines, with the criterion of minimization of the schedule length. Since two categories of resources occur in the problem: discrete (set of machines) and continuous, it is generally called a discrete-continuous scheduling problem. The model studied in this paper allows the total available amount of the continuous resource to vary over time, which is a practically important generalization that has not been considered yet for discrete-continuous scheduling problems. For this model we give some properties of optimal schedules on a basis of which we propose a general methodology for solving the considered class of problems. The methodology uses a two-phase approach in which, firstly, an assignment of machines to jobs is defined and, secondly, for this assignment an optimal continuous resource allocation is found by solving an appropriate mathematical programming problem. In the approach various cases are considered, following from assumptions made on the form of the processing speed functions of jobs. For each case an iterative algorithm is designed, leading to an optimal solution in a finite number of steps.
Introduction
In the classical scheduling problems it is assumed that resources can be assigned to jobs in amounts from a given finite set only (i.e., in discrete numbers of units). Such resources are called discrete (or discretely divisible). However, in many practical situations resources can be allotted to jobs in arbitrary numbers from a given interval (i.e., in real numbers). Such resources are called continuous (or continuously divisible). Situations of this type occur when, e.g., jobs are processed by parallel processing units driven by a common (electric, pneumatic, hydraulic) power source, like the frequently supplied grinding or mixing machines, electrolytic tanks, or refueling terminals. More recently, the so-called power (or energy) aware scheduling problems have been considered, where a set of processors is a discrete resource and power (energy) is a continuous resource (see, e.g., Różycki and Węglarz, 2012) .
In general, two job processing models appear in * Corresponding author the literature. In the first model, the processing time vs. resource amount, the job duration is a function of the amount of a continuous resource allotted to this job. This model is a straightforward generalization of the well-known discrete time-resource tradeoff model. It is implicitly assumed that the resource amount allocated to a job does not change during its execution. In the second model, the processing speed vs. resource amount, the processing speed of a job is a function of the amount of a continuous resource allotted to this job at a time. In this case, the amount of the continuous resource allotted to a job may change during its execution. From between the two above-mentioned models, the processing speed vs. resource amount model is more natural in the majority of practical situations, since it reflects directly the temporary nature of renewable resources. As examples, functions like rotational speed vs. electric current, or progress speed vs. the number of primary memory pages allotted to a program can be given. Moreover, the processing speed vs. resource amount model allows performing a deeper analysis of the properties of optimal schedules, and can even lead to analytical results in some cases. Because of that, it is sometimes reasonable to treat a discrete resource as a continuous one in order to use this model. Such an approach may be applied when there are sufficiently many allotments of the discrete resource for processing a job, e.g., in scalable or massively parallel processor systems. Discrete-continuous scheduling problems arise when jobs simultaneously require discrete and continuous resources for their executions. Machine scheduling problems of this type were considered, e.g., by Gorczyca and Janiak (2010) or Janiak (1991) , whereas project scheduling problems were discussed by Kis (2005) , Leachman (1983) , Leachman et al. (1990) or Waligóra (2011; 2014) . In this paper we consider a problem of scheduling preemptable, independent jobs on parallel, identical machines under an additional, continuous, renewable resource to minimize the schedule length (or the makespan). However, in all the previous works it was assumed that the availability of the continuous resource did not depend on time, i.e., the total amount of the resource available at a time was constant. In this paper we consider a generalization of those problems, and assume that the total available amount of the continuous resource periodically varies over time. The length of each resource availability period, as well as the amount (nonnegative and constant) of the resource available in the period, is known in advance. Practical motivations for considering such a problem can be very easily found in real life. These are situations where, e.g., the continuous resource is power, and the delivery of the power source varies over time. For example, we can imagine a farm of multicore processor systems driven by a power source supported by an additional solar battery. During sunny periods the delivery of such a power source will be much higher than during cloudy hours. Furthermore, changes in the amount of power taken by a single processor can be forced for thermal reasons. In order to reduce the risk of overheating a processor of the VSP (variable speed processor) type, the frequency of its clock is periodically changed, which results in a varying amount of power taken by the processor. If such a processor is fully loaded, the power changes necessary for thermal reasons can be predicted and taken into account in algorithms for scheduling computational tasks. Similar examples concerning varying availability of a continuous resource can be given from other areas as well. The defined problem was first considered by Kis (2005) , but only for convex processing speed functions of activities.
The paper is organized as follows. In Section 2 we recall the most important results concerning the problem of allocating a continuous, renewable resource among independent jobs to minimize the makespan in the absence of limited discrete resources. The section reports the basic results for the continuous resource allocation problem obtained for two classes of the processing speed functions of jobs: convex and concave functions. Section 3 contains the mathematical formulation of the problem under consideration. In Section 4 we recall the results for the case of constant continuous resource amount, whereas in Section 5 we formulate the general methodology underlying the approaches proposed in this paper. Section 6 is devoted to the case of convex processing speed functions. We show that in this case the number of machines in the problem considered is of no importance, and we give an exact polynomial algorithm for finding optimal schedules. In Section 7 we focus on the case of concave processing speed functions. Within this case we distinguish between situations when the number of jobs is not greater than that of machines (Section 7.1), and when there are more jobs than machines (Section 7.2). In both cases we present exact algorithms for finding optimal schedules, in which nonlinear mathematical programming (NLP) problems have to be solved. Some conclusions and directions for future research are given in Section 8.
Continuous resource allocation
In this section we recall very briefly the main theoretical results concerning the case when a continuous, renewable resource is the only limited resource, and discrete resources are unlimited.
We assume that n independent jobs with equal ready times, each characterized by the processing speed vs. resource amount function, are to be scheduled to minimize the makespan. One continuous, renewable resource is available. The availability of the resource over time is constant and, without loss of generality, we assume that its total available amount is equal to 1. The resource can be allotted to jobs in (arbitrary) amounts from the interval [0, 1]. The amount (unknown in advance) of the continuous resource allotted to job i, i = 1, 2, . . . , n, at time t is denoted by u i (t), and n i=1 u i (t) ≤ 1 for any t. The resource amount u i (t) determines the processing speed of job i, which is described by the following equation:ẋ
where x i (t) is the state of job i at time t; f i is the processing speed function of job i, continuous, increasing, and such that f i (0) = 0; u i (t) is the continuous resource amount allotted to job i at time t; C i is the completion time (unknown in advance) of job i; w i is the size (final state) of job i. State x i (t) of job i at time t is an objective measure of work related to the processing of job i up to time t. It may denote, e.g., the number of man-hours already spent on processing job i, the volume (in cubic meters) of a 695 constructed building, the number of standard instructions in processing computer program i, etc.
In this case, the problem is to find an allocation of the continuous resource to jobs that minimizes the makespan. The continuous resource allocation is defined by a piecewise continuous, nonnegative vector function
For simplicity, C max = max i=1,...,n C i will be denoted by T throughout the remainder of the paper. The following result, proved by Węglarz (1976) , is fundamental for the continuous resource allocation problem.
Theorem 1. The minimum makespan T
* as a function of sizes of jobs w = (w 1 , w 2 , . . . , w n ) is given by
where co V is the convex hull of V , and set V is defined as
where T * (w) is always a convex function. Now, let us stress that, since the processing speed functions of jobs are increasing, it is always profitable to use the total available amount of the continuous resource at any time in order to shorten the schedule. We will formulate this property as follows.
Property 1.
In the continuous resource allocation problem, to minimize the makespan, the total available amount of the continuous resource is used at any time in an optimal schedule. Two corollaries following directly from Theorem 1 use the above property (Węglarz, 1976 
where T * is the unique positive root of the equation
Let us also formulate the following property as an immediate consequence of Property 1.
Property 2.
In the continuous resource allocation problem, to minimize the makespan at least one job is processed at any time in an optimal schedule. Property 2 predicates that there are no idle times (i.e., moments when the continuous resource is not used by any job) in an optimal schedule, unless different ready times of jobs constrain the possible moments of starting the jobs.
Finally, the following property is a succession of Corollary 2.
Property 3.
In the continuous resource allocation problem, to minimize the makespan with concave processing rate functions of jobs, in an optimal schedule all jobs are finished at the same time.
It is easy to see that the optimum makespan T * calculated from Eqn. (4) is common for all jobs processed in parallel, as it is used in (3) for calculating the optimal continuous resource amounts. In other words, each job is finished at the same moment T * . Properties 1-3 will be used in the approaches proposed further on in the paper.
Let us now comment briefly on Corollaries 1 and 2. Firstly, Corollary 1 holds, in fact, for all functions fulfilling the condition f i ≤ c i u i , c i = f i (1), i = 1, 2, . . . , n, i.e., functions no greater than a linear one. In the sequel, the results obtained for convex functions are true for all functions fulfilling the above condition.
Secondly, Corollary 2 identifies very important cases in which an optimal resource allocation can be found in an efficient way. Generally speaking, these are the cases when Eqn. (4) can be solved analytically. From among them the ones in which Eqn. (4) is an algebraic equation of order ≤ 4 are of special importance. This is, for example, the case of power processing speed functions of the form
where α i ∈ {1, 2, 3, 4}, and i = 1, 2, . . . , n.
Using these functions, we can model job processing speeds in a variety of practical problems.
It should also be noticed that in both of the above corollaries preemptability of jobs is of no importance. In Corollary 1 jobs are processed sequentially, each of them using the total available amount of the continuous resource. In Corollary 2 jobs are processed using constant resource amounts (given by Eqn. (3)) from their start to their completion. As a result, allowing job preemptions does not affect optimal schedules. In the remainder of the paper we deal with preemptable jobs; however, nonpreemptable ones can be considered as well.
Problem formulation
We consider a discrete-continuous scheduling problem of n preemptable, independent jobs with equal ready times on m parallel, identical machines to minimize the makespan. Each job from set J, |J| = n, simultaneously requires for its processing a machine from set M , |M | = m, (the discrete resource) and an amount (unknown in advance) u i (t) of an additional continuous, renewable resource. The processing speed of job i is described by Eqn. (1). However, the important difference to the model presented in Section 2 is that now the assumption n i=1 u i (t) ≤ 1 for any t is no longer valid. Instead, a number H c of cyclically repeating periods is given, and each of them will be called a resource availability period (RAP).
Definition 1.
A resource availability period (RAP) is a period in which the continuous resource amount remains constant.
The h-th RAP, h = 1, 2, . . . , H c , will be denoted by RAP h , and for each RAP h its length Δ h and the amount U h > 0 of the continuous resource available and constant within this RAP are known. Without loss of generality we assume that U h−1 = U h , h = 2, 3, . . . , H c , otherwise it is always possible to merge the RAPs not fulfilling this condition. The problem is to find a sequence of jobs on machines and, simultaneously, a continuous resource allocation that minimize the makespan T = max i=1,...,n C i . Solving the problem, we simultaneously find a minimal number H of RAPs in which all jobs from set J can be completed. Notice that either all n jobs can be executed within the first cycle, or it may be necessary to execute some jobs in more than H c RAPs.
Notation used for the problem considered is presented in Table 1 .
Methodology for a constant resource amount
Before we pass on to the case of the problem formulated in Section 3, we will first present the methodology developed for the problem of scheduling n preemptable, independent jobs on m parallel, identical machines to minimize the makespan under a constant amount of the continuous resource, i.e., n i=1 u i (t) = 1 for any t. The fundamental difference in comparison with the results presented in Section 2 is, obviously, that now an additional discrete resource appears, which is a set of identical machines. As mentioned in Section 1, simultaneous presence of discrete and continuous resources leads to discrete-continuous scheduling problems.
In the methodology for solving discrete-continuous scheduling problems the two-phase approach has been widely used. It consists in (i) defining an assignment of machines to jobs in the first phase and (ii) finding an optimal continuous resource allocation among jobs under the assignment made in (i). Let us first comment how the assignment (i) is defined.
Notice that each schedule may be divided into intervals in which the continuous resource allocation remains constant. Each change in the resource allocation starts a new interval. Then it is possible to define combinations of jobs processed in parallel in consecutive intervals. A sequence of such combinations defines the assignment corresponding to the schedule considered. Feasibility of the sequence requires that (a) each job appear in at least one combination, and (b) the number of jobs in a combination do not exceed m (the number of machines).
Next, if we allocate optimally the continuous resource for a given sequence constructed in the first phase, we will obtain a minimal-length schedule for this particular sequence in the second phase. In consequence, the problem is to find a sequence leading to a globally optimal schedule. We will call it the base sequence.
Definition 2.
A base sequence is a finite sequence of combinations of jobs that leads to an optimal schedule under an optimal continuous resource allocation.
Thus, in order to solve optimally the problem considered, we have to, firstly, define the form of the base sequence and, secondly, determine the way of allocating the continuous resource optimally among jobs in the sequence. Let us first comment on the form of the base sequence. Notice that since we have preemptable jobs, in general it is sufficient to consider a maximal base sequence Smax composed of s = n m m-element combinations of jobs. Such a sequence exhausts all possible assignments of m (identical) machines to n jobs, and therefore guarantees finding an optimal assignment. Each feasible schedule can be generated by using the maximal sequence.
Definition 3.
A maximal sequence Smax is a sequence composed of all s = n m m-element combinations without repetitions from among n jobs.
We will represent sequences of combinations in a form of vectors since, in a general case, the position of a combination in a sequence is important. For instance, the maximal sequence Smax for a sample problem with n = 4 and m = 3 can be represented as
However, in the problem considered, since preemptable jobs are scheduled on identical machines, the order of combinations in the sequence, as well as the order of jobs in a particular combination, does not matter. Now, for the maximal sequence Smax, an optimal continuous resource allocation can be found. It requires, in general, a solution of a mathematical programming (MP) problem. However, we will show in the next two subsections that both the form of the maximal sequence and the optimal continuous resource allocation may be simplified in some special cases.
Convex processing speed functions.
Based on Corollary 1, it is easy to see that in this case the makespan is minimized by sequential processing of all jobs on one machine, where each job uses the total available amount of the continuous resource. As a consequence, m − 1 machines remain idle. Obviously, the jobs may or may not be preempted-this will not affect the schedule length unless there are idle times on the assigned machine. However, since preemptions cannot improve the schedule, it is reasonable not to take them into account. As a result, a special sequence, being a simplification of the maximal sequence Smax, will be used to represent an assignment of one machine to n jobs. It is simply a sequence of n one-element combinations, and will be denoted by Sn (see Fig. 1 ). Such a structure will be a base sequence in the case of convex processing speed functions. Now, let us notice that, if the continuous resource amount allotted to job i does not change over the whole time of its execution, i.e., u i (t) = u i for every t, we can write Eqn.
(1) at the moment of completion of job i as
where p i is the processing time of job i, and, in consequence
Since in the case considered u i = 1 for each job i, i = 1, 2, . . . , n, Eqn. (6) can be rewritten as
and the length of the optimal schedule can easily be calculated as
Thus, for convex processing speed functions of jobs the problem is trivial since any schedule in which jobs are processed one after another in an arbitrary order, each of them using the total amount of the continuous resource, is optimal. The optimum makespan can be easily calculated from Eqn. (8).
It is also easy to see that in this case the number of machines is of no importance. The same sequential schedule leads to an optimum makespan in the absence (Corollary 1) or in the presence of any number of machines.
Concave processing speed functions.
Based on Corollary 2, it is known that in this case parallel execution of jobs leads to optimal schedules. However, since a parallel assignment of machines to jobs can be restricted by the number of machines, we have to distinguish two cases: n ≤ m and n > m. In the first case the number of jobs does not exceed that of machines, and therefore all (a) (b) Fig. 2 . Base sequence S1 = [{1, 2, 3, 4}] for n = 4, m ≥ 4, and two sample optimal schedules for different problem instances.
jobs can be performed in parallel. It is not possible in the second case, where only m out of n jobs can be scheduled in the first step, and n − m jobs have to initially wait for machines. Since these two cases result in two completely different methodologies, we will discuss them in separate sections.
4.2.1.
Case of n ≤ m. As mentioned above, in this case all jobs can be performed in parallel, and the set of machines does not constitute any restriction. In consequence, the result presented in Corollary 2 can be implicitly applied, as if discrete resources were unlimited. Obviously, analogically as in Section 4.1, preemptions cannot improve the schedule and will not be taken into account. Consequently, the base sequence for this case is another special sequence being a simplification of Smax. It is simply one combination containing all jobs, denoted further by S1 (see Fig. 2 ). The optimum makespan can be calculated directly from Eqn. (4).
Case of n > m.
In this case the number of machines restricts parallel assignments of machines to jobs, and a special methodology has to be developed. The base sequence in this case is the maximal sequence Smax defined in Section 4. For this maximal sequence we look for a division of the sizes of jobs among combinations of the sequence that leads to optimum. More precisely, size w i of each job i, i = 1, 2, . . . , n, has to be divided into parts w ik ≥ 0 (unknown in advance) corresponding to particular time intervals (combinations), i.e., w ik is part of job i processed in the interval associated with combination Z k , k = 1, 2, . . . , s. Such a division of sizes of jobs among successive intervals (combinations) is called a size division (see Fig. 3 ). The number of such divisions is, in general, infinite. Note that approaches based on searching for an optimal division of sizes (or processing times) of jobs in a schedule are often used to solve classical problems of scheduling preemptable jobs (Błażewicz et al., 2007) . Now, an NLP problem can be formulated finding an optimal size division for the maximal sequence Smax, i.e., a division that leads to a schedule of the minimal length from among all schedules generated by Smax. In the problem the sum of the minimum-length intervals generated by consecutive combinations in Smax, as functions of the vector w k = {w ik } i∈Z k , is minimized subject to the constraints that each activity has to be completed. Let T * k (w k ) be the minimal length of the part of the schedule generated by Z k ∈ Smax, and let K i be the set of all indices of Z k 's such that i ∈ Z k . The following NLP problem finds an optimal size division (and, in consequence, an optimal continuous resource allocation) for the maximal sequence Smax.
Problem PP. Mimimize
subject to
where s = n m and T * k (w k ) is the unique positive root of the equation
if ∀ i∈Z k w ik > 0 or is equal to 0 otherwise.
The makespan T is calculated in (9) as the sum of the lengths of all the intervals of the schedule. The constraints (10) correspond to the condition of executing each job in its full size, whereas constraints (11) ensure that the w ik 's are nonnegative. The condition (12) allows calculating the minimal length of the k-th interval following from an optimal continuous resource allocation. The equation in (12) is an adaptation of Eqn. (4) to a single combination Z k . It can be solved analytically for some important cases, as discussed in Section 2. Notice that this equation may be applied only if at least one w ik is positive; otherwise, no part of any job is being executed in the k-th interval and the length of the interval is equal to zero. Concluding, for concave processing speed functions of jobs and n > m, the approach consists of two steps:
• generating the maximal sequence Smax, and
• solving Problem PP for sequence Smax.
Let us finally stress that the relatively simple approaches presented in Section 4.1 and 4.2 can only be applied for the case with a constant amount of the continuous resource. When the resource amount varies over time, as described in Section 3, a new methodology has to be developed, which will be discussed in the next section.
Approach for a varying continuous resource amount
As mentioned in Section 4, a new methodology has to be proposed for the case when the available continuous resource amount varies over time. Developing the methodology is the main goal and contribution of this paper. However, the results presented in Section 4 for the constant continuous resource amount will be the foundation of the analyses carried out through the remainder of the paper. Let us say again that, if it is known how to find an optimal schedule for a given base sequence, the problem boils down to looking for such a sequence that leads to a globally optimal solution. Base sequences of defined lengths guaranteeing finding optimal schedules are known a priori for some cases of discrete-continuous scheduling problems under a fixed (constant in time) continuous resource amount, as discussed in Section 4. Unfortunately, for the problem considered in this paper base sequences of finite length are not known in advance; however, they can be generated by some iterative procedures proposed in the following sections. The presented iterative approach to solving the problem is a general one; some differences in implementing the approach for particular special cases of the problem follow from a proper adjustment of the form of the base sequence and the formulation of the relevant MP problem. A common feature of the presented algorithms is the property that the total number of iterations, as well as the final length of the base sequence, depend on the problem instance.
The general idea underlying each of the proposed algorithms is similar. At the start (in the first iteration) an algorithm attempts to find an optimal schedule for a given base sequence and the amount U 1 of the continuous resource defined in RAP 1 . If the length of the schedule found is not longer than the length Δ 1 of RAP 1 , it may be considered optimal and the procedure stops. Otherwise, one of the following two situations occurs:
• the obtained schedule is infeasible since at a time the amount of the continuous resource used is greater than its total available amount (Fig. 4) , or
• the obtained schedule is feasible but not optimal since at a time some amount of the continuous resource remains unused (Fig. 5 ).
If one of the above situations occurs, it is necessary to solve an MP problem in which it is assumed that the schedule is processed in two RAPs (RAP 1 and RAP 2 ). In the formulation of the problem one has to take into total amount of the continuous resource used in the schedule Fig. 4 . Infeasible schedule due to excessive use of the resource in RAP2.
account that the processing of particular jobs may be now divided into two RAPs. Consequently, one has to consider a longer sequence of combinations, in this particular case a sequence being a concatenation of two base sequences. Generally, such a sequence, being a concatenation of a finite number of base sequences, will be called a multisequence.
Definition 4.
A multi-sequence is a concatenation of a finite number of base sequences.
Such a multi-sequence will be represented as a vector of base sequences, i.e., in a general case, as a vector of vectors of combinations (see Section 4). For example, a multi-sequence being a concatenation of three maximal sequences Smax for n = 3 and m = 2 will take the form
In order to generate multi-sequences of the desired form, we will use a concatenation operator ⊕. For example, the above sequence S can be obtained as
Now, if the solution of the formulated MP problem generates a schedule no longer than the sum of the lengths of the two RAPs considered (i.e. Δ 1 + Δ 2 ), the schedule is optimal. Otherwise, one has to consider the possibility of realizing the schedule in three RAPs, etc. It is easy to show that the discussed procedure always ends in a finite number of iterations; however, in each iteration both the number of variables and the number of constraints in the formulated MP problem grow.
Convex processing speed functions
As discussed in Section 4.1, for convex processing speed functions (already considered by Kis (2005)) total amount of the continuous resource used in the schedule in a makespan-optimal schedule jobs are processed sequentially, each of them using the total available amount of the continuous resource. Since in the problem considered a schedule is divided into parts according to the RAPs, the following issues should be stressed:
• parts of jobs in consecutive RAPs are processed sequentially with no idle times (see Property 2),
• each part of a job uses the total amount of the continuous resource available in the RAP it is executed in (Property 1),
• the order of processing parts of jobs in a RAP is arbitrary (jobs are independent).
It is known from Section 4.1 that the base sequence for this case is a sequence of n one-element combinations of jobs, i.e., sequence Sn. As a result, the multi-sequence considered here will be a concatenation of such base sequences. Before presenting the algorithm, let us yet briefly discuss the notation used. In Section 4 variable w ik was introduced, as part of job i processed in the interval associated with combination Z k . However, in that case the amount of the continuous resource was constant over the entire schedule. Now, we have to distinguish parts of jobs processed in successive RAPs, since the amount of the continuous resource changes from one RAP to another.
Consequently, we introduce a variable w ih which denotes a part of job i processed in RAP h . Additionally, T h , h = 1, 2, . . . , H, denotes the length of the schedule within RAP h . Notice that, if the schedule cannot be completed in RAP h , then T h is simply equal to Δ h . In consequence, the objective in the MP problem of Algorithm 1 presented below is the minimization of T H , since the length of the schedule within the first H − 1 RAPs is known in advance as
It is easy to see that in this case the formulated MP problem is a linear
and STOP; OTHERWISE: GOTO 2;
The idea of the presented Algorithm 1 is illustrated in Fig. 6 . In each iteration (denoted by the value of parameter H) an optimal schedule is attempted to be constructed in a given number of RAPs. The algorithm starts with trying to schedule all jobs in RAP 1 (H = 1). The multi-sequence S is now equal to sequence Sn. Equation (13) in Step 3 is a modification of Eqn. (8), and allows finding the optimal length T * 1 of the schedule under the amount U 1 of the continuous resource available within RAP 1 . This equation is only solved once (for H = 1). Then in
Step 4 it is determined if the obtained schedule length T * 1 is not greater than Δ 1 (condition (18)). If this is the case, it means that all n jobs can be executed within RAP 1 . In consequence, the optimal makespan is equal to the one calculated by Eqn. (13), and the algorithm stops. Otherwise, an optimal schedule requires more than one RAP to be processed. Thus, the algorithm goes back to
Step 2, where the number of RAPs is increased by one, and now H = 2. The multi-sequence S becomes a concatenation of two sequences Sn since it is assumed that each job (or its part) may be processed in both RAP 1 and RAP 2 . Consequently, a linear programming problem LP1 is solved which finds an optimal division of sizes of jobs among both the RAPs. It is natural that in RAP 1 , . . . , RAP H−1 there is no idle time (Property 2), and therefore the conditions (14) are formulated in the form of equalities. The equalities (15) ensure that all the jobs are completed in the schedule built on the basis of the solution of Problem LP1, whereas the conditions (16) assure that all job parts are nonnegative. Equation (17) is an adaptation of Eqn. (13) to a single RAP h . The schedule is feasible (and also optimal) if the length of its last part (related to RAP H ) is not longer than Δ H . It is checked in Step 4 (condition (18)). If the obtained schedule is feasible, its optimal length is calculated by Eqn. (19), and the algorithm stops. Otherwise, the number of RAPs is incremented by one, and the procedure is repeated.
Let us emphasize that variables w ih are unknowns in Problem LP1, while variables T h are only auxiliary and can be calculated knowing the values of w ih 's. Thus, Problem LP1 finds an optimal size division of jobs among all RAPs, i.e., a division leading to an optimal schedule, and, as a result, a minimal schedule length. The complexity of Algorithm 1 is polynomial since an LP problem is solved in Step 3 (Karmarkar, 1984) . The number of variables in the formulated Problem LP1 is equal to H · n and grows linearly with each iteration of the algorithm.
Concave processing speed functions
As discussed in Section 4.2, for concave processing speed functions jobs should be executed in parallel, and therefore two cases n ≤ m and n > m, have to be analyzed separately.
7.1.
Case of n ≤ m. In contrast to the results presented in Section 4.2.1, now a schedule is divided into parts according to the RAPs. Consequently, the following Fig. 6 . Example of a potentially optimal schedule for convex processing speed functions and S = [[{1}, {2}, . . . , {n}] , [{1}, {2}, . . . , {n}], . . . , [{1}, {2}, . . . , {n}] ].
issues should be addressed:
• parts of all jobs in consecutive RAPs are processed in parallel on n machines (m − n machines remain idle) with no idle times (see Property 2),
• the job parts in any RAP start and finish at the same moment (Property 3),
• all job parts processed in parallel at any moment use the total amount of the continuous resource available in the RAP they are executed (in Property 1).
It is known from Section 4.2.1 that the base sequence for this case is just one combination containing all jobs, i.e., sequence S1. As a result, the multi-sequence considered here will be a concatenation of such base sequences. Figure 7 presents the idea of Algorithm 2 for the case considered, which is quite similar to the idea underlying Algorithm 1 discussed in Section 6. The substantial differences are the form of the base sequence which, in this case, is sequence S1, and the form of the equation finding an optimal length of a parallel (rather than sequential) schedule. In Algorithm 2 we use the same notation as in Algorithm 1. Algorithm 2 operates similarly to Algorithm 1. However, Eqn. (20) differs from Eqn. (13) since it allows calculating an optimal length of a parallel schedule, and therefore it is a modification of Eqn. (4). Then, the objective function, as well as the constraints (21)- (23), in Problem NLP1 are identical as in Problem LP1. The condition (24) is different from Eqn. (17) since, as previously, it concerns calculating an optimal length of a parallel schedule, and therefore it is an adaptation of condition (12) to a single RAP h . Notice that, since the equation in the condition (24) is nonlinear, the formulated MP problem is not linear anymore. The conditions (25) and (26) are, again, identical as in Algorithm 1.
The complexity of Algorithm 2 cannot be established in terms of combinatorial optimization since an NLP problem has to be solved in Step 3. Nevertheless, it is worth noting that the number of variables equal to H ·n, as well as the number of constraints equal to (H ·n+H +n), in Problem NLP1 grow linearly with each iteration of Algorithm 2.
7.2.
Case of n > m. As already known from Sect. 4.2.2, this case is computationally the most difficult one from among the cases considered in this paper. Although it allows applying an iterative approach similar to the previous ones, now an assignment of machines to jobs is defined by a multi-sequence composed of a number (nonzero and unknown in advance) of maximal sequences, each of them containing s = n m combinations of jobs. Such an extended multi-sequence requires generalized notation in order to properly define parameters of a schedule. Below we present the notation generalizing the one used in Sections 6 and 7.1:
Z hk : k-th combination of the h-th maximal sequence Smax (corresponding to RAP h ) in multi-sequence S, K ih : set of indices of combinations of the h-th maximal sequence (corresponding to RAP h ) in multi-sequence S that contain job i, w ihk : part of job i to be executed in the interval corresponding to combination Z hk ,
T hk : length of interval corresponding to combination Z hk (known only after allocation of the continuous resource).
The above qualities are illustrated in Fig. 8 . Algorithm 3 presented below is based on the same idea underlying Algorithms 1 and 2. In this case, however, the algorithm starts from a solution of Problem PP 
As was the case for Algorithm 2, also the complexity of Algorithm 3 cannot be established in terms of combinatorial optimization because of the presence of Problem NLP2 solved in Step 3. However, it can be stated that the number of variables in NLP2 is equal to H · n · n m , whereas the number of constraints is equal to (H · n · n m + H + n). Both these numbers grow linearly with each iteration of Algorithm 3.
Conclusions
In this paper a problem of scheduling preemptable, independent jobs on parallel, identical machines under an additional continuous, renewable resource to minimize the schedule length has been considered. Such problems where jobs simultaneously require for their execution discrete and continuous resources are generally called discrete-continuous scheduling problems. In all previous works in that field it was assumed that the total amount of the continuous resource available at a time was constant. In this paper we have relaxed this assumption, and allowed the total available amount of the continuous resource to periodically vary over time. The lengths of the resource availability periods, as well as the amounts (nonnegative and constant) of the resource in each period, are known in advance. It is an important generalization from the practical point of view.
For the problem considered we have presented three exact iterative algorithms based on the general methodology developed for the problem and discussed in the paper. The first one, named Algorithm 1, has been designed for convex processing speed functions of jobs. In Algorithm 1 an LP problem has to be solved, and therefore the complexity of the algorithm is polynomial. The second algorithm (Algorithm 2) has been constructed for the case of concave processing speed functions and the number of jobs not greater than that of machines. In Algorithm 2 an NLP problem is to be solved in each iteration. The third and most complex algorithm (Algorithm 3) has also been designed for concave processing speed functions, but for the case when there are more jobs than machines. This is the most general case, and therefore the NLP problem solved in Algorithm 3 is computationally most difficult. The number of variables, as well as that of constraints, in Problem NLP2 grows exponentially with the number of jobs.
In the future we plan to carry out the research in a few directions. The first one will be focused on searching for special cases for which optimal solutions can be found easier than by using the general approaches presented in this paper.
In particular, taking into account some regularities in changes in the continuous resource availability seems interesting. The second direction that naturally comes to mind is constructing heuristic algorithms for those cases where solving complex mathematical programming problems is especially computationally demanding. In such cases it seems reasonable and justified to use an alternative two-phase approach in which, firstly, the continuous resource is allocated to jobs, and, secondly, jobs (with already known processing times) are scheduled on machines. Another interesting direction seems to be an approach using an upper bound on the minimal value of H (the number of resource availability periods in which all jobs are completed). Slight reformulations of the proposed NLP problems could allow finding the appropriate value of H by, e.g., the binary search method. In this method the initial bottom and top ranges of the search interval would be set, respectively, at 1 and the upper bound on minimum H. Such an approach could appear to be more efficient than the iterative algorithms proposed in the paper. However, what impact on the efficiency of the approach the accuracy of the evaluation of the upper bound on minimum H has remains now an open question.
