In this paper we present a new technique in the stochastic matching framework to compensate for non-linear distortions in speech recognition. The features of the test data and the means of the trained model are both transformed using neural networks to better fit each other. The parameters of the neural network are estimated using a novel combination of the generalized EM (GEM) and the backpropagation algorithms. In the feature transformation case, when the exact Q-functions cannot be calculated, approximations are heuristically derived. The mathematical prop erties of the new algorithm are analyzed. The performance of the algorithm is also studied under ditfcnnt " a t c h conditions.
INTRODUCTION
AcoaStic " a t c h e s between the training and the testing conditions often lead to degradation in the performance of automatic speech recognizers. These mismatches may be due to speaker variation, change in the transducer, channel dfccts, competing noise sources, or an unknown combination of the above. In general, they ai€ect the features of speech in a non-linear fashion which is not easily characterized. Most approaches either adapt the features [l, 2, 31 or the model parameters [4, 5] . Recently, stochastic mutching, a framework for adapting both the featand the models using the marimam likelihood approach was developed [SI.
As shown in Figure 1 
where p y is the mean of the test data, px is the mean of the trained models, and G, is an srtifida neural network (A").
The Estep of the EM algorithm can be applied directly to estimate the implied audiary function [9] Q(v'1v) = E{% P(YIv',Ax)ls,Ax).
(4)
But the M-step cannot be applied directly since a closed form solution does not exist. In this case, it can be replaced' by a generalized M-step [7, 9] where at each step i, vi+' can be estimated such that
where 7' is the parameter set at the it" step. This gasrantees that the likelihood never decreases. The challenge is to use this step to estimate the parameters of the multilayer perceptron. Traditionally, the MLP weights are trained by updating them in the direction of the gradient of an error metric using some target values. Here, we modify the approach to use a different objective function -one that does not need target values, but requires only the inputs and the models of the target; speciiidy, we adapt the MLP weights in the direction of the gradient of Q(v'l7'). This ensures that the Q-function increases. Thus the new parameter set is where a is the step size, which chosen to ensure smooth convergence. where rt(n,m) = P(yt,n,m}q,Ax) is the joint probability of the observations being in state n mixture m at time t. Here we assume that the covariance matrices are diagonal, which makes it possible to decompose the neural network into one for each component of the mean.
Using the backpropagation algorithm, Merent update d e s can be derived for updating the weights of the outer layer and the hidden layers [9]. The transformation can be segmental. i.e., parameters in "similar" states can be tied to reduce the number of parameter updates and to improve generalization using the test data.
FEATUaE TRANSFORMATION FOR
In the case of the feature transformation, if each -e of the test fitme is transformed into an estimate of the training data, the density h c t i o n of ye, P(yt, n, mlAx) for mixture m in state n can be written in tenns ofthe corresponding density 
Altemate Choices of Q-functions
For more complicated forms of F,, such as nenral networks, it is often not possible to calculate the Jacobian and the density €unction of yt. H such cases, instead of maximizing the likelihood P(YJv',Ax), the likelihood of the transformed data X, P(Xlv',Ax) can be maximized. The effectiveness of the approximate Q-function can be tested by using it to estimate an afine transformation yt = Axt + b.
The expressions for estimating A and b are given in [SI. S i expressions can be derived using the approximate Q-fanction [9] .
A test experiment was performed where the data under the matched condition was artificially degraded using a known affine transformation. In this experiment, A was assumed to be a diagonal matrix. Thus the test data were obtainedhm the training data as gt,i = -,
D,
where {ai,bi] are predetermined values. Now, these values were Cacnlated using the exact (equation 9) and approximate Q-function mentioned above (denoted by Q1 and Q2 respectively). The results are given in Table 1 The first Q fimction consistently over estimated the weights and the second Q function consistently nnderestimated the weights. This was a motintion to heuristically derive a ''Joint @function" (JQ) that is a combination of the two Q-fmctions. The resulting network estimates are given in Table 2 Cod€ Original weights I Weights from J Q It is clear that the weights estimated from the Jo@t-Q fanction are closer to the actual dues, col~pa~ed to Q1 or Q2. The corresponding recognition results are given in Table 3 . The Joint-Q function in this case restores the lost performance whereas Q1 does slightly worse. Q2 does not compete with QX or the Joint-Q function. This performance improvement of the joint-Q fimction is not uniform across all experiments. The reasons for this w i l l be further u~plored in the next section. Table 3 . Word error rate when degrading speech using an affine transformation and adapting using Q l , Q 2 and Joint Q.
Using the approximate Q-function and A N N s to transform the features, equations can be derived for adapting the weights using the GEM algorithm, just as in the w e of the model transformation [9] . experiments suggest that psing 4 2 with neural networks is not useful directly for improving recognition performance.
The knowledge that the databases were recorded simultaneously was never used in the adaptation technique.
The recognition results for the three cases are given in Tables 5,6 which gives a perplexity of about 60 was used for the experiments. Starting from a set of speaker independent HMMs (AsI) and using the 300 sentences recorded over the MIC channel a data-specific model (AMIC) was generated using MAP adaptation [SI. The baseline performances are given in T s ble 4. The f f i e transformation of the test data models additive noise in addition to linear channel effects. From the results of the"B','Ql' and 'JQ' experiments &om Tables 5,   6 and 7, it can be seen that the f f i e transform gives knprovement in performana over the bias case only in the presence of additive noise is., when the data is recorded over the telephone channel. The joint Q-hction performs better at lower degradation levels ( Table 7) . Its paforw c e drops behind that of the original Q-hction as the degradation becomes more severe ( 
