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Abstract 
The operating temperature of a solar photovoltaic (PV) cell, strongly affected by ambient conditions, is one of the key 
factors influencing the cell’s conversion efficiency. In modelling PV performance, the choice of thermal model is 
therefore critical with potential impact on simulation results. Most of the traditional main market areas of PV systems 
are located in regions with a temperate climate. Consequently, performance modelling tools have also been designed 
and validated mainly based on measurements made in those regions. However, PV capacity building in locations with 
characteristically different ambient conditions calls for re-calibration of such tools. The present contribution aims to 
offer simulation tools better suited to the local conditions for effective PV deployment in areas with a hot desert 
climate. In this analysis, some widely-used operating cell temperature modelling tools are assessed through cross-
validation based on weather, power output and module temperature data collected from a test field installed in Abu 
Dhabi, the United Arab Emirates. The resulting model providing the best fit with the observations gives an RMSE of 
4.8% and a practically negligible bias. While most models perform well on clear days, every model is found to give 
poor predictions on cloudy days. Finally, a need for a more extensive analysis addressing different weather types and 
PV materials is identified. 
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Nomenclature 
 
Cm  module heat capacity 
DHI  diffuse horizontal irradiance 
DNI  direct normal irradiance 
E  effective irradiance 
GHI  global horizontal irradiance 
Pout  module power output 
qconv  convective heat transfer rate 
qlw  long-wave radiant flux 
qsw  short-wave radiant flux 
R2  coefficient of determination 
rBIAS  relative mean bias error 
rRMSE  relative root mean square error 
t  time 
Ta  ambient air temperature 
Tc  cell temperature 
Tm  module temperature 
vw  wind speed 
β  unknown parameter 
ηc  cell conversion efficiency 
1. Introduction 
The operating temperature of a solar photovoltaic (PV) cell is one of the key factors influencing its 
conversion efficiency and is strongly affected by ambient conditions. Hence, when modelling PV 
performance, the choice of an operating cell temperature model can have a great impact on the simulation 
results. Most of the traditional main market areas of PV systems are located in regions with a temperate 
climate. Consequently, performance modelling tools have also been designed and validated mainly based 
on measurements made in those regions. When PV capacity building is considered in site locations, 
whose conditions differ significantly from the ones on the basis of the tools used, recalibration is 
required. 
This work involves the calibration and validation of operating cell temperature modelling tools based 
on data collected from a test field installed in Abu Dhabi, the United Arab Emirates (UAE) (24° 26' 23'' 
N, 54° 37' 11'' E). Abu Dhabi is located in a hot arid region where solar power has a tremendous and 
largely untapped potential. This study aims to offer simulation tools better suited to the local conditions 
and thereby support PV deployment in the region. 
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The operating temperature of a PV cell is determined by processes both internal and external to the 
cell. All incident sunlight absorbed is not converted into electricity but most of it produces heat within a 
module, which is assumed to consist of several identical cells. This internal heating process depends on 
the conversion efficiency of the cells. Due to the process, an evenly illuminated solar module is warmer 
than the surrounding air in the case of a stable ambient air temperature. The module cools down through 
the three main heat transfer mechanisms. Conduction is, however, often regarded as negligible when 
using ground mount racking systems. Jones and Underwood [1] formulated the thermal energy exchange 
between a module and its environment as follows: 
outconvlwsw
m
m Pqqqdt
dTC    (1) 
Equation (1) is based on the non-steady state thermal energy balance of PV modules and when 
decomposed, it involves several module-specific parameters as well as module temperature (Tm) as a 
variable on both sides of the equation. The most commonly used modelling tools such as the ones 
considered in this paper are, however, restricted to steady state conditions. In these tools, the parameters 
related to the thermophysical properties of module materials have been lumped into one or a few 
coefficients. In addition, all the tools to be validated here are mathematically explicit in that they express 
Tm entirely in terms of other measurable variables and they contain at most four independent variables: 
ambient temperature [°C], incident irradiance [W/m2], wind speed [m/s], and conversion efficiency. The 
objective of the analysis presented here is to validate modelling tools that are PV material-independent by 
using data from multiple materials. Therefore, the tools do not include any material-specific parameters. 
2. Methodology 
The data required for the validation are collected through measurements over a two-year period, 
beginning in early 2011. PV module temperature measurements are made in the test field mentioned 
above by means of adhesive sensors attached on module back sheets. Data are collected from 20 ground-
mounted systems of roughly 1 kWp representing various manufacturers and seven different 
semiconductor materials. Each of the 20 arrays is equipped with two sensors and connected to a power 
inverter of a nominal output power of 1 kW. The output power levels of each array are measured at the 
inverter output. Both final temperature and power output data consist of mean values with a resolution of 
5 min. Ambient air temperature measurements are taken at the test field over the same period and with the 
same temporal resolution. A weather station located 850 m west of the test field is used for measurements 
of relative humidity and wind speed 2 m and 5 m above the ground level, respectively. Also ambient 
temperature 2 m above the ground level is measured at this station in order to validate the measurements 
made in the test field. Another weather station located 2.3 km south of the test field is used for the 
measurements of global horizontal irradiance (GHI), direct normal irradiance (DNI), and diffuse 
horizontal irradiance (DHI). The measurements taken at both weather stations are averaged and stored at 
intervals of 5 min at the former and 10 min at the latter. 
Linear interpolation is used to fill the short-term data gaps resulting from the different measurement 
averaging intervals. The ambient air temperature data are validated by comparing the two datasets and 
omitting those data points with a discrepancy higher than 5 °C. Module temperature measurements higher 
than 85 °C and lower than 0 °C are also omitted as well as the measurements that are more than 35 °C 
higher or more than 1 °C lower than ambient air temperature. The periods of fallen module temperature 
sensors are detected through spotting change points in the cumulative sum curves of the difference 
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between the daily and annual mean standard deviations of the observed temperatures. The final module 
temperature estimates are obtained by averaging the measurements of the two sensors of each array. 
Irradiance and relative humidity measurements are converted into estimates of effective irradiance (E) i.e. 
the radiant flux that is actually absorbed causing the internal heating process discussed above. The 
estimation is based on the work done by Martín and Ruiz [2] and Martín et al. [3] on the angular of 
incidence losses of PV modules and Perez et al. [4] on DHI on tilted surfaces. The Sun’s position is 
estimated based on [5]. Estimates of operating cell temperature (Tc) are derived from E and Tm using a 
relation given in [6]. The power output measurements are used to estimate the conversion efficiency 
levels of the cells of each array. Data points lower than 50 W and higher than 1100 W (maximum output 
power) are omitted, and the remaining data are divided by the inverter efficiencies at the respective 
inverter load ratios. The efficiency levels at different inverter load ratios are approximated based on a 
curve given in the technical specifications of the inverter used. The obtained direct current (DC) power 
estimates are divided by the estimates of effective irradiance and the combined surface area of the cells in 
each array. Finally, the data points exceeding 120% of the cell efficiency at Standard Test Conditions 
(STC) are omitted. The STC cell efficiencies are estimated by dividing the module nominal power by 
STC irradiance and the combined cell surface area. 
16 thermal modelling tools for PV modules are validated based on the data collected. The tools contain 
in most parts the same elements as originally proposed. Some of them are, however, modified to better 
suit the purposes of the study. The tools and the corresponding original works are listed in Table 1. Nine 
of the tools express Tc as a function of weather variables only, whereas the remaining seven also include 
conversion efficiency as an independent variable. The most suitable models for final calibration are found 
through cross-validation. The data are partitioned into five subsets and hence, five rounds of cross-
validation with each one of the subsets serving as the testing set are performed for each tool. The tools 
providing lower average root mean square errors (RMSE) over the five rounds than the median value are 
selected for the final model validation.  
3. Results and Discussion 
Table 2 shows the average RMSE values for each validated tool. Four of the tools involving only 
weather variables and three of the remaining ones perform better than the median case with an RMSE of 
3.05. Three out of these seven tools are simple linear regression modelling tools (4, 5 and 10). 
The validated tools are calibrated based on the entire data and the resulting models are presented in 
Table 3. All the coefficients estimated are statistically significant at significance levels of 1%. The 
accuracy of the provided fits is tested by means of the coefficient of determination (R2), and the RMSE 
(rRMSE) and the mean bias error (rBIAS) normalised by the mean of Tc. 
As can be seen from Table 3, the rBIAS values are very low for most of the models and thus, the 
comparison between the models is founded on R2 and rRMSE. The model built on tool 15, here referred 
to as the Schott model, provides the highest R2 and the lowest rRMSE. The linear regression models 
based on tools 10 and 5, respectively referred to as the LR5 and the Risser models, give the next best fits 
in terms of R2 and rRMSE. The rBIAS levels of these models are even lower than that of the Schott 
model. As per R2 and rRMSE, the model constructed on tool 16, referred to as the Rabl model, provides 
the fourth best fit but slightly underestimates Tc. 
Fig. 1 shows that on a mostly clear day common in Abu Dhabi, all four models mentioned above 
produce results largely consistent with the measurements. As can be seen from the figure, the modelled 
temperatures show the highest bias levels immediately after sunrise. The models are not able to capture 
the transient heat-up period after sunrise without significant underestimation as in the case of the Rabl 
model (Fig. 1d). From power production viewpoint however, the period is rather insignificant. The 
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resulting curves also differ in variance due to the varying weights amplifying the ηc terms. In the case of 
data based on a single array, the variance of the curves in Fig. 1a, 1b and 1d would be significantly 
reduced because instead of 20 different curves of ηc, there would be only one value of ηc for each time 
point. Fig. 2 compares the results of the four models on a cloudy day. In this case, it is found out that 
none of the models are capable of following the rapid changes in Tc. 
Table 1. Thermal PV cell modelling tools to be validated 
# Tool Adapted from 
1 E ac TT  [7] 
2 ETT ac E  [8] 
3 ETT ac 21 EE   [9] 
4 ETT ac 321 EEE   [10, p. 258] 
5 wac vETT 4321 EEEE   [11] 
6   waac vTETT 321 11 EEE   [12] 
7  3221 EEE  wwac vvETT  [13] 
8  31 2 EE E  wvac eETT  [14] 
9  321 EEE   wvac eETT  [6] 
10 cwac vETT KEEEEE 54321    
11  cac ETT KE  1  [15] 
12   caac TETT KEE  121  [16, p. 760] 
13    cwaac vTETT KEEEE 4321 111   [12] 
14  c
w
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Table 2. RMSE value for each tool averaged over the five rounds of cross-validation 
Tool # 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
RMSE 7.67 3.43 2.92 2.91 2.61 3.05 3.04 3.06 3.05 2.60 3.47 3.47 3.05 3.12 2.50 2.86 
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Table 3. Validated models with the corresponding test statistics 
Tool # Model R2 rRMSE rBIAS 
15 
 
w
ca
ac v
ETTT
51.16.28
1739.0120

 K  0.958 4.80% -0.02% 
10 cwac vETT K28.6737.00257.004.145.6   0.955 4.98% -0.00% 
5 wac vETT 741.00258.004.147.5   0.954 5.00% -0.00% 
16 
 
c
w
c
w
a
c
v
E
v
ET
T
K
K
¸¸¹
·
¨¨©
§

¸¸¹
·
¨¨©
§
 
61.17.23
0468.01
30.21
61.17.23
 0.945 5.49% -0.93% 
4 ETT ac 0255.004.192.2   0.943 5.58% 0.00% 
3 ETT ac 0258.006.4   0.943 5.60% -0.00% 
7  0391.00025.0000127.0 2  wwac vvETT  0.938 5.84% -1.51% 
 
 
Fig. 1. Measured (in blue) vs. modelled (in red) Tc on a clear day (May 2nd, 2011) based on tool (a) 15; (b) 10; (c) 5; (d) 16 
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Fig. 2. Measured (in blue) vs. modelled (in red) Tc on a cloudy day (November 9th, 2011) based on tool (a) 15; (b) 10; (c) 5; (d) 16 
4. Conclusion 
The objective of the present analysis was to offer validated thermal models for PV modules deployed 
in Abu Dhabi, UAE and other regions with similar climates. The performances of 16 modelling tools 
were first estimated through cross-validation, based on which seven tools were selected for the final 
calibration. The model with the best fit, the Schott model, gave a relative RMSE of 4.8% with a 
practically negligible bias. The models were found to perform well only on clear days and therefore, 
further weather type-specific analysis is required in order to reliably predict Tc throughout the year. The 
models were validated based on data covering several PV materials and aimed to be used independently 
of the technology deployed. It might be useful, however, to validate models specific to different materials. 
Such models would contribute to the understanding of the applicability of different PV technologies 
under hot desert climates and thus support PV deployment where it makes the most sense. 
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