Introduction
Given nonempty sets S, T ⊂ N , define F S = σ(X k , k ∈ S), and the maximal correlation coefficientρ n = sup corr(f, g) where the supremum is taken over all (S, T ) with dist(S, T ) ≥ n and all f ∈ L 2 (F S ), g ∈ L 2 (F T ) and where dist(S, T ) = inf x∈S, y∈T |x − y|.
Ò Ø ÓÒ 1º A sequence of random variables {X n , n ≥ 1} on a probability space {Ω, F , P } is calledρ-mixing if there exists k ∈ N, such thatρ(k) < 1.
As forρ-mixing sequences of random variables, one can refer to B r y c and S m o l e n s k i (1993), who found bounds for the moments of partial sums for a sequence of random variables satisfying lim n→∞ρ (n) < 1, to P e l i g r a d (1996) for CLT, P e l i g r a d (1998) for invariance principles, P e l i g r a d and G u t (1999) for the Rosenthal type maximal inequality, Y a n g 2000 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n: Primary 60F15. K e y w o r d s: Strong law of large numbers, weighted sum,ρ-mixing. This paper is supported by Key discipline of Zhejiang Province (Key discipline of Statistics of Zhejiang Gongshang University) and National Natural Science Foundation of China.
(1998) for the moment inequalities and strong law of large numbers, and to U t e v and P e l i g r a d (2003) for invariance principles of nonstationary sequences.
As for independent random variables, let {X, X i , i ≥ 1} be a sequence of i.i.d. random variables and {a ni , 1 ≤ i ≤ n, n ≥ 1} be a triangular array of constants.
The almost sure (a.s.) limiting behavior of weighted sums 
The main purpose of this paper is to establish the Marcinkiewicz-Zygmund strong laws for linear statistics ofρ-mixing sequences of random variables. The results obtained generalize the results of B a x t e r et al. [2] toρ-mixing random variables.
The Marcinkiewicz-Zygmund strong laws
Throughout this paper, C will represent a positive constant though its value may change from one appearance to the next, and a n = O(b n ) will mean a n ≤ Cb n , and a n b n will mean a n = O(b n ). In order to prove our results, we need the concept of complete convergence and Lemma 2.1 bellow. The concept of complete convergence see the following.
Ò Ø ÓÒ 2º (see [8] ) Let {X, X n , n ≥ 1} be a sequence of random variables, if for any ε > 0,
holds, we call {X n , n ≥ 1} completely converging to X.
As for complete convergence, let {X, X n , n ≥ 1} be a sequence of independent indentically distribution random variables (i.i.d) random variables and denote
X i . The Hsu-Robbins-Erdös law of large numbers ( [8] , [7] ) states that
This is a foundamental theorem in probability theory and has been intensively investigated by many authors in the past decades. See in P e t r o v (1995)
Ä ÑÑ 2.1º ([17]) Let {X i , i ≥ 1} be aρ-mixing sequence of random variables,
Our main result is:
sequence ofρ-mixing identically distributed random variables satisfying EX = 0 and E|X| < ∞. And let {a ni , 1 ≤ i ≤ n, n ≥ 1} be a triangular array of constants satisfying
First we show that
Using EX = 0, (2.4), Markov inequality and E|X| < ∞, when n → ∞, then
From (2.5), we have that (2.3) is true. From (2.2) and (2.3), it follows that for n large enough
STRONG LAWS OF LARGE NUMBERS
Hence we need only to prove that I =:
From the fact that E|X| < ∞, it follows easily that
By Lemma 2.1, it follows that 
By Borel-Cantelli Lemma, we have
|T j | 2 i = 0 a.s. and using 
