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Completion problems are an interesting domain closely related to moment and inter-
polation problems [28,29,37,39] (see also the related work [11,12,14–16,31,32]). In this
paper we shall show that completion problems underlie explicit solutions of some classical
and nonclassical inverse scattering problems, too. Many completion problems have been
studied for j -elementary factors W in the unit circle (see the papers cited above) or the
related class of meromorphic functions with the j -properties in the halfplanes (excluding
poles):
W(λ)∗jW(λ) j for λ ∈ C+, W(λ)∗jW(λ) j for λ ∈ C−, (1.1)
where j = j∗ = j−1, C is the complex plane, and C± are the open upper and lower half-
planes, respectively. In this paper we consider weaker conditions, namely W is a rational
matrix function which is required to be j -unitary, i.e., W ∗jW = j , on the real axis R. We
call W(λ) regular (regular in C+) if W(λ) has no singularities in C+.
Denote by m1 and m2 (m1 + m2 = m) the multiplicities of the eigenvalues λ = 1 and
λ = −1 of j , respectively. Assume that m1 > 0 and m2 > 0. Partition now W into four
blocks W = {Wkj }2k,j=1, where W11 is an m1 × m1 matrix. Our main completion problem
is to recover a regular rational matrix function W which is j -unitary on R from
R(λ) = W21(λ)W11(λ)−1. (1.2)
Matrix functions which are j -unitary on R as well as matrix functions satisfying (1.1)
prove to be closely related [34,48,50] to the fundamental solution of the self-adjoint Dirac
type (also called ZS or AKNS) system, which is a classical matrix differential equation:
d
dx
u(x,λ) = i(λj + jV (x))u(x,λ) (x  0), (1.3)
j =
[
Im1 0
0 −Im2
]
, V =
[
0 v
v∗ 0
]
, (1.4)
where m = m1 + m2, and Imk is the mk × mk identity matrix. Dirac type systems are very
well known in mathematics and applications (see, for instance, books [24,41,44,53] and
recent publications [4,13,25,36,49]). The name ZS-AKNS is used because of the fact that
the system (1.3) is an auxiliary linear system for many important nonlinear integrable wave
equations and as such it was studied, for instance, in [1,2,30,33,57].
For simplicity we shall assume in the sequel that j is of the form (1.4). First we solve
in this paper the above mentioned completion problem. In this way we develop comple-
tion results which are additional to the ones obtained in the important paper [38]. Next
we generalize interesting recent scattering results from [36]. Namely, we treat Dirac type
systems on the semi-axis with left reflection coefficients RL satisfying (1.2). Reflection co-
efficients are of interest in the models for a scattering medium [23,56]. Similar to [8,23,56]
we introduce RL via the special matrix solution Y of system (1.3):
Y(x,λ) =
[
Y1(x,λ)
Y2(x,λ)
]
= eixλ
[
Im1
0
]
+ o(1) (x → ∞),
RL(λ) := Y2(0, λ)Y1(0, λ)−1 (λ ∈ R),
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potentials v with singularities that are essential in the study of the multicomponent nonlin-
ear equations and soliton–positon interactions [18,22,42,46,54]. In terms of the reflection
coefficients we deal with the family of strictly proper rational matrix functions contractive
on R, while analyticity and contractivity in C+ ∪R was required for reflection coefficients
in [36]. Explicit solutions of the direct and inverse problems are obtained. For the case,
when m1 = m2 and the potentials are nonsingular, these results coincide with the results
from [36]. Various notions from mathematical system theory will be often used, and there-
fore Appendix A with basic notions and results from system theory is added to the paper.
In general, the rational matrix functions appearing in this paper are proper, that is, an-
alytic at infinity. It is well known [5,51] that any proper rational matrix function which
is j -unitary on R and tends to Im at infinity can be represented in the form of a transfer
matrix function
W(λ) = Im + ijΛ∗0S−10 (λIn − α)−1Λ0, (1.5)
where α and S0 are square n×n matrices, S0 = S∗0 , detS0 = 0, Λ0 is an n×m matrix, n is
the McMillan degree of W , and the identity
αS0 − S0α∗ = iΛ0jΛ∗0 (1.6)
holds. The transfer matrix functions of the special form (1.5), (1.6) have been introduced
and studied in [51–53] (see also the references therein). Regularity of W means that the
spectrum of α in the realization (1.5) belongs to the closed lower halfplane C−. When
S0 > 0 we can replace α, S0, and Λ0 in (1.5), (1.6) by S−1/20 αS1/20 , In, and S−1/20 Λ0, re-
spectively, i.e., without loss of generality we can assume that S0 = In in this case. Relations
(1.5), (1.6) with S0 = In can be rewritten as
W(λ) = Im + ijΛ∗0(λIn − α)−1Λ0, α − α∗ = iΛ0jΛ∗0. (1.7)
Notice that the matrix function in (1.7) is a well-known Livšic–Brodskii characteristic
function [45]. Important applications of its multidimensional generalization to the spectral
and scattering theory one can find in [17,55] and references therein.
Proper matrix functions that tend to zero at infinity are called strictly proper.
Theorem 1.1.
(i) Suppose W is a proper rational regular m×m matrix function W which is j -unitary
on R and has the value Im at infinity. Then the m2 ×m1 matrix function R defined by
(1.2) is contractive on R and strictly proper rational.
(ii) Moreover, from each contractive on R, strictly proper, and rational m2 × m1 matrix
function R we can recover a unique j -unitary on R, regular, proper rational matrix
function W , which has the value Im at infinity, has the same McMillan degree as R,
and is such that (1.2) holds. The matrix function W is recovered in the following way:
consider a minimal realization
R(λ) = C(λIn − A)−1B, (1.8)
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Hermitian solution X = X∗ of the Riccati equation
i(XA − A∗X) = C∗C + XBB∗X (1.9)
such that
σ(A + iBB∗X) ⊂ C−. (1.10)
Here σ means spectrum and C− is the closed lower halfplane. Next put
α = A + iBB∗X, S0 = X−1, γ1 = B, γ = −iS0C∗,
Λ0 = [γ1, γ ]. (1.11)
Finally substitute (1.11) into (1.5) to construct W .
(iii) If W has the value Im at infinity, is rational, regular, and satisfies (1.1), then R is
contractive in C+. Vice versa, if the conditions of (ii) hold and R is contractive in
C+, then X in (1.9)–(1.11) is strictly positive and the recovered W satisfies (1.1).
The completion problem considered in (iii) has been solved in a different way in [11,27]
(see also [36] for the subcase of (iii), where m1 = m2). When σ(α) ⊂ R the matrix func-
tion W belongs to the class of Arov-singular j -inner matrix functions [12,14,15]. The case
σ(α) ⊂ R corresponds to system (1.3) with slow-decaying n-positon type potentials v [50].
Remark 1.2. The procedure given in Theorem 1.1 to recover parameter matrices α, S0, γ1,
and γ from the contractive matrix function R is also basic for the recovery of the potential v
of system (1.3) from the left reflection coefficient RL in Theorem 4.1. Moreover, W(λ)
coincides with the value at x = 0 of the so-called Darboux matrix function wα(x,λ) in
formula (3.10) for the fundamental solution of system (1.3). In this way our completion
problem underlies an inverse scattering problem.
To prove Theorem 1.1, we shall need the following generalization (for the case of the
sign-indefinite solutions X of the Riccati equations) of Theorem 4.2 given in the interesting
paper [13] which is related to our work.
Lemma 1.3. Suppose that the strictly proper rational m2 × m1 matrix function R is con-
tractive on R, and that (1.8) is its minimal realization. Then there is a unique Hermitian
solution X of the Riccati equation (1.9) such that (1.10) holds. This solution X is always
invertible. It is also strictly positive if and only if R is contractive in C+.
This lemma is based on several results from [43].
Lemma 1.3 and Theorem 1.1 will be proved in Section 2. Explicit solutions of the
direct scattering problem are given in Section 3 whereas explicit solutions of the inverse
scattering problem are given in Section 4. Appendix A contains a collection of necessary
notions and results from system theory.
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Proof of Lemma 1.3. Denote by λ the complex number conjugate to λ and by M∗, for
some setM of complex numbers, the set of complex numbers conjugate to those inM. By
Theorem 21.1.3 in [43] there exists a Hermitian solution X of the Riccati equation (1.9).
(Indeed, the matrix function R(λ)∗ = B∗(λIn − A∗)−1C∗ is contractive on R simultane-
ously with R(λ) and equation (21.1.6) in [43] written down for R(λ)∗ coincides with (1.9).)
We introduce the characteristic state space matrix [38]
K =
[
A BB∗
C∗C A∗
]
. (2.1)
If X satisfies (1.9), then we have
T −1KT =
[
A + iBB∗X BB∗
0 (A + iBB∗X)∗
]
, T =
[
In 0
iX In
]
. (2.2)
By (2.2), we obtain
σ(K) \ R =M∪M∗, (2.3)
where M is the subset of the eigenvalues of K in C−. The subset M has the evident
property: if μ ∈M, then μ /∈M. Moreover, according to (2.3) M is a maximal set of
nonreal eigenvalues of K subject to this property. Now we can apply [43, Theorem 7.4.2] to
derive the existence and the uniqueness of the Hermitian solution X of the Riccati equation
(1.9) such that
σ(A + iBB∗X) \ R =M (2.4)
from the maximality ofM and the existence of some Hermitian solution of (1.9). (Though
normalizations in [43, Theorem 7.4.2] are chosen for the right halfplane they are easily
changed to suit C−.) Use again (2.2) to see that (1.10) yields (2.4). Therefore, a Her-
mitian matrix X satisfying (1.9) and (1.10) is unique too. Finally, notice that by [43,
Theorem 21.2.1] any Hermitian X satisfying (1.9) is invertible, and this X is strictly posi-
tive if and only if R(λ)∗ has no poles in the lower halfplane. In other words, X is strictly
positive if and only if R(λ) has no poles in C+, i.e., if and only if R(λ) is contractive
in C+. 
Proof of Theorem 1.1. According to (1.5), if λ → ∞ then we get W11(λ) → Im1 and
W21(λ) → 0. So R of the form (1.2) is strictly proper. As W(λ)∗jW(λ) = j on R we have
W11(λ)
∗W11(λ) − W21(λ)∗W21(λ) = Im1, (2.5)
in particular. In view, of (2.5), R of the form (1.2) is contractive on R. Thus, the necessary
requirements for R are proved.
Suppose (1.8) is a minimal realization of some matrix function R which is contractive
on R. By Lemma 1.3 there is a Hermitian X satisfying (1.9) and (1.10). Therefore, the
procedure to recover W which is given in Theorem 1.1 is well defined. Moreover, according
to (1.11) the Riccati equation (1.9) is equivalent to (1.6), i.e., (1.6) is valid. In view, of (1.5)
and (1.11), we have
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W21(λ) = −iγ ∗S−10 (λIn − α)−1γ1. (2.6)
Using formula (A.4) in Appendix A, from the first equality in (2.6), we get
W11(λ)
−1 = Im1 − iγ ∗1 S−10 (λIn − θ)−1γ1, θ = α − iγ1γ ∗1 S−10 = A. (2.7)
From (2.6) and (2.7) we obtain
W21(λ)W11(λ)
−1
= −iγ ∗S−10 (λIn − α)−1γ1 − γ ∗S−10 (λIn − α)−1γ1γ ∗1 S−10 (λIn − θ)−1γ1. (2.8)
Taking into account the identity
γ1γ
∗
1 S
−1
0 = i(θ − α) = −i
(
(λIn − θ) − (λIn − α)
)
,
we can rewrite (2.8) as
W21(λ)W11(λ)
−1 = −iγ ∗S−10 (λIn − θ)−1γ1, (2.9)
and the right-hand side of (2.9) coincides with R. In other words, equality (1.2) is valid.
Moreover, the McMillan degree of the recovered W equals n, i.e., the realization (1.5) is
minimal. Indeed, the right-hand side of (1.2) has a McMillan degree less or equal to the
McMillan degree of W , and so the McMillan degree of R is less or equal to the McMillan
degree of W . Therefore, the degrees of W and R are equal. The formulas (1.5) and (1.6)
yield the widely used equality
W(λ)∗jW(λ) = j + i(λ − λ)Λ∗0(λIn − α∗)−1S−10 (λIn − α)−1Λ0. (2.10)
By (2.10) the function W is j -unitary on R. According to (1.10) and (1.11), we have
σ(α) ⊂ C−, and so W of the form (1.5) has no singularities in C+, i.e., W is regular.
To prove uniqueness suppose that there is another j -unitary on R regular rational matrix
function W˜ of McMillan degree n, which has the value Im at infinity and satisfies the
equality R = W˜21W˜−111 . Then W˜ admits a minimal realization such that
W˜ (λ) = Im + ijΛ˜∗0S˜−10 (λIn − α˜)−1Λ˜0, (2.11)
α˜S˜0 − S˜0α˜∗ = iΛ˜0jΛ˜∗0, Λ˜0 = [γ˜1, γ˜ ], σ (α˜) ⊂ C−. (2.12)
As R = W˜21W˜−111 the matrix function R admits another minimal realization, too:
R(λ) = C˜(λIn − A˜)−1B˜, (2.13)
where
A˜ = α˜ − iγ˜1γ˜ ∗1 S˜−10 , B˜ = γ˜1, C˜ = −iγ˜ ∗S˜−10 (2.14)
(see (2.9)). Therefore, there is a state similarity transformation matrix s such that:
A˜ = sAs−1, B˜ = sB, C˜ = Cs−1. (2.15)
Taking into account (1.9), (1.10), and (2.15), we see that the matrices X˜ = (s∗)−1Xs−1
and A˜ + iB˜B˜∗X˜ = sαs−1 satisfy the relations
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By (2.12) and (2.14) we see that X˜ = S˜−10 satisfies (2.16), too. But, according to
Lemma 1.3, the Hermitian solution X˜ satisfying (2.16) is unique, i.e.,
S˜0 = sX−1s∗ = sS0s∗. (2.17)
From (1.11), (2.14), (2.15), and (2.17) it follows that
Λ˜0 = sΛ0, α˜ = sαs−1. (2.18)
By (1.5), (2.11), (2.17), and (2.18) we derive W = W˜ , and so the uniqueness of W is
proved.
Finally, if W satisfies (1.1) we get
W11(λ)
∗W11(λ) − W21(λ)∗W21(λ) Im1 (λ ∈ C+),
i.e., R∗R  Im1 − (W ∗11)−1W−111 . Thus, the first statement in (iii) is proved. On the other
hand, if R is contractive in C+, then by Lemma 1.3 we have S0 = X−1 > 0. Use now (2.10)
to show that W satisfies (1.1). In this way, the second statement in (iii) is proved, too. 
From (1.6) it follows that
θS0 − S0θ∗ = −iΛ0Λ∗0, θ = α − iγ1γ ∗1 S−10 , Λ0 = [γ1, γ ]. (2.19)
Similar to the formula (2.10) we obtain for the matrix function
S(λ) = Im − iΛ∗0S−10 (λIn − θ)−1Λ0 (2.20)
the equality
S(λ)∗S(λ) = Im + i(λ − λ)Λ∗0(λIn − θ∗)−1S−10 (λIn − θ)−1Λ0. (2.21)
Thus, S(λ) proves to be a “unitary completion” of R, that is, S(λ) is a proper rational
(m1 + m2) × (m1 + m2) matrix function having R as its left lower block. Moreover, for
the contractive on R and strictly proper rational m2 × m1 matrix function R the “minimal
unitary completion problem” is solved: S(λ) has the minimal McMillan degree which is
possible for a unitary completion.
Corollary 2.1. Suppose that the strictly proper rational m2 × m1 matrix function R is
contractive on R, and that (1.8) is its minimal realization. Then the matrix function S(λ)
given by the formula (2.20) and by the relations (1.9)–(1.11) is a unitary completion of R,
and has the same McMillan degree as R.
The minimal unitary completion problem for strictly contractive matrix functions has
been solved in [38] (see also [43]). It will be shown in the next section (see formula (3.35))
that one of the two unitary factors of the four block scattering matrix function for the Dirac
type system is of the form (2.20).
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Classical scattering results for Dirac type systems, the history, and literature one can find
in [30]. For the more recent, matrix, and nonclassical scattering results, see [4,6,9,10,13,
20,21,24,36,50,58] and the references therein. Fundamental scattering results on the semi-
axis have been obtained by Marchenko and Krein [3,41] (see also the interesting papers
[8,23,56] on direct and inverse problems in terms of the reflection coefficient). There are
important connections between spectral and scattering problems on the semi-axis and on
the full line [35,36,53]. (In particular, the “four block scattering function” S that we shall
introduce in this section can be considered as the full line scattering function of system
(1.3) after we assume v(x) = 0 for x < 0, see [36, Section 9].)
Explicit solutions of direct and inverse scattering problems and nonlinear equations
(soliton, positon, negaton solutions, in particular) are of special interest. We shall consider
system (1.3) with the so called generalized pseudo-exponential m1 ×m2 potential v of the
form
v(x) = −2iγ ∗1 eixα
∗
S(x)−1eixαγ, (3.1)
where the n × n matrix function S is given by the formula
S(x) = S0 +
x∫
0
Λ(t)Λ(t)∗ dt, Λ(x) = [e−ixαγ1, eixαγ ], (3.2)
α, γ1, and γ are n × n, n × m1, and n × m2 parameter matrices, and the following matrix
identity is satisfied:
αS0 − S0α∗ = i
(
γ1γ
∗
1 − γ γ ∗
) (
S0 = S∗0 , detS0 = 0
)
. (3.3)
As detS0 = 0 it follows from (3.2) that with possible exception of a discrete set of points
detS(x) = 0, too.
Various direct and inverse problems for system (1.3) with v(x) given by (3.1) can
be solved in terms of the parameter matrices explicitly. When m1 = m2, S(0) = In and
σ(α) ⊂ C−, the potentials v are called [34] strictly pseudo-exponential. These potentials
are rapidly decaying, analytical and summable on [0,∞). Direct and inverse problems in
terms of the reflection coefficients have been solved for this case in [4,7,8]. (The full line
case has been treated in [4], too.)
Omitting the condition σ(α) ⊂ C− one gets a wider class of pseudo-exponential poten-
tials. The spectral theory of system (1.3) with pseudo-exponential potentials was studied in
[34–36] and other papers of the same authors cited therein. If σ(α)∩R = ∅ the potential v
is slowly decaying and not necessarily summable on any semi-axis (c,∞) [36]. Direct
and inverse problems in terms of the reflection coefficients have been explicitly solved for
systems (1.3) with pseudo-exponential potentials in [36]. When σ(α) ⊂ R the scattering
matrix for the Dirac type system on the full line, with v(x) given by (3.1), equals Im, and
in this case we have supertransparent (n-positon) potentials [50].
In Sections 3 and 4 we get generalizations of some scattering results from [36] to include
the cases m1 = m2 and potentials with singularities. (Singularities occur on the semi-axis
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tials it was shown in [36, Theorem 5.4] that without loss of generality one can assume:
σ(α) ⊂ C−, span
n−1⋃
l=0
Imαlγ1 = Cn, span
n−1⋃
l=0
Imαlγ = Cn, (3.4)
where Im is image, and the pair α, γ that satisfies the third equality in (3.4) is called
full range or controllable. We shall call the set of parameter matrices α, S0, γ1, and γ
admissible if relations (3.3) and (3.4) hold. Under these conditions detS(x) can vanish
only at a finite number of points [50].
The potentials treated in [34–36] were called pseudo-exponential [34]. Following this
terminology the class of potentials v of the form (3.1) determined via (3.2) by a set of
admissible parameter matrices we call generalized pseudo-exponential and denote by the
acronym GPE. Similar to the case m1 = m2 the special m × m1 and m × m2 solutions Y
and Z, respectively, of system (1.3) are determined by the relations
Y(x,λ) = eixλ
[
Im1
0
]
+ o(1) (x → ∞), Z(0, λ) =
[
0
Im2
]
, (3.5)
where λ ∈ R. In terms of these special solutions the so called left and right transmission
and reflection coefficients of system (1.3) can be expressed. Put
TL(λ) := Y1(0, λ)−1, RL(λ) := Y2(0, λ)Y1(0, λ)−1, (3.6)
RR(λ) :=
(
lim
x→∞ e
−ixλZ1(x,λ)
)(
lim
x→∞ e
ixλZ2(x,λ)
)−1
, (3.7)
TR(λ) :=
(
lim
x→∞ e
ixλZ2(x,λ)
)−1
. (3.8)
Here the m1 × m1 matrix Y1 and the m1 × m2 matrix Y2 are upper and lower blocks of Y ,
respectively. Analogously, the m1 × m2 matrix Z1 and the m2 × m2 matrix Z2 are upper
and lower blocks of Z, respectively. The functions TL and TR are called the left and the
right transmission coefficients and RL and RR are called the left and the right reflection
coefficients, respectively. Then the four block scattering matrix function S is given by the
equality
S(λ) =
[
TL(λ) RR(λ)
RL(λ) TR(λ)
]
. (3.9)
To construct Y and Z for system (1.3), (3.1) we shall need some preliminaries. The m×m
solution u(x,λ) of system (1.3), (3.1) of the form
u(x,λ) = wα(x,λ)eixλj , (3.10)
where
wα(x,λ) = Im + ijΛ(x)∗S(x)−1(λIn − α)−1Λ(x), (3.11)
and where n is the order of the parameter matrix α (and the dimension of the so-called
state space), was constructed in [48, Theorem 3]. See also [34], where the case m1 = m2
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tinuation and is nondegenerate (detu = 0). Therefore, it seems natural to call this solution
fundamental even in the case of potentials with singularities. This definition agrees with
the standard requirement for the fundamental and Jost solutions in the case of singularities
to be defined by the same formula on the whole domain [10,47]. Using (3.10), we shall
construct solutions Y and Z that are meromorphic with respect to x and satisfy (3.5).
Formulas (3.2) and (3.3) yield
αS(x) − S(x)α∗ = iΛ(x)jΛ(x)∗. (3.12)
(Compare relations (3.11) and (3.12) with the relations (1.5) and (1.6).) By the proof of
Theorem 3.1 in [50] we obtain
Proposition 3.1. Let α, S0, γ1, and γ be an admissible set of parameter matrices. Then we
have
lim
x→∞wα(x,λ) =
[
Im1 0
0 χ(λ)
]
, χ(λ) = Im2 − iγ ∗	R(λIn − α)−1γ, (3.13)
where
	R = lim
x→∞R(x)
−1, R(x) = e−ixαS(x)eixα∗ . (3.14)
Quite similar to (2.10) it follows from (3.11) and (3.12) that
wα(x,λ)
∗jwα(x,λ)
= j + i(λ − λ)Λ(x)∗(λIn − α∗)−1S(x)−1(λIn − α)−1Λ(x). (3.15)
By Theorem 2.1 in [50] the matrix function Q(x) = eixαS(x)e−ixα∗ is monotonic and
tends to infinity, when x → ∞. Thus, there is a number x0 such that S(x) > 0 on (x0,∞).
According to (3.11) and (3.15) for x ∈ (x0,∞) the matrix function wα(x,λ) is rational in
λ and j -contractive in C−.
From Proposition 3.1 it follows
Proposition 3.2. Let v ∈ GPE be determined by the admissible matrices α, S0, γ1, and γ2.
Then the solutions Y(x,λ) and Z(x,λ) of the system (1.3) defined by the boundary condi-
tions (3.5) are given by
Y(x,λ) = wα(x,λ)eixλj
[
Im1
0
]
, Z(x,λ) = wα(x,λ)eixλj
[
Ξ1(λ)
Ξ2(λ)
]
, (3.16)
where
Ξ1(λ) = −iγ ∗1 (λIn − α∗)−1S−10 γ,
Ξ2(λ) = Im2 + iγ ∗(λIn − α∗)−1S−10 γ. (3.17)
The asymptotics of Z(x,λ) at infinity are given by
lim
x→∞ e
−ixλjZ(x,λ) =
[
Ξ1(λ)
χ(λ)Ξ2(λ)
]
(λ ∈ R). (3.18)
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(3.17) notice that[
Ξ1(λ)
Ξ2(λ)
]
= wα(0, λ)−1
[
0
Im2
]
. (3.19)
By (3.11) and (3.15) we have
wα(x,λ)
−1 = jwα(x,λ)∗j = Im − ijΛ(x)∗(λIn − α∗)−1S(x)−1Λ(x). (3.20)
Formulas (3.19) and (3.20) yield (3.17). 
From Proposition 3.2 we derive
Y1(0, λ) = Im1 + iγ ∗1 S−10 (λIn − α)−1γ1,
Y2(0, λ) = −iγ ∗S−10 (λIn − α)−1γ1, (3.21)
and
lim
x→∞ e
−ixλZ1(x,λ) = Ξ1(λ), lim
x→∞ e
ixλZ2(x,λ) = χ(λ)Ξ2(λ). (3.22)
Notice further that, according to formula (3.16) in [50], we have
	Rα − α∗	R + i	Rγ γ ∗	R = 0. (3.23)
Thus, one can easily check that
χ(λ)−1 = Im2 + iγ ∗(λIn − α∗)−1	Rγ. (3.24)
Using definitions (3.6)–(3.8) and realizations (3.21), (3.22), and (3.24) we obtain the next
theorem that gives explicit expressions for the reflection and transmission coefficients.
Theorem 3.3. Let v ∈ GPE be determined by the admissible matrices α, S0, γ1, and γ .
Then the transmission and reflection coefficients are given by the formulas
TL(λ) = Im1 − iγ ∗1 S−10 (λIn − θ)−1γ1, θ = α − iγ1γ ∗1 S−10 , (3.25)
RL(λ) = −iγ ∗S−10 (λIn − θ)−1γ1, (3.26)
TR(λ) = Im2 − iγ ∗S−10 (λIn − θ)−1(In − S0	R)γ, (3.27)
RR(λ) = −iγ ∗1 S−10 (λIn − θ)−1(In − S0	R)γ − iγ ∗1 (λIn − α∗)−1	Rγ. (3.28)
Proof. Compare (3.21) with (2.6) to derive (3.25) and (3.26) from (2.7) and (2.9). Notice
further that in view of (1.6) we have
α∗ − iS−10 γ γ ∗ = S−10 (S0α∗ − iγ γ ∗) = S−10 (αS0 − iγ1γ ∗1 ) = S−10 θS0, (3.29)
where θ is given by (3.25). Therefore, taking into account Appendix A one can see that
Ξ2(λ)
−1 = Im2 − iγ ∗
(
λIn −
(
α∗ − iS−10 γ γ ∗
))−1
S−10 γ
= Im − iγ ∗S−1(λIn − θ)−1γ. (3.30)2 0
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γ γ ∗ = i(θS0 − S0α∗) = −i
(
(λIn − θ)S0 − S0(λIn − α∗)
)
. (3.31)
According to (3.30) and (3.31) by a direct calculation similar to the one used to derive (2.9)
we obtain
Ξ1(λ)Ξ2(λ)
−1 = −iγ ∗1 S−10 (λIn − θ)−1γ. (3.32)
Finally, by (3.7), (3.8), (3.22), (3.30), and (3.32) we have
RR(λ) = −iγ ∗1 S−10 (λIn − θ)−1γχ(λ)−1, (3.33)
TR(λ) =
(
Im2 − iγ ∗S−10 (λIn − θ)−1γ
)
χ(λ)−1. (3.34)
In view of (3.24) and (3.31), formula (3.34) yields (3.27), whereas formula (3.33) yields
(3.28). 
For the case S0 = Im similar formulas have been proved in [36].
Proposition 3.4. Suppose that the conditions of Theorem 3.3 are fulfilled. Then the real-
ization (3.26) of the left reflection coefficient RL is minimal.
Proof. By (3.4) the pairs α, γ1 and α, γ are full range. Further notice that if a pair A,
B is full range, then the pair A − BK , B is also full range (see Appendix A). Hence for
θ = α − iγ1γ ∗1 S−10 the pair θ , γ1 is full range. Notice also that the pair S−10 αS0, S−10 γ is
full range simultaneously with α, γ . From (3.29) it follows that
S−10 αS0 = S−10
(
S−10 θS0 + iS−10 γ γ ∗
)∗
S0 = θ∗ − iS−10 γ γ ∗,
and thus, the pair θ∗, S−10 γ is full range. As the pairs θ , γ1 and θ∗, S
−1
0 γ are full range,
the realization (3.26) is minimal. 
By (3.9) Theorem 3.3 provides explicit formulas for the scattering matrix function S(λ),
too. According to (3.25), (3.26), (3.33), and (3.34) we have
S(λ) = S(λ)
[
Im1 0
0 χ(λ)−1
]
, (3.35)
where S(λ) is given by (2.20).
4. An inverse problem for Dirac type systems
In this section we shall consider the inverse problem, that is we shall recover system
(1.3), (3.1) or equivalently v ∈ GPE from RL.
Theorem 4.1. Let R be a strictly proper rational m2 × m1 matrix function. Then R is the
left reflection coefficient of a system (1.3) with v ∈ GPE if and only if R is contractive on R.
If R satisfies this condition, then v can be uniquely recovered from R in two steps. First
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construct v via formulas (3.1) and (3.2).
Proof. From (3.26) it follows that the left reflection coefficient is always strictly proper
rational in our case. As the left reflection coefficient RL is the left lower block of the unitary
matrix function S(λ) given by (2.20), so RL is contractive, and the necessary conditions
are proved.
Now let R be a strictly proper rational m2 × m1 matrix function which is contractive
on R. Then according to the proof of Theorem 1.1 the identity (3.3) holds for the parameter
matrices α, S0, γ1, and γ recovered from R. Moreover, S0 is invertible and in view of (1.10)
the first relation in (3.4) is true. Slightly modifying the proof of Proposition 3.4 we shall
show that the second and the third relations in (3.4) hold, too. By the minimality of the
realization (1.8) the pairs A, B and A∗, C∗ are full range. Recall that if a pair A, B is full
range, then the pair A − BK , B is also full range. Thus, by (1.11) the pair α, γ1 is full
range, i.e., we get the second relation in (3.4). Recall that the pair S0A∗S−10 , S0C∗ is full
range simultaneously with the pair A∗, C∗. By (1.11), (2.19), and (3.29) it means that the
pair α + iγ γ ∗S−10 , γ is full range, and so the pair α, γ is full range, too. Therefore, the
third relation in (3.4) is true as well. According to (3.3) and (3.4), the set α, S0, γ1, and γ
is admissible. Hence, we can apply Theorem 3.3. As the realization (1.8) can be rewritten
in the form
R(λ) = −iγ ∗S−10 (λIn − θ)−1γ1,
where θ = A = α − iγ1γ ∗1 S−10 , one can see that R is the left reflection coefficient RL of
the system (1.3) with the potential v determined by the admissible set α, S0, γ1, and γ .
To prove the uniqueness of the recovered v suppose that there is another system with
the potential v˜ determined by the admissible set α˜, S˜0, γ˜1, and γ˜ , and with the same left
reflection coefficient R. Taking into account that the set α˜, S˜0, γ˜1, and γ˜ is admissible, by
Proposition 3.4 we have the minimality of the realization R = −iγ˜ ∗S˜−10 (λIN − θ˜ )−1γ˜1,
where θ˜ = α˜ − iγ˜1γ˜ ∗1 S˜−10 . Therefore, N = n, and α˜ is an n × n matrix. Repeat the argu-
ments in the proof of the uniqueness in Theorem 1.1 to get
S˜0 = sS0s∗, Λ˜0 = sΛ0, α˜ = sαs−1. (4.1)
Taking into account (3.2) and (4.1) we derive
Λ˜(x) = sΛ(x), S˜(x) = sS(x)s∗, (4.2)
where S˜ and Λ˜ are the matrix functions defined via (3.2) for the second admissible set.
Then formulas (3.1), (4.1), and the second equality in (4.2) yield v = v˜. 
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The material from mathematical system theory of rational matrix functions, that is used
in this paper, has its roots in the Kalman theory [40], and can be found in various books
(see, for instance, [19,26,43]). Our presentation closely follows the presentation in [36].
A proper rational m2 × m1 matrix function F always can be represented in the form
F(λ) = D + C(λIn − A)−1B, (A.1)
where A is a square matrix of some order n, the matrices B and C are of sizes n×m1 and
m2 × n, respectively, and D = F(∞). The representation (A.1) is called a realization or
a transfer matrix representation of F , and the number ord(A) (order of the matrix A) is
called the state space dimension of the realization.
The realization (A.1) is said to be minimal if its state space dimension n is minimal
among all possible realizations of F . This minimal n is called the McMillan degree of F .
The realization (A.1) of F is minimal if and only if
span
n−1⋃
k=0
ImAkB = Cn,
n−1⋃
k=0
Im(A∗)kC∗ = Cn, n = ord(A). (A.2)
If for a pair of matrices A, B the first equality in (A.2) holds, then the pair A, B is called
controllable or full range. If the second equality in (A.2) is fulfilled, then C, A is said to be
observable. If a pair A, B is full range, and K is an m1 × n matrix, then the pair A−BK ,
B is also full range.
Minimal realizations are unique up to a basis transformation, that is, if (A.1) is a mini-
mal realization of F and if F(λ) = D + C˜(λIn − A˜)−1B˜ is a second minimal realization
of F , then there exists an invertible matrix s such that
A˜ = sAs−1, B˜ = sB, C˜ = Cs−1. (A.3)
In this case we call s a state similarity transformation.
Finally, if F is a square matrix and D = Im, then F−1 admits representation
F(λ)−1 = Im − C(λIn − A×)−1B, A× = A − BC. (A.4)
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