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We consider a damped sine-Gordon equation with a variable diffusion coeﬃcient. The goal
is to derive necessary conditions for the optimal set of parameters minimizing the objective
function J . First, we show that the solution map is continuous under a weak assumption
on the topology of the admissible set P . Then the solution map is shown to be weakly
Gâteux differentiable on P , implying the Gâteux differentiability of the objective function.
Finally we show the Fréchet differentiability of J . The optimal set of parameters is shown
to satisfy a bang–bang control law.
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1. Introduction
Let Ω be an open bounded set in Rd with a suﬃciently regular boundary Γ . Consider a damped sine-Gordon equation
with a variable diffusion coeﬃcient
ytt(t, x) + αyt(t, x) − ∇
(
β(x)∇ y(t, x))+ δ sin y(t, x) = f (t, x), (t, x) ∈ Q ,
y(t, x)|x∈Γ = 0, t ∈ (0, T ),
y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ Ω, (1.1)
where T > 0, Q = (0, T ) × Ω , f ∈ L2(Q ), y0 ∈ V = H10(Ω) and y1 ∈ H = L2(Ω). The diffusion coeﬃcient β(x) is assumed
to be in
B = {β ∈ L∞(Ω): 0 < ν  β(x)μ a.e. in Ω}, (1.2)
for some positive constants ν and μ. Everywhere in the sequel the set B is equipped with the L1(Ω) topology.
Eq. (1.1) describes the dynamics of a Josephson junction driven by a current source taking into account the damping
effect, see [2]. The sine-Gordon model has attracted an additional interest since it is known to exhibit chaotic behavior for
certain values of the governing parameters α,β and δ. For details we refer to [9] and [13].
The identiﬁcation problem for (1.1) consists in ﬁnding the parameters α,β(x) and δ such that the solution of (1.1) exhibits
the desired behavior.
More precisely, let
P = {q = (α,β, δ) ∈ [αmin,αmax] × B × [δmin, δmax]}. (1.3)
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J (q) =
∫
Q
[
y(q; t, x) − zd(t, x)
]2
dxdt, q ∈ P , (1.4)
where zd is a given function on Q . The data zd can be thought of as the targeted behavior of (1.1). The parameter identiﬁ-
cation problem for (1.1) with the objective function (1.4) is to ﬁnd q∗ = (α∗, β∗, δ∗) ∈ P satisfying
J (q∗) = inf
q∈P J (q). (1.5)
Let q → y(q) from P into C([0, T ]; H) be the solution map. Its existence and continuity is established in Sections 2
and 3. Thus, the identiﬁcation problem (1.5) has a solution if the minimization in (1.5) is restricted to a compact subset
of P . For example, one can require the diffusion coeﬃcients to be uniformly bounded in H1(Ω). Then such a subset is
compact in L2(Ω) and in B. Alternatively, one can choose a subset of functions β in B that have a uniformly bounded
variation Varβ = ∫
Ω
|Dβ|, see [4] for details.
Our main interest is in a variational characterization of the minimizers q∗ of (1.5). Such a minimizer can be characterized
by the inequality
D J (q∗;q − q∗) 0, q ∈ P , (1.6)
where D J (q∗;q − q∗) denotes the right Gâteaux derivative of J (q) at q = q∗ in the direction of q − q∗ , see Deﬁnition 4.1.
The existence of D J (q∗;q−q∗) is based on the existence of the weak Gâteaux derivative of y(q) established in Section 4.
Our proof clariﬁes the arguments in [7] that were used for constant diffusion coeﬃcients.
In Section 6 we show that the necessary condition (1.6) for the optimal set of parameters q∗ can be written as
(α∗ − α)a +
∫
Ω
(
β∗(x) − β(x))G(x)dx+ (δ∗ − δ)c  0 (1.7)
for any (α,β, δ) ∈ P , where the constants a, c and the function G(x) are expressed through the solutions of the state and
adjoint systems.
The main results of our paper are Theorem 3.4 on the continuity of the solution map q → y(q) from P into C([0, T ]; V ),
and Theorem 5.3 on the existence of the Fréchet derivative D J (q) of the objective function J (q). We show that if the
optimal set of parameters q∗ is in the interior of the admissible set P , then we have
D J (q∗) = (a,G, c) = (0,0,0). (1.8)
For q∗ on the boundary of P the optimality condition (1.7) takes the form of a bang–bang control law described in Section 6.
The paper is organized as follows. In Section 2 we brieﬂy review the standard arguments for the existence of the solution
map y(q), and establish that the involved estimates are held uniformly with respect to the parameters q ∈ P . In Section 3
we show the continuous dependence of the solutions on the parameters q ∈ P . In Section 4 we prove the existence of
the weak Gâteaux derivative of y(q). In Section 5 we establish our main result Theorem 5.3. In Section 6 the necessary
condition (1.7) is derived, and further analyzed to show that it obeys the bang–bang control law.
For the sine-Gordon equation with constant diffusion coeﬃcients β similar results were obtained in [7], also see [12].
In such a framework the identiﬁcation for a 1-D version of (1.1) was analyzed by us in [5] from a computational perspec-
tive. Fréchet differentiability of solution mappings for semilinear second order evolution equation with a ﬁxed diffusion
coeﬃcient was recently obtained in [8].
The method described in this paper can apparently be extended to other settings. In particular, the cost functional J (q)
deﬁned in (1.4) can be replaced by
J (q) =
∫
Ω
∣∣y(q; T , x) − zd(x)∣∣2 dx, q ∈ P .
This important cost functional was studied in [7]; also see [1].
2. Existence of weak solutions
We follow the standard arguments for the existence of the weak solutions for (1.1) used in [3,6,10,13]. The details are
provided here since we need to ascertain the uniformity of the energy and convergence estimates with respect to q ∈ P . We
also develop methods used in subsequent sections.
Let the Hilbert space H = L2(Ω) have the norm |u| and the inner product (u, v). Let the Hilbert space V = H10(Ω) have
the norm ‖u‖ and the inner product (∇u,∇v). The dual H ′ is identiﬁed with H leading to V ⊂ H ⊂ V ′ with compact,
continuous and dense injections. Hence, there exists a constant K1 = K1(Ω) such that
|w| K1‖w‖, for any ∈ V . (2.1)
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Given β ∈ B we deﬁne a bilinear, continuous and coercive form on V × V by
aβ(u, v) =
∫
Ω
β(x)∇u(x)∇v(x)dx.
Then aβ(u,u) ν‖u‖2 for any u ∈ V . The associated linear operator Aβ from V to V ′ deﬁned by 〈Aβu, v〉 = aβ(u, v) is an
isomorphism from V onto V ′ .
For deﬁniteness let {λk}∞k=1 and {wk}∞k=1 be the eigenvalues and the eigenfunctions of the negative Laplacian −	 in V ,
such that {wk}∞k=1 form an orthonormal basis in H . Then {wk/
√
λk }∞k=1 form an orthonormal basis in V , see [3], Chapter 6.
From now on the dependency on x is suppressed, and ′ and ′′ stand for the time derivatives. Let
W (0, T ) = {u: u ∈ L2(0, T ; V ), u′ ∈ L2(0, T ; H), u′′ ∈ L2(0, T ; V ′)}. (2.2)
The weak solution of (1.1) is a function y ∈ W satisfying
〈y′′,w j〉 + α(y′,w j) + aβ(y,w j) + δ
(
sin(y),w j
)= ( f ,w j), ∀ j ∈ N,
y(0) = y0 ∈ V , y′(0) = y1 ∈ H, (2.3)
where the equations in t are satisﬁed in the distributional sense. Since the span of the eigenfunctions w j is dense in H , it
is also dense in V ′ . Thus (2.3) can be considered as an equation in V ′
y′′ + αy′ + Aβ y + δ sin y = f , y(0) = y0 ∈ V , y′(0) = y1 ∈ H, (2.4)
which is understood in the sense of distributions on (0, T ) with the values in V ′ , see [10,13].
The following lemma [13, Lemma 4.4.1] is of a critical importance.
Lemma 2.1. Let w ∈ L2(0, T ; V ), w ′ ∈ L2(0, T ; H) and w ′′ + Aβw ∈ L2(0, T ; H). Then, after a modiﬁcation on the set of measure
zero, w ∈ C([0, T ]; V ), w ′ ∈ C([0, T ]; H) and, in the sense of distributions on (0, T ) one has
(w ′′ + Aβw,w ′) = 1
2
d
dt
{|w ′|2 + aβ(w,w)}. (2.5)
Fix m ∈ N and let Vm = span{w1, . . . ,wm}. The approximate solution of (2.3) is deﬁned to be a function ym(t) ∈ W that
satisﬁes
y′′m + αy′m + Aβ ym + δPm sin(ym) = Pm f , ym(0) = Pm y0, y′m(0) = Pm y1, (2.6)
where Pm is the orthogonal projection of H onto Vm .
Lemma 2.2.
(i) The solution of Eq. (2.4) is unique.
(ii) The solution of Eq. (2.6) is unique.
Proof. (i) Let z1 and z2 be two solutions of (2.4). Then their difference w = z2 − z1 satisﬁes
w ′′ + Aβ(w) = −αw ′ − δ
(
sin(z2) − sin(z1)
) ∈ L2(0, T ; H),
with zero initial conditions. By Lemma 2.1
1
2
d
dt
{|w ′|2 + aβ(w,w)}= −α|w ′|2 − δ(sin(z2) − sin(z1),w ′). (2.7)
Integrating over [0, t], 0 < t  T and using estimate (2.1) gives
∣∣w ′(t)∣∣2 + ∥∥w(t)∥∥2  c
( t∫
0
|w ′|2(s)ds +
t∫
0
‖w‖2(s)ds
)
(2.8)
for some constant c > 0. The Gronwall’s Lemma [3, Section B.2] implies |w ′(t)|2 + ‖w(t)‖2  0. Therefore w(t) = 0.
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w ′′ + Aβ(w) = −αw ′ − δPm
(
sin(z2) − sin(z1)
) ∈ L2(0, T ; H),
with zero initial conditions. Since |Pmv| |v| for any v ∈ H the result follows as in (i). 
A corollary of Lemma 2.2 is that ym(t) ∈ Vm for any t ∈ [0, T ]. Indeed, let zm(t) =∑mk=1 gkm(t)wk satisfy(
z′′m,wk
)+ α(z′m,wk)+ aβ(zm,wk) + δ(sin(zm),wk)= ( f ,wk), 1 km,
zm(0) = Pm y0, z′m(0) = Pm y1. (2.9)
For each m ∈ N this is a Cauchy problem for the system of ordinary differential equations that has a unique solution zm(t)
with zm, z′m, z′′m ∈ C([0, T ]; V ). The solution zm(t) also satisﬁes (2.6). By Lemma 2.2(ii) we get ym = zm .
Theorem 2.3. Let q = (α,β, δ) ∈ P , y0 ∈ V , y1 ∈ H and f ∈ L2(0, T ; H). Then
(i) There exists a unique weak solution y(t;q) of (1.1). This solution satisﬁes y ∈ C([0, T ]; V ) ∩ W (0, T ), y′ ∈ C([0, T ]; H), and
max
0tT
(∥∥y(t)∥∥2 + ∣∣y′(t)∣∣2)+ ∥∥y′′(t)∥∥2L2(0,T ;V ′)  C1[‖y0‖2 + |y1|2 + ‖ f ‖2L2(0,T ;H)], (2.10)
where C1 is a constant independent of q ∈ P . The approximate solutions ym(t;q) also satisfy the energy estimate (2.10) with the
same constant C1 .
(ii) The solution y(t;q) and its approximations ym(t;q) satisfy the following convergence estimate∣∣y′(t) − y′m(t)∣∣2 + ∥∥y(t) − ym(t)∥∥2
 C2
(
|y1 − Pm y1|2 + ‖y0 − Pm y0‖2 + ‖ f − Pm f ‖2L2(0,T ;H) +
t∫
0
∣∣sin y(s;q) − Pm sin y(s;q)∣∣2 ds
)
, (2.11)
where C2 is a constant independent of q ∈ P .
(iii) Furthermore, ym → y in C([0, T ]; V ) and y′m → y′ in C([0, T ]; H) as m → ∞.
Proof. Part I. A priori estimates.
Eqs. (2.6) imply(
y′′m, y′m
)+ aβ(ym, y′m)+ δ(sin(ym), y′m)= ( f , y′m)− α(y′m, y′m). (2.12)
That is
1
2
d
dt
[∣∣y′m(t)∣∣2 + aβ(ym, ym)]= ( f , y′m)− α(y′m, y′m)− δ(sin(ym), y′m). (2.13)
Let c denote various positive constants that depend only on the bounds of the admissible set P . Integrate (2.13) from 0 to t
and apply the coercivity estimate aβ(u,u) ν‖u‖2 to get
∣∣y′m(t)∣∣2 + ν∥∥ym(t)∥∥2  |Pm y1|2 + μ‖Pm y0‖2 + 2
t∫
0
∣∣( f (s), y′m(s))∣∣ds + 2|α|
t∫
0
∣∣y′m(s)∣∣2 ds
+ 2|δ|
t∫
0
∣∣(ym(s), y′m(s))∣∣ds.
Using |ab| (a2 + b2)/2 we get
∣∣y′m(t)∣∣2 + ∥∥ym(t)∥∥2  c
(
|Pm y1|2 + ‖Pm y0‖2 + ‖ f ‖2L2(0,T ;H) +
t∫
0
(∣∣y′m(s)∣∣2 + ∣∣ym(s)∣∣2)ds
)
. (2.14)
For the last term in (2.14) we have |ym(s)| K1‖ym(s)‖ for s ∈ [0, T ]. Thus it yields
∣∣y′m(t)∣∣2 + ∥∥ym(t)∥∥2  c
(
‖y0‖2 + |y1|2 + ‖ f ‖2L2(0,T ;H) +
t∫ (∣∣y′m(s)∣∣2 ds + ∥∥ym(s)∥∥2)ds
)
. (2.15)0
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Let v ∈ V with ‖v‖ 1. From (2.6)〈
y′′m, v
〉= (y′′m, v)= (y′′m, Pmv)= ( f , Pmv) − α(y′m, Pmv)− aβ(ym, Pmv) − δ(sin(ym), Pmv).
Since |Pmv| |v| we get∣∣(y′′m(t), v)∣∣ c(∣∣ f (t)∣∣+ ∣∣y′m(t)∣∣+ ∥∥ym(t)∥∥+ ∣∣ym(t)∣∣).
Utilize |ym(t)| K1‖ym(t)‖ in the above inequality and integrate it from 0 to T to obtain∥∥y′′m∥∥2L2(0,T ;V ′)  c(| f |2L2(0,T ;H) + ∣∣y′m∣∣2L2(0,T ;H) + ‖ym‖2L2(0,T ;V )).
Finally, this inequality and (2.16) give
max
0tT
(∥∥ym(t)∥∥2 + ∣∣y′m(t)∣∣2)+ ∥∥y′′m(t)∥∥2L2(0,T ;V ′)  C1[‖y0‖2 + |y1|2 + ‖ f ‖2L2(0,T ;H)], (2.17)
where C1 is a constant independent of q ∈ P .
Part II. Existence and convergence.
Estimate (2.17) shows that for any q ∈ P and m ∈N the approximate solutions ym(q) belong to the same bounded convex
ball ‖w‖W  C of W (0, T ) for some C > 0. Fix a q ∈ P . Since W (0, T ) is a reﬂexive space, there exists a subsequence ymk
of ym that converges weakly to a function z ∈ W (0, T ). Because this is a distributional convergence, we have
ymk ⇀ z in L
2(0, T ; V ),
y′mk ⇀ z
′ in L2(0, T ; H),
y′′mk ⇀ z
′′ in L2(0, T ; V ′), (2.18)
where ⇀ indicates the weak convergence. We can also assume that ymk ⇀ z weak-star in L
∞(0, T ; V ) and y′mk ⇀ z′ weak-
star in L∞(0, T ; H).
Since V is compactly imbedded in H , ymk → z in L2(0, T ; H). Therefore sin(ymk ) → sin(z) in L2(0, T ; H), and one can
pass to the limit in (2.6) to obtain
〈z′′,w j〉 + α(z′,w j) + aβ(z,w j) + δ
(
sin(z),w j
)= ( f ,w), j = 1, . . . ,m,
z(0) = y0, z′(0) = y1, (2.19)
see [3] for details. Thus z is a weak solution of (1.1), it satisﬁes the energy estimate (2.10) with the same constant C1 that
was used in (2.17). By Lemma 2.2 the solution z is unique, therefore ym → z, m → ∞ in L2(0, T ; H) for the entire sequence
ym and not just for its subsequence ymk .
Rewrite (2.4) as z′′ + Aβ z = f −αz′ − δ sin(z). Hence z′′ + Aβ z ∈ L2(0, T ; H). Rewrite (2.6) as y′′m + Aβ ym = Pm f −αy′m −
δPm sin(ym). Hence y′′m + Aβ ym ∈ L2(0, T ; H). For the difference z − ym we have
(z − ym)′′ + Aβ(z − ym) = f − Pm f − α(z − ym)′ − δ
(
sin(z) − Pm sin(ym)
) ∈ L2(0, T ; H).
By Lemma 2.1,
1
2
d
dt
{∣∣z′ − y′m∣∣2 + aβ(z − ym, z − ym)}
= ( f − Pm f )(z − ym)′ − α
∣∣(z − ym)′∣∣2 − δ(sin(z) − Pm sin(ym), z′ − y′m). (2.20)
Let c denote various constants that depend only on the bounds of the admissible set P . Integration on [0, t] gives∣∣z′(t) − y′m(t)∣∣2 + aβ(z(t) − ym(t), z(t) − ym(t))
 c
(
|y1 − Pm y1|2 + aβ(y0 − Pm y0, y0 − Pm y0) + ‖ f − Pm f ‖2L2(0,T ;H) +
t∫
0
∣∣z′ − y′m∣∣2 ds
+
t∫ ∣∣sin(z) − Pm sin(z)∣∣2 ds +
t∫ ∣∣Pm(sin(z) − sin(ym))∣∣2 ds
)
. (2.21)0 0
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 c
(
|y1 − Pm y1|2 + ‖y0 − Pm y0‖2 + ‖ f − Pm f ‖2L2(0,T ;H) +
t∫
0
∣∣sin(z) − Pm sin(z)∣∣2 ds +
t∫
0
∣∣z′ − y′m∣∣2(s)ds
+
t∫
0
‖z − ym‖2(s)ds
)
. (2.22)
Now the Gronwall’s Lemma gives∣∣z′(t) − y′m(t)∣∣2 + ∥∥z(t) − ym(t)∥∥2
 c
(
|y1 − Pm y1|2 + ‖y0 − Pm y0‖2 + ‖ f − Pm f ‖2L2(0,T ;H) +
t∫
0
∣∣sin(z) − Pm sin(z)∣∣2 ds
)
, (2.23)
which is the estimate (2.11).
The right side of (2.23) approaches zero as m → ∞ implying that ym → z in L∞(0, T ; V ) and y′m → z′ in L∞(0, T ; H).
Since ym, y′m ∈ C([0, T ]; V ) we get z ∈ C([0, T ]; V ) and z′ ∈ C([0, T ]; H) after a modiﬁcation on a set of measure zero
in [0, T ]. 
3. Continuity of the solution map
Recall that the deﬁnitions of sets B and P are given in (1.2) and (1.3). The following lemma was used by us in [4] for
parabolic problems.
Lemma 3.1. Let v ∈ V . Then the mapping β → Aβ v from B into V ′ is continuous.
Proof. Suppose that βn → β in B as n → ∞. We denote A = Aβ and An = Aβn . Our goal is to show that ‖(An − A)v‖V ′ → 0
as n → ∞. Let w ∈ V with ‖w‖ 1. Then
∣∣〈(An − A)v,w〉∣∣2 
(∫
Ω
∣∣βn(x) − β(x)∣∣∣∣∇v(x)∣∣∣∣∇w(x)∣∣dx
)2

∫
Ω
∣∣βn(x) − β(x)∣∣2∣∣∇v(x)∣∣2 dx = I. (3.1)
Let  > 0. For M > 0 let ΩM = {x ∈ Ω: |∇v(x)|2 > M}. Since |∇v(x)|2 ∈ L1(Ω) there exists M > 0 such that∫
ΩM
∣∣∇v(x)∣∣2 dx < .
Then
I =
∫
ΩM
+
∫
Ω\ΩM
 4μ2 + 2μM‖βn − β‖L1(Ω)
and the result follows. 
Lemma 3.2. Suppose that βn → β in B, and vn ⇀ v weakly in V , as n → ∞. Then Anvn ⇀ Av weakly in V ′ .
Proof. Let w ∈ V , then∣∣〈Anvn,w〉 − 〈Av,w〉∣∣= ∣∣〈Anw, vn〉 − 〈Aw, v〉∣∣ ∣∣〈(An − A)w, vn〉∣∣+ ∣∣〈Aw, vn − v〉∣∣. (3.2)
Since a weakly convergent sequence is bounded, for the ﬁrst term we have∣∣〈(An − A)w, vn〉∣∣ ‖Anw − Aw‖V ′ ‖vn‖ c‖Anw − Aw‖V ′ → 0
as n → ∞ by Lemma 3.1. The second term |〈Aw, vn − v〉| → 0 since vn ⇀ v . 
Given q ∈ P , y(q) denotes the weak solution of (1.1). First, we establish the following continuity result.
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continuous.
Proof. Let qn → q in P as n → ∞. Because of the energy estimate (2.10) we can choose a subsequence y(qnk ) weakly
convergent to a function z in W (0, T ). In particular, y(qnk ) ⇀ z weakly in L
2(0, T ; V ). Therefore y(qnk ) → z strongly in
L2(0, T ; H). This gives sin(y(qnk )) → sin(z) in L2(0, T ; H).
By (2.10) the derivatives y′(qnk ) and z′ are uniformly bounded in L∞(0, T ; H). Therefore functions y(qnk ), z are equicon-
tinuous in C([0, T ]; H). Thus y(qnk ) → z in C([0, T ]; H). In particular y(t;qnk ) → z(t) in H and y(t;qnk ) ⇀ z(t) weakly in V
for any t ∈ [0, T ]. By Lemma 3.2, Ank y(t;qnk ) ⇀ Az(t) weakly in V ′ .
Now we see that z satisﬁes Eq. (2.3), i.e. it is the weak solution y(q). The uniqueness of the weak solutions implies that
y(qn) → y(q) as n → ∞ in C([0, T ]; H) for the entire sequence y(qn) and not just for its subsequence. Thus y(t;qn) → y(q)
in C([0, T ]; H) as qn → q in P as claimed. 
Theorem 3.4. Let q ∈ P and B be equipped with the L1(Ω) topology. Then the solution maps q → y(q) from P into C([0, T ]; V ) and
q → y′(q) from P into C([0, T ]; H) are continuous.
Proof. Part I. First, we establish the continuity of the approximate solution maps q → ym(q) from P into C([0, T ]; V ), and
q → y′m(q) from P into C([0, T ]; H).
Fix m ∈N. Suppose that qn → q in P as n → ∞. The approximate solutions ym(qn) and ym(q) satisfy
y′′m(qn) + An ym(qn) = Pm f − αn y′m(qn) − δn Pm sin
(
ym(qn)
)
,
y′′m(q) + Aym(q) = Pm f − αy′m(q) − δPm sin
(
ym(q)
)
, (3.3)
where we write A = Aβ and An = Aβn to simplify the notation. In each case the initial conditions are the same for q and
qn: y(0,q) = Pm y0 and y′(0;q) = Pm y1.
Let w = ym(qn) − ym(q). Subtracting the equations in (3.3) gives
w ′′ + An(w) = (A − An)ym(q) − αnw ′ + (α − αn)y′m(q) − δn Pm
(
sin
(
ym(qn)
)− sin(ym(q)))
+ (δ − δn)Pm sin
(
ym(q)
)
. (3.4)
Take the H inner product of each side with w ′ and represent the left side as a derivative:
1
2
d
dt
{|w ′|2 + an(w,w)}= ((A − An)ym(q),w ′)− αn|w ′|2 + (α − αn)(y′m(q),w ′)
− δn
(
Pm
(
sin
(
ym(qn)
)− sin(ym(q))),w ′)+ (δ − δn)(Pm sin(ym(q)),w ′). (3.5)
Integrate both sides from 0 to t and estimate the right side using c for constants independent of q ∈ P .
∣∣w ′(t)∣∣2 + ∥∥w(t)∥∥2  c
( t∫
0
∥∥(A − An)ym(s;q)∥∥V ′∥∥w ′(s)∥∥ds + |α − αn|
t∫
0
∣∣y′m(s;q)∣∣2 ds
+ |δ − δn|
t∫
0
∥∥ym(s;q)∥∥2 ds +
t∫
0
∣∣w ′(s)∣∣2 ds +
t∫
0
∥∥w(s)∥∥2 ds
)
. (3.6)
In a ﬁnite dimensional normed space all norms are equivalent. Hence there exists a constant C(m) such that ‖w ′(s)‖ 
C(m)|w ′(s)| for any s ∈ [0, T ]. This can also be seen from ‖wk‖2 = λk .
Now the Gronwall’s inequality and the energy estimate (2.17) give
∣∣y′m(t;qn) − y′m(t;q)∣∣2 + ∥∥ym(t;qn) − ym(t;q)∥∥2
 c(m)
( T∫
0
∥∥(A − An)ym(s;q)∥∥2V ′ ds + |α − αn| + |δ − δn|
)
. (3.7)
By the assumption qn → q in P , that is αn → α, δn → δ and βn → β in B as n → ∞. The integral term in the right-hand side
of (3.7) approaches zero by Lemma 3.1 and the Lebesgue Dominated Convergence Theorem. Hence the required convergence
ym(qn) → ym(q) in C([0, T ]; V ) and y′m(qn) → y′m(q) in C([0, T ]; H) as n → ∞ follows.
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Estimate (2.23) shows that it is enough to establish the uniform convergence of
T∫
0
∣∣sin(y(s;q))− Pm sin(y(s;q))∣∣2 ds → 0, m → ∞ (3.8)
for q ∈ K .
Note that the mapping [0, T ] × P → H deﬁned by (s,q) → y(s;q) is continuous, since q → y(q) ∈ C([0, T ]; H) is con-
tinuous by Lemma 3.3. Therefore the mapping [0, T ] × P → H deﬁned by (s,q) → sin(y(s;q)) is continuous. Thus it takes
the compact set [0, T ] × K into a compact set in H , and the uniform convergence of the integrals in (3.8) follows from the
Dini’s Theorem.
Finally, let qn → q in P . Then the set K = {qn}∞n=1 ∪{q} is compact in P . By Part I the map p → ym(p) is continuous on K
for every m ∈N. By Part II the convergence ym(p) → y(p) is uniform on K . Therefore y(qn) → y(q), m → ∞ in C([0, T ]; V )
as claimed. This argument applied to the estimate (2.23) also shows the convergence of the derivatives y′(qn) → y′(q) in
C([0, T ]; H). 
4. Gâteaux differentiability of the solution map
The goals of this section are to derive the existence and to give a characterization of the weak right Gâteaux derivative
of the solution map.
Deﬁnition 4.1. Let q∗,q ∈ P . The solution map q → y(q) of P into L2(0, T ; H) is said to be weakly (right) Gâteaux differen-
tiable at q∗ in the direction q − q∗ if there exists a function Dy(q∗;q − q∗) ∈ L2(0, T ; H) such that
lim
λ→0+
(
y(q∗ + λ(q − q∗)) − y(q∗)
λ
, v
)
= (Dy(q∗;q − q∗), v) (4.1)
for any v ∈ L2(0, T ; H).
For convenience the word “right” is omitted in the sequel. Also, since q∗,q ∈ P , the above deﬁnition is applied to a
possibly restricted set of directions in the convex admissible set P .
Let q∗ = (α∗, β∗, δ∗). It turns out that the weak Gâteaux derivative z = Dy(q∗;q − q∗) satisﬁes the linear equation
z′′(t) + α∗z′(t) + Aβ∗ z(t) + δ∗h(t)z(t) = f˜ (t), t ∈ (0, T ) (4.2)
with some h ∈ L2(0, T ; H) and f˜ ∈ L2(0, T ; V ′). However, since f˜ does not have to be in L2(0, T ; H), the methods of previous
sections are not applicable, and there may be no weak solutions of (4.2) as deﬁned in Section 2. To overcome this diﬃculty
one has to weaken the notion of the weak solution further to allow for a wider class of solutions.
Deﬁnition 4.2. Given q = (α,β, δ) ∈ P and h ∈ L2(0, T ; H) let the linear space X (q;h) be deﬁned by
X (q;h) = {φ ∈ W (0, T ): φ′′ − αφ′ + Aβφ + δhφ = g, φ(T ) = 0, φ′(T ) = 0, g ∈ L2(0, T ; H)}.
Reversing the time ﬂow t → T − t and arguing as in Section 2 we can prove that the terminal value problem appearing
in Deﬁnition 4.2 has a unique weak solution φ ∈ C([0, T ]; V ) ∩ W (0, T ), and that it satisﬁes the energy estimate
∣∣φ′(t)∣∣2 + ∥∥φ(t)∥∥2  c‖g‖2L2(0,T ;H), t ∈ [0, T ], (4.3)
where the constant c is independent of λ ∈ [0,1] and q ∈ P . If it is known that all the functions h that could appear in the
Deﬁnition 4.2 are within the same bounded set in L2(0, T ; H), then the constant c is also independent of h.
Deﬁnition 4.3. Let the linear operator L(q;h) from X (q;h) into L2(0, T ; H) be deﬁned by
L(q;h)φ = φ′′ − αφ′ + Aβφ + δhφ.
Let the inner product (·,·) in X (q;h) be deﬁned by
(φ,ψ) = (L(q;h)φ, L(q;h)ψ)L2(0,T ;H), φ,ψ ∈ X (q;h).
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terms of the operator L(q;h) the energy estimate (4.3) can be written as∣∣φ′(t)∣∣2 + ∥∥φ(t)∥∥2  c∥∥L(q;h)φ∥∥2L2(0,T ;H) = c‖φ‖2X (q;h). (4.4)
Deﬁnition 4.4. Given q ∈ P , h ∈ L2(0, T ; H) and f ∈ L2(0, T ; V ′), function z ∈ L2(0, T ; H) is called a weakened solution of
the problem
z′′(t) + αz′(t) + Aβ z(t) + δh(t)z(t) = f (t), z(0) = 0, z′(0) = 0, t ∈ (0, T ) (4.5)
if
T∫
0
(
z(t), L(q;h)(φ)(t))dt =
T∫
0
〈
f (t),φ(t)
〉
dt (4.6)
for all φ ∈ X (q;h).
If f ∈ L2(0, T ; H) and z is the weak solution (in the sense of Section 2) of the problem (4.5), then the integration by
parts shows that z also is its weakened solution.
Lemma 4.5. If f ∈ L2(0, T ; V ′), then there exists a unique weakened solution of the problem (4.5).
Proof. By the method of transposition of Lions [11], if F (φ) is a bounded linear functional on X (q;h), then there exists a
unique ζ ∈ L2(0, T ; H) such that
F (φ) =
T∫
0
(
ζ(t), L(q;h)(φ)(t))dt for any φ ∈ X (q;h). (4.7)
Let
F (φ) =
T∫
0
〈
f (t),φ(t)
〉
dt, φ ∈ X (q;h).
Using the energy estimate (4.4) we get∣∣F (φ)∣∣ ‖ f ‖L2(0,T ;V ′)‖φ‖L2(0,T ;V ) √cT‖ f ‖L2(0,T ;V ′)∥∥L(q;h)φ∥∥L2(0,T ;H) = √cT‖ f ‖L2(0,T ;V ′)‖φ‖X (q;h), (4.8)
and the result follows. 
Let uˆ and vˆ be two measurable functions on Ω . Deﬁne the function B(uˆ, vˆ)(x) for x ∈ Ω by
B(uˆ, vˆ)(x) =
{
sin uˆ(x)−sin vˆ(x)
uˆ(x)−vˆ(x) , uˆ(x) = vˆ(x),
cos vˆ(x), uˆ(x) = vˆ(x).
(4.9)
Then B is an integrable function on Ω with |B(uˆ, vˆ)(x)| 1 for any x ∈ Ω .
If uˆ1 = uˆ a.e. on Ω , and vˆ1 = vˆ a.e. on Ω , then B(uˆ1, vˆ1) = B(uˆ, vˆ) a.e. on Ω . Thus B(u, v): H × H → H is well deﬁned
by (4.9).
Furthermore, the inequality∣∣∣∣cosb − sina − sinba − b
∣∣∣∣ |a − b|
for a,b ∈R, a = b implies that∣∣cos v − B(u, v)∣∣H  |u − v|H (4.10)
for any u, v ∈ H .
Now we can proceed with the determination of the weak Gâteaux derivative z = Dy(q∗;q− q∗). Fix q∗,q ∈ P . Recall that
y(t;q) is the weak solution of the sine-Gordon equation (1.1). By Theorem 2.3 we have y(q) ∈ C([0, T ]; V ). Let λ ∈ (0,1].
For simplicity we write qλ = q∗ + λ(q − q∗).
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L2(0, T ; H) by
L(q∗; cos y(q∗))φ = φ′′ − α∗φ′ + Aβ∗φ + δ∗ cos y(q∗)φ.
Then the weak Gâteaux derivative z = Dy(q∗;q− q∗) ∈ L2(0, T ; H) at q∗ ∈ P in the direction q− q∗ is the unique weakened solution
of the problem
z′′(t) + α∗z′(t) + Aβ∗ z(t) + δ∗ cos y(t;q∗)z(t) = f0(t), z(0) = 0, z′(0) = 0, t ∈ (0, T ), (4.11)
where f0(t) = (α∗ − α)y′(t;q∗) + (Aβ∗ − Aβ)y(t;q∗) + (δ∗ − δ) sin y(t;q∗).
In other words, function z satisﬁes
T∫
0
(
z(t), L(q∗; cos y(t;q∗))φ(t))dt = (α∗ − α)
T∫
0
(
y′(t;q∗),φ(t))dt +
T∫
0
(
(Aβ∗ − Aβ)y(t;q∗),φ(t)
)
dt
+ (δ∗ − δ)
T∫
0
(
sin y(t;q∗),φ(t))dt (4.12)
for any φ ∈ X (q∗; cos y(q∗)).
Proof. We follow the outline of [7]. Let qλ = q∗ + λ(q − q∗) = (αλ,βλ, δλ) and denote Aλ = Aβλ . Then A0 = Aβ∗ . By (2.4)
functions y(qλ) and y(q∗) are the weak solutions of the equations
y′′(qλ) + αλ y′(qλ) + Aλ y(qλ) + δλ sin y(qλ) = f , yλ(0,q) = y0, y′λ(0;q) = y1
and
y′′(q∗) + α∗ y′(q∗) + Aβ∗ y(q∗) + δ∗ sin y(q∗) = f , y(0,q∗) = y0, y′(0;q∗) = y1
correspondingly.
Then the quotient zλ = (y(qλ) − y(q∗))/λ satisﬁes
z′′λ + α∗z′λ + Aβ∗ zλ + δ∗
sin y(qλ) − sin y(q∗)
λ
= (α∗ − α)y′(qλ) + (Aβ∗ − Aβ)y(qλ) + (δ∗ − δ) sin y(qλ),
zλ(0) = 0, z′λ(0) = 0.
Let
fλ(t) = (α∗ − α)y′(t;qλ) + (Aβ∗ − Aβ)y(t;qλ) + (δ∗ − δ) sin y(t;qλ).
Using the notation (4.9) we let Bλ(t) = B(y(t;qλ), y(t;q∗)) ∈ H for 0 t  T . Then
z′′λ + α∗z′λ + Aβ∗ zλ + δ∗Bλzλ = fλ, zλ(0) = 0, z′λ(0) = 0. (4.13)
Since H is continuously imbedded in V ′ there exists a constant K2 = K2(Ω) such that ‖v‖V ′  K2|v| for any v ∈ H .
Therefore one can estimate∥∥ fλ(t)∥∥V ′  K2(|α∗ − α|∣∣y′(t;qλ)∣∣+ 2μK1∥∥y(t;qλ)∥∥+ K1|δ∗ − δ|∥∥y(t;qλ)∥∥). (4.14)
Now the energy estimate (2.10) shows that there exists C2 > 0 independent of q ∈ P such that
‖ fλ‖L2(0,T ;V ′)  C2 (4.15)
for all λ ∈ (0,1].
Since zλ is a weak solution of (4.13) it is also its weakened solution, i.e.
T∫
0
(
zλ(t), L(q∗; Bλ)(φ)(t)
)
dt =
T∫
0
〈
fλ(t),φ(t)
〉
dt (4.16)
for any φ ∈ X (q∗; Bλ).
S. Gutman / J. Math. Anal. Appl. 360 (2009) 503–517 513Since zλ ∈ L2(0, T ; H) and L(q∗; Bλ) is an isometry between X (q∗; Bλ) and L2(0, T ; H), there exists φλ ∈ X (q∗; Bλ) such
that L(q∗; Bλ)φλ = zλ . For such a function φλ one gets from (4.16)
‖zλ‖2L2(0,T ;H)  ‖ fλ‖L2(0,T ;V ′)‖φλ‖L2(0,T ;V ). (4.17)
This inequality and estimates (4.4) and (4.15) give
‖zλ‖2L2(0,T ;H)  c‖zλ‖L2(0,T ;H).
Thus ‖zλ‖L2(0,T ;H)  c for some constant c independent of λ ∈ (0,1]. Here we used the fact that |Bλ(t)| 1 for any t, λ and
q,q∗ ∈ P . Therefore one can extract a subsequence zλk , λk → 0+ such that zλk ⇀ z weakly in L2(0, T ; H).
Now we would like to pass to the limit in (4.16) as λk → 0+ to obtain (4.20). However, the domains of the operators
L(q∗; Bλ) depend on λ, so one has to proceed differently.
Let
f0(t) = (α∗ − α)y′(t;q∗) + (Aβ∗ − Aβ)y(t;q∗) + (δ∗ − δ) sin y(t;q∗). (4.18)
From Lemma 3.3 we get y(qλ) → y(q∗) in L2(0, T ; V ), and y′(qλ) → y′(q∗) in L2(0, T ; H). Therefore fλ ⇀ f0 weakly in
L2(0, T ; V ′). In fact, Theorem 3.4 shows that this is a strong convergence. Thus ‖ f0‖L2(0,T ;V ′)  C2.
Write L0 = L(q∗; cos y(q∗)) and Lk = L(q∗; Bλk ) to simplify the notation. Let φ ∈ X (q∗; cos y(q∗)). Then L0φ ∈
L2(0, T ; H). Therefore
T∫
0
(
zλk (t), L0φ(t)
)
dt →
T∫
0
(
z(t), L0φ(t)
)
dt
and
T∫
0
〈
fλk (t),φ(t)
〉
dt →
T∫
0
〈
f0(t),φ(t)
〉
dt
as λk → 0+.
On the other hand, using (4.13)
T∫
0
(
zλk (t), L0φ(t)
)
dt =
T∫
0
(
z′′λk (t) + α∗z′λk (t) + Aβ∗ zλk (t) + δ∗ cos y(t;q∗)zλk (t),φ(t)
)
dt
=
T∫
0
(
z′′λk (t) + α∗z′λk (t) + Aβ∗ zλk (t) + δ∗Bλk (t)zλk (t),φ(t)
)
dt
+ δ∗
T∫
0
((
cos y(t;q∗) − Bλk (t)
)
zλk (t),φ(t)
)
dt
=
T∫
0
〈
fλk (t),φ(t)
〉
dt + δ∗
T∫
0
((
cos y(t;q∗) − Bλk (t)
)
zλk (t),φ(t)
)
dt. (4.19)
Using ‖zλ‖L2(0,T ;H)  c, φ ∈ W (0, T ) and the estimate (4.10), the last term in (4.19) can be estimated by c‖y(qλk ) −
y(q∗)‖L2(0,T ;H)‖φ‖L∞(0,T ;H) . Since the mapping q → y(q) is continuous from P into L2(0, T ; H) this term approaches zero
as λk → 0+.
Now we can pass to the limit as λk → 0+ in (4.19) and conclude that
T∫
0
(
z, L(q∗; cos y(t;q∗))(φ)(t))dt =
T∫
0
〈
f0, φ(t)
〉
dt (4.20)
for any φ ∈ X (q∗; cos y(q∗)).
Since ‖ f0‖L2(0,T ;V ′)  C2, Lemma 4.5 shows that z is the unique weakened solution of (4.11). Hence zλ ⇀ z as λ → 0+
weakly in L2(0, T ; H). This proves that the z is the weak Gâteaux derivative Dy(q∗;q− q∗) of the map q → y(q) as claimed
in the theorem. Finally, Eq. (4.12) is (4.20) written in the explicit form using the representation (4.18) for f0. 
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It follows from Lemma 3.3 that the objective function J (q) = ‖y(q) − zd‖2L2(0,T ;H) is continuous on P . In fact, we can
show that J (q) is Gâteaux differentiable. Indeed, by Theorem 4.6 the map q → y(q) is weakly Gâteaux differentiable at any
q∗ ∈ P in any direction of q − q∗ for q ∈ P , and its weak Gâteaux derivative z(t, x) = Dy(q∗;q − q∗)(t, x) can be described
by (4.12).
From the deﬁnition of the functional J (q) = ‖y(q) − zd‖2L2(0,T ;H) we get
D J (q∗;q − q∗) = 2(y(q∗) − zd, Dy(q∗;q − q∗))= 2
∫
Q
[
y(q∗; t, x) − zd(t, x)
]
z(t, x)dxdt. (5.1)
Recall that the space X (q∗; cos y(q∗)) and the operator L(q∗; cos y(q∗)) were introduced in Section 4. The adjoint state
p(q∗) is deﬁned as the weak solution of the linear terminal value problem
L(q∗; cos y(q∗))p(q∗) = y(q∗) − zd, p(q∗) ∈ X (q∗; cos y(q∗)). (5.2)
Since y(q∗) − zd ∈ L2(0, T ; H) problem (5.2) has a unique solution.
Using p(q∗) in place of φ in (4.12), expression (5.1) becomes
D J (q∗;q − q∗) = 2
T∫
0
(
z(t), L(q∗; cos y(t;q∗))p(t;q∗))dt
= 2(α∗ − α)
T∫
0
(
y′(t;q∗), p(t;q∗))dt
+ 2
T∫
0
(
(Aβ∗ − Aβ)y(t;q∗), p(t;q∗)
)
dt + 2(δ∗ − δ)
T∫
0
(
sin y(t;q∗), p(t;q∗))dt. (5.3)
Thus we obtain the following result.
Theorem 5.1. Let q,q∗ ∈ P . Then the Gâteaux derivative D J (q∗;q − q∗) of the objective function J (q) at q∗ in the direction q − q∗
has the following representation
D J (q∗;q − q∗) = (α∗ − α)a(q∗) +
∫
Ω
(
β∗(x) − β(x))G(x;q∗)dx+ (δ∗ − δ)c(q∗), (5.4)
where
a(q∗) = 2
∫
Q
yt(t, x;q∗)p(t, x;q∗)dxdt, (5.5)
c(q∗) = 2
∫
Q
sin
(
y(t, x;q∗))p(t, x;q∗)dxdt, (5.6)
and
G(x;q∗) = 2
T∫
0
∇ y(t, x;q∗)∇p(t, x;q∗)dt, x ∈ Ω. (5.7)
Note that G ∈ L1(Ω).
Our main goal is to prove that the objective function J (q) is Fréchet differentiable. For this purpose we will consider the
interior int P of the admissible set P as an open subset of the Banach space X =R× L∞(Ω)×R. The norm of (α,β, δ) ∈ X
is deﬁned by∥∥(α,β, δ)∥∥X = max{|α|,‖β‖L∞(Ω), |δ|}.
Note that here we impose a stronger topology in B (and in P ), than in previous sections.
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D J (q∗) : X → R such that
lim
q→q∗
| J (q) − J (q∗) − D J (q∗)(q − q∗)|
‖q − q∗‖X = 0, q ∈ int P . (5.8)
Theorem 5.3. Objective function J (q) is Fréchet differentiable at any q∗ ∈ int P . Let a(q∗), c(q∗) and G(q∗) be deﬁned by (5.5), (5.6)
and (5.7). Then the Fréchet derivative D J(q∗) ∈ X ′ is the bounded linear functional deﬁned on q − q∗ ∈ X by
D J (q∗)(q − q∗) = (α∗ − α)a(q∗) +
∫
Ω
(
β∗(x) − β(x))G(x;q∗)dx+ (δ∗ − δ)c(q∗), (5.9)
where q = (α,β, δ) ∈ int P .
Proof. We follow the Calculus argument that for a function of several variables the continuity of its partial derivatives
implies the differentiability.
Fix q,q∗ ∈ int P . Then y(q∗), p(q∗) ∈ L2(0, T ; V ) by the results of Section 2. Therefore D J (q∗) deﬁned in (5.9) is a
bounded linear functional on X .
Deﬁne the real valued function
F (t) = J(q∗ + t(q − q∗)), t ∈ R.
Then F is deﬁned on an open interval containing [0,1]. It is continuous on it by Theorem 3.4. Moreover F ′(0+) =
D J (q∗;q−q∗) and F ′(0−) = −D J (q∗;−(q−q∗)). According to (5.4), F ′(0+) = F ′(0−). Therefore F is differentiable at t = 0.
Clearly, the same argument can be applied at any t ∈ [0,1]. The conclusion is that one can apply the Mean-Value Theorem
to F on [0,1].
Deﬁne the mappings q → a(q), q → c(q) and q → G(q) from P into R, R, and L1(Ω), by (5.5), (5.6) and (5.7), respec-
tively with q∗ ∈ P being replaced by q = (α,β, δ) ∈ P . These mappings are continuous by Theorem 3.4. Since q∗ ∈ int P , for
a given  > 0 there exists a convex neighborhood U ⊂ int P of q∗ such that∣∣a(p) − a(q∗)∣∣< , ∣∣c(p) − c(q∗)∣∣< , ∥∥G(p) − G(q∗)∥∥L1(Ω) <  for p ∈ U .
By the Mean-Value Theorem there exists τ ∈ (0,1) such that J (q) − J (q∗) = D J (qτ ;q − q∗), where qτ = q∗ + τ (q − q∗). If
q ∈ U , then qτ ∈ U by the convexity of U . Thus∣∣ J (q) − J (q∗) − D J (q∗)(q − q∗)∣∣= ∣∣D J (qτ ;q − q∗) − D J (q∗)(q − q∗)∣∣

(∣∣a(qτ ) − a(q∗)∣∣+
∫
Ω
∣∣G(qτ ) − G(q∗)∣∣(x)dx+ ∣∣c(qτ ) − c(q∗)∣∣
)
‖q − q∗‖X
< 3‖q − q∗‖X
for q ∈ U , and the result follows. 
A corollary of Theorem 5.3 is
Theorem 5.4. Consider the sine-Gordon equation (1.1) with constant diffusion coeﬃcients β . Let the admissible set be
P = [αmin,αmax] × [βmin, βmax] × [δmin, δmax]
with βmin > 0.
Let the objective function be deﬁned by J (q) = ‖y(q) − zd‖L2(0,T ;H) . Then the mapping q → J (q) from int P ⊂ R3 into R is
differentiable. Its gradient ∇ J (q) = (a(q),b(q), c(q)), where b(q) = ∫
Ω
G(x;q)dx, and a(q),G(x;q), c(q) are deﬁned in (5.5), (5.7),
and (5.6).
6. Optimal parameters
In this section we assume that q∗ ∈ P is an optimal parameter for (1.4), that is
J (q∗) = inf
q∈P J (q). (6.1)
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(α∗ − α)a(q∗) +
∫
Ω
(
β∗(x) − β(x))G(x;q∗)dx+ (δ∗ − δ)c(q∗) 0 (6.2)
for any q = (α,β, δ) ∈ P .
Let us analyze condition (6.2) for the optimal parameter q∗ ∈ P , where
P = {q = (α,β, δ) ∈ [αmin,αmax] × B × [δmin, δmax]} (6.3)
and
B = {β ∈ L∞(Ω): 0 < ν  β(x)μ a.e. on Ω} (6.4)
for some positive constants ν and μ.
Choose q = (α,β∗, δ∗) ∈ P . Then (6.2) becomes (α∗ − α)a(q∗) 0 for all α ∈ [αmin,αmax]. If α∗ ∈ (αmin,αmax) then we
must have a(q∗) = 0. If a(q∗) > 0 then α∗ = αmax. If a(q∗) < 0 then α∗ = αmin. The case a(q∗) = 0 can be compactly written
as
α∗ = 1
2
{
sign
(
a(q∗)
)+ 1}αmax − 1
2
{
sign
(
a(q∗)
)− 1}αmin. (6.5)
Similarly to the previous case, if δ∗ ∈ (δmin, δmax) then we must have c(q∗) = 0. If c(q∗) > 0 then δ∗ = δmax. If c(q∗) < 0
then δ∗ = δmin. The case c(q∗) = 0 can be compactly written as
δ∗ = 1
2
{
sign
(
c(q∗)
)+ 1}δmax − 1
2
{
sign
(
c(q∗)
)− 1}δmin. (6.6)
Next we consider the implications for β∗ ∈ B.
Suppose that β∗ ∈ int B, i.e. ν < ess infβ∗(x) ess supβ∗(x) < μ. Then for a suﬃciently small r > 0 we have β∗ + γ ∈ B
for any γ ∈ L∞(Ω) with ‖γ ‖∞  r. Choose q = (α∗, β∗(x) − γ (x), δ∗). Then (6.2) becomes∫
Ω
γ (x)G(x;q∗)dx 0.
Choosing q = (α∗, β∗(x) + γ (x), δ∗) gives∫
Ω
γ (x)G(x;q∗)dx 0.
Thus ∫
Ω
γ (x)G(x;q∗)dx = 0 (6.7)
for any γ ∈ L∞(Ω). We conclude that β∗ ∈ int B implies G(x;q∗) = 0 a.e. in Ω .
Let
Ω+ =
{
x ∈ Ω: G(x;q∗) > 0}
deﬁned up to a set of measure zero. Then we must have β(x) = μ for a.e. x ∈ Ω+ .
Let
Ω− =
{
x ∈ Ω: G(x;q∗) < 0}
deﬁned up to a set of measure zero. Then we must have β(x) = ν for a.e. x ∈ Ω− . This analysis shows that the optimal
coeﬃcient q∗ satisﬁes a bang–bang control law. Its other consequence is summarized in the following theorem.
Theorem 6.1. If the optimal coeﬃcient q∗ is located in the interior int P of the admissible set P , then
a(q∗) = 0, c(q∗) = 0, and G(x;q∗)= 0 a.e. in Ω.
In the case of constant diffusion coeﬃcients β in (1.1) the gradient ∇ J (q) = (a(q),b(q), c(q)) of the objective function
was obtained in Theorem 5.3. Combining this result with Theorem 6.1 gives
S. Gutman / J. Math. Anal. Appl. 360 (2009) 503–517 517Theorem 6.2. Consider the sine-Gordon equation (1.1) with constant diffusion coeﬃcients β . Let the admissible set be
P = [αmin,αmax] × [βmin, βmax] × [δmin, δmax]
with βmin > 0. Let the objective function be deﬁned by J (q) = ‖y(q) − zd‖L2(0,T ;H) . If the parameter q∗ ∈ int P is optimal, then∇ J (q∗) = 0.
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