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Quanten-Monte-Carlo-Untersuchungen von null-, ein- und
zweidimensionalen Spinsystemen
In dieser Dissertation werden die Thermodynamik und Anregungen von Quantenspin-
systemen untersucht. Dazu wird hauptsächlich die numerische Quanten-Monte-Carlo-
Methode basierend auf der stochastischen Reihenentwicklung verwendet. Diese Methode
wird mit einer ergänzenden Ringaustauschwechselwirkung zwischen vier Spins implemen-
tiert und zur Betrachtung von anisotropen Systemen und zur Messung des dynamischen
Strukturfaktors weiterentwickelt.
Der Spin-1/2-Heisenberg-Würfel wird in einem externen Magnetfeld für verschiedene
Systemgrößen untersucht. Die Änderung der Systemgröße zeigt in den thermodynami-
schen Größen eine Veränderung, die das Quanten- bzw. Nanoverhalten widerspiegelt.
Damit ist es möglich eine Systemgröße festzulegen, bei der Quanteneigenschaften von
Nanoteilchen eine wichtige Rolle spielen.
Danach wird die Spindynamik eindimensionaler Spinketten untersucht. Dabei sind die
statischen und dynamischen Eigenschaften der alternierenden ferro- und antiferroma-
gnetischen Spin-1/2-Kette bei endlichen Temperaturen von Interesse. Dabei wird ein
Übergang von schwach gekoppelten Dimeren zu Haldane-Ketten-Verhalten ohne quan-
tenkritischen Punkt beobachtet. Die Störungstheorie eines dispersiven Triplon-Gases be-
schreibt den Grenzfall der Dimere gut. Im anderen Grenzfall weist das System ähnlich
zur Haldane-Kette eine endliche Spinlücke auf. Anschließend wird die anisotrope anti-
ferromagnetische Spin-1-Kette untersucht. Die Spindynamik im Hochtemperaturbereich
zeigt dabei das Verhalten einer Haldane- bzw. Néel-Phase. Dieses Verhalten konnte durch
einen Vergleich mit Berechnungen der dynamischen Quanten-Typikalität bestätigt wer-
den.
Zuletzt werden zweidimensionale Spin-1/2-XY-Ferromagneten mit Ringaustausch un-
tersucht. Erst wird die Rolle der Trimerisierung auf dem Kagome-Gitter betrachtet. Es
wird eine Reskalierung der Austauschparameter bezüglich der Trimerisierung vorgestellt,
wodurch die Physik weitgehend mit dem isotropen Fall übereinstimmt. Das Quantenpha-
sendiagramm zeigt eine superfluide und eine Z2-Quantenspinflüssigkeitsphase. Danach
wird ein Modell auf dem Quadratgitter mit einer zusätzlichen anisotropen übernächsten-
Nachbar-Wechselwirkung untersucht, welches drei langreichweitig geordnete Phasen auf-
weist. Im Grenzfall starker Anisotropie wird das System auf einem Dreiecksgitter darge-
stellt und es existiert kein Phasenübergang. In diesen Modellen kann die lineare Spinwel-
lentheorie die Anregungen in der superfluiden Phase gut beschreiben.
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Abstract
Quantum Monte Carlo studies of zero-, one- and two-dimensional spin
systems
In this thesis the thermodynamics and excitations of quantum spin systems are investi-
gated. The properties are obtained mainly by the quantum Monte Carlo method based
on the stochastic series expansion. The method is implemented with an additional ring
exchange between four spins and is further developed to study anisotropic models and
to measure the dynamical structure factor.
First, the spin-1/2 Heisenberg cube is investigated in an external magnetic field for dif-
ferent system sizes. The change of the system size shows a change in the thermodynamic
quantities which reflects the transition from quantum to nano-behavior. Thus, it is pos-
sible to determine a system size in which quantum properties of nanoparticles play an
important role.
Second, the spin dynamics of one-dimensional spin chains is studied. On the one hand,
static and dynamical properties of the alternating ferro-antiferromagnetic spin-1/2 chain
at finite temperatures are investigated. A transition from a weakly coupled dimer chain
to Haldane chain behavior without an intermediate quantum critical point is observed.
The limit of weakly coupled dimers can be described by a perturbation theory of a dis-
persive triplon gas. In the other limit, the system exhibits a finite spin gap similar to the
Haldane chain. On the other hand, the anisotropic antiferromagnetic spin-1 chain is in-
vestigated. The spin dynamics at high temperatures shows the behavior of the Haldane
and Néel phase. Moreover these findings are compared with dynamical quantum typi-
cality calculations and are shown to be consistent with the latter.
Third, planar XY spin-1/2 ferromagnets with ring exchange are explored. The role
of trimerization on the kagome lattice is investigated. It is shown that with a proper
rescaling of the exchange parameters regarding the trimerization, the physics of the
model can largely coincide with the isotropic case. The quantum phase diagram shows
a superfluid and a Z2 quantum spin liquid phase. Extending the analysis, a model
on a square lattice with an additional anisotropic next nearest neighbour coupling is
investigated and shows three long-range ordered phases for various ring exchanges. In
the limiting case of large anisotropy, the model is investigated on the triangular lattice
and no phase transition exists. In these models, the long-ranged phase is well described
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Quantenmagnetismus ist ein aktives Gebiet der Physik der kondensierten Materie.Untersuchungen an Quantenmagneten wurden bereits mehrfach mit dem Physik-Nobelpreis gewürdigt, beispielsweise im Jahr 1970 an Louis Néel „für seine grund-
legenden Leistungen und Entdeckungen betreffend den Antiferromagnetismus und den
Ferrimagnetismus, die zu wichtigen Anwendungen in der Festkörperphysik geführt ha-
ben“, im Jahr 1977 an Philip W. Anderson, Nevill F. Mott und John H. Van Vleck „für
die grundlegenden theoretischen Leistungen zur Elektronenstruktur in magnetischen und
ungeordneten Systemen“, im Jahr 2016 an David J. Thouless, F. Duncan M. Haldane
und J. Michael Kosterlitz „für theoretische Entdeckungen topologischer Phasenübergän-
ge und topologischer Materiephasen“ und weitere Nobelpreise im Bereich der Quanten-
mechanik [6]. Die Quantenmagnete finden dabei Anwendnung in verschiedenen Gebieten,
beispielsweise in Speichertechnologien wie Kernspeichern [7, 8], in der Spintronik [9], in
der Spin-Kaloritronik [10], in den Materialwissenschaften [11], in ultrakalten atomaren
Gasen [12], und beim Einsatz in Quantencomputern [13].
Im Mittelpunkt dieser Arbeit steht die Anwendung des Quanten-Monte-Carlo-(QMC)-
Verfahrens zur Analyse des Magnetismus von Spinsystemen in verschiedenen Dimen-
sionen mit homogenen, langreichweitigen und frustrierten Austauschkopplungen. Zur
Einführung in diese Thematik werden zuerst die Modelle der Spinsysteme erläutert.
Danach werden die für diese Arbeit relevanten Phasen und Anregungen dieser Modelle
diskutiert. Außerdem werden die Vor- und Nachteile numerischer Methoden zur Ana-
lyse dieser Modelle beschrieben. Zuletzt wird noch die Gliederung der Arbeit vorge-
stellt.
Modell
Spinsysteme sind die Konsequenz stark korrelierter Elektronensysteme, die durch das
Hubbard-Modell mit halber Füllung im Grenzfall verschwindender Doppelbesetzung be-
schrieben werden können [14]. Dieser Fall ist gegeben, wenn die Stärke der Coloumb-
Abstoßung U groß ist gegenüber dem Hüpfintegral t , U  t . Nach der Entwicklung des
1
Kapitel 1. Einleitung





























l + . . . , (1.1)
wobei α, β, γ, δ = {x , y , z} die Komponenten des Spinoperators S = (S x ,S y ,S z ) mit
der Spinquantenzahl S sind. Die Wechselwirkung Γ der Spins findet entsprechend des
Gittertyps zwischen den Plätzen i , j , k , l statt und ist in wachsender Ordnung O(t/U )
sortiert. In dieser Arbeit soll eine Vereinfachung dieses allgemeinen Hamiltonoperators
untersucht werden. Dazu wird einerseits der bilineare Term, der auch im Heisenberg-
Modell auftaucht [15], und andererseits der quadrilineare Term berücksichtigt. Bezüglich
des trilinearen Terms wird angenommen, dass auf den untersuchten Gittern aus Symme-
triegründen der Austausch vom Dzyaloshinskii-Moriya-Typ [16, 17] keine Rolle spielt.
Der quadrilineare Term, auch Ringaustausch genannt, ist in metallorganischen Verbin-
dungen und 3He relevant [18–22] und lässt sich in ultrakalten atomaren Gasen realisieren
[23]. Daraus folgt zusätzlich mit einem Magnetfeld hi gekoppelt an die S z -Komponente








































mit dem Plaquette-Operator Pijkl , der Anisotropie ∆, dem Heisenberg-Austausch Jij und
dem Ringaustausch Kijkl . Die Auf- und Absteigeoperatoren sind durch S± = S x±iS y de-
finiert. Für S = 1/2 führt die Anwendung des Ringaustauschs nur auf einem alternieren-
den Zustand |↓↑↓↑〉 zu einem endlichen Beitrag Pijkl |↓↑↓↑〉 = |↑↓↑↓〉 und entspricht einer
zyklischen Vertauschung. Der Magnetismus dieser Modelle ist abhängig von den Parame-
tern Jij , ∆ij , Kijkl , hi , der Spinquantenzahl S und dem Gittertyp.
In dieser Arbeit werden Spinsysteme auf unterschiedlichen Gittertypen untersucht. Diese
sind in Abb. 1.1 dargestellt. Dort sind die Gittertypen anhand der Dimension klassifi-
ziert. Der Würfel in Abb. 1.1(a) ist ein kleines, endliches, nulldimensionales System
und wird in Kapitel 3 untersucht. Eine eindimensionale Spinkette ist in Abb. 1.1(b)
dargestellt und wird mit alternierenden Austauschwechselwirkungen für S = 1/2 und
anisotroper Austauschwechselwirkung für S = 1 in Kapitel 4 betrachtet. In Kapitel 5
werden zweidimensionale Systeme mit Ringaustausch auf den Plaquetten ijkl auf dem
Quadratgitter, siehe Abb. 1.1(c), auf dem Dreiecksgitter, siehe Abb. 1.1(d), und auf dem


























Abbildung 1.1.: Die untersuchten Gittertypen sind (a) nulldimensionale Nanoteilchen,
(b) die eindimensionale Kette und unter den zweidimensionalen Gittern (c) das Quadrat-
gitter, (d) das Dreiecksgitter und (e) das Kagome-Gitter. Die Spins sind auf den Plätzen
(Punkte) durch die Bonds bzw. die nächste-Nachbar-Wechselwirkung Jij (Linien) mit-
einander verbunden. Auf den zweidimensionalen Gittern (c)-(e) wirkt ein Ringaustausch
der Stärke K auf die Spins auf der Plaquette ijkl .
Im Folgenden sollen die Parameter Jij und ∆ij im bilinearen Term diskutiert werden.
Für den Fall Jij < 0 wird die Energie durch eine antiparallele Ausrichtung minimiert und
man spricht von einer antiferromagnetischen Kopplung. Im umgekehrten Fall Jij > 0 ist
die Kopplung ferromagnetisch und eine parallele Ausrichtung wird bevorzugt. Die Ani-
sotropie verändert die Kopplung der S z -Komponenten und es gibt mehrere interessante
Grenzfälle, die für diese Arbeit relevant sind. Die erste Summe wird mit Jij = 1 und
∆ij = 1 zum isotropen Heisenberg- bzw. XXX-Modell [15] und für ∆ij 6= 1 zum ani-
sotropen Heisenberg- bzw. XXZ-Modell. Letztere Wahl kann weiter unterteilt werden,
denn für ∆ij = 0 spricht man vom XY-Modell [24, 25] und für ∆ij /Jij → ∞ gelangt
man zum Ising-Modell [26].
Die drei Komponenten des Spinoperators erfüllen die nicht trivialen Vertauschungsrela-
tionen [S k ,S l ] = i~εklmSm mit k , l ,m ∈ {x , y , z}, deshalb gibt es im Allgemeinen Quan-
tenfluktuationen. Im Grenzfall einer hohen Koordinationszahl und einer großen Spin-
quantenzahl S →∞ spielen die Quantenfluktuationen keine große Rolle, solche Systeme
werden als klassische Magnete verstanden. Umgekehrt spielen die Quantenfluktuationen
eine große Rolle bei einer kleinen Spinquantenzahl und in niedrigen Dimensionen, diese
werden als Quantenmagnete bezeichnet.
Phasen und Anregungen
Ziel dieser Arbeit ist es, die Phasen und Anregungen von Quantenmagneten zu beschrei-
ben. Dazu gibt es in diesem Abschnitt eine Erläuterung der relevanten Begriffe. Pha-
sen beschreiben ein physikalisches System, das eine Symmetrie S hat, also [H,S] = 0,
die jedoch in der thermodynamischen Gesamtheit oder im Grundzustand gebrochen
ist, d. h. die Dichtematrix ρ vertauscht nicht mit H, also [H, ρ] 6= 0. Diese werden


















Abbildung 1.2.: Beschreibung des thermischen Phasenübergangs nach der Ginzburg-
Landau-Theorie. (a) Die freie Energie F − F0 aus Gl. (1.3) als Funktion des Ordnungs-
parameters ψ. (b) Der Ordnungsparameter ψ ist für T < TC endlich und verschwindet
für T > TC .
von Observablen, die unter S nicht invariant sind, endliche Werte annehmen, sogenannte
Ordnungsparameter. S kann dabei sowohl kontinuierliche als auch diskrete Gruppen be-
schreiben. Zum Beispiel ist beim Ferromagneten der Ordnungsparameter die Magnetisie-
rung M =
∑
i 〈S zi 〉 und es wird die Spinrotationssymmetrie gebrochen. Eine akzeptierte
und verstandene Beschreibung von thermischen Phasenübergangen zweiter Ordnung ist
die Ginzburg-Landau-Theorie [27, 28]. Diese baut auf der Entwicklung der freien Ener-
gie F als Funktion eines Ordnungsparameters ψ in der Nähe eines Phasenübergangs
auf
F (T , g , ψ) = F0 + a(T , g)ψ
2 + b(T , g)ψ4 . (1.3)
Die Parameter a und b hängen von der Temperatur T und den Austauschkopplungen
g ab. Mithilfe der freien Energie lässt sich der thermische Phasenübergang bei festem
g mit F (T , g = const, ψ) beschreiben. Analog ist die Versuchung groß, eine Gültigkeit
von Gl. (1.3) auch für T = 0, also für die Abhängigkeit der Grundzustandsenergie von
g , anzunehmen. Dies würde es ermöglichen, Phasenübergänge bei T = 0, also soge-
nannte Quantenphasenübergänge, einfach durch Vertauschung von T mit g zu beschrei-
ben. Diese Beschreibung ist nicht korrekt. Der wesentliche Unterschied zwischen einem
thermischen und einem Quantenphasenübergang besteht darin, dass bei letzerem der
Ordnungsparameter durch den Potentialberg in der Mitte der gestrichelten Linien in
Abb. 1.2(a) quantenmechanisch tunneln kann, d. h. Quantenfluktuationen durchführen
kann. Um dies formal richtig zu beschreiben muss Gl. (1.3) um die Zeit als zusätzliche
4
Koordinate im Sinne eines Pfadintegrals erweitert werden. Für den Zweck einer Einlei-
tung soll dieser wesentliche Unterschied aus Gründen der Einfachheit jedoch vernach-
lässigt werden. Der Phasenübergang findet in dieser Vereinfachung also am kritischen
Wert TC bzw. gC statt. Der Ordnungsparameter ψ 6= 0 ist unterhalb des kritischen
Wertes endlich und oberhalb des kritischen Wertes verschwindet der Ordnungsparame-
ter ψ = 0. Dies entspricht einer geordneten Phase unterhalb von TC bzw. gC und einer
ungeordneten Phase oberhalb des kritischen Wertes. Der typische Verlauf der freien
Energie aus Gl. (1.3) ist in Abbildung 1.2(a) und des Ordnungsparameters in Abbil-
dung 1.2(b) für einen thermischen Phasenübergang gezeigt. Die freie Energie für T
besitzt unterhalb der kritischen Temperatur TC zwei Minima und oberhalb nur ein Mi-
nimum. Der Ordnungsparameter nimmt den Wert ein, der die freie Energie minimiert.
Um den Phasenübergang zeigen physikalische Größen typischerweise ein Potenzverhal-
ten. Dazu gehört beispielsweise die Korrelationsfunktion C (i , j ), wobei für T > TC gilt
C (i , j ) = 〈Sαi Sβj 〉 − 〈Sαi 〉 〈S
β
j 〉 ∝ e−|ri−rj |/ξ, deren Korrelationslänge ξ ∼ |T − TC |−ν
unterhalb TC oder jenseits von gC divergiert.
Da die Ginzburg-Landau-Theorie im thermodynamischen Limes für gebrochene kontinu-
ierliche Symmetrien formuliert ist, ist die Beschreibung auf ein unendlich großes System
N → ∞ beschränkt. Damit kann beispielsweise die langreichweitige Ordnung in einem
antiferromagnetischen Spin-1/2-Modell im thermodynamischen Limes beschrieben wer-
den. Eine langreichweitige Ordnung auf einem dreidimensionalen, bipartiten Gitter mit
antiferromagnetischen, isotropen Heisenberg-Wechselwirkungen der benachbarten Spin-
1/2 ist in Abb. 1.3(a) dargestellt [29, 30]. Der dargestellte Zustand, Spin-↑ auf einem
Untergitter A und Spin-↓ auf dem anderen Untergitter B ist der klassische Grundzu-
stand und wird als Néel-Zustand bezeichnet, wobei die Untergittermagnetisierung der
Ordnungsparameter ist. Für solche Systeme ist eine Divergenz der spezifischen Wärme
bei der kritischen Temperatur TC zu erwarten.
In dieser Arbeit sind hauptsächlich Modelle von Interesse, die mehr als die Ginzburg-
Landau-Theorie zu ihrer Beschreibung benötigen. Dazu werden endliche Systeme außer-
halb des thermodynamischen Limes, niedrigdimensionale Systeme und topologische Ord-
nungen beschrieben. In endlichen Systemen gibt es keine spontane Symmetriebrechung
[31, 32] und es existiert in der spezifischen Wärme um TC nur ein Peak und keine Diver-
genz. Die Diskussion von endlichen Systemen wird in Kapitel 3 fortgeführt.
Selbst im thermodynamischen Limes gibt es Einschränkungen durch das Mermin-Wagner-
Theorem in niedrigdimensionalen Systemen d ≤ 2. Das Mermin-Wagner-Theorem be-
sagt für Systeme mit hinreichend kurzreichweitigen Austauschwechselwirkungen, dass
es in einer und zwei Dimensionen bei endlichen Temperaturen keine spontane Sym-
metriebrechung der kontinuierlichen Symmetrie geben kann [33]. Da also bei endlichen
Temperaturen in einer Dimension kein Symmetriebruch vorliegt und somit keine lang-
reichweitige Ordnung möglich ist, sind antiferromagnetische Spinketten interessant, die
in Kapitel 4 näher untersucht werden. Hierbei ist eine Unterscheidung zwischen ganz-
zahligen S = 1, 2, . . . und halbzahligen S = 1/2, 3/2, . . . Spinketten relevant, da die








Abbildung 1.3.: (a) Der quasi-klassische Néel-Zustand auf einem unendlich großen,
bipartiten Würfel im klassischen Limes. Die Spin-1/2 (Pfeile) sind auf den Plätzen
(Punkte) durch die Bonds bzw. die nächste-Nachbar-Wechselwirkung (Linien) mit-
einander verbunden. (b) Der Grundzustand der Haldane-Kette ist durch den String-
Ordnungsparameter charakterisiert und besitzt eine kurzreichweitige Korrelation ξ ' 6.
Die Eigenschaften dieses Modells können durch eine Darstellung der Spin-1-Kette mit
Spin-1/2 und des VBS-Zustands im AKLT-Modell verstanden werden. Die roten Ellip-
sen stellen dabei eine Projektion der Spin-1/2 zu einem Spin-1 dar, wobei diese durch
|+〉 〈↑↑| + |0〉 (〈↑↓| + 〈↓↑|)/
√
2 + |−〉 〈↓↓| repräsentiert sind. |+〉, |0〉 und |−〉 sind da-




kann in großen Bereichen der Spinkette eine lokale Ordnung existieren, die dem quasi-
klassischen Néel-Zustand entspricht. Aufgrund des Mermin-Wagner-Theorems unter-
drücken die thermischen Fluktuationen in einer Dimension die Tendenz zur Ordnung
und es gibt bei endlichen Temperaturen keine langreichweitige Ordnung. Für Spinket-
ten mit S = 1 und allgemein ganzzahliger Spinquantenzahl wurde gezeigt, dass diese
eine Spinlücke aufweisen [34]. Zur exakten Beschreibung des Grundzustands der anti-
ferromagnetischen Spin-1-Kette, auch Haldane-Kette genannt, kann das AKLT-Modell
verwendet werden [35]. In Abb. 1.3(b) ist dazu der Grundzustand der Haldane-Kette
dargestellt. Der Grundzustand der Spin-1-Kette kann durch die Charakterisierung mit-
tels eines String-Ordnungsparameters verstanden werden [36]. Hierbei folgt einem Spin-↑
(S z = 1) ein Spin-↓ (S z = −1) oder mehrere Nullen (S z = 0) bzw. einem Spin-↓ ein
Spin-↑ oder mehrere Nullen. Die antiferromagnetischen Korrelationen sind kurzreichwei-
tig ξ ' 6 [37]. Der String-Ordnungsparameter kann durch die Darstellung der Spin-1
als Spin-1/2 verstanden werden. Auf jedem Platz sind zwei Spins-1/2 zu einem Spin-
1 gebunden. Zwischen den benachbarten Plätzen bilden diese einen Singulett-Zustand,
auch Valenzbond genannt. Dieser Valenzbond-Festkörper (VBS)1 zeigt die ungebrochene
Translationssymmetrie des Grundzustands.
In der Ginzburg-Landau-Theorie wird eine Ordnung durch einen lokalen Ordnungspara-
meter beschrieben. Topologische Ordnungen hingegen können nicht durch einen lokalen
Ordnungsparameter beschrieben werden [38, 39] und können deshalb nicht durch die
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Abbildung 1.4.: (a) Die isotrope antiferromagnetische Heisenberg-
Austauschwechselwirkung ist auf dem Dreiecksgitter frustriert. (b) Auf dem Drei-
ecksgitter lässt sich der Grundzustand durch eine Superposition aller möglichen
Dimerkonfigurationen beschreiben. Der Dimer wird durch Valenzbonds (|↑↓〉+ |↓↑〉)/
√
2
beschrieben. Der Wilson-Loop entlang der periodischen Randbedingungen erhält die
Parität, wenn ein Dimerpaar gedreht wird. (c) Das Dreiecksgitter mit periodischen
Randbedingungen kann um einen Torus gewickelt werden. Dort gibt es zwei topologisch
unterscheidbare Wilson-Loops, die die Z2 topologischen Ordnung beschreiben.
Ginzburg-Landau-Theorie erklärt werden. Ein Beispiel für ein System mit einer toplo-
gischen Ordnung wird im Folgenden beschrieben. Es wird dazu das Dreiecksgitter mit
einer isotropen antiferromagnetischen Heisenberg-Austauschwechselwirkung betrachtet.
Auf dem Dreiecksgitter können diese konkurrierenden Wechselwirkungen klassisch nicht
gleichzeitig optimal befriedigt werden, vgl. Abb. 1.4(a). Dies wird Frustration genannt
[40, 41]. Das Auftreten der Frustration ist hier von der Gittergeometrie und dem Vorzei-
chen der Austauschwechselwirkungen abhängig. In frustrierten Magneten ist der Grund-
zustand oft hochgradig entartet und die Fluktuationen groß. Eine Möglichkeit zur ap-
proximativen Minimierung der Energie ist eine Superposition von Dimerkonfigurationen
auf dem Gitter [42]. Die Bildung von Singulett-Zuständen von benachbarten Spins, vgl.
Abb. 1.4(b), ist kein Eigenzustand des Systems. Da alle Dimerkonfigurationen das glei-
che Gewicht haben, kann ein Paar von Dimeren gedreht werden und eine Superpositi-
on davon den sogennanten Resonanz-Valenzbond-Zustand (RVB) bilden [43–46]. Diese
Phase hat keine magnetische Ordnung und wird Quantenspinflüssigkeit (QSL)2 genannt.
Diese wurde erstmalig von P. W. Anderson vorgeschlagen [42]. Für eine ausführliche Be-
schreibung sind eine Vielzahl an Review-Artikel zu empfehlen [47–50]. Das Drehen der
Dimerpaare erhält die Parität der Wilson-Loops, vgl. Abb. 1.4(b), d. h. die Anzahl der
Dimere, die modulo 2 die eingezeichnete Linie schneiden. Dies wird deshalb als Ordnungs-
parameter verstanden. Der Hauptpunkt ist dabei, dass zur Bestimmung dieser Parität
immer das gesamte System benötigt wird, d. h. der Ordnungsparameter ist nicht lokal.
Aus diesem Grund versagt die Ginzburg-Landau-Theorie. Ein Dreiecksgitter mit peri-
odischen Randbedingungen kann auf einen Torus gewickelt werden, wie in Abb. 1.4(c)
dargestellt ist. Da es auf dem Torus nur zwei topologisch unterscheidbare Wilson-Loops
gibt, spricht man von einer Z2 topologischen Ordnung [51, 52]. Der Ringaustausch im






Abbildung 1.5.: (a) Klassische ferromagnetische Spinwellenanregung in der Seitenan-
sicht und Draufsicht. Der Wellenvektor q = 2π/λ resultiert aus der Wellenlänge λ der
präzedierenden Spins. (b) Die Ergebnisse der inelastischen Neutronenstreuung des quasi-
zweidimensionalen Antiferromagneten La2CuO4 kann dabei gut durch ein Magnon (weiße
Linie) beschrieben werden [53].
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch die American Physical
Society angepasst von Ref. [53].
Hamiltonoperator in Gl. (1.2) ist frustriert und führt auf dem Kagome-Gitter zu einer
ähnlichen Physik, die resultierende Quantenspinflüssigkeitsphase wird in Abschnitt 5.1
diskutiert.
Nach diesen Bemerkungen zu den für diese Arbeit relevanten Phasen werden im Fol-
genden die drei elementaren Anregungen beschrieben, die in dieser Arbeit von Interesse
sind. Dazu gehören das Magnon, die Anregung der Spin-1-Kette und das Spinon.
Erstens werden die Spinwellenanregungen der antiferromagnetischen bzw. ferromagne-
tischen Ordnung, das Magnon, beschrieben. Das Goldstone-Theorem besagt, dass die
Anregung eines System mit spontaner Brechung einer kontinuerlichen Symmetrie lücken-
lose Goldstone-Moden sind [54, 55]. In Spinsystemen werden diese Anregungen Spinwel-
len oder Magnon-Quasiteilchen genannt [56]. Eine beispielhafte klassische Spinwellen-
anregung eines Ferromagneten ist in Abb. 1.5(a) dargestellt. Die Spinquantenzahl des
Magnons ist S = 1. Die Dispersionsrelation ist für kleine Wellenvektoren q bei Fer-
romagneten quadratisch ~ω ∝ q2 und bei Antiferromagneten linear ~ω ∝ q [57]. Die
Magnonen lassen sich gut durch eine Näherung mit der (linearen) Spinwellentheorie be-
schreiben [58, 59]. Experimentell konnte das Magnon in Messungen der inelastischen
Neutronenstreuung beispielsweise für das quasi-zweidimensionale antiferromagnetische
Spin-1/2-System La2CuO4 beobachtet werden [53]. In diesem realen Material gibt es
kleine Kopplungen zwischen den atomaren Lagen, deshalb widerspricht die langreich-
weitige Ordnung nicht dem Mermin-Wagner-Theorem. In Abb. 1.5(b) ist dazu das re-
sultierende Spektrum aus der inelastischen Neutronenstreuung für La2CuO4 gezeigt.

















Abbildung 1.6.: (a) Grundzustand und eine Triplettanregung in der Haldane-Kette. (b)
Die experimentellen Ergebnisse der inelastischen Neutronenstreuung für Y2BaNiO5 zei-
gen eine Spinlücke ∆ im Anregungsspektrum [61]
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch AAAS angepasst von
Ref. [61].
Im Folgenden wird die Anregung der Haldane-Kette beschrieben. Die niederenergetische
Anregung aus dem Grundzustand heraus ist eine Triplettanregung, vgl. Abb. 1.6(a).
Dabei wird der beschriebene Grundzustand von alternierenden Spin-↑ und Spin-↓ mit
dazwischenliegenden Nullen durch eine Erzeugung eines Tripletts aufgebrochen. Der an-
geregte Zustand verändert somit den String-Ordnungsparameter. Die dazugehörige Di-
spersion hat eine Spinlücke ∆ beim Wellenvektor q = π [60] und ist in Abb. 1.6(b)
dargestellt. Hierbei werden Prozesse höherer Ordnung, wie das Zwei- bzw. Drei-Magnon-
Kontinuum, nicht weiter untersucht [60]. Die theoretischen Vorhersagen bezüglich einer
endlichen Spinlücke konnten experimentell mit der inelastischen Neutronenstreuung für
das Haldane-Ketten-Material Y2BaNiO5 bestätigt werden [61]. Die experimentellen Er-
gebnisse sind in Abb. 1.6(c) dargestellt und zeigen einen qualitativ ähnlichen Verlauf wie
die zuvor dargestellte Dispersion.
Ales letztes werden eine Form der elementaren Anregungen der Quantenspinflüssigkeits-
phase, die Spinonen, beschrieben. Die Anregungen der QSL sind exotisch, da die Spi-
nonen neutrale Teilchen mit einer Spinquantenzahl S = 1/2 sind. Spinonen sind Spins,
die nicht in einem Valenzbond gebunden sind, vgl. Abb. 1.7(a), und sich frei durch das
Gitter bewegen können. Das theoretische Konzept des Spinons existiert auch in einer
Dimension und ist dort experimentell nachgewiesen, so z. B. in der antiferromagne-
tischen Spin-1/2-Heisenberg-Kette CuSO4·5D2O [62], vgl. Abb. 1.7(b). Die Ergebnisse
der inelastischen Neutronenstreuung konnten dabei durch theoretische Berechnungen des
Zwei- und Vier-Spinon-Kontinuums erklärt werden. Die Realisierung von QSL-Phasen
in Materialien ist eine aktuelle Forschungsaufgabe, die viel Aufmerksamkeit bekommt
[63]. Eine Schwierigkeit ist dabei die direkte Charakterisierung der QSL-Phase aufgrund
des fehlenden lokalen Ordnungsparameters, da die topologische Ordnung im Experiment
nicht direkt gemessen werden kann. In zwei Dimensionen konnte bis jetzt noch kein
zweifelsfreier Nachweis von Spinonen gelingen. Dabei existieren eine Vielzahl an Mate-
rialkandidaten auf dem Dreiecksgitter in YbMgGaO4 [64], im organischen Mott-Isolator





Abbildung 1.7.: Spinon-Anregung der Quantenspinflüssigkeitsphase. (a) Ein Spinon ist
ein freies Spin-1/2, welches an keinen Valenzbond gebunden ist. (b) Der Vergleich der In-
tensitäten aus der inelastischen Neutronenstreuung mit theoretischen Ergebnissen. Für
die antiferromagnetische Spin-1/2-Heisenberg-Kette CuSO4·5D2O mit Zwei- und Vier-
Spinon-Anregungen von [62].
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch Springer Nature ange-
passt von Ref. [62].
Methoden
Die mit dem Hamiltonoperator in Gl. (1.2) beschriebenen Modelle können selten exakt
gelöst werden. Analytische Methoden können nur unter Einschränkungen zur exakten
Lösung von Quantenvielteilchensystemen beitragen, z. B. kann der Bethe-Ansatz für
integrable Systeme in einer Dimension verwendet werden [68]. Daneben existieren nu-
merische Methoden, um sich dem hochdimensionalen Hilbertraum anzunähern. Dabei
müssen Einschränkungen in Kauf genommen werden, mit welchen sich die numerischen
Methoden in drei Gruppen einteilen lassen.
Erstens können kleine Systeme und Spinquantenzahlen untersucht werden, z. B. bieten
sich dafür die exakte Diagonalisierung (ED) und die Lanczos-Methode [69] an. Exak-
te numerische Diagonalisierungstechniken versuchen Eigenenergien und Eigenzustände
von Hamiltonoperatoren explizit zu bestimmen. Wenn man nur an dem niederenergeti-
schen Spektrum interessiert ist, kann dazu auch die Lanczos-Methode verwendet werden
[69]. Der Diagonalisierungsprozess befasst sich mit einem Hilbertraum, der exponentiell
mit der Anzahl der Spins wächst. Daher ist die Methode auf kleine Systemgrößen be-
schränkt. Unter Berücksichtigung der Symmetrien des Systems lässt sich der Hilbertraum
effektiv verkleinern, um Berechnungen von größeren Systemgrößen zu ermöglichen. An-
regungsspektren können mit einer beliebigen Frequenzauflösung berechnet werden [70],
aber der erhöhte Rechenaufwand senkt die zugängliche Systemgröße im Vergleich zu
reinen Untersuchungen des Grundzustands. Daneben bietet sich auch die dynamische
Quanten-Typikalität (DQT) [71–81] zur Betrachtung kleiner Systeme an. Vereinfacht
beschrieben nutzt diese Methode aus, dass Erwartungswerte bezüglich eines zufälligen
reinen Quantenzustands mit hoher Genauigkeit Ensemblemittelwerte approximieren kön-
nen.
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Zweitens ermöglichen Tensornetzwerke eine effiziente Beschreibung von schwach ver-
schränkten Zuständen. Dazu gehört die Dichtematrix-Renormalisierungsgruppen-
Methode (DMRG) [37, 82–84], die ein moderner Algorithmus zur Behandlung eindimen-
sionaler Systeme ist. Sie ermöglicht die kontrollierte Berechnung von Systemeigenschaf-
ten, einschließlich der Spindynamik. Die DMRG ist von Natur aus in einer Dimension
formuliert. Zweidimensionale Systeme mit periodischen Randbedingungen können unter-
sucht werden, indem z. B. eine Spinkette um einen Zylinder gewickelt wird. Bei diesem
Ansatz werden die Wechselwirkungen zwischen den nächsten Nachbarn zu Wechselwir-
kungen mit längerer Reichweite, was sich negativ auf die Leistung auswirkt und den
zugänglichen Zylinderumfang begrenzt [85]. Tensornetzwerkmethoden wie der PEPS-
Algorithmus3 [86], der die Prinzipien der DMRG in zwei Dimensionen transformiert,
sind immer noch ein aktives Forschungsgebiet.
Als letzte Methode kann der Zustandsraum durch einen Metropolis-Algorithmus re-
duziert werden, z. B. mit Quanten-Monte-Carlo-Methoden (QMC). Monte-Carlo-
Methoden verwenden Pseudozufallszahlengeneratoren, um verschiedene Zustände zu er-
fassen, die im vorliegenden thermodynamischen Ensemble auftreten. In dieser Arbeit
liegt der Fokus auf der stochastischen Reihenentwicklung (SSE)4, die ein Algorithmus
aus der Klasse der QMC-Verfahren für Spin- und Bosonengittermodelle ist [87, 88]. Dabei
wird der Zustandsraum zerlegt, was eine Zufallsstichprobe in einem (d+1)-dimensionalen
Raum ermöglicht, wobei d die Dimension des Gitters ist. Dabei ist die zusätzliche Di-
mension diskret und kann auf einer imaginären Zeitachse abgebildet werden [89]. Dies
ermöglicht es, Spin-Spin-Korrelationsfunktionen in der imaginären Zeit zu extrahieren,
die dann durch den Prozess der analytischen Fortsetzung in reale Frequenzspektral-
funktionen transformiert werden können. Die zugängliche Gittergröße hängt stark vom
vorliegenden Modellsystem ab und die benötigten Rechenressourcen skalieren nicht ex-
ponentiell mit dieser Größe. Daher sind viele ein-, zwei- und dreidimensionale Systeme
von angemessener Größe zugänglich. Ein Nachteil ist die begrenzte Qualität der analyti-
schen Fortsetzung. Außerdem hat der Algorithmus in nicht-bipartiten oder frustrierten
Systemen ein Vorzeichenproblem5. Dadurch wird die Statistik bei niedrigen Temperatu-
ren schlecht und die Untersuchung solcher Systeme ist mit der QMC nicht praktikabel.
Es existieren Ansätze, um entweder das Vorzeichen als Observable zu messen oder bei-
spielsweise Meron-Cluster-Algorithmen zu benutzen [90]. Das Vorzeichenproblem spielt
bei den untersuchten Modellen in dieser Arbeit keine Rolle und wird deshalb nicht weiter
diskutiert.
3engl. projected entangled pair states





In dieser Dissertation werden die Thermodynamik und Anregungen in verschiedenen
Phasen einer speziellen Auswahl von Quantenspinsystemen untersucht. Zur Untersu-
chung wird hauptsächlich die Quanten-Monte-Carlo-Methode (QMC) genutzt, die
in Kapitel 2 beschrieben wird. Dazu wird zuerst die klassische Monte-Carlo-Methode
und die stochastische Reihenentwicklung erläutert. Abhängig vom untersuchten Modell
wird die stochastische Reihenentwicklung für Bonds oder Plaquetten definiert. Danach
wird die Messung von statischen und dynamischen Größen inklusive der resultierenden
Fehler gezeigt. Aufgrund der Messung der dynamischen Strukturfaktoren in der ima-
ginären Zeit, wird die analytische Fortsetzung auf die reale Frequenzachse mithilfe der
Maximum-Entropie-Methode erklärt.
Die damit untersuchten Modelle lassen sich in drei Kategorien aufteilen.
Erstens wird in Kapitel 3 die Thermodynamik des antiferromagnetischen Spin-1/2-
Würfels in Abhängigkeit der endlichen Systemgröße untersucht. Der Hamiltonoperator
in Gl. (1.2) wird dabei ohne Ringaustausch K = 0 betrachtet. Dabei wird der Übergang
des Quanten- zu klassischen Verhalten untersucht. Für kleine Systeme ist das Quan-
tenverhalten relevant und in der Magnetisierung treten Stufen auf. Für große Systeme,
also im thermodynamischen Limes, verschwinden die Charakteristiken des Quantenver-
haltens und das Modell zeigt klassisches Verhalten. Die QMC-Ergebnisse der thermo-
dynamischen Größen für verschiedene Temperaturen, Magnetfelder und Kantenlängen
lassen sich außerdem durch die lineare Spinwellentheorie auf endlichen Gittern beschrei-
ben.
Zweitens wird in Kapitel 4 die Spindynamik von Heisenberg-Ketten untersucht. Der Ha-
miltonoperator in Gl. (1.2) wird auch dort ohne Ringaustausch K = 0 betrachtet. Zuerst
wird in Abschnitt 4.1 die alternierende ferro- und antiferromagnetische Spin-
1/2-Heisenberg-Kette untersucht. Aufgrund der Wahl der Austauschkopplungen geht
das Modell von der dimerisierten zur Haldane-Kette über. Mithilfe der Störungstheorie
und QMC werden die Spinlücke und der transversale dynamische Strukturfaktor für
verschiedene Temperaturen und Austauschkopplungen verglichen. Das Spektrum ska-
liert dabei zwischen einem Triplonen- und einem Haldane-Ketten-Spektrum.
Danach wird in Abschnitt 4.2 die anisotrope antiferromagnetische Spin-1-Heisen-
berg-Kette diskutiert, welche im Grenzfall die Eigenschaften einer Haldane-Kette hat
und somit mit den Ergebnissen aus dem vorangegangen Abschnitt verglichen werden
kann. Die Spindynamik bei endlichen Temperaturen wird mithilfe der QMC berechnet
und mit Ergebnissen der DQT verglichen.
Drittens werden in Kapitel 5 planare XY-Ferromagnete mit Ringaustausch untersucht.
Der Hamiltonoperator in Gl. (1.2) ist durch eine verschwindende Anisotropie ∆ und oh-
ne Magnetfeld h definiert. Zuerst wird in Abschnitt 5.1 der planare XY-Ferromagnet
auf dem trimerisierten Kagome-Gitter mit Ringaustausch gezeigt. Mithilfe von
QMC-Ergebnissen wird der Quantenphasenübergang aufgrund der Wahl der Trimerisie-
rung und des Ringaustausches ermittelt. Das Quantenphasendiagramm besteht aus einer
12
superfluiden Phase und einer Z2-Quantenspinflüssigkeitsphase. In diesen Phasen werden
die Spinsteifigkeit, der statische und der dynamische Strukturfaktor näher untersucht.
In der superfluiden Phase werden die Anregungen mit Ergebnissen der linearen Spinwel-
lentheorie verglichen.
Danach wird in Abschnitt 5.2 der Übergang des planaren XY-Ferromagnet vom
Quadrat- zum Dreiecksgitter mit Ringaustausch gezeigt. Die Anisotropie der nächs-
ten-Nachbar-Wechselwirkung und der Ringaustausch führen zu einem Quantenphasen-
diagramm mit drei Phasen, eine ferromagnetische, eine VBS- und eine Néel-Phase. Dabei
wird der Phasenübergang mittels der lokalen Ordnungsparameter mit der QMC ermit-
telt. Außerdem werden die elementaren Anregungen mithilfe der linearen Spinwellen-
theorie beschrieben.
Am Ende wird in Kapitel 6 eine Zusammenfassung der Erkenntnisse und ein Ausblick





Hier wird die Quanten-Monte-Carlo-Methode (QMC) mit stochastischer Reihen-entwicklung (SSE) präsentiert, da diese für unfrustrierte Systeme bei endlichenTemperaturen sehr leistungsfähig ist. Sie wurde auf Grundlage der Handscomb-
Methode [91] von Anders W. Sandvik weiterentwickelt [92]. Hierbei handelt es sich um
eine Hochtemperatur-Reihenentwicklung der Zustandssumme, die nur die ersten Sum-
manden mit dem größten Gewicht berücksichtigt. Die Beschreibung und Entwicklung in
diesem Kapitel basiert auf Vorarbeiten der ehemaligen Arbeitsgruppenmitglieder Simon
Großjohann [93], Yousef Rahnavard [94] und BjörnWillenberg [95].
Dieses Kapitel ist folgendermaßen strukturiert. Am Anfang wird das Grundprinzip der
Monte-Carlo-Methode im Abschnitt 2.1 erläutert. Zu Beginn des Abschnitts 2.2 wird
die SSE allgemein beschrieben und anschließend werden die Unterschiede zwischen der
Bond- und Plaquette-SSE mit Zwei- bzw. Vier-Spin-Wechselwirkungen gezeigt. Ele-
mentarer Bestandteil der Methode sind drei verschiedene Updates, die die Operator-
typen und -positionen verändert. In Abschnitt 2.2.3 wird das Diagonal-Update be-
schrieben, welches Operatoren entweder einfügen oder löschen kann. Danach werden
in Abschnitt 2.2.4 mit dem Loop-Update die Typen der Operatoren verändert. Das
Multibranch-Cluster-Update im Abschnitt 2.2.5 wird nur in der Plaquette-SSE ver-
wendet, um die Simulation bei dominanter Vier-Spin-Wechselwirkung zu beschleunigen.
In Abschnitt 2.3 wird die Berechnung verschiedener thermodynamischer Observablen
und ihrer Fehlerberechnung gezeigt. Anschließend wird die Messung der statischen und
dynamischen Strukturfaktoren vorgestellt. Dafür wird in Abschnitt 2.4 die analytische
Fortsetzung beschrieben, welche zum Extrahieren des dynamischen Spin-Strukturfaktors
aus den imaginärzeitlichen Greenschen Funktionen verwendet wird. In dieser Arbeit wird




Mit der Monte-Carlo-Methode wird der Zustandsraum des untersuchten Spinsystems
zufällig gescannt und die gewünschten Observablen werden über die resultierenden Kon-
figurationen gemittelt. Dabei garantiert das Gesetz der großen Zahlen, dass sich bei
mehr zufälligen Konfigurationen der gemittelte Wert dem tatsächlichen Wert annähert.





gegeben, wobei P(ci) die Wahrscheinlichkeit der Konfiguration ist. Da der Zustands-
raum, welcher alle Konfigurationen beinhaltet, zu groß ist, werden nur die wichtigsten
Konfigurationen ausgewählt. Dies wird auch Importance Sampling genannt. Das Ge-





beschrieben, wobei Z die Zustandssumme, β = 1/T die inverse Temperatur und Eci
die Energie der Konfiguration ist. Weil Wi eine Funktion der unbekannten Zustandss-
umme ist, können die Gewichte nicht direkt berechnet werden. Jedoch kann das Ver-




= e−β(Ecj−Eci ) . (2.3)
Der Metropolis-Algorithmus [96] profitiert von dieser Tatsache und nutzt dazu eine









um den Zustandsraum, beginnend mit einer zufälligen Konfiguration, zu durchlaufen.
Der Algorithmus erfüllt die Ergodizität, das heißt, dass jede gültige Konfiguration
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2.1. Monte-Carlo-Sampling








welches aussagt, dass es keine Vorzugsrichtung in der Markov-Kette gibt, solange die
Wahrscheinlichkeiten für den Hin- und Rückweg zwischen zwei Konfigurationen gleich






Die stochastische Reihenentwicklung basiert auf der Handscomb-Methode und ist ein
QMC-Verfahren für Spin- und Bosonengittermodelle [87, 88]. Der Schwerpunkt dieser Ar-
beit lag dabei in der Weiterentwicklung der Bond- und Plaquette-SSE. Für diese beiden
Fälle unterscheidet sich die Methode, da ein Bond aus zwei Spins und eine Plaquette aus
vier Spins besteht. Zuerst wird eine Unterscheidung dieser beiden Fälle in Abschnitt 2.2.1
getätigt und danach wird die SSE allgemein beschrieben. Die Begriffe Bond und Plaquet-
te sind außerhalb des Abschnitts 2.2.1 gleichbedeutend.
Zuerst wird der Hamiltonoperator H in Bondoperatoren umformuliert. Dafür werden die
Nb Bonds des Spinsystems aus dem Hamiltonoperator in Gl. (1.2) in verschiedene Ope-
ratortypen aufgeteilt. Diese Methode ist in der S z -Basis formuliert und es existieren in
der Bond-SSE Nt = 2 und in der Plaquette-SSE Nt = 3 verschiedene Operatortypen. Der
diagonale C -Operator (t = 1) flippt keinen Spin, wobei die off-diagonalen J -Operatoren
(t = 2) zwei und die K -Operatoren (t = 3) vier Spins flippen, vgl. Abb. 2.1. Damit folgt














wobei die OperatorenHt ,b im folgenden Abschnitt näher erläutert werden.
2.2.1. Bond- vs. Plaquette-Operatoren
Im Folgenden wird eine Unterscheidung der Bond- und Plaquette-SSE erfolgen, da sich
die Hamiltonoperatoren unterscheiden. Die Matrixelemente sind nur von den umgebe-
nen Spins abhängig. Die Matrixelemente werden vor jeder Simulation berechnet und
gespeichert.
Bond-SSE




























C-Op. J-Op. C-Op. J-Op. K-Op.
Abbildung 2.1.: Verschiedene Operatortypen in der Bond- und Plaquette-SSE. Lee-
re/gefüllte Kreise stellen ein Spin-↓/↑ da. Ein Rechteck stellt einen Operator da.
und wird für die Modelle in Kapitel 3 und 4 verwendet. Mit Plätzen i und j am Bond b
können die Matrixelemente abhängig vom Spinzustand für die diagonalen C - (H1,b) und
off-diagonalen J -Operatoren (H2,b) berechnet werden
H1,b = C + ε− Jij∆S zi S zj − h
(


















Es ist notwendig, dass die Matrixelemente von H1,b nicht negativ sind, deshalb wird die
Konstante C so gewählt, dass alle Matrixelemente nicht negativ sind. Ein endlicher po-
sitiver Wert der Matrixelemente von H1,b kann durch ε = S/2, wobei S die Spinquanten-
zahl beschreibt, erfolgen und ermöglicht eine bessere Performance der Simulation [92], da
dadurch mehr Operatoren in das System eingefügt werden können.
Plaquette-SSE






































hat kein Vorzeichenproblem für die Parameter Jij ,Kijkl ≥ 0 und wird in Kapitel 5 ver-
wendet. Der Hamiltonoperator kann durch die Plaquette b an den Plätzen i , j , k , l
umgeschrieben werden. Im Multibranch-Cluster-Update ist die Konstante Cb = Kb so
gewählt, dass die C - und K -Operatoren an der Plaquette b das gleiche Gewicht haben.
Ansonsten wird die Konstante Cb = ε = S/2 gewählt, um genug Operatoren einfügen zu
können. Mit b → ijkl sind die Matrixelemente für die diagonalen C - (H1,b), off-diagonalen
J - (H2,b) und K -Operatoren (H3,b) abhängig vom Spinzustand
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H1,b = Cijkl Iijkl =
{



































Die J -Operatoren H2,b existieren für alle möglichen Permutationen von ijkl . Iijkl und Ikl
sind 1-Operatoren.
2.2.2. Entwicklung der Zustandssumme
Mit der Reihendarstellung der Exponentialfunktion lässt sich die Zustandssumme Z des



















〈α |Hn |α〉 , (2.14)
wobei |α〉 =
∣∣∣S z1 ,S z2 , . . . ,S zNb
〉
die Zustände in der S z -Basis sind. Zur Optimierung des
Speicherbedarfs wird der sogenannte Operatorstring Sn = [t1, b1], [t2, b2], . . . , [tn , bn ] der
Länge n eingeführt. Jedes Element ist entweder ein diagonaler t = 1 oder off-diagonaler
t > 1 Operatortyp t ∈ 1, . . . ,Nt und gehört zum Bond b ∈ 1, . . . ,Nb . Damit folgt für die
Zustandssumme, dass die Summe über den Operatorstring Sn alle möglichen Produkte





















wobei noffdiag die Anzahl der off-diagonalen Operatoren ist. Da die Summanden der
höheren Ordnungen der Hochtemperaturentwicklung nur ein kleines Gewicht haben, be-
trachtet man nur eine Reihenentwicklung bis zu einem endlichen M und bricht die Reihe
ab. Zur Vereinfachung des Algorithmus läuft dafür der Operatorstring nur noch bis zu



























wobei n die Anzahl der diagonalen und off-diagonalen Operatoren im System ist. Auf bi-
partiten und unfrustrierten Gittern verschwindet das Vorzeichen (−1)noffdiag aus Gl. (2.15),




Ht(p),b(p) |α(0)〉 = |α(M )〉 . (2.17)
und off-diagonale Operatoren deshalb nur paarweise auftreten. In nicht-bipartiten oder
frustrierten Systemen ist eine ungerade Anzahl an off-diagonalen Operatoren möglich
und damit hat der Algorithmus ein Vorzeichenproblem, welches in den untersuchten Mo-
dellen keine Rolle spielt. Ein Metropolos-Sweep beinhaltet ein Diagonal-, ein Loop- und
in der Plaquette-SSE zusätzlich ein Multibranch-Cluster-Update. Im Folgenden werden
die drei Updates erläutert.
2.2.3. Diagonal-Update
Das Diagonal-Update verändert die Länge des Operatorstrings durch Hinzufügen und
Entfernen von diagonalen Operatoren innerhalb des Operatorstrings. 1-Operatoren wer-
den durch diagonale Operatoren ersetzt und andersherum. Off-diagonale Operatoren
bleiben im Diagonal-Update unberührt und nur 1-Operatoren und diagonale Operato-
ren werden betrachtet.
Für Nb Bonds gibt es Nb Möglichkeiten, einen 1-Operator an der Position p mit ei-
nem diagonalen Operator zu ersetzen. Die Wahrscheinlichkeit aus Gl (2.4) wird damit
zu




































Die Ordnung (n → n + 1) vergrößert sich und schlussendlich ergibt sich die Wahrschein-
lichkeit, einen diagonalen Operator einzusetzen, mit Gl. (2.18) zu
P([0, b(p)]→ [1, b(p)]) = min
(
1,




Die Rückrichtung, also einen diagonalen Operator zu entfernen, verläuft analog. Die



























Die Ordnung (n → n − 1) wird verringert und die Wahrscheinlichkeit, einen diagonalen
Operator zu entfernen, ergibt sich zu
P([1, b(p)]→ [0, b(p)]) = min
(
1,
M − n + 1
Nbβ 〈α(p) |H1,b |α(p)〉
)
. (2.24)
Es ist zu beachten, dass in Gl. 2.18 durch Nb geteilt werden muss, da es nur eine Mög-
lichkeit gibt, einen Operator zu entfernen. Dieses Update wird für alle p = 1, . . . ,M
durchgeführt, wobei der Zustand |α(p)〉 stets geupdatet werden muss. Eine Zustandsän-
derung des mitgeführten Zustands |α(p)〉 erfolgt, wenn ein off-diagonaler Operator an
der Position p auftritt. Die Berechnung der Matrixelemente 〈α(p) |Ht ,b |α(p)〉 wurde im
Abschnitt 2.2.1 näher erläutert.
2.2.4. Loop-Update
Im Loop-Update bleibt die Ordnung konstant und nur die Operatortypen werden verän-
dert. Auch hier werden die Metropolis-Wahrscheinlichkeiten verwendet. Da jedoch nur
exisitierende Operatoren verändert werden, werden die 1-Operatoren nicht berücksich-















der Zustand am Bond b(p) ist und nur die Spins direkt am Bond-







Abbildung 2.2.: Diese Abbildung ist beispielhaft für die Plaquette-SSE, da die Operato-
ren auf vier Spins wirken. In der Bond-SSE müssen die Operatoren auf nur zwei Spins
wirken und angepasst werden. Links ist der Operatorstring der Zustände |α(p)〉 darge-
stellt. Gefüllte Kreise stellen einen Spin-↑ und nichtgefüllte einen Spin-↓ da. Ein Rechteck
stellt einen Operator da. Rechts wird die resultierende verlinkte Liste mit periodischen
Randbedingungen in p-Richtung gezeigt.
Im Loop-Update müssen die Operatoren miteinander verbunden werden. Die einzelnen
Spins an einem Operator werden als Operatorbeinchen bezeichnet. Die daraus resultie-
rende verlinkte Liste ist beispielhaft in Abb. 2.2 gezeigt. Die Operatorbeinchen sind mit
dem jeweiligen Beinchen in Richtung der Entwicklungsordnung p unter Berücksichtigung
der periodischen Randbedingungen verlinkt. Hier werden Spins, auf die kein Operator
wirkt, nicht berücksichtigt. Diese verlinkte Liste gibt im weiteren Loop-Update die Mög-
lichkeit, Wege durch die Operatoren zu finden. Dieser geschlossene Weg wird auch Loop
genannt. Dafür wird ein Operatorbeinchen zufällig ausgewählt. Der Loop beginnt an
dieser Stelle. Dieses Beinchen ist das Startbeinchen. Die Wahrscheinlichkeiten zur Be-
stimmung des Ausgangsbeinchens werden dabei entweder mit der Heatbath-Lösung oder
der Directed-Loop-Gleichung, welche am Ende dieses Abschnittes beschrieben werden,
bestimmt. Die Spins werden am Eingangs- und Ausgangsbeinchen geflippt. Danach wird
ein nächstes Eingangsbeinchen mithilfe der verlinkten Liste gewählt. Entspricht das neue
Eingansbeinchen dem Startbeinchen, ist der Loop geschlossen. Ist das nicht der Fall, wird
ein neues Ausgangsbeinchen ausgewürfelt und der verlinkten Liste gefolgt, bis der Loop
geschlossen ist. Es gibt vier Möglichkeiten, durch einen Vertex zu gehen (vgl. Abb. 2.3),
den Bounce, den Switch & Reverse, den Continue Straight und den Switch & Conti-
nue.
Wenn auf einen Spin kein Operator wirkt, wird, um die Statistik zu verbessern, ein State-
Update ausgeführt und der Spin mit einer Wahrscheinlichkeit von 1/2 geflippt.
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(a) Bounce (b) Switch & (c) Continue (d) Switch &
Reverse Straight Continue
Abbildung 2.3.: Die vier möglichen Wege durch den Operator in der Plaquette SSE
werden gezeigt. Ist der neue Operator kein gültiger Operatortyp, ist dieser Weg nicht
erlaubt. Jeder Spin, der auf dem Weg liegt, wird geflippt. Da es nur diagonale und off-
diagonale Operatoren gibt, sind auch nur Wege erlaubt, die diese wieder produzieren
und damit ist das Ergebnis ein bekannter Operatortyp.
Heatbath-Lösung
Um die Wahrscheinlichkeiten für die Wege durch die Operatoren zu berechnen, gibt es
mehrere Möglichkeiten. Zuerst soll dafür die Heatbath-Lösung und danach die Directed-
Loop-Gleichungen vorgestellt werden. Es ist wichtig, dass das detaillierte Gleichgewicht
aus Gl. (2.5) erfüllt bleibt. Die einfachste, mögliche Lösung ist die Heatbath-Lösung. Die





um einen Operator des Vertextyps c mit dem Eingangsbeinchen e am Ausgangsbeinchen
a zu verlassen. Das Gewicht wird gleich Null gesetzt, wenn ein Ausgangsbeinchen zu ei-
nem gegebenen Eingangsbeinchen keinen bekannten Operatortyp erzeugt.
Directed-Loop-Gleichungen
Um die Bounce-Wahrscheinlichkeiten zu reduzieren, werden anstelle der Heatbath-Lösung
die Directed-Loop-Gleichungen verwendet. Aufgrund des detaillierten Gleichgewichts
muss für die Wahrscheinlichkeiten gelten
P(ci → cj )W (ci) = P(cj → ci)W (cj ) , (2.27)
wobei ci und cj eine Konfiguration aus Vertextyp, Eingangs- und Ausgangsbeinchen ist.
Diese Bedingung ist für die Heatbath-Lösung erfüllt, wie sich leicht zeigen lässt
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P(ci → cj )W (ci) =
W (cj )∑3
k=0 W (ck )
W (ci) =
W (ci)∑3
k=0 W (ck )
W (cj ) = P(cj → ci)W (cj ) .
(2.28)
Es wird ein Gleichungssystem aufgestellt, dass neben dem detaillierten Gleichgewicht
noch zwei weitere Bedingungen erfüllen muss. Einerseits muss die Summe der Wahr-
scheinlichkeiten für alle möglichen Ausgangsbeinchen Eins sein. Andererseits wird die
Bounce-Wahrscheinlichkeit minimiert, damit der gleiche Weg nicht zurück gelaufen und
so Rechenzeit verbraucht wird, die die Perfomance der Simulation verschlechtert. Das
aufgestellte lineare Gleichungssystem, welches sich mit einem Linear Programming Sol-
ver am Anfang der Simulation lösen lässt, gibt die Wahrscheinlichkeiten für alle mögli-
chen Ausgangsbeinchen zu einem gegebenen Eingangsbeinchen und Operatortyp an und
nennt man Directed-Loop-Gleichungen. Die vollständigen Directed-Loop-Gleichungen
und deren Lösungen für die untersuchten Systeme wurden bereits ausführlich diskutiert,
z. B. für die anisotrope antiferromagnetische Spin-1/2 Heisenberg-Kette [92] und das
Spin-1/2 XY-Modell mit Ringaustausch [97]. In dieser Arbeit werden die Directed-Loop-
Gleichungen und nicht die Heatbath-Lösung genutzt.
Verallgemeinerung für Spin S
Bis jetzt wurden nur Operatoren mit Spin-1/2 behandelt. Es gibt also nur eine Möglich-
keit, einen Spin zu flippen, z. B. kann ein Spin-↑ nur zu einem Spin-↓ und andersherum
geflippt werden. Mit Spin-1 oder höheren Spins gibt es mehrere Spin-Flip-Möglichkeiten.
Der Spin-1 mit S z = +1 kann zu S z = 0 oder S z = −1 geflippt werden. Hier werden die
sogenannten Loop-Farben δS z eingesetzt. Eine Loop-Farbe sagt aus, um welchen Faktor
die S z -Komponente verändert wird. In diesem Beispiel kann der Faktor also entweder
δS z = −1 oder −2 sein. Bei reinen Spin-1/2-Systemen ist der Faktor immer δS z = +1
oder −1.
Die Loop-Farbe wird zu Beginn jedes Loops zufällig festgelegt. Dabei wird die Loop-
Farbe bis zum Ende des Loops festgehalten, wobei sich das Vorzeichen der Loop-Farbe
bei jedem Richtungswechsel in p-Richtung ändert.
Ein einfaches Beispiel dafür ist der Bounce. Wenn das Eingangsbeinchen ein Spin mit
S z = −1/2 ist und die Loop-Farbe δS z = +1, wird der Spin geflippt und das Ausgangs-
beinchen bei einem Bounce ist das Eingangsbeinchen. Durch den Richtungswechsel wird





(a) C → C |↓↑↓↓〉 bzw. |↓↓↓↓〉
(b) C → C |↓↑↑↓〉
(c) C → K |↓↑↓↑〉
(d) J → J |↓↑↓↓〉 bzw. |↓↓↓↓〉
(e) J → J |↓↑↓↑〉 bzw. |↓↑↑↓〉
(f) K → C |↓↑↓↑〉
Tabelle 2.4.: Mögliche Vertextransformationen innerhalb des Multibranch-Cluster-
Updates, wobei die zyklischen Permuationen und die hermitesche Konjugation der Zu-
stände berücksichtigt werden müssen. Der rote Pfeil zeigt dabei die Eingangs- bzw.
Ausgangsbeinchen an.
2.2.5. Mutlibranch-Cluster-Update
Nur für die Plaquette-SSE muss ein drittes Update hinzugefügt werden. Das Diagonal-
Update kann C -Operatoren einfügen und entfernen. Das Loop-Update kann folgende
Vertextransformationen zwischen den Operatortypen durchführen C ↔ J und J ↔ K .
Für einen großen Ringaustausch K verliert die Simulation an Ergodizität und deshalb ist
ein Update notwendig, welches die Transformation C ↔ K erlaubt.
Das neue Multibranch-Cluster-Update ermöglicht die Generierung von mehr als einem
Ausgangsbeinchen zu einem Eingangsbeinchen und diese Beschreibung folgt der Ref. [97].
Durch die Wahl von mehr als einem Ausgangsbeinchen können die Cluster sehr groß wer-
den, wobei ein Cluster die miteinander verbundenen Operatoren meint. Die Wahl der
möglichen Vertextransformationen ermöglicht aber durch den einmaligen Besuch jedes
Beinchen, riesige Cluster zu vermeiden und so im Schnitt mehr kleine Cluster aus einer
Handvoll Operatoren zu erzeugen, anstatt einen Cluster, der den ganzen Operatorstring
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Wähle Temperatur und berechne Matrixelemente.





Operatoren zu einer verlinkten Liste verknüpfen.
Wähle zufällig ein Eingangsbeinchen am zufälligen Operator.
Wähle mit richtiger Gewichtung ein Ausgangsbeinchen.
Folge der verlinkten Liste zum nächsten Operatorbeinchen.
Bis Loop geschlossen ist.
Bis ca. 2 〈n〉 der Vertices besucht wurden.
Mutlibranch-Cluster-Update
Wähle zufällig ein Eingangsbeinchen am zufälligen Operator.
Markiere alle Ausgangsbeinchen als besucht.
Folge der verlinkten Liste für alle unbesuchten Beinchen zum
nächsten unbesuchten Operatorbeinchen.
Bis ein Cluster gebildet ist. Wolff-Update flippt den Cluster.
Messung
Abbildung 2.5.: Struktogramm der stochastischen Reihenentwicklung für die Plaquette-
SSE.
beinhaltet. Das Multibranch-Cluster-Update ist für S = 1/2 formuliert. In Tabelle 2.4
sind die sechs Vertextransformationen gezeigt, die anhand der möglichen Operatorty-
pen (C , J , K ) und aller Eingangszustände (|↓↑↓↓〉, |↓↓↓↓〉, |↓↑↑↓〉, |↓↑↓↑〉) inklusive der
zyklischen Permutationen klassifiziert sind.
Das Multibranch-Cluster-Update läuft folgendermaßen ab. Zuerst wird ein zufälliges Ein-
gangsbeinchen gewählt, welches noch zu keinem Cluster gehört. Zu dem neuen Cluster
werden das Eingangsbeinchen und die Ausgangsbeinchen anhand der Vertextransfor-
mationen in Tabelle 2.4 hinzugefügt. Alle Ausgangsbeinchen werden als besucht mar-
kiert. Die Ausgangsbeinchen können anhand der verlinkten Liste nun zu den nächsten
Operatoren verfolgt werden und zum Cluster hinzugefügt werden, falls das neue Ein-
gangsbeinchen noch nicht besucht wurde. Die konstruierten Cluster werden mit einer
Wahrscheinlichkeit von p = 1 (p = 1/2) nach Wolff [98] (Swendsen-Wang [99]) geflippt.
Bei dem Wolff-Update wird nur ein zufälliger Cluster erzeugt und dann geflippt. Beim
Swendsen-Wang-Update wird nach dem Finden aller Cluster und damit vor dem nächs-
ten Diagonal- bzw. Loop-Update jeder einzelne Cluster unabhängig voneinander mit der
Wahrscheinlichkeit p = 1/2 geflippt. Zur Untersuchung der Modelle dieser Arbeit wurde




Um den Ablauf einer gesamten Simulation zu verstehen, wird in diesem Abschnitt ein
Überblick gegeben. Da die Systeme im thermodynamischen Gleichgewicht betrachtet
werden, muss man zuerst das System equilibrieren. Dazu werden 10% der Rechenzeit
genutzt, danach beginnen erst die Messungen der thermodynamischen Observablen. Au-
ßerdem wird während der Equilibrierung noch die Entwicklungsordnung M angepasst.
Da die Anzahl der Operatoren n für feste Parameter einer scharfen Verteilung folgt
[89], wird die Entwicklungsordnung M , falls nötig, während der Equilibrierung nach je-
dem Diagonal-Update angepasst. Wenn das Anderthalbfache der maximalen Ordnung
1.5nmax die Entwicklungsordnung M übersteigt, wird M mit dem Faktor 1.5 erhöht. In
einer Simulation werden ∼ 106 Sweeps pro festem Parameter-Satz gerechnet. Ein Struk-
togramm des genutzten Programms ist in Abbildung 2.5 dargestellt. So wird zuerst eine
Temperatur gewählt, um die Equilibrierung mit der Anpassung der Entwicklungsordnung
durchzuführen. Danach werden die Sweeps durchlaufen, in dem ein Diagonal-Update,
mehrere Loop-Updates und ein Multibranch-Cluster-Update durchgeführt werden. Am
Ende müssen noch die Observablen gemessen werden und nun kann eine Simulation bei




Thermodynamische Größen können nicht direkt gemessen werden, deshalb wird in diesem
Abschnitt erklärt, wie die benötigten Größen aus den verfügbaren Messgrößen berechnet
werden können. Die benötigten Größen werden nach jedem Sweep gemessen, um am Ende
der Simulation einen gemittelten Wert zu erhalten. Für den restlichen Teil der Arbeit
sind die Konstanten ~ ≡ 1 und kB ≡ 1 gesetzt.
2.3.1. Energie
Die Energie E im kanonischen Ensemble ergibt sich aus der Zustandssumme gemäß
E = − ∂
∂β




und mit Gl. (2.16) kann diese zu





































vereinfacht werden, wobei β die inverse Temperatur und 〈n〉 die gemittelte Länge des
Operatorstrings ist. NbC , wie in Abschnitt 2.2.1 eingeführt, muss zur Energie addiert
werden.
2.3.2. Magnetisierung























































= 〈S z 〉 . (2.37)
2.3.3. Suszeptibilität


































− 〈S z 〉2
]
, (2.40)




i die mittlere S









ist über die freie Energie F (φ) definiert, wobei der Winkel φ = Φ/L ein Twist zum
benachbarten Spin in der xy-Ebene ist. L ist dabei die Anzahl der Bonds entlang einer
Raumrichtung. Bei T = 0 wird die freie Energie durch die Grundzustandsenergie E (φ)
ersetzt. Die Implementierung für diese Größe folgt den Referenzen [89, 100–102]. Die
Messung der Spinsteifigkeit in der SSE basiert dabei auf der Messung der Windungszahl










wobei Lα die Anzahl der Bonds in die jeweilige Raumrichtung ist. Wenn der Bond-
Operator einen Netto-Spinstrom entlang der + oder − Richtung transportiert, was mit
den Operatoren S+S− oder S−S+ direkt im Operatorstring erkannt werden kann, ist
das Vorzeichen des Phasenfaktors Nb,α = ±1 entsprechend gegeben. Damit kann die






〈W 2α 〉 , (2.43)
wobei d die Dimension ist.
2.3.5. Binning
Die Messgrößen sind miteinander korreliert, da die Konfigurationen immer durch eine
kleine Änderung der alten Konfiguration entstehen. Der statistische Fehler wird mit-
hilfe der Binning-Methode bestimmt [103]. Dazu werden die n-mal berechnete Mess-







A(i) , b = 0, . . . (k − 1) (2.44)












wobei A der Mittelwert von A ist und die Standardabweichung σ die Wurzel aus der Vari-
anz ist. Die beste Wahl der Größe der Bins kann durch eine Analyse von Simulationen mit
verschiedenen Bingrößen ermittelt werden. Eine Analyse der resultierenden Fehlerbalken
hat ergeben, dass eine gute Wahl eine Bingröße von k = 50 ist [95].
2.3.6. Strukturfaktoren
Innerhalb der Simulation werden Korrelationsfunktionen im Realraum gemessen. Dar-
aus lassen sich dann der statische longitudinale Spin-Strukturfaktor (SSSF) SS (q), der
statische transversale Plaquette-Strukturfaktor (SPSF) SP (q) und der dynamische Spin-




Der longitudinale SSSF SS (q) kann einfach während der Simulation durch das Produkt
der S z -Komponenten zwischen allen Plätzen auf dem Gitter und mithilfe einer Fourier-





















e iq·(ra−rb) 〈PaPb〉 , (2.47)
wobei Pa der Plaquette-Operator mit dem Index a → ijkl ist. Die Plaquette-Korrelations-




〈(n − 1)N (H3,a ,H3,b)〉 , (2.48)
wobei N (H3,a ,H3,b) die Anzahl der aufeinanderfolgenden Operatoren im Operatorstring
mit den Indices a, b unter Beachtung der periodischen Randbedingung aus Gl. (2.17)
sind [104]. Außerdem sind Ka und Kb die Ringaustauschkonstanten der Plaquetten Pa
bzw. Pb .
Dynamischer Spin-Strukturfaktor
Neben den statischen Strukturfaktoren lassen sich auch dynamische Größen bestim-
men, welche abhängig von der Zeit sind. Deshalb benötigt man für die Berechnung
mehr als den Zustand |α(0)〉. In der SSE wird dafür die Entwicklungsordnung ∆m ge-
nutzt und in eine Imaginärzeit τ umgewandelt, die genauere Beschreibung dazu wird in
Gl. (2.58) erfolgen. Hier werden die longitudinalen Korrelationen S zz = 〈S zi (τ)S zj (0)〉
und transversalen Korrelationen S+− = 〈S+i (τ)S−j (0)〉 beschrieben. Die Größen müs-





Die S zz -Korrelationsfunktion kann während des Diagonal-Updates berechnet werden.
Die Berechnung basiert dabei auf dem Produkt 〈S zi (m)S zj (0)〉, welches der Wert S zi
beim Zustand |α(m)〉 multipliziert mit S zj bei |α(0)〉 ist. Da das Diagonal-Update durch
alle Zustände |α〉 läuft, bietet es sich an, die Werte bereits hier zu speichern. Da alle
Spin-Korrelationen der Entwicklungsordnung gespeichert werden müssen, also N − M
Werte mit N der Anzahl der Spins und M der maximalen Entwicklungsordnung, ist die
Speichernutzung im Gegensatz zu statischen Größen viel größer.
Transversale Korrelationsfunktion
Verglichen zu der S zz -Korrelationsfunktion, ist die Berechnung der S+−-Korrelations-
funktion komplizierter. Die Berechnung wird während des Loop-Updates vorgenommen,
da dort die Operatoren S+S− durchlaufen werden. Während der Konstruktion eines
Loops wird gezählt, wie oft der Loop bei jedem ∆m an einem Operator 〈S+i (∆m)S−j (0)〉
vorbeiläuft. Man kann ausnutzen, dass die S+S−-Operatoren und die S−S+-Operatoren









Die Exponentialfunktionen können als Reihe entwickelt werden. Innerhalb der Spurbil-


















S−i (M −m)S+j (0)
〉
. (2.51)
Damit gibt es vier Möglichkeiten, die hier näher beschrieben werden. Die vier Fälle sind
auch in Abb. 2.6 gezeigt. Der Loop kann entweder nach oben oder unten beginnen und
die einzigen möglichen Loop-Farben sind δS z = +1 und −1.
Fall 1: Spin zeigt nach oben (Loop-Farbe δS z = −1) und der Loop läuft nach oben.
Demnach ist ein S+S−-Operator im System. Die Bewegung ist nach oben, d. h. ein







berechnet werden. Es werden also alle Besuche der Koordinate (∆m, i , j ) gezählt, wobei
∆m (modulo M ) immer positiv ist. Wenn der Loop geschlossen wird, muss beachtet
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Abbildung 2.6.: Vier verschiedene Fälle, wobei ein Operator fixiert ist und der andere
durch das System wandert und Spins flippt.
werden, dass ∆m = 0 and i = j am Anfang und Ende des Loops gilt. Wenn der Loop



















Die Ungleichheit gilt, da die Operatoren nicht vertauschen. Wenn der Loop von oben
geschlossen wird, wird der Beitrag wie beim Start berechnet.
Fall 2: Spin zeigt nach oben (Loop-Farbe δS z = −1) und der Loop läuft nach unten.














Es muss wieder zwischen Anfang und Ende des Loops unterschieden werden. Wenn das
Ende des Loops von unten geschlossen wird, wird normal gezählt. Wird der Loop jedoch








Fall 3: Spin zeigt nach unten (Loop-Farbe δS z = +1) und der Loop läuft nach oben.









S+j (M −∆m)S−i (0)
〉
. (2.56)
Dies ist analog zum zweiten Fall.
Fall 4: Spin zeigt nach unten (Loop-Farbe δS z = +1) und der Loop läuft nach unten.














Dies ist analog zum ersten Fall.
Jetzt kann der DSSF im Realraum durch eine Konvertierung der diskreten Entwick-
lungsschritte in eine kontinuierliche Imaginärzeit τ mithilfe der binomialen Verteilung





























Hierbei sind i , j die Plätze, m + p, p die Positionen im Operatorstring und 〈. . . 〉W
beschreibt das Metropolis-Gewicht des Operatorstrings der Länge M [88, 92]. Außerdem
ist hier entsprechend der gesuchten Größe für die longitudinale αβ = zz und transversale
Korrelationsfunktion αβ = +− einzusetzen. Mit Gl. (2.58) kann der DSSF mithilfe einer















Mithilfe der analytischen Fortsetzung kann jetzt der DSSF auf der realen Frequenzachse




In diesem Kapitel wird die verwendete Methode der analytischen Fortsetzung diskutiert.
Dazu wird zuerst die Problematik der analytischen Fortsetzung erklärt. Danach werden
die Maximum-Entropie-Methode (MEM) erläutert und verschiedene Möglichkeiten der
Bestimmung des Regularisierungsparameters gezeigt. Es gibt noch andere mögliche Me-
thoden, wie z. B. die stochastische analytische Fortsetzung [105], welche hier nicht weiter
diskutiert wird. Dieses Kapitel basiert auf der ausführlichen Diskussion in der vorigen
Masterarbeit [R4].
Analytische Fortsetzung
Bei gegebener Temperatur kann eine QMC-Simulation die Größen Ḡn für entweder ima-
ginärzeitliche Korrelationsfunktionen G(τ) bei Nτ endlichen imaginärzeitlichen Punk-
ten τn oder imaginärfrequentierte Korrelationsfunktionen bei Nω endlichen Matsubara-
Frequenzen berechnen, wobei im Folgenden N gleich der Anzahl der Punkte der eingege-
benen Daten Ḡ ist. Für imaginärzeitliche Korrelationsfunktionen Ḡ(τ) ist N = Nτ . G(τ)
wird im Weiteren als Greensche Funktion bezeichnet. Normalerweise kann die Spektral-
funktion
A(ω) = − 1
π
ImG(ω + i0+) (2.60)
aus den Daten mittels Invertierung der Fredholm-Integralgleichung 1. Art
G(τ) =
∫
dωK (τ, ω)A(ω) (2.61)
berechnet werden. K (τ, ω) wird als Kern bezeichnet, welcher abhängig von der Green-
schen Funktion gewählt werden muss, z. B. gilt für dynamische Korrelationsfunktionen
[106]







In QMC-Simulationen werden imaginärzeitliche Korrelationsfunktionen der Art
G(τ) = 〈Ô(τ)Ô(0)〉 (2.63)
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Abbildung 2.7.: (a) Zwei verschiedene Spektren A(ω) sind aus Summen von Gauß-
Funktionen und (b) die dazugehörigen Greenschen Funktionen G(τ) dargestellt. Die
Spektren unterscheiden sich stark, die resultierenden Greenschen Funktionen sind aber
sehr ähnlich. Dies zeigt die Schwierigkeit, ein eindeutiges Spektrum zu finden.
berechnet, wobei Ô(τ) = e iH τ Ô(0)e−iH τ ist. Für fermionische Operatoren Ô ist die
Funktion A(ω) reell, für alle ω nicht-negativ und normiert auf
∫
dωA(ω) = N <∞ . (2.64)
Auch wenn Gl. (2.61) eine einfache Struktur aufweist, ist eine Inversion der Gleichung
aufgrund der exponentiellen Form des Kerns schwierig. Wie von A. S. Mishchenko in
[107] beschrieben, lassen sich die Größen in einer Matrix-Vektor-Schreibweise aufschrei-
ben
~G = K~A , (2.65)
wobei ~G und ~A Nω-dimensionale Vektoren sind. K ist eine Nω × Nτ -Matrix. Die De-
terminante von K ist exponentiell klein, sodass K−1 ill-defined ist. Folglich existiert
eine unendliche Menge an ~A, die annähernd das gleiche ~G ergeben (vgl. Abb. 2.7). Die
Gl. (2.65) wird auch ill-posed genannt, da entweder keine oder keine eindeutige Lösung
von ~A existiert [108]. Aufgrund der stochastischen Natur des Monte-Carlo-Algorithmus
besitzt jedes ~G einen statistischen Fehler. Dies kann zu einer Situation führen, in der
keine Lösung ~A existiert, die die Gl. (2.65) exakt löst. Deshalb wird nicht nach einer




Der einfachste Ansatz ist die Methode der kleinsten Quadrate zum Finden einer Lösung
~A. In der ursprünglichen Schreibweise der Methode der kleinsten Quadrate gilt dann für
das Bestimmtheitsmaß χ2











wobei σ2 die Eigenwerte der Kovarianzmatrix C in Gl. (2.67) sind. Da die QMC-
Messungen nicht unabhängig voneinander sind, sind aufeinanderfolgende Messungen
stets korreliert. Deshalb werden die Daten wie bereits bei der Fehlerberechnung in Bins
aufgeteilt. Die Anzahl der Bins NBins ist so zu wählen, dass die Daten unkorreliert sind.
Nun sind die statistischen Fehler in den Greenschen Funktionen noch korreliert. Ver-
gleicht man eine Einzelmessung mit einem Mittel aus mehreren Messungen, kann man
Abweichungen für einzelne τ -Punkte erkennen [109]. Die Korrelationen der Fehler werden
durch die Kovarianzmatrix beschrieben
Clk =
1













Es ist weiterhin zu beachten, dass schon sehr kleine statistische Fehler in Ḡ einen großen
Einfluss auf A haben können. Die dadurch entstehenden Störungen aus der Überanpas-
sung von A an Ḡ führen zu einem Rauschen, das größer sein kann als die Struktur in A
[107].
Maximum-Entropie-Methode
Wie im vorangegangen Abschnitt erläutert, lässt sich mithilfe der Methode der kleinsten
Quadrate das vorhandene Rauschen nicht unterdrücken. Zur Regularisierung können
vorab Informationen über das Spektrum genutzt werden. Diesen Ansatz verfolgt die
Maximum-Entropie-Methode (MEM) [109]. Es wird ein Default-Modell D(ω) eingeführt,
welches vorab Informationen über das Spektrum enthält. Im Allgemeinen wird eine sehr
breite Gauß-Funktion dafür angenommen [93]. Das Spektrum und das Default-Modell









miteinander verbunden [110]. WennA(ω) undD(ω) die gleiche NormN besitzen, gilt
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Sind A(ω) und D(ω) nicht-negativ, dann ist auch die Entropie S nicht-negativ und mi-
nimal für A(ω) = D(ω). Die Einführung eines Regularisierungsparameter α > 0 ergibt
dann anstatt einer Minimierung von χ2 eine Minimierung der GrößeQ
Q [A] = χ2[A]− α−1S [A] . (2.70)
Dieses Optimierungsproblem kann numerisch für festes α zum Finden des minimierenden
Spektrums Aα(ω) gelöst werden. Im Grenzfall für α → 0 dominiert der Entropie-Term.
Das minimierende Spektrum ist dann genau das Default-Modell. Für α→∞ dominiert
das χ2. Damit ergeben sich die gleichen Problematiken, wie schon im vorangegangen
Abschnitt diskutiert. Der Parameter α interpoliert also zwischen dem Default-Modell
und einem verrauschten Spektrum. Zur Eliminierung des Parameters α muss ein Kri-
terium gefunden werden, das den bestmöglichen Kompromiss zwischen Rauschen und
Default-Modell erzeugt. Zum Finden eines solchen Kriteriums muss die MEM mithilfe
der Bayesschen Statistik neu interpretiert werden.
Bayessche Statistik
Sei P [A] die A-priori-Wahrscheinlichkeit des Spektrums A(ω). P [A|Ḡ ] beschreibt die
A-posteriori-Wahrscheinlichkeit von A bei gegebenen Eingabedaten Ḡ und P [Ḡ |A] die
Likelihood-Funktion. Der Satz von Bayes [111] verbindet diese Wahrscheinlichkeiten wie
folgt
P [A|Ḡ ] = P [Ḡ |A]P [A]
P [Ḡ ]
. (2.71)
Die Wahrscheinlichkeit P [Ḡ ] wird Evidenz genannt und kann als Normierungsfaktor
angegeben werden
P [Ḡ ] =
∫










Die Likelihood-Funktion lässt sich mithilfe des zentralen Grenzwertsatzes beschreiben
[107]. Dies lässt sich an einem Beispiel veranschaulichen. Werden mit einem QMC-
Algorithmus Nd Messungen von Greenschen Funktionen Ḡ durchgeführt und läuft jede
Messung komplett unabhängig von einander ab, dann ist für große Nd die Verteilung von
Ḡ eine Gauß-Funktion. Damit ergibt sich die Likelihood-Funktion zu











−χ2 = (2π)N/2 detC , (2.75)
wobei C die Kovarianzmatrix aus Gl. (2.67) ist. Die A-priori-Wahrscheinlichkeit hat






Diese Wahrscheinlichkeit ist generell gültig für positive, additive Verteilungen A. Die Her-
leitung dieser generellen Verbindung zwischen Entropie und A-priori-Wahrscheinlichkeit
basiert auf einem Gedankenexperiment von J. Skilling [110]. Die Normierung der A-
priori-Wahrscheinlichkeit hat nach [109] die Form
Z2 =
∫
DA eα−1S = (2πα)N/2 . (2.77)
Damit kann die A-posteriori-Wahrscheinlichkeit umgeschrieben werden zu






Damit ist eine Neuinterpretation der Minimierung vonQ als Maximierung der A-posterio-
ri-Wahrscheinlichkeit P [A|Ḡ ] ∝ e−Q möglich. P [A|Ḡ ] gibt an, mit welcher Wahrschein-
lichkeit ein Spektrum A zu den gegebenen Greenschen Funktionen Ḡ passt. Damit produ-
ziert gerade das Maximum von P [A|Ḡ ] das wahrscheinlichste Spektrum A bei gegebenem
Ḡ .
Bayessche Statistik und der Regularisierungsparameter
Zuvor wurde gezeigt, dass für die MEM anstatt einer Minimierung von Q eine Maximie-
rung von P [A|Ḡ ] ∝ e−Q möglich ist. Betrachtet manQ aus Gl. (2.70)
Q [A] = χ2[A]− α−1S [A] , (2.79)
ist eine Abhängigkeit vom Regularisierungsparameter α zu erkennen. Bis zum jetzigen
Zeitpunkt wurde die Wahl von α nicht diskutiert. Zur Maximierung von P [A|Ḡ ] ist es
notwendig, α zu bestimmen. Deshalb wird im Folgenden der Regularisierungsparameter
näher untersucht. Der Satz von Bayes aus Gl. (2.71) kann mit α umgeschrieben werden
zu
P [A, α|Ḡ ] = P [Ḡ |A, α]P [A, α]
P [Ḡ ]
. (2.80)
Nutzt man den Satz von Bayes zum Faktorisieren von P [A, α] und integriert über A, dann
kann die A-posteriori-Wahrscheinlichkeit P [α|Ḡ ] bestimmt werden zu
P [α|Ḡ ] = P [α]
∫






DA e−Q [A] . (2.81)
Wie schon im vorangegangen Abschnitt kann die Evidenz als Normierung der A-posteriori-
Wahrscheinlichkeit beschrieben werden








welche α-unabhängig ist. Alle Größen bis auf die A-priori-Wahrscheinlichkeit P [α] sind
bekannt. Diese wird entweder als konstant oder als Jeffrey-Wahrscheinlichkeit P [α] ∝ 1/α
[110, 112, 113] angenommen. Es stellte sich heraus, dass die Wahl von P [α] nur einen
kleinen Einfluss auf das resultierende Spektrum hat [109].
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Abbildung 2.8.: Eine Dimer-Autokorrelationsfunktion im Vergleich mit der historischen
und Bryan-MEM der resultierenden Spektren. Die exakte Lösung bei T = 0 ist eine
δ-Funktion bei ω/J = 1.
Wahlmöglichkeiten des Regularisierungsparameters
In diesem Abschnitt werden mögliche Methoden zur Bestimmung des passenden Regu-
larisierungsparameters α vorgestellt. Diese Sammlung wird nicht vollständig sein und
kann z. B. durch die klassische Lösung [107] erweitert werden.
Historische MEM
Damit das Spektrum mit den originalen imaginärzeitlichen Daten bis zur Standardab-
weichung übereinstimmt, wird in der historischen MEM
χ2[Aα∗ ] = NBins (2.83)
gewählt [114] .
Bryan-MEM
Im Gegensatz zu der historischen Lösung benutzt die Bryan-Methode kein festes α,










dαAαP [α|Ḡ ] . (2.84)
Ein Vergleich der Methoden ist in Abb. 2.8 gezeigt. Es ist eine Autokorrelationsfunk-
tion S0(ω) eines antiferromagnetischen Spin-1/2-Dimers. gezeigt bei der Temperatur
T/J = 0.25. Dieses System kann mit einfachen Argumenten verstanden werden [93].
Bei hohen Temperaturen sehen sich die beiden benachbarten Spins und können einen
thermisch getriebenen Random-Walk durchführen, was zu einer Intensität um ω = 0
führt. Bei niedrigen Temperaturen wird die Nachbar-Wechselwirkung dominant und der
Spin beginnt im Feld des Nachbarn zu präzedieren. Dies führt zu einer hohen Intensität
der Autokorrelationsfunktion bei der Larmor-Frequenz ω/J = 1.
Im Anschluss an die Diskussion der Wahl des Regularisierungsparameters α ist noch
der Algorithmus zur Minimierung von Q in Gl. (2.70) von Interesse. Die Implementie-
rung in dieser Arbeit basiert auf Vorarbeiten aus Ref. [93] und dementsprechend wurde
dafür der Bryan-Algorithmus verwendet [115]. Dabei wird die Minimierung entlang des
Gradienten bezüglich A durchgeführt. Eine ausführliche Beschreibung des Algorithmus
und ein Vergleich zum Meshkov-Algorithmus [116] ist in Ref. [93] zu finden. Dort wurde







Magnetische Moleküle mit unterschiedlichen intermolekularen Wechselwirkungenzeigen ein Verschmieren der Magnetisierung bei tiefen Temperaturen für zu-nehmende Wechselwirkung [117]. Außerdem gibt es ein breites Feld für An-
wendungen magnetischer Partikel [118, 119] der Größe von ein paar nm bis zu meh-
reren µm in (bio-)medizinischer Diagnostik, Therapie und Bildgebung [120, 121]. Mit
einem typischen Atomabstand von a = 2.3Å entspricht ein Würfel mit der Kantenlänge
L = 10 einem Nanoteilchen der Größe 2.3 nm. Nanoteilchen sind nutzbar in einer Vielzahl
an Forschungs- und Anwendungsbereichen, wie z. B. in der Magnetpartikelbildgebung
(MPI)1 [122, 123].
Die Untersuchung von magnetischen Eigenschaften der magnetischen Moleküle ist ein
quantenmechanisches Vielteilchenproblem, auch wenn man nur den Spin-Hamiltonopera-
tor betrachtet. Die exakte Diagonalisierung des Spin-1/2-Hamiltonoperators kann nume-
risch für einen Würfel mit der Kantenlänge L = 2 bzw. N = L3 = 8 Spins durchgeführt
werden [124, 125]. Für größere Systeme mit der Kantenlänge L = 4 bzw. N = 64 Spins
ist auch unter Ausnutzung der Symmetrien keine exakte Diagonalisierung möglich. Für
nicht-frustrierte Spinsysteme erlaubt die QMC-Methode die Untersuchung der Thermo-
dynamik für Systeme mit einer Kantenlänge von∼ O(10) [88, 92, 104].
Gliederung
Das bekannte Paradebeispiel eines Quantenmagneten in drei Dimensionen, der antifer-
romagnetische Heisenberg Spin-1/2 Würfel, wird in diesem Kapitel als endliches
System betrachtet. Die Beschränkung auf dieses Modell kann schon für verschiedene Kan-
tenlängen den Übergang vom klassischen zu Quantenverhalten zeigen. Hierbei werden
die thermodynamischen Größen mit QMC ausgewertet und diskutiert. Außerdem wer-
den die Ergebnisse mit Resultaten aus der linearen Spinwellentheorie in Abschnitt 3.1.1
verglichen. Zuerst wird danach in Abschnitt 3.1.2 die Thermodynamik ohne Magnetfeld
1engl. magnetic particle imaging
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besprochen, um dann im Anschluss in Abschnitt 3.1.3 die Thermodynamik bei Magnet-
feldern bis zur Sättigungsmagnetisierung zu untersuchen. Die Magnetisierungskurven
weisen bei tiefen Temperaturen Stufen auf, die für größere Kantenlänge verschwinden.
Die kleinsten untersuchten Würfel der Kantenlänge L = 2 zeigen typischerweise Quan-
tenverhalten und können mittels ED exakt beschrieben werden. Für die größten un-
tersuchten Würfel der Kantenlänge L = 10 werden die klassischen Eigenschaften des











Abbildung 3.1.: Eine Skizze des klassischen Phasendiagramms eines dreidimensionalen
Antiferromagneten im thermodynamischen Limes mit der antiferromagnetischen und
paramagnetischen Phase. Die durchgezogene Linie zeigt einen Phasenübergang zweiter
Ordnung.
Der dreidimensionale isotrope Antiferromagnet mit d = 3 wird auf dem primitiven









beschrieben, wobei h das Magnetfeld und J > 0 die antiferromagnetische Austausch-
wechselwirkung ist, diese ist für das folgende Kapitel festgehalten, d. h. J = 1. In diesem
Kapitel wird sich auf Kantenlängen L = 2, 4, . . . , 10 mit einer geraden Anzahl an Spins
und periodischen Randbedingungen beschränkt, um Frustration zu vermeiden. Das Pha-
sendiagramm des Antiferromagneten im thermodynamischen Limes ist bekannt und in
Abb. 3.1 dargestellt [126–130]. Die einzige Phasenlinie trennt die paramagnetische
(PM) Phase von der antiferromagnetischen (AFM) Phase. Ohne Magnetfeld h = 0
und im thermodynamischen Limes L → ∞ ist der Phasenübergang bei der kritischen
Temperatur TC ' 0.946 [131]. Für ein endliches Magnetfeld verschiebt sich der Pha-
senübergang zu einer kleineren Temperatur. Oberhalb des Sättigungsfeldes hc = 2JSz
2engl. simple cubic
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[132], ist das System vollständig polarisiert und in der paramagnetischen Phase, wobei
z = 2d die Anzahl der nächsten Nachbarn bzw. die Koordinationszahl ist. Im thermo-
dynamischen Limes N → ∞ hat das System eine langreichweitige Ordnung und einen
divergierenden Peak in der spezifischen Wärme bei der kritischen Temperatur TC . In
diesem Kapitel wird untersucht, wie lange das Verhalten aus dem thermodynamischen
Limes bestehen bleibt, wenn das System endliche Kantenlängen hat. Dazu wird zunächst
die lineare Spinwellentheorie auf endlichen Gitter beschrieben.
3.1.1. Lineare Spinwellentheorie
In diesem Abschnitt wird die lineare Spinwellentheorie für einen hyperkubischen d -
dimensionalen Antiferromagneten skizziert, welche bereits ausführlich in der Literatur
für unendliche Systemgrößen N → ∞ [132–134] und endliche Systemgrößen [135, 136]
diskutiert wurde.
Erstens wird die Holstein-Primakoff-Transformation genutzt und der Antiferromagnet
auf zwei Untergittern A und B dargestellt [58]. Zweitens werden Terme bis zur Ordnung
1/S berücksichtigt. Da das Modell translationsinvariant ist, wird drittens eine Fourier-
Transformation durchgeführt. Abschließend hat der Hamiltonoperator unter Berücksich-






















cos q · eα . (3.3)














qbq) = 2S . (3.5)










wobei λ aus der Gl. (3.5) bestimmt wird. H ′ wird mittels der Bogoljubov-Transformation





















= 2S + 1 (3.9)
berechnet werden muss. Diese Bedingung stellt sicher, dass η < 1 für endliche Gitter
ist und damit kein Pol bei q = (0, 0, 0) und (π, π, π) existiert. In d = 3 ist die Summe
endlich und kleiner als zwei für N → ∞. Für N → ∞ ist die Bedingung durch η → 1
erfüllt. Für ein endliches N ist η von eins um O(1/N 2) verschieden. Der Parameter η
führt eine Spinlücke im Spektrum für endliche Systeme ein.
Aus diesen Gleichungen lassen sich relevante thermodynamische Größen zum Vergleich
mit QMC-Ergebnissen ableiten. DieGrundzustandsenergie lässt sich damit berechnen
mit [133]















die dazugehörigenWerte sind in der Tabelle 3.2 gezeigt. Außerdem kann dieMagnetisie-
rung im thermodynamischen Limes bei T = 0 durch Ableitung der Grundzustandsener-















wobei für den Winkel θ gilt sin θ = h/hc .
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E0/NL LSWT QMC η
4 −0.915224 −0.9149(6) 0.999446
6 −0.905221 −0.9048(5) 0.999945
8 −0.903581 −0.9029(4) 0.99999
10 −0.903131 −0.9026(2) 0.999997
∞ −0.902837 −0.9023 1
Tabelle 3.2.: Grundzustandsenergie E0 und η für verschiedene Systemgrößen
3.1.2. Thermodynamik ohne Magnetfeld
In diesem Abschnitt ist das Magnetfeld h = 0 ausgeschaltet. In Abb. 3.3 sind die re-
sultierenden thermodynamischen Größen der QMC dargestellt. Nur für kleine Systeme
mit L = 2 konnten ED-Berechnungen durchgeführt werden und diese stimmen mit den
Ergebnissen der QMC überein.
Die thermodynamischen Größen zeigen für Systemgrößen L>2 ein sehr ähnliches Verhal-
ten, nur um die kritische Temperatur TC und für T→0 in der Suszeptibilität erkennt man
systemgrößenabhängige Unterschiede. Der Grund, dass der Würfel der Größe L=2 so
stark abweicht, liegt an starken Finite-Size-Effekten, wie z. B. den periodischen Randbe-
dingungen. Periodische Randbedingungen führen in einer Raumrichtung mit L=2-Spins
zu einer effektiven Austauschwechselwirkung J ?=2J bzw. ist die Anzahl der unterscheid-
baren nächsten Nachbarn halbiert z ?=z/2. Hier wurden deshalb die periodischen Rand-
bedingungen für L=2 entfernt.
In Abbildung 3.3(a) ist zu erkennen, dass die Energie pro Platz E/N im Grenzfall
T → 0 auf einen konstanten Wert konvergiert, der als Grundzustandsenergie verstanden
werden kann und in guter Näherung mit dem Resultat der linearen Spinwellentheorie in
Gl. (3.10) übereinstimmt. Außerdem sagt die chirale Störungstheorie einen Zusammen-





Wie in Abbildung 3.3(b) und in der obigen Gleichung beschrieben, stimmt der lineare
Verlauf der Grundzustandsenergie über L−d−1 mit den QMC-Ergebnissen überein. Der
Fit wurde mit dem Parameter E0/N = −0.9023 ausgeführt. Die LSWT-Ergebnisse aus
der Tabelle 3.2 passen sehr gut mit den QMC-Ergebnissen zusammen.
Die spezifische Wärme C hat für alle Systemgrößen einen Peak, welcher im ther-
modynamischen Limes L → ∞ den Phasenübergang bei der kritischen Temperatur
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Abbildung 3.3.: (a) Die Energie pro Platz, (c) die spezifische Wärme, (d) die Suszeptibi-
lität und (e) die Korrelationen sind für verschiedene Systemgrößen L = 2, 4, 6, 8 und 10
über der Temperatur aus der QMC und für L = 2 aus der ED gezeigt. Die gestrichelte
vertikale Linie zeigt die kritische Temperatur TC ohne Magnetfeld h = 0 im thermody-
namischen Limes. Inset (b) zeigt entsprechend der chiralen Störungstheorie (χPT) die
Grundzustandsenergie pro Platz aus der QMC über 1/Ld+1.
dem Wert TC = 0.946 extrapoliert. Die Resultate in Abb. 3.3(c) zeigen ein Wan-
dern der kritischen Temperatur zu kleineren Temperaturen für steigende Systemgrö-
ßen. Für L = 10 stimmt die erwartete kritische Temperatur mit den QMC-Resultaten
überein.
Die Suszeptibilität χ ist in Abb. 3.3(d) gezeigt. Im Hochtemperaturbereich TTC
ist das Curie-Verhalten zu erkennen. Um die kritische Temperatur T'TC erreicht die
Suszeptibilität ihr Maximum und fällt dann monoton für kleinere Temperaturen. Im
Niedrigtemperaturbereich T→0 fällt die Suszeptibiliät stark ab.
Die Spin-Spin-Korrelationen 〈S zi S zj 〉 für L = 2 und 10 sind in Abb. 3.3(e) darge-
stellt, wobei i und j Plätze auf dem Gitter sind. Die obere konstante Korrelation ist
〈S zi S zi 〉 = S 2 = 1/4 . Im Fall L = 2 existiert nur ein temperaturabhängiger Zweig, der
für T  TC ein paramagnetisches Verhalten 〈S zi S zj 〉 = 0 zeigt und für T → 0 abfällt.
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L = 2, T = 0.25
L = 2, T = 0.01
L = 4, T = 0.01




















L = 2, T = 0.01
L = 4, T = 0.01
L = 10, T = 0.01
Abbildung 3.4.: (a) Die Magnetisierung aus QMC und LSWT aus Gl. (3.11), (b) die
Energieniveaus für verschiedene S ztot für L = 2 aus ED und (c) die Suszeptibilität aus
QMC sind für verschiedene Systemgrößen und Temperaturen über dem Magnetfeld dar-
gestellt.
Für L > 2 sind die Korrelationen sehr ähnlich und deshalb ist zur besseren Sichtbarkeit
nur L = 10 gezeigt. Hier erkennt man für T  TC das paramagnetische Verhalten,
jedoch wird dieses schneller als im L=2-Fall erreicht. Für T < TC teilen sich die Zwei-
ge auf, welches durch eine quasi-langreichweitige Ordnung in der antiferromagnetischen
Phase verstanden werden kann. Diese Erkenntnisse passen sehr gut zu den Erwartungen,
die im Phasendiagramm in Abb. 3.1 diskutiert wurden.
3.1.3. Thermodynamik im Magnetfeld
Im Folgenden werden die Veränderungen der thermodynamischen Eigenschaften durch
ein externes Magnetfeld h ≥ 0 untersucht. Das Hauptaugenmerk liegt auf der Magnetisie-
















0.8(a) L = 2 (b) L = 4 (c) L = 6
Abbildung 3.5.: Die spezifische Wärme aus QMC ist als Konturplot über der Temperatur
und dem Magnetfeld für verschiedene Systemgrößen (a) L = 2, (b) L = 4 und (c) L = 6
dargstellt. Die rote Linie in Panel (b) und (c) zeigt den zu erwartenden Phasenübergang
aus dem Phasendiagramm in Abb. 3.1.
sind [140]. Die Magnetisierung kann klare Anzeichen für Quantenverhalten haben, wie
z. B. Magnetisierungstufen.
Die Magnetisierung M /MS in Abbildung 3.4(a) ist auf die Sättigungsmagnetisierung
MS = NS normiert. Für L = 2 und tiefe Termperaturen T = 0.01 weist die Magnetisie-
rung klare Stufen auf, die bei höheren Temperaturen verwischt werden. Die Magnetisie-
rungsstufen sind anhand von Übergängen der Energieniveaus des Grundzustands zu ver-
stehen, vgl. Abb. 3.4(b). Da der Gesamtspin S ztot = 0, 1, . . . ,NS mit dem Magnetfeld kop-
pelt, können die Energieniveaus ε(S ztot, h = 0) in jedem Unterraum S ztot ∈ {0, 1, . . . ,NS}
innerhalb der ED für L = 2 berechnet werden [141]
ε(S ztot, h) = ε(S
z
tot, 0)− hS ztot . (3.13)
Außerdem kann die Magnetisierung im thermodynamischen Limes aus der linearen Spin-
wellentheorie und der Gl. (3.11) bis zur Sättigungsmagnetisierung MS berechnet werden.
Wie in Abbildung 3.4(a) zu erkennen, stimmt diese Kurve sehr gut mit den erhaltenen
QMC-Resultaten der L = 10 Würfel überein. Für Systeme L > 2 oder höhere Tempera-
turen, aber T  TC , verschwinden die Magnetisierungsstufen.
Im Fall L = 4 können die Magnetisierungsstufen im Intervall [0, hc ] nicht mehr so gut auf-
gelöst werden, da aufgrund der Wechsel der Energieniveaus NS Stufen auftreten müssten.
Um trotzdem eine Änderung in der Magnetisierung zu erkennen, ist die Suszeptibilität
in Abbildung 3.4(c) dargestellt. Die Suszeptibilität ist auch als Ableitung der Magneti-
sierung nach dem Magnetfeld und somit als Änderung zu verstehen. Die hier gezeigte
Suszeptibilität ist direkt in der QMC, wie in Abschnitt 2.3.3 definiert, berechnet. Die
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Singularitäten für kleine Systemgrößen sind direkt mit den Magnetisierungsstufen ver-
bunden und zeigen auch für kleine Temperaturen T = 0.01 und L = 4 ein Anzeichen für
Magnetisierungsstufen. Für größere Systeme kann man eine lineare Steigung der Suszep-
tibilität ausmachen. Der Fall L = 10 zeigt keine Quantisierung mehr und kann deshalb
als Antiferromagnet im klassischen Limes verstanden werden.
Auf das in Abb. 3.1 diskutierte Phasendiagramm zurückkommend ist hier die spezifische
Wärme als Konturplot über dem Magnetfeld und der Temperatur für verschiedene Sys-
temgrößen gezeigt. In Abbildung 3.5 sind diese Konturplots gezeigt. Der Fall L = 2 zeigt,
wie auch schon vorher, ein etwas anderes Verhalten, da hier die Peaks in der spezifischen
Wärme nicht mit dem Sättigungsfeld kombinierbar sind. In den anderen Fällen für L > 2
kann man entlang des Peaks ausgehend von h = 0 durch Folgen der maximalen Intensität
einen Verlauf des Phasendiagramms zu hC bei T = 0 ausmachen.
3.1.4. Zusammenfassung
Zusammenfassend wurden die statischen Eigenschaften des endlichen Spin-1/2-Heisen-
berg-Würfels mit externem Magnetfeld für verschiedene Systemgrößen untersucht. Klei-
ne Systeme mit der Kantenlänge L = 2 zeigen quantenmechanische Eigenschaften, wie
z. B. Stufen in der Magnetisierung. Diese Quanteneigenschaften wurden für größere Sys-
teme oder höhere Temperaturen fragil. Bereits in Systemen der Kantenlänge L ≥ 6,
d. h. einer echten Länge von 1.4 nm, verschwindet die Quantisierung und das Modell






Antiferromagnetische Spin-S Ketten (AFC)
1 mit homogenen nächsten-Nachbar-
Wechselwirkungen (NN) lassen sich in zwei Arten aufteilen. Einerseits haben
die Systeme mit halbzahligem Spin S = (2N0 + 1)/2 keine Lücke und anderer-
seits haben die Systeme mit ganzzahligem Spin S = N eine Lücke [34]. Beide Varianten
haben einen nicht-entarteten Singulett-Grundzustand und unterscheiden sich in ihren
Korrelationsfunktionen, d. h. algebraisch im System ohne Lücke oder exponentiell im
System mit Lücke. Außerdem sind die S=1 Haldane-Ketten grundlegend verschieden von
S=1/2 AFCs, da die Haldane-Ketten einen endlichen String-Ordnungsparameter besit-
zen [36, 142]. Dies übersetzt sich in einen symmetriegeschützten topologischen Grund-
zustand der Haldane-Kette und die Existenz von Randzuständen in Systemen mit of-
fenen Randbedingungen, die in der AKLT-Darstellung des Grundzustandes auftreten
[35].
Schon früh wurden die inhomogenen S=1/2-Ketten auf potenzielle Ähnlichkeiten mit
Haldane-Ketten untersucht. Insbesondere alternierende S=1/2 antiferro-antiferro- und
ferro-antiferromagnetische Ketten (AAC und FAC) wurden intensiv untersucht. Ers-
te ED-Berechnungen der spezifischen Wärme und der magnetischen Suszeptibilität der
FAC wurden in der Ref. [143] durchgeführt. Mithilfe der DMRG wurde das Quantenpha-
sendiagramm der antiferro-antiferro- und ferro-antiferromagnetischen Ketten ermittelt,
welche ein Verhalten ähnlich der Haldane-Kette zeigen [144]. Das Quantenphasendia-
gramm stimmt mit ED-Berechnungen des String-Order-Parameters überein [145] und
ein Magnetfeld-induzierter Übergang in eine Luttinger-Flüssigkeit in der FAC konnte
bestätigt werden [146]. Die Anregungsspektren und die dynamische Strukturfaktorbe-
rechnungen für die FAC wurden bei T=0 mithilfe von ED auf endlichen Systemen mit
bis zu 26 Plätzen [144, 147, 148] und mit einer Molekularfeldtheorie in der Darstellung
der Bondoperatoren [148, 149] berechnet. Es wurden bei endlichen Temperaturen Un-
tersuchungen der spezifischen Wärme, der Suszeptibilität und der Magnetisierung der
FAC mit QMC [150, 151] durchgeführt, dabei wurde die Spinlücke mit [150] und ohne
[151] Kopplungen zwischen den Ketten analysiert.
1engl. antiferromagnetic chain
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Die Synthetisierung und Untersuchung von realen Materialien ist eine große Heraus-
forderung. Haldane-Ketten wurden in Verbindungen auf Ni2+-Basis [152–164] gefun-
den und tragen zum besseren Verständnis dieser Modelle bei. Bei ersten Materialver-
suchen der Spin-1/2-FACs [165, 166] wurde quasi-eindimensionales Verhalten durch
Kopplung zwischen den Ketten, induziert durch magnetische langreichweitige Ordnun-
gen bei hohen Temperaturen, beschrieben. Die Analysen der Verbindungen CuNb2O6
[167, 168], DMACuCl3 [169–171], Na3Cu2SbO6 [172–174], des Zink-Verdazyl-Komplex
C29H18F12N5O4Zn [150] und BaCu2V2O8 [175] zeigten Verhalten, wie es in FAC und
möglicherweise auch Haldane-Ketten zu erwarten ist. Zur Diskussion wurden dabei ther-
modynamische Messungen der Magnetisierung und der magnetischen Suszeptibilität so-
wie Resultate der Kernspinresonanz und unelastischen Neutronenstreuung herangezo-
gen.
Gliederung
Zuerst wird in Abschnitt 4.1 die Spin-1/2 Heisenberg-Kette mit alternierendem
ferro- und antiferromagnetischem Austausch diskutiert. Dabei liegt der Schwer-
punkt auf der Rolle der Austauschkopplungen, um die Grenzfälle von der dimerisierten
zur Haldane-Kette zu untersuchen. Hierbei wird die Kombination aus Störungstheorie
und QMC-Simulationen genutzt, um Ergebnisse der Spinlücke mithilfe der magneti-
schen Suszeptibilität in Abschnitt 4.1.1 sowie des dynamischen Strukturfaktors in Ab-
schnitt 4.1.2 über einen weiten Bereich von Kopplungskonstanten und für verschiedene
Temperaturen zu erhalten. Für eine kleine ferromagnetische Kopplung gibt es eine gute
Übereinstimmung von Störungstheorie und QMC. Für beliebige Austauschkopplungen
wird gezeigt, dass der transversale dynamische Strukturfaktor aus der QMC von Triplo-
nen in ein Haldane-Ketten-Spektrum übergeht. Die Spindynamik bei endlichen Tempe-
raturen wird hier näher diskutiert. Schließlich werden in Abschnitt 4.1.3 die Ergebnisse
für die Spinlücke in Abhängigkeit der Austauschkopplungen mit vorhandener Literatur
verglichen.
Danach wird in Abschnitt 4.2 die Spindynamik der anisotropen antiferromagneti-
schen Spin-1 Heisenberg-Kette diskutiert. Das Modell wird für zwei verschiedene
Anisotropien betrachtet und damit in der Haldane- und Néel-Phase untersucht. In Ab-
schnitt 4.2.1 wird der longitudinale dynamische Strukturfaktor im Hochtemperaturbe-
reich diskutiert. Außerdem werden die QMC-Ergebnisse mit DQT-Ergebnissen vergli-
chen.
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4.1 Alternierende ferro-antiferromagnetische Spin-1/2-Kette
Dieser Abschnitt basiert auf zwei Vorveröffentlichungen:
[R2] N. Casper, W. Brenig, arXiv:2001.04696.
[R5] N. Casper, Bachelorarbeit, Technische Universität Braunschweig, 2014.
JAF JF
Abbildung 4.1.: Alternierende ferro-antiferromagnetische Heisenberg Spin-1/2 Kette




(JF S2i · S2i+1 + JAF S2i+1 · S2i+2)− h
N−1∑
i=0
S zi , (4.1)




i ) die S=1/2-Operatoren am Platz i der Kette mit N /2-Einheits-
zellen mit periodischen Randbedingungen sind. Die ferro- und antiferromagnetischen
Austauschkopplungen sind gekennzeichnet durch JF < 0 und JAF > 0. Nachfolgend wird
der dimensionslose Parameter j = |JF/JAF| verwendet. h bezieht sich auf ein externes
Magnetfeld. Mit N = 4N ist das System frustrationsfrei.
Im Grenzfall j = 0 besteht die Kette aus N /2 entkoppelten antiferromagnetischen Di-
meren mit einem einfach entarteten Singulett-Produkt-Grundzustand und einer Ener-
gielücke von ∆ = JAF zu einem 3N /2-fach entarteten Satz von angeregten Triplett-
Zuständen. Für j 6= 0, aber immer noch j  1, spalten sich die Triplett-Zustände in
ein Gas mit dispersiven und wechselwirkenden Triplon-Anregungen auf. Im entgegenge-
setzten Grenzfall, d. h. 1/j = 0, besteht das System aus N /2 entkoppelten ferromagne-
tischen Dimeren in Triplett-Zuständen mit einem 3N/2-fachen entarteten Grundzustand
und einer Energielücke von ∆ = JF zu einem N /2-fachen entarteten Satz aus angeregten
Singulett-Zuständen. Für 1/j 6= 0, jedoch weiterhin 1/j  1, wird die Grundzustand-
sentartung angehoben und die Kopplung der Dimere führt zu der Haldane-Kette, welche
ein effektive niederenergetische antiferromagnetische Spin-1-Kette ist [34]. Die Spinlücke
von ∆H /J ' 0.41050(2) wurde für die Haldane-Kette mithilfe der ED [176], der QMC
[177] und der DMRG [37] berechnet, wobei J die Austauschkopplungskonstante ist. Das
letztere J kann mit JAF der FAC im asymptotischen Fall 1/j → 0 identifiziert wer-
den, wobei JAF 6= 0 gilt. Daher wird auch eine Lücke von ∆/JAF ' 0.41 für die FAC
erwartet [151]. Allerdings werden die Bond-Korrelationsfunktionen am antiferromagne-
tischen Bond, d. h. 〈S2i+1 · S2i+2〉, um den Faktor 4 reduziert, wenn man diese mit den
Bond-Korrelationsfunktionen einer fiktiven Haldane-Kette [178] mit Spin L = 1, d. h.
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S = 1 S = 1/2
Singulett E0 −2JAF −1/4(1− 2j + 2
√
1 + 2j + 4j 2)
Triplett E1 −JAF −1/4(1 + 2
√
1 + j 2)
Spinlücke ∆ = E1 − E0 JAF lim
j→∞
∆ = JAF/4
Tabelle 4.2.: Spektren von N = 2, S = 1 Dimer und N = 4, S = 1/2 FAC
〈Li ·Li+1〉 = 4〈S2i+1 ·S2i+2〉, vergleicht. Deshalb wird eine Skalierung der Spinlücke um
den Faktor 1/4 erwartet.
Die Reduzierung der Spinlücke wird auf zwei Arten hervorgehoben. Erstens werden in
Tabelle 4.2 die Spektren zweier Modelle, nämlich eines S = 1 AFM-Dimers und einer
FAC der Länge N = 4, beide mit offenen Randbedingungen, verglichen. Die Spinlücke
ist als Differenz der Energien zwischen dem niedrigsten Triplett- und Singulett-Zustand
definiert. Daraus ist eine Verringerung der Lücke um 1/4 zu erkennen. Zweitens ist
in Abb. 4.3(a) die Spinlücke für verschiedene Systemgrößen N unter Verwendung der
Lanczos Sparse-Matrix-Diagonalisierung aus dem ALPS-Projekt [179] gezeigt. Bereits für
diese sehr kurzen Ketten (N = 12 . . . 28) erhält man aus einem linearen Fit der Spinlücke
über 1/N 2 die reduzierte Spinlücke ∆/JAF ' 0.1025 = 0.41/4.
4.1.1. Magnetische Suszeptibilität
In diesem Abschnitt wird die magnetische Suszeptibilität in Abhängigkeit der Austausch-
kopplungen und der Temperatur diskutiert. Dazu werden Ergebnisse mithilfe der Stö-
rungstheorie (PT)2 und QMC miteinander verglichen.
Störungstheorie
Im Grenzfall j  1 kann man die Kopplung zwischen den antiferromagnetischen Dimeren
als Störung ansehen. In Anlehnung an die Ref. [180] wird eine Entwicklung bis zur
Ordnung O(j ) durchgeführt. Damit wird dieses Problem zu einem Tight-Binding-Modell
für ein Gas nicht wechselwirkender Tripletts mit nächstem-Nachbar-Hüpfen entlang der
Kette. Die Triplonen haben folgende Dispersion
εq = JAF −
JF
2
cos(qa) = ∆− JF
2
(1 + cos(qa)) , (4.2)
wobei die Länge der Einheitszelle auf a ≡ 2 gesetzt ist. ∆ = επ/a = JAF+ JF2 ist die Lücke.
Die freie Energie f des Triplon-Gases ist gegeben durch [181]
2engl. perturbation theory
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Abbildung 4.3.: (a) Finite-Size-Skalierung der Spinlücke (Punkte) mithilfe der Lanczos
Sparse-Matrix-Diagonalisierung [179] für N = 12 . . . 28 und j = 100. Die Gerade ist ein
Fit ∆(N ) = ∆0 + a/N 2 mit ∆0 = 0.1025 = 0.41/4 und a = 11.9706. (b) Die tempera-
turabhängige Suszeptibilität für j=0.1 und 0.5 aus der PT (durchgezogene Linien) und
der QMC (gestrichelte Linien mit Punkte). Bei der QMC ist der Fehler kleiner als die
Symbolgröße. (c) Der typische Fit von Gl. (4.7) (Linie) an die QMC-Ergebnisse (Symbo-
le) im Tieftemperaturbereich für j = 2 ist gezeigt, wobei die Lücke ∆ aus der Steigung
extrahiert werden kann.
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Damit kann die Suszeptibilität berechnet werden







1 + 3z (β)
. (4.6)
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Spinlücke aus QMC
Mit der QMC wird die Suszeptibilität im Tieftemperaturbereich ermittelt. Dann kann
bei tiefen Temperaturen die Energielücke zwischen dem Grundzustand und dem ersten
angeregten Zustand wie in Ref. [183] extrahiert werden
χ(T ) ∝
√
β e−β∆ . (4.7)
Diese Formel entspricht auch gleichzeitig dem asymptotischen Verhalten der modifizier-
ten Bessel-Funktion für große Argumente in Gl. (4.6) [182].
Die Abb. 4.3(b) zeigt χ(T ) für tiefe und mittlere Temperaturbereiche und für kleine
und mittlere Austauschkopplungen j = 0.1 und 0.5. Wie man erkennen kann, stimmen
PT und QMC für T/JAF  1 und für beide j -Werte gut überein. Bis zu j = 0.5 und
bei mittleren T/JAF kann ein ∼ 10% Unterschied im Maximum beobachtet werden.
Aufgrund der guten Übereinstimmung bei tiefen Temperaturen ist das Fitten der QMC-
Resultate mit Gl. (4.7) gerechtfertigt. Außerdem zeigen die Suszeptibilitäten der PT
und der QMC für T/JAF  1 beide Curie-Verhalten, wobei χ(T ) = Cc/T mit der
Curie-Konstanten Cc = S (S + 1)/3 = 1/4 pro Spin-1/2 gilt.
4.1.2. Dynamischer Strukturfaktor
In diesem Abschnitt werden die QMC-Ergebnisse des dynamischen Strukturfaktors be-
schrieben. Da das Modell zwei Spins pro Einheitszelle umfasst, wird ein gerader (unge-
rader) Strukturfaktor Seven(odd)(q , ω) durch Summierung über die geraden (ungeraden)
Plätze i = 2l (i = 2l + 1) in Gl. (2.59) einschließlich der On-Site-/Bond-Korrelatoren
unabhängig voneinander analytisch fortgesetzt












In Abb. 4.4 werden Konturplots von Seven/odd (q , ω) für verschiedene j und für die feste
Temperatur T = 0.25 gezeigt. Außerdem sind Konturplots der dynamischen Struktur-
faktoren Seven/odd (q , ω) für verschiedene Temperaturen und festes j = 10 in Abb. 4.5
dargestellt. Im Folgenden werden die Abbildungen diskutiert.
Zuerst ist eine Veränderung des dispersiven Verhaltens zu erkennen. Bei j = 0 ist die
Spinlücke unabhängig vom Impuls q , welches das Spektrum eines exakten antiferroma-
gnetischen Dimer-Produktzustands zeigt. Dieses wird durch eine Delta-Funktion bei der
Singulett-Triplett-Lücke ω = JAF beschrieben. Mit steigendem j , jedoch weiterhin im
Gültigkeitsbereich der Störungstheorie, wird ein Kosinus-Band der dispersiven Tripletts
in Seven/odd (q , ω) erwartet. Abb. 4.4(a)-(f) zeigt, dass der Schwerpunkt des Spektrums
64
4.1. Alternierende ferro-antiferromagnetische Spin-1/2-Kette
Abbildung 4.4.: Konturplot des dynamischen Strukturfaktors Seven/odd (q , ω) für verschie-
dene j = 0, 0.3, 2, 10 und für die Temperatur T/JAF=0.25 einer FAC mit N = 128 Plät-
zen. Die durchgezogene Linie in Plot (a)-(f) ist aus der Störungstheorie, vgl. Gl. (4.2).
Die Farbskalierung der Intensität (oberer Balken) ist identisch in allen Plots.
sehr gut mit Gl. (4.2) übereinstimmt. Abschließend wird j weiter erhöht und das Sys-
tem bewegt sich in einen korrelierten Zustand mit einer kleinen aber endlichen Lücke,
wobei die Intensität am Rand der Brillouin-Zone maximal ist. Es ist zu beobachten,
dass die Erhöhung für j größer als j ?∼O(10) nur einen kleinen Effekt auf die Größe der
Spinlücke hat. Deshalb kann der Bereich j > j ? als effektive Haldane-Kette interpretiert
werden.
Die Abb. 4.4 zeigt eine schrittweise Umverteilung des spektralen Gewichts für Seven mit
steigendem j . Beginnend bei j  1 ist das spektrale Gewicht über die ganze Brillouin-
Zone verteilt und für j  1 verschiebt sich das spektrale Gewicht zum Zonenrand. Diese
Tatsache basiert auf der Erhöhung der antiferromagnetischen Spin-Korrelationslänge ξ
mit j , wenn man sich dem Haldane-Grenzfall nähert. Für j = 0 sind die antiferromagne-
tischen Korrelationen nur auf einzelnen Dimeren verteilt, wobei im Haldane-Grenzfall
ξ ' 6 in Bezug auf die S=1-Plätze, hier die ferromagnetischen Dimere, gilt [37]. Die
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Abbildung 4.5.: Konturplot des dynamischen Strukturfaktors Seven/odd (q , ω) für verschie-
dene T = 0.25, 0.1, 0.05, 0.025 und j = 10 für eine FAC mit N = 128 Plätze. Die Farbs-
kalierung der Intensität (oberer Balken) ist mit einem angegebenen Faktor in jedem Plot
multipliziert.
Erhöhung von ξ kann in einen statischen Strukturfaktor Sq ∼
∫∞
0 dωS (q , ω) übersetzt
werden, wobei sich dieser von einer impulsunabhängigen Funktion bei j = 0 zu einer
Funktion mit einer Erhöhung der Intensität bei q → π/2 im Grenzfall j →∞ verändert.
Dies entspricht der beobachteten Intensitätsmodulation in Seven(q , ω). Es gibt nur einen
kleinen Unterschied zwischen Seven/odd (k , ω) in der Intensitätsmodulation entlang q für
größere j ≥ 2. Das spektrale Gewicht ist bereits in Sodd für j  1 am Zonenrand lokali-
siert. Wie in Gl. (4.8) beschrieben, sind die On-Site-/Bond-Korrelatoren inkludiert und
führen zu einem Unterschied in den Spektren für j = 0, 0.3.
In Abb. 4.5 ist eine thermische Verbreiterung der Spektren bei steigender Temperatur
zu beobachten. Die Spektren für T < 0.1 sind sehr scharf. Diese zeigen eine klare Lücke
für j = 10 und haben eine große Ähnlichkeit zu Spektren der Haldane-Kette bei T = 0
[37, 93, 184–186]. Wird T/JAF → 0.25 erhöht und hält j fest, werden die Spektren
66



















Abbildung 4.6.: Konturplot des dynamischen Strukturfaktors Seven/odd (q , ω) über das
ganze Spektrum von ω = 0 bis ω  j für T=0.25 und j = 6 für eine FAC mit N = 128
Plätze.
verbreitert und die Lücke schließt sich. Auch hier sind die Ähnlichkeiten zu den Spektren
der Haldane-Kette bei endlichen Temperaturen sehr groß [93, 186, R3], wie auch in
Abb. 4.9(a) und (c) der isotropen Haldane-Kette bei T →∞ bzw. Teff = 1/4 zu erkennen
ist. Die effektiven Temperaturen der beiden Systeme unterscheiden sich wie schon die
Spinlücken um den Faktor 1/4.
Oberhalb der gezeigten ω-Achse in den Abb. 4.4 und 4.5 ist ein weiteres Band beim
ferromagnetischen Dimer ω = j mit kleiner Intensität. Nur für j ≥ 2 ist dieses flache
Band von dem dispersiven Band getrennt, wie in Abb. 4.6 für j = 6 gezeigt. In der
MEM muss daher das gesamte Spektrum mit einem großen ω-Bereich berücksichtigt
werden.
Für die dynamische QMC ist die Spinlücke als die Energie ωmax/JAF beim Maximum von
S (q = π/2, ω) für T → 0 gegeben. In Abb. 4.7(a) ist S (π/2, ω) gezeigt. Die historische
und Bryan-Lösung für die tiefste Temperatur T = 0.025 zeigen die gleiche Maximumspo-
sition. Wenn die Temperatur verringert wird, wird der Peak von S (π/2, ω) schärfer und
das Maximum wandert zum kleineren ω. Ähnlich der Tieftemperaturentwicklung des
nichtlinearen σ-Modells folgt die Peakposition der Gleichung [187]







3/4 so gewählt ist, dass die QMC-Ergebnisse mit der obigen Gleichung
übereinstimmen. Der Verlauf der Peak-Position für verschiedene Temperaturen und j ist
in Abb. 4.7(b) gezeigt.
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Abbildung 4.7.: (a) Der dynamische Strukturfaktor Seven(π/2, ω) ist für verschiedene
j = 2, 6, 10 und verschiedene Temperaturen T = 0.1, 0.05, 0.025 gezeigt. Die historische
Lösung innerhalb der MEM ist für die tiefste Temperatur T = 0.025 berechnet. (b)
Die Frequenz der maximalen Intensität des dynamischen Strukturfaktors bei dem größ-
ten Wellenvektor ist für verschiedene j = 2, 6, 10 über der Temperatur dargestellt. Die
Linien sind proportional zur Tieftemperaturentwicklung des nichtlinearen σ-Modells in
Gl. (4.9) [187]. (c) Die Spinlücke versus j wurde mit verschiedenen Methoden berechnet:
Störungstheorie, thermodynamische und dynamische QMC. Die gestrichelten horizon-
talen Linien sind die konventionelle Haldane-Lücke ≈ 0.41 und ein Viertel davon. Der
Fehler der dynamischen QMC entspricht der Halbwertsbreite.
4.1.3. Verlauf der Lücke
In diesem Abschnitt werden die erhaltenen Spinlücken in Abhängigkeit von j zusammen-
gefasst. In Abb. 4.7(c) werden die Spinlücken ∆/JAF gezeigt, welche durch die Störungs-
theorie, die thermodynamische und dynamische QMC berechnet wurden. Außerdem sind
Ergebnisse aus der Literatur mithilfe von QMC-Simulationen bei S. S. Aplesnin und
G. A. Petrakovskii [151] und mithilfe von DMRG-Simulationen bei S. Watanabe and
H. Yokoyama [144] zum Vergleich dargestellt.
Erstens ist erkennbar, dass für j . 1 alle Methoden in einer Spinlücke der gleichen Grö-
ßenordnung resultieren, welche mit steigendem j sinkt. Zweitens liefert die Störungstheo-
rie für j & 1 kleinere Spinlücken. Drittens zeigen die thermodynamische und dynamische
QMC beide den gleichen Trend der Spinlücken, d. h. sie konvergieren auf einen Wert, der
klar kleiner als die Spin-1 Haldane-Spinlücke ∆H ist. Für ∆ aus den QMC-Simulationen
kann deshalb angenommen werden, dass die Spinlücke auf den Wert ∆(j →∞) = ∆H /4
konvergiert.
Im Vergleich zur Ref. [151], in der die Spinlücke auch durch einen Fit der χ(T ) mithilfe
der QMC-Methode bestimmt wurde, zeigen die Verläufe eine Ähnlichkeit im Bereich
∆ ≥ ∆H bzw. j . 1. Für größere j fällt die Spinlücke konstant auf den Wert von
∆H . Diese Abweichung besteht nicht nur mit den hier ermittelten Ergebnissen, sondern
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auch mit der Ref. [178]. Der Grund dieses Unterschieds ist bis jetzt nicht ermittel-
bar.
4.1.4. Zusammenfassung
Zusammenfassend wurden die statischen und dynamischen Eigenschaften der alternie-
renden ferro-antiferromagnetischen Spin-1/2-Kette bei endlichen Temperaturen unter-
sucht. Es konnte ein Übergang von ungekoppelten Dimeren zu einem Haldane-Ketten-
Verhalten über j ohne einen dazwischenliegenden quantenkritischen Punkt gefunden
werden. Die Störungstheorie für ein dispersives Triplon-Gas stimmt bis zu j . 1 gut
mit der thermodynamischen und dynamischen QMC überein. Für j & 10 kann das Ver-
halten der Haldane-Kette mit einer endlichen Spinlücke bestätigt werden, die um den
Faktor 4 zur normalen Haldane-Lücke reduziert ist. Wegen dieser Reduktion beginnt
der Hochtemperaturbereich bereits bei T/JAF & 0.25, da sich dort die Lücke komplett
füllt.
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4.2 Anisotrope antiferromagnetische Spin-1 XXZ-Kette
Dieser Abschnitt basiert auf einer Vorveröffentlichung:
[R3] J. Richter, N. Casper, W. Brenig, R. Steinigeweg,
Phys. Rev. B 100, 144423 (2019).
J
Abbildung 4.8.: Antiferromagnetische Spin-1-Kette
Der Hamiltonoperator der antiferromagnetischen (J > 0) Spin-1 XXZ-Kette der Län-





















wobei ∆ die Anisotropie ist. Der isotrope Fall ∆ = 1 wird auch isotrope Haldane-Kette
genannt und wurde bereits als Grenzfall im vorangegangen Abschnitt 4.1 beschrieben.
Dieses Modell geht für ∆ > 1 in eine Néel-Phase über [188]. Im Folgenden wird der
dynamische Strukturfaktor S (q , ω) für zwei unterschiedliche Anisotropien ∆ = 1, 1.5
näher untersucht und mit Ergebnissen der dynamischen Quanten-Typikalität (DQT)3
verglichen.
Neben dem dynamischen Strukturfaktor S (q , ω) wurde in Ref. [R3] die Autokorrelations-
funktion Si ,i(t), der intermediäre Strukturfaktor S (q , t) und ein ungeordnetes System
H+∑i hiS zi mit einem zufälligen Magnetfeld hi ∈ [−W ,W ] mit der Unordnung W ≥ 0
untersucht, welche hier jedoch nicht genauer untersucht werden. Diese Publikation ba-
siert auf Ergebnissen der ED und der DQT von J. Richter und R. Steinigeweg, und der
QMC mit der vorgestellten Methode in Kapitel 2. Der Schwerpunkt der Publikation lag
auf der Untersuchung des Spintransports der Spin-1-Kette, deshalb soll im Folgenden ein
kurzer Überblick dazu gegeben werden. Im Gegensatz zur vergleichbaren Spin-1/2-Kette
ist der Hamiltonoperator in Gl. (4.10) für S = 1 nicht integrabel [189]. Auch wenn der Fo-
kus auf der Spin-1-Kette liegt, wird die bekannte Spindynamik der integrablen S = 1/2-
Kette von Gl. (4.10) kurz zusammenfasst. Einerseits hat für ∆ < 1 die Spin-1/2-Kette
ein endliches Drude-Gewicht, d. h. der Transport ist ballistisch [190–192]. Andererseits
verschwindet für ∆ > 1 das Drude-Gewicht und klare Anzeichen von Diffusion konnten
beobachtet werden [193–198]. Obwohl die Situation für ∆ = 1 nicht vollständig geklärt
ist, haben vergangene Arbeiten die Präsenz von Superdiffusion am isotropen Punkt bei
3engl. dynamical quantum typicality
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(a) β = 0, ∆ = 1
DQT












(d) β = 1, ∆ = 1.5
DQT QMC
Abbildung 4.9.: (a), (b) Longitudinaler DSSF S (q , ω) bei unendlicher Temperatur β = 0
für ∆ = 1, 1.5 mit DQT für Systemgröße N = 18. (c), (d) Longitudinaler DSSF S (q , ω)
bei β = 1. DQT (NS = 50 gemittelte Simulationen) für L = 16 und q < π verglichen
mit QMC für N = 64 bei q > π.
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch die American Physical
Society angepasst von Ref. [R3].
hohen Temperaturen befürwortet [198–200]. Das Hauptergebnis der Ref. [R3] ist die Be-
obachtung eines diffusiven Spintransport für ∆ = 1.5. Dieses Ergebnis basiert dabei auf
der Beobachtung einer Gaußschen Verbreiterung der Korrelationen, einer zeitunabhän-
gigen Diffusionskonstante, eines Potenzgesetz-Verhaltens der Autokorrelationsfunktion,
der Beobachtung der exponentiell abfallenden, langwelligen Moden und eine Beschrei-
bung des dynamischen Strukturfaktors durch eine Lorentz-Kurve. Im Gegensatz dazu
sind diese Charakteristiken für das isotrope System ∆ = 1 nicht so stark ausgeprägt
oder ganz verschwunden. Dies könnte trotz der Nicht-Integrabilität der Spin-1-Kette auf
superdiffusiven Transport hindeuten, was konsistent mit den Ergebnissen aus Ref. [201]
ist. In vorangegangen Untersuchungen mithilfe von QMC-Simulationen wurde der hydro-
dynamische Grenzfall der antiferromagnetischen anisotropen Spin-1/2 Heisenberg-Kette
mit [202] und ohne Magnetfeld [203] näher untersucht.
4.2.1. Dynamischer Strukturfaktor
In diesem Abschnitt werden Ergebnisse der QMC des longitudinalen dynamischen Struk-
turfaktors S (q , ω) nach Gl. (2.59) mit Ergebnissen der DQT verglichen. In Abb. 4.9 sind
Konturplots des dynamischen Strukturfaktors S (q , ω) für alle vier Kombinationen von
β = 0, 1 und ∆ = 1, 1.5 gezeigt. Einerseits sind die Ergebnisse für β = 0 in Abb. 4.9 (a)-
(b) mit der DQT für Ketten der Länge N = 18 berechnet. Hier zeigt S (q , ω) ein breites
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(b) q = 1π/8
(c)
ω
(d) q = 2π/8
(e)
ω
(f) q = 3π/8
(g) ×1/2
ω




(j) q = 5π/8
(k) ×1/4
ω
(l) q = 6π/8
(m) ×1/8
ω
(n) q = 7π/8
(o) ×1/20
ω
(p) q = 8π/8
Abbildung 4.10.: Longitudinaler DSSF S (q , ω) bei endlicher Temperatur β = 1 für ver-
schiedene Impulse q , für ∆ = 1 (oben) und ∆ = 1.5 (unten). DQT (Symbole) und QMC
(Kurven) für N = 16. Daten in (g) - (p) für bessere Sichtbarkeit skaliert.
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch die American Physical
Society angepasst von Ref. [R3].
Anregungskontinuum im Zentrum der Brillouin-Zone bis zu ω . 5. Daneben sind diffusi-
ve Pole für kleine Wellenvektoren q → 0 zu erkennen. Andererseits werden Konturplots
für β = 1 in den Abb. 4.9 (c)-(d) zwischen QMC-Ergebnissen für N = 64 und DQT-
Ergebnissen für kleinere Systeme mit N = 16 verglichen. Es ist zu erkennen, dass die
tiefere Temperatur zu einer Umverteilung des spektralen Gewichts führt. Die Intensi-
tät ist bei q = π erhöht, wobei dies für ∆ = 1.5 stärker ausgeprägt ist. Dazu ist das
spektrale Gewicht der Pole beim Wellenvektor q → 0 für β = 1 reduziert. Trotz der
großen Differenz der Systemgrößen ist die Übereinstimmung zwischen QMC und DQT
gegeben. Eine ausführlichere Diskussion der Spektren S (q , ω) bei ∆ = 1 und kleineren
Temperaturen T  J wurde in den Ref. [93, 204] durchgeführt. Die Abb. 4.9(c) zeigt
das Haldane-Spektrum bei hohen Temperaturen, welches auch schon in Abb. 4.5(a)-(b)
diskutiert wurde und damit gut übereinstimmt.
Um den Unterschied zwischen der QMC und DQT bzw. ∆ = 1 und ∆ = 1.5 näher zu
beleuchten, sind in Abb. 4.10 (a)-(p) q-Schnitte von S (q , ω) bei β = 1 für verschiedene
Wellenvektoren q gezeigt. Hier sind die Ergebnisse der QMC und DQT für die gleichen
Systemgrößen N = 16 miteinander verglichen. Alle gezeigten Kombinationen von q und
∆ zeigen eine gute Übereinstimmung von QMC und DQT. Während die Daten der DQT
aufgrund der endlichen Kettenlänge verrauscht sind, zeigen die QMC-Ergebnisse einen
sehr glatten Verlauf. Möglicherweise kann die Doppel-Peak-Struktur in den Abb. 4.10 (c)-
(h) mit der QMC aufgrund der analytischen Fortsetzung nicht aufgelöst werden, was
bereits in der Ref. [204] diskutiert wurde.
Für den kleinsten endlichen Wellenvektor q = π/8 in Abb. 4.10 (a)-(b) verhält sich
S (q , ω) für ∆ = 1 und 1.5 qualitativ ähnlich. In beiden Fällen hat S (q , ω) einen Pol
bei ω ≈ 0. Jedoch scheint das Maximum von S (q , ω) zu endlichen Frequenzen ω > 0
verschoben zu sein, was ein Finite-Size-Effekt sein könnte. Außerdem ist für Wellenvek-
toren q ≈ π/2 in den Abb. 4.10 (e)-(j) eine deutliche Anregung im isotropen Fall zu
erkennen, wobei für ∆ = 1.5 S (q , ω) sehr flach ist. Weiterhin weist S (q , ω) für ∆ = 1.5
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in Abb. 4.10 (o)-(p) ein großes spektrales Gewicht bei q = π, also einen deutlichen Peak
um ω ≈ 0, auf. Dies ist konsistent mit der zu erwartenden Néel-Phase für ∆ = 1.5 bei
tiefen Temperaturen T [188].
4.2.2. Zusammenfassung
Zusammenfassend wurde der dynamische Strukturfaktor des eindimensionalen S=1 XXZ-
Modells für verschiedene Anisotropien und Temperaturen untersucht. Für tiefe Tempe-
raturen konnte eine gute Übereinstimmung der QMC- und DQT-Ergebnisse gezeigt wer-
den. Der dynamische Strukturfaktor zeigt einen Phasenübergang von der Haldane-Phase




Quantenphasen in planaren XY-Systemen mit Ringaustausch
In diesem Kapitel werden die Resultate von planaren XY-Systemen mit Ringaustauschauf verschiedenen Gittern präsentiert. Die Ergebnisse auf den verschiedenen Gitternsind sehr unterschiedlich, deshalb werden die Erwartungen und bisherigen Erkennt-
nisse am Ende der Einleitung für die einzelnen Gittertypen seperat gegeben. Trotzdem
wird hier ein kleiner Überblick gegeben, um auf die Modelle, die interessanten Quan-
tenphasen und die Ergebnisse vorzubereiten. Wie bereits in der Potenzreihe in Gl. (1.1)
erwähnt, ist bei nicht verschwindenden t/U der quadrilineare Term, also der Ringaus-




























Der Ringaustausch agiert auf der Plaquette mit den Indizes ijkl mit dem dazugehö-
rigen Plaquette-Operator Pijkl , vgl. dazu Abb. 1.1. In Analogie dazu folgt durch eine


























Eine experimentelle Realisierung dieses Modells mit konkurrierenden Wechselwirkungen,
also nächster-Nachbar-Wechselwirkung und Ringaustausch auf den Plaquetten, wurde
mit ultrakalten Atomen in einem zweidimensionalen quadratischen optischen Gittern
präsentiert [23].
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Der Hamiltonoperator in Gl. (5.1) ohne Ringaustausch K = 0 ist das XY-Modell. Nach
dem Mermin-Wagner-Theorem ist bei endlichen Temperaturen auf dem zweidimensio-
nalen XY-Modell eine langreichweitige Ordnung verboten. Jedoch kann der Phasen-
übergäng als Kosterlitz–Thouless-(KT)-Übergang beschrieben werden[205, 206]. Wichti-
ge Eigenschaften des KT-Übergangs sind dabei das Verhalten der Korrelationsfunktionen
und der Spinsteifigkeit, die im Weiteren beschrieben werden. Für T < TKT fallen die
Korrelationsfunktionen algebraisch ab, und für T > TKT exponentiell ab. Die Korrela-
tionsfunktionen 〈S (0)S (r)〉 lassen sich oberhalb und unterhalb der Kosterlitz-Thouless-
Temperatur TKT wie folgt beschreiben
〈S (0)S (r)〉 ∝
{
r−η T < TKT
e−r/ξ T > TKT
, (5.3)
wobei η = T/(2πJ ) und ξ die Korrelationslänge ist. Bei T = 0 ist eine langreichweitige
Ordnung möglich, weil r−η = const mit η = 0 ist. Für endliche Temperaturen T > 0 ist
keine langreichweitige Ordnung vorhanden und damit ist das Mermin-Wagner-Theorem
nicht verletzt. Die langreichweitige Ordnung kann durch Vortex-Anti-Vortex-Bindungen
unterhalb T < TKT verstanden werden. In diesem Kapitel sind vor allem die Quan-
tenphasen und Eigenschaften im Grundzustand interessant, deshalb werden die Vortices
nicht näher untersucht.
Die Spinsteifigkeit ρS beschreibt, wie viele freie Energie es kostet, die Spins um einen
Twistwinkel zu drehen. Unterhalb von T < TKT ist die Spinsteifigkeit endlich und ver-
schwindet für T > TKT. Bei T = TKT wurde für die Spinsteifigkeit ein universelles Ver-







Der Hamiltonoperator in Gl. (5.1) kann für den Fall J ≥ 0 und K ≥ 0 mit der QMC-
Methode ohne Vorzeichenproblem untersucht werden. Eine Betrachtung dieses Modells
für K > 0 ist nur mit der Plaquette-SSE möglich, die in Abschnitt 2.2.1 beschrieben
wurde. Die langreichweitige Ordnung des Grundzustands des XY-Modells ist eine boso-
nische Superflüssigkeit bzw. ein planarer Ferromagnet in der Ebene mit dem Ordnungs-
parameter 〈S x 〉 6= 0 bei T = 0. Unter anderem durch die Einführung eines endlichen
Ringaustausches der Stärke K sind weitere interessante Quantenphasenübergänge zu er-
warten. In dieser Arbeit werden drei verschiedene Gittertypen untersucht, das Quadrat-,
das Dreiecks- und das Kagome-Gitter. Im Folgenden werden die bisherigen Erkenntnisse
für diese Gittertypen beschrieben.
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Quadratgitter
Der Hamiltonoperator aus Gl. (5.1) auf dem Quadratgitter war bereits Bestandteil von
QMC-Simulationen, die ergeben haben, dass das System für J  K ein planarer Ferro-
magnet ist und für J  K eine antiferromagnetische Néel-Ordnung anstrebt. Inmitten
dieser Phasen existiert eine VBS-Ordnung der Plaquetten [208]. Das Quantenphasendia-
gramm mit externem Magnetfeld hat die Stabilität dieser Phasen bestätigt [209]. Auch
wenn für K < 0 eine Exciton-Bose-Flüssigkeitsphase für Bosonen auf dem Quadratgitter
mit Ringaustausch entdeckt wurde [210, 211], konnte für K > 0 keine Quantenspinflüs-
sigkeitsphase gefunden werden.
Dreiecksgitter
Balents and Paramekanti [212] untersuchten Gl. (5.1) auf dem Dreiecksgitter für J  K .
Im Grenzfall J = 0 führt der Ringaustausch zu einem entarteten Grundzustand mit
lückenlosen Anregungen und kritischen Potenzgesetz-Korrelationen. Für J 6= 0 wurde ein
Grundzustand mit einer kleinen Spinsteifigkeit gefunden. Dieser Zustand ist durch eine
↑↑↑↓-Ordnung auf jeder einzelnen Plaquette charakterisiert, welcher zuerst bei endlichen
Magnetfeldern im SU (2) invarianten Ringaustauschmodell beobachtet wurde [213–215].
QMC-Simulationen konnten keinen Phasenübergang aus der ferromagnetischen Phase
für ein endliches K finden [216].
Kagome-Gitter
Die Klasse der Balents-Fisher-Girvin-Modelle (BFG) auf dem Kagome-Gitter ist ein
bereits mehrfach diskutierter Kandidat für eine Z2-QSL [217]. Im Grenzfall starker Ani-
sotropie sind die Niederenergiezustände exponentiell entartet und generieren einen Ring-
austausch K ∼ J 2XY /Jz auf den Ecken der Sanduhren1 (./) und das BFG-Modell kann
durch den Hamiltonoperator in Gl. (5.1) beschrieben werden. Der Ringaustausch kann
zu Dynamiken ähnlich eines Quanten-Dimer-Modells [218, 219] führen und realisiert
eine dazu ähnliche Z2-Eichstruktur [220–226]. Folglich sind die BFG-QSL topologisch-
geordnete vierfach-entartete Grundzustände auf einem Torus in zwei Dimensionen [52,
227, 228]. Die nicht-lokalen Elementaranregungen sind analog zum Toric-Code, z. B.
elektrische e-Teilchen (Spinonen) und magnetische m-Teilchen (Visonen) [219, 228–
230]. Diese Teilchen sind relative Semionen [228, 229] und in den BFG-Modellen fol-
gen die Spinonen der bosonischen Statistik [217]. Weitere Eigenschaften der Z2-QSL
sind in der BFG-Phase zu finden, z. B. Randzustände für offene Randbedingungen [231]
und eine topologische Verschränkungsentropie [225, 226]. QMC-Simulationen konnten
1engl. bow-tie
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einen Phasenübergang für J  K aus dem planaren Ferromagneten zu einer Z2-QSL-
Phase für J  K finden [224, 232]. Varianten dieses Modells mit weiteren Wechselwir-
kungen, wie einer S z -Komponente, wurden untersucht, wobei entweder der Fokus auf
der Spin- oder der äquivalenten Hard-Core-Boson-Formulierung lag [221–223, 225, 226,
233].
Gliederung
Erstens wird in Abschnitt 5.1 der Quantenmagnetismus des XY-Modells mit Ringaus-
tausch auf dem trimerisierten Kagome-Gitter in Abhängigkeit der Trimerisierung un-
tersucht. Dazu werden zuerst die Phasen und Eigenschaften des Modells näher erläutert,
um im Anschluss die lineare Spinwellentheorie des XY-Modells auf dem Kagome-Gitter
in Abschnitt 5.1.1 zu zeigen. In Abschnitt 5.1.2 lässt sich aus den QMC-Simulationen
die Spinsteifigkeit berechnen, um in Abschnitt 5.1.3 die Änderung des quantenkritischen
Punktes in Abhängigkeit der Austauschwechselwirkungen zu untersuchen. Danach wird
in Abschnitt 5.1.4 der statische Spin-Strukturfaktor in den zwei Phasen gezeigt. Außer-
dem werden in Abschnitt 5.1.5 der dynamische Spin-Strukturfaktor und die elementaren
Anregungen diskutiert.
Zweitens wird in Abschnitt 5.2 dasXY-Modell mit anisotroper nächster-Nachbar-
Wechselwirkung und Ringaustausch beschrieben. Die Einführung einer anisotropen
Heisenberg-Wechselwirkung J ermöglicht die Darstellung des Modells im Grenzfall auf
dem Quadrat- bzw. Dreiecksgitter. Weiterhin werden die Ergebnisse der linearen Spinwel-
lentheorie des Modells mit Ringaustausch in Abschnitt 5.2.1 gezeigt. Im Anschluss wer-
den die Ergebnisse der Spinsteifigkeit in Abschnitt 5.2.2, des statischen Spin-Struktur-
faktors in Abschnitt 5.2.3, des dynamischen Spin-Strukturfaktors in Abschnitt 5.2.4 und
des Quantenphasendiagramms in Abschnitt 5.2.5 diskutiert.
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5.1 Trimerisiertes Kagome-XY-Modell mit Ringaustausch
Dieser Abschnitt basiert auf einer Vorveröffentlichung:





















Abbildung 5.1.: (a) Trimerisiertes Kagome-Gitter mit nächster-Nachbar-Wechselwirkung
JM(O) und Ringaustausch-Wechselwirkung K . (b) Erste und zweite Brillouin-Zone mit
einem Weg entlang der hochsymmetrischen Punkte.
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch die American Physical
Society angepasst von Ref. [R1].























wobei JM(O) das durchgezogene (gestrichelte) Dreieck nach oben (unten) auf dem Kagome-
Gitter mit dem Ringaustausch K auf den verschieden orientierten Sanduhren (./) ist,
wie in Abb. 5.1(a).
Für eine homogene nächste-Nachbar-Wechselwirkung Jij = J besitzt das Modell zwei
Quantenphasen über J/K [224]. Für K → 0 ist das Modell durch einen Spin-1/2-
XY-Ferromagneten (FM) bzw. eine Superfluid-Phase im äquivalenten Hard-Core-
Boson-Modell beschrieben. Im Grenzfall J → 0 wurde eine BFG Z2-QSL-Phase be-
stätigt. Die kritische Kopplung ist (K/J )c ≈ 10.9 [224], wobei sich die nächste-Nachbar-
2engl. trimerized/breathing
79
Kapitel 5. Quantenphasen in planaren XY-Systemen mit Ringaustausch
Wechselwirkung J in Gl. (5.5) um einen Faktor 1/2 im Vergleich zu Ref. [224] un-
terscheidet. Bewegt man sich aus der QSL-Phase zum kritischen Punkt, kondensie-
ren die Spinonen an einem XY-Phasenübergang. Das führt zu den Standardwerten der
3D XY-Universalitätsklasse, wie dem Exponenten der Divergenz der Korrelationslänge
ν ' 0.6717 und dem dynamischen kritischen Exponenten z = 1. Da η? ≈ 1.339 − 1.493
[226, 234–239] von der 3D XY-Universalitätsklasse mit η ≈ 0.038 [240] abweicht, wird
der Übergang als XY? bezeichnet.
Die Erweiterung des Modells zu einer inhomogenen nächsten-Nachbar-Wechselwirkung
durch die Trimerisierung ist motiviert durch Theorie und Experiment. Theoretische Ana-
lysen des antiferromagnetischen XYZ-Modells deuten darauf hin, dass die Trimerisierung
die ungeordneten Quantenphasen und QSL-Phasen stabilisiert [241–247]. Jedoch gibt es
für die BFG-Modelle eine solche Untersuchung nicht. Aus experimenteller Sicht konnten
interagierende Hard-Core-Boson-Systeme auf trimerisierten Kagome-Gittern mit ultra-
kalten Atomen realisiert werden [248–252].


































wobei der Abstand zwischen den Plätzen a = 1/2 und die Anzahl der Spins N = 3L2
ist. Die Gitterkoordinaten des Kagome-Gitters sind dann
Riα=n1iR1+n2iR2+rα mit n1i(2i)=0, 1, . . . ,L− 1 . (5.8)














wobei Gi · Rj = 2πδij gilt und die Brillouin-Zone, vgl. dazu Abb. 5.1(b), definiert ist
durch
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G2 mit n1,2 = 0, 1, . . . ,L− 1 . (5.10)
In diesem Kapitel werden eine Vielzahl an dimensionslosen Parametern benutzt, wie z. B.
j = JO/JM, k = K/JM und κ = K/J̄ . Dabei ist die mittlere Austauschwechselwirkung
J̄ = (JM + JO)/2 mit ihrem dimensionslosen Pendant ̄ = J̄/JM = (1 + j )/2 definiert.
Außerdem wird nur der Bereich 0 ≤ j ≤ 1 und k ≥ 0 untersucht und damit hat die
QMC keine Vorzeichenproblem.
5.1.1. Lineare Spinwellentheorie
In der Superfluid-Phase und für κ = 0 können die Spektren aus der QMC mit Magnon-
Anregungen der linearen Spinwellentheorie (LSWT) verglichen werden. Der klassische
Grundzustand dieses Modells ist ein Ferromagnet in der XY-Ebene. Die Holstein-Prima-
koff-Darstellung entlang der Quantisierungsachse x und bis zur führenden Ordnung von
O(1/S ) ist
















z J̄ · 1−  (q)  (q)












2,q a0,q a1,q a2,q)
T (5.13)
der Erzeugungs- und Vernichtungs-Spinor ist. 0, 1, und 2 markieren die Plätze in der
Einheitszelle.  (q) beschreibt die Hüpfmatrixelemente
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Abbildung 5.2.: LSWT-Dispersion für (a) j = 1 und (b) j = 0.5. (c) Flaches optisches
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Die Magnon-Dispersion erhält man aus der paraunitären Säkulargleichung
det |S · M(q)− ω1| = 0 , (5.15)
























(1 + j )2 = 6̄2 . (5.18)
dabei ist die Impulsabhängigkeit gegeben durch
γ(q) = cos(2q·r1) + cos(2q·r2) + cos(2q·(r2−r1)) (5.19)
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und in Abb. 5.2(a)-(b) für j = 1 bzw. j = 0.5 dargestellt. In Gl. (5.17) gehört ω0
zum Minuszeichen bzw. ω1 zum Pluszeichen auf der rechten Seite der Gleichung. Die
drei Zweige ω0 und ω1,2 sind eine akustische und zwei optische Moden. Die optische
Mode ω2 ist komplett flach, da die Magnonen durch lokale Interferenzeffekte lokalisiert
sind, welche durch ein sich wiederholendes Muster auf dem Kagome-Gitter entstehen,
wie in Abb. 5.2(c) dargestellt. Am K-Punkt ist die Lücke zwischen der ω0- und ω1-
Mode




j ) . (5.20)
Für j = 1 berühren sich die dispersive optische und akustische Mode bei diesem Hoch-
symmetriepunkt.
5.1.2. Spinsteifigkeit
Die Spinsteifigkeit kann genutzt werden, um den quantenkritischen Punkt zu ermit-
teln. Dafür wird zuerst die endliche Spinsteifigkeit eines einzelnen Trimers analytisch
berechnet. Danach wird das Skalenverhalten der Spinsteifigkeit aus QMC-Simulationen
diskutiert.
Spinsteifigkeit eines XY-Trimers
Für j = k = 0 vereinfacht sich das Modell zu unverbundenen XY-Trimeren auf einem
Dreiecksgitter. Für diesen Grenzfall hat das Modell die endliche Spinsteifigkeit eines
Trimers. Hier wird die analytische Berechnung der Spinsteifigkeit eines einzelnen Tri-
mers durchgeführt. Dazu wird o.B.d.A. ein Twist φ entlang der x -Richtung des Trimers
eingeführt. Dadurch wird nur der S z = ±1/2-Sektor beeinflusst, welcher zyklische Per-
mutationen von |↑↓↓〉 und |↓↑↑〉 beinhaltet. Für S z = 1/2 gilt
H
S z=1/2




( )0 1 1
1 0 e iφ
1 e−iφ 0
(5.21)
und identisch für S z = −1/2. Außerdem ist
Htrimer(φ) |↑↑↑ (↓↓↓)〉 = 0 |↑↑↑ (↓↓↓)〉 . (5.22)
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Abbildung 5.3.: Vergleich der Spinsteifigkeit über der Temperatur für einen einzelnen
XY-Trimer ρ̃St(T )/4 aus Gl. (5.24) mit dem QMC-Resultat für ein vollständig trimeri-
siertes Kagome-Gitter. Fehlerbalken sind kleiner als die Symbolgröße.
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch die American Physical
Society angepasst von Ref. [R1].
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. (5.24)
Die Abb. 5.3 zeigt ρ̃St(T )/4, wobei der Faktor 4 von L2α aus Gl. (2.42) kommt. Für
ein Kagome-Gitter mit nicht-verbundenen Trimeren, also j = 0, ist Lα = 2, da es
einen JM- und einen (verschwindenden) JO-Bond pro Raumrichtung gibt. Die Abb. 5.3
verifiziert außerdem, dass die QMC-Resultate ρSt(T ) für einen einzelnen Trimer von den
Gleichungen (2.43, 2.42) mit Gl. (5.24) übereinstimmen.
Skalenverhalten der QMC-Resultate
Es wurde bereits gezeigt, dass für j = 1 die Skalentheorie [253] angewendet werden kann
und damit der quantenkritische Punkte bestimmt werden kann. Für den Bereich j 6= 1






































0.15 j = 1, κ = 0
j = 1, κ = 3
j = 0.5, κ = 0












































Abbildung 5.4.: (a) Spinsteifigkeit ρS für κ = 0, um die Spinsteifigkeit eines einzelnen
Trimers ρSt reduziert, ist für verschiedene Trimerisierungen j = 1, 0.5, 0.1 über einen
großen Temperaturbereich gezeigt. Das Tieftemperatur-Plateau bestimmt die Skalierung
T ∗ = j/L. Beachte: Die x -Achse ist mit j skaliert. Der Inset (b) zeigt die Spinsteifigkeit
versus L = 6, . . . , 12 für die feste Temperatur T = j/10, verschiedene Trimerisierungs-
verhältnisse j = 1, 0.5 und den Ringaustausch κ = 0, 3. In Inset (c) ist der Vergleich
der Spinsteifigkeit ρS und die reduzierte Spinsteifigkeit ρS − ρSt für j = 0.1 über der
Temperatur gezeigt. Das Skalenverhalten bei T = T ∗ für ρS/L2−d−z versus (κ−κC )L1/ν
bei (d) j = 1 und (e) j = 0.5. Für j = 1 (j = 0.5) fallen die QMC-Daten bei κC ≈ 11.04
(κC ≈ 10.97) zusammen. Die durchgezogene schwarze Linie ist ∝ (κC − κ)ν . Fehlerbal-
ken sind kleiner als die Symbolgröße.
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch die American Physical
Society angepasst von Ref. [R1].
erfüllt mit der universellen Skalenfunktion F . Unter Verwendung von z = 1 für den dy-
namischen kritischen Exponenten und der Fixierung der Temperatur, sodass Lz/β = c
bzw. T = T ? = c/L konstant ist, wird die Funktion ρSL über (κC − κ)L1/ν für alle
L auf einer einzelnen Kurve zusammenfallen. Dies ermöglicht die Ermittlung des quan-
tenkritischen Punktes, wenn c so gewählt ist, dass T ? für ρS die Physik bei T = 0
widerspiegelt. Außerdem impliziert ρS (κ = const.,L) = const. für L  1 und T → 0,
dass F(x , const) ∝ x ν gilt.
In Abb. 5.4(a) ist die Spinsteifigkeit über der Temperatur für verschiedene Trimerisie-
rungen bei κ = 0, wo eine langreichweitige Ordnung bei T = 0 für j = 1 sicher ist,
gezeigt. Zur besseren Darstellung wird die endliche Spinsteifigkeit eines einzelnen iso-
lierten Trimers ρSt aus Gl. (5.24) subtrahiert. In Abb. 5.4(c) ist zur Vollständigkeit der
Einfluss von ρSt bei j = 0.1 gezeigt. Mehrere Erkenntnisse können aus der Abbildung
gewonnen werden. Erstens ist eine endliche Spinsteifigkeit im Übergang zum Tieftem-
peraturbereich erkennbar, die für steigende Trimerisierung sinkt. Die Wahl von T ? im
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superfluid Z2-QSL
(a)















Abbildung 5.5.: Quantenphasendiagramm versus (a) Ringaustausch k , (b) reduzierter
Ringaustausch κ und Trimerisierungen j . Grüne Kreise, kritische Kopplung (a) kC , (b)
κC für quantekritschen Punkt zwischen superfluider und QSL-Phase. Orangefarbene
Quadrate, Position des Maximums von ρS . Wenn nicht sichtbar, ist der Fehlerbalken
kleiner als die Symbolgröße. Beachte: Die Richtung der y-Achse ist verschieden in (a)
und (b).
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch die American Physical
Society angepasst von Ref. [R1].
Tieftemperaturbereich ist daher ausreichend für das Skalenverhalten, da damit bereits
das Verhalten bei T = 0 beschrieben wird. Zweitens fällt der Übergang der Spinstei-
figkeit vom Hochtemperatur- zum Tieftemperaturbereich für verschiedene j durch eine
Reskalierung der Temperatur mit j zusammen. Drittens ändert sich der Übergang wenig
für verschiedene Systemgrößen L. Zusammenfassend ist c ' j eine gute Wahl und es
wird T ? = j/L für den Rest des Abschnitts gewählt.
Außerdem ist in Abb. 5.4(a) zu erkennen, dass der Wert von ρS−ρSt im Tieftemperatur-
Limes nur wenig von der Systemgröße abhängt. Ausreichend nahe am quantenkritischen
Punkt hat dies für das Skalenverhalten folgenden Einfluss. Die universelle Skalenfunktion
F(x , y) ist in ihrem asymptotischen Bereich F(x , const) ∝ x ν für jede Temperatur im
Tieftemperaturbereich. Für ein festes κ(C ) gilt damit ρS ∝ L−z (L1/ν)ν = const über
L. Für ρSt ist die Beziehung trivial erfüllt. Der Inset in Abb. 5.4(b) zeigt, dass die
Unabhängigkeit der Systemgröße für ρS bei einer tiefen Temperatur über einen großen
Bereich von j - und κ-Werten gültig ist.
Durch die Wahl von T = T ? kann nun das Quantenphasendiagramm durch Optimierung
des Zusammenfallens aller Funktionen ρSLz über (κC − κ)L1/ν für L = 6 . . . 12 bei
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festem j ermittelt werden. Für verschiedene Trimerisierungen j = 0.1 . . . 1 und unter
Verwendung der 3D XY? Universalitätsklasse mit z = 1 and ν = 0.6717 ist κC als
einziger Fit-Parameter übrig.
Die Ergebnisse der Optimierung sind in Abb.. 5.4(d)-(e) für zwei ausgewählte j gezeigt.
Ein ähnliches Verhalten ist für alle anderen j gegeben. Das Zusammenfallen ist deutlich
erkennbar und führt zu einem kritischen Ringaustausch κC ≈ 11.04 und 10.97 für j = 1
bzw. 0.5. Der Wert für κC (j = 1) stimmt mit vorherigen Ergebnisse überein [224]. Die
Abbildung zeigt eine weitere Funktion ∝ (κ−κC )ν , welche gut mit den QMC-Resultaten
in der geordneten Phase übereinander gelegt werden kann. Neben dem Zusammenfall der
einzelnen Funktionen unterstützt diese Funktion die Hypothese, dass das Skalenverhalten
auch bei endlicher Trimerisierung genutzt werden kann. In der langreichweitig geordneten
Phase mit j 6= 1, und damit weit weg vom quantenkritischen Punkt, gibt es nicht-
universelle Korrekturen, wie ein Maximum in ρSL für ein endliches κ. Dieses Maximum
ist für alle j 6= 1 sichtbar, wobei es keine Anzeichen für eine neue Phase neben der
superfluiden und QSL-Phase für j 6= 1 gibt.
5.1.3. Quantenphasendiagramm
Mithilfe aller ermittelten κC (j ) kann nun das Quantenphasendiagramm aus Ref. [224]
von der Linie j = 1 in die (κ, j )-Ebene erweitert werden. Dies ist in Abb. 5.5(b) gezeigt.
Erwähnenswert ist für einen reduzierten Ringaustausch
κ = 2K/(JM + JO) = 2(K/JM)/(1 + j ) , (5.26)
dass der Übergang bei einem festen κ versus j innerhalb der Fehlerbalken platziert
ist. Anders gesagt entspricht das beim Entfernen der j -Abhängigkeit der x -Achse von
Abb. 5.5(a) einer Vergrößerung der Tendenz eine QSL zu formen, für größere Trime-
risierung. Das kann verstanden werden durch die Verringerung der bosonischen kine-
tischen Energie mit j , wenn man sich in die superfluide Phase hineinbewegt. Mit der
in Abschnitt 5.1.1 beschriebenen LSWT bei κ = 0 ist jeder Spin mit vier Nachbar-
spins verbunden, zwei davon durch JM und zwei durch JO. Damit ist der Beitrag der
führenden Ordnung O(1/S ) zur Energie gerade proportional zu ̄, was auch in den Glei-
chungen (5.17, 5.18) ersichtlich ist.
Über das Quantenphasendiagramm bei j → 0 lässt sich nur spekulieren. Erstens verhin-
dern Konvergenzprobleme der QMC eine direkte Untersuchung von j = 0. Zweitens kann
genau bei j = κ = 0 keine langreichweitige superfluide Phase existieren, da das System
aus nicht-verbundenen Trimeren besteht. Abschließend ist es wahrscheinlich, dass eine
QSL-Phase für κ > κC auch bei j = 0 existiert. Für κ < κC kann es zwei Szenari-
en geben. Einerseits kann, konsistent mit Abb. 5.4, die Spinsteifigkeit verschwinden für
j → 0, sodass ρS ≤ ρSt auf der Linie j = 0 für alle κ < κC gilt. Jedoch lässt das die
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Abbildung 5.6.: SSSF S (q) für verschiedene Trimerisierungsverhältnisse j = 1, 0.5, 0.1
und Ringaustauschkopplungen κ = 0, 8(< κC ), und 13(> κC ). QMC für L = 12,
T = T ∗.
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch die American Physical
Society angepasst von Ref. [R1].
Eigenschaften des Zustandes für κ < κC bei j = 0 unklar. Andererseits kann aus dem
Maximum in ρS eine schwache langreichweitige Ordnung durch den Ringaustausch auch
bei j = 0 erwartet werden, die ein nicht-monotones Verhalten für κ < κC aufweist. Diese
Frage bleibt hier jedoch offen.
5.1.4. Statischer Spin-Strukturfaktor
Der SSSF S (q) ist in Gl. (2.46) über alle Plätze definiert und äquivalent zur statischen
Dichte-Dichte-Korrelationsfunktion in der Hard-Core-Boson-Formulierung. Diese wur-
de benutzt um zu prüfen, ob der Übergang von der superfluiden in die Z2-QSL-Phase
durch eine Dichtewelle begleitet wird, d. h. die Peaks wie ∝ N skalieren. Diese Tatsa-
che wurde für j = 1 ausgeschlossen [224] und nachgewiesen, dass die nicht-superfluide
Phase keine diskreten Gittersymmetrien bricht und damit den QSL-Charakter unter-
stützt.
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Bei Betrachtung des Quantenphasendiagramms in Abb. 5.5 ist der kurzreichweitige Cha-
rakter der longitudinalen Spin-Korrelationen auch für j < 1 wahrscheinlich. Deshalb wird
anstelle der Finite-Size-Skalenbetrachtung, wie in Ref. [224], die Besonderheit diskutiert,
dass der SSSF für den reskalierten Ringaustausch κ beinahe unabhängig von der Tri-
merisierung ist. Das ist in Abb. 5.6 gezeigt, wo die Konturplots von S (q) für T = T ∗,
L = 12 und bei κ = 0, 8(< κC ), und 13(> κC ) zu sehen sind.
Tatsächlich sind die Unterschiede in den Abbildungen entlang der vertikalen j -Richtung
in jeder Spalte sehr klein. Die Entwicklung der Konturen entlang der κ-Richtung in der
j = 1-Zeile sind konsistent mit Ref. [224]. Für κ  1 befindet sich die maximale Inten-
sität in S (q) aufgrund der nächsten-Nachbar-Korrelationen an den K-Punkten. Wenn κ
erhöht wird, erzeugen die übernächsten-Nachbar-Korrelationen eine maximale Intensität
an den M-Punkten und eine minimale Intensität an den Γ- und K-Punkten.
5.1.5. Dynamischer Spin-Strukturfaktor
Zur Verbesserung der Qualität der analytischen Fortsetzung werden die Ergebnisse der















α Sαα(q, τ) invariant bezüglich einer unitären Transformation ist, wird
die Matrix diagonalisiert und danach unabhängig für jeden Eigenwert Sµ(q, τ) mit





dω Sµ(q, ω)K (ω, τ) . (5.28)
Das vollständige Spektrum ist dann über die Spur
∑
µ Sµ(q, ω) zu berechnen. Auch wenn
die einzelnen Eigenwerte Sµ(q, τ) nicht immer scharfe Eigenmoden darstellen, kann die
Betrachtung hilfreich sein.
Wie aus dem Quantenphasendiagramm zu erwarten, gibt es zwei Arten von elementa-
ren Anregungen. Erstens sind diese für κ<κC Magnonen eines planaren Ferromagneten
mit einer gebrochenen U (1)-Restsymmetrie. Zweitens sind diese für κ>κC Spinonen
der Z2-QSL. Der DSSF zeigt direkt das Magnon-Spektrum, jedoch kann dieser nicht
für fraktionalisierte Ein-Teilchen-Anregungen verwendet werden. Jedoch zeigt der DSSF
eine Zwei-Teilchen-Korrelationsfunktion und damit kann das Zwei-Spinonen-Spektrum,
welches ein Kontinuum für jeden festen Wellenvektor ist, untersucht werden. Mithilfe
von QMC bei j = 1 konnten Magnonen (Zwei-Spinonen-Kontinua) in der ferromagne-
tischen (QSL-)Phase direkt für den Hamiltonoperator aus Gl. (5.5) [233] und für ein
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Abbildung 5.7.: Eigenwerte Sµ(q, ω) aus Gl (5.28) in der superfluiden Phase bei
κ = 0 für drei Trimerisierungverhältnisse j = 1, 0.5, 0.25 (Zeilen) entlang des Pfades aus
Abb. 5.1(b) in der ersten und zweiten Brillouin-Zone. QMC für L = 12, T = T ∗. Durch-
gezogene rote Linie: LSWT-Dispersionen aus Gleichungen (5.17, 5.18).
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch die American Physical
Society angepasst von Ref. [R1].
ähnliches Modell der BFG-Klasse [232] nachgewiesen werden. Hier wird der DSSF für
j ≤ 1 betrachtet. Zuerst liegt der Fokus auf den Magnonen bei κ = 0, da die Dynamik
der QSL-Phase durch den Ringaustausch beeinflusst wird und nur kleine Effekte der
Trimerisierung erwartet werden.
Die Abb. 5.7 zeigt die Entwicklung mit j der drei Eigenwerte Sµ(q, ω) für κ = 0. Die
Dispersionen sind alle entlang der hochysmmetrischen Punkte der erweiterten Brillouin-
Zone gezeigt, siehe Abb. 5.1(b). Jede Zeile der Abbildung zeigt typische Signaturen
eines Ferromagneten mit einer Drei-Platz-Einheitszelle, d. h. ein akustisches Goldstone-
Magnon und zwei optische Magnon-Zweige. Das spektrale Gewicht ist in der Goldstone-
Mode beim Ordnungsvektor, dem Γ-Punkt, dominant. Der Effekt der Trimerisierung
kann klar entlang der Spalten der Abb. 5.7 gesehen werden. Mit Verringerung von j
wird die magnonische kinetische Energie reduziert, die Bandbreite beider Arten von
Magnonen schrumpft entsprechend, wobei jedoch die akustische Mode den Goldstone-
Charakter beibehält.
Um eine qualitative Abschätzung der Magnon-Energie zur führenden Ordnung O(1/S )
zu erhalten, wurde in Abschnitt 5.1.1 die LSWT durchgeführt. Die erhaltenen LSWT-
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µ Sµ(q, ω) für drei Ringaustausch-Werte in der superfluiden
Phase bei κ = 0, 8 (erste und zweite Zeile) und QSL-Phase bei κ = 13 (dritte Zeile)
für zwei Trimerisierungverhältnisse j = 1, 0.5 entlang des Pfades aus Abb. 5.1(b) in
der ersten und zweiten Brillouin-Zone. QMC für L = 6 and T = T ∗. Zur besseren
Sichtbarkeit sind die Intensitäten reskaliert. Durchgezogene rote Linie in der ersten Zeile:
LSWT-Dispersionen aus Gl. (5.17, 5.18). Beachte: Die y-Skalierung ist unterschiedlich.
©Urheberrechtlich geschützte Abbildung mit Genehmigung durch die American Physical
Society angepasst von Ref. [R1].
Dispersionen sind in Abb. 5.7 hinzugefügt. Die Position stimmt gut mit den QMC-
Resultaten für die Goldstone-Mode überein. Die beiden optischen Moden der LSWT-
Dispersion haben die gleiche Energien wie S1(q, ω) und S2(q, ω), wobei diese nicht in
unterscheidbare Moden aufgeteilt sind. Außerdem zeigt die Abbildung, dass bei höhe-
ren Energien die QMC-Spektren breiter werden und damit die Relevanz von Magnon-
Magnon-Wechselwirkungen eine Rolle spielt.
Die Abb. 5.8 zeigt die Entwicklung des DSSF mit κ aus der superfluiden in die QSL-
Phase entlang der zwei Linien mit j = 1 und j = 0.5. Jedes Spektrum entspricht der
Spur über die drei diagonalen Moden
∑
µ Sµ(q, ω). Die Werte von κ sind tief in der
superfluiden Phase, κ = 0, sowie nahe am quantenkritischen Punkt in der superfluiden
κ = 8 und QSL-Phase κ = 13 gewählt. Es sind mehrere Punkte hervorzuheben. Erstens
zeigen die Spektren in der superfluiden Phase bei κ = 0 und κ = 8 ein klares Goldstone-
Modenverhalten mit einem dominanten spektralen Gewicht am Γ-Punkt. Zweitens zeigt
das spektrale Gewicht in der QSL-Phase Überreste davon bei j = 1, wobei für j = 0.5
der DSSF in der QSL-Phase ohne bestimmte Merkmale über dem Wellenvektor ist.
Hierbei sei anzumerken, dass Letzteres mit der schlechteren Statistik der Resultate der
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QMC für den Bereich großer κ und kleiner j zusammenhängen kann. Drittens wird
durch Einführung eines Ringaustausches das Spektrum zu höheren Energien angehoben
und verbreitert. Viertens zeigt die Abb. 5.8 die Öffnung einer Lücke am Γ-Punkt für
steigendes κ. Dies könnte man mit dem Beginn der Zwei-Spinon-Lücke für κ > κC
in Verbindung bringen. Um dies zu belegen, sind größere Systeme notwendig, damit
eine verschwindene Lücke für κ < κC nachgewiesen werden kann. Dies ist jenseits der
Resultate und bleibt eine offene Frage.
5.1.6. Zusammenfassung
Zusammenfassend wurde die Rolle der Trimerisierung im frustrierten planaren XY Spin-
1/2 Ferromagneten auf dem Kagome-Gitter mit Ringaustausch untersucht. Es konn-
te gezeigt werden, dass die Physik des isotropen Falls nahezu invariant bezüglich der
Trimerisierung sind, wenn die Austauschparameter richtig skaliert sind. Dabei wurde
das Quantenphasendiagramm, bestehend aus der superfluiden und Z2-QSL-Phase, das
Skalenverhalten, die Universalitätsklasse und der statische Strukturfaktor untersucht.
Hinsichtlich der Auswirkungen der Trimerisierung auf die Anregungen bleibt die linea-
re Spinwellentheorie eine einigermaßen gültige Beschreibung in der superfluiden Phase,
während die Spinon-Kontinua in der QSL-Phase bei endlicher Trimerisierung sogar ver-
stärkt gegenüber dem isotropen Fall sind.
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Abbildung 5.9.: (a) Anisotropes Quadratgitter mit nächster-Nachbar-Wechselwirkung J ,
übernächster-Nachbar-Wechselwirkung J ′ und Ringaustausch-Wechselwirkung auf allen
möglichen K - und K ′-Plaquetten mit drei Orientierungen und den Plätzen ijkl . (b) Das
äquivalente anisotrope Dreiecksgitter mit Ringaustausch. (c) Die erste Brillouin-Zone
des Quadratgitters mit dem Pfad entlang der Punkte hoher Symmetrie Γ-M -Y -M ′-Γ.
Das XY-Modell vom Quadrat- () zum Dreiecksgitter (4) mit anisotropem Heisenberg-














K ′Pijkl , (5.29)
wobei S±i die Spin-1/2-Erzeugungs-/Vernichtungsoperatoren am Platz i sind. Die Bond-































wobei Letztere auf Vier-Spin-Plaquetten agieren, wie in Abb. 5.9 gezeigt. Dieser Ab-
schnitt wird sich auf den Bereich K ,K ′ ≥ 0 und 0 ≤ J ′/J ≤ 1 beschränken, da dieses
Modell kein Vorzeichenproblem in der QMC hat. Um die Anzahl an freien Parametern











Kapitel 5. Quantenphasen in planaren XY-Systemen mit Ringaustausch
Abbildung 5.10.: Realraum-Plaquette-Korrelationsfunktion 〈P0Pa〉 in (a) der superflui-
den Phase K = 1 und (b) in der VBS-Phase für K = 7 > Kc mit den Parametern in der
QMC-Simulation J ′ = 0, L = 32 und T = 0.2.
bei endlichem K festgehalten. Außerdem wird für den Rest des Abschnitts J = 1 als












wobei der Abstand der nächsten Nachbarn mit a = 1 gewählt und auf dem Quadratgitter
α = π/2 bzw. Dreicksgitter α = π/3 ist. Bei einer Kantenlänge des Gitters von L ist
die Anzahl der Spins N = L2. Das System hat periodische Randbedingungen in beide
Raumrichtungen.
Dieses Modell hat zwei interessante Grenzfälle. Einerseits reduziert sich das Modell für
K ′ = J ′ = 0 zu einem Quadratgitter mit einem Plaquette-Ringaustausch, wofür be-
reits QMC-Ergebnisse existieren [208], unter anderem auch mit einem Magnetfeld [209].
Das resultierende Quantenphasendiagramm hat drei interessante Phasen. Das System
geht aus einer planaren ferromagnetischen bzw. superfluiden (SF) Phase für K ≈ 3.95
mittels eines kontinuierlichen Phasenübergangs 1. Ordnung in eine gestreifte Plaquette-
Ordnung über, wobei letztere als VBS-Phase bezeichnet wird. Danach gibt es einen
Phasenübergang 2. Ordnung bei K ≈ 7.25 in eine Néel-Phase. Andererseits vereinfacht
sich das Modell für J ′ = J und K ′ = K zu einem Dreiecksgitter mit drei unterschiedlich
orientierten Ringaustauschen, welches bereits mithilfe von QMC untersucht wurde [216].
In diesem Modell konnte für den untersuchten Ringaustausch K ≤ 7.5 kein Phasenüber-
gang gefunden werden. Aufgrund der drei Phasen in dem einem Grenzfall und dem
Fehlen eines Phasenübergangs im anderen Grenzfall ist eine Untersuchung des Quanten-
phasendiagramms innerhalb dieser Grenzen von Interesse. Hier soll deshalb die Frage, ob
die VBS- bzw. Néel-Phase auch oberhalb der J ′ = 0-Linie existiert, beantwortet werden.
Im Weiteren werden alle Untersuchungen vom Quadratgitter-Grenzfall ausgehen, d. h.
es gilt α = π/2 für die Basisvektoren in Gl. (5.33).
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Im Folgenden werden die Ordnungsparameter der einzelnen Phasen beschrieben. In der
superfluiden Phase ist die Magnetisierung in der Ebene endlich, d.h. 〈S x 〉 6= 0 und damit
ist eine endliche Spinsteifigkeit ρS zu erwarten. Der Ordnungsparameter der Néel-Phase
kann aus dem Skalierungsverhalten des statischen Spin-Strukturfaktors aus Gl. (2.46) mit





wobei max 〈MS 〉2 = 1/4. Die Realraum-Plaquette-Korrelationsfunktion zeigt nur für
K > Kc , also in der VBS-Phase, eine gestreifte Struktur des Überlappens von Streifen
in x - und y-Richtung, wie in Abb. 5.10 zu erkennen ist. Diese Struktur ist durch eine
Fourier-Transformation im Impulsraum mit einem dominanten Peak bei q = (0, π) bzw.
(π, 0) charakterisiert. Mit offenen Randbedingungen in einer der Raumrichtungen ist die
gestreifte Ordnung entlang der periodischen Randbedingungen besser zu erkennen, vgl.









definiert, der aus dem statischen Plaquette-Strukturfaktor SP (q) aus Gl. (2.47) beim
Wellenvektor q = (π, 0) bzw. q = (0, π) berechnet wird, wobei hier nur Plaquette-
Operatoren mit dem Ringaustausch K in Gl. (2.48) und keine K ′-Operatoren berück-
sichtigt werden.
5.2.1. Lineare Spinwellentheorie
Um eine qualitative Beschreibung der elementaren Anregungen und der Spinsteifigkeit
für das Modell in Gl. (5.29) zu erhalten, wird in diesem Abschnitt die lineare Spinwel-
lentheorie beschrieben. Die hier vorgestellten Berechnungen sind kompatibel mit vor-
herigen Ergebnissen der linearen Spinwellentheorie in den Grenzfällen des Quadratgit-
ters ( : J ′ = 0,K ′ = 0) ohne (K = 0) [254] und mit (K ≥ 0) [255] Ringaustausch
und im Grenzfall des Dreiecksgitters (4 : J = J ′,K = K ′) [256] mit Ringaustausch.
Der klassische Grundzustand des Systems für den hier untersuchten Parameterbereich
J , J ′,K ,K ′ ≥ 0 ist eine planare ferromagnetische Ordnung. Hierbei wird die Quantisie-
rungsachse entlang der x -Richtung gewählt [257]. Die Holstein-Primakoff-Transformation
ist definiert durch
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Abbildung 5.11.: Mögliche Orientierungen des Ringaustauschs auf dem (a)-(c) Qua-
dratgitter und auf dem (d)-(f) Dreiecksgitter. Für die Plaquetten (a) bzw. (d) ist die
Ringaustausch-Kopplung K , für die restlichen Plaquetten (b),(c),(e),(f) ist die Kopplung
K ′. Die (gestrichelten) Bonds haben die Heisenberg-Austauschkopplung J (′).









Der Hamiltonoperator in Gl. (5.29) kann ähnlich zu Ref. [255] folgendermaßen diago-
nalisiert werden. Erstens wird die Holstein-Primakoff-Transformation aus Gl. (5.36) in
den Hamiltonoperator aus Gl. (5.29) mit S±m = S xm ± iS ym eingesetzt. Zweitens wer-
den nur die quadratischen Terme berücksichtigt und die Kommutatoren [am , a
†
n ] = δmn
und [a†m , a†n ] = [am , an ] = 0 verwendet. Drittens wird eine Fourier-Transformation des
Hamiltonoperators ausgeführt und mithilfe der Bogoljubov-Transformation [137, 138]
diagonalisiert













Die Parameter sind gegeben durch
HMF = −
2J + J ′
2
SN − (K + 2K ′)S 3N , ωq =
√
A2q − B2q , (5.38)
Aq = Uq + Vq , Bq = Wq + Xq , (5.39)
Uq =
2J + J ′
2





K + 2K ′
2
−Xq , Xq = S 3γ̄q , (5.41)
wobei die Dispersion ωq in Abb. 5.12 dargestellt ist und die Gitter-Struktur-Konstanten
gegeben sind durch
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Abbildung 5.12.: Dispersion ωq aus der LSWT aus Gl.(5.38) für verschiedene Anisotro-
pien J ′ = 0, 0.5, 1 ohne Ringaustausch K = 0 entlang des Pfades in der Brillouin-Zone
wie in Abb. 5.9(c) gezeigt.
γq = J cos q ·R1 + J cos q ·R2 + J ′ cos q · (R2 −R1) , (5.42)
γ̄q = (2K + K
′) cos q ·R1 + (2K + K ′) cos q ·R2 + (4K ′ −K ) cos q · (R2 −R1)
−K cos q · (R1 + R2)−K ′ cos q · (2R1 −R2)−K ′ cos q · (2R2 −R1) , (5.43)
wobei in Abb. 5.11 alle möglichen Ringaustausch-Plaquetten dargestellt sind.
Berechnung der Spinsteifigkeit mit der LSWT
Mit dem Hamiltonoperator der LSWT in Gl. (5.37) lässt sich die Spinsteifigkeit be-
rechnen. Wie bereits in Gl. (2.41) beschrieben, wird dazu jeder Spin am Platz i um den
Winkel φi gedreht. Die dazugehörige Transformation hat die Form S±i → S±i e±iφi , wobei









und ist äquivalent zu einer Reskalierung der NN Jij → Jij cosφ, da der Twist φj = φk
und φi = φl im Ringaustausch-Term sich selbst aufhebt. Diese Reskalierung gilt auch
für die Gleichungen (5.38 - 5.41) und wird im Folgenden benutzt.
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(d) T = 0
K
J ′ = 1
J ′ = 0.5




















Abbildung 5.13.: Resultate der linearen Spinwellentheorie. Spinsteifigkeit ρS über der
Temperatur T für verschiedene (a) J ′ = 0, (b) 0.5, (c) 1 und Ringaustausche K = 0, 1,
2, 10. Die gestrichelte schwarze Linie beschreibt die Bedingung der Kosterlitz-Thouless-
Temperatur TKT aus Gl. (5.4). (d) ρS über Ringaustausch K für verschiedene J ′ = 0,
0.5, 1 bei festem T = 0. (e) Der Quotient der Spinsteifigkeit ρS für großen Ringaustausch
K = 103  1 normiert auf die Spinsteifigkeit ρS bei K = 0 ist ρS (K = 103)/ρS (K = 0).
Die freie Energie F aus der Zustandssumme Z des Hamiltonoperators in Gl. (5.37)
ist




















mit der Grundzustandsenergie E0. Die Entwicklung von cosφ ∼ 1 − φ2/2 führt damit
im Grenzfall φ→ 0 zu











wobei die Spinsteifigkeit auf die Anzahl der Bonds im System Nb = (2+J ′/J )N normiert
ist. Diese Normierung wird auch in der QMC in den Gleichungen (2.43, 2.42) verwendet
und ermöglicht so den direkten Vergleich der Resultate. Damit kann die Spinsteifigkeit für
endliche Temperaturen T ≥ 0 folgendermaßen ermittelt werden
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ρS (T → 0,K = 0) TKTJ ′ LSWT QMC LSWT QMC
0 0.2709 [255] 0.2696(2) [258] 0.401 0.3423(3) [259]
0.5 0.2669 0.2701(3) 0.408 0.4082(3)
1 0.2661 0.2664(3) 0.412 0.4117(3)
Tabelle 5.14.: Resultate der Spinsteifigkeit ρS und der Kosterlitz-Thouless-Temperatur
TKT im Vergleich ermittelt mit der LSWT bzw. QMC für L = 16 und dazugehörige
Literaturergebnissen für verschiedene J ′= 0 , 0.5, 1 .



















dabei wurde durch die Dimension d = 2 dividiert und das Molekularfeld-Resultat ist
ρMFS = SJ/d = 0.25J . Im Grenzfall J
′= 0 erhält man die äquivalente Spinsteifigkeit
aus Ref. [255]. Im Grenzfall J ′= 1 reduziert sich die Spinsteifigkeit um den Faktor
Nb , wegen der Normierung in Gl. (5.48), gegenüber den Resultaten in Ref. [256]. Für
T = 0 vereinfacht sich die Gleichung zu















Aus der Spinsteifigkeit kann die Kosterlitz-Thouless-Temperatur TKT mit der Sprung-
bedingung aus Gl. (5.4) ermittelt werden. Die LSWT-Ergebnisse der Spinsteifigkeit ρS
und die Kosterlitz-Thouless-Temperatur TKT werden in der Tabelle 5.14 mit Ergebnis-
sen aus der QMC verglichen. Ein Diskussion der Ergebnisse und deren Vergleich erfolgt
im nächsten Abschnitt.
5.2.2. Spinsteifigkeit
Die Spinsteifigkeit ρS ist der Ordnungsparameter der superfluiden Phase. Die Resultate
der Spinsteifigkeit aus der LSWT in Gl. (5.49) und der QMC in Gl. (2.43, 2.42) werden
in diesem Abschnitt verglichen. Die QMC-Ergebnisse sind für die maximale Systemgröße
L = 16 berechnet worden, Diese Systemgrößen reichen nicht aus, um die Systemgrößen-
Abhängigkeit der Spinsteifigkeit nach Ref. [260, 261] zu untersuchen, um den Quan-
tenphasenübergang zwischen der superfluiden und VBS-Phase im thermodynamischen
Limes näher zu analysieren.
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Abbildung 5.15.: Spinsteifigkeit ρS aus der QMC für L = 16 über der Temperatur für ver-
schiedene Anisotropien J ′ = 0, 0.5, 1 sowie ohne Ringaustausch K = 0 und die Sprung-
bedingung zur Extrahierung der Kosterlitz-Thouless-Temperatur TKT.
Zuerst wird dieTemperaturabhängigkeit der Spinsteifigkeit ohne RingaustauschK=0
diskutiert, um den Tief- und Hochtemperaturbereich identifizieren zu können. Die da-
zugehörigen Resultate der LSWT sind in Abb. 5.13(a)-(c) bzw. der QMC in Abb. 5.15
gezeigt. Die QMC-Resultate zeigen für alle J ′ eine endliche Spinsteifigkeit für tiefe Tem-
peraturen T  1 und eine verschwindene Spinsteifigkeit für hohe Temperaturen T  1.
Der Tieftemperatur-Limes der Spinsteifigkeit ρS (T → 0) ist in Tabelle 5.14 gezeigt und
für die untersuchten Systemgrößen stimmen die Ergebnisse der LSWT und QMC gut
überein. Im Hochtemperaturbereich fällt die Spinsteifigkeit für kleine J ′ schneller ab als
im Grenzfall des J ′ = 1 . Die Kosterlitz-Thouless-Temperatur aus Gl. (5.4) zeigt in
Abhängigkeit von J ′ ein ähnliches Verhalten. In der LSWT und QMC ist eine kleine
Kosterlitz-Thouless-Temperatur für kleine J ′ zu sehen. Die resultierenden Werte sind in
Tabelle 5.14 dargestellt und zeigen auch hier eine gute Übereinstimmung der LSWT und
QMC für die untersuchten Systemgrößen.
Nun soll die Ringaustausch-Abhängigkeit der Spinsteifigkeit diskutiert werden, da
die Spinsteifigkeit bei einem kritischen Ringaustausch verschwindet und so Aufschluss
über einen Phasenübergang gibt. In Abb. 5.13(d) ist die Spinsteifigkeit aus der LSWT
und in Abb. 5.18 aus der QMC dargestellt. Die Ergebnisse der LSWT in Abb. 5.13(a)-(c)
zeigen, dass die Spinsteifigkeit bei T = 0 durch die Erhöhung von K reduziert wird. Für
T > 0 ist der Abfall der Spinsteifigkeit für kleine K langsamer als für große K . Die
ermittelte Kosterlitz-Thouless-Temperatur steigt erst mit K an, erreicht ein Maximum
bei K ∼ 6 [255, 256] und fällt danach ab. Der Tieftemperatur-Limes der Spinsteifigkeit
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Abbildung 5.16.: SSSF mit QMC für L = 16, T = 0.2 und J ′ = 0 , 0.5, 1 . Weiße
gestrichelte Linie: Brillouin-Zone.
ρS (T → 0) in Abhängigkeit des Ringaustausches kann jetzt genutzt werden, um einen
Phasenübergang aus der superfluiden Phase heraus zu untersuchen. In der LSWT zeigt
die Abb. 5.13(d) einen monotonen Abfall von ρS für ein steigendes K , wobei der Abfall
für den Grenzfall J ′= 0 am deutlichsten ist. Interessant ist nun, wie sich ρS für K  1
verhält. Dazu ist in Abb. 5.13(e) der prozentuale Abfall der Spinsteifigkeit für den großen
Ringaustausch ρS (K = 103)/ρS (K = 0) gezeigt. Auch wenn K = 103 außerhalb des
Gültigkeitsbereich der LSWT liegt, ist die Tendenz von Interesse. Die LSWT zeigt einen
Abfall von ρS im Grenzfall J ′= 0 auf ∼ 9% des Wertes von K = 0. Dieses Verhalten
ist nur für sehr kleine J ′  1 sichtbar und für den Grenzfall J ′= 1 fällt der Wert
auf ∼ 91% ab. Die Resultate der QMC zur Ringaustausch-Abhängigkeit von ρS sind
in Abb. 5.18 für verschiedene J ′ gezeigt. Für alle J ′ kann ein monotones Abfallen von
ρS für ein steigendes K beobachtet werden. Für kleine J ′ = 0 . . . 0.2, vgl. Abb. 5.18(h)-
(d), ist ein Verschwinden der Spinsteifigkeit zu beobachten. Für den Grenzfall J ′= 0
ist das Verhalten vergleichbar zu den Resultaten der LSWT und kompatibel zu QMC-
Resultaten der Ref. [261]. Für größere J ′ ≥ 0.3, vgl. Abb. 5.18(a)-(c), kann diese Tatsache
nicht mehr im betrachteten Ringaustauschbereich 0 ≤ K ≤ 10 bestätigt werden. Dieses
Verhalten wird in der LSWT jedoch schon für kleinere J ′ > 0 beobachtet. Im Grenzfall
J ′= 1 sind die QMC-Resultate konsistent mit Ref. [216].
5.2.3. Longitudinaler statischer Spin-Strukturfaktor
Der longitudinale statische Spin-Strukturfaktor (SSSF) S (q) wird betrachtet. Der ska-
lierte SSSF bei q = (±π,±π) entspricht dem Ordnungsparameter der Néel-Phase bei
einer tiefen Temperatur T  TKT, siehe dazu Gl. (5.34). Innerhalb der Néel-Phase
ist ein dominanter Peak bei q = (±π,±π) zu erwarten. Der Verlauf des Peaks wird
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(a) J ′ = 0, K = 0







(b) J ′ = 0.5, K = 0




(c) J ′ = 1, K = 0
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Abbildung 5.17.: DSSF mit QMC für L = 16, T = 0.2 und J ′ = 0 , 0.5, 1 ohne
Ringaustausch K = 0. Rote Linie: Dispersion ω aus Gl. (5.38) mit LSWT.
in Abschnitt 5.2.5 bzw. in Abb. 5.18 im Zusammenhang mit dem Quantenphasendia-
gramm näher erläutert. Hier wird sich auf den SSSF ohne Ringaustausch K = 0 für
verschiedene J ′ beschränkt, vgl. Abb. 5.16. Für alle J ′ ist ein Minimum am Γ-Punkt
festzustellen. Dazu ist in Abb. 5.16(a) der Grenzfall J ′= 0 gezeigt. Hierbei ist ein Maxi-
mum an den M-Punkten zu sehen, das durch die nächste-Nachbar-Korrelationen auf dem
Quadragitter entsteht. In Abb. 5.16(c) ist der Grenzfall J ′= 1 gezeigt. Die gewählte
Brillouin-Zone für alle Parameter entspricht der Brillouin-Zone des Quadratgitters, des-
halb wirken die Abb. 5.16(b),(c) verzerrt. Trotz der Verzerrung ist für diesen Grenzfall
die Struktur der nächsten-Nachbar-Korrelationen auf dem Dreiecksgitter zu erkennen,
wobei die Korrelationen auf dem Quadratgitter einer nächsten-Nachbar-Korrelation in
R1- bzw. R2- und einer übernächsten-Nachbar-Korrelation in (R2 −R1)-Richtung ent-
sprechen. Das Maximum verschiebt sich nun zum Impuls q = ±(−2π/3, 2π/3). Für
J ′ = 0.5 ist eine Mischung aus den Charakteristiken des Quadrat- bzw. Dreiecksgitters
zu erkennen.
5.2.4. Transversaler dynamischer Spin-Strukturfaktor
In diesem Abschnitt werden die Anregungen des Modells ohne Ringaustausch K = 0 un-
tersucht. Der transversale dynamische Spin-Strukturfaktor (DSSF) S (q, ω) kann mithilfe
der QMC, wie in Gl. (2.59) beschrieben, mit der Dispersion ωq der LSWT in Gl. (5.38)
verglichen werden. Die Resultate der LSWT sind bereits in Abb. 5.12 entlang des Pfades
in der Brillouin-Zone aus Abb. 5.9(c) dargestellt worden. In Abb. 5.17 ist der DSSF
bei einer tiefen Temperatur T  TKT als Konturplot gezeigt. Für alle J ′ sind typische
Signaturen eines Ferromagneten zu erkennen. Es sind lückenlose Goldstone-Magnonen
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(d) J ′ = 0.2




(f) J ′ = 0.1
(g) J ′ = 0.05






(h) J ′ = 0
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ρS 〈MP 〉2 〈MS〉2 Kc Kc2
Abbildung 5.18.: Die drei Ordnungsparameter der superfluiden Phase ρS , der VBS-Phase
〈MS 〉2 und der Néel-Phase 〈MP 〉2 für verschiedene J ′ über K für L = 16 und T = 0.2.
Die grauen Linien bzw. schattierten Bereiche zeigen den extrahierten Phasenübergang
bzw. Fehler an.
zu sehen, die durch die LSWT gut beschrieben werden können. Das spektrale Gewicht
ist beim Γ-Punkt dominant.
5.2.5. Quantenphasendiagramm
Im Grenzfall J ′= 0 ist bekannt, dass das Modell drei verschiedene Phasen, die su-
perfluide, die VBS- und die Néel-Phase, aufweist. Die dazugehörigen Ordnungsparame-
ter, ρS , 〈MS 〉2 und 〈MP 〉2, sind für die Systemgröße L = 16 in Abb. 5.18 gezeigt. Da
die vorhandenen Systemgrößen nicht ausreichen, um ein Finite-Size-Scaling durchzufüh-
ren, wird hier der Phasenübergang aus den Schnittpunkten der drei Ordnungsparame-
ter ermittelt. Diese Methode zeigt den Phasenübergang in dem Grenzfall J ′= 0 in
Abb. 5.18(h) passend zu den Ergebnissen aus Ref. [261]. Unter Betrachtung der Maxima
kann für J ′ ≥ 0 der Verlauf der Phasenlinien untersucht werden. Wie auch in Ref. [216]
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Abbildung 5.19.: Skizze des Quantenphasendiagramms. Die untere Linie zeigt den Grenz-
fall des Quadratgitters mit Ringaustausch. Dort ist der quantenkritische Punkt bei
Kc ≈ 3.95 zwischen der superfluiden und der VBS-Phase, welcher durch ein Verschwin-
den der Spinsteifigkeit charakterisiert wird. Ein Phasenübergang erster Ordnung bei
Kc2 ≈ 7.25 führt in die Néel-Phase. Die obere Linie zeigt den Grenzfall des Dreiecksgit-
ter mit Ringaustausch und weist keinen Phasenübergang auf.
ist für den Grenzfall J ′= 1 kein Phasenübergang aus der superfluiden Phase zu er-
kennen.
In Abb. 5.19 ist das Quantenphasendiagramm aus den Maxima der Ordnungsparameter
gezeigt. Die Phasenlinie, die die superfluide Phase von den beiden anderen Phasen trennt,
ist durch eine Wurzel-Funktion modelliert





Mit dieser Modellierung der Phasenlinie lässt sich für K ∼ O(102) ein Phasenübergang
im Dreiecksgitter extrapolieren. Der Phasenübergang zwischen der SF- und VBS-Phase
liegt bei Kc ≈ 3.95 [261] im Grenzfall J ′= 0 . Ein Übergang im Grenzfall J ′= 1
kann aufgrund des Ringaustauschbereichs 0 ≤ K ≤ 10 nicht näher verifiziert werden.
Der Phasenübergang zwischen der VBS- und Néel-Phase ist aus der Abb. 5.18 zum
konstanten Wert Kc2 ≈ 7.25 [261] festgelegt.
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5.2.6. Zusammenfassung
Zusammenfassend wurde der Übergang des frustrierten planaren XY-Spin-1/2-Ferroma-
gneten mit Ringaustausch vom Quadrat- zum Dreiecksgitter in Abhängigkeit der Ani-
sotropie des nächsten-Nachbar-Austausches untersucht. Das Quantenphasendiagramm
besteht aus einer superfluiden, einer VBS- und einer Néel-Phase. Dieses konnte vom
Grenzfall des Quadratgitters mit der Einführung einer Anisotropie fortgesetzt werden.
Für den anderen Grenzfall des Dreiecksgitters konnte im Bereich K ≤ 10 kein Phasen-
übergang gefunden werden, jedoch lässt sich durch die Extrapolation der Phasenlinie
ein Phasenübergang in der Größenordnung K ∼ O(102) vermuten. In der superfluiden






In dieser Arbeit wurden die statischen und dynamischen Eigenschaften von null-,ein- und zweidimensionalen Spinsystemen mit der QMC-Methode untersucht. Aus-gehend von einem nulldimensionalen Nanosystem, hier ein antiferromagnetischer
Heisenberg-Würfel, wurde der Übergang vom Quanten- zum klassischen Verhalten für
verschiedene Kantenlängen des Würfels diskutiert. Außerdem wurden eindimensionale
Spinketten untersucht. Hierbei wurde die alternierende ferro-antiferromagnetische Spin-
1/2-Kette und die anisotrope Spin-1-Kette bei endlichen Temperaturen untersucht. Wei-
terhin wurden zweidimensionale XY-Modelle mit Ringaustausch behandelt. Zuerst wur-
de dabei das trimerisierte Kagome-Gitter untersucht und der Phasenübergang in eine
Quantenspinflüssigkeitsphase untersucht. Danach wurde das Quantenphasendiagramm
eines anisotropen Quadratgitters mit Ringaustausch betrachtet, welches im Grenzfall
durch ein XY-Modell auf dem Dreiecksgitter mit Ringaustausch beschrieben werden
konnte.
Die dafür verwendete QMC-Methode und die analytische Fortsetzung der imaginärzeit-
lichen Daten mithilfe der Maximum-Entropie-Methode und des Bryan-Algorithmus wur-
den in Kapitel 2 beschrieben. Die Hauptarbeit war die Erweiterung der QMC durch eine
Ringaustauschwechselwirkung zwischen vier Spins und deren Anwendung auf verschiede-
ne XY-Modelle ohne ein Vorzeichenproblem, welche als Plaquette-SSE bezeichnet wird.
Die Implementierung der Plaquette-SSE basierte dabei auf der Ref. [97]. Im Rahmen
dieser Arbeit konnte eine Anwendung dieser Methode auf anisotrope Austauschwechsel-
wirkungen realisiert werden. Außerdem wurde parallel zu Ref. [232, 233] eine Messung
des dynamischen Strukturfaktors innerhalb der Plaquette-SSE umgesetzt. In Zukunft
ermöglicht die implementierte Methode die Untersuchung der statischen und dynami-
schen Eigenschaften von XY-Modellen mit Ringaustausch. Eine Untersuchung weiterer
Modelle mit externen Magnetfeldern oder weiteren Austauschanisotropien ist möglich
und stellt ein interessantes Forschungsfeld für die Zukunft dar.
Zuerst wurden in Kapitel 3 die statischen Eigenschaften des antiferromagnetischen
Spin-1/2-Würfels in Abhängigkeit der Kantenlänge untersucht. Dabei wurde der Ein-
fluss der Systemgröße auf die magnetischen Eigenschaften und einen Übergang vom
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Quanten- zu klassischen Verhalten diskutiert. Die lineare Spinwellentheorie auf endli-
chen Gittern stimmte mit den Ergebnissen der QMC-Simulationen für die innere Ener-
gie überein und skaliert entsprechend einer störungstheoretischen Betrachtung mit der
Systemgröße. Die Magnetisierung zeigte bei tiefen Temperaturen das Auftreten von Ma-
gnetisierungsstufen über dem angelegten Magnetfeld für kleine Systemgrößen, welche
das Quantenverhalten widerspiegeln. Hierbei konnte der klassische Grenzfall, also großer
Systeme und hoher Temperaturen, durch Ergebnisse der linearen Spinwellentheorie be-
schrieben werden. Im thermodynamischen Limes hat die spezifische Wärme einen Peak
bei der kritischen Temperatur und damit kann das Phasendiagramm ermittelt werden.
Der Verlauf des Peaks bei endlichen Systemen zeigte bereits für kleine Systeme L ≥ 4
einen ähnlichen Verlauf. Es hat sich gezeigt, dass bereits in Systemen mit einer Kanten-
länge von L ≥ 6, die sich in eine reale Raumlänge von mehr als 1 nm umrechnen lässt,
das Quantenverhalten nicht mehr sehr ausgeprägt ist.
Danach wurde in Kapitel 4 die Spindynamik bei endlichen Temperaturen in Heisenberg-
Ketten untersucht. Zuerst wurde in Abschnitt 4.1 die alternierende ferro- und an-
tiferromagnetische Spin-1/2 Heisenberg-Kette betrachtet. Die beiden Grenzfäl-
le der Austauschwechselwirkungen j , einerseits schwach gekoppelte Dimere und ande-
rerseits eine effektive Haldane-Kette, wurden studiert. Eine Störungstheorie niedrigster
Ordnung für ein dispersives Triplongas konnte bis j ∼ 1 die Ergebnisse der statischen
und dynamischen QMC gut beschreiben. Die statische QMC wurde zur Berechnung
der Suszeptibilität über der Temperatur für verschiedene Austauschwechselwirkungen
verwendet. Mithilfe der dynamischen QMC konnte der dynamische Strukturfaktor für
endliche Temperaturen und verschiedene Austauschwechselwirkungen ermittelt werden.
Dieses Modell weist in beiden Grenzfällen eine Spinlücke auf, deshalb wurde der Verlauf
der Spinlücke in Abhängigkeit von j untersucht. Die Spinlücke wurde dabei aus der Sus-
zeptibilität und dem dynamischen Strukturfaktor im Tieftemperaturbereich extrahiert.
Analog zur Haldane-Kette konnte die Temperaturabhängigkeit des Maximums des dyna-
mischen Strukturfaktors durch Ergebnisse des nichtlinearen σ-Modells beschrieben wer-
den. Für j & 10 konnte das Verhalten der effektiven Haldane-Kette durch eine asympto-
tische Spinlücke bestätigt werden, die um den Faktor 4 im Vergleich zur konventionellen
Haldane-Lücke reduziert wird. Während sich hier auf periodische Randbedingungen kon-
zentriert wurde, können offene Ketten mithilfe der QMC untersucht werden. Dies würde
es erlauben, die Eigenschaften der topologischen Randzustände über j und der Tempe-
ratur zu beobachten. Im Hinblick auf die vorhandenen Materialien, C29H18F12N5O4Zn
[150] und BaCu2V2O8 [175], wären realistischere dynamische QMC-Berechnungen, ein-
schließlich Zwischen-Ketten-Austausch, wünschenswert.
In Abschnitt 4.2 wurde die anisotrope antiferromagnetische Spin-1-Heisenberg-
Kette diskutiert. Das Modell wurde für zwei Anisotropien ∆ = 1 und 1.5 untersucht. Für
diese Anisotropien wird das Modell in einer Haldane- bzw. Néel-Phase beschrieben. In
diesen Phasen konnte das Verhalten der Intensitätsverteilung im dynamischen Struktur-
faktor bestimmt werden. Für endliche Temperaturen wurde dabei eine sehr gute Überein-
stimmung zwischen der dynamischen Quanten-Typikalität und QMC-Simulationen ge-
funden. Vielversprechende Forschungsrichtungen sind z. B. die Untersuchung der Spindy-
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namik für S ≥ 1 bei endlicher Temperatur, und insbesondere eine detailliertere Analyse
des Vielteilchenlokalisierungsübergangs bei Modellen mit S ≥ 1.
Zuletzt wurden in Kapitel 5 planare XY-Ferromagnete mit Ringaustausch untersucht.
Dabei wurde zuerst in Abschnitt 5.1 der planare trimerisierte XY-Ferromagnet auf
dem Kagome-Gitter mit Ringaustausch beleuchtet. Unterhalb eines kritischen Ring-
austausches ist das Modell in einer superfluiden Phase und oberhalb in einer Z2-Quanten-
spinflüssigkeitsphase. Aus der linearen Spinwellentheorie in der superfluiden Phase wur-
de eine Skalierung der Austauschparameter gefunden, die das isotrope Modell nahezu
invariant bezüglich der Trimerisierung macht. Dies zeigte sich im Skalenverhalten der
3D XY∗-Universalitätsklasse und im statischen Spin-Strukturfaktor. Für das Skalenver-
halten wurde die Spinsteifigkeit im Tieftemperaturbereich in Abhängigkeit des Ring-
austausches untersucht. Dafür wurde die endliche Spinsteifigkeit eines einzelnen Trimers
analytisch bestimmt. Damit konnte eine Temperatur im Tieftemperaturbereich unter Be-
rücksichtigung der Trimerisierung festgelegt werden, die das Skalenverhalten bei T = 0
widerspiegelt. Der Einfluss der Trimerisierung auf die Anregungen in der superfluiden
Phase konnte durch die lineare Spinwellentheorie gut beschrieben werden. Das spektrale
Gewicht der Spinon-Kontinua ist für das trimersierte Modell in der Quantenspinflüssig-
keitsphase über die ganze Brillouin-Zone verteilt. Offene Fragen bleiben bezüglich des
nicht-monotonen Verhaltens der Spinsteifigkeit mit Ringaustausch bei starker Trimeri-
sierung. Dies könnte einen neuen Typ von Grundzuständen signalisieren. Im Hinblick auf
tatsächliche Realisierungen in optischen Gittern wurde gezeigt, dass die Trimerisierung
die QSL-Phase vergrößert.
In Abschnitt 5.2 wurde der Übergang des anisotropen planaren XY-Ferromagneten
vom Quadrat- zum Dreiecksgitter mit Ringaustausch untersucht. Das Modell kann
in einem Grenzfall durch ein Quadratgitter mit Ringaustausch und im anderen Grenz-
fall durch ein Dreiecksgitter mit Ringaustausch beschrieben werden. Das Quantenpha-
sendiagramm dieser beiden Grenzfälle war bekannt. Das System besitzt im Grenzfall
des Quadratgitters drei Phasen, eine langreichweitige superfluide, eine VBS- und eine
Néel-Phase. Im Grenzfall des Dreiecksgitters wurde kein Phasenübergang aus der su-
perfluiden Phase vorhergesagt. Zur Untersuchung des kombinierten Quantenphasendia-
gramms dieser beiden Modelle wurden die Ordnungsparameter, wie die Spinsteifigkeit,
der longitudinale statische Spin- und der statische Plaquette-Strukturfaktor berechnet.
Der Verlauf des Phasenübergangs aus der superfluiden Phase konnte mit den Ergebnis-
sen modelliert werden und damit einen Phasenübergang für einen großen Ringaustausch
auf dem Dreiecksgitter extrapolieren. Zur Bestätigung eines Phasenübergangs wären Si-
mulationen für größere Ringaustauschwechselwirkungen und Systemgrößen als in dieser
Arbeit notwendig. Der transversale dynamische Strukturfaktor zeigte die elementaren
Anregungen der superfluiden Phase, die durch die lineare Spinwellentheorie qualitativ
beschrieben werden konnten. Zur Verifizierung des Quantenphasendiagramms wäre in
Zukunft eine Untersuchung der Skalierung der Ordnungsparameter mit der Systemgröße
wünschenswert. Außerdem ist eine Untersuchung der elementaren Anregungen in der
VBS- und Néel-Phase von Interesse.
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Alles in allem stellt diese Arbeit numerische Resultate zur Verfügung, die als Basis für zu-
künftige Untersuchungen von Quantenspinsystemen dient. Allgemein konnte in den letz-
ten Jahren das Verständnis der Thermodynamik und der Anregungen in verschiedenen
Quantenphasen verbessert werden, wobei viele wichtige Fragen noch nicht vollständig
geklärt sind. Insbesondere ist eine realistische Modellierung von Materialien erforder-
lich. Die große Anzahl offener Fragen auf dem Gebiet der Quantenspinsysteme, die sich
sowohl aus der Theorie als auch aus dem Experiment ergeben, garantiert, dass diesem
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