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0.3 Abstract
This thesis investigates microorganism detection and gene prediction on the DNA
level from environmental samples such as air, water, soil, and the human body. In
applications such as homeland security, it is important to detect pathogens and their
expressed genes in the air or ground. Chemical solutions have difficulty detecting
trace amounts and are costly. Technologies such as DNA microarrays and next-
generation sequencing are becoming cost-efficient, thus it is of interest to use these
technologies to discover organisms and genes present in a sample, especially when
in “fine” amounts. The thesis will impact organism and gene discovery, which will
aid pharmaceutical and bio-fuel discovery, as well as new methods in forensics and
homeland security.
To enable microarrays to detect more organisms utilizing fewer probes, we discuss
the advantage of using specially-designed compressive sensing microarrays (CSM),
which is a DNA-based sensor array that operates using group testing and compres-
sive sensing (CS) principles. We improve compressive sensing DNA microarrays by
introducing probe picking algorithm that iteratively searches for the most optimal
probe.
For predicting reads from next-generation sequencing of DNA, we introduce a
new hybrid algorithm, Homology-Abinitio, which combines ab-initio annotation, us-
ing improved models, with sequence similarity comparisons. After benchmarking
well-known gene prediction programs for metagenomic reads – GeneMark, MetaGe-
neAnnotator (MGA) and Orphelia – we then combined them to gain better accuracy
(f-measure), especially for short reads. In addition, we show how using metatran-
scriptomic data can significantly improve gene prediction specificity. Each previous
algorithm and Homology-Abinitio is tested with the most diverse test set to-date,
including genes from 96 species.

11. Introduction
For an environmental sample, there are two questions: “who is here?” and “what
are they doing?” This thesis explores these two areas by refining an algorithm for
microarray organism detection to answer “who is here?” and improving gene anno-
tation, which is the first step in function prediction. The detection of organisms is
defined by being able to correctly classify a genomic fragment, such as a read from
a next-generation sequencer or a fragment that binds to a microarray, to its correct
organism of origin. Also, gene annotation is defined as correctly annotating the start
and stop of a gene on a DNA sequence but it does not include correctly classifying or
labeling it. In the literature, these gene annotation algorithms are sometimes referred
to as “gene prediction” programs, which is misleading in the sense that they do not
actually predict what type of gene, but predict whether or not there is a gene on the
sequence and where it starts. Throughout the thesis, gene prediction and gene an-
notation will be used interchangeably. The two questions, “who is here?” and “what
are they doing?” both require advances computer algorithms to decipher the mass
of short DNA fragments resulting from current technologies. While methods based
on PCR identification of housekeeping genes exist to identify organisms and gene
annotation algorithms perform very well for whole-genomes, these methods can be
impossible for uncultivated organisms. Up until now, we know very little about organ-
isms that cannot be cultured in the lab because their genomes cannot be sequenced
due to insufficient sampling of their full genomes. To solve this, some researchers
are developing methods to isolate organisms better so that enough DNA can be ob-
tained, and others are just trying to extract ALL DNA from a sample, in the hopes
that enough of those organisms are present and that we can identify their sequences
through computational techniques. In this thesis, we focus on the latter. The problem
2with the latter problem is that the cheapest and quickest way to obtain DNA from
all organisms in a sample is to send it through a next-generation sequencer, which
sequences massive DNA fragments in parallel. We must now develop algorithms to
identify which organism a fragment came from and/or annotate its probability that
it is part of a gene. If we wish to target specific organisms for detection, we can
also design probes and lay them out on a DNA microarray, but this technology has
its problems with cross-hybridization of fragments and noise from the environment.
To solve these issues, we first discuss the advantage of using a specially-designed
compressive sensing microarrays (CSM), which is a DNA-based sensor array that op-
erates using group testing and compressive sensing (CS) principles, used for organism
identification. Secondly, we demonstrate how metagenomic gene annotation can be
improved by two separate methods: 1) combining current classification techniques
and 2) using a homology-based approach with an ab-initio based approach, including
improved models and verification with transcripts. The contributions of this thesis
can aid metagenomics, the study of communities of microbes in an environmental
sample, which can then lead to new pharmaceuticals, biofuel discovery, new methods
in forensics and fingerprinting which can detect biological and chemical weapons.
We improved compressive sensing DNA microarrays by introducing a probe picking
algorithm that searches for all possible probes and picks the most optimal probe. Also,
We improved gene prediction methods in metagenomics by introducing a couple of
new ways by combining known gene prediction algorithms, using transcriptomic data
to verify genes predicted by gene prediction algorithm, and by a new program we
developed called Homology-Abinitio.
31.1 Significance
Compressive sensing DNA microarrays have been introduced to mitigate the prob-
lems of traditional microarrays for organism detection. The nonspecific hybridization
events significantly distort the microarrays readout. Therefore, we propose an itera-
tive approach to selecting probes that will offer organism selectivity while reducing
hybridization noise. Also, annotating gene sequences is the first step in inferring
biological functions. For example, they are important in study of genetic disorders
such as Huntington’s disease, Parkinson’s disease, sickle cell anemia etc., which are
caused by mutations that accrue in a set of genes inherited from one generation to
another.On the other hand, genes in prokaryotes within human gut are associated
with Crohn’s diseases, obesity etc. Gene prediction in microbes is the first which
allows us to study gene functions as well as metabolic pathways.
Accurate gene annotation is needed so that genes can be classified to their cor-
rect functions through other algorithms or experiments. Gene annotation is about
associating genes with their biological or biochemical functions. It is end of gene
prediction. There are three commonly used programs for gene prediction in metage-
nomics; Orphelia Katharina J. Hoff and Tech [2009], MetaGene(MG) Hideki Noguchi
and Takagi [2006]/MetaGeneAnnotator(MGA) [Hideki Noguchi and Itoh, 2008], and
GeneMark [Besemer and Borodovsky, 1999] available through web server applications.
These programs have weaknesses that affect their utility in gene prediction signifi-
cantly. Their specificities are relatively low when compared to their sensitivities, and
their prediction and annotation errors are high for gene edges (metagenomic reads
that contain the beginning or end of a gene). Moreover, the performances of these
programs worsen with ultra-short reads. As a result, we came with three different
solutions for this problem. First, we combined gene prediction of the known classi-
4fiers to predict genes. Second, we used gene prediction programs aided by simulated
metatranscriptomic data to predict genes. Third, we developed a new algorithm that
has a high specificity and positive predictive value in gene recognition in metage-
nomic reads, that correlates gene annotations with their expression data. The new
algorithm consists of homology and ab-initio gene prediction programs.
Compressive sensing DNA microarrays have been introduced to mitigate the prob-
lems of traditional microarrays for organisms detection. The specific and nonspecific
hybridization events which significantly distort the microarrays readout. Therefore,
we offer an iterative approach to selecting probes that will offer organism selectivity
while reducing hybridization noise.
1.2 Contributions
• I developed an iterative probe selection process for compressive sensing DNA
microarrays. The algorithm considers all possible hybridization affinities and
chooses the best group identifier probe among all possible probe candidates
from all the members of a group.
• I rigorously benchmarked the gene annotation algorithms for metagenomic data
by using the largest test set to date, comprised of 96 species of diverse lineages.
• I combined metagenomic ab-initio gene prediction algorithms to obtain better
prediction and annotation accuracy.
• For annotating genes on metagenomic reads, I used higher orders of N-mers
in the model used by the MGA [Hideki Noguchi and Itoh, 2008] algorithm to
obtain better specificity and accuracy in gene annotation.
5• I also used metatranscriptomic data to help in verification of genes already pre-
dicted by both ab-initio and similarity-based programs to gain better specificity.
1.3 Outline of thesis
To investigate organism detection and gene prediction, we derive a 1) new probe
selection process for DNA microarrays, 2) we benchmark and demonstrate the limits
of gene annotation algorithms, 3) we combine these gene prediction algorithms to
gain performance on metagenomic reads (especially short reads), 4) we gain improved
specificity for metagenomic gene annotation with complementary transcript data, and
5) we develop better models combined with a hybrid homology/ab-initio method to
improve metagenomic gene annotation.
1.3.1 Organisms detection with compressed sensing microarrays
Microarrays that are DNA chips composed of spots (wells that contain probes),
are printed with DNA probes that hybridize with complementary DNA sequences
[Fitch and Sokhansanj, 2000]. The probes are short and are designed to uniquely
identify target DNA/RNA sequences. A common use is for the detection of mRNA
and gene expression. However, recently, this technology has been extended for organ-
ism detection in a given environment, e.g. air, soil or water [Gingell et al., 2007; Yok
and Rosen, 2008; Sheikh et al., 2007c; Vikalo et al., 2008]. The traditional caveat
of microarrays is cross-hybridization, but it is hypothesized that grouping and com-
pressed sensing methods can minimize and actually leverage information from this
biochemical phenomenon [Gingell et al., 2007]. Currently, a large number of probes
(and therefore spots) are needed to detect a vast amount of organisms. Therefore,
the goal of group-testing and compressed sensing microarrays (CSM) is to reduce the
number of spots needed and cost of these devices. Group testing design was intro-
6duced in [Torney and Rhaman, 2003] and applied to cover each target with a certain
number of probes to allow identification of several targets simultaneously, while using
a reasonably small number of probes. In group testing, a potential group is specified
by a probe which hybridizes to a set of target sequences. For instance, a potential
target group only exists if there is a probe that binds to all - and exclusively those -
sequences in the target. Probe selection for group testing is achieved by an algorithm
known as SEPARATE, developed by Schliep et al., which avoids cross-hybridization
between targets. This method has its disadvantages. For instance, Schliep et al. men-
tioned that for 19 of the 679 sequences chosen, they were unable to find any suitable
oligos demonstrating that the algorithm may fail to find suitable probes. Therefore,
microarray target detection can be improved. In recent years, compressed sensing
in signal processing has promised to overcome the lack-of-satisfactory probes from
group testing by using fewer probes for organism identification. The essential idea of
compressive sensing (or sampling) is that an inherently sparse signal can be recov-
ered by using far fewer measurements than what is typically needed by Shannon’s
law. Current CSM (compressed sensing microrray) designs focus on: 1) sensing or-
ganisms through unique DNA pattern identifiers, rather than single DNA sequences
per organism [Gingell et al., 2007], and 2) leveraging crosshybridization properties
of DNA sequences as useful side information for genetic identification [Gingell et al.,
2007; Sheikh et al., 2007c], and 3) using multiple probes per spot so that the number
of spots is significantly fewer than the number of organisms [Vikalo et al., 2008]. The
compressive sensing DNA microarray is a type of group testing. In CSMs, however,
organisms are being grouped according to their DNA sequence similarity. Such group-
ings are obtained by using the Cluster of Orthologous Genes website (COGs), which
organizes prokaryotes and unicellular eukaryotes into groups according to the similar-
ity of their protein sequences [Gingell et al., 2007]. Sheikh et al. [Gingell et al., 2007]
7extracted probe candidates from the shortest genes in a group of organisms, thus
restricting the full search space and not yielding the optimal probe candidates. [Yok
and Rosen, 2008] have introduced an alternative compressive sensing probe picking
algorithm, which considers all possible hybridization affinities and chooses the best
group identifier probe among all possible probe candidates from all the members of
a group [Yok and Rosen, 2008].
1.3.2 Benchmarking of gene prediction programs for metagenomic data.
In this thesis we present results of benchmarking of three different software pro-
grams which are available through web server applications. These programs are Gen-
eMark, MGA and Orphelia. The comparisons are based on their performances over
artificial fragments from several species of diverse lineages, which gives us a reason
to believe that our metagenonic data represents an environmental sample. Hoff et
al. used only 12 species in their comparison; therefore, their sample is too small
to represent an environmental sample. Because our metagenomic data is diverse and
fragmented to represent read lengths for Sanger- and next generation- sequencing, the
results of our experiments reveal some important issues that our predecessors did not
discover. In our results, we have found that GeneMark’s sensitivity and prediction
accuracy are lower than those of Orphelia and MGA, while their average specificities
are relatively higher throughout the span of different fragments’ lengths. We also
have found that MGA has a tendency of predicting two or more genes on a fragment
that consists of one gene. The overall observation was that performances of all these
programs improve as we increase the length of the fragment. On the other hand,
Type B (intra-coding) fragments of our data show a low annotation error in all of the
programs if compared to other fragments’ cases.
81.3.3 Combining gene prediction methods to improve metagenomic gene
annotation
After rigorous benchmarking of gene annotation algorithms (GeneMark [Besemer
and Borodovsky, 1999], MGA[Hideki Noguchi and Itoh, 2008] and Orphelia[Katharina
J. Hoff and Tech, 2009]) for metagenomic datasets, we discovered their weaknesses
and strengths. The comparisons are based on their performances over simulated
fragments from hundred species of diverse lineages. Unlike previous studies, we used
three different types of fragments: one type from the intra-coding region and the other
types are from the gene edges. The general observation was that performances of all
these programs improve as we increase the length of the fragment. On the other hand,
intra-coding fragments of our data show a low annotation error in all of the programs if
compared to the genes edges. Not only do we compare the metagenomic programs, but
we offer solutions to the weaknesses faced by gene prediction programs. By combining
the programs’ predictions, we show significant improvement in specificity at minimal
cost to sensitivity, resulting in 6% improvement in accuracy for 100bp reads with
∼1% improvement in accuracy for 200bp reads and above. To correctly annotate the
start and stop of the genes, we find that a consensus of all the predictors performs
best for shorter read lengths while a unanimous agreement is better for longer read
lengths, boosting annotation accuracy by 2-8 %. To optimize the performance for
both prediction and annotation accuracies, we conclude that the consensus of all
methods (or a majority vote) is the best for reads 400bp and shorter, while using the
intersection of GeneMark [Besemer and Borodovsky, 1999] and Orphelia [Katharina
J. Hoff and Tech, 2009] predictions is the best for reads 500bp and longer.
91.3.4 Improving gene annotation using metatranscriptomic data
Parallel sequencing of metagenomics and metatranscriptomics of environmental
samples will revolutionize the field of microbial study. Transcripts promise accurate
study of metagenomics and offer the chance to study specific groups that were previ-
ously unknown and uncharacterized. We can improve metagenomic gene annotation
by verifying genomic predictions via their mRNA counterparts that are extracted
from the same sample. This study provides evidence that metatranscriptomic stud-
ies of natural microbial communities when paired with metagenomic data sets, offer
an unprecedented opportunity to explore both structure and function of microbial
communities. In previous studies, applying both metatranscriptomic and metage-
nomic analysis to the same biological samples was used for the purpose of detect-
ing differential expression of mRNAs (function) between communities under different
environmental conditions, while the metagenome (DNA) can also provide a frame-
of-reference for the total potential of the community metatranscriptome. However,
in this study we use three programs GeneMark, MGA and Orph to investigate en-
vironmental samples. Then the annotations of the programs are aided by simulated
metatranscriptomic data in determining their prediction. There are two cases where
a gene is considered to be correctly annotated: 1) if and only if it’s predicted by the
program and it’s verified by metatranscriptomic data. 2) A fragment from type D is
considered false positive if the program says so and the simulated metatranscriptomic
data does indicate the same.
1.3.5 Improved metagenomic gene annotation using a hybrid homology/ab-
initio design
Metagenomics is the analysis of uncultured organisms and utilizes high-throughput
sequencing technology. Next-generation sequencing yields short read lengths, which
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makes classification and annotation of microbes difficult. Therefore, we develop an
algorithm that improves metagenomic gene annotation accuracy and specificity by
developing a hybrid approach, increasing the model order, and leveraging gene ex-
pression data when available. Currently, there are three different software programs
for metagenomic gene annotation: GeneMark [Besemer and Borodovsky, 1999], MGA
[Hideki Noguchi and Itoh, 2008], and Orphelia [Katharina J. Hoff and Tech, 2009]. Af-
ter rigorous benchmarking, we show that for datasets consisting of short read lengths
(100-250bp), these algorithms have poor performance (e.g. specificity, sensitivity, and
accuracy). There are several main faults in these algorithms. GeneMark [Besemer and
Borodovsky, 1999] approximates codon-usage using a linear regression model, which
severely skews its estimates. MGA [Hideki Noguchi and Itoh, 2008]combines several
metrics score ORFS, and the weighting has only been optimized for the training read-
lengths. With Oprhelia [Katharina J. Hoff and Tech, 2009], the neural network has
overfit the training data and does not extend to longer reads as well. In the first
step, I developed a new algorithm that will combine alignment prediction (such as
BLAST) in parallel with an ab-initio n-mer count model to score open reading frames
(ORFs). Then, we will use other metrics to enhance scoring of ORFs, such as their
GC content, ribosomal binding sites, distances of the neighboring ORFs, etc. The
outputs of both predictors (BLAST and the ab-initio) is compared to maximize the
overall gene annotation. Finally, we integrated gene expression data to verify the
metagenome gene annotations. To our knowledge, gene expression data has never
been used for annotation accuracy improvement before.
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2. Background
In this section we would like to introduce some background concepts to enhance
the reader understanding about the subject of metagenomic organism detection and
gene annotation. The following are the topics to be covered: the nucleotide structure
of genomes, and the emerging roles of metagenomics, metatranscriptomics, and next-
generation sequencing. Finally, we describe the traditional gene prediction and how
algorithms must now take short reads from next-generation technologies into account.
2.1 Nucleotide structure of prokaryotic and eukaryotic organisms
DNA (deoxyribonucleic acid) is a nucleic acid that contains hereditary material
and genetic instructions used in the development and functioning of all known living
organisms. DNA is found inside the cell in prokaryote, while it is found in the nucleus
in the eukaryotes. A small amount of the DNA in the human body can be found in the
mitochondria. The information of the DNA is stored in four chemical bases known as:
adenine (A), guanine (G), cytosine (C), and thymine (T) [D, 2001]. These bases bind
with each other in a complementary fashion, A with T and C with G, to form units
called base-pairs. Also each base has two distinct ends, the 3
′
end and the 5
′
end.
Each base is also attached to a sugar molecule and a phosphate molecule [D, 2001].
The combination of a base, sugar, and phosphate makes a nucleotide. Nucleotides are
ordered in two different strands that form a spiral called a double helix. The structure
of this double helix looks more like a ladder, with the base pairs forming the ladder’s
rungs and the sugar and phosphate molecules forming the vertical sidepieces of the
ladder. DNA is transcribed into a single strand, the messenger RNA (mRNA) which
is then translated into a protein. A gene is a relatively small segment of DNA that
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codes for the synthesis of a specific protein. Proteins play a structural or functional
role in the bodies of organisms.
The DNA is less structured in prokaryotes than it is in eukaryotes. In prokaryotes,
DNA is a single loop while in Eukaryotes, DNA is organized into chromosomes. Ge-
netic material in eukaryotes is contained within a nucleus within the cell and DNA is
ordered into chromosomes. Eukaryotic organisms may be multicellular or single-celled
organisms. In addition to plants, fungi, and protists, all animals are eukaryotes. In
this thesis, we primarily focus on studying prokaryotes.
2.2 The field of metagenomics
Metagenomics analysis is the study of metagenomes, genetic material sampled di-
rectly from environmental samples such as microbial genomes from sea, human gut,
soil, animals, etc. The majority of the microbial on earth are found in the ocean and
soil as well as in the oceanic and terrestrial sub-surfaces. For the study purposes, some
microbes are cultured both on solid (agar) and in liquid (broth) media [Handelsman,
2007a]. Microbial culturing method is used to determine the type of organism, and
its abundance in the tested sample. It is the primary diagnostic methods of microbi-
ology which is used as a tool to determine the cause of infectious disease by letting
the agent multiply in a predetermined medium. Once the organism is grown in a
culture, then its DNA material is extracted, sheared, amplified, sequenced, assem-
bled and then annotated. However, culture dependent researchers have found that
over half of the bacteria in the human mouth are uncultured species[Aas et al., 2005].
They also found that only 1 % of the total microbes can be cultured [Handelsman,
2007a]. The reason is that some of the microbes require certain living conditions
that are very difficult to obtain in a laboratory setting or even unknown. Therefore,
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we can conclude that it is inefficient to study microbial community using the tradi-
tional culture method. Metagenomics approach offer an effective way of studying the
microbial community since it justifies the need for the culture dependent approach.
Metagenomic studies use Sanger’s sequencing or massively parallel sequencing also
known as next generation sequencers, e.g. Pyrosequencing, Illumina sequencing, Pa-
cific Bioscience’s Single Molecule Real Time sequencing ( PB SMRT) [Metzker, 2010b]
or others to get unbiased samples of all the gene sequences from all the members of
sampled communities [Pop and Salzberg, 2008; Mardis, 2008a]. Most of the tech-
nologies used to sequence metagenomic samples produce short reads. Due to the fact
that metagenomic reads are short, it is very difficult for traditional gene annotation
programs designed to detect genes in full genomes, find gene in them. Therefore, new
algorithms were devised to recognize genes in short metagenomic reads, the major
programs are: GeneMark, MetaGeneAnnotator, Orphelia, FragGeneScan [Rho et al.,
2010], and GenePrimp [Pati et al., 2010]. In metagenomic analysis finding genes in
short reads is one of the fundamental goals, which is usually followed by the functional
annotation of the genes. Examples of metagenomic studies are discussed below:
2.2.1 A human gut microbial gene catalogue established by metagenomic
sequencing [Qin et al., 2010]
This is an example of sequencing a core genes set of microbes from guts of 124
European individuals using next generation sequencer, the Illumina Genome Ana-
lyzer. From the samples, they obtained 576.7 gigabases, which is the sum of all the
read lengths. Then they used the SOAPdenovo software program to assemble the
fragments, and obtained 7 million contigs of average length > 500 bp. MetaGene
software was then employed to annotate genes in these contigs. They found about 14
million ORFs, but after removing redundancy, remained 3.3 unique ORFs. Finally,
14
they cluster the ORFs into protein families to find their functions. On the other
hand, about 20 % of the short sequences were discarded because they could not be
assembled. This is a clear indication that gene prediction is needed in short reads like
the ones that couldn’t be assembled by the SOAPdenovo software program. Some of
the findings of Qin et al. research paper are the following: first, most of the microbes
in the gut, have a great influence on human physiology and nutrition, and are crucial
for human life. Second, the gut microbes contribute to energy harvest from food.
Third, changes of gut microbiome can be associated with bowel diseases or obesity.
2.2.2 Functional metagenomic profiling of nine biomes [Dinsdale et al.,
2008]
In Dinsdale et al.’s paper they took nine different samples of microbes and viruses
from nine habitats: hypersaline, marine, freshwater, coral, microbialites (including
stromatolites and thrombolites), fish,terrestrial animals, and mosquito for the purpose
of determining the metabolic processes performed by microbes. Next, the DNA was
extracted from sample and then sequenced using next generation sequencing method,
the Pyrosequencing. The SEED database was then employed to find metabolic path-
ways of the sequences, but only 10 % of the sequences were found to have a significant
hit in the SEED database. These are the metabolic category found by the SEED:
carbohydrates, amino acids, virulence, protein metabolism, respiration, photosyn-
thesis, cofactors, vitamins, RNA metabolism, DNA metabolism , nucleosides and
nucleotides, cell wall and capsule ,fatty acids and lipids, membrane transport, stress
response, aromatic compounds, cell division and cell cycle, nitrogen metabolism, sul-
phur metabolism, motility and chemotaxis, phosphorus metabolism , cell signaling ,
potassium metabolism and secondary metabolism. Over 30% of the identified genes
in the microbiomes were associated with carbohydrate or protein metabolism, while
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respiration and photosynthesis subsystems accounted for additional 15%.
2.3 Metatranscriptomics
Metatranscriptomics is the field that deals with sequencing microbial community’s
mRNAs from environmental samples for the purpose of studying the gene expressions
as a function of the surrounding environment [Bailly et al., 2007; Gilbert et al., 2008;
Klevecz et al., 2007; Alter, 2007; Frias-Lopez et al., 2008; McGrath et al., 2008].
Traditionally, microarrays are used to measure gene expression of transcripts but its
usage was limited to single organism grown in culture, but were soon expanded to tar-
get many organisms at once. The disadvantage of the DNA microarrays is that genes
and their functional annotations are required to be known in or order to create suit-
able probes before the operation. Therefore, microarrays cannot be used for targeting
novel genes. However, in the area of metatranscriptomics we can sequence novel and
known mRNA directly from environment samples. The processes of sequencing the
mRNA from environmental samples of microbes using 454 Pyrosequencing are the
following [Gilbert et al., 2008]:
1. At first, the sample is filtered for any undesired elements, and then the RNA is
extracted.
2. The rRNAs is removed using magnetic beads with probes attached, while am-
plifying mRNA using emulsion PCR. There is only 1-5% of mRNA from the
total RNA in the bacterial cell.
3. The mRNA is converted to cDNA by random primers that hybridize to mRNA
and initiate synthesis of the DNA.
4. The cDNA is created and then amplified.
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5. The sequencer 454 Pyrosequencing is employed to sequence metatranscriptomic
data. Multiple studies of microbial transcripts have been achieved using the
outlined steps, below are examples of the studies.
Poretsky et al. studied samples of microbes from surface water at the Hawaiian
Ocean during the day and night hours [Gosalbes et al., 2011]. They found that
Cyanobacteria contributed about 54 %, alpha-Proteobacteria had 19% , and gamma-
Proteobacteria had 4% of the total mRNA. They also found more of photosynthesis,
C1 metabolism and oxidative phosphorylation of the transcripts sequenced from the
day sample than the night sample. In contrast, amino acid biosynthesis, membrane
synthesis and repair, and vitamin biosynthesis were richly found in the night tran-
scriptome.
Also, Gosalbes et al. studied microbial functions in samples of human guts from
ten healthy individuals. At first, they extracted the mRNAs from the samples using
the techniques outlined above. The analysis of 16S transcripts of their results showed
the phylogenetic structure of the active microbial community. Lachnospiraceae, Ru-
minococcaceae, Bacteroidaceae, Prevotellaceae, and Rickenellaceae were the predom-
inant families found in the microbial samples. Moreover, they found that main func-
tional roles of the gut microbiota were carbohydrate metabolism, energy production
and synthesis of cellular components.
Final example is Gilbert et al.’s who presents a study of a complex marine meta-
transcriptome obtained from random whole-community mRNA using the GS-FLX
Pyrosequencing technology [Gilbert et al., 2008]. Eight samples were taken: four
DNA and the rest were mRNAs. They were processed from two different time points
in a controlled coastal ocean mesocosm study in Bergen in Norway involving an in-
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duced phytoplankton bloom producing about 323,161,989 bp. This study provides
important evidence that metatranscriptomic studies of natural microbial communi-
ties are not only feasible, but when paired with metagenomic data sets, can offer a
good opportunity to explore both structure and function of microbial communities.
2.4 DNA sequencing
Modern DNA sequencing methods stem from the introduction of automated Sanger’s
sequencing of DNA in 1986 [Fierer et al., 2007]. The method was developed by Fred
Sanger and his group. This method revolutionized genomic sequencing by being able
to identify the nucleotide bases of complete or nearly complete genes. Unfortunately,
the method processes only 96 reads at a time with an average read length of 750
bp[Mardis, 2008b; Hugenholtz and Tyson, 2008]. As sequencing need grew, alterna-
tive methods were needed to mitigate the slow and costly process of the automated
Sanger’s sequencing technology. Thus, the next generation sequencing (NGS) meth-
ods were introduced.
In 2004, the first NGS was introduced commercially by the 454 Life Sciences, known
as Roche (454) GS FLX sequencer [Metzker, 2010b], which works by principle of py-
rosequencing technique, based on the detection of released pyrophosphate (PPi) dur-
ing DNA synthesis. At the beginning of the sequencing processes the DNA is isolated,
fragmented, and denatured. Next, emulsion PCR is used to make many copies of the
DNA strands on the surfaces of hundreds of thousands of agarose beads. Each bead
will then has many copies of the same fragment as the result of the amplification.
The beads are then deposited into picotiter plates (PTP)[Mardis, 2008b]. A com-
puter records which templates are adding a nucleotide to the different sequence reads
by capturing the light image from luciferase activity. The light emitted is directly
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proportional to the amount of a particular nucleotide incorporated. Average read
length produced by 454 pyrosequencing GS-FLX is about 250-400 bp[Mardis, 2008b].
Limitation of the method is that lengths of its reads are shorter than Sanger’s.
Also, Illumina genome analyzer is another NGS method, which was introduced
commercially in 2006 by Illumina, Inc. Illumina sequencer, uses the method of se-
quencing by synthesis (SBS) to produce fragment reads of 32-40 bp( 100 bp for recent
sequencers)[Mardis, 2008b]. The first step in Illumina sequencing is preparation of the
DNA needed to be sequenced and then ligation of random primers to both sides of the
DNA fragment. Next, the fragment is attached into the flow cell channels for bridge
amplification step, which is an isothermal process that amplifies each fragment into a
cluster of fragments. The final step is imaging and sequencing of the DNA, whereby
the fragments previously clustered are denatured and the complementary strands are
cleared away, then the sequencing starts. The disadvantage of the technology is that
it produces shorter read lengths than both 454 Pyrosequencing GS-FLX and Sanger’s
sequencing [Metzker, 2010b].
The Applied Biosystems SOLiD sequencer is another NGS method, introduced
commercially in 2007 by Life Technologies. Its read length is about 32 to 40 bp.
Sequencing DNA in SOLiD [Mardis, 2008b] is achieved by five consecutive steps.
First, the library is prepared from the DNA to be sequenced by attaching adapters
on both sides of the fragment, e.g. P1 adapter is attached to the beginning, while P2
adapter is annexed to the end of the fragment. Then the fragment is attached to the
magnetic bead. Second step, the DNA fragment is clonally amplified using emulsion
PCR. Next, the beads are covalently attached to the surface of a specially treated
glass slide that is placed into a fluidics cassette within the sequencer. In the third
step, primers are hybridized with p1 adapters, and then a set of four fluorescently
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Roche(454) llumina SOLiD
Sequencing chemistry Pyrosequencing Polymerase-based sequencing-by-synthesis Ligation-based sequencing
APaired ends/separation Emulsion PCR Bridge amplification Emulsion PCR
Mb/run Yes/3 kb yes/200 bp Yes/3 kb
Time/run (paired ends) 100 Mb 1300 Mb 3000 Mb
Read length 250 bp 32 to 40 bp 35 bp
Cost per run (total directa) $8439 $8950 $17447
Cost per Mb $84.39 $5.97 $5.81
Table 2.1: Comparing metrics and performance of next-generation DNA sequencers
[Mardis, 2008a]
tagged dibase probes are allowed to compete for ligation into the sequencing primer.
Fourth step, the process of ligation emits different light colors which are captured by
a camera. Last step, the sequence reads are analyzed using a particular computer
program then are displayed. The disadvantages of the SOLiD sequencer is that its
reads are shorter than those of Illumina’s, Sanger’s and Pyrosequencing’s.
Pacific Bioscience’s SMRT [Metzker, 2010b] sequencer is an NGS method that uti-
lizes the natural power of DNA polymerase to enable single molecule to be sequenced
in the real-time. It produces a read length of about 1000 to 10000 bp, which is longer
than what other NGS methods can produce. Different from existing sequencing plat-
forms, small amounts of reagent and sample preparation are required. Also, there are
no time-consumed in flushing, scanning and washing steps. However, the technology
has disadvantages: 1) its accuracy is low and 2) the technology is in its early stages.
2.5 The problem of metagenomic methods for gene annotation and or-
ganism detection
With a microbial mixture taken from a sample, there are two ways of detecting
organisms: 1) sequence the whole sample using next-generation technologies and 2)
use DNA microarrays to target particular organisms. The advantage to the first is
that 1) it can sequence uncultivable organisms and 2) it is representative of the sample
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– the abundances of organisms are fairly representative (at least when compared in
ratio to one another), but the disadvantage is that whole-genome shotgun sequencing
is expensive and perhaps overkill for some studies. While the second technique, mi-
croarrays, is inexpensive, it can only be used with sequences that are known and can
be targeted. The first method can be expensive for targeting certain organisms while
the second method is useful for targeting organisms but ineffective for inferring novel
organisms. Therefore, one might use the second method because of its low cost and
strive to improve its detection of targeted species. In the gene annotation problem,
we wish to annotate all organisms plus known and novel genes, therefore we pick the
first technology. Traditionally gene prediction programs can be categorized in two dif-
ferent groups. First, the ab initio programs, which train model parameters on known
annotations in order to predict unknown annotations, are widely used in gene pre-
diction [Stanke and Waack, 2003]. There are a large number of ab-initio gene-finding
programs, e.g.: GENIE [Martin G. Reese and Haussler, 2000], GENSCAN [Burge,
1997], GENEID [Parra et al., 2000], GLIMMER [Arthur Delcher and Salzberg, 2007],
and GeneMark [John Besemer, 2001]. The second group of gene prediction programs,
known as homology-based programs, that align input sequences to the closest ho-
mologous sequence in the database to predict genes. Some popular homology-based
programs are GENEWISE [Ewan Birney and Durbin, 2004], AGenDA [Leila Taher
and Morgenstern, 2003], and the well-known BLAST [Altschul SF. and DJ., 1990].
In addition, hybrid approaches that combine the gene prediction programs have been
proposed for traditional gene annotation [Pavlovic V., 2002; Yada T. and T., 2003;
Shah SP and BFF, 2003; Allen JE and SL, 2006]. Unfortunately, it is not possible
to use traditional gene prediction methods in metagenomics. Applying these conven-
tional approaches to metagenomics is restricted by the identification of open reading
frames (ORFs), which begin with a start codon and end with an in-frame stop codon
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[Katharina J. Hoff and Tech, 2009]. Usually, genes in prokayrotes are 1000-bp in
length on average [Xu et al., 2006]. Due to the short sequence length of metagenomic
reads (under 500-bp from next-generation technology), they contain incomplete ORFs
that lack start and/or stop codons, thus conventional ab-initio programs cannot be
applied to metagenomics [Katharina J. Hoff and Tech, 2009]. Similarly, homology-
based approaches for gene predictions rely on databases that only contain known,
and thus a limited set, of genes. Therefore, both of these categories do not work well
for metagenomic fragments which are about 700bp/less than 400bp when produced
by Sanger and next generation sequencing, respectively [Mardis, 2008a]. Recent tools
have emerged to address these problems for metagenomic reads. Three programs are
widely used for this purpose: Orphelia [Katharina J. Hoff and Tech, 2009], (MG)
[Hideki Noguchi and Takagi, 2006]/(MGA) [Hideki Noguchi and Itoh, 2008], and
GeneMark [Besemer and Borodovsky, 1999]
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3. Probe picking for metagenomic classification
3.1 Overview
The compressive sensing microarray design was proposed by Sheikh et al. as an
efficient way of sensing organisms in a given environment such as air, water or soil
sample. However, Sheik et. al probe candidates are extracted from the shortest se-
quences among any given group of organisms. This implies that they have a limited
search space for the probe candidates. Probes picked in such a way must not be the
most optimal probe candidates. In this chapter, we introduce an alternative com-
pressive sensing probe picking algorithm, which considers all possible hybridization
affinities and chooses the best group identifier probe among all possible probe can-
didates from all the members of a group. More importantly, we practically built a
relatively larger compressive sensing microarrays system that consists of four and five
groups with the total number of 22 organisms. The system that we built can de-
tect all these organisms effectively by using the nonlinear decoding algorithm Belief
Propagation (BP).
3.2 Introduction
3.2.1 Background
In this chapter we will investigate a compressive sensing (CS) technique that senses
multiple organisms using DNA microarray. The compressed sensing microarrays has
been purposely designed to sense organisms in groups so that it mitigates cross-
hybridizations of the closely related organisms, limitation of the number of organisms
that can be sensed at a time, and reckless usage of array’s spots, those are the
disadvantages of the traditional microarrays.
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3.2.2 Basics of microarrays
The basic description of the DNA microarray is the following: It is a container with
several slots placed in a proper order all of which contain oligonucleotides referred
to as probes. Each probe serves as an identifier for a single target (which can be a
gene, organism, etc.); any probe can be viewed as a sequence of nucleotide bases (A,
T, G, and C)[Sheikh et al., 2007b] which tend to hybridize with one another in a
complementary pairs. A tends to bind with T, while G tends to bind with C [Sheikh
et al., 2007b]. The traditional microarrays have a number of shortcomings that came
out of the fact that each spot has been design to sense only one organism [Sheikh
et al., 2007b]. First even the correct targets can fold the wrong way and then not bind
to the correct probe; also in closely related organisms it is very hard to find a unique
probe for each one of them [Schliep et al., 2003]. As a result, targeted organisms which
have a similar DNA sequences can hybridize with the wrong probes. This issue is
known as the cross-hybridization, and it leads to error in microarrays readout [Sheikh
et al., 2007b]. The second issue is the restriction of the number of organisms that can
be detected at a time [Sheikh et al., 2007b]. The third issue is the inefficient usage of
array spots in the microarrays although the environment of interest may have a lot
of organisms, but only few targets can be sensed at a time[Sheikh et al., 2007b].
3.2.3 Basics of CS DNA microarrays
Based on the above issues a new solution is necessitated,which will offer an effi-
cient and reliable way of detecting organisms [Sheikh et al., 2007b]. And thus the
compressive sensing microarray was devised to address the above issues, based on its
new design. The technique of the compressive sensing DNA microarray stems from
the method of group testing. Group testing tests groups instead of individuals, a cer-
tain group tests positive whenever member or more from the group is present [Schliep
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et al., 2003]. In compressive sensing (CS), however; organisms are being categorized
into several groups according to their DNA sequences similarity. Such groupings are
obtained by using the Cluster of Orthologous Genes website (COGs), which orga-
nizes prokaryote and unicellular eukaryotes into groups according to the similarity
of their protein sequences [Sheikh et al., 2007b]. According to the CS design, the
probe sequence is no longer an organism’s identifier, but rather a group identifier
that has a high hybridization affinity with the fellow group members, and its readout
is directly proportional to a linear combination of the binding affinities between its
DNA sequence and the target agents [Sheikh et al., 2007b,a]. Clearly, the readout of
the probes depends on the measurement matrix that contains hybridization affinities.
This implies that the measurement matrix is of a crucial importance in the CS de-
sign. As the process of building a compressive sensing system, a sparse matrix must
be randomly formed, which obeys the so called Restricted Isometery Property (RIP)
criteria and serves as a reference of the measurement matrix with real-valued data.
Finally, the CS will be tested with signals and the reconstruction process will follow
using the BP algorithm.
3.3 Compressive sensing
3.3.1 Model of compressive sensing system
Compressed sensing was introduced to address the problem faced by lossy com-
pression techniques. In lossy compression, people acquire a whole lot of data about
objects, but sooner after some work on the data they end up throwing a huge amount
away, while the compressed part is sent/or stored. For instance, in the transform
coding method, an image is transformed with a reversible linear transform. The re-
sultant transformed coefficients are quantized during of which large amounts with
smaller amplitudes are discarded. Next, the data is further reduced via the coding
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scheme. The question here arises, “why do we go through all of these compression
procedures”? If all that we need is just a small portion of the data to represent the
image?Can we just acquire just the part we need? The compressed sensing concept is
answering this question using formulated theories and logical mathematics. To under-
stand the compressive sensing concepts, first assume that we have an unknown object
x in Rm that is compressible by a transform coding such as discrete Fourier trans-
form, Walsh-Hadamard transform, discrete cosine transform, etc. We want to have
data information about x by measuring n general linear functionals, where n << m.
We assumed that the n functional is systematically chosen such that they allow only
a tolerable error in the reconstructed signal/image. We employ an algorithm well
known in the signal processing literature as Basis Pursuits, it works for 0 < p < 1
to solve an optimization variable problem that minimizes the first norm of transform
coefficient subject to y = Φθ , where Φ is bases matrix and θ is coefficient vector
[Donoho, 2006]. And our error based on l2 error, which is given by er = O
(
N2
−1
p
)
,
where N denotes the number of important coefficients. The number of measurements
needed to reconstruct the signal is given by this formula n = O (Nlog (m)) . In other
words the concept of the compressive sensing (CS) is very simple, it states that if you
have a signal x of length-N and is k-sparse in some basis it can be recovered from
M = O(k log (N/k)) measurements of the signal [Sheikh et al., 2007b]. Compressive
sensing is a technique whereby one does not measure the signal directly, but only a
set of related measurements and the probe readout is just the linear combination of
those N-related measurements. Therefore, the measurement matrix plays a pivotal
role in compressive sensing scheme as we mention earlier, because it contains the
measurements of the hybridization affinities between each probe and target agents.
However, coming up with a measurement matrix that allows for signal reconstruction
is not an easy task. We have to intelligently generate the measurement matrix that
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will satisfy the Restricted Isometery Property (RIP) [Sheikh et al., 2007c]which is
given by the following equation:
(1− δL) ‖x‖2 ≤ ‖Φx‖2 ≤ (1 + δL) ‖x‖2 (3.1)
[Chartrand and Staneva, 2008].
Where y is a vector of length M, Φ is the measurement matrix of size M × N , x is
the signal vector of length N, and δL is the isometric constant.
All matrices generated by Gaussian and Bernoulli distributions tend to satisfy the
RIP criteria with very high likelihood [Sheikh et al., 2007b]. For CS design it is
recommended that one must choose a matrix that satisfies the RIP property because
such matrices allow for perfect reconstruction of the signals via any linear or nonlinear
programming algorithm. In our model of compressive sensing the noise component
that is involved makes the sensed signal a nonlinear quantity. Therefore, a nonlinear
programming algorism will be employed to decode the signal [Sheikh et al., 2007c],
namely, the modified Belief Propagation. The analytical formula of CSM theory
discussed is given as follows:
y = Φx+ e (3.2)
Where y is a vector of length M
e, is a white Gaussian noise with zero mean.
3.3.2 Measurements matrix
The measurement matrix Φ is formed by hybridization affinities between probes
and target agents [Sheikh et al., 2007b] and its elements’ vary from 0 to 1. Suppose
that we have about M probes and N targets in a compressive sensing microarrays
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chip. For 1 < i < M , 1 < j < N , and N >> M we can interpret the measurement
matrix contents as follows: the probe at spot i hybridizes with the target j with the
hybridization affinity that represents the entry Φ(i,j) in the Φ matrix. Thus, every
entry of the matrix Φ can be represented similarly. Also, each single measurement of
a probe is a linear combination of hybridization affinities of the target agents and the
probe as it is illustrated by the formula yi =
∑
i,j Φi,jxi.
3.3.3 Clusters of orthologous groups of proteins
Orthologous genes are defined as genes in different species which have high degree
of sequence or functional similarity; deemed to be originated from a common ancestor
[Sheikh et al., 2007a], as opposed to paralogous genes that result from some sort of
gene duplication [Jensen, 2001]. Orthologs show the history of their species, which
implies that phylogeny inferences can be based on them[Koonin, 2003]. Based on the
unique characteristics of orthologous genes, a certain database known as Clusters of
Orthologous Groups of Proteins (COGs) is formed to utilize those characteristics and
especially the higher level of sequence conservation in comparison with paralogs. The
COGs database is formed by the following main steps:
1. Perform protein sequences alignment of all-against-all [Koonin, 2003].
2. Remove proteins from the same genome that are similar to each other than they
are to others in different genomes [Koonin, 2003].
3. Take any group of proteins from distant genomes (at least three) to form a mini
COG group[Koonin, 2003].
4. In this step we analyze COG groups, by eliminating false positives and iden-
tifying groups that contain multi-domain proteins by using the BLAST. The
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sequences of detected multi-domain proteins are split into single-domain seg-
ments, and steps 1-3 are repeated [Koonin, 2003].
5. In this step you will create larger COGs that include multiple members of
the genomes using phylogenetic trees, and then perform cluster analysis with
enhance visualization inspection of the alignments. [Koonin, 2003].
The COGs database is the first step into sequence grouping in compressive sensing
DNA microarray chip design. To practically apply the COGs database for grouping
organisms, we followed this method: first we chose a ribosomal protein S2 gene from
the list of genes available in the COGs database. Then we looked up all the sequences
that contain it and have some overlap in the vertical bars as they appear in the COGs
database web page. The vertical bar indicates overlap of sequence content. Those
organisms that showed a good alignment hit can form a group [Sheikh et al., 2007a].
This is exactly how we formed group # 1. Similarly, we formed the rest of the
groups, but for each group of organisms’ formation we chose a different gene. Please,
consider Figure 3.1 and observe the sequences overlap in group # 1 organisms. Group
# 1 organisms contain ribosomal S2 protein. The group consists of five different
organisms:
1. Pyrococcus horikoshii OT3
2. Pyrococcus abyssi GE5
3. Methanopyrus kandleri AV19
4. Halobacterium sp. NRC-1
5. Archaeoglobus fulgidus DSM 4304
Group # 2 organisms contain Oligoribonuclease (3′− > 5′ exoribonuclease) protein.
The group consists of four organisms
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1. Escherichia coli O157:H7 str. EC508
2. Mus musculus
3. Pasteurella multocida subsp. multocida str. Pm70
4. Buchnera aphidicola str. APS (Acyrthosiphon pisum)
Group # 3 organisms contain RNA 3’-terminal phosphate cyclase proteins. The group
consists of four organisms:
1. Rhodopirellula baltica SH1
2. Escherichia coli O157:H7 str. Sakai
3. Shigella boydii Sb227
4. Salmonella typhimurium LT2
Group # 4 organisms contain Splicing factor 3a, subunit 2 protein. The group consists
of five organisms:
1. Rickettsia prowazekii
2. Brucella melitensis 16M
3. Pasteurella multocida subsp. multocida str. Pm70
4. Rhodopirellula baltica SH 1
5. Yersinia pestis CO92
Group # 5 consists of four organisms:
1. Clostridium acetobutylicum ATCC 824
2. Caenorhabditis elegans Eukaryota
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3. Halobacterium sp. NRC-1
4. Pyrococcus abyssi GE5 Archaea
Figure 3.1: Is taken from the site ”http: //www.ncbi.nlm.nih.gov/COG/grace/blyz.cgi?cog
=MTH44&MTH44” [Sheikh et al., 2007c; Database]. The alignment hit indicated
by the vertical bar shows the organisms with similar sequences content, which can
form a group.
3.4 Probes picking
3.4.1 Probes selection algorithms
The probe selection algorithm is the hardest part in the design procedures, because
it involves expensive and lengthy computation. Probe’s hybridization affinities are
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affected by their GC contents, as it was discussed in [Garbarine and Rosen, 2008],
where they employed probes with GC contents between 40 % and 60 %. The procedure
of probes selection is explained pictorially in Figure 3.2, but we will also explain it
in words.At first, we count the number of n-mers, or patterns, of length 26 bases
of nucleotides from each genome within a certain group of organisms and check the
following:
1. All 26-mers with GC content between 40-60 % are considered as probe candi-
dates. Next, we build a matrix Φm for each group’s probe candidates hybridizing
with the target agents. Each row of the matrix is formed from the hybridization
affinities between the probe candidate and the target agents.
2. We check every row of the matrix Φm to see if it matches row (i) of the randomly
built Φr, for (1 < i < M), the index (i) corresponds to the COGs group’s
number. There are about four groups in this experiment; therefore, we have
about four different Φm. Every Φm will be matched to a certain row of Φr. All
the probes that correspond to rows of the matrices Φm(s) that matched with
rows of the matrix Φr are selected.
3. All the probes that were selected are also subject to a final test, which has to
do with their secondary structure. For instance, if two or more probes from
the same group passed the above tests, then their secondary structures are
compared. The first probe that has one or fewer loops is chosen.
3.4.2 Probes selection model block diagram
Figure 3.2 shows the probe picking flowchart that expresses the logical flow of our
simulation process. It’s a step-by-step procedure of probe picking among the CSM
groups. From the beginning to the end the process is annotated with geometrical
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shapes, which are connected with flow-lines. The shapes have a different meanings
that we would like to introduce to the readers as well as some few parameters.
• Matrix Φr is a randomly generated matrix of size M ×N ,with high likelihood
of satisfying RIP
• Diamond shaped block diagrams are used as processors that involve decision
making.They generally contain a Yes/No question or True/False test. All the
arrows branching out from it must be labeled with either Yes/No or True/False
as the answer to the question or the test[Galloway, 1994].
• Rectangular block diagram are used as data processing units, they show in-
structions or actions being carried by a computer program such as counting,
addition, subtraction, etc[Galloway, 1994].
• Parallelograms are data containing units or temporary storages, which can also
be used as input/output symbols. In our simulation we utilize them as outputs
and/or storage units [Galloway, 1994].
3.5 Belief Propagation
Belief propagation algorithm is an efficient way to solve inference problems using
technique known as a message-passing method in Bayesian acyclic-directed networks
or factor graphs. Any Bayesian network can be converted to a factor graph and
vice versa. Factor graphs are bipartite: their vertices vertices can be divided into two
disjoint sets, for example, X and Y such that every node in X connects to another one
in Y, and yet there is independence between the two sets. In factor graphs we have
two types of nodes: variable nodes that contain variables which we are intending to
find their marginal probabilities[Kschischang et al., 2001]. In the graph of Figure 3.3
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they are denoted by circles and form a set, X = {x1, x2, x3, x4}. On the other edge,
there are factor nodes that are represented by the squared nodes, and are elements of
the set Y = {y1, y2, y3}.Variable nodes relate to factor nodes via the following formula
:
p (X) =
1
Z
fa (Xa) [Y edidiaet al., 2002] (3.3)
Where a is a discrete index set, Xa is a subset of X, and fa (Xa) is a function having
the elements of (Xa) as arguments. Please, consider Figure 2.
Based on factor graph shown on Figure 3.3. we can express the relationships between
the nodes in both edges by the following:
p (x1, x2, x3, x4) =
1
Z
fy1 (x1, x2, x3) fy2 (x2, x3, x4) fy3 (x4) (3.4)
Where Z, is a normalizing constant to ensure that the above relationship is less than or
equal to 1. Treating the function p (x1, x2, x3, x3) as a joint probability mass function,
and if we are interested in computing the marginal probability. We can obtain an
expression for each marginal function p(xi) by using equation 3.4 and exploiting the
distributive law. For example, we can find p(x1) as follows:
p(x1) =
1
Z
fy1 (x1, x2, x3)
∑
x2
fy2 (x2, x3, x4)
∑
x3
fy3 (x4) (3.5)
Similarly, we can find all the marginal probabilities for each variable node, and refer
to it as “belief” [Yedidia et al., 2002]. These can be better explained and obtained
by message-passing technique from node to node and the reader is referred to the
following references [Yedidia et al., 2002; Kschischang et al., 2001; Sarvotham et al.,
2006] for more information. However, in our case which is represented by equation
3.2, there is some nonlinearity involve in the decoding work. As a result, we will
first transform the nonlinear system into an approximated linear system and then we
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perform the regular BP [Sheikh et al., 2007c].
3.6 Results
The first step towards obtaining the measurement matrix Φ mentioned before is to
build a reference matrix via Gaussian distribution. There is a Matlab built in function
known as randn that generates normally distributed pseudorandom numbers. We
employ it to generate the random matrix Φr, which has a mean of .80 and a standard
deviation of 0.04. The matrix Φr is given below.

0.9108 0.8702 0.7140 0.7768 0.6911 0.6962
0.6400 0.8703 0.7458 0.7948 0.9848 0.9276
0.6798 0.7649 0.9011 0.5671 0.7472 0.7623
0.8825 0.7781 0.7839 0.9747 0.8204 0.7521

(3.6)
Next, we applied a threshold of 0.85 to make the reference matrix sparse. All the
elements below the threshold are set to zero, while the rest remain unchanged. Sparse
matrices allow for a signal reconstruction via any linear or nonlinear programming
such as Belief Propagation algorithm. In CSM design, our goal is to obtain a mea-
surement matrix close to the reference matrix. Therefore, after building the reference
matrix Φr, we compromise between real hybridization affinities from Φm and its ele-
ments. In the process, rows of the matrix Φr are taken one at a time and compared
with rows of Φm for each COGs’s group. More details about the procedures are shown
in the block diagram of Figure 3.2. Finally, we obtain the measurement matrix Φ.
An experiment was performed that aimed to sense four groups of organisms using
the CSM and the probe picking method discussed. Below are the picked probes that
cause the hybridization affinities with all the target agents to satisfy the reference
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matrix. Each one of them has one or less loops in its secondary structure.
• Probe of group # 1: tagaaccgtacaagcatcaagccgtc
• Probe of group # 2: aagttgatgacttcatagccaacggg
• Probe of group # 3: tcggaaaatagccgacgagaaggaga
• Probe of group # 4: aaagcaagctatgtacctggctacct
Similarly, we obtained a random Gaussain matrix for a compressive sensing mi-
croarray that consists of five groups of organisms.

0.71 0.89 0.68 0.70 0.87 0.83 0.73 0.82
0.79 0.76 0.87 0.70 0.88 0.64 0.90 0.88
0.92 0.78 0.91 0.74 0.94 0.63 0.87 0.77
0.77 0.86 0.81 0.94 0.83 0.95 0.80 0.85
0.88 0.96 0.91 0.82 0.71 0.78 0.88 0.75

(3.7)
we perform a similar analysis like that of CSM with four groups of organisms. The
decoded signal error via belief propagation algorithm is given in Figures 3.4 and 3.5.
3.7 Discussion
Table 3.1 contains statistical results of probe picking algorithm discussed in section
3.4 for the four groups of organisms that we sensed. The second row of the table shows
the total number of probe candidates that satisfied the GC content between 40 % to
60 %, while the third row shows the number of probes that obtained hybridization
affinities with targets close to the reference matrix, Φr. The last row of the table
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shows the number of the selected probes that have one or less loops in their secondary
structures.
Belief Propagation was employed to reconstruct the sensed signal after 200 itera-
tions. Unfortunately, during the reconstruction procedures a small error occurred due
to the nature of the algorithm of BP which uses the Bayesian inference as mentioned
before, and also the low level of sparsity of the randomly picked matrix. Figure 3.4
shows the mean square error (MSE) of the reconstructed signal for the first sample
of organisms we sensed.
3.8 Conclusion
The compressive sensing DNA microarray design has been achieved by using the
probe picking algorithm discussed in section 3.4. With the CSM model we were able
to pick the most optimal probes from several probe candidates. The probes have
high degree of hybridization affinities with the targets close to that of the predicted
matrix. Also, these probes have one or less loops in their secondary structures.
The CSM model we have designed is able to sense organisms with high accuracy as
seen in Figures 3.4 and 3.5 that show the MSE of the reconstructed signal. In the
future, we are planning to sense more organisms with more accuracy and that could
be achieved by searching for a good measurement matrix that is highly sparse. We
conclude that BP was able to decode the information from different measurements
by approximating the probability distribution of each signal coefficient with small
error.This is the end goal of the CSM.In the future we would like to conduct an
experiment of CSM detection using the probes picked by the probe picking algorithm
discussed.
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Comments Group #1 Group #2 Group #3 Group #4
Number of 26-mers with GC of 40 (%) to 60 (%) 395288 36758 18788 52060
Number of 26-mers that satisfy row of the random matrix 4227 462 14281 58
Picked probe with one or less loops 1 1 1 1
Table 3.1: shows the statistical analysis of the probes selection process
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Figure 3.2: The probe picking block diagram with its components explained in section
3.4.2
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Figure 3.3: shows factor graphs that consists of four variable nodes in a set X and
three factor nodes in another set Y.
Figure 3.4: show MSE estimation using BP with N=6, K=4, M=4, we use the mea-
surement matrix randomly built.
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Figure 3.5: show MSE estimation using BP with N=8, K=6, M=5.
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4. Benchmarking of gene prediction programs for metagenomic data
4.1 Overview
This manuscript presents the most rigorous benchmarking of gene annotation
algorithms for metagenomic datasets to date. We compare three different programs:
GeneMark, MGA and Orphelia. The comparisons are based on their performances
over simulated fragments from over several species of diverse lineages. We defined
four different types of fragments; two types come from the inter- and intra-coding
regions and the other types are from the gene edges. Hoff et al. used only 12 species
in their comparison; therefore, their sample is too small to represent an environmental
sample. Also, no predecessors has separately examined fragments that contain gene
edges as opposed to intra-coding regions. General observations in our results are that
performances of all these programs improve as we increase the length of the fragment.
On the other hand, intra-coding fragments of our data show low annotation error in
all of the programs if compared to the gene edge fragments. Overall, we found an
upper-bound performance by combining all the methods.
4.2 Introduction
Metagenomic analysis is defined as the characterization of microbial genomes via
the direct isolation of genomic sequences from the environment without prior culti-
vation [Katharina J Hoff and Meinicke, 2008]. An important goal of metagenomics is
to identify genes in fragmented sequences [Katharina J. Hoff and Tech, 2009].
Accurate gene annotation for environmental samples is needed so that genes can be
classified to their correct functions. Gene prediction programs can be categorized in
two different groups. First, the ab initio programs that employ a training set with
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known annotation for training the parameters of their models are widely used in gene
prediction [Stanke and Waack, 2003]. There are a large number of gene-finding pro-
grams of this kind, e.g. GENIE,[Martin G. Reese and Haussler, 2000] GENSCAN,
[Burge, 1997] GENEID ,[Parra et al., 2000] and GLIMMER [Arthur Delcher and
Salzberg, 2007]. The second group of gene prediction programs, known as similarity-
based programs, use external information about the input sequence to predict genes.
Some popular similarity-based programs are GENEWISE,[Ewan Birney and Durbin,
2004]AGenDA [Leila Taher and Morgenstern, 2003] and the well known BLAST which
searches the input sequence against a database of known protein sequences.
Unfortunately, it is not possible to use all the programs mentioned above in metatge-
nomics. The restriction in the application of some conventional approaches to metage-
nomics is that they are based on the identification of open reading frames (ORFs),
which begin with a start codon and end with an in-frame stop codon. Due to the short
sequence length of metagenomic fragments, there are incomplete ORFs of at least 60
bp input length that lack a start and/or stop codon,[Katharina J. Hoff and Tech,
2009] thus conventional programs cannot be applied to metagenomics. Similarly,
the homology based approaches for gene predictions are only applied to genes with
known homology. Therefore, both of these categories do not work well for metage-
nomic fragments which are about 700 and < 400 bp when produced by Sanger’s
and next generation sequencing, respectively [Mardis, 2008a]. This chapter will ex-
amine metagenomic programs for gene prediction: Orphelia [Katharina J. Hoff and
Tech, 2009], MGA [Hideki Noguchi and Itoh, 2008] and GeneMark [Besemer and
Borodovsky, 1999] in artificially simulated fragments from 100 and 96 species from
21 and 19 different phyla respectively.
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4.3 Method
4.3.1 Types of fragments
We simulated artificial metagenomic fragments out of two sets: a hundred and
96 genomes and grouped them according to their lengths into 100, 200, 300, ..., and
700 bp fragment groups. We defined four different types of fragments of equal length
from each group based on the order of coding and non-coding regions of the DNA in
the fragment. We named them case A, case B, case C and case D fragments. For
instance, in the 700 bp fragment group, case A fragment consists of an upstream
region of variable length, 300-400 bp followed by a coding region of a variable length
300-400 bp. The lengths of the upstream and the coding regions are determined
randomly, but the length of the whole fragment equals to 700 bp. Case B fragment
is different from case A, in that it consists purely of coding sequence and it is picked
randomly from within a gene region. Some of case B fragments may contain start or
stop codons. Case C fragment is similar to case A fragment with the exception that
the coding region comes before the flanking region in the fragment. However, case
D fragment is from non-coding region of the DNA. As a notice: in the 96 genomes
set, the length of coding and non-coding region for cases, A and C is set to be equal.
More details are provided in the next chapter.
The main reason for simulating artificial fragments is that we want to control the
amounts of the different types of fragments (and not only benchmark the results)like
it is usually done in the literature. Real metagenomic data may have unknown or-
ganisms and genes, but with the simulated data we can control and know the ground
truth which allows for accurate benchmarking.
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4.3.2 Parameters of the programs
There are required options on web submission windows for some of these programs
to give gene prediction. In GeneMark’s submission window we used the following
setup to examine our samples: for the option of “kingdom” given on its web page, we
used “mixture of bacteria and archaea”. This option should be used for all environ-
mental samples as well as for human and other microbiomes. The option allows for
using bacterial and archaeal heuristic models concurrently. It also help in achieving
high sensitivity with somewhat lower specificity. For the second option, “model” we
used “codon polynomial fitting order 3” for this option no temperature parameters are
needed. In the output options we selected “nucleotide” and “HMM” [Borodovsky].
Orphelia currently provides two models for scoring open reading frames in sequence
fragments, Net 700 and Net 300. In order to run the web-server, the user needs to
specify, which model should be used to predict genes in the input data based on the
length of the input fragments. As recommended, we use Net 300 for reads that are
<= 300 bp and use Net 700 for 400 bp and longer reads. MGA does not have required
options to run its gene prediction engine. This can be an advantage to the novice
user.
4.3.3 Performance metrics
After simulating case A, B, C and D fragments, we examined the entire fragments
for their gene annotations by employing the software tools mentioned above. First, we
analyzed the results of the predictions using a sensitivity measure, which estimates
the programs capability of detecting annotated genes. Second, we calculated the
specificity measures from gene prediction results of the three programs. This measure
quantifies the reliability of gene prediction by the programs [Katharina J Hoff and
Meinicke, 2008]. Third, we employed a measure known as f-measure which combines
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both specificity and sensitivity measures. These and other measures are discussed
in details next chapter. In addition, we used an annotation error metric, a newly
defined measure that reflects the annotation accuracy of the software programs. It also
conveys the annotation error using a reference annotation of the GenBank, expressed
analytically as follows:
AnnotationError =
|Lp− Lgb|+ |Rp−Rgb|
|Fgb| , (4.1)
where Lp stands for the left end index of the gene annotation of the software program.
Lgb stands for the left end index of the GenBank’s annotation. Rp stands for the
right end index of the fragment annotation of the program, while Rgb stands for the
right end index of the fragment annotation of the GenBank. And |Fgb| stands for
the fragment length according to the GenBank annotation. Finally, we calculated the
percentage of the genes that were missed and named the measure as prediction error.
PredictionError = Gm/Gt (4.2)
where Gm is the number of the missed genes by the program, and Gt is the total
number of genes examined by the program.
4.4 Results
We benchmarked each program in May of 2010 with two sets of simulated metage-
nomic data. Tables 4.1 to 4.7 along with graphs of the f-measure in Figure 4.1, the
prediction error in Figure 4.2 and the receiver operating characteristic (ROC) in Fig-
ure 4.3, are the first set of the results for benchmarking the program. These results
were obtained using fragments from a hundred genomes. There is also the second set
of results, generated using totally different simulated fragments, and is about 56,000
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reads. Both of the sets give important results for benchmarking the programs.
We first analyze the three leading metagenomic gene prediction programs’ sensi-
tivity, specificity, f-measure etc. Then, we analyze the upper-bound prediction error
of the algorithms, which quantifies the error when all prediction programs mark the
read incorrectly. The upper-bound error is much lower than the individual methods,
demonstrating that improvements can be made if we combine the predictors.
4.4.1 Benchmarking the three gene prediction programs with 56,000 reads
In this section, we aim to rigorously benchmark three different gene prediction
programs for different read lengths and fragment types (fully coding/noncoding and
gene edges which are defined in the Methods section). In Figures 4.4 and 4.5, we
show the sensitivities and specificities of the three algorithms. MGA’s sensitivities
are higher than those of Orphelia and GeneMark for 200-500bp reads. However, its
specificities are the lowest, shown in Figure 4.5. For short reads, GeneMark does not
have the highest sensitivities, but its specificities are the highest. Overall, no algo-
rithm exceeds 80% specificity. The f-measure can indicate a combined performance
of the algorithm that is not biased by the amount of training/testing data. In Fig-
ure 4.8, we see that the GeneMark program has the best performances in terms of
f-measure for most read lengths.
The positive predictive value (PPV) metric does not fluctuate as much as the
specificity because it takes into account the bias of the coding-to-non-coding ratio
( 75%/25%) of our simulated dataset. On the other hand, the specificity metric
assesses algorithms’ true ability to detect non-coding regions. In this case, GeneMark
has the best PPV for short reads, while GeneMark and Orphelia are comparable for
longer reads.
In Figures 4.4 and 4.5, we average over the fragment types to plot sensitivity and
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specificity vs. read-length, but we also wish to analyze the performance for the differ-
ent fragment types. In Figure 4.8, GeneMark’s f-measure for types B and D decreases
with length of the fragments, while f-measure of types A and C increases with length
of the fragments. Similarly, MGA shows such a pattern too. However, Orphelia’s
f-measure for types A and C has similar values to types B and D. In conclusion, we
note that MGA has the best sensitivity but has the worst specificity for most read
lengths. GeneMark has average sensitivity but outstanding specificity for most read
lengths, which gives it a better overall f-measure for most read lengths. We note that
our sensitivity and specificity measures are lower than that reported in [Katharina
J Hoff and Meinicke, 2008], [Hideki Noguchi and Itoh, 2008], and [Borodovsky]. We
have several reasons that this may occur. First, we have a more diverse dataset than
previously studied, and we are testing with twice as many genomes as GeneMark used
in their test set and eight times as many as Orphelia and MGA used. Secondly, Hoff
et al. [Katharina J Hoff and Meinicke, 2008] uses the positive predictive value (PPV),
PPV = TP
TP+FP
, to benchmark their performance which measures the gene-prediction
specificity of correctly predicting just the gene regions and not non-coding regions.
In fact, we show that using the PPV, seen in Figure 4.6 and Figure 4.9, instead
of the traditional definition of specificity, results in high rates like previous work.
Finally, unlike GeneMark that discards hypothetical genes, we also used Genbank’s
hypothetical gene annotations to be as complete as possible. Also, previous methods
do not describe the size of the training set (e.g. the number of reads per genome),
so our sampling of ∼ 40 reads per genome per read-length is quite reasonable. Also
as mentioned, we take 28,000 reads of different read lengths more than any previous
study has endeavored. We would like to point out to the reader that the trends are
the highlight of our analysis and that the specific numbers should not be the focal
point.
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4.4.2 Upper-bound analysis
Previously, we have analyzed the upper-bound prediction error of the three al-
gorithms [Yok and Rosen, 2010]. In this analysis, we aim to demonstrate that the
three prediction programs complement each other, and we aim to show that using
combinations of the three may reduce prediction error. In the upper-bound analysis
for coding regions, we choose the best prediction out of the three. In other words, if
all three programs incorrectly predict the read, this would contribute to the upper-
bound prediction error, otherwise if one of the predictors is correct, we mark the read
as correct. Through this analysis, we can also calculate the upper-bound prediction
accuracy, the accuracy if at least one of the predictors was correct. In Figure 4.7, we
see that the upper-bound prediction error is 5-25% lower than any single method. In
fact, at 200bp, the upper-bound prediction error seems to stabilize at a constant level
(+/- 2% deviation). Therefore, we aim to combine predictors to significantly improve
gene prediction performance.
The prediction errors of the three programs, Orphelia, MGA and GeneMark, and
their upper-bound, for fragment lengths 100 to 700 bp. For 200-400bp, Orphelia has
the highest prediction errors, while MGA has the highest for longer read lengths.
GeneMark has the worst prediction error for 100bp read lengths. Also, the upper-
bound analysis (which marks a read correct if at least one of the algorithms correctly
predicts it) significantly reduces the error rate, showing promise for combining the
methods.
4.4.3 Benchmarking the three gene prediction programs with a hundred
genomes
Table 4.1 shows some interesting results for fragments of case A from the 700
bp group . First, the average annotation error, which is a complementary measure
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to prediction accuracy of the program is higher for MGA than it is for GeneMark
and Orpheia. The sensitivity measure of GeneMark is lower than those of MGA and
Orphelia, but its specificity is relatively high, which indicates that GeneMark has
lower number of false positives. GeneMark has the highest prediction error meaning
that it has the highest rate of missing genes than the other programs.
Table 4.2 shows the results of case B fragments also from the 700 bp group, the
annotation error is relatively lower compared to Table 4.1(results of case A fragments).
Again, GeneMark’s sensitivity is lower than Orphelia’s, and MGA’s and misses 12.23
% of the genes.
However, Table 4.3 presents results of case C fragments from the 700 bp group. The
sensitivity of Orphelia as well as MGA is 100 %. Also, MGA misses no gene, while
GeneMark misses 11.71 % of them. The annotation errors of all the programs are
relatively higher than those of case B, but lower than those of case A measures.
Moreover, Tables 4.4 - 4.6 present the results of the 100 bp fragments group with three
different cases A, B,and C. The most obvious observation is that prediction errors
are higher compared to the 700 bp fragment results for each type of the fragments.
This indicates that all the programs predict better on longer fragments. In addition,
the sensitivities and specificities of the programs are relatively lower than the results
of the 700 bp. This assures us that performances of these software tools worsen in
shorter reads. Table 4.7 presents the upper-bound results. The number of missed
genes by the entire programs using the upper-bound analysis reduces significantly
compared to that of each program. The definition of the upper-bound analysis is
the following: when a single classifier predicts a gene in a particular fragment, we
consider its prediction regardless of what the other two programs predict. Based on
this concept we found the average values of missed genes. The analysis improves the
sensitivity by reducing false negatives.
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On the other hand, Figure 4.1 shows f-measures of the three programs, GeneMark has
the lowest f-measures for fragment groups 100-700 bp, while Orphelia has f-measures
that are similar to MGA’s, but their specificities are close to GeneMark’s. High f-
measure is rather desired than high sensitivity or specificity score alone.
Figure 4.2 shows the graph of prediction errors of the programs; GeneMark has the
highest prediction errors in the seven fragment groups, while Orphelia and MGA have
similar pattern of prediction errors. Finally, Figure 4.3 shows the ROC curve for the
three programs. A good ROC curve is the one that has a large area under its curve.
Orphelia has the best ROC curve among the program its operating point is (92% true
positive rate, 3% false positive rate).
4.5 Conclusion
In conclusion, gene-edge type fragments have higher annotation errors than intra-
coding regions. The performances of all algorithms worsen for shorter reads. Usage
of all the three programs together in upper-bound analysis enhance the accuracy of
gene prediction as it is apparent from Table 4.7 and Figure 4.7 values
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Measure GeneMark MGA Orphelia
Avg. Annotation Error % 33.38 36.31 35.78
Sensitivity% 86.36 98.91 100
Specificity% 68.468 65 79.66
Prediction Error% 13.64 1.09 0
F-measure% 76.38 78.44 88.67
Table 4.1: Performances of the three programs: Orphelia, MGA and GeneMark over
fragments of case A of the 700 bp group. The length of flanking and coding regions are
determined randomly between 300-400 bp for each fragment. In this case Orphelia
misses no genes; therefore, its sensitivity is 100 (%) and also its specificity is the
highest.
Measure GeneMark MGA Orphelia
Avg. Annotation Error% 17.06 9.41 7.0
Sensitivity% 87.77 98.93 98.92
Prediction Error% 12.23 1.07 1.08
Table 4.2: Performances of the three programs: GeneMark, Orphelia and MGA over
case B fragments of the 700 bp group . This fragment case is purely from gene region.
The annotation errors on this table are lower than those of case A fragments (Table
4.1).
Measure GeneMark MGA Orphelia
Avg. Annotation Error% 23.37 13.62 22.83
Sensitivity% 88.29 100 100
Specificity % 83 85.84 88.18
Prediction Error% 11.71 0 0
F-measure % 85.56 92.38 93.71
Table 4.3: Performances of the three programs: Orphelia, MGA and GeneMark over
fragments of case C of the 700 bp group. The length of flanking and coding regions
are determined randomly between 300-400 bp for each fragment. Both MGA and
orphelia miss no genes in this case.
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Measure GeneMark MGA Orphelia
Avg. Annotation Error% 5.23 7.14 3.39
Sensitivity% 17.71 32.14 48
Specificity% 40.90 65 44.44
Prediction Error% 82.29 67.86 52
F-measure% 26.56 36 46.15
Table 4.4: Performances of the three programs: Orphelia, MGA and GeneMark on
fragments of case A from the 100 bp group. Its flanking and coding regions are 50 bp
each. The prediction error is high for all the programs.
Measure GeneMark MGA Orphelia
Avg. Annotation Error % 2.16 1.59 .78
Sensitivity% 62.36 95.45 97.26
Prediction Error% 37.64 4.55 2.74
Table 4.5: Performances of the three programs: GenMark, Orphelia and MGA over
case B fragments of 100 bp group. This fragment cases are purely from gene regions.
Sensitivities of both MGA and Orphelia are high in this case.
Measure GeneMark MGA Orphelia
Avg. Annotation Error % 2 13 1
Sensitivity% 60.86 87.91 90.47
Specificity % 62.22 60.60 59.37
Prediction Error% 39.14 12.09 9.53
F-measure % 61.53 71.74 71.69
Table 4.6: Performances of the three programs: Orphelia, MGA and GeneMark over
fragments of case C from the 100 bp group. Its flanking and coding regions have
lengths equal to 50 bp. GeneMark misses about 39.14 % of the genes.
Genes missed %GeneMark %MGA %Orphelia %upperbound method
100 bp 59 47 28 11
200 bp 36 22 10 10
300 bp 22 4 6 1
400 bp 23 1 3 1
500 bp 22 0 0 0
Table 4.7: Performances of the three programs: Orphelia, MGA and GeneMark over
fragments of mixed types. The upper-bound classification method of the three pro-
grams reduces the number of false negatives.
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Figure 4.1: The graph of the f-measures of the three programs: Orphelia, MGA and
GeneMark in fragments of lengths 100 to 700 bp. It was generated with 33 (%)
fragments from case A, 34 (%) fragments from case B and 33 (%)fragments from case
C. GeneMark’s and Orphia’s specificities are close in values
Figure 4.2: The graph of the prediction errors of the three programs: Orphelia, MGA
and GeneMark in fragments of lengths 100 to 700 bp. It was generated with 33 (%)
fragments from case A, 34 (%) fragments from case B and 33 (%)fragments from case
C. GeneMark has the highest prediction errors
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Figure 4.3: The graph of ROC curve of the three programs: Orphelia, MGA and
GeneMark in fragments of lengths 100 to 700 bp. It was generated with 33 (%)
fragments from case A, 34 (%) fragments from case B and 33 (%)fragments from case
C. The plot shows the false positive rate on the X axis and the sensitivity measure
on the Y axis.
 
Figure 4.4: The sensitivity for each of the three programs: Orphelia, MGA and Gen-
eMark in fragment lengths 100 to 700 bp. It was generated by averaging sensitivities
of 1000 random fragments from each of the four fragment types: A, B,C, and D. Or-
phelia has the highest sensitivity for 100bp reads, MGA has the highest specificity for
200-400bp reads, and all algorithms have very good sensitivity for 500bp and longer
reads.
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Figure 4.5: The specificity for each of the three programs: Orphelia, MGA and Gen-
eMark in fragment lengths 100 to 700 bp. It was generated by averaging specificities
of the four fragment types: A, B,C, and D. While MGA has good sensitivity, it’s
specificity is generally the worst, with GeneMark generally being the best.
 
Figure 4.6: The specificity computation TP/(TP + FP ) used in Hoff et al., or pos-
itive predictive value, of the three programs, Orphelia, MGA and GeneMark. This
metric measures the programs’ precision to correctly predict genes, as opposed to
the traditional specificity value which measures a test’s ability to correctly identify
non-coding regions. The values here reflect similar “specificity” values found in the
literature [Katharina J Hoff and Meinicke, 2008], [Borodovsky].
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Figure 4.7: The prediction errors of the three programs, Orphelia, MGA and Gene-
Mark, and their upper-bound, for fragment lengths 100 to 700 bp.
Figure 4.8: F-measures of the three gene prediction programs vs. read length. The
sensitivity for each of the three programs: GeneMark, MGA, and Orphelia in fragment
lengths 100 to 700 bp. It was generated by averaging sensitivities of 1000 random
fragments from each of the four fragment types: A, B,C, and D. GeneMark has the
f-measure for 100bp to 600bp with Orphelia having the best f-measure for 700bp.
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Figure 4.9: Positive predictive value of gene prediction programs and their best logi-
cal combinations vs. read-length. The positive predictive values (PPV) of the 6 pro-
grams: GeneMark, MGA, Orphelia, GM&Orph, Consensus, and GM |MGA|Orph in
fragment lengths 100 to 700 bp. GM&Orph has the best PPV. The PPV metric does
not fluctuate as much as the specificity because it takes into account the bias of the
coding-to-non-coding ratio ( 75%/25%) of our simulated dataset. On the other hand,
the specificity metric assesses algorithms’ true ability to detect non-coding regions.
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Phyla Species
Acidobacteria Acidobacteria bacterium Ellin345
Acidobacteria Solibacter usitatus Ellin 6076
Actinobacteria Corynebacterium glutamicum R
Actinobacteria Corynebacterium jeikeium K411
Actinobacteria Streptomyces avermitilis
Actinobacteria Streptomyces coelicolor
Actinobacteria Thermobifida fusca YX
Actinobacteria Tropheryma whipplei TW08 27
Proteobacteria Ehrlichia ruminantium Welgevonden
Proteobacteria Ehrlichia ruminantium str. Welgevonden
Proteobacteria Acidovorax avenae citrulli AAC00 1
Proteobacteria Acinetobacter baumannii ATCC 17978
Proteobacteria Acinetobacter sp ADP1
Proteobacteria Actinobacillus pleuropneumoniae L20
Proteobacteria Actinobacillus pleuropneumoniae serovar3 JL03
Cyanobacteria Prochlorococcus marinus MIT 9215
Cyanobacteria Prochlorococcus marinus MIT 9301
Cyanobacteria Acaryochloris marina MBIC11017
Cyanobacteria Anabaena variabilis ATCC 29413
Cyanobacteria Cyanobacteria bacterium Yellowstone A Prime
Cyanobacteria Cyanobacteria bacterium Yellowstone B Prime
Cyanobacteria Gloeobacter violaceus
Chloroflexi Roseiflexus RS 1
Chloroflexi Dehalococcoides BAV1
Chloroflexi Dehalococcoides CBDB1
Chloroflexi Dehalococcoides ethenogenes 195
Chloroflexi Herpetosiphon aurantiacus ATCC 23779
Chloroflexi Roseiflexus castenholzii DSM 13941
Bacteroidetes Flavobacterium johnsoniae UW101
Bacteroidetes Flavobacterium psychrophilum JIP02 86
Bacteroidetes Bacteroides fragilis NCTC 9434
Bacteroidetes Bacteroides fragilis YCH46
Bacteroidetes Bacteroides thetaiotaomicron VPI 5482
Bacteroidetes Bacteroides vulgatus ATCC 8482
Bacteroidetes Candidatus Sulcia muelleri GWSS
Chlamydiae Chlamydophila caviae
Chlamydiae Chlamydophila felis Fe C 56
Chlamydiae Chlamydia trachomatis 434 Bu
Chlamydiae Chlamydia trachomatis A HAR13
Chlamydiae Chlamydia trachomatis L2b UCH1 proctitis
Chlamydiae Chlamydophila abortusS 263
Chlamydiae Chlamydophila pneumoniae AR39
Chlorobi Chlorobium chlorochromatii CaD3
Chlorobi Chlorobium phaeobacteroides DSM 266
Chlorobi Chlorobium tepidum TLS
Chlorobi Pelodictyon luteolum DSM 273
Chlorobi Prosthecochloris vibrioformis DSM 265
Crenarchaeota Caldivirga maquilingensis IC 167
Crenarchaeota Aeropyrum pernix
Crenarchaeota Pyrobaculum aerophilum
Crenarchaeota Pyrobaculum arsenaticum DSM 13514
Crenarchaeota Pyrobaculum calidifontis JCM 11548
Crenarchaeota Pyrobaculum islandicum DSM 4184
Crenarchaeota Staphylothermus marinus F1
Firmicutes Clostridium botulinum A Hall
Firmicutes Clostridium botulinum F Langeland
Firmicutes Streptococcus pneumoniae D39
Firmicutes Streptococcus pneumoniae R6
Firmicutes Staphylococcus aureus aureus MRSA252
Firmicutes Staphylococcus aureus COL
Firmicutes Streptococcus sanguinis SK36
Euryarchaeota Methanocorpusculum labreanum Z
Euryarchaeota Methanoculleus marisnigri JR1
Euryarchaeota Thermococcus kodakaraensis KOD1
Euryarchaeota Thermoplasma acidophilum
Euryarchaeota uncultured methanogenicarchaeon RC-I
Euryarchaeota Archaeoglobus fulgidus
Euryarchaeota Methanococcoides burtonii DSM 6242
Tenericutes Mycoplasma pulmonis
Tenericutes Mycoplasma mobile 163K
Tenericutes Mycoplasma agalactiae PG2
Tenericutes Mycoplasma hyopneumoniae 232
Tenericutes Mycoplasma hyopneumoniae J
Tenericutes Mycoplasma synoviae 53
Tenericutes Mycoplasma mobile 163K
Thermotogae Thermosipho melanesiensis BI429
Thermotogae Thermotoga lettingae TMO
Thermotogae Thermotoga maritima
Thermotogae Thermotoga petrophila RKU 1
Thermotogae Fervidobacterium nodosum Rt17-B1
Thermotogae Petrotoga mobilis SJ95
Spirochaetes Leptospira borgpetersenii serovar Hardjo-bovis L550
Spirochaetes Leptospira interrogans serovar Copenhageni
Spirochaetes Borrelia afzelii PKo
Spirochaetes Borrelia burgdorferi
Spirochaetes Borrelia garinii PBi
Spirochaetes Leptospira interrogans serovar Lai
Spirochaetes Leptospira borgpetersenii serovar Hardjo-bovis JB197
Nanoarchaeota Nanoarchaeum equitans
Deinococcus-Thermus Thermus thermophilus HB27
Deinococcus-Thermus Thermus thermophilus HB8
Deinococcus-Thermus Deinococcus geothermalis DSM 11300
Deinococcus-Thermus Deinococcus radiodurans
Fusobacteria Fusobacterium nucleatum
Planctomycetes Pirellula sp
Aquificae Aquifex aeolicus
Table 4.8: List of organisms used to simulate the metagenomic reads.
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5. Combining gene prediction methods to improve metagenomic gene
annotation
5.1 Overview
Background: Traditional gene annotation methods rely on characteristics that may
not be available in short reads generated from next generation technology, resulting
in suboptimal performance for metagenomic (environmental) samples. Therefore, in
recent years, new programs have been developed that optimize performance on short
reads. In this work, we combine three metagenomic gene prediction programs to
improve their metagenomic read gene annotation.
Results: We not only analyze the programs’ performance at different read-lengths
like similar studies, but also separate different types of reads, including intra- and
inter-genic regions, for analysis. The main deficiencies are in the algorithms’ abili-
ties to predict non-coding regions and gene edges, resulting in more false-positives
and false-negatives than desired. In fact, the specificities of the algorithms are no-
tably worse than the sensitivities. By combining the programs’ predictions, we show
significant improvement in specificity at minimal cost to sensitivity, resulting in 4%
improvement in accuracy for 100bp reads with ∼1% improvement in accuracy for
200bp reads and above. To correctly annotate the start and stop of the genes, we find
that a consensus of all the predictors performs best for shorter read lengths while a
unanimous agreement is better for longer read lengths, boosting annotation accuracy
by 1-8%. We also demonstrate use of the classifier combinations on a real dataset.
Conclusions: To optimize the performance for both prediction and annotation ac-
curacies, we conclude that a majority consensus of all the predictors performs best
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for shorter read length, 400 bp and shorter, while using the intersection of GeneMark
and Orphelia predictions is the best for reads 500bp and longer. We demonstrate
that most methods predict over 80% coding (including partially coding) reads on a
real human gut sample sequenced by Illumina technology.
5.2 Background
Analysis of environmental samples, metagenomic analysis, is defined as the char-
acterization of microbial genomes via the direct isolation of genomic sequences from
the environment without prior cultivation [Handelsman, 2007b]. Environmental sam-
ples are sequenced using next-generation sequencing technologies which yield short
reads lengths (100-500 base pairs) [Metzker, 2010a]. In traditional analysis, the whole
genome of an organism is sequenced and assembled, then genes are predicted along
this continuous sequence. In metagenomics, single genomes cannot be assembled and
therefore, it is a challenge to predict genes within these short sequences [Katharina
J. Hoff and Tech, 2009]. Accurate gene annotation for environmental samples is
needed so that genes can be classified to their correct functions, which paves the way
for functional studies in metagenomics. We demonstrate that we can boost specificity
drastically by 10% by combining the programs’ predictions and overall, improve accu-
racy by 1-4% while also improving annotation (labeling the start and stop of coding
regions) by 1-8%.
5.3 Overview of metagenomic gene prediction programs
5.3.1 GeneMark (GM) [Zhu et al., 2010]
Like the previous GeneMark, GeneMark for metagenomics utilizes a heuristic
approach that builds a set of Markov models using a minimal amount of sequence
information. The heuristic approach is used to find genes in small fragments of
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anonymous prokaryotic genomes and in genomes of organelles, viruses, phages and
plasmids, as well as, in highly inhomogeneous genomes where adjustment of models to
local DNA composition is needed. It is proven that the heuristic built model is useful
for dealing with prokaryotic species whose genomic sequence information is available
in small amounts. Procedures for building the heuristic models are the following:
1. Obtain the relationships between positional nucleotide frequencies and the global
nucleotide frequencies as well as relationships between the amino acid frequen-
cies and the global GC% of the training sequences.
2. Approximate the obtained relationships by the standard linear regression
3. Obtain the initial values of frequency of occurrence of each of the 61 codons
by calculating the products of the three positional nucleotide frequencies of
corresponding nucleotides.
4. Modify the initial value of codon frequency by the frequency of each amino acid
determined by the GC content.
5. Create a codon usage table for all 61 codons.
6. Construct the 3-periodic zero order Markov model of a protein coding region
using the codon usage table.
The heuristic model was built using these procedures described by using a training
data that consists of 357 Bacteria and Archaea species [Borodovsky]. In order to
build a mixture dual model, they are further divided into two sets: (1) 38 Archaea
species and 319 Bacteria species; (2) 316 Mesophilic species and 41 Thermophilic
species [Borodovsky].
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5.3.2 MGA [Hideki Noguchi and Itoh, 2008]
MetaGeneAnnotator (MGA) is an upgrade version of another software package,
called MetaGene (MG) which is used in gene prediction in metagenomic sequence
data. MetaGene predicts genes in two stages. First, all possible ORFs are revealed
from the input sequences. Next, all ORFs are scored by their base compositions and
lengths using the log-odds scoring scheme. In the log-odds scoring, the frequency of an
event observed in ORFs is divided by the observed frequency in random ORFs, and a
base-two logarithm of the ratio is used as the score for the event [Hideki Noguchi and
Takagi, 2006]. Second, an optimal (high-scored) combination of ORFs is calculated
using the scores of orientations and distances of neighboring ORFs in addition to
the scores for the ORFs themselves [Hideki Noguchi and Takagi, 2006]. However,
there are two major limitations that exist in (MG) software program: the lack of
ribosomal binding site (RBS) model, and a low sensitivity to atypical genes, whose
codon usages are different from those of typical genes [Hideki Noguchi and Itoh, 2008].
To overcome these limitations and to improve the usability of the program, a new
version of the MG called the (MGA) was developed [Hideki Noguchi and Itoh, 2008].
The MGA has statistical models of prophage genes that enables it to detect lateral
gene transfers or phage infections. The MGA also has an adaptable RBS model based
on complementary sequences of the 30 tail of 16S ribosomal RNA which helps it to
precisely predict translation starts of genes even when input genomic sequences are
short and anonymous sequences. Since the MGA is based on the algorithm of MG,
it has logistic regression models of the GC content and the di-codon frequencies (di-
codon models) of MG [Hideki Noguchi and Itoh, 2008]. These features of the MGA
remarkably improve prediction accuracies of genes on a wide range of prokaryotic
genomes.
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5.3.3 Orphelia (Orph) [Katharina J. Hoff and Tech, 2009]
Orphelia is a metagenomic ORF finding program for the prediction of protein
coding genes in short fragments of DNA sequences with unknown phylogenetic origin.
The Orpehelia prediction engine performs gene-finding in two stages. In the first
stage, features for monocodon usage, dicodon usage and translation initiation sites
are extracted from the ORF sequence using linear discriminants. In the second stage,
an artificial neural network combines the sequence features with ORF length and
fragment GC-content, and computes a posterior probability of an ORF to encode
a protein. Its neural network is trained on randomly excised DNA fragments of a
specified length from the genomes that were used for discriminant training.
5.4 Results
In this chapter, we analyze different ways of combining the prediction programs
to improve prediction accuracy, sensitivity, specificity, and annotation accuracy.
5.4.1 Combining the classifiers to improve prediction
First, we aim to analyze the different types of reads, which are fully-coding, par-
tially coding and partially non-coding, and finally non-coding. We can average over
the read-lengths to see a trend in the prediction programs for each different fragment
type. In Figure 5.1, the single-methods (GeneMark, MGA, and Orphelia) predict
Type B (fully coding) fragments better than the gene edges (Type A and C). Also,
the fully noncoding fragments (Type D), perform the worst. MGA performs the best
on Type B. GeneMark performs the best on Type D, with Orphelia slightly behind
and MGA lagging. For the combined methods, we can see that GM&Orph greatly
improve the performance on Type D fragments, while GM |MGA|Orph significantly
enhances prediction of fragments with gene edges (Type A and C). Lastly, the con-
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senus method marginally enhances prediction of all fragment types.
We also investigated how the sensitivities and specificities vary for different frag-
ment types. All programs have relatively good sensitivities for type B fragments. We
compare the three programs , in Figures 5.10, 5.11 and 5.12, and show that MGA
has the highest sensitivities while Orphelia has the lowest sensitivities for types A, B
and C. On the other hand, GeneMark has the best specificities among the three pro-
grams for all fragment types and read-lengths, while MGA has the lowest specificities,
shown in the supplementary material in Figure 5.13. In order to mitigate weaknesses
of these programs, we implement the Boolean logical combinations of them to com-
bine the sensitivity vs. specificity trade-off and the Figures also show that the logical
combination of GM & Orph has the best specificities. The logical combination of
these classifiers shows promising results which we further investigate to find the best
performance.
We tested all the logical combinations, and we plot the best three for sensitiv-
ity, specificity, and accuracy in Figures 5.2, 5.3, and 5.4. Figure 5.2 shows that
GM |MGA|Orph boosts sensitivity for the gene prediction. However, this combina-
tion has the lowest specificity while GM & Orph has the highest specificity at the
sacrifice of lowest sensitivity. So, the question remains – what measure should we op-
timize for? Usually, there are more coding regions than non-coding regions, and our
dataset reflects this, with 3/4 of the reads containing at least part of a gene fragment.
Therefore, the accuracy measure takes this into account, and the accuracies for the
combined Boolean logicals are shown in Figure 5.4. This plot gives us insight that
different Boolean combinations have different accuracies for the various read lengths.
For 100- and 200-bp reads, GM |MGA|Orph perform the best while the Consensus
measure performs the best for 300- and 400-bp, and finally, GM & Orph performs
the best for 500-700bp. We therefore propose that the different combinations should
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be used for different read lengths.
We have shown that different logical combinations have better sensitivity or speci-
ficity, and this provides an advantage for some logical operations to obtain higher
accuracy for longer read lengths while other combinations are better for shorter read
lengths. To assess which method is best independent of read length, we varied the
read length and evaluated the receiver-operating characteristic (ROC) curves for each
method. We summarize the results of the ROC analysis by providing the area-under-
the-curve in Table 5.1 (see Figure 5.14 for the ROC curves). Out of the three single
methods, GeneMark has the best performance. Although, by combining GM & Or-
phelia, this logical combination improves performance over GeneMark by 8% AUC,
while providing the best accuracy on longer reads in general.
5.4.2 Combining the classifiers to improve gene annotation
While we have previously addressed whether a read contains a gene or partial
gene, we now assess the Boolean logical combinations to annotate the start and stop
of the genes using the annotation error metric (inverse of annotation accuracy). If
annotated inaccurately, secondary structure will most likely be incorrectly predicted,
thus accurate annotation is essential. In Figure 5.5, we find that using the consensus
of any two programs to predict gene annotation produces the lowest annotation error
relative to each single program. For the single methods, GeneMark has the best
annotation accuracy for short reads and Orphelia may be better for long reads. As a
sidenote, we found that MGA has a tendency of predicting two or more genes on a
fragment that consists of one gene.
In Figure 5.6, the consensus combination is further compared to the logical com-
binations, where the best combinations for annotation error are the intersection of
the annotations: MGA & GeneMark, GeneMark & Orphelia, Orphelia & MGA, and
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& of all three; the annotation error for the unions, or ORs, are shown , Figure 5.15.
We can see that the intersection of all three programs has the best annotation error
for mostly 400bp and longer reads. But we note that the intersection of the three
programs has a trade-off between good annotation error and poor prediction accuracy
(2% reduction in prediction accuracy to gain a percentage increase in annotation; see
Figure 5.15 and Figure 5.16. While intersecting all the programs proves beneficial
for the genes which the programs do predict accurately, it does not help the overall
accuracy rate of intersecting the predictions. Therefore, we conclude that the con-
sensus logical combination has the best performance for 100-400bp since it has good
prediction accuracy while maintaining good annotation error (if it lacks in predica-
tion accuracy, it is better in annotation and vice versa). GM&Orphelia is the best
for 500bp and above reads since its prediction accuracy is the best while maintaining
relatively low annotation error. We provide a table for each suggested method and
read length in Table 5.2. All data used for the prediction accuracies and annotation
errors are provided in Figure 5.17.
5.5 Discussion
5.5.1 Demonstration on a real dataset, the Human Twin Lean Gut data
To correctly annotate the start and stop of the genes, we previously found that
a combination of all the predictors performs best for 100bp read lengths boosting
annotation accuracy by 4%. Therefore, we demonstrate the algorithm on first 20,000
Illumina reads, with average read length of 97bp, from the distal gut from a lean
human twin [Turnbaugh et al., 2009] seen in Figure 5.7.
For this analysis, we chose to compare against the best classifier combinations to
predict coding regions in 100bp reads – the Consensus combination and theGM |MGA|Orph.
We can see that the GM |MGA|Orph combination method produces the highest
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gene/non-gene ratio (88% Type A/B/C and 12% for Type D). Secondly, the con-
sensus method which was shown to have the best annotation accuracy, predicts 79%
of the sequences as genes, and Orphelia falls between these two predictions with an
84% gene percentage. While the GM |MGA|Orph finds a similar coding/non-coding
ratio found in the typical microbial genome [Taft et al., 2007; Ahnert and Zinovyev,
2008], there is not sufficient evidence to show that a typical metagenome will repre-
sent this ratio. In the future, we plan to examine the coding/non-coding content of
metagenomic samples in varying environments. To explore the distribution of types
found in the Twin Gut Microbiome population, we see Figure 5.8. We see that the
GM |MGA|Orph predicts high amounts of types A, B, and C while predicting a low
amount of Type D. While we cannot verify these results from real data, we believe
that by combining GM |MGA|Orph, we can predict more of the reads as Type B
instead of Type D, which results in a coding/non-coding ratio that more resembles
reality. Also, we have previously shown that the consensus combination has the best
annotation accuracy for the reads predicted to have coding regions, and this is re-
flected in Figure 5.8, where the amounts of Type A’s and C’s are almost equivalent
using the consensus method (as opposed to GM |MGA|Orph where there are more
Type C’s than Type A’s).
While this is beyond the scope of this work, the next step would be to charac-
terize and validate the extra genes discovered using the classifier combination. We
propose that these coding regions may have characteristics which make them difficult
to identify and may be of potential interest.
5.6 Conclusions
We show that performances of programs, GeneMark, MetaGeneAnnotator, and
Orphelia, vary for different read lengths and fragment types. The different algorithms
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result in a trade-off of sensitivity vs. specificity and a gradual decline in these rates for
shorter reads. GeneMark’s sensitivity and prediction accuracy are lower than those
of Orphelia and MGA, while its average specificities are the highest for most read
lengths. This is due to GeneMark’s ability to correctly predict Type D fragments as
non-coding. Also, GeneMark has the lowest annotation error, meaning it is the best
in predicting the start and stops of genes, for short read lengths while Orphelia has
the lowest annotation error for longer read lengths.
We show that we can improve on these trade-offs by combining the methods’
predictions and annotations. In general, the intersection of the methods improves
annotation accuracies but at the cost of poor prediction accuracies, while the union
of the methods improves predictions accuracies at the cost of poor annotation. We
validate the GeneMark, MGA, Orphelia, and the best combinations on a human
gut sample sequenced by Illumina technology, and find that GM |MGA|Orph and
Orphelia produce the highest coding/non-coding ratios, though more investigations
are needed to determine the gene content of metagenomes. In conclusion, the con-
sensus logical combination, or majority vote, has the best performance (optimizing
prediction and annotation accuracy) for 100-400bp while GM&Orphelia has the best
performance for 500bp and longer.
5.7 Methods
In this work, we benchmark the performance of the three different gene predic-
tion programs: GeneMark, MGA, and Orphelia. To do so, we simulate a dataset
composed of coding, non-coding, and partially-coding metagenomic reads. Then, we
describe several metrics used to compare the predictors and the parameters input into
the programs. Third, we implement Boolean logical combinations of the prediction
programs in order to combine their predictions to improve accuracy.
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5.7.1 Simulating the metagenomic reads
We simulated 2 samples of 28,000 artificial metagenomic fragments from 96 genomes
to obtain an average and standard deviation of the figures presented in the chapter.
The 96 genomes, names are available in Table 4.8 consists of 19 different phyla and
represents 14 Archaea species and 70 Bacterial species. If available, 7 species were
randomly selected from each phyla, otherwise all the example strains were taken from
the phyla. We simulated 4000 reads for each read length (100bp, 200bp, 300bp, 400bp,
500bp, 600bp, and 700bp) in order to mimic a variety of sequencing technologies. For
each read length, we simulated 1000 reads of each of the four different fragment types:
Type A) a fragment that contains half of an upstream region and half coding region,
Type B) a fragment that contains a fully coding region, Type C) a fragment that
half contains the end of a coding region and contains half of a non-coding region,
and Type D) a fragment that is fully a non-coding region. The coding/noncoding
portions of the fragments were designed using Genbank annotations, which has been
known to have errors [Katharina J Hoff and Meinicke, 2008], but that should not
affect the overall rates. We made sure that the upstream and downstream regions in
the annotations are purely non-coding regions and have no Genbank gene annotation.
For instance, in 700 bp fragment groups, a Type A fragment consists of an up-
stream region of fixed length, 350 bp followed by a coding region of a fixed length 350
bp. We found 5,159 candidate fragments in our database that met this criteria. The
lengths of the upstream and the coding regions are equal, but the length of the whole
fragment equals to 700 bp. Type B fragments are different from type A, in that they
consist purely of coding sequence, and it is picked from within a gene region. Some
type B fragments may contain start or stop codons. We found a total of 145,977 can-
didate genes to generate Type B reads (up to 700bp in length). Type C fragments are
similar to type A fragments with the exception that the coding region comes before
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the flanking region in the fragment. We found a total of 5128 candidates for Type
C. However, type D fragments are from non-coding regions of the DNA. We found a
total of 6148 candidates for Type C. The different fragment types are illustrated in
Figure 5.9.
5.7.2 Performance metrics
We would like the reader to note that two types of metrics are used to assess
the gene prediction programs, and this improves our study compared to previous
analysis. First, the sensitivity, specificity, and f-measure is used to determine how
well the algorithms predict whether or not there is a gene fragment within a read.
Since sensitivity and specificity analysis require a binary detection event, we compute
a true positive as detecting a gene anywhere in the read where a gene is expected, a
false positive if a gene was predicted in a fully non-coding read, a false negative if a
read that contained a gene is predicted as fully non-coding, and true negative as a fully
non-coding read that is predicted as non-coding. Therefore, any read that contains
a Type A, B, or C fragment should ideally be predicted as a gene. In our analysis,
3000 coding regions are used and 1000 noncoding regions are used. Secondly, in order
to determine how well the programs annotate the start and stop of a gene, especially
in Type A and C (gene edge) reads, we introduce a new measure, annotation error.
The computation of annotation error compares the predicted gene coordinates to the
reference gene coordinates, and annotation error is expressed as a percentage which
measures how well the programs correctly predict the start/stop (correct annotation)
of the gene.
We aim to analyze predictions using the sensitivity, specificity, and harmonic-
mean (f-measure) measures similar to other analyses [Katharina J Hoff and Meinicke,
2008]. The sensitivity measure estimates the program capability of detecting reads
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that contain genes and is defined by the equation:
Sensitivity =
TP
TP + FN
, (5.1)
where TP stands for true positives, which denotes the correct match of gene anno-
tation between GenBank and the program. FN stands for false negatives, which
indicates the number of overlooked genes. Next, we calculated the specificity mea-
sures from results of the three programs’ gene predictions. This measure quantifies
the reliability of gene prediction by the programs by assessing their ability to also
identify non-coding regions [Katharina J Hoff and Meinicke, 2008].
Specificity =
TN
TN + FP
(5.2)
FP , stands for false positive, which is a predicted gene that does not correspond to
any gene in the GenBank. And TN stands for true negative, which is non-coding
region according to the GenBank and is confirmed to be true by the program. By
combining both measures we use the f-measure, a good indicator of overall precision
and recall of the algorithms:
F −measure = 2 ∗ Sensitivity ∗ Specificity
Sensitivity + Specificity
(5.3)
We compare the specificity measure to Hoff’s specificity, also known as the positive
predictive value.
PPV =
TP
TP + FP
(5.4)
. While the traditional machine learning specificity measures how well an algorithm
detects non-coding regions given all the non-coding regions, Hoff’s specificity value
tests an algorithms’ ability to detect coding regions given all the predicted coding re-
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gions. The sensitivity only differs from Hoff’s measure by testing an algorithms’ abil-
ity to detect coding regions given all true coding regions. Therefore, the traditional
specificity measure is able to now assess algorithms’ abilities to detect non-coding
regions.
We also compute the prediction accuracy:
Prediction Accuracy =
TP + TN
TP + FN + FP + TN
, (5.5)
In order to calculate the annotation error, the Genbank annotation is used as a
reference. We express our gene annotation error metric:
Annotation Error =
|Lp− Lgb|+ |Rp−Rgb|
|Fgb| , (5.6)
where Lp stands for the left end index of the gene annotation of the software program.
Lgb stands for the left end index of the GenBank’s annotation. Rp stands for the
right end index of the fragment annotation of the program, while Rgb stands for the
right end index of the fragment annotation of the GenBank. And |Fgb| stands for
the fragment length according to the GenBank annotation.
5.7.3 Boolean logical combinations of the classifiers
To combine the classifiers, we form nine logical combinations of the three (where
& is the AND or Intersection operation and | is the OR or UNION operation):
• GM&MGA (GM |MGA)
• MGA&Orph (MGA|Orph)
• GM&Orph (GM |Orph)
• GM&MGA&Orph (GM |MGA|Orph)
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• GM&MGA |MGA&Orph | GM&Orph
The last combination we term the consensus, and it is commonly called the majority
vote in the machine learning literature [Kuncheva, 2004; Polikar, 2007].
 
Figure 5.1: The accuracy for different fragment types vs. several Boolean logical
combinations of the algorithms. All reads lengths for each type were averaged, re-
sulting in an average of 7000 simulated reads for each fragment type. We can see that
GM&Orph significantly improves accuracy of Type D fragments, GM |MGA|Orph
improves the gene edges, while the consensus Boolean combination marginally im-
proves all fragment types.
1000 fragment types were used from each of the gene types A, B, and C. For
the single methods, while GeneMark accuracy annotates 300bp and shorter reads
the best, Orphelia generally annotates reads 400bp and above the best. Taking the
consensus of all the methods improves the annotation error for all read lengths.
The area under the curve for each method for the receiver-operatoring character-
istic (ROC) curves, constructed by varying the read-length. GeneMark has the best
AUC for a single-method while GM & Orphelia has the best performance for the
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Figure 5.2: The sensitivities of the three prediction programs and the best Boolean
logical combinations for read lengths 100 to 700 bp. The logical operation
GM |MGA|Orph has the best performance and is significantly better than any single
method.
combination methods, with the consensus combination trailing by a few percentage.
5.8 Conclusion
Finally, we conclude that using the logical combination of GM&Orph yields the
best gene prediction; therefore, it should be used for gene prediction. For gene anno-
tation accuracy, the logical combinations of GM|MGA|Orph and the consensus are
the best.
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Figure 5.3: The specificities of the three prediction programs and the best Boolean
logical combinations for read lengths 100 to 700 bp. GM & Orphelia yields signifi-
cantly better performance than the closest single method, GeneMark.
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Figure 5.4: A comparison of the prediction accuracies of the three gene prediction pro-
grams and the best Boolean logical combinations. We can see that GM |MGA|Orph
has the best accuracy at 100 and 200 bp, the Consensus has the best accuracy at 300
and 400 bp, and GM & Orph has the best accuracy at 500bp-700bp. Therefore, we
conclude to use different combinations depending on the read length.
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Figure 5.5: The annotation errors of the three programs: Orphelia, MGA and Gene-
Mark and the Consensus combination in reads of lengths 100 to 700 bp. Annotation
refers to the program’s ability to correctly label the start and stop of the gene.
Figure 5.6: The annotation error of the intersections for each pair of combinations
and the intersections of all the methods compared to the consensus logical combina-
tion. The consensus combination has the lowest annotation error for 100 and 200bp
reads while the intersection of all three annotations (and GM&Orph) has the best
performance for 300bp and longer reads.
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Figure 5.7: The percentage of reads of the Lean Twin Gut Sample [Turnbaugh et al.,
2009] that have all/some coding sequence to the percentage of reads that are fully
non-coding. Three methods result in the highest ratios: 1) the Consensus combi-
nation reveals 79%/21% coding/non-coding ratio, 2) Orphelia produces 84%/16%
coding/non-coding ratio, and 3) GM |MGA|Orphelia classifier combination results
in an 88%/12% coding/non-coding ratio
0% 
10% 
20% 
30% 
40% 
50% 
60% 
70% 
80% 
GM  MGA  Orph  Consensus  GM&Orph  GM|MGA|Orph 
%
 o
f 
2
0
K
 r
e
a
d
s 
Type A 
Type B 
Type C 
Type D 
Figure 5.8: The percentage of reads of the sample that are of the different types
described in this work, where Type A contains the beginning of a gene, Type B
contains the center of a gene, Type C contains the end of a gene, and Type D is a
non-coding region. The sample was taken from the gut of a lean twin [Turnbaugh
et al., 2009].
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Type A fragment, 700 bp 
Type B 
fragment, 
700 bp 
Type C fragment, 700 bp 
start codon 
start codon 
stop codon 
stop codon 
Downstream 
Downstream 
Downstream 
Non-coding Upstream 
Non-Coding Flanking 
Downstream 
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350bp 350bp 
700bp 
350bp 350bp 
Type D fragment, 700 bp 
Non-coding Region 
Figure 5.9: Illustration of the four types of simulated fragments. Type A fragments
represents reads that have the first half as upstream noncoding gene regions and
the latter half as downstream gene coding regions. Three different types of type B
fragments are full coding regions. Type C fragments represent reads that have the
first half as downstream gene coding regions and the second have as a post-gene
flanking region. Type D fragments represent reads that are fully non-coding regions.
The example shown here is for 700 bp reads, and the same scheme of fragmentation
is used for all read lengths.
Method AUC (%)
GM 78.2
MGA 71.4
Orph 69.2
GM & Orph 85.9
Consensus 81.1
GM | MGA | Orph 65.5
Table 5.1: ROC curve of the three programs and the best combinations.
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Figure 5.10: Comparison of the sensitivity profiles among the three programs and their
logical combinations for Type A fragments. The best performing logical combinations
are chosen and are plotted against the individual programs’ sensitivity profiles. The
best performing logical combination varies over read lengths 100 to 700 bp.
 
Figure 5.11: Comparison of the sensitivity profiles among the three programs and their
logical combinations for Type B fragments. The best performing logical combination
is chosen and is plotted against the individual programs’ sensitivity profiles. The best
performing logical combination varies over read lengths 100 to 700 bp.
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Figure 5.12: Comparison of the sensitivity profiles among the three programs and their
logical combinations for Type C fragments. The best performing logical combination
is chosen and is plotted against the individual programs’ sensitivity profiles. The best
performing logical combination varies over read lengths 100 to 700 bp
 
Figure 5.13: Comparison of the specificity profiles among the three programs and their
logical combinations for Type D fragments. The best performing logical combination,
GM&Orph is chosen and is plotted against the individual programs.
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Figure 5.14: The receiver operating characteristic points for the programs GeneMark,
MGA, Orphelia and their logical combinations. The ROC is constructed by varying
the read lengths. The area under the points effectively gives the average performance
of the methods independent of read length.
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Figure 5.15: The annotation error vs. read length: The annotation error is
100 − annotation accuracy. For 100bp and 200bp reads, the consensus combina-
tion is the best. The consensus combination is the best compromise between pre-
diction and annotation accuracy for short read lengths. For 400bp-700bp reads, the
GM&MGA&Orph method is the best combination, with GM&Orph close behind.
Because GM&MGA&Orph has very poor prediction accuracy, it is not studied in
the chapter, but GM&Orph is the best trade-off between prediction accuracy and
annotation accuracy for long read lengths.
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Figure 5.16: The prediction accuracy % vs. read-length for all the methods:OR
logical combinations perform the best for 100-and 200-bp reads with the consensus
combination close behind. The consensus does the best for 300bp and 400bp reads.
GM&Orph performs the best for 500-700bp. Therefore, the GM |MGA|Orph (a
trade-off between the ORs), GM&Orph, and the consensus Boolean logical combina-
tions are studied in the chapter.
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Figure 5.17: Prediction Accuracy and Annotation Error table. This file contains the
tables and the full prediction accuracy graph and full annotation error graph found
in the Appendix.
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6. Improving gene prediction using new algorithm and transcript reads
6.1 Introduction
The objective of this chapter is to discuss the development and functions of
an algorithm for recognizing known and novel genes of different metagenomic read
lengths. The algorithm improves gene prediction in metagenomics over an existing
program known as MetaGeneAnnotator (MGA)[Hideki Noguchi and Itoh, 2008] by
the following method: improving specificity, positive predictive value and f-measure
with enhanced statistics, hybrid of homology and ab-initio and metaranscriptomic
data. There are three commonly used programs for gene prediction in metagenomics,
MG/MGA, GeneMark and Orphelia available through web server applications. These
programs have weaknesses that affect their utility in gene prediction significantly.
Their specificities are relatively low when compared to their sensitivities, and their
prediction and annotation errors are high for gene edges (metagenomic reads that con-
tain the beginning or end of a gene). Moreover, the performances of these programs
worsen with ultra-short reads.
In this chapter we show the development of an algorithm that will address some of
the shortcomings of these programs. The algorithm consists of an ab-initio program
operating in parallel with a homology-based program. Thus, it is named Homology-
Abinitio program. The output of the program is verified against metatranscriptomic
data.
Example of gene annotation method using metatranscriptomic data at the output
of the Homology-Abinitio program is processed as follows: first, if there is no gene
annotation in metagenomic fragment, but there is one in the metatranscriptomic
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data, we will mark the prediction as a false negative. Second, if a gene is annotated
on a fragment and then verified by metatranscriptomic data, it will be marked as a
true positive. Also, If a gene is partially annotated in a fragment, the transcriptomic
data will give us an idea about the correct annotation of the read if its transcript is
available.
The novelties of this work lies on usage of the metatranscriptomic data for accurate
gene predictions as well as usage of enhanced statistics to improve specificity.
6.2 Data collection for training and testing
The Ab-initio program which is part of Homology-Abinitio is trained with 137
genomes from 19 different phyla. The training statistics are then stored as probability
models for scoring the input sequences. On the other hand, the Homology-based
program (BLAST) uses the nr database which is compiled by the NCBI (National
Center for Biotechnology Information) as a protein database for its searches. The
nr database contains non-identical sequences from GenBank CDS translations, PDB
(Protein Data Bank), Swiss-Prot, PIR (Protein Information Resource) , and PRF
(Protein Research Foundation). One of the main advantages of nr is that it is updated
very frequently.
In the testing stage we used 96 genomes to create metagnomic and metatranscrip-
tomic reads for testing the Homology-Abinitio program.
6.2.1 Metagenomics
• I simulated metagenomic fragments from 96 genomes.
• I defined four different types of fragments: two types from the inter and intra-
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coding regions and the other types are from the gene edges
• Those fragments were grouped according to their read lengths into seven groups,
100, 200, 300,... ,and 700 bp groups.
6.2.2 Metatranscriptomics
• From the 96 genomes, I simulated metatranscriptomic reads of different groups
by only out-putting parts of the genes from metagenomic sequence candidates
of different types
• From the gene fragments I determined the whole gene annotations from the
GenBank annotations which is already known.
6.3 Method
The Homology-Abinitio algorithm for gene recognition in metagenomic reads con-
sist of two integral parts: The Ab-initio program that uses sequence statistics of the
training data to recognize genes, while the Homology-based program uses similar-
ity of sequences to find genes in metagenomic reads. The combined output of both
programs is subject to verification to ensure accuracy of the prediction by using meta-
transcriptomic data. The Ab-initio program scores ORF (open reading frame) in six
reading frames using stored probability models.
6.3.1 Probability models
The Ab-initio gene finding is a computational method for gene recognition, which
uses statistical features common to known gene sequences to compute gene probabili-
ties. From our training sequences we have obtained the following probability models:
n-mers frequencies shown in Appendix-A, the frequency distribution of open reading
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Figure 6.1: ORF lengths frequency distribution model for the 137 prokaryotic organ-
isms used in training of the Ab-initio program.
frame (ORF) lengths in Figure 6.1, the distances between neighboring genes in Figure
6.4, the GC content of ORFs in Figure 6.3, and the frequency scores of ribosomal
binding site (RBS) motifs in Figure 6.2. These probability models are employed to
determine ORFs that are genes.
6.3.2 Scoring stage of Ab-initio program
The Ab-initio program inputs short DNA sequences which are ordered in FASTA
format. Then it determines ORFs from the input sequences. In order to find genes by
the Ab-initio program, statistical models are employed to assess the sequence contents
of the ORFs. An ORF that scores high after summing up its different scores from
the probability models is assumed to be a gene/gene fragment. Below are details of
obtaining ORF scores from different probability models:
• ORFs are scored using 2-, 3-,..., and 8-mer probability models. These prob-
ability models were built using training data of annotated sequences. For an
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Figure 6.2: RBS motifs frequency distribution for the 137 organisms used in training
of the Ab-initio program
ORF score, we find the scores of all n-mers of its region by using the n-mer
probability models and sum them up .
• Scoring ORFs using neighboring genes distribution model is as follows: in or-
der to score ORFs, at first, the distances between them and their neighboring
ORFs are determined. Second, the corresponding frequencies of the distances
are obtained from the inter-genic probabilities model. Each probability value
represents a score.
• Scoring ORF using GC content probabilities model is as follows: the GC content
of the ORF is determined, and then the corresponding frequency is obtained
from the GC content probabilities model. The frequency represent the score of
the ORF.
• Scoring ORF using ribosomal binding site (RBS) probabilities model. The score
of the RBS is assigned to an ORF when a ribosomal binding site sequence or
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Figure 6.3: GC content (%) frequency distribution for the 137 organisms used in
training of the Ab-initio program.
a similar sequence is found within 20 bp upstream of the selected ORF’s start-
codon. The score will vary according to how similar the selected sequence is to
any one of the RBS motif sequences.
• Scoring ORF is accomplished using the ORF lengths distribution model. The
length of the ORF is determined then the corresponding frequency is obtained
from the length distribution probabilities model.
Please, consider the Ab-initio block diagram in Figure 6.5.
6.3.3 Homology-based program
Parallel to the Ab-initio gene finder within the Homology-Abinitio algorithm lies
the Homology-based program. Both of them takes the same input sequences simul-
taneously. The Homology-based program employed is the stand-alone NCBI BLAST
program that predicts genes using the nr databases partitioned into five different
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Figure 6.4: Inter-genic lengths frequency distribution for 137 organisms used in train-
ing the Ab-initio program. Neighboring genes distribution model has only one fre-
quency distribution unlike the MGA’s model which has two of them
Output Homology-based Ab-initio
Known gene Annotation Annotation
Novel gene No annotation Annotation
Known at the intersection Partially annotation Partially annotation
Not a gene No annotation No annotation
Table 6.1: Shows the input fragment annotation by both the Homology-based and
Ab-initio methods and their corresponding outputs.
groups. Each one of five entities is used alone as a different database in gene pre-
diction. The outputs of both programs are compared to make sure that we have
the right output annotation. Table 6.1 shows the output cases of both the Ab-initio
and Homology-based programs. Each one of these output types is further verified by
metatranscriptomic data. Using the local alignment method with its corresponding
mRNA, the output of the alignment takes three possible cases. Please, consider Table
6.2. This step of correlating gene annotation and gene expression is unique to my
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Figure 6.5: The Ab-initio program block diagram
program that I developed.
6.4 Verification of gene prediction with transcript annotations
In this section we used transcript annotations to verify gene predictions by the
three programs (GeneMark, MGA, and Orphelia). A true positive is defined as a
gene that is truly predicted by the program and partially or fully intersected with its
transcript. The transcript data is generated using a random function that fragments
the simulated metatranscriptomic data. Figures 6.7 and 6.8 show sensitivities and
specificities of the programs.
We used simulated metatranscriptomic data to verify genes predicted by the com-
mon three programs. Figure 6.8, shows that the metatranscriptomic data significantly
improves the specificity of GeneMark, MGA and Orphelia to over 95 % for most of
the fragment lengths. In contrast, Figure 6.7 shows that usage of metatranscriptomic
with the programs doesn’t raise sensitivity, but decreases it to around 80 % range
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Figure 6.6: A new gene recognition program for metagenomic data called Homology-
Abinitio
from around 90% in the longer fragments. In shorter fragments; however, sensitivi-
ties of the programs vs. the programs aided by metatranscriptomic data are close in
values.
6.5 Results of Homology-Abinitio program
In Figure 6.10, the Homology-Abinitio program has higher specificities in all frag-
ment lengths than MGA, which the program improves upon its algorithm. But,
MGA’s sensitivities in Figure 6.9 are higher than the Homology-Abinitio’s. In shorter
read lengths; however, Homology-Abinitio’s sensitivities are close to those of Orphe-
lia’s and GeneMark’s.
In Figure 6.11, the Homology-Abinitio program has the highest positive predictive
values for fragment lengths 200 through 700 bp. Positive predictive value is the
proportion of reads with positive test results which are correctly predicted by the
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Figure 6.7: Sensitivities of the three programs GeneMark, MGA and Orphelia before
and after verification with transcripts
program. Also, the performance of the Homology-Abinitio program is significantly
better than all of its predecessor programs in terms of f-measure metric as it is shown
in Figure 6.12. F-measure is a combined metric of sensitivity and specificity. Higher
f-measure is a better indicator of a program good performance than just sensitivity
or specificity measure alone.
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Figure 6.8: Specificities of the three programs GeneMark, MGA and Orphelia before
and after verification with transcripts
Figure 6.9: Comparison of sensitivity measure of four gene prediction program: Gen-
eMark, GeneMark, Orphelia, and the new program, Homology-Abinitio.
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Figure 6.10: Comparison of specificity measure of four gene prediction program: Gen-
eMark, GeneMark, Orphelia, and the new program, Homology-Abinitio.
Figure 6.11: Positive predictive value of the four programs over seven different frag-
ment lengths.
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Figure 6.12: F-measure of the four programs over seven different fragment lengths.
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7. Conclusions and future work
This thesis has explored how to detect microbes with a new device for DNA-based
identification of target organisms that leverages the nascent theory of compressive
sensing. The device is known as compressive sensing DNA microarrays (CSM) for
organisms detection. Also, the thesis discusses gene prediction in metagenomic sam-
ples using four different programs: GeneMark, MetaGeneAnnotator, Orphelia and
Homology-Abinitio. Below are the most important contributions of the thesis:
• I developed an iterative way of probes selection in compressive sensing DNA
microarrays design. The algorithm considers all possible hybridization affinities
and chooses the best group identifier probe among all possible probe candidates
from all the members of a group.
• I rigorously benchmarked gene annotation algorithms for metagenomic data
using the largest test set to date including 96 species of diverse lineages.
• I combined gene prediction algorithms to obtain better prediction and annota-
tion accuracy.
• I used higher orders of N-mer frequencies in the model used by the MGA
[Hideki Noguchi and Itoh, 2008] algorithm to obtain better specificity and ac-
curacy. I created n-mer probability models from the training data, for n-mer
lengths: 2, 3, 4,..., 8 bp. N-mers probability models should perform much better
than di-codon regression models used by the MGA [Hideki Noguchi and Itoh,
2008] because they involve more statistics.
• I designed a hybrid homology/ab-initio method that gets better specificity while
sacrificing little sensitivity.
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• I also used metatranscriptomic data to help in verification of genes already
predicted by both ab-initio and similarity-based programs.
Currently, there are few ways that address how to integrate the information from
metagenomic and metatranscriptomic data. We propose a coupling of the two datasets
to verify findings in both and to enhance our knowledge of microbial communities.
In the future, we propose a more complex algorithm for metagenomic gene prediction
shown in Fig. 7.1 that can identify which genes are falsely predicted and those not
expressed, in addition to those that may be known genes but in novel species. We
propose:
• A taxonomic and gene classification pipeline which will identify and classify
known organisms and elements, as well as flag unknown organisms and elements
and begin to infer their identity.
• A framework to integrate metagenomic and metatranscriptomic data to verify
the organisms identified
• To use this algorithm to identify genes that are a) not expressed, b) those that
are falsely predicted, and c) flag genes with homologs in different species.
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Figure 7.1: In the future we will integrate genomic and metatranscriptomic data to
predict genes in newly sequenced prokaryotes.
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Appendix A. Appendix
Figure A.1: Shows codon frequencies in genes from the 137 genomes used for training
the Ab-inition program.
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Figure A.2: Shows 4-mer frequencies in genes from the 137 genomes used for training
the Ab-inition program.
Figure A.3: Shows 5-mer frequencies in genes from the 137 genomes used for training
the Ab-inition program.
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Figure A.4: Shows 6-mer frequencies in genes from the 137 genomes used for training
the Ab-inition program.
Figure A.5: Shows 7-mer frequencies in genes from the 137 genomes used for training
the Ab-inition program.
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Figure A.6: Shows 8-mer frequencies in genes from the 137 genomes used for training
the Ab-inition program.

