Abstract-In fixed-priority scheduling, the priority of a job, once assigned, may not change. A new fixed-priority algorthm for scheduling systems of periodic tasks upon identical multiprocessors is proposed. This algorithm has an achievable utilization of ðm þ 1Þ=2 upon m unit-capacity processors. It is proven that this algorithm is optimal from the perspective of achievable utilization in the sense that no fixed-priority algorithm for scheduling periodic task systems upon identical multiprocessors may have an achievable utilization greater than ðm þ 1Þ=2.
INTRODUCTION
A periodic task i ¼ ðC i ; T i Þ is characterized by two parameters: an execution requirement C i and a minimum interarrival separation parameter T i (often referred to as the period of the task). A periodic task generates an infinite number of jobs, each having an execution requirement of C i and a deadline T i time units after its arrival time. The first job may arrive at any time-instant; successive arrivals are separated by at least T i time units. We use the notation Uð i Þ to denote the utilization of task i -Uð i Þ ¼ def C i =T i . A periodic task system consists of several such periodic tasks. Let ¼ f 1 ; 2 ; . . . ; n g denote a periodic task system. For any such periodic task system , U sum ðÞ will denote the cumulative utilizations of all tasks in (U sum ðÞ ¼ def P n i¼1 Uð i Þ) and U max ðÞ will denote the largest utilization of any task in (U max ðÞ ¼ def max n i¼1 Uð i Þ). We will use the notation IðÞ to denote any collection of jobs generated by the periodic tasks in periodic task system . We assume that each job is independent in the sense that it does not interact in any manner (accessing shared data, exchanging messages, etc.) with other jobs of the same or another task. We also assume that the model allows for job preemption, i.e., a job executing on a processor may be preempted prior to completing execution and its execution may be resumed later, at no cost or penalty.
(Note that what we call a periodic task here is sometimes referred to in the literature as a sporadic task.)
In this paper, we study the scheduling of periodic task systems on platforms that are comprised of m ð! 1Þ identical multiprocessors. We assume that interprocessor migration of jobs is permitted-i.e., a job that is executing upon a processor may be preempted and may later resume execution on a different processor. We do not permit job-level parallelism, i.e., a job executes on at most one processor at any instant of time. In the remainder of this paper, we will assume that all processors have unit computing capacity and that U max ðÞ 1 for all task systems (since a task system with U max ðÞ > 1 cannot be scheduled to meet all deadlines upon unitcapacity processors).
Runtime scheduling algorithms for identical multiprocessor platforms are often categorized along two orthogonal axes: priorityassignment and interprocessor migration.
.
Runtime scheduling algorithms are typically implemented as follows: At each time instant, assign a priority to each active job and allocate the available processors to the highest-priority jobs. In fixed-priority scheduling, each job is assigned exactly one priority throughout its lifetime-the priority of a job, once assigned, cannot change. It can be shown that the total number of processor preemptions (and interprocessor migrations, if permitted) in a schedule generated by any fixed-priority algorithm is bounded from above by the total number of jobs being scheduled. Hence, the preemption and migration costs in fixed-priority scheduled systems can be amortized across all the jobs in the system by simply inflating the execution requirement of each job by the amount of work needed to perform one preemption and one interprocessor migration. .
There have been two approaches toward scheduling of periodic tasks on multiprocessors: partitioning and global scheduling. In the partitioning approach, the tasks are statically partitioned among the processors, i.e., each task is assigned to a processor and is always executed on it.
Under global scheduling, it is permitted that a job that has previously been preempted from one processor resume execution later upon a different processor. The schedulable utilization of algorithms designed for scheduling periodic task systems is defined as follows: With respect to uniprocessor systems, it has been shown [7] that the schedulable utilization of EDF is one and that of the rate-monotonic algorithm is ln 2 and that these are optimal values for general task systems. 1 For multiprocessor scheduling using the partitioned approach, it has been shown that the schedulable utilization cannot exceed ð mþ1 2 Þ upon m processors using fixed-priority scheduling; if the largest utilization U max ðÞ of any task in is known, then a somewhat better bound of ð mþ1 þ1 Þ was proven by Lopez et al. [9] , where ¼ b1=U max ðÞc. (For further discussion and a review on recent results in multiprocessor scheduling, see [1] , [11] .)
In this paper, we propose a new fixed-priority scheduling algorithm to be used for the global scheduling of periodic task systems on multiprocessors. We prove that our algorithm has a schedulable utilization equal to ðm þ 1Þ=2 on m identical processors. Furthermore, we prove that no fixed-priority scheduling algorithm can have a schedulable utilization greater than ðm þ 1Þ=2 upon m identical processors; from the perspective of schedulable utilization, therefore, our scheduling algorithm is provably optimal.
BACKGROUND
In this section, we briefly review some results from multiprocessor real-time scheduling theory that we will need later in this paper. These results concern EDF scheduling upon mutiprocessor platforms and the predictability of scheduling algorithms. For information on obtaining reprints of this article, please send e-mail to: tc@computer.org, and reference IEEECS Log Number TC-0070-0603.
1. However, higher schedulable utilizations are known for the ratemonotonic scheduling algorithm for special classes of task systems, such as harmonic tasks.
The Earliest Deadline First scheduling algorithm (EDF) is one of the most popular runtime scheduling algorithms. In EDF, jobs are assigned priorities in inverse proportion to their deadlines-the earlier the deadline, the higher the priority. EDF is known to be an optimal scheduling algorithm upon uniprocessors in the following sense: If any periodic task system can be correctly scheduled upon a given preemptive uniprocessor by any scheduling algorithm, then EDF will correctly schedule this task system on the given processor. Unfortunately, EDF is not optimal on multiprocessors in the same sense. There are nevertheless significant advantages to using EDF for scheduling on multiprocessors if possible; consequently, the EDF-scheduling of periodic task systems upon identical multiprocessor platforms has recently attracted much attention (e.g., [9] , [10] , [3] , [2] ). The following theorem from [3] (which is independently derived, using different techniques, in [2] ) will be used by us later in this paper.
Theorem 1 ([3]
). Periodic task system is scheduled to meet all deadlines by EDF on an identical multiprocessor platform comprised of m unit-capacity processors, provided
Ha and Liu [5] , [6] , [4] have studied the issue of predictability in the multiprocessor scheduling of real-time systems from the following perspective.
Definition 2 (Predictability).
Let us define a job J j ¼ ðr j ; e j ; d j Þ as being characterized by an arrival time r j , an execution requirement e j , and a deadline d j , with the interpretation that this job needs to execute for e j units over the interval ½r j ; d j Þ. Let A denote a scheduling algorithm, and I ¼ fJ 1 ; J 2 ; . . . ; J n g any set of n jobs, J j ¼ ðr j ; e j ; d j Þ. Let f j denote the time at which job J j completes execution when I is scheduled using some scheduling algorithm A. Now, consider any set I 0 ¼ fJ f j for all j, 1 j n. Informally, Definition 2 recognizes the fact that the specified execution-requirement parameters of jobs are typically only upper bounds on the actual execution-requirements during runtime, rather than the exact values. For a predictable scheduling algorithm, one may determine an upper bound on the completion times of jobs by analyzing the situation under the assumption that each job executes for an amount equal to the upper bound on its execution requirement; it is guaranteed that the actual completion time of jobs is no later than this determined value.
Since a periodic task system generates a set of jobs, Definition 2 may be extended in a straightforward manner to algorithms for scheduling periodic task systems. An algorithm for scheduling periodic task systems is predictable iff, for any periodic task system ¼ f 1 ; 2 ; . . . ; n g, the job completion time in the case when each job of i has an execution requirement exactly equal to C i is an upper bound on the completion time of that job when every job of i has an execution requirement of at most C i , for all i; 1 i n.
The result from the work of Ha and Liu [5] , [6] , [4] that we use can be stated as follows:
Theorem 2 (Ha and Liu). Any fixed-priority scheduling algorithm is predictable.
ALGORITHM fpEDF
In this section, we present Algorithm fpEDF, a fixed-priority scheduling algorithm for scheduling periodic task systems, and derive a utilization-based sufficient feasibility condition for it. In particular, we prove that any periodic task system with utilization at most ðm þ 1Þ=2 can be scheduled by Algorithm fpEDF to meet all deadlines on m unit-speed processors. Before presenting the algorithm, however, we need to prove a preliminary result (Theorem 3 below). 
Algorithm fpEDF: Description
We are now ready to describe Algorithm fpEDF, our fixed-priority scheduling algorithm for scheduling periodic task systems, and to derive a utilization-based sufficient feasibility condition for it. Suppose that task system is to be scheduled by Algorithm fpEDF upon m unit-capacity processors and let f 1 ; 2 ; . . . ; n g denote the tasks in indexed according to nonincreasing utilization: Uð i Þ ! Uð iþ1 Þ for all i, 1 i < n. Algorithm fpEDF first considers the ðm À 1Þ "heaviest" (i.e., largest-utilization) tasks in . All the tasks from among these heaviest ðm À 1Þ tasks that have utilization greater than one-half are treated specially in the sense that all their jobs are always assigned highest priority (note that this is implemented trivially in an EDF scheduler by setting the deadline parameters of these jobs to À1). The remaining tasks' jobs-i.e., the jobs of the tasks from among the heaviest ðm À 1Þ with utilization one-half, as well as of the ðn À m þ 1Þ remaining tasks-are assigned priorities according to their deadlines (as in "regular" EDF). This priorityassignment rule is presented in pseudocode form, in Fig. 1 .
Note that Algorithm fpEDF reduces to "regular" EDF when scheduling upon m processors if 1. U max ðÞ ð1=2Þ, in which case the "break" statement in the for-loop is executed for i ¼ 1 and all tasks' jobs get EDFpriority or 2. m ¼ 1, in which case ðm À 1Þ ¼ 0 and the for-loop is not executed at all. Computational complexity. The runtime computational complexity of Algorithm fpEDF is identical to that of "regular" EDF in the sense that, once it is determined which tasks' jobs always get highest priority, the runtime implementation of fpEDF is identical to that of EDF.
The process of determining which tasks' jobs always get highest priority would be performed according to the "for" loop in Fig. 1 in time linear in m, if the tasks in are presented sorted according to utilization. If the tasks are not presorted according to utilization, then the ðm À 1Þ heaviest tasks can be determined in time linear in n using the standard linear-time selection algorithm. Since m n, in either case, the computational complexity of the preruntime phase is thus OðnÞ, where n denotes the number of tasks in .
Algorithm fpEdf: Properties
The following theorem states that Algorithm fpEDF correctly schedules on m processors any periodic task system with utilization U sum ðÞ ðm þ 1Þ=2. Proof. The proof proceeds by induction on k, the number of processors. For a single processor, the correctness of the statement of the therorem follows from the optimality of EDF on uniprocessors [7] . Assume that the statement of the theorem is true for k À 1 processors and consider the case of k processors. Consider any periodic task system satisfying U sum ðÞ ðk þ 1Þ=2. We consider two separate cases: 1) when U max ðÞ ð1=2Þ and 2) when U max ðÞ > ð1=2Þ.
1.
If U max ðÞ 1=2, then satisfies Properties P1 and P2 of Theorem 3. Therefore, it follows from Theorem 3 that is scheduled to meet all deadlines upon k processors by EDF. Since Algorithm fpEDF reduces to EDF when no task has utilization > ð1=2Þ, we conclude that Algorithm fpEDF correctly schedules upon k processors. 2. Since U max ðÞ > ð1=2Þ, Algorithm fpEDF assigns highest priority to all the jobs of 1 . Consider the system 0 obtained from by removing
Observe that
By our inductive hypothesis above, Algorithm fpEDF therefore can successfully schedule 0 on k À 1 processors. Consider now the task system 00 , comprised of 0 plus a task 1 1 ¼ ðp 1 ; p 1 Þ with utilization 1 and period equal to the period of 1 :
A schedule for 00 on k processors can be obtained from the fpEDF schedule for 0 on k À 1 processors (which, according to our inductive hypothesis, is guaranteed to exist), by simply devoting one processor exclusively to the additional task 1 1 , and scheduling the remaining ðk À 1Þ exactly as in the fpEDF-schedule.
Furthermore, this schedule is exactly equivalent to the one that would be generated if Algorithm fpEDF were scheduling 00 on k processors-this follows from the observations that:
. Since task 1 1 has the highest utiliation of any task in 00 , its jobs would be assigned highest priority by Algorithm fpEDF; .
Jobs of the remaining tasks in 00 would be assigned exactly the same priorities as they would in the ðk À 1Þ-processor fpEDF-schedule of 0 ; and .
The jobs of 1 1 completely occupy one processor (since Uð 1 Þ ¼ 1).
Thus, Algorithm fpEDF successfully schedules tasksystem 00 upon k processors. Since Algorithm fpEDF is a fixed-priority algorithm, it follows by Theorem 2 that it is predictable; by the definition of predictability, it follows that Algorithm fpEDF successfully schedules since may be obtained from 00 by reducing the execution requirement of each of 1 1 's jobs by a quantity
We show below (Theorem 5) that no scheduling algorithm that belongs to the family of algorithms to which EDF and fpEDF belong-fixed-priority scheduling algorithms-can have a greater schedulable utilization than Algorithm fpEDF.
Recall that a fixed-priority scheduling algorithm satisfies the condition that, for every pair of jobs J i and J j , if J i has higher priority than J j at some instant in time, then J i always has higher priority than J j . In other words, individual jobs are assigned fixed priorities (although different jobs of the same task may have very different priorities).
Theorem 5. No m-processor fixed-priority scheduling algorithm has a schedulable utilization greater than mþ1 2 . Proof. Consider the periodic task system comprised of m þ 1 identical tasks, each with execution requirement 1 þ and period 2, where is an arbitrarily small positive number. Each task releases its first job at time-instant zero. Any fixed-priority schedule must assign these jobs fixed priorities relative to each other and the task whose job is assigned the lowest priority at time-instant zero misses its deadline. Note that, as ! 0, U sum ðÞ ! mþ1 2 ; thus, the required result follows. t u
As with partitioned scheduling [9] , we can obtain better bounds upon schedulable utilization if the largest utilization U max ðÞ of any task in is known. upon m unit-capacity processors.
Proof. We consider two cases separately: 1) when U max ðÞ ð1=2Þ and 2) when U max ðÞ > ð1=2Þ. For U max ðÞ ð1=2Þ, observe that the first term in the "max" above is ! the second; while, for U max ðÞ > ð1=2Þ, the second term in the "max" is ! the first.
1. For U max ðÞ ð1=2Þ, it is the first term in the "max" that defines the schedulable utilization for task systems satisfying U max ðÞ 1=2. That is, U sum ðÞ m À ðm À 1ÞU max ðÞ ð 3Þ
for such systems. However, we have already observed in Section 3.2 that Algorithm fpEDF behaves exactly as EDF does when U max ðÞ 1=2. The correctness of the theorem follows from the observation that the bound of (3) above is the EDF-bound of Theorem 1 (1).
As in the proof of Theorem 4, let
0 denote the task system obtained from by removing the task 1 of maximum utilization: 0 ¼ def n f 1 g ð Þ :
As explained in the proof of Theorem 4, a sufficient condition for to be correctly scheduled on m processors by Algorithm fpEDF is that 0 be correctly scheduled on ðm À 1Þ processors by Algorithm fpEDF. which is as stated in the theorem. t u
SUMMARY
We have presented a new a fixed-priority scheduling algorithm for scheduling periodic task systems upon identical multiprocessors and have proven its optimality from the perspective of schedulable utilization. We have also determined its schedulable utilization as a function of the maximum utilization of the task system being scheduled.
