Abstract-We consider a directed acyclic network where all the terminals demand the sum of the symbols generated at all the sources. We call such a network as a sum-network. We show that there exists a solvably (linear solvably) equivalent sum-network for any multiple-unicast network (and more generally, for any acyclic directed network where each terminal node demands a subset of the symbols generated at all the sources). We also show that there exists a linear solvably equivalent multiple-unicast network for every sum-network.
I. INTRODUCTION
Traditionally information has been considered as commodity which can only be stored and forwarded by the intermediate nodes in a network. The seminal work by Alswede et al. [1] showed that information can also be mixed in the intermediate nodes in a network to achieve better throughput. The mixing of information at the intermidiate nodes is referred as network coding. For the wireline networks, their work was primarily related to a class of directed multicast networks. They showed that it is possible for a source to send the same amount of information as the minimum of min-cut capacity of all the source-terminal pairs. Thus the minimum of min-cut of all the source-terminal pairs is the multicast capacity.
When the alphabet is a field, and the intermediate nodes and the terminal nodes perform linear combination of the incoming symbols to construct the outgoing or recovered symbols, the code is called a (scalar) linear code. More generally, the coding may be done on k-length blocks of symbols by multiplying each incoming block with a matrix and taking the sum of the resulting products to construct the outgoing or recovered vectors/blocks. The scalars or the matrices used at a node are called the local coding coefficients/matrices. Such a network code is called a (k-length) vector linear code. It was shown by Li et al. [2] that scalar linear network coding is sufficient to achieve multicast capacity.
Koetter et al. [3] proposed an algebraic formulation of the network coding problem and related the network coding problem with finding roots of a set of polynomials. Jaggi et al. [4] gave a polynomial time algorithm for desiging a network code for a multicast network. Tracy Ho. et al. [5] showed that even when the local coding coefficients are chosen randomly and in a distributive fashion, the multicast capacity can be achieved with probability at least (1 − |T |/q) |E| , where q is the size of the finite field, |T | is the total number of terminals and |E| is the total number edges in the multicast network.
A considerable part of the subsequent work considered more general networks than multicast networks. To refer the various types of networks considered in the past as well as in this paper with ease, we introduce some definitions in the following. These networks have fundamental difference in the number of random processes generated at the sources and in the type of demands of the terminals.
Definition 1: A directed network with some sources and some terminals where each source generates possibly multiple independent random processes and each terminal requires to recover a set of the random processes generated by the sources is called a Type I network.
Definition 2: A Type I network where each source generates one random process with all the source processes being independent and each terminal requires to recover one source process is called a Type IA network. The widely studied classes, Multiple-unicast network and Multicast network are two subclasses of Type IA networks.
Definition 3:
A directed network with some sources and some terminals where each source generates possibly multiple independent random processes and each terminal requires to recover a function of the source random processes is called a Type II network. Though Type II network is defined here for completeness, we will mostly deal with simpler Type II networks in this paper.
Definition 4: A Type II network where every source generates one random process and all the terminals require to A network is called solvable over an alphabet if there is a network code over that alphabet which can satisfy the demands of the terminals. For an underlying alphabet module, a network is called a k-length vector linear solvable (resp. scalar linear solvable) network if there is a (k, k) (resp. (1, 1)) fractional linear network coding solution for the network. Two networks are called (resp. linear) solvably equivalent if the first network is solvable (resp. with linear codes) over some finite alphabet if and only if the second network is solvable over the same alphabet.
For a multiple unicast network or a sum-network, the reverse network is obtained by reversing the direction of the edges and interchanging the roles of the sources and the terminals. The problem of reversibility for the multiple unicast network was first considered by Riis in [14] . It was shown in [14] that if a multiple-unicast network is solvable using linear network coding then its reverse network is also solvable using linear network coding. It was also shown that there exist a multiple-unicast network which is solvable over binary alphabet using nonlinear network coding but its reverse network is not solvable over the binary alphabet. The authors in [15] showed that there exist a solvable multiple-unicast network whose reverse network is not solvable over any finite field.
It was shown in [16] that for every set of polynomial equations over integers, there exists a directed acyclic network which is scalar linear solvable over a finite field if and only if the set of polynomial equations has a solution over the same finite field.
Recently, the problem of distributed computation of functions of the source message using network coding has been considered in some works. The problem of distributed function computation in general has been considered in different contexts for the wireless networks in the past [17] , [18] , [19] , [20] , [21] . For the wireline networks, recently, the problem of computing the sum of symbols generated at all the sources to all the terminal nodes is considered in [22] , [23] , [24] . It was shown in [22] that if there are two sources or two terminals in the network, then all the terminals can compute the sum of the source symbols available at all the sources using scalar linear network coding if and only if every source node is connected to every terminal node. In [23] , [24] , the authors showed that for every finite (or empty) or co-finite set of primes, there exists a sum-network where every sourceterminal pair is connected and for which there exists a k-length vector linear coding solution if and only if the alphabet field's characteristic belongs to that set. It was further shown that there exists a network where a scalar linear coding solution exists over all fields except F 2 . It was also shown in [24] that a sum-network has a k-length vector linear coding solution if and only if its reverse network also has such a solution. Langberg et al. [25] showed that for a directed acyclic network having 3 sources and 3 terminals and every source is connected with every terminal by at least two distinct paths then it is always possible to communicate the sum of the sources using scalar linear network coding.
A. Our contribution
• Communicating the sum of symbols generated at all the sources to all the terminals is solvably equivalent to communicating any linear function of the symbols.
• For any given directed acyclic Type I network, there exists a sum-network which is solvable (respectively klength vector linear solvable) if and only if the multipleunicast network is solvable (respectively k-length linear solvable). Further, if the Type I network is a multipleunicast network, then the reverse of the above equivalent sum-network is also solvably (resp. k-length vector linear solvably) equivalent to the reverse of the multiple-unicast network.
• For any sum-network, there exists a linear solvably equivalent multiple-unicast network.
• For any set of polynomials having integer coefficients there exists a sum-network which is scalar linear solvable over a finite field F if and only if the polynomials have a common root over F .
• Vector linear network coding of any length is not sufficient for the solvability of the sum-networks.
• There exists a sum-network whose network coding capacity is not achievable over any finite alphabet • There exists a sum-network which is solvable even though the reverse network is not solvable.
B. Organisation of the paper
The paper is organised as following. In Section II, we introduce the system model and some definitions. We discuss the equivalence between linear-networks and sum-networks in Section III. We present the constructions of solvably equivalent networks in Section IV. The equivalence between a set of polynomials having integer coefficients and the sum-networks is shown in Section V. We show the insufficiency of vector linear network coding for the sum-networks in Section VI. The existence of a sum-network whose network coding capacity is unachievable over any finite alphabet is shown in Section VII. Section VIII deals with the existence of reversible and nonreversible sum-networks. We conclude the paper in Section IX.
II. SYSTEM MODEL
A network is represented by a directed acyclic multigraph G = (V, E), where V is a finite set of nodes and E ⊆ V × V is the set of edges in the network . For any edge e = (i, j) ∈ E, the node j is called the head of the edge and the node i is called the tail of the edge; and are denoted as head(e) and tail(e) respectively. For each node, In(v) = {e ∈ E : head(e) = v} is the set of incoming edges to the node v. Similarly, Out(v) = {e ∈ E : tail(e) = v} is the set of outgoing edges from the node v. A sequence of nodes
Among the nodes, a set of nodes S ⊆ V are sources and a set of nodes T ⊆ V are terminals. We assume that a source does not have any incoming edge. Each source generates a set of random processes over an alphabet. In general, each terminal in the network may have a demand of some part of the symbols or their functions available at a specific set of sources. Each edge in the network is assumed to be capable of carrying a symbol from the alphabet in each use. Each edge is used once per unit time and is assumed to be zero-error and delay-free communication channel.
A network code is an assignment of an edge function for each edge and a decoding function for each terminal. A (k, n) fractional network code solution is a network code which fulfills the demands of every terminal in the network k times in n symbol intervals. The ratio k/n is the rate of a (k, n) fractional network code.
An edge function for an edge e is defined as
and
A decoding function for a terminal node v is defined as
When A is a module over a commutative ring, a network code is said to be linear if all the edge functions and the decoding functions are linear over the ring.
A rate r is said to be achievable under a class of network codes if there exists a (k, n) fractional network coding solution in that class such that k/n ≥ r. The coding capacity of a network with respect to a finite alphabet A and a class network codes is defined to be the suppremum of the achievable rates under that class of network codes. The term coding capacity will refer to the capacity under the class of all network codes and any alphabet. When restricted to the class of linear network codes, the corresponding capacity will be called the linear coding capacity. When the alphabet is a module over a commutative ring, a k-length vector linear network code over the ring will refer to a (k, k) fractional linear network code.
(1, 1) fractional (linear) network code is called a scalar (linear) network code.
For any edge e ∈ E, Y e denotes the symbol transmitted through e and for a terminal node v, R v denotes the symbol recovered by the terminal v. When the finite alphabet is a module over a commutative ring R, the symbol vector carried by an edge e using k-length vector linear network code is of the form
when tail(e) / ∈ S. Here β e ′ ,e ∈ R k×k are called the local coding coefficients.
for some α j,e ∈ R k×k if tail(e) ∈ S.
And the message symbol vector recovered by a terminal edge v is
where γ e ∈ R k×k . In scalar linear network coding, Y e , Y e ′ , X j , β e ′ ,e , α j,e , γ e are symbols from R.
Given a network code on the network,
) is called the path gain of the path
Given a sum-network N , its reverse network N ′ is defined to be the network with the same set of vertices, the edges reversed keeping their capacities same, and the roles of sources and terminals interchanged.
III. EQUIVALENCE OF LINEAR-NETWORKS AND SUM-NETWORKS
In this section, we claim that when the alphabet is a field, communicating a fixed linear function of the symbols generated by all the sources to all the terminals is equivalent to the problem of communicating the sum of those symbols to the terminals. Clearly if the sum can be communicated using a linear code, then any linear combination of the sources can also be communicated using the same code if the sources pre-multiply the source symbols by the corresponding coefficients in the linear combination. This is true even when the alphabet is a module over a commutative ring with identity. Further, if all the coefficients of the linear combination are invertible in the ring, then the linear combination can be communicated to all the terminals if and only if the sum can be communicated. This is because, given a network code for communicating the linear combination, the sources can premultiply by the inverse of the corresponding coefficients in the linear combination thereby enabling essentially the same network code to communicate the sum of the sources to the terminals.
IV. CONSTRUCTION OF SOLVABLY EQUIVALENT

NETWORKS
In this section we give three constructions. In the first construction, we construct a solvably equivalent (also linear solvably equivalent) sum-network from a multiple-unicast network. We also show that the reverse sum-network of such a constructed sum-network is solvably equivalent (also linear solvably equivalent) to the corresponding reverse multipleunicast network.
In the second construction, we construct a solvably equivalent (also linear solvably equivalent) sum-network from a directed acyclic Type I network.
In the third and final construction, we construct a linear solvably equivalent multiple-unicast network from a sumnetwork.
C 1 : Construction of a sum-network solvably equivalent to a given multiple-unicast network Consider a generic multiple-unicast network N 1 shown in Fig. 1 . N 1 has m sources w 1 , w 2 , . . . , w m and m terminals z 1 , z 2 , . . . , z m respectively. Fig. 2 shows a sum-network N 2 of which N 1 is a part. In this network, there are m+ 1 sources s 1 , s 2 , . . . , s m+1 and 2m terminals {t Li , t Ri |1 ≤ i ≤ m}. The reverse networks of N 1 and N 2 are denoted by N 
Proof of the part (i)
First we prove that if the multipleunicast network N 1 is k-length vector linear solvable over F then the sum-network N 2 is also k-length vector linear solvable over F . Let us consider a k-length vector linear solution of N 1 over F . Using such a network code, for every i = 1, . . . , m, z i can recover X i and forward through the edge (z j , t Lj ). We now extend the code for N 1 to a k-length vector linear code for N 2 by taking all the local coding coefficients and decoding coefficients at the terminals in the rest of the network to be identity matrices of order k. Clearly this gives a required solution for N 2 . Now, we prove the converse. We assume that the edge (z i , t Li ) carries a linear combination of the source symbol
k×k . We note that s m+1 has no edge coming to the network N 1 . So, each edge (z i , t Li ), for 1 ≤ i ≤ m, can not have any contribution from the source symbol vector X m+1 .
We denote the symbol carried by the edge e by Y e as in (4) and (5). For brevity, we denote the decoded symbols at the terminal nodes t Li and t Ri for i = 1, . . . , m by R Li and R Ri respectively.
Without loss of generality, we assume that corresponding local coding coefficients are as follows.
The decoded symbols at the terminals are as follows.
Here all the coding coefficients are k × k matrices over F , and the symbol vectors carried by the edges Y (.,.) are length k vectors over F .
Without loss of generality, we assume that
where I denotes the k × k identity matrix.
From (7) and (8), we have
By assumption all the terminal nodes can recover the sum of source symbol vectors, i.e.
All the coding matrices in (10a), (10b), (10d), (10e) and (10f) are invertible since the right hand side of the equations are the identity matrices. Eq. (10a) and (10e) together imply
By (10f) and (11), we have By (10c) and (12), we have
where 0 denotes the all-zero k × k matrix.
Since γ Proof of part (ii) Now we consider the case when nodes are allowed to do non-linear network coding, i.e., nodes can send any function of the incoming symbols on an outgoing edges. For the forward part, let us assume that N 1 has a nonlinear solution over G. Using such a network code, for every i = 1, . . . , m, z i can recover X i and forward through the edge (z i , t Li ). We now extend the code for N 1 to a network code for N 2 by a scalar linear network code for the rest of the network such that all the local coding coefficients and decoding coefficients at the terminals in the rest of the network are 1. Clearly this gives a required solution for N 2 . Now we prove the "only if" part. Let R Li and R Ri denote the symbols computed at the terminal nodes t Li and t Ri .
The symbols carried by different edges are as described below.
Without loss of generality, we assume
Further, we assume that
The decoded symbols at the terminals are as described below.
Here all the symbols carried by the links Y (.,.) are symbols from G. We need to show that for every i = 1, 2, . . . , m, communicating the sum of source symbols to the terminals t Li and t Ri is possible only if f 
Now Proof:
., X i , .)) are both bijective functions of X m+1 and X i respectively for any fixed values of the omitted variables. This implies that g i 2 is a bijective function of the first and the second argument respectively, for the other argument fixed. Now we prove that for every i = 1, 2, . . . , m, the value of f i 2 (X 1 , . . . , X m ) does not depend on {X j |j = 1, . . . , m; j = i}. It is sufficient to prove that for any set of fixed values X 1 = a 1 , . . . , X m = a m , changing the value of X j (j = i) to b j does not change the value of f by taking all the local coding coefficient matrices and decoding coefficient matrices at the terminals in the rest of the network N ′ 2 to be k × k identity matrices over F . Clearly this gives a required solution for N ′ 2 . Now, we prove the "only if" direction. We assume that for every i = 1, 2, . . . , m, the edge (w i , s i ) carries a linear combination
where
The message vectors carried by different edges and the corresponding local coding coefficients are as below.
For 1 ≤ i ≤ m+1, the decoded symbols R i at the terminals s i are as following.
Here all the coding coefficients and decoding coefficients are k × k matrices over F , and the message vectors carried by the links Y (.,.) are length-k vectors over F .
where I denotes the k × k identity matrix. By (18) and (19), we have
By assumption, all the terminals recover the sum of the symbols available at all the sources, i.e., for every i = 1, 2, . . . , m,
By (20) and (21), we have
All the coding matrices in (22a), (22b), (22c) and (22e) are invertible since the right hand side of the equations are the identity matrix. Equations (22b), (22c) and (22d) imply
where 0 is the k × k all-zeros matrix. Since γ i is an invertible matrix by (22e) for 1 ≤ i ≤ m, we have
So, for every i = 1, 2, . . . , m, the edge (w i , s i ) must carry only a scaled version of X Li , which is possible only if the reverse multiple-unicast network N 
The messages carried by different edges are as below.
We further assume that
The decoding operations are denoted as following.
Now we state some claims which can be proved using similar arguments as in the proof of part (ii). We omit the proof for brevity.
1. As a function of the variables X Li , X Ri ; i = 1, 2, . . . , m, g m+1 is bijective in each variable for fixed values of the other variables.
2. g m+1 is bijective in each variable (Y (ui,sm+1) ) for fixed values of the other variables.
3.
is a bijective function of each variable for a fixed value of the other variable.
4. For i = 1, 2, . . . , m, f i (X Li , X Ri ) is symmetric on its arguments.
5. For i = 1, 2, . . . , m, g i is bijective on each of its arguments for fixed values of the other arguments. Now we prove that f ′ i is a bijective function of only X Li , that is, it is independent of the other variables. Fix a k = i. It is sufficient to prove that for any fixed values of X Lj , j = 1, 2, . . . , m, j = k, the value of f ′ i does not change if the value of X L k is changed from, say, a to b. Let us fix X L k = a. Let us further fix X R k = b and the variables X Rj for j = k to arbitrary values. Now, by interchanging the values of X L k and X R k , the value of g i does not change, since the sum of the variables does not change. Further, all the arguments of g i other than f ′ i does not change since f k is symmetric on its arguments. So by claim 5, the value of f ′ i also does not change by this interchange. But this means that the value of f ′ i does not change by the change of value of X L k from a to b. This completes the proof of part (iv).
For the case of k = 1, Theorem 1 (i) and (iii) gives the following Corollary.
Corollary 2: (i) The sum-network N 2 is scalar linear solvable over a finite field F if and only if the multiple-unicast network N 1 is scalar linear solvable over F .
(ii) The sum-network N ′ 2 is scalar linear solvable over a finite field F if and only if the multiple-unicast network N ′ 1 is scalar linear solvable over F .
Remark 3: It can be shown that N 1 and N 2 are also linear solvably equivalent over any finite commutative ring with identity, R-module and for even more general forms of the linear network codes defined in [10] .
C 2 : Construction of a sum-network solvably equivalent to a given Type I network First, we should note that it is possible to construct a solvably equivalent Type IA network from a Type I network by the following two-step construction.
1) Consider all the independent random processes generated by the sources in the original Type I network. In the new network, construct one source for each process and add an edge from each constructed source to all the sources in the given Type I network which generate that process. The original sources of the given Type I network are not considered as sources in the constructed network. 2) For every terminal in the original Type I network, construct one terminal for each process demanded by the original terminal and add an edge from the original terminal to these constructed terminals. The terminals of the original network are not considered as terminals of the constructed network. Now, given a Type IA network, Fig. 5 shows a sum-network of which the given network is a part. The outer dotted box shows the Type IA network constructed from a Type I network N 3 in the inner dotted box by the above two-steps method. The Type IA network has the sources w 1 , w 2 , . . . , w m generating independent random processes, and for i = 1, 2, . . . , m, each of the terminals z (ii) The sum-network N 4 is solvable over a abelian group G if and only if the network N 3 is solvable over G. It should be noted that the part (ii) of the above theorem does not restrict to Z-linear codes, but the solvability there refers to solvability possibly by nonlinear codes. The alphabet is restricted to an abelian group simply for defining the sumnetwork.
For k = 1, Theorem 4 give the following corollary.
Corollary 5: The sum-network N 4 is scalar linear solvable over a finite field F if and only if the network N 3 is scalar linear solvable over F . C 3 : Construction of a multiple-unicast network solvably equivalent to a given sum-network Consider a generic sum-network network shown in the dotted box in Fig. 6 . The sum-network has m sources w 1 , w 2 , . . . , w m and n terminals z 1 , z 2 , . . . , z n . Fig. 6 shows a multiple-unicast network of which the given sum-network is a part. In this multiple-unicast network, the source-terminal pairs are {(
The lower half of the figure was constructed using a method used in [15] . It constitutes m chains each with n copies of the network shown in Fig. 7 in series. This component network in Fig. 7 has the property [15] that if t 2 wants to recover message generated by S 3 , and t 1 wants to recover an independent message X 1 , then S 1 and S 2 both must send X 1 on the outgoing links.
Theorem 6: The multiple-unicast N 5 is k-length vector linear solvable over a finite field F if and only if the sumnetwork shown in the dotted box is k-length vector linear solvable over F .
Proof: First, if the sum-network in the dotted box is k-length vector linear solvable over F , then it is clear that the code can be extended to a code that solves the multipleunicast network N 5 . Next, we assume that the multiple-unicast network N 5 is k-length vector linear solvable over F , and prove that the sum-network in the dotted box is also solvable. It can be seen by similar arguments as used in the proof of [15, Theorem II.1] that all the terminals can recover the respective source symbols if and only if each of the intermediate nodes r ij ; i = 1, 2, . . . , n, j = 1, 2, · · · , m can recover X j . So, for any given k-length vector linear solution for N 5 , the intermediate nodes r ji recover the respective X i . If m = 2 or n = 2, then it means that there is a path from each source w i to each terminal z j in the sum-network in the dotted box. Then by the results in [22] , the sum-network is scalar linear solvable over any field. Now let us assume m, n ≥ 3.
Let us also assume that
where β ij , η ij ∈ F k×k .
Let us assume that the symbols recovered at the nodes r ij for forwarding on the outgoing links are
Since the node r ij recovers X j , we have
It follows from (31a) that the matrices γ ′ ij , η ij are invertible for all i, j. Then it also follows from (31b) that the matrices γ ij , β lj are also invertible for i, j, l in their range.
We will now prove that Y (zi,v ′ i ) for different i are scaled versions of each other. That is, the terminals of the sumnetwork recover essentially the same linear combination of the sources. For this, we need to prove that for any l, l
il η il ′ is independent of i. Let us take a j = l, l ′ . This is possible since m > 2. Eq. (31b) gives
These equations give
and so this is independent of i. This proves that it is possible to communicate a fixed linear combination of the sources through the sum-network in the figure, where each linear coefficient matrix is invertible. If the sources themselves pre-multiply the source messages by the inverse of the respective linear coefficient, then the terminals can recover the sum of the sources. This completes the proof.
V. SYSTEM OF POLYNOMIAL EQUATIONS AND SUM-NETWORKS
It was shown in [3] that for every directed acyclic network there exists a polynomial collection such that the directed acyclic network is scalar linear solvable over a finite field F if and only if the polynomials has a common root in F . More interesting fact is that the converse is also true [16] . The authors in [16] showed that for any collection of polynomials having integer coefficients, there exist a directed acyclic network which is scalar linear solvable over F if and only if the polynomials have a common root in F . It is known that for any directed acyclic network, there exists a multipleunicast network which is scalar linearly solvable if and only if the original network is scalar linear solvable [15] . It is then clear [16] that for any collection of polynomials having integer coefficients, there exists a directed acyclic multiple-unicast network which is scalar linear solvable over F if and only if the polynomials have a common root in F .
For a specific class of networks, for example multicast networks, there may not exist a network corresponding to any system of polynomial equations. solvably equivalent to the polynomial equation 2X = 1. This is because, the polynomial equation has a solution only over fields of characteristic not equal to 2. Whereas, if a multicast network is solvable over any field, then it is also solvable over large enough fields of characteristic 2.
In this section, we claim that the class of sum-networks is broad enough in the sense that for any system of integer polynomial equations, there exists a sum-network which is solvably equivalent under scalar linear coding. This is simply because, given a system of polynomial equations, one can construct a multiple-unicast network or a Type I network in general which is solvably equivalent to the polynomial equations under scalar linear coding. Then one can construct, using Construction C 1 or C 2 , a sum-network which is in turn scalar-linear solvably equivalent to the constructed multipleunicast network. So, we have the following result.
Theorem 7: For any system of integer polynomial equations, there exists a sum-network which is scalar linear solvable over a finite field F if and only if the system of polynomial equations has a solution in F .
Example 8:
If we consider a constant polynomial P (x) = p 1 p 2 . . . p l where p 1 , p 2 , . . . , p l are some prime numbers, then If we consider a polynomial of the form P (x) = (p 1 p 2 . . . p l )x−1 where p 1 , p 2 , . . . , p l are some prime numbers, then Fig. 10 shows the network obtained by the method outlined before. However, in [24] , the authors gave a simpler solvably equivalent network as shown in Fig. 11 . In both the figures, m = p 1 p 2 . . . p l + 2. This simpler network was shown to be solvably equivalent to the polynomial under vector linear network coding of any dimension. Now consider the sum-network N 4 in Fig. 5 . The value of the min-cut between any s i −t j for 1 ≤ i ≤ m+1, 1 ≤ j ≤ m is equal to 1. So, we have the following result.
Lemma 14: The network coding capacity of the sumnetwork obtained through Construction C 2 is at most 1. Now consider the sum-network N 9 shown in Fig. 13 . The network used within the dotted box is taken from the paper [13] . It was shown in [13] that the network coding capacity of this network is 1 and is not achievable. We have constructed the sum-network N 9 from this network using the construction method C 2 . Clearly, the network coding capacity of the sumnetwork N 9 is 1 which is not achievable. This gives the following theorem.
Theorem 15: There exists a sum-network whose network coding capacity is not achievable.
VIII. NONREVERSIBILITY OF SUM-NETWORKS
Recall that, given a sum-network N , its reverse network N ′ is defined to be the network with the same set of vertices, the edges reversed keeping their capacities same, and the role of sources and terminals interchanged. It should be noted that since N may have unequal number of sources and terminals, the number of sources (resp. terminals) in N and that in N [24] that for any sum-network N and any alphabet field F , the sum-network N is k-length vector linear solvable over F if and only if its reverse network N ′ is k-length vector linear solvable over F . In fact, the same proof technique also proves the same result for multiple-unicast networks. It should be noted that the result follows from [22] when min{m, n} ≤ 2. We show in this section that there is a solvable (nonlinear network code) whose reverse network is not solvable.
It was shown in [15] that there exists a solvable multipleunicast network whose reverse multiple-unicast network is not solvable over any finite alphabet. From this result and Theorem 1 (ii) and (iv) of this paper, we have the following result.
Theorem 16: There exists a solvable sum-network whose reverse network is not solvable over any finite alphabet.
Example 17: The sum-network shown in Fig. 14 is an example of a sum-network which is solvable though the reverse network is not solvable. The network in the dotted box was given in [15] and it was shown to be solvable even though its reverse network is not solvable. The network in Fig. 14 is obtained from this network using Construction C 2 .
IX. DISCUSSION
The results in this paper show that sum-networks is as broad a class of networks as Type I networks. The solvably equiv-
