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Abstract
One of the most challenging aspects of turbulent combustion research is the
development of reduced-order combustion models which can accurately repro-
duce the physics of the real system. The identification and utilization of the low
dimensional manifolds in these system is paramount to understand and develop
robust models which can account for turbulence-chemistry interactions. Re-
cently, principal components analysis (PCA) has been given notable attention
in its analysis of reacting systems, and its potential in reducing the number of
dimensions with minimum reconstruction error. The present work provides a
methodology which has the ability of exploiting the information obtained from
PCA. Two formulations of the approach are shown: Manifold Generated from
PCA (MG-PCA), based on a global analysis, and Manifold Generated from
Local PCA (MG-L-PCA), based on performing the PCA analysis locally. The
models are created using the co-variance matrix of a data-set which is repre-
sentative of the system of interest. The reduced models are then used as a
predictive tool for the reacting system of interest by transporting only a sub-
set of the original state-space variables on the computational grid and using
the PCA basis to reconstruct the non-transported variables. The present study
first looks into the optimal selection of the subset of transported variables and
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analyzes the effect of this selection on the approximation of the state space and
chemical species source terms. Then, a demonstration of various a posteriori
cases is presented.
1. Introduction
It is well established that the ability to model industrial combustion systems
is dependent on the ability to represent the reaction system with a reduced num-
ber of parameters. Literature enumerates numerous approaches to reduce the
computational cost associated to turbulent combustion problems. Several meth-
ods are based on the parameterization of the state-space with a reduced num-
ber of optimal variables. This leads to fewer transport equations, and provides
a reduction in computation time. Several examples include: Steady Laminar
Flamelet Method (SLFM) [1, 2], Flamelet-Generated Manifold (FGM) [3, 4] and
Flamelet-Prolongation of ILDM model (FPI) [5, 6]. Alternatively, many models
attempt to simplify the chemistry in the system using equilibrim assumptions,
such as quasi steady state approximation (QSSA) [7], intrinsic low-dimensional
manifolds (ILDM) [8], or rate controlled constrained-equilibrium (RCCE) [9, 10].
Recent work has been pushing for the development of a new class of models
which are entirely based on empirical data-sets. The concept is to use principal
components analysis (PCA) on empirical data-sets to identify a low dimensional
representation of the reacting system. Previous work by Maas and Thévenin [11]
applied PCA to premixed DNS cases, to identify correlations between species
concentrations. In the work by Parente et al. [12, 13], PCA was used to iden-
tify the best linear representation of the underlying manifold contained in these
highly coupled reacting systems. Biglari and Sutherland [14] and Pope [15]
extended such a concept using the PCA basis in conjunction to non-linear re-
gression, maximizing the size reduction for a given accuracy. Mirgolbabaei and
Echekki [16] extended such an analysis to the application of artificial neural
networks, showing also the effect of minor species on the accuracy in the recon-
struction. Finally, Mirgolbabaei and Echekki [17] investigated the potential of
kernel PCA, showing the high compression potential derived by transforming
the initial problem into a non-linear featured space where linear PCA is carried
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construction of the state space variables with a significant dimension reduction.
This indicates that a lower dimensional manifold exists in turbulent reacting
systems, and that PCA is well suited for identifying the manifold.
Various approaches have been developed in order to use the manifold iden-
tified by PCA. The PC-score approach was first described by Sutherland and
Parente [18] as a model which transports the principal components (PCs) di-
rectly. Several other groups have proposed transporting a subset of state space
variables and reconstructing the non-transported variables from the PC basis
[19, 20]. In particular, the Manifold Generated from PCA model (MG-PCA)
by Coussement et al. [19] was the first PCA model for which a posteriori val-
idation was provided, by computing a hydrogen flame-vortex interaction using
a DNS solver. Finally, in the work by Najafi-Yazdi et al. [21], PCA was used
to identify optimal progress variables in the context of the flamelet generated
manifold approach.
The present paper focus on the use of PCA for combustion models. Primar-
ily, the MG-PCA model [19] is examined. In this model transport equations are
solved for a subset of the originally transported variables which contain most
of the variance of a reacting system. The remaining variables are reconstructed
from the PCA basis which has been calculated a priori. The current work aims
at extending the analysis of the MG-PCA method by proposing an enhancement
to the model to increase its accuracy, investigating various a priori aspects of
the MG-PCA models, and by showing several a posteriori demonstrations of the
model. The a priori investigation shows the improvement in accuracy provided
by the new model formulation, the effect of the various transported variables
selection methods and pre-processing techniques on size reduction, as well as
on reconstruction of state space variables and source terms. Next the MG-
PCA method is demonstrated through several different configurations includ-
ing: auto-ignition delay times, laminar flame speed, flame-vortex interaction,
and flame-turbulence interaction.
2. Principal Component Analysis
For a data-set X (n×Q), containing n samples of Q original variables, PCA
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correlations between the Q variables [12, 18]. PCA starts with the computation





where the superscript T indicates the transpose matrix. Using the spectral
decomposition, S is then decomposed:
S = ALAT (2)
where A (Q × Q) and L (Q × Q) are respectively the Q eigenvectors of S, called
principal components (PCs), and the eigenvalues of S, in decreasing order. The
principal component scores, Z (n×Q) , are then computed using the eigenvector
matrix as:
Z = XA. (3)
One of the main advantage of PCA is that the original set of data (X) can be
uniquely recovered using the PCs and their associated scores:
X = ZA−1 (4)
where it should be noted that A−1 = AT . However, the main objective of PCA
is dimension reduction. Indeed, if one only uses the first q PCs ( q < Q), an
approximation of X based on the first q eigenvectors (Xq) is obtained:
X ≈ Xq = ZqATq (5)
where Xq is the approximation of X based on the first q eigenvectors of S, and
Zq is the n × q matrix of the principal component scores.
Finally, it should be stressed that throughout this paper the data is pre-
processed prior to performing PCA. In particular, each variable of the original
data-setX is centered and scaled in order to increase the accuracy of the method
[12, 22]. Applying centering and scaling on the data-set reads:
Xs = (X−X)D−1 (6)
where X is a n × Q matrix containing the mean of each variable and D is a
Q × Q matrix containing the standard deviation of each variable (see [22] for
details).
Using the previous analysis two general classes of PCA based combustion
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• First, one can directly transport the principal components, as proposed
in the work by Sutherland and Parente [18]. The thermo-chemical state
space is then recovered using Equation 5. While the approach is straight-
forward, it suffers from a major drawback related to the PC source terms.
In particular, the error associated to the PCA reconstruction strongly af-
fects the calculation of the source terms, whose accuracy degrades very
quickly when reducing the number of parameters defining the manifold.
This is due to the fact that PCA evenly distributes the reconstruction error
on the state variables, without taking into account the absolute size of the
variables. As a consequence, radical species present in very small amounts
are affected by reconstruction errors of the same order of magnitude as
the major variables, leading to an uncontrolled propagation of error when
the source term are calculated from the approximated state-space. There-
fore, non-linear regression techniques such as MARS are being used to
parameterize the full thermo-chemical state [14, 15].
• Second, one can transport a subset of the original variables and recover
the remaining variables using the information from PCA (MG-PCA). The
MG-PCA approach was developed [19] to better control the propagation
of the reconstruction error. Such approach is based on the resolution
of classic transport equations for the system principal variables. Indeed,
Equation 5 indicates that Xq can be obtained from Zq. Moreover, those
scores can be approximated from a subset of the original variables X(q)






where A(q)q is a (q × q) matrix containing only the coefficients related to







Xq = X(q)B (9)
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Therefore by transporting q variables (which can be temperature or species
mass fractions) it is possible to recover the (Q− q) remaining variables by
retaining the appropriate (Q− q) columns of the B matrix in Equation 9,
corresponding to the non-transported (Q− q) state variables:
Xq (Q− q) = X(q)B (Q− q) . (11)
By comparison with the score approach, this method requires the a priori
selection of q transported variables. This method allows to better con-
trol the propagation of the error linked to the model, which is the major
advantage of MG-PCA.
MG-PCA allows the use of PCA locally [23]. Parente et al. [12] first applied
the local PCA formulation to turbulent combustion data, identifying the limi-
tations of global PCA for the analysis of highly non-linear systems as the ones
observed in combustion. In fact, PCA tries to approximate the non-linear chem-
ical manifold by superimposing several linear effects, resulting in a manifold size
higher than the actual problem dimensionality. To avoid such a problem the
local PCA approach was proposed to optimally partition the data into clus-
ters, based on an iterative algorithm which minimized the reconstruction error
of the state space. However, the implementation of local PCA in terms of a
combustion model does not appear straightforward for two main reasons: first,
the approach is based on the resolution of transport equations for the scores,
implying a modification of the PC definition with the cluster, and, second, the
conditioning variable is not known a priori and it is not guaranteed that it could
be somehow related any state variable1. On the other hand, the use of local
PCA appears well suited in the MG-PCA context, as indicated in Coussement
et al. [19]. The main steps of the approach, briefly indicated as MG-L-PCA,
are:
• The principal variables are extracted from the full data-set, to define the
transport equations which need to be resolved in all identified clusters.
• Then, the matrices Aq and B are computed in each cluster, allowing an
1In the context of non-premixed flames, it was shown that the conditioning variable corre-
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optimal local reconstruction of the non-transported variables using Equa-
tion 5.
Differently from Parente et al. [12], the conditioning variables are chosen a
priori to build continuous clusters on the basis of a progress variable displaying
a monotonic increase throughout the flame. For premixed cases, as the ones
described in the present paper, temperature represents an optimal choice2 [19].
The MG-PCA algorithm can be divided into two parts:
• First, the data-set X is generated using a "canonical reactor” with the
same chemical composition of the system to be simulated. Obviously, the
data-sets should be simple to compute, in order to generate combustion
models of tailored-accuracy with affordable computational resources. In
the present work, one-dimensional premixed flames are used for several
of the a posteriori examples; however, for non-premixed systems, steady
laminar flamelets [24] with varying strain-rate could be used.
• A principal component analysis is then performed to identify the mani-
fold. The B matrix is computed and the subset of q retained variables is
identified. Note that if the local formulation is used one has to identify
the clusters and compute their corresponding B matrices.
Then the database is used in the flow solver:
• Transport equations are solved for the q non-conserved scalars.
• At the end of each temporal (or pseudo-temporal) iteration, the missing
(Q − q) variables are reconstructed using the B matrix (Equation 11) at
every grid point.
• All the species are then available for the next temporal (or pseudo tem-
poral) iteration. The diffusion and source terms appearing in the con-
servation equations of the q retained variables, are computed using a
CHEMKIN like [25] formalism for all the species (retained and recovered).
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The B matrix and the coefficients used to center and scale the data are
constants3. Therefore, this algorithm requires only one matrix-vector multipli-
cation. The computational cost to recover non-transported species using the
MG-PCA technique is therefore very low.
3. Challenges of the MG-PCA model
Before applying the MG-PCA model to actual computations several issues
must be carefully addressed:
• A common issue in PCA based models is the need for a data-set which
represents the system of interest. The data-set also needs to be easy to
compute (e.g. 1-D flame solutions). By generating a data-set which is
representative of the system PCA can indeed construct a model which
accounts for non-intrinsic and intrinsic physics in the system. However,
PCA does not distinguish the non-intrinsic effects, accordingly caution is
required in selecting or generating a data-set for the system of interest.
• The accuracy of the model will obviously rely on the accuracy of the recon-
struction of the missing variables. Since the method relies on the matrix
B for the reconstruction of the non-transported variables, its computation
must be as accurate as possible. The use of Equation 10 does not provide
satisfactory results, as it will be shown below, and an alternative optimal
estimation of B must be provided for the success of the method.
• The selection of the transported variables is crucial requiring that the most
informative variables in the data-sets are selected. Moreover, the number
of transported variables, q, must be appropriately selected to ensure that
the source terms are accurately reconstructed for the reduced set of scalar
transport equations
• The scaling and centering coefficients (see Equation 6) have a great impact
on the accuracy of the method and they must be chosen with care.
3Note that if local-PCA is used the coefficient for centering and scaling along with the B
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3.1. Reference data-set
In order to address the issues presented above, an a priori demonstration is
now provided to cover the aforementioned aspects using a DNS flame-turbulence
data-set. The compressible flow solver YWC, developed at the EM2C Labora-
tory by Coussement et al. [26, 27] is used to generated this data-set. The 2-D
flame turbulence field is initialized using a 1-D flame extended along the y-axis
and by super-imposing a turbulence field. The turbulence field is initialized
using the Passot-Poquet spectrum [28] with Ret = 1423 giving a Kolmogorov
length scale of lk = 8.2 · 10−6. The initial turbulence field is shown in Figure 1.
The computational domain extends are 8 ·10−3 m in both x and y direction, and
mesh spacing is 1.25 · 10−6 m. The fuel considered is syngas (CO/H2 mixture,
50/50 molar basis), the oxidizer is air and the equivalence ratio is φ = 0.88.
Boundary conditions consist of an inlet at x = xmin which imposes the tur-
bulent field generated with a convection velocity of 4 m/s along the x-axis. At
x = xmax an outlet boundary is imposed with p = 101, 325 Pa. Remaining
boundary conditions ensure periodicity along the y-axis. The chemical scheme
is the one from Davis et al. [29] including 12 species (Ns = 12): N2, O2, H2,
H2O, H2O2, CO, CO2, O, H, OH, HO2 and HCO. Thermo-chemical and trans-
port properties are computed using a CHEMKIN-like formalism [25]. The DNS
field used to perform the analysis below is taken at t = 7.1241 10−4 s. Mass
fraction of H2O (YH2O) and HCO (YHCO) are given in Figure 2.
It is important to note that differential diffusion is used. With Ns = 12 and
only a constraint on mass conservation (here energy and elemental mass fractions
are not constant) there are Ns degrees of freedom, because pressure is also
constant (p = patm). In principle a reduction of the state-space dimensionality is
achieved if the proposed methods allow to transport less than q = 12 variables (if
energy is included in the PCA analysis), this can be further verified by analyzing
the conservative modes of the system, which is shown later in Section 4.
3.2. Computation of the B matrix
The computation of the B matrix using Equation 10 is not optimal. To
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Figure 1: Initial turbulence field for the 2-D DNS, x-component velocity (m/s)
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Depending on the number of retained principal variables contributing to the
definition of A(q)q, the approximated scores (Z˜q) can result in a weak repre-
sentation of the state space. This constrains the achievable reduction when
Equation 8 is employed. However, being that the MG-PCA model is built a
priori, this limitation can be overcome by considering the real q principal com-
ponent scores, obtained using the first q components of Equation 3:
Zq = XAq. (12)
Here all of the state space variables in X as well as all of the weights in the first
q eigenvectors are used instead of a subset. Thus, by using Zq instead of Z˜q
there should be a general decrease in reconstruction error in the non-transported






which represents the solution in the least squares sense to the system given by
Equation 12. The matrix X(q)+ is the pseudo inverse of X(q) of size q × n,












The two methods for the calculation of B are compared in Figure 3 with
reference to the 2-D DNS data-set. The approximation error is reported using











The nrms error statistic for the non-transported state variables are calculated,
and the largest nrms value is plotted. The figure illustrates the improvement
in accuracy.
3.3. Selection of the transported variables
In the current approach, the method used to select the q transported vari-
ables which are transported, relies on the principal variables concept [30]. Prin-
cipal components (PC) are linear combinations of all the variables defining the
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formation of the PCs. Some of the variables may be critical whereas others may
be redundant. Motivated by this fact, one can try linking the PC back to a
subset of the original variables, which satisfy one or more optimal properties of
PCA, such as the maximization of the variance of the original data X. A num-
ber of methods exist for selecting a subset of q original variables. The following
methods are considered here:
• B2 backward and B4 forward methods [31]. Variables are determined by
analyzing the principal component weights (Aq). The B2 backward method
removes variables associated to the PC with the smallest eigenvalues. In
contrast the B4 forward method identifies variables which are associated
with the PC with the largest eigenvalues.
• M2 backward method [32]. Variables are determined by comparing Z
(Equation 3) with an approximate Z˜. Here Z˜ is constructed from a subset
of the original variables, and the comparison is made to the original scores
using a Procrustes analysis. Upon selection of appropriate variables the
underlying structure of the data is preserved and the PVs are identified as
the subset of variables which have been used for the approximation.
• McCabe criteria [33]. McCabe identified that the PCs satisfy a certain
number of optimality criterion. The criterion are based on partial co-
variance matrices calculated by selecting subsets of variables. In the cur-
rent study the MC1 and MC2 criteria are used, which rely on the deter-
minant (MC1 ) or trace (MC2 ) of the partial co-variance matrices.
• Principal Features [34]. Variables are identified by analyzing the correla-
tion between variable weights in Aq. Variables are grouped according to
their correlation, and the k-means algorithm [35] is used to extract a given
number of variables from each subset, thus providing a representation of
each of the groups.
Next, the influence of the different PV approaches on the reconstruction of the
state variables is assessed and discussed. A useful metric for this task is one
that describes the amount of variance lost by the selection of q (the number of
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for retained variables and the second for the remaining variables. The sample





and the partial co-variance can then be given as:
S22,1 = S22 − S21S−111 S12. (17)
Taking the trace of the partial co-variance gives a quantitative value for the
amount of variance lost (λ) for a given number of principal variables:
λ = trace(S22,1(q))
trace(S) for q = 1, 2, . . . , Q . (18)
For example if q = 0 then λ = 1, meaning all variance is lost, or when q = Q
then λ = 0, which means all of the original variance in the system is explained.
Figure 4 shows the resultant percentage of lost variance calculated from
Equation 18, for the various PV selection methods. The figure shows that for
q = 6 only 1% of the variance is lost while using the B4, B2, MC1 and MC2
methods, the PF, and M2 methods do not achieve such a degree of lost vari-
ance until q = 7. It is also interesting to note that several of the PV selection
methods (M2, and PF) can indeed lose variance upon addition of PVs. The
B2, MC1, and MC2, method appear to show a consistent increase in explained
variance while adding principal variables. Table 1 shows with the acronym pv
for the principal variables selected by the different approaches, while using auto
scaling (see Section 3.4), and q = 7. It can be observed that different sets of PV
are identified, depending on the selection method. However, a common logic
seems to hold for all cases: all methods tend to select the majority of the prin-
cipal variables among the radical species (HCO, HO2, OH, and H2O2) which
identify ignition or reaction regions, whereas temperature (which is forced to be
a principal variable) and one other major variable are in general sufficient for
capturing slower changes in the system. The first benchmark among the sets of
PV must be carried out with respect to their ability of accurately reproducing
the non-transported state space variables. Table 1 lists the nrms values for all
the state variables reconstructed using MG-PCA and the different PV selection
approaches. It can be observed that almost all methods provide a good approx-
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Figure 3: Maximum nrms distance (y-axis) for the reconstruction of the state
space variables as a function of the number of variables (q) (x−axis), while using
the Z˜q or Zq in the construction of the B matrix. The dashed line shows 5%
nrms. Scaling: standard deviation. PV selection: B2.
















Figure 4: Lost variance (y-axis) while adding principal variables (x-axis). The
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B4 B2 M2 MC1 MC2 PF
T 1 pv pv pv pv pv pv
O2 2 10
−1.9 10−2.1 pv 10−1.9 pv pv
H2 3 10
−1.3 10−1.3 pv 10−1.3 10−1.4 10−1.4
H2O 4 pv 10
−1.9 10−1.8 pv 10−1.9 pv
H2O2 5 pv pv pv pv pv pv
CO 6 10−1.8 10−1.9 10−2.0 10−1.8 10−1.8 10−2.1
CO2 7 10−1.7 pv pv 10−1.7 10−1.7 10−2.0
O 8 10−1.1 10−1.1 pv 10−1.1 10−1.1 pv
H 9 pv pv 10−0.9 pv pv 10−1.0
OH 10 pv pv 10−0.9 pv pv 10−1.0
HO2 11 pv pv 10−0.3 pv pv pv
HCO 12 pv pv pv pv pv pv
Table 1: nrms distance for the reconstructed state space with q = 7 while
testing various PV selection methods. The acronym pv indicates if the variable
is a principal variable. Scaling method: auto scaling.
cannot properly recover some of the radical species (OH, H, HO2). This can
be explained by the fact that the methods that perform well, select only one of
the major species while keeping several radical species, which are usually associ-
ated with increased non-linearity. It is interesting to note that the forward and
backward methods (B4 and B2) both select either of the major reaction prod-
ucts H2O and CO2, whereas the McCabe methods keep either H2O or O2. The
PV and M2 methods performed the worst yielding nrms values greater than or
equal to 10−1 for two or more of the variables . These methods identified two
or three major species as PVs, thus decreasing the model’s ability to represent
the minor species.
3.4. Centering and scaling
In order to optimally choose the scaling and centering coefficient several
methods will be investigated. Before presenting the methods, it is useful to




for j = 1, . . . , Q. (19)
The centering and scaling coefficients, xj and dj are stored to be used in the
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• auto scaling, which adopts the standard deviation as the scaling factor,
dj = sj ;
• range scaling, which adopts the difference between the minimum and max-
imum variable value as scaling the factor, dj = max (xj)−min (xj);
• pareto scaling [36], which adopts the square root of the standard deviation
as the scaling factor, dj =
√
sj ;
• vast (variable stability) scaling [37], which adopts the product between the
standard deviation and the coefficient of variation (sj/xj) as the scaling
factor, dj = s2j/xj ;
• level scaling, which adopts the mean as scaling factor, dj = 1N
∑N
i=1 xj .
The B2 selection method presented some of the most promising results for
the selection of PVs, accordingly an analysis is now given on the effects of scaling
given that the transported variable are selected using the B2 method. Table 2
shows the effect of scaling on the reconstruction of the state variables for the
DNS case. It is clear from Table 2 that the scaling methods have a significant
effect on the ability to reconstruct the non-transported variables. The scaling
results for the DNS case suggest that auto, range, and pareto scaling provide
the most accurate results.
Table 2: nrms distance for the reconstructed state space using q = 7 variables, while
testing various scaling methods. S = auto, R = range, P=pareto, V=vast, L=level.
State variables
S R P V L
T pv pv pv pv pv
O2 10
−2.1 10−2.1 10−2.8 pv 10−2.0
H2 10
−1.3 10−1.4 pv 10−1.4 10−1.3
H2O 10
−1.9 10−1.8 pv 10−1.9 10−1.9
H2O2 pv pv 10
−0.3 pv pv
CO 10−1.9 10−2.1 10−2.4 10−1.9 10−1.9
CO2 pv pv pv 10−1.8 pv
O 10−1.1 10−1.1 pv 10−1.1 pv
H pv pv 10−1.0 pv pv
OH pv pv pv pv 10−1.1
HO2 pv pv pv pv pv


















anuscript          
University of Utah Institutional Repository  
Author Manuscript 
While analyzing the trace using Equation 18, Figure 5 shows nearly consis-
tent decay in energy upon addition of variables over the various scaling methods,
except for pareto scaling. This is due to the very large weight given by such a
scaling to temperature [22] with respect to other variables. Thus the scaled data
(under pareto) attributes almost all of the variance in the system to tempera-
ture. Temperature is the first PV so the lost variance description is consistent
with what is observed in Figure 5 for the other scaling methods.
3.5. Comparison of the PC-score approach, MG-PCA, and MG-L-PCA
Now a comparison of the three PCA based modeling techniques is made a
priori on the 2-D DNS field in order to assess their performances. The classic
PCA approach presented by Sutherland and Parente [18] has the advantage of
not requiring the selection of the systems principal variables, and simply trans-
ports the Zq of the system (Equation 12). This gives an equal distribution
of error among all of the state-variables. Table 3 shows nrms and R2 error




i=1(φij − φj)2) statistics for the PC-score ap-
proach and the MG-PCA approach while attempting to reconstruct the state
space variables with q = 7. MG-PCA has difficulty in reconstructing the O and
H2 radicals, whereas the PC-score reconstruction is much better overall for the
state variables. Table 4 lists the R2 and nrms values for the species source terms,
which are calculated using the approximate state space while retaining 7 PVs
(MG-PCA) or PCs (PC-score) of the co-variance matrix, i.e. q = 7. The rela-
tively small errors in the state-space variables, lead to even larger inaccuracies
in the approximation of the source terms. This is due to the high sensitivities of
the reaction rates to minor changes in species concentrations (including radicals)






are also shown in Table 4.
Even though the PC-score state space analysis shows an accurate reconstruc-
tion of all state-space variables (R2 of nearly 1 for all of the variables), the error
statistics for the source terms shows very inaccurate approximations. This con-
dition is complicated by the fact that in the PC-score approach all the source
terms are needed and they should all be computed with great precision. How-
ever, this requirement can never be fulfilled as a reconstruction error is always
present, without any distinction between the transported and non-transported


















anuscript          
University of Utah Institutional Repository  
Author Manuscript 
cause the variance explained by a linear combination of all of the variables is
greater than that provided by a subset of optimal variables. However, without
a method to resolve the error propagation in the source terms the approach can
be inaccurate.
Table 3: nrms distance and R2 statistics for the reconstructed state space with





































Table 4: nrms distance and R2 statistics for the reconstructed source terms with















PC 1 10−0.3 0.72
PC 2 100.7 < 0
PC 3 100.4 < 0
PC 4 10−0.2 0.65
PC 5 101.3 < 0
PC 6 10−0.3 0.80
PC 7 100.3 < 0
3.6. MG-L-PCA
The initial analysis of the premixed syngas case indicates that MG-PCA can
provide the required precision if q = 7. Now the MG-L-PCA method is tested
against MG-PCA to investigate the potential of the local PCA formulation.
By clustering the data according to temperature the MG-L-PCA method may
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the non-transported variables. Figure 6 provides a visualization of the error
produced while varying q (x-axis) and c, the number of clusters (y-axis). The
gray scale in the figure represents the lowest R2 statistic for the reconstructed
state space variables and is shown as log10(1-R2). The analysis confirms the
earlier findings for MG-PCA, with a minimum R2 of 0.994 while using q = 7
and c = 1 (this is in fact the MG-PCA model). By adding clusters one can
better identify the local B matrix and get better reconstruction of the state
space.
Figure 7 also confirms that a higher value of q and c are needed to capture
the source term with respect to the state space, due to the error propagation in
the non-linear source terms. Optimization figures such as Figures 6 and 7, are
very useful for deciding the parameters of the reduced model to be implemented
in a CFD solver, as it provides the minimum number of cluster needed to achieve
a desired reduction.
From the above analysis it can be concluded that the application of MG-L-
PCA has the potential of providing accurate results while achieving a significant
reduction state space variables.
4. Results
The present section shows actual computations using the MG-PCA and MG-
L-PCA methods. First an auto-ignition (0-D) case is considered with a new
technique for cluster identification in the framework of MG-L-PCA. Then, two
a posteriori DNS simulations are presented for a flame-turbulence and a flame-
vortex interaction, to allow an assessment of the model with a more complex
chemistry i.e. syngas, than in Coussement et al. [19] and in the presence of
non-unity Lewis number effects.
4.1. Auto-ignition delay time
The auto-ignition delay time is a rigorous test that demonstrates the ability
of a model or a chemical kinetics mechanism to capture complex physical char-
acteristic of the ignition process. The auto-ignition delay time is often tested
at various temperatures and pressures, in order to asses the robustness of the
model being applied. Accurate prediction of the auto-ignition delay time is par-
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Figure 5: Lost variance (y-axis) while adding principal variables (x-axis). The



























Figure 6: Minimum R2 statistic for the state variables as a function of the
number of retained variables (x-axis) and clusters (y-axis). The error is plotted
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gas turbines. In the current study a simplified case is examined with the fol-
lowing assumptions: constant pressure, homogeneous, stagnant premixed fuel,
mixture temperature above the auto-ignition temperature of the fuel, and adi-
abatic conditions. The process is modeled using the differential equations for



















where Yi are the species mass fractions, Wi is the ith species molecular weight,
ωi is the molar source term for the ith species, hi is the molar enthalpy for
species i, and cP,mix is the heat capacity of the mixture. The equations are
solved using an in-house implementation of the batch reactor.
In contrast with the DNS case, which exhibits differential diffusion, the de-
grees of freedom in this case are different. The auto-ignition cases solve 13
transport equations and are constrained by the elemental balances (C,H,O),
conservation of mass, and energy, leaving 8 degrees of freedom. The degrees of
freedom can be further analyzed by finding the overlap between conservative
modes and the principal components identified in a system. The conservative
modes for the chemical species of a system can be given by:
Ci,j = ei,jdi (22)
where ei,j is the mass fraction of jth element on the ith species, and di is the
scaling used for each of the species in the system. If the PCs of the system are
predominately a linear combination of conservative modes an approximation of






If A˜·A = 1, the PCs fall completely in conservative space, or if A˜·A = 0 the PC
is not related to the conservative laws. A simple calculation of the dot product
for the auto-ignition results showed, as expected, the last 5 PCs aligned with the
conservative modes, leaving 8 degrees of freedom. Accordingly any reduction
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As described in Section 3, a representative data-set is required in order to de-
termine the number of variables (q) required for a desired accuracy, the variables
to transport, and the matrix/matrices B (MG-PCA/MG-L-PCA). Initially the
full system of equations is calculated at various running conditions in order
to generate the data-sets required for the a priori construction of the model.
The number of transported variables q, the transported variables and the B ma-
trix/matrices are calculated from each case involving different initial conditions.
In the current study the B2 selection method is used with pareto scaling.
The MG-PCA method shows very good accuracy when using 7 (13% re-
duction), of the original 12 variables (see Figure 8b), which is consistent with
the results found in the a priori analysis. This is by no means a significant
reduction, and clearly shows the non-linearity exhibited in the reaction system.
Minor differences are observed at smaller initial temperatures where the ignition
event takes much longer. It is observed that with 6 transported variables that a
considerable loss in accuracy occurs over the entire range of pressures and initial
temperatures (Figure 8a).
While using the MG-L-PCA method proper clustering of the data is crucial
in order to achieve an accurate local reconstruction of the data. As temperature
is directly transported in this system, it is an optimal variable for identifying
clusters, and at run time providing the local B matrix which gives the most
accurate reconstruction of the local state space. As one would suspect problems
may arise near cluster boundaries or when a given cluster contains a highly
non-linear peak from one of the transported radical species. Because of this a
clustering algorithm was developed which looks at the a priori data and finds
local extrema in the radical species profiles, and creates new cluster bound-
aries at these locations in order to increase the accuracy and provide smoother
transition between clusters.
In reference to Figure 9b, the results for MG-L-PCA show a much bet-
ter approximation while transporting as few as 5 variables (38% reduction).
However, when moving to 4 variables (50% reduction) reasonable accuracy is
observed with moderate initial temperatures, with discrepancies at both higher
and lower initial temperatures due to the error from the model (see Figure 9a).
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Figure 7: Minimum R2 statistic for the principal variable source terms as a
function of the number of retained variables (x-axis) and clusters (y-axis). The
error is plotted as log10(1-R2). Scaling: pareto. Fuel: Syngas




























































Figure 8: Auto-ignition delay time using MG-PCA as a function of temperature
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delay time, MG-L-PCA is again tested in predictive fashion. Multiple simula-
tions are run over a range of initial temperatures, allowing fluctuations of± 15K
and ± 0.5 bar with respect to the target temperature and pressure. Then, the
model is used at the target initial condition, which isn’t used in computing the
model parameters, yielding a true prediction. Figure 10 shows the predicted
auto-ignition times given the new training data-sets, demonstrating relatively
good predictions. As one would expect, the prediction for the auto-ignition de-
lay times aren’t quite as accurate (in the case with 4 variables) as those found in
Figure 9. This is due to the fact that the approximation in each of the clusters
was slightly less accurate as a result of the small differences in the species pro-
files due to the range in initial conditions. However when moving to 5 variables
the solution is again accurate. It is also interesting to note that with a change
in initial temperatures and pressures, the enthalpy and pressure of the resulting
system are not exactly constant, yielding a more challenging problem. The re-
sults indicate that, for a small fluctuation around the conditions of interest, the
reduced PCA model is able to provide accurate results without requiring addi-
tional dimensions. For stronger variations, the model dimensionality is likely to
increase, due to the increased degrees of freedom of the system.
4.2. Flame-turbulence interaction
The present section reports the result of a DNS calculation of a flame-
turbulence interaction case using the MG-PCA method. Numerical setup is
exactly the same as in Section 3.1 and is not recalled. The simulation is per-
formed using q = 8 (33% reduction) in order to reconstruct quasi-exactly the
missing variables leaving R2 > 0.9999 for all variables. As indicated in Section
3.1, the theoretical degrees of freedom for the system are 12 indicating that
with q = 8, a supposed reduction of 4 degrees of freedom is achieved. However,
by repeating the procedure in Equations 22 and 23 it was found that 2 of the
last 5 modes are correlated with the conservative modes, implying that the true
degrees of freedom for this system are actually 11. With q = 8, a reduction of
3 degrees is still achieved.
Following the conclusions of the previous sections, pareto scaling is used in
combination with the B2 selection method, giving the following variables to be
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Figure 9: Auto-ignition delay time using MG-L-PCA as a function of tempera-
ture for various system pressures, while using q = 4 (a) or q = 5 (b).




























































Figure 10: Auto-ignition delay time using MG-L-PCA as a function of temper-
ature for various system pressures, while using q = 4 (a) or q = 5 (b). Here the
MG-L-PCA model has been trained for each case using data which ranged over
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It should be stressed that the database used to train the model is the 1-D
laminar flame which was extended along the y-axis to initialize the computation
(see Section 3.1). This one dimensional laminar flame is a syngas-air flame
at φ = 0.88, syngas and air have the same composition as in the 2-D DNS.
Grid consists in 2501 points with a spacing of 1.25 · 10−5m. Inlet velocity and
temperature are set to 0.2 m/s and 300 K respectively and pressure is set to
101, 325 Pa.
Before analyzing the results of the DNS simulation, the impact of the reduc-
tion on the laminar flame speed is calculated for the 1-D steady laminar flame
which is used to train the model parameters. The laminar flame speed for a
system is estimated using the following equation:





where YF is the mass fraction of the fuel, ω˙F is the net production rate of the
fuel (kg/m3/s), and ρ is the density of the mixture. The modelling error is





The MG-PCA method resulted in a modelling error for Sl of 0.14% when com-
pared to the full solution. This small amount of error in the flame speed cal-
culation gives a better picture of the accuracy of the model in representing the
chemistry occurring in the system without the effects of turbulence.
Now an analysis of the results to the flame-turbulence is presented. First a
comparison of YH2O and YHCO fields from the DNS (left) and MG-PCA (right)
simulations are given in Figure 11, which shows a very good agreement between
the full and reduced solutions. Similarly, Figure 12 shows scatter plots of YCO,
YH, YH2O2 , YHO2 vs temperature for DNS and MG-PCA computations, indi-
cating again a good agreement between the two solutions. Figure 13 gives the
elemental mass fractions of H as a function of O, emphasizing that the differ-
ential diffusion effect are significant in this configuration. It appears that the
model can naturally account for the turbulence-chemistry interactions of the
system, thanks to the higher number of degrees of freedom available with re-
spect to other methods such as ILDM or FPI and the appropriate selection of
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that the single 1-D laminar flame is sufficient to train the model for a more
complex flame-turbulence simulation. This indicates that the applicability of
the model is not entirely limited to the system used to generate the database
(such as SLFM or FPI), but indeed the model can account for small perturba-
tions around the original manifold. It is important to clarify that the method
doesn’t explicitly account for the non-intrinsic effects in a system, meaning that
the model used for the current case may not be reliable when applied to a case
with a much higher turbulence intensity. Indeed a new laminar flame calcula-
tion would be needed which takes into account the new effect from strain in the
manifold generation process.
4.3. Flame-vortex interaction
To further investigate the ability of the proposed MG-PCA approach in
dealing with more complex flame structures, a hydrogen flame-vortex interaction
is now computed. Indeed while differential diffusion was accounted for in the
previous section, it is of common knowledge that differential diffusion effects are
stronger in pure hydrogen flames. Moreover, this flow configuration was chosen
because the vortex distorts the flame front yielding variations of the species
mass fraction in the flame front [38], generating a complex flame structure with
significant non-equilibrium phenomena, i.e. extinction.
The data-set used to train MG-PCA is obtained from a premixed freely
propagating hydrogen-air 1-D laminar flame at an equivalence ratio of φ = 0.88
and a fresh gas temperature of 300 K. The pressure is set to 101, 325 Pa, velocity
of the unburned gases is 1.25 m/s, and the chemical reaction mechanism [39] is
employed. The domain consists of 2, 541 points with a constant grid spacing
of ∆x = 6, 25 10−6m. There are 9 species in the mechanism: YH, YH2 , YO,
YO2 , YOH, YN2 , YH2O, YHO2 , YH2O2 . As for the flame-turbulence interaction,
Pareto scaling is used in combination with the B2 selection method yielding the
following set of 6 transported variables (q = 6): YH, YO, YOH, YHO2 , YH2O and
YH2O2 . Since differential diffusion is taken into account a reduction of 3 degrees
of freedom is achieved. This is also confirmed by the a posteriori analysis of the
conservative modes of the system.
For the present case, the PCA reduction on the laminar flame speed leads
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DNS MG-PCA
Figure 11: Fields of YH2O (top) and YHCO (bottom) using DNS (left) and MG-
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DNS MG-PCA
Figure 12: Scatter plot of (from top to bottom) YCO, YH, YH2O2 , YHO2 vs
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Next, the description and results for the flame-vortex case are presented.
The flow is initialized as proposed by Renard et al. [38]: the 1-D laminar flame
presented above is extended along the y-axis and two counter-rotating vortices
are added in the unburned gases. Each of those vortices are initialized by:




























where u1 is the velocity along the x-axis, u2 is the y-axis velocity and p is the
pressure. Parameters are set as follows: u0 = 1.25 m/s and p0 = 101, 325 Pa.
The distance between the vortices is equal to Rc. The grid is composed of
641 × 641 nodes with a constant grid spacing in both directions: ∆x = ∆y =
6.25 10−6 m. The boundary conditions, which are summarized in Figure 14, are
composed of one inlet at x = xmin which enforces T = 300 K, u1 = 1.25 m/s,
u2 = 0 m/s and composition corresponding to an equivalence ratio of φ = 0.88
and an outlet boundary condition at x = xmax which imposes p = 101, 325 Pa.
The remaining two boundaries use periodic conditions. Finally, τ and Rc are
set to τ = 0.02 and Rc = 2 10−4 m yielding a maximum velocity of 122 m/s and
a vortex convection speed of 61 m/s.
Figure 15 shows a close view of the YH2O field in the interaction zone for
the DNS and MG-PCA method at t = 56.7µs when the maximum strain rate
is observed on the flame. It already indicates a very good agreement between
the DNS and MG-PCA results. However to allow a better comparison, scatter
plots of the reactive species and temperature vs YH2O are shown for DNS and
MG-PCA at t = 56.7µs in Figures 16 and 17. From those figures, it can be
observed that the vortex interaction with the flow leads to a dispersion of the
scalars from the 1-D laminar flame used to train MG-PCA; moreover, a partial,
extinction of the flame is observed.
As for the flame-turbulence interactions, the MG-PCA method is able to
access regions of the state-space that were not included in its training data-set.
To further shows the quality of the MG-PCA method, the source terms per unit
of mass of YH2O, YH2O2 , YO, YH2O, YOH are plotted as a function of YH2O in
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accurate computation of the source terms and therefore of the flame behavior.
Finally, Figure 19 gives the elemental mass fractions of H as a function of
O for the DNS computation at t = 56.7µs, emphasizing that the differential
diffusion effect are of great importance in this configuration.
5. Conclusions
PCA has demonstrated capability in identifying the low-dimensional mani-
fold which can accurately describe a chemically-reacting system with a reduced
number of optimal parameters. The MG-PCA approach provides a realistic
application of PCA for combustion systems through the use of principal vari-
ables. A comparison with the classic PC-score approach indicated the strong
potential of MG-PCA for the development of reduced-order combustion models
of tailored accuracy. The present paper provides an easy and effective tool for
the development of reduced models, whose implementation requires only minor
modifications of existing CFD codes, and for which the accuracy of the model
can be evaluated and tailored a priori. The main finding of the present paper
can be summarized as follows:
• The calculation of the B matrix (Equation 13) using the actual Zq, gives
the MG-PCA methods an increased accuracy in reconstruction of non-
transported state space variables.
• The selection of the transported variables using the various principal vari-
able selection methods greatly affects the reliability and accuracy of MG-
PCA models, thus justifying the need for optimal selection techniques, as
the ones outlined here. As far as the PV selection techniques are concerned
the B2 method was found to be the most robust and the one providing
the best approximation of the state space.
• Scaling methods play a major role in the identification of the optimal
projection matrix Aq and subsets of transported variables. In particular,
it was shown that scaling methods other than the standard auto-scaling
can also provide increased accuracy in reproducing state space variables
and principal variable source terms. Among them, auto, range, and pareto
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Figure 13: Elemental mass fraction of H as a function of the elemental mass
fraction of O at t = 1.064 10−3 s.
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• The global MG-PCA approach can be effectively employed for simple fuels
such as hydrogen [19]. However, for larger mechanisms such as syngas
or methane, the MG-L-PCA formulation must be employed, in order to
achieve a significant reduction and to capture the non-linear features of
the actual manifold underlying the chemically reacting system.
• The laminar flame speed calculations helped in showing that the MG-PCA
method is indeed accurately describing the reaction system in the absence
of large velocity gradients.
• The flame-turbulence and flame-vortex interactions computations demon-
strated the ability of the MG-PCA method to perform an actual compu-
tation, and also demonstrate the accuracy of the method. Moreover, the
results also indicate that the model can account for a small perturbation
around the manifold, allowing one to account for some of the turbulent
effects of the system.
Future work will attempt to further automate the manifold generation procedure
within CFD codes and to validate the overall approach on a broad range of
combustion systems. Also, the coupling of the proposed MG-L-PCA clustering
technique with a complete flow solver which should allow to reduce arbitrarily
the number of transported variables is considered.
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A B
Figure 15: YH2O field for the flame-vortex interaction for the DNS (A) and
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DNS MG-PCA
Figure 16: Comparisons of DNS (left) and MG-PCA (right) results for (from
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DNS MG-PCA
Figure 17: Comparisons of DNS (left) and MG-PCA (right) results for (from
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DNS MG-PCA
Figure 18: Comparisons of the chemical source terms per unit of mass for the
DNS (left) and MG-PCA (right) for (from top to bottom): YH2O, YH2O2 , YO
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Figure 19: Elemental mass fraction of H as a function of the elemental mass
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