The conditions under which the Michaelis-Menten equation accurately captures the steady-state kinetics of a simple enzyme-catalyzed reaction is contrasted with the conditions under which the same equation can be used to estimate parameters, K M and V , from progress curve data. The conditions for the validity of the underlying assumptions leading to the Michaelis-Menten equation are shown to be necessary, but not sufficient to guarantee accurate estimation of K M and V . Detailed error analysis and numerical "experiments" are used to show the required experimental conditions for the independent estimation of both K M and V from progress curve experiments. It is found that, if the initial substrate concentration is of the same order of magnitude as K M , the estimated values of the K M and V will correspond to their true values calculated from the microscopic rate constants of the corresponding mass-action system.
Introduction
In the simplest, single-enzyme and single-substrate reaction, the enzyme E reacts with the substrate S to form and intermediate complex C, which then, under the action of the enzyme, forms a product P and releases the enzyme,
where k 1 and k −1 are microscopic rate constants, and k cat is the catalytic constant [4] . Applying the law of mass action to reaction mechanism (1) yields four rate equationsė
where lowercase letters represent concentrations of the corresponding up-63 percase species. Typically, in test tube enzyme binding assays the initial 64 conditions are taken to be 65 (e, s, c, p) | t=0 = (e 0 , s 0 , 0, 0) .
(3) Additionally, the system obeys two conservation laws, the enzyme and substrate conservation laws,
Using (4a) to decouple the enzyme concentrations, the redundancies in the system (2) are eliminated to yielḋ
where e(t) and p(t) are readily calculated once s(t) and c(t) are known. If, 66 after an initial, rapid buildup of c, the rate of depletion of c approximately 67 equals its rate of formation, c is assumed to be in a quasi-steady state [3] ,
where t c is the timescale associated with the initial transient buildup of c [10]. The steady-state assumption (6), in combination with (5), leads to
where V = k cat e 0 and K M = (k −1 + k cat ) /k 1 . Hence, the system (2) is reduced to an algebraic-differential equation systems with one single differen-71 tial equation for s. However, since (7) is only valid after the initial transient 72 time period, t c , a boundary condition for s at t = t c must be supplied. To 73 do this, it is assumed that very little substrate is consumed during the initial 74 transient period (the reactant-stationary assumption) such that 75 s(t < t c ) ≈ s 0 ,
which provides an initial condition for (5a) under the variable transformation 76 t → t−t c . Substituting (7a) into (2d), one obtains, the rate of the reaction (1)
relating the rate of product formation to the substrate concentration. Equa-78 tions (9) is the MM equations, and the system of equations (7a ), (7b), and 79 (9) govern the dynamics the complex, substrate, and product, respectively, 80 under the steady-state assumption.
81
The conditions under which the steady-state assumption (6) and reactant-82 stationary assumption (8) are valid have been extensively studied. Segel [10] 83 showed that the steady-state assumption is valid so long as
where K S = k −1 /k 1 , and K = k cat /k 1 . For the reactant-stationary assump-85 tion to be valid, they derived the condition
which is more stringent than condition (10), and hence dictates the conditions 87 under which the MM equation can be applied. Interestingly, it has been 88 shown that condition (11) is independent from (10) 
where q ∈ Q is a vector of parameters, and y ∈ Y is a vector of observed 
where || · || Y is the L 2 norm on Y . The sensitivity of (14) to changes in 181 parameter values is measured by the local condition number for the first 182 order optimality condition. The condition number is given by the ratio of 183 the maximum and minimum eigenvalues of the matrix
In the above expression, J is the Jacobian of the mapping F , q * is the others, and hence not invertible.
The high-curvature timescale can be estimated with the aid of the second derivative of the substrate concentration,
t Q is defined as the ratio of the total change in velocity of the reaction to the given by
where ∆V is the change in reaction velocity through the region of curvature The data is then fit using the numerically integrated form of (5a). The nonlinear regression used to calculate the parameters (K M , V ) is performed using the Levenberg-Marquardt algorithm as implemented in SciPy (version 0.17.1, http://www.scipy.org). In many cases, supplying good initial conditions for the optimizer used for the regression is crucial to finding accurate parameter estimates. Since, in actual experiments the values of K M and V are not known a priori, we attempt to roughly estimate their values from the time course data to provide initial conditions for the optimization. To do this, {s i (t i )} is differentiated numerically by central differences to give approximate rates {ṡ i (t i )}. Then, using (5a), data at any two time points, t i and t j can be used to estimate the parameters through
In theory, any two points can be used to estimate K M and V , however, it 258 is best to use data for which the velocity is changing at that greatest rate.
259
Hence, we additionally numerically calculate {s i (t i )} and choose the times 260 directly on either side of the maximum to substitute into (22) can then be averaged to give initial conditions for the optimization, similar to 267
[27]. Once the initial conditions for the optimization routine are established, the best-fit values of K M and V can be systematically estimated. 269 We note that when experimental conditions do not lie in a region for 270 which the reactant stationary assumption is valid, the above technique will restrictive, yet it appears to be appropriate for the inverse problem. 
Expanding the above expression about zero and truncating at first order 303 leads to
where we have used the definition of V to explicitly show the dependence on 
where η is a pseudo-random number drawn from a Gaussian distribution of 345 mean zero and standard deviation δ. The data is then fit as described in 346 Section 4.1. However, the noise in the data precludes the use of the method 347 described for estimating good initial conditions for the solver. Without a 348 smoothing procedure, the difference formulas (22) Fig. 6 . Qualitatively, they exhibit the same 354 behavior as the noise-free error contours (Fig. 3) , yet the magnitude of the 355 error increases, shrinking the range of initial conditions for which the error C. Figure 5 : Error contours when initial substrate concentration, s 0 , is estimated from data. K M and V prediction errors (panels A and B, respectively) are qualitatively the same as those found when s 0 is known a priori. The error in estimating s 0 follows the reactant stationary condition, as well as providing accurate estimates when initial enzyme concentration is high and initial substrate concentration is low. Parameters for the case shown are: (k 1 , k −1 , k cat ) = (1.0, 0.5, 0.5), t obs = 3t s , ω = t obs /100. 
