I. INTRODUCTION 11ECENT progress in integrated circuit (IC) technology has brought out many new aspects to be considered in the logical design of digital networks. One of them is the desirability of implementing a compact network for a given switching function. Conventionally, the cost of a logical network with discrete components has been dominated by the number of gates in that network and consequently the term "a minimal network" has usually meant a network with a minimal number of gates and then, as a secondary objective, with a minimal number of connections, among all possible realizations for a given function [11] [12] [13] [14] [15] . In other words, a minimal network is the one which minimizes the cost function h(G,C) = LG + C, (1.1) where G and C are the numbers of gates and connections Manuscript received June 10, 1974; revised June 3, 1975 in a network, respectively, and L is a sufficiently large positive number.
In the case of networks in medium-scale integration (MSI) or large-scale integration (LSI), however, the cost of a network implemented in IC is determined by many factors, such as the chip area occupied by the network, the number of masks, production yield, production volume, etc. If all the factors other than the chip area are fixed, the cost of a network implemented in IC for a given function f (here f means a switching function to be realized which,
if necessary, has all desired facilities such as diagnosability) usually increases more than linearly as the chip area increases (since a larger chip area usually lowers the yield). Furthermore, the chip area is covered not only by gates but also by connections. Depending on the type of electronic implementation, either the gate area or the connection area is predominant or the two are comparable in terms of chip area.
If gates occupy a larger chip area than connections, as in the case of bipolar LSI (e.g., with TTL or ECL gates), the minimization of the gate area as the first objective and then the minimization of the connection area as the second objective would make the chip area compact. However, if the connections occupy a larger area as in the case of MOS LSI, the minimization of the gate area as the first objective may not be appropriate, but the minimization of the connection area as the first objective would be more appropriate.
Considering these relationships, a reasonable concept of a generalized cost function to be minimized in logical design is introduced in Section II. Then the minimization problem of this cost function can be solved by deriving networks which minimize the number of gates, first, and the number of connections, second; networks which minimize the number of connections, first, and the number of gates, second; and then certain networks which are associated with the above networks.
As a computational example, we find these three types of networks for all switching functions of 3 or less variables in Section III and for some functions of 4 variables in Section IV, assuming that these networks consist of NOR gates only and using the integer programming approach. The production volume, the number of masks, and production yields are fixed (because these factors are pertinent to the production rather than to the logical design).
Then the cost of a network increases more than linearly as the chip area covered by that network increases. So it is economically desirable to minimize the chip area. However, usually it is not obvious how much chip area any given network would occupy, unless the layout of the network on a chip is actually made. Since the layout has many complex topological design restrictions such as those on crossunders, field inversion, and heat dissipation [20] , the actual layout is very tedious and time-consuming. Thus it would be desirable to establish a guideline in deriving a logical network which will yield the most compact network, without trying layouts of many other logical networks. In 6 . When a is a small positive integer, we may get a new network whose configuration is so different from the current one that the total length of connections decreases. We cannot ascertain whether or how often this actually occurs unless we actually try layouts of networks. Even if this actually occurs, it could occur only for small values of 6, because the network size definitely increases if 6 further increases. Therefore, a monotonically increasing function of G and C can express at least the general tendency of the connection area, even if we may have local irregularities for small values of 6.) Therefore, combining the above arguments on gate and connection areas, the chip area covered by a network can be reasonably expressed by a monotonically increasing function of the numbers of gates and connections.
It should be noticed that the reduction in the number of gates or connections yields also other things which indirectly reduce chip area or cost. In the case of TTL networks, each connection goes to a corresponding emitter in some gate, and consequently the number of these emitters is reduced, further reducing chip area. In the case of ECL networks, each connection requires an input transistor in a gate to which the connection goes, and consequently the 894 number of these input transistors is reduced, further reducing chip area. Also in each case of ECL, TTL, or MOS networks, the reduction in the number of gates reduces the power consumption of the entire network, power supply connections, and ground connections, further reducing chip area. Also the reduction in the number of gates, connections, or both improves the production yield, further reducing chip cost.
Integrated injection logic [18] , [19] , [21] 
Generalized Cost Function
Since smaller numbers of gates and connections usually yield a more compact network as discussed above, let us introduce a cost function h (G,C) which is a monotonically increasing function of G and C, where G and C are the numbers of gates and connections, respectively. Then we get the following properties.
Theorem 1: If two networks for a given function which minimize a given monotonically increasing cost function h(G,C) have different pairs, (G1,Ci) and (G2,C2), then there holds either
must hold since h is a monotonically increasing function. This contradicts the notion that the network with (G1,C1) minimizes h. If C1 < C2, we will have a contradiction similarly. Thus G1 G2.
Similarly, if C1 = C2, we will have a contradiction. Thus we must simultaneously have G1 3 G2 and C1 C2.
If G1 < G2 and C1 < C2, h(G1,Cl) < h(G2,C2) must hold since h is a monotonically increasing function. This contradicts the assumption that the network with (G2,C2) minimizes h. Similarly, G1 > G2 and C1 > C2 lead to a contradiction. Thus, the theorem statement holds.
Q.E.D. Corollary 1: The number of pairs, (Gi,Ci)'s, of all the networks which minimize a given monotonically increasing cost function h (G,C) is at most min(Gc -Gg + 1,Cg-Cc + 1).
Corollary 2: If (Gg,Cg) = (Gc,Cc), then all the networks for f which minimize a given monotonically increasing cost function h(G,C) have the same pair, (Gg,Cg).
Because of Corollary 1, the number of pairs of all the networks for f which minimize an h is finite. Since the number of networks with a particular pair is finite, the total number of networks for f which minimize h is finite.
Thus it is possible to list all the networks for f which minimize a generalized cost function h(G,C).
Let us find the relationship between an arbitrary monotonically increasing cost function and a cost function which is a linear function of G and C, i.e., h°(G,C) = AG + BC, where A and B are both positive numbers. This h°(G,C) is a special case of h(G,C).
Definition 1: For a given function f, let us find a network which minimizes AG+BC whereA>>B. Henceforth, the minimization of AG + BC under the relation A >> B will be denoted as GCM (i.e., the number of gates is minimized first and then the number of connections is minimized). Then a solution pair is denoted with (Gg,Cg). Next let us find a network which minimizes AG+BC whereA<<B. Henceforth, the minimization of AG + BC under the relation A << B will be denoted as CGM (i.e., the number of connections is minimized first and then the number of gates is minimized). Then a solution pair is denoted with (GO,C°).
When pairs, (G°,CO) and (G°,C°), are different, Go 5 GO and Cg 5 CO hold simultaneously, as can be easily seen.
Definition 2: Suppose (Go CO) and (G°,CO) are different.
Let S denote the set consisting of the pairs, (Gg,C°) and In conclusion, G,Q = G must hold.
This proves that every pair in S' is also in S. The converse statement can be proved similarly. Therefore S' is identical to S. Q.E.D. Lemma 2: For any network whose (G,C) is not contained in S, there exists a minimal pair (G?,C?) in S such that G > G°,C> Cp orG > Gp C>CC.
Proof: This is obvious from the way of constructing the minimal pairs in S for f, no matter whether we start with Go (i.e., Definition 2) or with Co (i.e., Lemma 1).
Q.E.D. Theorem 2: Given a monotonically increasing function h(G,C), the (G,C) pair of any minimal network under the cost function h(G,C) must be contained in set S.
Proof As can be easily proved, h1 has the same value on any 896 line in plane h1 which is parallel to the line from (G°+ 1,0) to (G°,C°). Similarly, h2 has the same value on any line in plane h2 which is parallel to the line from (0,C°+ 1) to (G°,C°). Also as can be easily seen from the way of deriving the minimal pairs (shown with small circles in Fig. 1 ), the minimal pairs are outside the quadrangle formed by (0,0), (G°,C°), (GC + 1,0), and (0,C°+ 1). Thus, h consisting of h1 and h2 (the part of h1 underneath h2 and the part of h2 underneath h1 are both ignored) is a monotonically increasing function and has a smaller value for (G°,C°) than those for other minimal pairs.
Even if this h is multiplied by an arbitrary positive number, it is still a monotonically increasing function. Thus, there are an infinite number of monotonically increasing functions which are minimized by the pair (G°,C°).
Q.E.D. In passing, let us consider another generalized cost function, i.e., a cost function which is a monotonically nondecreasing function h'(G,C) of G and C, though we will not use it for the rest of this paper. Even a constant number can be such a cost function, i.e., h'(G,C) = (constant), and there are an infinite number of pairs, (G,C)'s which minimize the h'. So generally it is not possible to exhaust all the networks which minimize a monotonically nondecreasing cost function h'.
Theorem 4: Suppose a switching function f and a monotonically nondecreasing cost function h'(G,C) of G and C are given. Then at least some minimal pairs in S minimize the h' (though h' may have other solutions outside S).
Proof: Suppose a network with the pair (Gj,Cj) which minimizes h'(G,C) is found, but (Gj,Cj) is not a minimal pair in S. Because of the way of constructing S, we can always find a minimal pair (G°,C°) in S such that G°< Gj, C°< Cj or G? < Gj, C°< Cj. Since h'(G,C) is a monotonically nondecreasing function, h'(G°C°) < h'(Gj,Cj) must hold. Consequently, (G°,C°) which is a minimal pair in S must also minimize h'(G,C).
Q.E.D.
Solution by Integer Programming
Turning back to the problem of a monotonically increasing cost function, the problem of obtaining the minimal pairs in S can be solved by the logical design procedure based on integer programming [ were obtained under the restriction that fan-in and fan-out equal three, all networks, except the one for the EXCLU-SIVE-OR function, proved also to be minimal networks under no fan-in and fan-out restrictions by the design based on integer programming [4] . It has been known from [12] and [14] that for the three-variable EXCLUSIVE-OR function, the minimal NOR network under GCM which consists of 7 gates and 20 connections, shown in Fig. 2 (a) Fig. 2 (b) . Although neither of the two papers [12] and [14] (1)
The minimal NOR network under GCM contains 7 gates and 20 connections as shown in Fig. 2(a) , whereas the minimal NOR networks under CGM contain 8 gates and 16 connections as shown in Fig. 2(b)-(d) . Since min {G -Go + 1,C-Co + 11 = 2, by Corollary 3, S contains only two minimal pairs, namely, (G°,C°) = (7, 20) and (G°,C°) = (8, 16 ). The set of minimal networks, therefore, contains only 4 networks shown in Fig. 2(a)-(d) . f = X1X2X3 V 91(t2 V X). (2) The minimal NOR network under GCM contains 6 gates and 14 connections as shown in Fig. 3(a) , whereas the minimal NOR network under CGM, contains 7 gates and 12 connections as shown in Fig. 3(b) and (c) . From Corollary 3, min IGO -Go + 1,C°-Co + 11 = min 12,31 = 2, and therefore the set of minimal networks for this function contains only the above three networks with pairs (Gg,C°) = (6, 14) and (G°,c°) = (7, 12 therefore the computation time under CGM is usually much longer than that under GCM. Table I shows the statistics of the computation times and the numbers of backtracks for 13 P-equivalence representative functions of three variables which require at least 12 connections in their minimal networks under CGM. As Table I shows, the computation time is excessively long for minimal networks under CGM, especially for functions requiring a large number of connections. An interesting observation is that the computation time under CGM depends primarily on the number of connections in a minimal network under CGM whereas the computation time under GCM depends primarily on the number of gates in a minimal network under GCM.
IV. MINIMAL NOR NETWORKS FOR SOME FOUR-VARIABLE FUNCTIONS There are 3984 P-equivalence classes of switching functions of four or less variables. 3904 of them are P- OCT 152 (6, 12) 3.23 277 (6, 12) 1.37 71 OCT 207 (7, 12) 10.33 836 (6, 14) 0.80 37 OCT 026 (6, 14) 159.43 13991 (6, 14) 2.20 182 OCT 051 (7, 14) 44,53 3906 (7, 14) . (GO, C") = (7, 12) (c) c c of computation time required for determining minimal networks under CGM for a given function is mainly determined by the number of connections in the corresponding minimal networks. Since the minimal number of connections is not known before the function is actually solved under CGM, it is difficult to estimate the required computation time beforehand. However, the number of connections in a minimal network under GCM gives a very good upper bound. Since computation time needed for determining minimal networks increases rapidly with increase in the sizes of minimal networks (i.e., the number of gates and the number of connections), only the functions requiring five or less gates in their minimal gate networks under GCM were solved under CGM. 1(0,7,8,9,10,11,12,13,14,15) , (Gg,CO) = (5, 15) , (G°,C°) = (7,13);
2) f = 2(0, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15) , (Gg,Cg) = (5, 14) , (G°,CO) = (7, 12) ; and 3) f = E(0, 3, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15) , (G°,CO) = (5,18), (G°,C°) = (7, 16 ).
Since min GO -G + 1,C°-C + 11 > 2 holds in each of the above three cases, the integer programming approach should be used to find other minimal pairs. The only possible minimal pairs are (6, 14) , (6, 13) , and (6, 17) in cases 1), 2), and 3), respectively. But these pairs were found not to exist.2 From these results it is concluded that for all four-variable functions requiring 5 or less gates, the set of S contains at most two (G,C)'s (i.e., (Gg,CO) and (GOC°n)). Some statistics on the computation time in seconds by 2 ILLOD(NOR-B) was used to solve these problems with the minimization of h(G,C) = G + C, instead of using the design procedure based on the implicit enumeration method as mentioned in Step 2 in the procedure at the end of Section II. This was because G9 + Cg = GO + CO = G°+ C°h olds in each of the above three cases, where (G°,CO) is (6,14), (6,13), or (6, 17) .
program ILLOD(NOR-B) on IBM/75J are shown in Table  III . It is again concluded from this table that the computation times under CGM are primarily determined by the number of connections in the minimal networks under CGM, whereas the computation times under GCM depend on the number of gates in the minimal networks under GCM. Another observation is that the computation time increases very rapidly as the number of connections increases. In fact, the computation time increases more rapidly than exponentially as is shown by the last column in Table III , which is the ratio obtained by dividing the average computation time for a given number of connections, C, by the computation time for C -1 connections.
The functions which require fewer connections than their minimal network under GCM are listed in the Appendix along with their minimal networks under the two different minimization criteria. Therefore if we want to have a simple design criterion for compact networks (even though many complex IC implementation restrictions must be yet considered during logical design), conventional design criterion, i.e., the minimization of the number of gates as the primary objective and the minimization of the number of connections as the secondary objective would be reasonable at least in the case of small NOR networks. (These small networks are the practical case where the minimization is feasible since the minimization is usually not possible in the case of large networks anyway. In practice, large networks, if we want to minimize, must be decomposed into small networks of manageable size.) This is a useful conclusion since the conventional design criterion, i.e., GCM, is much easier to use and less time-consuming than CGM. Although there may be some exceptions to this general tendency, such exceptions would not occur very often; and, even if they occur, the deviation of the chip area of designed networks from this tendency would not be large. Of course a solid conclusion could be obtained only after the accumulation of empirical observations by actual layouts.
When many connections run over gate areas, the above conclusion is further strengthened. Also the fact that the elimination of a gate eliminates the power supply and ground connections and also a load MOSFET strengthens the above conclusion (this is true particularly in the case of MOS. A load MOSFET occupies a larger area than a driver MOSFET in the case of static MOS. Clock supply connections are eliminated in the case of dynamic MOS).
Another interesting observation is that, for each of the functions whose (Gg,Cg) and (Gc,Cc) are different, the number of different minimal networks under CGM tends to be greater than that under GCM. This is true for the two functions of three variables and for 9 out of the 26 functions of 4 Table   IV. 902
