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LIFTABLE PAIRS OF ADJOINT MONOIDAL FUNCTORS AND
PRE-RIGIDITY
ALESSANDRO ARDIZZONI, ISAR GOYVAERTS, AND CLAUDIA MENINI
Abstract. Let A and B be monoidal categories and let (L : B → A, R : A → B) be a pair of
adjoint functors. Supposing that R is moreover a lax monoidal functor (or, equivalently, that
L is colax monoidal), R induces a functor R : Alg(A) → Alg(B) and L colifts to a functor
L : Coalg(B) → Coalg(A), as is well-known. An adjoint pair of such functors (L,R) is called
liftable if the functor R has a left adjoint and if the functor L has a right adjoint.
A pleasing fact is that, when A and B are moreover endowed with a braiding, a liftable pair of
functors as above gives rise to an adjunction
Bialg(A)
R //
Bialg(B)
L
oo ,
provided R is braided with respect to the braidings of A and B.
In this note, sufficient conditions on the category A for R to possess a left adjoint, are given.
Furthermore, it is shown that a so-called pre-rigid braided monoidal category C always allows for
a liftable pair of adjoint functors ((−)∗ : C → Cop, (−)∗ : Cop → C) provided (−)∗ has an adjoint.
We apply our results taking C to be the category of vector spaces graded by an abelian group G.
The lifted adjunction mentioned above is explicitly described and provides a G-graded version
of Sweedler’s classical finite dual construction.
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Introduction
LetA and B be monoidal categories and let (L : B → A, R : A → B) be a pair of adjoint functors.
It is well-known that, if L can be endowed with the structure of a colax monoidal functor, then R
becomes a lax monoidal functor, and the other way around. Letting (R, φ2, φ0) : A → B now be a
lax monoidal functor, R induces a functor R : Alg(A)→ Alg(B) between the respective categories
of algebra objects. Dually, a colax monoidal functor (L,ψ2, ψ0) : B → A colifts to a functor
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L : Coalg(B)→ Coalg(A) between the respective categories of coalgebra objects.
In the article [GV], an adjoint pair of functors (L,R) between monoidal categories A and B such
that R is a lax monoidal functor (or, equivalently, L is colax monoidal) is called liftable if the
functor R has a left adjoint and if the functor L has a right adjoint. If A and B come both
endowed with a braiding, it is shown in loc. cit. that such a liftable pair of functors (L,R) gives
rise to an adjunction between the respective categories of bialgebra objects
Bialg(A)
R //
Bialg(B)
L
oo
provided the functor R enjoys the property of being braided with respect to the braidings of A
and B (cf. [GV, Theorem 2.7]).
A prototypical example of a liftable pair of functors is obtained by taking B to be the symmetric
strict monoidal category of k-vector spaces (k a field) where the symmetry is just the twist. Putting
A to be the dual category of B and taking the vector space dual X∗ = Homk(X, k), one obtains a
(covariant) adjunction
A
R=(−)∗ // B.
L=(−)∗
oo
The functor R satisfies the necessary conditions to induce a functor R : Alg(A)→ Alg(B). Explic-
itly, one obtains that R is the well-known functor that computes the dual algebra of a k-coalgebra
(remark that the functor L : Coalg(B) → Coalg(A) is exactly the same functor). A left adjoint
for R is given by the functor that assigns the so-called finite dual coalgebra A◦ to a k-algebra A;
this construction is originally due to Sweedler, see [Sw]. Noticing that the very same construction
provides a right adjoint for the functor L, one obtains that the pair (L,R) is indeed liftable and,
applying the above-cited theorem, one recovers the result that the finite dual induces an auto-
adjunction on the category of k-bialgebras (cf. [Ab, page 87], for instance).
Now, Sweedler’s finite dual is an important tool in the theory of bialgebras and Hopf algebras
over a field. Generalizations of this construction have been studied by different authors, see
[AGW, CN, Po3]. In the recent paper [PS], it is shown that the left adjoint to the dual alge-
bra functor, which exists over arbitrary rings, shares a number of properties with Sweedler’s finite
dual over a field. Nonetheless, the requirement that it should map Hopf algebras to Hopf algebras
needs an extra assumption. Indeed, when k is taken to be a commutative ring instead of a field,
it is proven that, while the left adjoint of the dual algebra functor on the category of k-bialgebras
still always has a right adjoint, this dual adjunction can be restricted to a dual adjunction on the
category of k-Hopf algebras provided that k is noetherian and absolutely flat.
The motivation of the present article is to find a setting where the liftability assumption can be
proved to hold. In Corollary 3.8, we show that a so-called pre-rigid braided monoidal category C
always allows for a liftable pair of adjoint functors ((−)∗ : C → Cop, (−)∗ : Cop → C) provided (−)∗
has an adjoint. When considering C to be the category of vector spaces graded by an abelian
group G, the lifted adjunction between bialgebras in C can be explicitly described and provides a
G-graded version of Sweedler’s classical finite dual construction. Let us sketch in more detail how
we address this issue here.
We first notice that for a lax monoidal functor R -possessing a left adjoint L- between monoidal
categories A and B, R does not need to have a left adjoint, a priori: an example of such a functor
R is given in Remark 1.3.
In section 2, we present sufficient conditions for R to possess a left adjoint, provided some extra
conditions on the categoryA hold (cf. Corollary 2.4). This is obtained by slightly improving results
by Dubuc ([Du1],[Du2]) and by Tambara [Ta]. An advantage of our treatment in this section is
the fact that the construction of the adjoint L can be given explicitly by means of the coequalizers
in Alg(A).
In order to find meaningful examples of situations where L would have a right adjoint too, we
adopt a different strategy in section 3 by restricting our attention to pre-rigid braided monoidal
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categories. A braided monoidal category C is called pre-rigid if for every object X there exists an
object X∗ and a morphism evX : X
∗ ⊗X → 1 such that the map
HomC (T,X
∗)→ HomC (T ⊗X,1) : u 7→ evX ◦ (u⊗X)
is bijective for every object T in C. For example, any braided, (right) closed monoidal category is
automatically pre-rigid, see Proposition 3.2 (the converse is not true, see Example 3.3). It turns
out, see Corollary 3.8, that in this framework, whenever the functor (−)∗ (here (−)∗ : Cop → C)
has a left adjoint, then the adjunction ((−)∗, (−)∗) is liftable. In this respect, we note that all
the categories occurring in the examples from [GV] are actually pre-rigid symmetric monoidal
categories, but in loc.cit. the liftability condition is shown to hold by rather ad-hoc methods in all
of these examples. It is our purpose here to treat the case of generic pre-rigid braided monoidal
categories in a more systematic way; Corollaries 3.9 and 3.10 summarize this treatment. More
explicitly, in Corollaries 3.9 we present conditions guaranteeing that (−)∗ has a left adjoint, while
in Corollary 3.10 we find a result in the spirit of [PS, Proposition 8] in the setting of pre-rigid
monoidal categories.
Finally, in section 4 we present concrete instances in which the earlier-developed material can be
applied. For instance, when C is taken to be the category of vector spaces graded by an abelian
group G, our theory gives rise to auto-adjunctions on the categories of bialgebras “colored” by G.
As a consequence of computations carried out in a slightly more general setting in 4.12, the lifted
functors in this example can be described explicitly, see Example 4.14. The paper concludes with
hinting at why one could expect that explicit descriptions as in Example 4.14 could be carried out,
more generally, for the category of comodules over a coquasi-bialgebra.
We begin our exposition with a section which recalls some known notions and results (apart from
1.3, which seems to be new).
1. Preliminaries and first results
Some notational conventions. When X is an object in a category C, we will denote the identity
morphism on X by 1X or X for short. For categories C and D, a functor F : C → D will be the
name for a covariant functor; it will only be a contravariant one if it is explicitly mentioned. By idC
we denote the identity functor on C. For any functor F : C → D, we denote IdF (or sometimes -in
order to lighten notation in some computations- just F , if the context does not allow for confusion)
the natural transformation defined by IdFX = 1FX .
Let C be a category. Denote by Cop the opposite category of C. Using the notation of [Pa1, page
12], an object X and a morphism f : X → Y in C will be denoted by Xop and fop : Y op → Xop
when regarded as object and morphism in Cop.
Throughout the paper, we will work in the setting of monoidal categories. With respect to the
material presented in section 3, it is useful to recall the following notation. Let (M,⊗,1, a, l, r) be
a monoidal category. Following [SR, 0.1.4, 1.4], we have that Mop is also monoidal, the monoidal
structure being given by
X
op
⊗ Y
op
:= (X ⊗ Y )
op
, the unit is 1op
aXop ,Y op ,Zop :=
Ä
a−1X,Y,Z
äop
,
lXop :=
(
l−1X
)op
, rXop :=
(
r−1X
)op
.
If M is moreover braided (with braiding c), then so is Mop, the braiding being given by
cXop ,Y op :=
Ä
c−1X,Y
äop
.
As already mentioned, in this note we will operate within the framework of monoidal categories,
which will be assumed to be strict from now on (unless explicitly stated). By Mac Lane’s Coherence
Theorem, this does not impose restrictions on the obtained results. We will moreover consider
braided and (pre)additive monoidal categories. A basic reference for these notions is [McL], for
instance.
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1.1. Recall (see e.g. [AM, Definition 3.1]) that a functor F : A → B between monoidal categories
(A,⊗,1A) and (B,⊗
′,1B) is said to be a lax monoidal functor if it comes equipped with a fam-
ily of natural morphisms φ2(X,Y ) : F (X) ⊗
′ F (Y ) → F (X ⊗ Y ), X,Y ∈ A and a B-morphism
φ0 : 1B → F (1A), satisfying the known suitable compatibility conditions with respect to the
associativity and unit constraints of A and B. Moreover, (F, φ0, φ2) is called strong if φ0 is an
isomorphism and φ2(X,Y ) is a natural isomorphism for any objects X,Y ∈ A. Dually, colax
monoidal functors are defined (cf. [AM, Definition 3.1]).
In view of [AM, Proposition 3.7], given a lax monoidal functor (F, φ2, φ0), then (F
op, φop2 , φ
op
0 ) is
a colax monoidal functor, where we set φop2 (X
op, Y op) := φ2(X,Y )
op.
Let (L : B → A, R : A → B) be an adjunction with unit η and counit ǫ. By [AM, Proposition
3.84], if (L,ψ2, ψ0) is a colax monoidal functor, then (R, φ2, φ0) is a lax monoidal functor where,
for every X,Y ∈ A,
φ2 (X,Y ) =
Å
RX ⊗RY
η(RX⊗RY )
−−−−−−−→ RL (RX ⊗RY )
Rψ2(RX,RY )
−−−−−−−−−→ R (LRX ⊗ LRY )
R(ǫX⊗ǫY )
−−−−−−−→ R (X ⊗ Y )
ã
,
(1)
φ0 =
(
1B
η1B−−→ RL (1B)
Rψ0
−−−→ R (1A)
)
.(2)
Conversely, if (R, φ2, φ0) is a lax monoidal functor, then (L,ψ2, ψ0) is a colax monoidal functor
where, for every X,Y ∈ B
ψ2 (X,Y ) :=
Å
L (X ⊗ Y )
L(ηX⊗ηY )
−−−−−−−→ L (RLX ⊗ RLY )
Lφ2(LX,LY )
−−−−−−−−→ LR (LX ⊗ LY )
ǫ(LX⊗LY )
−−−−−−→ LX ⊗ LY
ã
,
(3)
ψ0 =
(
L (1B)
Lφ0
−−→ LR (1A)
ǫ1A−−→ 1A
)
.(4)
Let (R, φ2, φ0) : A → B be a lax monoidal functor. It is well-known that R induces a functor
R := Alg(R) : Alg(A)→ Alg(B) such that the diagram on the right-hand side in (5) commutes (cf.
[Ben, Proposition 6.1, page 52]; see also [AM, Proposition 3.29]). Explicitly,
R (A,m, u) =
Å
RA,RA⊗RA
φ2(A,A)
−−−−−→ R (A⊗A)
Rm
−−→ RA,1B
φ0
−→ R1A
Ru
−−→ RA
ã
Dually, a colax monoidal functor (L,ψ2, ψ0) : B → A colifts to a functor L := Coalg(L) :
Coalg(B)→ Coalg(A) such that the diagram on the left-hand side in (5) commutes. Explicitly,
L (C,∆, ε) =
Å
LC,LC
L∆
−→ L (C ⊗ C)
ψ2(C,C)
−−−−−→ LC ⊗ LC,LC
Lε
−−→ L1B
ψ0
−−→ 1A
ã
The vertical arrows in the two diagrams below are the obvious forgetful functors.
(5)
Coalg(B)
✵
′=✵B

L // Coalg(A)
✵=✵A

B
L // A
Alg(A)
Ω=ΩA

R // Alg(B)
Ω′=ΩB

A
R // B
Definition 1.2 ([GV, Definition 2.3]). Let A and B be monoidal categories and let R : A → B
be a lax monoidal functor having a left adjoint L. By the argument above, we can consider the
functors R and L. The pair (L,R) is called liftable if the functor R has a left adjoint L and if the
functor L has a right adjoint R.
We now proceed by presenting an example of a lax monoidal functor R between monoidal
categories that has a left adjoint L, but for which R does not have a left adjoint.
Example 1.3. Let k be a field and set S := k[X](X2) . Denote by Vec
f the category of finite-dimensional
vector spaces over k and consider the functor Rf : Vecf → Vecf : V 7→ S⊗kV .
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Note that the functor Rf has a left adjoint Lf , where Lf (V ) = S∗⊗kV. As S is a (finite-
dimensional) k-algebra, the functor Rf is lax monoidal so that it induces a functor Rf : Algf →
Algf , where we used the notation Algf = Alg
Ä
Vecf
ä
for the category of finite-dimensional k-
algebras. Our aim is to check that Rf has no left adjoint.
To this end, suppose that there is a left adjoint Lf of Rf and denote by ηf and ǫf the corresponding
unit and counit. Consider the functor R : Vec→ Vec : V 7→ S⊗kV. This functor has a left adjoint
L and induces a functor R : Alg → Alg. By a result of Tambara (cf. [Ta, Remark 1.5]), this functor
has a left adjoint L with unit and counit η and ǫ. By the very construction in Tambara’s Remark
(cited above), one actually has
L (S) = a (S, S) = k {X,Y } /
(
X2, XY + Y X
)
.
Notice that this algebra is not finite-dimensional. Consider the forgetful functor Λ : Algf → Alg.
Clearly Λ ◦Rf = R ◦ Λ, Set
ζ :=
Ä
ǫ
ΛLf
◦ LΛηf
ä
S
: LΛ (S)→ ΛLf (S) .
Consider the following data
• πn : L (S) =
k{X,Y }
(X2,XY+Y X) −→
k[Y ]
(Y n) : X 7→ 0;Y 7→ Y .
• ξn,n+1 :
k[Y ]
(Y n+1) −→
k[Y ]
(Y n) : Y 7→ Y and ξn : k [[Y ]]→
k[Y ]
(Y n) :
∑∞
i=0 kiY
i 7→
∑n−1
i=0 kiY
i
so that
ξn,n+1 ◦ ξn+1 = ξn.
• jn := (S ⊗ πn) ◦ ηS = R (πn) ◦ ηS : S → S ⊗
k[Y ]
(Y n) .
Since the domain and codomain of jn are in Alg
f , there is jfn ∈ Alg
f
Ä
S,Rf
Ä
k[Y ]
(Y n)
ää
such that
Λ
(
jfn
)
= jn.
Also, since Algf
Ä
S,Rf
Ä
k[Y ]
(Y n)
ää
∼= Algf
Ä
Lf (S) , k[Y ](Y n)
ä
, there is βn ∈ Alg
f
Ä
Lf (S) , k[Y ](Y n)
ä
de-
fined by βn = ǫf k[Y ]/(Y n) ◦ Lf
(
jfn
)
. One can then verify that
Λβn ◦ ζ = πn.
One also computes that
ξn,n+1 ◦ βn+1 = ǫfk[Y ]/(Y n) ◦ Lf
Ä
Rf (ξn,n+1) ◦ j
f
n+1
ä
.
and
Λ
Ä
Rf (ξn,n+1) ◦ j
f
n+1
ä
= jn = Λ
(
jfn
)
so that Rf (ξn,n+1) ◦ j
f
n+1 = j
f
n and hence
ξn,n+1 ◦ βn+1 = ǫf k[Y ]/(Y n) ◦ Lf
Ä
Rf (ξn,n+1) ◦ j
f
n+1
ä
= ǫfk[Y ]/(Y n) ◦ Lf
(
jfn
)
= βn.
Since
Ä
k [[Y ]] , (ξn)
n∈N
ä
is the inverse limit of
Ä
k[Y ]
(Y n) , ξn,n+1
ä
n∈N
, there exists β ∈ Alg
Ä
ΛLf (S) , k [[Y ]]
ä
such that ξn ◦ β = Λ (βn) .
Finally, consider
α :=
Å
k [Y ]
γ
→֒
k {X,Y }
(X2, XY + Y X)
= LΛ(S)
ζ
→ ΛLf (S)
ã
.
Let us now check that β ◦ α is the canonical injection τ : k [Y ] →֒ k [[Y ]]. Since we have proved
that Λβn ◦ ζ = πn, we get
ξn ◦ β ◦ α = Λ(βn) ◦ α = Λ(βn) ◦ ζ ◦ γ = πn ◦ γ = ξn ◦ τ.
Thus ξn ◦ β ◦ α = ξn ◦ τ for each n ∈ N. Hence β ◦ α = τ . So α is injective and we obtain that
ΛLf (S) is not finite-dimensional. This is a contradiction.
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1.4. Let A and B now be braided monoidal categories and let R : A → B be a braided lax monoidal
functor having a left adjoint L. By [AM, Proposition 3.80], the functor R is lax monoidal too.
Explicitly, the lax monoidal functors (R, φ2, φ0) and (R, φ2, φ0) are connected by the following
equalities, for every A = (A,mA, uA) , B = (B,mB, uB) ∈ Alg(A)
(6) (ΩB)R = R (ΩA) , (ΩB)φ2
(
A,B
)
= φ2 (A,B) , (ΩB)φ0 = φ0.
In the above situation -see [AM, Proposition 3.85] e.g.- L is a braided colax monoidal functor and
one shows in a similar fashion that L is colax monoidal. The colax monoidal functors (L,ψ2, ψ0) and
(L,ψ
2
, ψ
0
) are connected by the following equalities for every C = (C,∆C , εC) , D = (D,∆D, εD) ∈
Coalg(B)
(7) (✵A)L = L (✵B) , (✵A)ψ2 (C,D) = ψ2 (C,D) , (✵A)ψ0 = ψ0.
As Example 1.3 shows, a pair (L,R), where R : A → B is a (braided) lax monoidal functor between
(braided) monoidal categories A and B, having a left adjoint L, needs not to be liftable, a priori.
But, in case A and B are braided monoidal categories and R : A → B is a braided lax monoidal
functor having a left adjoint L such that the pair (L,R) is liftable, then, by [GV, Lemma 2.4 and
Theorem 2.7], there is an adjunction
(
L,R
)
that fits into the following commutative diagrams (and
explains the choice of the -perhaps somewhat fuzzy- term ’liftable’)
(8) Bialg(B)
✵′

L // Bialg(A)
✵′

Alg(B)
L // Alg(A)
Bialg(A)
Ω

R // Bialg(B)
Ω′

Coalg(A)
R // Coalg(B)
In this diagram, all vertical arrows are forgetful functors. Note that one has, more explicitly, that
L = (L) and R = (R).
Remark 1.5. Before getting started with the sufficient condition for L to exist, as aimed at in
the Introduction to this paper, it seems opportune to mention some related work, recently carried
by Porst and Street in [PS]. In particular, the material from the last section of the present article
bears quite some resemblance to their theory.
In Section 2 of loc. cit., the authors assume R to admit a left adjoint L and are concerned with
investigating which of the properties of Sweedler’s finite dual functor (−)◦ might be shared by L.
We note that they also use a notion of “liftability” (Definition 14 in loc. cit.) which does not
coincide with the notion of a liftable pair of functors as in Definition 1.2 here above.
It is also instructive to remark that, in Section 2.3.2 of [PS], the authors study symmetric monoidal
functors, obtaining the following result (item 1 of Proposition 33 in their article). Let A and B
be symmetric monoidal closed categories and R : A → B be a symmetric lax monoidal functor
having a left adjoint L such that R has a left adjoint. Assuming that B is locally presentable,
L : Bialg(B)→ Bialg(A) has a right adjoint.
2. An approach to a result by Tambara, inspired by Dubuc
In this section, we provide sufficient conditions (Corollary 2.4 together with Proposition 2.5)
for R to have a left adjoint. Under relatively mild assumptions, this is obtained by considering a
result by Dubuc ([Du1] and [Du2]) and by using it to provide a result in the spirit of Tambara’s,
see [Ta].
Let us compare the following two diagrams.
Alg(A)
idAlg(A) //
R

Alg(A)
RΩ

Alg(B)
Ω′
// B
TL
OO
A
idA //
K

A
R

QB
U
// B
L
OO
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• The diagram on the left-hand side. Here A and B are monoidal categories and it
is assumed that the functor Ω : Alg(A) → A has a left adjoint T . Also, R : A → B is
supposed to be a lax monoidal functor having a left adjoint.
If we are moreover given that A has colimits and the tensor product commutes with them,
[Ta, Remark 1.5] states that R has a left adjoint, too. However, we note that Tambara
does not provide any indication of proof for this statement.
• The diagram on the right-hand side. Here we are in the setting of Theorem [Du1,
Theorem 1] (see also [Du2, Theorem A.1]) where, in case the category A has coequalizers
of reflexive pairs of morphisms, the functor K has a left adjoint.
Thus, although Ω′ : Alg(B) → B (as above) is neither right adjoint nor monadic (unless B has
denumerable coproducts and they are preserved by the tensor products, cf. [AMe, Theorem A.6]),
it is still possible to produce a left adjoint for R like in the diagram on the right-hand side, where
U is both a right adjoint and monadic. Moreover, on the right-hand side, just the existence of
coequalizers of reflexive pairs of morphisms is required; we do not necessarily impose the existence
of colimits here.
Inspired by Dubuc’s work, we now present a result in the spirit of Tambara’s. Note that there is
no requirement on Ω here (no monadicity, neither left adjoint). We do, however, require that A
has all coequalizers (and not just those of reflexive pair of morphisms).
Proposition 2.1. Consider the following diagram
A
idA //
K

A
R

Alg(B)
Λ
OO
Ω
// B
L
OO
where B is a monoidal category, ΩK = R and (L,R) is an adjunction with unit η and counit ǫ.
If the category A has coequalizers, then the functor K has a left adjoint Λ. Moreover, given an
algebra B := (B,mB, uB) in B we can write KLB in the form (RLB,mRLB, uRLB) and, if we set
κ = ǫΛ ◦ LΩη, we have that
(
ΛB, κB : LB → ΛB
)
is a colimit for
(9) L(B ⊗B)
LmB //
ǫLB◦LmRLB◦L(ηB⊗ηB)
// LB L1
LuBoo
ǫLB◦LuRLB
oo .
Proof. Let B := (B,mB, uB) be an algebra in B. From ΩK = R, we can write KLB in the
form (RLB,mRLB, uRLB) . By hypothesis, the diagram (9) has a colimit
(
ΛB, πB : LB → ΛB
)
(it is obtained by taking the coequalizer
(
Λ′B, π′B : LB → Λ
′B
)
of the left-hand side pair and
then computing the coequalizer of the pair
(
π′B ◦ LuB, π
′
B ◦ ǫLB ◦ LuRLB
)
). Let f : B → E be a
morphism in Alg(B). Then
LΩf ◦ ǫLB ◦ LmRLB ◦ L (ηB ⊗ ηB) = ǫLE ◦ LRLΩf ◦ LmRLB ◦ L (ηB ⊗ ηB)
= ǫLE ◦ L [ΩKLΩf ◦mRLB ◦ (ηB ⊗ ηB)]
= ǫLE ◦ L [mRLE ◦ (RLΩf ⊗RLΩf) ◦ (ηB ⊗ ηB)]
= ǫLE ◦ LmRLE ◦ L (ηE ⊗ ηE) ◦ L (Ωf ⊗ Ωf) ,
LΩf ◦ LmB = L (Ωf ◦mB) = L (mE ◦ (Ωf ⊗ Ωf)) = LmE ◦ L (Ωf ⊗ Ωf) ,
LΩf ◦ ǫLB ◦ LuRLB = ǫLE ◦ LRLΩf ◦ LuRLB = ǫLE ◦ L (ΩKLΩf ◦ uRLB) = ǫLE ◦ LuRLE,
LΩf ◦ LuB = L (Ωf ◦ uB) = LuE
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so that the following diagram serially commutes.
L(B ⊗B)
L(Ωf⊗Ωf)

LmB //
ǫLB◦LmRLB◦L(ηB⊗ηB)
// LB
L(Ωf)

L1
IdL1

LuBoo
ǫLB◦LuRLB
oo
L(E ⊗ E)
LmE //
ǫLE◦LmRLE◦L(ηE⊗ηE)
// LE L1
LuEoo
ǫLE◦LuRLE
oo
.
As a consequence, there is a unique morphism Λf : ΛB → ΛE such that
(10) Λf ◦ πB = πE ◦ LΩf.
Since πB is an epimorphism, one easily checks that Λ (f ◦ f
′) = Λf ◦ Λf ′ for all morphisms f, f ′
in Alg(B) that can be composed. We thus get a functor Λ : Alg(B)→ A. Let us check that (Λ,K)
is an adjunction. For every A ∈ A, consider the diagram (9) for B = KA (hence B = RA) i.e.
L(RA⊗RA)
LmRA //
ǫLRA◦LmRLRA◦L(ηRA⊗ηRA)
// LRA L1
LuRAoo
ǫLRA◦LuRLRA
oo .
Then it is easily verified that ǫA ◦ (ǫLRA ◦ LmRLRA ◦ L (ηRA ⊗ ηRA)) = ǫA ◦ LmRA and that
ǫA ◦ (ǫLRA ◦ LuRLB) = ǫA ◦ LuRA, so there exists a unique morphism ǫA : ΛKA→ A such that
ǫA ◦ πKA = ǫA.
If h : A→ A′ is a morphism in A, we have
ǫA′ ◦ ΛKh ◦ πKA
(10)
= ǫA′ ◦ πKA′ ◦ LΩKh = ǫA′ ◦ LRh = h ◦ ǫA = h ◦ ǫA ◦ πKA
and hence ǫA′ ◦ ΛKh = h ◦ ǫA which means that ǫ− is natural in the lower argument. We have
RπB ◦ ηB ◦mB = R
(
πB ◦ LmB
)
◦ η(B⊗B) = R
[
πB ◦ ǫLB ◦ LmRLB ◦ L (ηB ⊗ ηB)
]
◦ η(B⊗B)
= R
[
ǫΛB ◦ LRπB ◦ LmRLB ◦ L (ηB ⊗ ηB)
]
◦ η(B⊗B)
= RǫΛB ◦ ηRΛB ◦RπB ◦mRLB ◦ (ηB ⊗ ηB)
= RπB ◦mRLB ◦ (ηB ⊗ ηB)
= mRΛB ◦
(
RπB ⊗RπB
)
◦ (ηB ⊗ ηB) ,
RπB ◦ ηB ◦ uB = R
(
πB ◦RLuB
)
◦ η1 = R
(
πB ◦ ǫLB ◦ LuRLB
)
◦ η1
= RπB ◦RǫLB ◦ ηRLB ◦ uRLB = ΩKπB ◦ uRLB = uRΛB
so that RπB ◦ ηB induces an algebra map ηB : B → KΛB such that
ΩηB = RπB ◦ ηB.
Given a morphism f : B → E in Alg(B), we get
Ω
(
ηE ◦ f
)
= RπE ◦ ηE ◦ Ωf = R
(
πE ◦ LΩf
)
◦ ηB
(10)
= R
(
Λf ◦ πB
)
◦ ηB = RΛf ◦ ΩηB = Ω
(
KΛf ◦ ηB
)
and hence ηE ◦ f = KΛf ◦ ηB which means that η− is natural in the lower argument. We have
that
ǫΛB ◦ ΛηB ◦ πB
(10)
= ǫΛB ◦ πKΛB ◦ LΩηB = ǫΛB ◦ L
(
RπB ◦ ηB
)
= πB ◦ ǫLB ◦ LηB = πB ,
so that ǫΛB ◦ ΛηB = IdΛB . Moreover,
Ω (KǫA ◦ ηKA) = RǫA ◦ ΩηKA = RǫA ◦RπKA ◦ ηRA = RǫA ◦ ηRA = IdRA = ΩIdKA.
Since Ω is faithful, we get that KǫA ◦ ηKA = IdKA. We compute
κB = ǫΛB ◦ LΩηB = ǫΛB ◦ LRπB ◦ LηB = πB ◦ ǫLB ◦ LηB = πB.
Thus
(
ΛB, κB : LB → ΛB
)
is a colimit for (9). 
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Remark 2.2. We already observed that, if R : A → B is a lax monoidal functor having a left
adjoint and if A has colimits and the tensor product commutes with them, then R is a right adjoint
too. It can be shown that the pair
L(B ⊗B)
LmB //
ǫLB◦LmRLB◦L(ηB⊗ηB)
// LB
is reflexive if we assume that η1 : 1→ RL1 is multiplicative.
Lemma 2.3. Let S be a set whose cardinality is at least 2 and let A be a category with coproducts
of all families of objects indexed by S. Then A has coequalizers if and only if it has coequalizers
of reflexive pairs of morphisms. Let F be an endofunctor of A which preserves coproducts of all
families of objects indexed by S. The F preserves coequalizers if and only if it preserves coequalizers
of reflexive pairs of morphisms.
Proof. Assume that A has coequalizers of reflexive pair of morphisms. Let f, g : X → Y be
morphisms in A. Fix s ∈ S. For i ∈ S, define the family (Xi, fi, gi) by putting Xs := X, fs :=
f, gs = g for i = s and Xi = Y, fi := 1Y = gi for every i 6= s. The codiagonal morphisms
∇ (fi)i∈S ,∇ (gi)i∈S :
∐
i∈S Xi → Y give a reflexive pair
(
∇ (fi)i∈S ,∇ (gi)i∈S
)
. In fact, since S has
cardinality at least 2, there exists w ∈ S with w 6= s so that ∇ (fi)i∈S ◦ iw = 1Y = ∇ (gi)i∈S ◦ iw.
Consider the coequalizer (C, π : Y → C) of this pair. Here iw : Xω →
∐
i∈S Xi denotes the
canonical injection. Given a morphism ζ : Y → Z, we have that ζ ◦ ∇ (fi)i∈S = ζ ◦ ∇ (gi)i∈S if
and only if ζ ◦ f = ζ ◦ g . Thus (C, π : Y → C) is also a coequalizer for the pair (f, g).
Assume that F preserves coequalizers of reflexive pairs of morphisms. Then, by applying F to
the coequalizer
∐
i∈S Xi
∇(fi)i∈S //
∇(gi)i∈S
// Y
π // C
and since F preserves the coproduct involved, we get the coequalizer
∐
i∈S FXi
∇(Ffi)i∈S //
∇(Fgi)i∈S
// FY
Fπ // FC .
Now, given a morphism ξ : FY → W we have that ξ ◦ ∇ (Ffi)i∈S = ξ ◦ ∇ (Fgi)i∈S if and only if
ξ ◦Ff = ξ ◦Fg so that (FC, Fπ) is also a coequalizer for the pair (Ff, Fg) and hence F preserves
the coequalizer of the pair (f, g) .
The other implications are obvious. 
We obtain the following corollary, which provides a sufficient condition for R to have a left
adjoint.
Corollary 2.4. Let A and B be monoidal categories and let R : A → B be a lax monoidal functor
with a left adjoint L. Assume that the functor Ω : Alg(A) → A has a left adjoint T . Assume that
Alg(A) has coequalizers. Then R : Alg(A)→ Alg(B) has a left adjoint L.
Proof. Consider the following diagram
Alg(A)
idAlg(A) //
R

Alg(A)
RΩ

Alg(B)
Ω′
// B
TL
OO
where Ω′R = RΩ. The conclusion follows by Proposition 2.1, once observed that Alg(A) has
coequalizers of all pairs. 
The next result collects sufficient conditions for Corollary 2.4 to be applied. In particular, using
Proposition 2.5(2), we recover [Ta, Remark 1.5] in a slightly more general form.
10 ALESSANDRO ARDIZZONI, ISAR GOYVAERTS, AND CLAUDIA MENINI
Proposition 2.5. For a monoidal category A, the category Alg(A) has coequalizers in any of the
following cases.
(1) A has binary coproducts, coequalizers of reflexive pairs of morphisms such that both of them
are preserved by the tensor products.
(2) A has denumerable coproducts, coequalizers of reflexive pairs of morphisms such that both
of them are preserved by the tensor products.
(3) Alg(A) is complete, well-powered and it has a cogenerating family.
Moreover, if either (2) or (3) holds, then the functor Ω : Alg(A)→ A has a left adjoint T .
Proof. Assume that either (1) or (2) holds. Then, by Lemma 2.3, we have that A has all coequaliz-
ers and that they are preserved by the tensor products. Thus, Alg(A) has coequalizers too (see e.g.
[AEM, Proposition 2.1.5.]). Moreover, if (2) holds, by [McL, Theorem 2, page 172], the functor
Ω : Alg(A)→ A has a left adjoint T.
Assume that (3) holds. By [Bo, Proposition 3.3.8], the category Alg(A) is cocomplete. In
particular, Alg(A) has coequalizers. Moreover, since Ω creates limits (cf. [Pa3, Proposition 2.5]),
it also preserves them so that by the special adjoint functor theorem (cf. [Bo, Theorem 3.3.4]) it
has a left adjoint T . 
Remark 2.6. By Corollary 2.4 and Proposition 2.5, one gets that R : Alg(A) → Alg(B) has a
left adjoint L. We point out that, using the condition in Proposition 2.5(2), the existence of L
could also be obtained, by applying the special adjoint functor theorem to R : Alg(A) → Alg(B)
once proved that R preserves limits. This follows from the fact that the right adjoint Ω′R = RΩ
preserves limits and the forgetful functor Ω′ : Alg(B) → B creates limits. The advantage of the
first proof we gave above is the fact that the construction of the adjoint L can be given explicitly
by means of the coequalizers in Alg(A) as it traces back to Proposition 2.1.
Example 2.7. Let k be a commutative ring. Let A be the opposite of the category k-Mod.
Thus Alg(A) is the opposite of the category k-Coalg = Coalg(k-Mod) of k-coalgebras and their
morphisms. By the proof of [Ba, Theorem 4.1], the category Alg(A) is complete, well-powered and
it has a cogenerating family. Thus Proposition 2.5(3) applies. On the other hand, note that the
coequalizers of reflexive pairs are not preserved by the tensor products in A because the tensor
over k is not left exact in general. Thus Proposition neither (1) or (2) in 2.5 can be applied in this
setting.
Remark 2.8. Consider the functor Rf : Vecf → Vecf as in Example 1.3. Note that its domain
Vecf has binary coproducts, coequalizers of reflexive pairs of morphisms and that both of them are
preserved by the tensor product. Thus we are in the setting of Proposition 2.5(1). Since, by the
foregoing, the functor Rf has no left adjoint, in view of Corollary 2.4 (applied to A = B = Vecf )
we deduce that the forgetful functor Ωf : Algf → Vecf has no left adjoint.
Remark 2.9. In the setting of the Proposition 2.5(2) we observe that, in case a “dual argument”
were applicable, L would have a right adjoint. However, we equally notice that it is not natural to
ask that the tensor product preserves denumerable products, as in almost any monoidal category
of interest this property fails to hold (this phenomenon is already occurring in the case of vector
spaces, as the example below shows).
Indeed, letting A be the monoidal category of k-vector spaces, take e.g. V = k[X ] and consider
f : kN ⊗ V → V N : (si)i∈N ⊗ v → (siv)i∈N. Note that the entries of an element in Im(f) span a
finite-dimensional subspace of V . Then (X i)i∈N /∈ Im(f).
In spite of Remark 2.9, we still can recover a meaningful class of examples of pairs of adjoint
functors (L,R) for which L has a right adjoint, too, without asking that the tensor products
preserve limits; see Proposition 3.7 below.
3. Pre-rigid braided monoidal categories and liftable functors
In order to discuss the examples of liftable functors of our concern, it is useful to recall the
following notion.
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Definition 3.1. Following [GV, 4.1.3], a braided monoidal category C is called pre-rigid if for
every object X there exists an object X∗ and a morphism evX : X
∗ ⊗X → 1 such that the map
HomC (T,X
∗)→ HomC (T ⊗X,1) : u 7→ evX ◦ (u⊗X)
is bijective for every object T in C.
As a matter of fact, all examples discussed in [GV] are examples of pre-rigid symmetric monoidal
categories: the strict monoidal category of vector spaces with the twist as symmetry, the strict
monoidal category of Z2-graded vector spaces endowed with the “super” symmetry and the strict
monoidal category Maf(Vec) as constructed in [GV, Section 4] in order to discuss Turaev’s Hopf
group-coalgebras.
The following proposition provides us with a large class of examples of pre-rigid braided monoidal
categories.
Proposition 3.2. Let C be a braided and (right) closed monoidal category. Then C is pre-rigid.
Proof. As C is assumed to be right closed, this means that for every object X ∈ C the functor
(−)⊗X : C → C has a right adjoint [X,−] : C → C. Set X∗ := [X,1] ∈ C. Consider the counit of
the adjunction ǫ : [X,−]⊗X → Id and set evX := ǫ1. Clearly we have the following bijection.
HomC (T,X
∗)→ HomC (T ⊗X,1) : u 7→ evX ◦ (u⊗X) .
This shows that C is pre-rigid. 
There are examples of braided (even symmetric) monoidal categories which are not closed (the
symmetric monoidal category Top as described in [Ke, page 15], for instance). We now present an
example of a pre-rigid braided monoidal category which is not right closed.
Example 3.3. Let k be a field and consider the category kNM of N-graded k-vector spaces. An
object there is thus a vector space V = ⊕n∈NVn. Morphisms are degree-preserving k-linear maps.
The tensor product is given by (in the entire example, unadorned tensor products are to be taken
over k)
V ⊗W = ⊕n∈N (V ⊗W )n where (V ⊗W )n = ⊕
n
i=0Vi ⊗Wn−i.
Associativity and unit constraints are the trivial ones.
Now consider the full subcategory A of kNM whose objects are of the form V = ⊕n∈NVn for which
dimk(Vn) is finite for each n ∈ N.
Clearly V,W ∈ A implies V ⊗W ∈ A and k = ⊕n∈Nδn,0k ∈ A. This means that A is a monoidal
subcategory of kNM. Note that kNM is braided via c : V ⊗W →W ⊗ V : v ⊗w 7→ w ⊗ v. Clearly
c becomes a braiding also on A. Thus A is a symmetric monoidal category.
Let us check that A is pre-rigid. Let V ∈ A. Define V ∗ := ⊕n∈N (V
∗)n where
(V ∗)n := δn,0Homk (V0, k) .
Then
HomA (T ⊗ V, k) = HomA (⊕n∈N (T ⊗ V )n ,⊕n∈Nδn,0k)
= Homk ((T ⊗ V )0 , k)
= Homk (T0 ⊗ V0, k)
∼= Homk (T0,Homk (V0, k))
= HomA (⊕n∈NTn,⊕n∈Nδn,0Homk (V0, k))
= HomA (T, V
∗) .
Note that evV = ⊕n∈N (evV )n : V
∗ ⊗ V → k where (evV )n = 0 for n 6= 0 and (evV )0 :
Homk (V0, k)⊗V0 → k is the usual evaluation. In fact, going from HomA (T, V
∗) to HomA (T ⊗ V, k)
in the above list of identifications means the following.
Whenever f ∈ HomA (T, V
∗), f can be written as f = ⊕n∈Nfn, which means that f = ⊕n∈Nδn,0f0.
Thus f gets sent to ⊕n∈Nδn,0 (evV )0 ◦ (f0 ⊗ V0), which equals ⊕n∈N [(evV )n ◦ (f ⊗ V )n] = evV ◦
(f ⊗ V ) . This means A is pre-rigid.
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Let us check that A is not right closed. To this end, suppose that for every U, V,W ∈ A there is
an object [V,W ] ∈ A and an isomorphism
HomA (U ⊗ V,W ) ∼= HomA (U, [V,W ]) .
In particular, this should hold for U = k, V = W = k [X ] so that on the one hand
HomA (k [X ] , k [X ]) ∼= HomA (k, [k [X ] , k [X ]]) ∼= [k [X ] , k [X ]]0 .
On the other hand
HomA (k [X ] , k [X ]) = HomA (⊕n∈NkX
n,⊕n∈NkX
n)
= ⊕n∈NHomk (kX
n, kXn) ∼= ⊕n∈Nk ∼= k [X ]
Now, [k [X ] , k [X ]]0 is finite-dimensional while k [X ] is not. Thus A is not right closed.
In this section, we propose to study liftability of adjoint pairs of functors in the light of gen-
eral pre-rigid braided monoidal categories. We start by observing that, for such a category C,
Proposition 3.4 guarantees that (−)∗ : Cop → C determines a self-adjoint (covariant) functor.
The following result is an extension of [GV, Proposition 4.2].
Proposition 3.4. When C is a pre-rigid braided monoidal category, the assignment X 7→ X∗
induces a functor R = (−)∗ : Cop → C with a left adjoint L = Rop = (−)∗ : C → Cop.Moreover there
are φ2, φ0 such that (R, φ2, φ0) is lax monoidal and, if we denote by (L,ψ2, ψ0) the corresponding
colax monoidal structure on L given by (3) and (4), then (L,ψ2, ψ0) = (R
op, φop2 , φ
op
0 ), where we
used the notation of 1.1.
Proof. Let C be a pre-rigid braided monoidal category. For every morphism t : T ⊗X → 1 there
is a unique morphism t̂ : T → X∗ such that t = evX ◦
Ä
t̂⊗X
ä
. Set
ηX := (evX ◦ cX,X∗ )̂ : X → X
∗∗,
jX := (evX ◦ (cX∗,X)
−1
)̂ : X → X∗∗.
Equivalently
evX ◦ cX,X∗ = evX∗ ◦ (ηX ⊗X
∗) ,(11)
evX ◦ (cX∗,X)
−1
= evX∗ ◦ (jX ⊗X
∗) .(12)
For every morphism f : X → Y define f∗ := (evY ◦ (Y
∗ ⊗ f))̂ : Y ∗ → X∗ so that
(13) evX ◦ (f
∗ ⊗X) = evY ◦ (Y
∗ ⊗ f) .
This defines a functor R = (−)∗ : Cop → C defined by R(Xop) := X∗ and R(fop) := f∗. Using
(13), one computes that
evX ◦ (((ηX)
∗ ◦ jX∗)⊗X) = evX = evX ◦ (1X∗ ⊗X) .
This implies (ηX)
∗ ◦ jX∗ = 1X∗ , as desired. Similarly, it can be checked that (jX)
∗ ◦ ηX∗ = 1X∗ .
Equivalently (L = Rop, R, η, ǫ) is an adjunction, where we set ǫXop = (jX)
op
.
Define ϕ2 (X,Y ) := ((evX ⊗ evY ) ◦ (X
∗ ⊗ (cX,Y ∗)
−1
⊗ Y ))̂ : X∗ ⊗ Y ∗ → (X ⊗ Y )
∗
, i.e. the
morphism that corresponds to (evX ⊗ evY ) ◦ (X
∗ ⊗ (cX,Y ∗)
−1
⊗ Y ) via the bijection
HomC
(
X∗ ⊗ Y ∗, (X ⊗ Y )∗
) ∼=
−→ HomC (X
∗ ⊗ Y ∗ ⊗X ⊗ Y,1) .
Define φ0 : 1→ F (1) = 1
∗ by φ0 =”m1, i.e. such that ev1 ◦ (φ0 ⊗ 1) = m1. Define
φ2 (X
op, Y op) := ϕ2 (X,Y ) , ψ2 (X,Y ) := ϕ2 (X,Y )
op
, ψ0 := (φ0)
op.
The proof of the last part of the statement is straightforward and it is left to the reader. 
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Remark 3.5. [GV, Proposition 4.2] asserts that if A is a pre-rigid braided monoidal category, then
(−)∗ : Aop → A is a self-adjoint covariant functor. Although the assertion is true for general pre-
rigid braided monoidal categories, the proof is erroneously communicated in loc. cit.. Indeed, the
last sentence of the argument appearing in the printed version of the above-cited proposition only
works in case the braiding is moreover symmetric (notice this does not harm the conclusions of the
work carried out in loc.cit., as all involved braidings there are symmetric). The above Proposition
3.4 provides a correction to this inaccuracy.
Before presenting the class of examples of liftable functors as aimed at in the title of this section,
we state again an easy lemma for completeness’ sake.
Lemma 3.6. Let (L : B → A, R : A → B) be an adjunction with unit η : idB → RL and counit
ǫ : LR→ idA. Then (R
op : Aop → Bop, Lop : Bop → Aop) is an adjunction with unit ǫop : idAop →
LopRop and counit ηop : RopLop → idBop .
Proposition 3.7. Let C be a monoidal category and let R : Cop → C be a functor with a left
adjoint L = Rop : C → Cop. Assume also that there are φ2, φ0 such that (R, φ2, φ0) is lax monoidal
and denote by (L,ψ2, ψ0) the corresponding colax monoidal structure on L given by (3) and (4).
Assume that (L,ψ2, ψ0) = (R
op, φop2 , φ
op
0 ), where we used the notation of 1.1. Then we have that
(L)op = R. Moreover, if R has a left adjoint, then (L,R) is liftable.
Proof. We check that (L)
op
= R. First observe that the domain and codomain of (L)
op
are
respectively
(Coalg(C))
op
= Alg (Cop) and (Coalg (Cop))
op
= Alg (C)
so that the domain and codomain of (L)
op
and R are the same. Next, by means of the equality
(L,ψ2, ψ0) = (R
op, φop2 , φ
op
0 ), one checks, in a straightforward fashion, that (L)
op and R coincide
on objects. For a coalgebra morphism f : (C,∆, ε)→ (C′,∆′, ε′) we have
(ΩC) (L)
op
(fop) = (✵Cop)
op
(L)
op
(fop) = [(✵Cop) (L)]
op
(fop)
= {(✵Cop) (L) (f)}
op = {L (✵C) (f)}
op = Lop (✵C)
op fop
= R (ΩCop) f
op = (ΩC)Rf
op
so that (L)op (fop) = Rfop and we conclude that (L)op = R.
We now prove the final sentence of the statement. Assume R has a left adjoint L. By Lemma 3.6,
we have the adjunction ((R)op, (L)op). Now, by the first part, we have that (L)op = R and hence
L = (R)op. Thus L has a right adjoint and hence (L,R) is liftable. 
Corollary 3.8. Let C be a pre-rigid braided monoidal category. If (−)∗ has a left adjoint, then
((−)∗ : C → Cop, (−)∗ : Cop → C) is a liftable pair of adjoint functors.
Proof. It follows by Proposition 3.4 and Proposition 3.7. 
The following corollary can be applied together with Proposition 2.5 that gives conditions to
have that ✵ : Coalg(C)→ C has a right adjoint or that Coalg(C) has equalizers once applied to the
category A := Cop.
Corollary 3.9. Let C be a pre-rigid braided monoidal category. Assume that the functor ✵ :
Coalg(C)→ C has a right adjoint. Assume also that Coalg(C) has equalizers.
Then ((−)∗ : C → Cop, (−)∗ : Cop → C) is a liftable pair of adjoint functors.
Proof. By the assumptions on C, the category A := Cop fulfills the requirements of Corollary 2.4
and hence R = (−)∗ : Alg(A) → Alg(B) has a left adjoint L, where B := C. We conclude by
Corollary 3.8. 
Corollary 3.10. Let C be a pre-rigid braided monoidal category. Assume that C is locally pre-
sentable and that the tensor products preserve directed colimits.
Then ((−)∗ : C → Cop, (−)∗ : Cop → C) is a liftable pair of adjoint functors.
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Proof. Since C is a monoidal, locally presentable and the tensor products preserve directed colimits,
by the proof of [Po2, page 8] (which does not use the symmetry assumption present in the definition
of admissible category), we have that Coalg(C) is locally presentable and comonadic over C. In
particular the functor ✵ : Coalg(C)→ C has a right adjoint. By [AR, Corollary 1.28], the category
Coalg(C) is complete so that it has equalizers. We conclude by Corollary 3.9. 
4. Application: a G-graded version of Sweedler’s finite dual
Keeping the hypotheses and notations of Corollary 2.4, we have that R has a left adjoint L.
The main aim of this section is to provide computations leading to an explicit description of the
functor L, in particular in case B = C = Aop, which is obtained in Remark 4.12. Our example of
main interest here is when C is considered to be the category of vector spaces graded by an abelian
group, as done in Example 4.14. First, we need some definitions in order to state the lemmata and
propositions needed for the results of Remark 4.12.
Definition 4.1. Let (L : B → A, ψ2, ψ0) be a colax monoidal functor and let B := (B,mB, uB)
be an algebra in B.
We say that
(
A, q
)
is an induced object of B (by L) whenever A = (A,mA, uA) consists of an
object A and morphisms mA : A⊗A→ A, uA : 1→ A and q : LB → A in A such that
q ◦ LmB = mA ◦ (q ⊗ q) ◦ ψ2 (B,B) ,
q ◦ LuB = uA ◦ ψ0.
If the triple A = (A,mA, uA) is an algebra in A then
(
A, q
)
is called an induced algebra of B (by
L). Note that
(
A, q
)
is an object in the comma category (LB ↓ Ω) , see [McL, page 47], where
Ω : Alg (A)→ A is the forgetful functor.
Note that the two above notions already appeared in [PS, Definition 11] with the following
different terminology.
[Porst-Street, Definition 11] Our terminology
A = (A,mA, uA) induced triple from B by q
(
A, q
)
is an induced object of B (by L)
A = (A,mA, uA) induced quotient of B by q
(
A, q
)
is an induced algebra of B (by L)
Here we prefer to avoid the use of the word ”quotient” as used above because q needs not to be
an epimorphism in general. Instead we will speak about induced quotient object (or algebra) of B
whenever q comes out to be an epimorphism.
Remark 4.2. We equally remark that in case q is an epimorphism, this new terminology could
be considered not to be without ambiguity neither as it seems to suggest that
(
A, q
)
is a quotient
of B, when it actually is a quotient of LB. Yet, we prefer this terminology as working definitions
in this section, for if we wrote e.g. “of LB” instead of “of B”, we would lose the property of the
notation B recalling the fact that we are dealing with an algebra.
Definition 4.3. Let q : Q → A and q′ : Q → A′ be morphisms in A. If there is a morphism
f : A′ → A such that f◦q′ = q then one says that q′ precedes q, in symbols
Å
Q
q′
→ A′
ã
≤
Ä
Q
q
→ A
ä
,
see [Mit].
Thus we can say that an induced quotient
(
A′, q′
)
is smaller than another one
(
A, q
)
when
q′ ≤ q.
Let us write (9) in the setting of Corollary 2.4.
Proposition 4.4. In the setting of Corollary 2.4, let α : idA → ΩT and γ : TΩ→ idAlg(A) be the
unit and counit of the adjunction (T,Ω) . Let B := (B,mB, uB) be an algebra in B. Consider the
following diagram
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(14) TL(B ⊗B)
TLmB //
µ
// TLB TL1
TLuBoo
γTLB◦TǫΩTLB◦TLuRΩTLB
oo .
where µ = γTLB ◦ T ǫΩTLB ◦ TLmRΩTLB ◦ TL (RαLB ◦ ηB ⊗RαLB ◦ ηB) and where the mor-
phisms mRΩTLB and uRΩTLB are determined by the equality
(15) (RΩTLB,mRΩTLB, uRΩTLB) = RTLB.
Then ξ : TLB → A coequalizes the pairs in (14) if and only if
(
A,Ωξ ◦ αLB : LB → A
)
is an
induced algebra of B.
Let
(
LB, (κ)B : TLB → LB
)
be a colimit for (14) . Then
(
LB, p := Ω (κ)B ◦ αLB : LB → ΩLB
)
is an induced algebra of B and it is smaller than any other induced algebra of B. More precisely,
if
(
A, q : LB → A
)
is an induced algebra of B, then there is an algebra map h : LB → A such that
Ωh ◦ p = q and h ◦ (κ)B = γA ◦ Tq.
Proof. Let (L,R, η : idB → RL, ǫ : LR→ idA) and
(
T,Ω, α : idA → ΩT, γ : TΩ→ idAlg(A)
)
be the
adjunctions as in Corollary 2.4. Then we have the adjunction(
TL,RΩ, idB
η
−→ RL
RαL
−→ RΩTL, TLRΩ
TǫΩ
−→ TΩ
γ
−→ idAlg(A)
)
.
The diagram (9) becomes (14) in our setting, where the morphisms mRΩTLB and uRΩTLB are
determined by the equality 15. Then
mRΩTLB = RmΩTLB ◦ φ2 (ΩTLB,ΩTLB) and uRΩTLB = RuΩTLB ◦ φ0
where TLB = (ΩTLB,mΩTLB, uΩTLB) . Thus we get
γTLB ◦ T ǫΩTLB ◦ TLmRΩTLB ◦ TL (RαLB ◦ ηB ⊗RαLB ◦ ηB)
= γTLB ◦ TmΩTLB ◦ T ǫΩTLB⊗ΩTLB ◦ TLφ2 (ΩTLB,ΩTLB) ◦ TL (RαLB ⊗RαLB) ◦ TL (ηB ⊗ ηB)
= γTLB ◦ TmΩTLB ◦ T (αLB ⊗ αLB) ◦ T ǫLB⊗LB ◦ TLφ2 (LB,LB) ◦ TL (ηB ⊗ ηB)
and
γTLB ◦ T ǫΩTLB ◦ TLuRΩTLB = γTLB ◦ T ǫΩTLB ◦ TLRuΩTLB ◦ TLφ0
= γTLB ◦ TuΩTLB ◦ T ǫ1A ◦ TLφ0.
Now, let ξ : TLB → A be some algebra map. Then ξ coequalizes at the same time both pairs in
(14) if and only if
ξ ◦ TLmB = ξ ◦ γTLB ◦ TmΩTLB ◦ T (αLB ⊗ αLB) ◦ T ǫLB⊗LB ◦ TLφ2 (LB,LB) ◦ TL (ηB ⊗ ηB) ,
ξ ◦ TLuB = ξ ◦ γTLB ◦ TuΩTLB ◦ T ǫ1A ◦ TLφ0.
These are equalities in HomAlg(A)
(
TL (B ⊗B) , A
)
and HomAlg(A)
(
TL1, A
)
, respectively. Note
that, using the adjunction (T,Ω), one has that the map
HomAlg(A) (TX, Y )
Φ(X,Y )
−−−−−→ HomA (X,ΩY ) : f 7→ Ωf ◦ αX
has inverse
HomA (X,ΩY )
Φ(X,Y )−1
−−−−−−→ HomAlg(A) (TX, Y ) : g 7→ γY ◦ Tg
By applying Φ (X,Y ), the equalities above reduce to
Ωξ ◦ αLB ◦ LmB = Ωξ ◦mΩTLB ◦ (αLB ⊗ αLB) ◦ ǫLB⊗LB ◦ Lφ2 (LB,LB) ◦ L (ηB ⊗ ηB) ,
Ωξ ◦ αLB ◦ LuB = Ωξ ◦ uΩTLB ◦ ǫ1A ◦ Lφ0
i.e.
Ωξ ◦ αLB ◦ LmB = Ωξ ◦mΩTLB ◦ (αLB ⊗ αLB) ◦ ψ2 (B,B) ,
Ωξ ◦ αLB ◦ LuB = Ωξ ◦ uΩTLB ◦ ψ0
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Since ξ : TLB → A is an algebra map, Ωξ ◦mΩTLB = mA ◦ (Ωξ ⊗ Ωξ) and Ωξ ◦ uΩTLB = uA so
that, if we set q := Ωξ ◦ αLB : LB → A, the last displayed equalities above can be rewritten as
q ◦ LmB = mA ◦ (q ⊗ q) ◦ ψ2 (B,B) ,
q ◦ LuB = uA ◦ ψ0.
Since, from the very beginning, A = (A,mA, uA) is an algebra, the last displayed equalities mean
that
(
A, q
)
is an induced algebra of B. More precisely, an algebra map ξ : TLB → A coequalizes
the pairs in (14) if and only if
(
A,Ωξ ◦ αLB : LB → A
)
is an induced algebra of B.
Using this fact, let us check that there is a morphism p such that
(
LB, p
)
is smaller than
any induced algebra of B. By construction,
(
LB, (κ)B : TLB → LB
)
is a colimit for (14) so
that (κ)B coequalizes the pairs in (14) and hence
(
LB, p
)
is an induced algebra of B where
p := Ω (κ)B ◦ αLB : LB → ΩLB.
It remains to check it is smaller than any other one. Let
(
A, q : LB → A
)
be an induced
algebra of B. By the adjunction
(
T,Ω, α : IdA → ΩT, γ : TΩ→ IdAlg(A)
)
there is an algebra map
ξ : TLB → A such that q = Ωξ ◦ αLB. Explicitly ξ := γA ◦ Tq. By the foregoing ξ : TLB → A
coequalizes (14). Since
(
LB, (κ)B : TLB → LB
)
is a colimit for (14) , there is an algebra map
h : LB → A such that h ◦ (κ)B = ξ. Thus
Ωh ◦ p = Ωh ◦ Ω (κ)B ◦ αLB = Ωξ ◦ αLB = q
and hence
(
LB, p
)
is smaller than
(
A, q
)
. 
The next aim is to reduce to the case where induced algebras are real quotients.
Lemma 4.5. Assume that the tensor products preserve epimorphisms and that ψ0 and the com-
ponents of ψ2 are epimorphisms. Then any induced quotient object of B is an induced quotient
algebra of B.
Proof. Let
(
E, q : LB → E
)
be an induced quotient object of B. One easily verifies that
mE ◦ (mE ⊗ E) ◦ (q ⊗ q ⊗ q) ◦ (ψ2 (B,B)⊗ LB) ◦ ψ2 (B ⊗B,B) = q ◦ LmB ◦ L (mB ⊗B) and
mE ◦ (E ⊗mE) ◦ (q ⊗ q ⊗ q) ◦ (LB ⊗ ψ2 (B,B)) ◦ ψ2 (B,B ⊗B) = q ◦ LmB ◦ L (B ⊗mB) .
SincemB is associative and (ψ2 (B,B)⊗ LB)◦ψ2 (B ⊗B,B) = (LB ⊗ ψ2 (B,B))◦ψ2 (B,B ⊗B)
is an epimorphism, and q ⊗ q ⊗ q is an epimorphism, we deduce that mE is associative too.
Using naturality of ψ2, we have
mE ◦ (uE ⊗ E) ◦ (ψ0 ⊗ q) ◦ ψ2 (1, B) = mE ◦ (q ⊗ q) ◦ (LuB ⊗ LB) ◦ ψ2 (1, B)
= q ◦ LmB ◦ L (uB ⊗B)
= q ◦ L (lB)
= q ◦ lLB ◦ (ψ0 ⊗ LB) ◦ ψ2 (1, B)
= lE ◦ (ψ0 ⊗ q) ◦ ψ2 (1, B)
so that mE ◦ (uE ⊗ E) = lE . Similarly one proves that mE ◦ (E ⊗ uE) = rE . Then E is an
algebra so that
(
E, q
)
is an induced quotient algebra of B. 
Before continuing, let us recall the definition of a strong monomorphism in a category.
Definition 4.6. A monomorphism m is called strong if for every commutative square
•
u

e // •
v

w
ww
•
m // •
where e is an epimorphism, there is a unique morphism w such that w ◦ e = u and m ◦ w = v.
For instance, one can easily verify that a regular monomorphism is always strong.
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Remark 4.7. Following [Mit, page 12], recall that a coimage of a morphism q : Q → A in an
arbitrary category is a pair Coim (q) := (A′, q′ : Q→ A′) where q′ is an epimorphism such thatÅ
Q
q′
→ A′
ã
≤
Ä
Q
q
→ A
ä
and, if there is another epimorphism q′′ : Q→ A′′ such that
Å
Q
q′′
→ A′′
ã
≤Ä
Q
q
→ A
ä
, then
Å
Q
q′′
→ A′′
ã
≤
Å
Q
q′
→ A′
ã
. In other words Coim (q) is the biggest quotient object
of Q which q factors through.
Now, consider a morphism q : Q → A in A. Assume that q can be factorized into an epimor-
phism q′ : Q → A′ followed by a strong monomorphism h′ : A′ → A, so that q = h′ ◦ q′. Then
(A′, q′ : Q→ A′) = Coim (q) .
Given an induced algebra
(
E, q
)
of B, the next lemma shows that, under mild assumptions,
Coim (q) = (E′, q′) becomes an induced algebra of B smaller than
(
E, q
)
.
Lemma 4.8. Let
(
E, q
)
be an induced algebra of B. Assume that
• there are a strong monomorphism h : E′ → E and an epimorphism q′ : LB → E′ such that
q = h ◦ q′;
• the morphisms (q′ ⊗ q′) ◦ ψ2 (B,B) and ψ0 are epimorphisms.
Then E′ becomes a subalgebra of E (through h) which comes out to be an induced quotient
algebra
(
E′, q′
)
of B.
Furthermore
(
E′, q′
)
is smaller than
(
E, q
)
.
Proof. We have
mE ◦ (h⊗ h) ◦ (q
′ ⊗ q′) ◦ ψ2 (B,B) = mE ◦ (q ⊗ q) ◦ ψ2 (B,B) = q ◦ LmB = h ◦ q
′ ◦ LmB
and uE ◦ ψ0 = q ◦ LuB = h ◦ q
′ ◦ LuB. Hence we have the following commutative squares
L (B ⊗B)
q′◦LmB

(q′⊗q′)◦ψ2(B,B)
// E′ ⊗ E′
mE◦(h⊗h)

mE′
uu
E′
h // E
L1
q′◦LuB

ψ0 // 1
uE

uE′
ww
E′
h // E
Since the morphisms (q′ ⊗ q′) ◦ ψ2 (B,B) and ψ0 are epimorphisms, and h is a strong monomor-
phism, there is a unique morphism mE′ such that h ◦mE′ = mE ◦ (h⊗ h) and mE′ ◦ (q
′ ⊗ q′) ◦
ψ2 (B,B) = q
′ ◦LmB, and there is a unique morphism uE′ such that h ◦ uE′ = uE and uE′ ◦ ψ0 =
q′ ◦ LuB. Thus
(
E′, q′
)
is an induced object of B, where we set E′ := (E′,mE′ , uE′). Since h is
a monomorphism one easily checks that E′ := (E′,mE′ , uE′) is an algebra by using the fact that
E := (E,mE , uE) is. Furthermore h is an algebra map. Hence
(
E′, q′
)
is an induced quotient
algebra of B. The last part of the statement is a consequence of the equality q = h ◦ q′. 
Theorem 4.9. In the setting of Proposition 4.4, assume that
• if
(
E, q : LB → E
)
is an induced object of B in A, then q can be factorized into an epimor-
phism δD : LB → D followed by a strong monomorphism h : D → E, so that q = h ◦ δD;
• the tensor products preserve epimorphisms;
• ψ0 and the components of ψ2 are epimorphisms.
Then p : LB → ΩLB is an epimorphism. Moreover,
(
LB, p
)
is the smallest induced quotient
object (algebra) of B.
More precisely, if
(
E, q : LB → E
)
is an induced quotient object of B then E is algebra and
there is an algebra map h : LB → E such that Ωh ◦ p = q and h is an epimorphism.
Proof. By Proposition 4.4, we know that
(
LB, p := Ω (κ)B ◦ αLB : LB → ΩLB
)
is an induced
algebra of B and it is smaller than any other induced algebra of B. In particular, it is an induced
object. Let us check that p is an epimorphism. By hypothesis, p can be factorized into an
epimorphism δD : LB → D followed by a strong monomorphism h : D → ΩLB, so that p = h◦ δD.
By Lemma 4.8, D becomes a subalgebra of LB (through h) which comes out to be an induced
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quotient algebra
(
D, δD
)
of B. Furthermore
(
D, δD
)
is smaller than
(
LB, p
)
. By minimality of the
latter, we also have
Ä
LB
p
→ ΩLB
ä
≤
(
LB
δD→ D
)
and this forces h to be invertible by the following
argument.
By Proposition 4.4, there is an algebra map t : LB → D such that t ◦ (κ)B = γD ◦ TδD and
t◦p = δD, where t = Ωt. Since D becomes a subalgebra D of LB via h, then h : D → ΩLB induces
an algebra map h : D → LB such that Ωh = h. Thus
h ◦ t ◦ (κ)B = h ◦ γD ◦ TδD = γLB ◦ TΩh ◦ TδD
= γLB ◦ Th ◦ TδD = γLB ◦ Tp = (κ)B
where the last equality follows from the fact that p and (κ)B are mates through the adjunction.
Since
(
LB, (κ)B : TLB → LB
)
is a colimit, we get that h ◦ t = Id and hence h ◦ t = 1ΩLB. On
the other hand t ◦ h ◦ δD = t ◦ p = δD. Since δD is an epimorphism, we get t ◦ h = 1D. Thus t is
invertible and hence p is an epimorphism.
Let us prove the last part of the statement. Let now
(
E, q : LB → E
)
be an induced quotient
object of B. By Lemma 4.5,
(
E, q
)
is an induced quotient algebra of B. By the last part of
Proposition 4.4, there is an algebra map h : LB → E such that Ωh ◦ p = q. Since q is an
epimorphism, so is h = Ωh.
We get
Ä
LB
p
→ ΩLB
ä
≤
Ä
LB
q
→ E
ä
. Thus
(
LB, p
)
is smaller than any other induced quotient
object (algebra) of B. Since ≤ is antisymmetric on epimorphisms, we deduce that, up to isomor-
phism, there is just one induced quotient object (algebra) of B which is smaller than any other
one. 
The next two results serve to give a better description of LB in case our category has suitable
products.
Lemma 4.10. The product of induced algebras of B is an induced algebra of B. More precisely, let(
Ei, qi : LB → Ei
)
be an induced algebra of B for every i in some set I. Assume that (Ei)i∈I has
a product
(
E, (pt : E → Et)t∈I
)
in A. Then E becomes the product E in Alg (A) of
(
Ei
)
i∈I
and(
E, q : LB → E
)
comes out to be an induced algebra of B where q is the unique morphism such
that qi = pi ◦ q for every i. Moreover,
(
E, q
)
is smaller than
(
Ei, qi
)
for every i ∈ I.
Proof. By the universal property of the product, there is a unique morphism q : LB → E such
that pi ◦ q = qi.
By [Pa3, Proposition 2.5], the functor Ω : Alg (A)→ A creates limits. Thus there is E ∈ Alg (A)
such that ΩE = E and pt ∈ Alg (A) such that Ωpt = pt. Furthermore
(
E, (pt)t∈I
)
is the product
in Alg (A) of
(
Ei
)
i∈I
. We have
pi ◦ q ◦ LmB = qi ◦ LmB = mEi ◦ (qi ⊗ qi) ◦ ψ2 (B,B)
= mEi ◦ (pi ⊗ pi) ◦ (q ⊗ q) ◦ ψ2 (B,B)
= pi ◦mE ◦ (q ⊗ q) ◦ ψ2 (B,B) ,
pi ◦ q ◦ LuB = qi ◦ LuB = uEi ◦ ψ0 = pi ◦ uE ◦ ψ0.
By the uniqueness in the universal property of the product, we get that
q ◦ LmB = mE ◦ (q ⊗ q) ◦ ψ2 (B,B) ,
q ◦ LuB = uE ◦ ψ0.
This proves that
(
E, q
)
is an induced algebra of B.
The last part of the statement is a consequence of the equality qi = pi ◦ q. 
Proposition 4.11. Assume that there is a set SB consisting of object in A such that
• if
(
E, q : LB → E
)
is an induced object of B in A, then q can be factorized into an epi-
morphism δD : LB → D with D in SB followed by a strong monomorphism h : D → E, so
that q = h ◦ δD;
• any object in SB is a D as above;
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• the tensor products preserve epimorphisms;
• ψ0 and the components of ψ2 are epimorphisms;
• in A there exists the product
∏
D∈SB
D.
Let δ := ∆ (δD)D∈SB : LB →
∏
D∈SB
D be the diagonal morphism of (δD)D∈SB . Then Coim (δ)
becomes an induced quotient algebra of B which we can identify with
(
LB, p : LB → ΩLB
)
. More-
over the underlying subobject of Coim (δ) belongs to SB.
Proof. Consider the following steps.
Step 1). Let
(
E, q : LB → E
)
be an induced algebra of B and write q, as in the statement, in
the form q = h ◦ δD for some D ∈ SB . By Lemma 4.8, D becomes a subalgebra of E (through h)
which comes out to be an induced algebra
(
D, δD
)
of B. Moreover
(
D, δD
)
is smaller than
(
E, q
)
.
Step 2). Let E :=
∏
D∈SB
D (this makes sense as SB is a set). By Lemma 4.10, E becomes the
product E in Alg (A) of
(
D
)
D∈SB
and
(
E, δ : LB → E
)
comes out to be an induced algebra of
B where δ is the unique morphism such that δD = pD ◦ δ for every D, and pD : E → D is the
canonical projection. Moreover
(
E, δ
)
is smaller than
(
D, δD
)
for every D ∈ SB.
Step 3). If we apply Step 1 to the induced algebra
(
E, δ : LB → E
)
of Step 2, we can factorize δ
into an epimorphism δC : LB → C ∈ SB followed by a strong monomorphism h : C → E =
∏
D∈SB
D
and C becomes a subalgebra of E (through h) which comes out to be an induced quotient algebra(
C, δC
)
of B. Moreover,
(
C, δC
)
is smaller than
(
E, δ
)
.
Step 4). By the previous steps
(
C, δC
)
is smaller than any induced algebra of B and in particular
of any induced algebra quotient of B.
Now, by Theorem 4.9, we know that
(
LB, p
)
is the smallest induced quotient object (algebra)
of B.
Then
(
C, δC
)
is
(
LB, p : LB → ΩLB
)
up to isomorphism.

Remark 4.12. Keep the hypotheses and notations of Proposition 3.7 and assume that A = Cop
fulfills the requirements of Corollary 2.4 i.e. the functor ✵ : Coalg (C) → C has a right adjoint,
Coalg (C) has equalizers. Then R has a left adjoint L which we will now describe. We have
A = Cop
R // B = C.
L
oo
By assumption, (R, φ2, φ0) is lax monoidal. For all X,Y ∈ C, we set FX := R (X
op) and
ϕ2 (X,Y ) := φ2 (X
op, Y op) : FX ⊗ FY → F (X ⊗ Y ) .
Note also that the requirement (L,ψ2, ψ0) = (R
op, φop2 , φ
op
0 ), of Proposition 3.7, implies
ψ2 (X,Y ) = ϕ2 (X,Y )
op
and ψ0 = (φ0)
op
.
Let us rewrite in C the notion of induced object in A = Cop of an algebra B = (B,mB, uB) in
B = C. It consists of a pair (E = (E,∆E , εE) , e), where E is an object in C and ∆E , εE and
e : E → FB are morphisms in C such that
FmB ◦ e = ϕ2 (B,B) ◦ (e ⊗ e) ◦∆E ,
FuB ◦ e = φ0 ◦ εE.
Assume further that
a) φ0 : 1→ F1 is invertible;
b) the tensor products preserve monomorphisms in C and the components of ϕ2 are monomor-
phisms;
c) for every X,Y ∈ C, any morphism X → FY in C can be factorized into a strong epimor-
phism followed by a monomorphism.
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Under the assumption a), then εE = φ
−1
0 ◦ FuB ◦ e, so that εE is completely determined and can
be ignored. Thus it suffices to consider terns (E,∆E , e) such that the first displayed equality is
fulfilled. Such a tern will be called a good object (or good subobject when e comes out to be a
monomorphism) of FB.
If (Eop, eop) is an induced quotient object of B in Cop then we are further requiring that e is a
monomorphism in C. In this case E becomes a subobject of FB via e.
Under the assumptions a) and b), then by Lemma 4.5 applied to Cop, we get that (Eop, eop) is
an induced quotient algebra of B in Cop so that E = (E,∆E , e) is indeed a coalgebra.
Under the assumptions a), b) and c), then, by Theorem 4.9 applied to A = Cop, LB comes out
to be the biggest good subobject of FB.
Furthermore, LB can be described as
∑
D∈SB D if we can find a set SB of representatives of the
induced quotient objects of B in A = Cop that admits products in Cop (as happens in the setting
of Proposition 4.11).
We now take a closer look at two examples, by first taking C = Vec in Example 4.13, then by
taking C = VecG in Example 4.14, which is our case of main interest.
Example 4.13. Let us consider the case of vector spaces where C = Vec and F : C → C : X 7→ X∗.
The maps ϕ2 and φ0 are defined by
ϕ2 (X,Y ) : X
∗ ⊗ Y ∗ → (X ⊗ Y )
∗
: f ⊗ g 7→ mk (f ⊗ g) ,
φ0 : k → k
∗ : a 7→ a1k.
Note that all the requirements of Remark 4.12 are satisfied (note in particular that all epimor-
phisms are regular whence strong). Thus, given an algebra B = (B,mB, uB) in C, we get that
LB can be identified with the biggest good subspace of B∗ (we will use the word subspace when
the monomorphism is an inclusion). If we denote by SB the set of good subspaces of B
∗, then the
hypotheses of Proposition 4.11 are satisfied so that LB =
∑
D∈SB D. By [Mic, pages 19-20] we
know that this is exactly B◦.
Example 4.14. Let G be an abelian group, with neutral element e and let VecG be the cat-
egory whose objects are vector spaces (over a field k) graded by the group G. For objects
V = ⊕g∈GVg,W = ⊕g∈GWg ∈ VecG, the set of morphisms in VecG (i.e. degree-preserving k-
linear maps) will be denoted as Hom(V,W ). The category VecG admits a monoidal structure,
which we now briefly recall. If V,W ∈ VecG, then V ⊗W :=
⊕
g(⊕xy=gVx ⊗k Wy) becomes an
object in VecG. The unit object is k = ke. Taking associativity and unit constraints to be trivial,
(VecG,⊗, k) indeed becomes a strict monoidal category.
We now make a notational convention: in order to avoid confusion with the usual (non-graded)
linear dual of a vector space V in the computations below, HOM(V, k) is denoted by V ∨. For
any object V = ⊕gVg ∈ VecG, V
∨ is then defined as follows. Consider the right adjoint to the
endofunctor (−) ⊗ V of VecG (tensor product of graded vector spaces) and denote this adjoint
by HOM(V,−). Then V ∨ := HOM(V, k) . We can get a more detailed description of V ∨. In-
deed, since G is abelian, we have that HOM(V,W ) = ⊕g∈GHOM(V,W )g where HOM(V,W )g =
{f ∈ Homk (V,W ) | f (Vh) ⊆Whg for every h ∈ G} , for any V,W ∈ VecG. So
(V ∨)g = HOM(V, k)g = {f ∈ Homk (V, k) | f (Vh) ⊆ khg for every h ∈ G}
=
{
f ∈ Homk (V, k) | f (Vh) = 0 for every h ∈ G, h 6= g
−1
}
∼= Homk
(
Vg−1 , k
)
.
In order to discuss braided structures on VecG, recall that a bicharacter on G is a map α : G×G→
k \ 0 such that
α(gh, l) = α(g, l)α(h, l) and α(g, hl) = α(g, h)α(g, l), ∀g, h, l ∈ G.
Letting α be a bicharacter, we can define a braiding cα on VecG, given on homogeneous objects by
cαVg ,Wh : Vg ⊗Wh →Wh ⊗ Vg ; c
α
Vg ,Wh(v ⊗ w) = α(g, h)w ⊗ v.
We notice that, in order for cα to be well-defined, the requirement that G is abelian, is crucial here.
Remark also that cα is a symmetry if and only if moreover holds that α(g, h)α(h, g) = 1, ∀g, h ∈ G.
LIFTABLE PAIRS OF ADJOINT MONOIDAL FUNCTORS AND PRE-RIGIDITY 21
We shall denote the thus-obtained braided monoidal category as VecαG.
Vec
α
G is a braided and (right) closed monoidal category (cf. [Ho, Theorem 1.3.1], e.g.), and hence
satisfies the conditions of Proposition 3.2. This implies VecαG is pre-rigid and we can use Proposition
3.4 to conclude that
R := (−)∨ : (VecαG)
op → VecαG
is a self-adjoint lax monoidal functor, for any bicharacter α.
Now, using [AI, Corollary 4.6], the forgetful functor Ω : Alg((VecG)
op) → (VecG)
op can be seen
to have a left adjoint. Also, since VecG has binary products, we deduce that (VecG)
op
has binary
coproducts. Since VecG has equalizers of coreflexive pairs of morphisms, (VecG)
op has coequalizers
of reflexive pairs of morphisms. Since the tensor product in VecG is ⊗k, it preserves binary
products and equalizers of coreflexive pairs of morphisms so that also the tensor product in (VecG)
op
preserves binary coproducts and coequalizers of reflexive pairs of morphisms.
In conclusion, we are in the setting of Proposition 2.5(1) whence we deduce that Alg((VecG)
op)
has coequalizers and R has a left adjoint L. Although it does not seem to appear in literature, it
can be described explicitly what this functor actually looks like. It is our purpose here to do so.
Indeed, it is shown below that, given an algebra B = (B,mB, uB) in VecG, L(B) can be identified
with the biggest “good” G-graded subspace of B∨. More precisely, L(B) = (B•)
op
where
B• =
¶
f ∈ B∨ | ξB (f) vanishes on some I ∈ I
f
B
©
,
ξB : B
∨ = HOM(B, k) → Homk(B, k) denoting the canonical injection and I
f
B being the set of
finite-codimensional G-graded ideals of B.
Finally, by Corollary 3.9 we can conclude that the adjoint pair of functors (L,R) introduced above
is liftable. Using the results recalled in 1.4, this means we get an induced auto-adjunction (L,R)
on the category of bialgebras in VecαG, i.e. “color bialgebras” (in the sense of [AAB, Section 1.4]
e.g.), for any bicharacter α.
Remark 4.15. Note that, if we take G to be the trivial group in the above discussion, we recover
the case of vector spaces. When taking G = 〈g|g2 = 1〉, the cyclic group of order two, and α trivial
everywhere except for α(g, g) = −1, one obtains the super vector space case; this incorporates
[GV, Remark 3.1.].
Let us proceed with the details of the computation of L(B). We recall that we denote HOM(V, k)
by V ∨ to avoid confusion with the linear dual V ∗ (which will also be used in our computations).
Recall that (X∨)a
∼= (Xa−1)
∗
. Following the proof of Proposition 3.4, let us compute the map
ϕ2 (X,Y ) : X
∨ ⊗ Y ∨ → (X ⊗ Y )
∨
. This is uniquely determined, for f ∈ (X∨)a , g ∈ (Y
∨)b , by
the equality
ϕ2 (X,Y ) (f ⊗ g) =
î
(evX ⊗ evY )
Ä
X∨ ⊗ (cX,Y ∨)
−1 ⊗ Y
ä
(f ⊗ g ⊗−)
ó
.
Given x ∈ Xc, y ∈ Yd, we compute
ϕ2 (X,Y ) (f ⊗ g) (x⊗ y) =
î
(evX ⊗ evY ) ◦
Ä
X∨ ⊗ (cX,Y ∗)
−1
⊗ Y
äó
(f ⊗ g ⊗ x⊗ y)
= α (c, b)
−1
f (x) g (y) = δca,eδdb,eα (c, b)
−1
f (x) g (y)
= α (a, b) f (x) g (y) = α (a, b)mk (f ⊗ g) (x⊗ y) .
Thus ϕ2 (X,Y ) (f ⊗ g) := α (a, b)mk (f ⊗ g) .
Let us compute φ0 : k → k
∨ as in the proof of Proposition 3.4. This is uniquely determined, for
λ ∈ k, by the equality
φ0 (λ) = mk (λ⊗−) = λ1k.
Note that all the requirements of Remark 4.12 are satisfied, by the discussion above. Thus,
given an algebra B = (B,mB, uB) in C = VecG, we get that LB can be identified with the biggest
good G-graded subspace of B∨ (we will use the word subspace when the monomorphism is an
inclusion).
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If we denote by SB the set of good G-graded subspace of B
∨, then the hypotheses of Proposition
4.11 are satisfied so that LB = (B•)
op
where we set B• :=
∑
D∈SB D. Moreover the canonical
morphism p equals θopB where θB : B
• → B∨ is the canonical inclusion.
To round off this example, let us describe explicitly the good G-graded subspaces of B∨.
We compute the morphisms ηX , jX : X → X
∨∨. For x ∈ Xa, f ∈ (X
∨)b, we have
ηX (x) (f)
(11)
= evXcX,X∨ (x⊗ f) = α (a, b) f (x) = δab,1α (a, b) f (x) = α
(
a, a−1
)
f (x) ,
jX (x) (f)
(12)
= evX (cX∨,X)
−1
(x⊗ f) = α (b, a)
−1
f (x) = δab,1α (b, a)
−1
f (x) = α (a, a) f (x) .
Thus their graded components (ηX)a , (jX)a : Xa → (X
∨∨)a are given by
ηX (x) (f) = α (a, a)
−1
f (x) , for x ∈ Xa, f ∈ X
∨,
jX (x) (f) = α (a, a) f (x) , for x ∈ Xa, f ∈ X
∨.
Let x ∈ Xa nonzero. If we complete x to a basis of X we can consider the map λx ∈ Homk (X, k)
such that λx (x) = 1 and λx vanishes on the other elements of the basis. By construction λx ∈
HOM(X, k)a−1 . Thus we can compute ηX (x) (λx) = α (a, a)
−1
λx (x) = α (a, a)
−1
6= 0. This proves
that (ηX)a is injective and hence ηX is injective. Similarly one gets that jX is injective.
Let (E,∆E , e) be a good G-graded subspace of B
∨, where e : E → B∨ denotes the canonical
inclusion. Then the right-hand square in the following diagram commutes.
C
∆C

γ // E
∆E

e // B∨
(mB)
∨
// (B ⊗B)∨
1(B⊗B)∨

C ⊗ C
γ⊗γ // E ⊗ E
e⊗e // B∨ ⊗B∨
ϕ2(B,B) // (B ⊗B)∨
Consider a subcoalgebra (C,∆E , γ : C → E) . Hence the external diagram above commutes. This
means that (C,∆E , e ◦ γ) is a good G-graded subspace if B
∨. This proves that a subcoalgebra of
a good G-graded subspace of B∨ is a good subspace of B∨.
Let B• :=
∑
D∈SB D where SB is the set of good G-graded subspace of B
∨ as above. We know
that D becomes a G-graded coalgebra. Hence we can apply [AI, Theorem 4.5] to get that each D
is sum of finite-dimensional G-graded subcoalgebras. Since a subcoalgebra of a good subspace of
B∨ is again a good subspace of B∨, we can write B• :=
∑
D∈Sf
B
D where SfB denotes the set of
finite-dimensional good G-graded subspaces of B∨.
Let us describe the elements in SfB . To this end, let (E,∆E , e) be a finite-dimensional good
G-graded subspace of B∨. Since E is finite-dimensional we have that E∨ = HOM(E, k) =
Hom (E, k) = E∗ (see [NV, Lemma 3.3.2]. Thus in this case ηE , jE : E → E
∨∨ = E∗∗. Since
these maps are injective maps between spaces with the same dimension, we deduce that ηE , jE are
invertible.
By the last part of Theorem 4.9 applied to Cop and to the induced quotient object
(
Eop = Eop, eop
)
we get an algebra map fop : LB → Eop such that fop ◦ p = eop. Denoting θB := p
op : B• → B∨
the canonical inclusion, we obtain θB ◦ f = e. Since fop is an algebra map, we can consider the
coalgebra map f : E → B• such that fop = fop. Then, if we apply the adjunction,
HomAlg(A)
(
LB,A
)
∼= HomAlg(B)
(
B,RA
)
: h 7→ Rh ◦ ηB where A = E
op, LB = (B•)
op
, p = θopB ,
recalling that
ΩηB = RΩ (κ)B ◦RαLB ◦ ηB = Rp ◦ ηB = θ
∨
B ◦ ηB : B → RΩLB = ΩRLB = B
•∨,
we get the morphism
τB := R (f
op) ◦ ΩηB = f
∨ ◦ θ∨B ◦ ηB = (θB ◦ f)
∨
◦ ηB = e
∨ ◦ ηB : B → E
∨.
By the adjunction we know that this is a G-graded algebra map. Denote by I the kernel of the
map τB. This is obviously a G-graded ideal of B. Consider the following exact sequence
0→ I
iI−→ B
pI
−→
B
I
→ 0.
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Since it is a sequence in VecG -which is a semisimple category- applying the contravariant functor
(−)
∨
, we get the exact sequence
0→
Å
B
I
ã∨
p∨I−−→ B∨
i∨I−→ I∨ → 0.
Since I = Ker (τB), there is a G-graded algebra injection λI :
B
I → E
∨ such that
λI ◦ pI = τB = e
∨ ◦ ηB.
Since E is finite-dimensional so is E∨ and hence B/I. This shows that I has finite codimension.
Define the map
χB :=
Ç
E
jE
−→ E∨∨
(λI )
∨
−−−−→
Å
B
I
ã∨å
.
Note that χB is surjective as jE is invertible and (λI)
∨
is surjective. We compute
(pI)
∨
◦ χB = (pI)
∨
◦ (λI)
∨
◦ jE = (ηB)
∨
◦ e∨∨ ◦ jE = (ηB)
∨
◦ jB∨ ◦ e = e
so that the following diagram commutes
E
χB
∼=
//
e
&&◆◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
(
B
I
)∨
p∨I =(pI)
∨

B∨
From this diagram and the surjectivity of χB we deduce that E = Im (e) = Im (p
∨
I ) . This proves
that B• ⊆
∑
I∈If
B
Im (p∨I ) where I
f
B denotes the set of finite-codimensional G-graded ideals of B.
Conversely, let I ∈ IfB and let us check that Im (p
∨
I ) ∈ S
f
B . Note that ϕ2 (B/I,B/I) : (B/I)
∨
⊗
(B/I)
∨
→ (B/I ⊗B/I)
∨
is an injective map between spaces with the same dimension as (B/I)
∨
=
(B/I)
∗
and (B/I ⊗B/I)
∨
= (B/I ⊗B/I)
∗
, B/I being finite-dimensional. As a consequence
ϕ2 (B/I,B/I) is invertible. Thus we can define a unique ∆(B/I)∨ such that the following diagram
commutes (
B
I
)∨
∆
(BI )
∨

Ä
mB
I
ä∨
))❘❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
(
B
I
)∨
⊗
(
B
I
)∨ ϕ2(BI ,BI ) // (B
I ⊗
B
I
)∨
By using the definition of ∆
(B/I)
∨ and the naturality of ϕ2, one obtains that
ϕ2 (B,B) ◦
Ä
(pI)
∨
⊗ (pI)
∨ä
◦∆
(B/I)
∨ = (mB)
∨
◦ (pI)
∨
This implies that the following diagram commutes.
(
B
I
)∨ (pI )∨ //
∆
(B/I)
∨

B∨
(mB)
∨
// (B ⊗B)
∨
1
(B⊗B)
∨
(
B
I
)∨
⊗
(
B
I
)∨ (pI )∨⊗(pI)∨ // B∨ ⊗B∨ ϕ2(B,B) // (B ⊗B)∨
This means that
Ä
(B/I)
∨
, p∨I
ä
is a good G-graded vector space of B
∨
and hence Im (p∨I ) is a good
G-graded subspace of B
∨
. Thus Im (p∨I ) ∈ S
f
B . Summing up we proved that B
• =
∑
I∈If
B
Im (p∨I ) .
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Finally, let us give another description of Im (p∨I ) . Let ξX : X
∨ → X∗ denote the canonical
injection. Note that, by the commutativity of the following diagram
B∨
i∨I //
ξB

I∨
ξI

B∗
i∗I // I∗
and the injectivity of ξI , we get the following alternative description
Im (p∨I ) = Ker (i
∨
I ) = Ker (ξI ◦ i
∨
I ) = Ker (i
∗
I ◦ ξB) = ξ
−1
B (Ker (i
∗
I)) .
Therefore
B• =
∑
I∈If
B
Im (p∨I ) =
∑
I∈If
B
ξ−1B (Ker (i
∗
I)) = ξ
−1
B
Å∑
I∈If
B
Ker (i∗I)
ã
= ξ−1B
Ö
⋃
I∈If
B
Ker (i∗I)
è
=

f ∈ B
∨ | ξB (f) ∈
⋃
I∈If
B
Ker (i∗I)

 .
In conclusion,
B• =
¶
f ∈ B∨ | ξB (f) vanishes on some I ∈ I
f
B
©
.
Remark 4.16. Let us consider the case when C is a regular category. Here we adopt the definition
of [AHS, page 253] which requires that C has all finite limits. As a consequence C has in particular
binary products and equalizers of coreflexive pairs of morphisms. Moreover C is (RegEpi, Mono)-
structured so that any morphism in C can be factorized into a regular epimorphism followed by a
monomorphism. If we further assume that the functor ✵ : Coalg (C) → C has a right adjoint, the
tensor products preserve binary products and equalizers of coreflexive pairs of morphisms, φ0 is
invertible and the components of ϕ2 are monomorphisms, then we are in the setting of Remark
4.12.
Remark 4.17. Finally, let us consider the case when C is a locally presentable category. Then C is
complete [AR, Corollary 1.28]. By [AR, Proposition 1.61], C has (StrongEpi, Mono)-factorization
so that any morphism in C can be factorized into a strong epimorphism followed by a monomor-
phism. If we further assume that the functor ✵ : Coalg (C) → C has a right adjoint, the tensor
products preserve binary products and equalizers of coreflexive pairs of morphisms, ϕ0 is invertible
and the components of ϕ2 are monomorphisms, then we are in the setting of Remark 4.12.
Comparing our setting with [PS, Proposition 8] for the right dual monoid functor, note that the
authors there require monoidal closedness and hence the functors X ⊗ (−) and (−)⊗X both have
a right adjoint for each object X . As a consequence the tensor products preserve binary products
(they are coproducts).
In Remark 2.9, we mentioned that it is not natural to ask that the tensor product preserves
denumerable products. Now, one could wonder whether it is possible to apply the dual Special
Adjoint Functor Theorem to deduce that ✵ : Coalg (C) → C has a right adjoint (so just with a
requirement on the colimits and not on the limits). We conclude this section by briefly addressing
this issue.
By [AR, Theorem 1.58], the category C is co-wellpowered. By Theorem 1.20 of loc. cit., it has a
strong generator (in particular a set of generators). Moreover C is cocomplete by definition. By
[AI, Proposition 2.3], we have that Coalg (C) is co-wellpowered, it is cocomplete and ✵ preserves
colimits.
So, if one is able to prove that Coalg (C) has a set of generators, one can apply the Special Adjoint
Functor Theorem, (or apply [Bo, Corollary 3.3.5]) to the functor ✵op : Alg (Cop)→ Cop to deduce
that this functor has a left adjoint and that, hence, ✵ : Coalg (C)→ C has a right adjoint.
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Examples of locally presentable categories are given by admissible (symmetric) monoidal cate-
gories e.g., see [Po2, page 8]. In this case, by [AR, Theorem 1.20], Coalg (C) has a strong generator
(in particular a set of generators).
VecG is an example of a locally presentable category by [Po1, Theorem 10]. Since the tensor prod-
uct in VecG is ⊗k, it preserves directed colimits. Thus one can also apply Corollary 3.10 to this
category. More generally, we expect that one could carry out explicit computations as in Example
4.14 for the category of comodules over a coquasi-bialgebra.
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