Abstract: To overcome the shortcomings of existing robot localization sensors, such as low accuracy and poor robustness, a high precision visual localization system based on infrared-reflective artificial markers is designed and illustrated in detail in this paper. First, the hardware system of the localization sensor is developed. Secondly, we design a novel kind of infrared-reflective artificial marker whose characteristics can be extracted by the acquisition and processing of the infrared image. In addition, a confidence calculation method for marker identification is proposed to obtain the probabilistic localization results. Finally, the autonomous localization of the robot is achieved by calculating the relative pose relation between the robot and the artificial marker based on the perspective-3-point (P3P) visual localization algorithm. Numerous experiments and practical applications show that the designed localization sensor system is immune to the interferences of the illumination and observation angle changes. The precision of the sensor is ±1.94 cm for position localization and ±1.64
Introduction
With the rapid development of robot techniques and an apparent urgent demand from the society, the indoor mobile robot will have a wide range of applications and provide services in diverse areas, such as transport, entertainment, and as a companion (Kim and Yoon, 2014; Luo and Lai, 2014; Yuan et al., 2015) . Rapid and accurate autonomous localization is essential for the completion of these intelligent ser- ‡ Corresponding author vices. General autonomous localization methods include mainly dead reckoning based on an odometer (Reinstein and Hoffmann, 2013) , algorithms based on wireless sensor networks (Luo and Chen, 2013) , inertial sensor based algorithms (Müller and Burgard, 2013) , map-matching algorithms based on vision (Yu et al., 2013) , etc. However, these kinds of methods by themselves have low accuracy and poor robustness.
With advantages of high accuracy and noncumulative error, localization methods based on artificial markers have been proposed and applied in indoor robot localization gradually over recent years (Lu W et al., 2015; Lu Y and Song, 2015) . Wu et al. (2013) designed a new kind of artificial marker based on the improved quick response (QR) code markers. This method is used to calculate the position coordinates of the robot based on landmark corner information extracted by the Harris corner measurement algorithm, but it is greatly affected by observation angles and cannot guarantee real-time operation because of its need to constantly adjust the robot pose. Kroumov and Okuyama (2012) achieved map building and navigation localization of a mobile robot through the vision-based simultaneous localization and mapping (SLAM) technique based on the artificial markers. However, it also cannot meet the requirements of real-time localization of a mobile robot because of its high complexity. Based on artificial markers, Aleksandrovich et al. (2013) designed a visual localization system which is able to achieve rapid localization with the pan-tilt camera and a laptop. However, the localization precision may easily be affected by illumination variation. To reduce the interference of illumination variation, visual localization techniques based on infrared markers are getting more attention (Her et al., 2012; Oh et al., 2014) . Using light-emitting diodes (LEDs) as artificial landmarks, Ren et al. (2014) realized the localization of the robot based on a visual localization algorithm, but this method cannot meet the demands of navigation and positioning in a large-scale space as the landmarks cannot be numbered. Sultan et al. (2013) designed a kind of artificial marker based on an infrared dot-matrix and presented its corresponding algorithm which could identify markers by identity (ID). However, this method is inappropriate for use in the home environment due to its complex structure and high cost.
To solve existing problems, we design an embedded visual localization sensor system composed of an infrared image acquisition and processing unit installed on the robot and some infrared-reflective artificial markers pasted on the ceiling. During the motion of the robot, the sensor acquires real-time infrared images of artificial markers and computes the relative pose relation between the robot and markers using the perspective-3-point (P3P) visual localization algorithm after the preprocessing of image data. With the advantages of fast speed, high precision, strong robustness, and non-cumulative error, the sensor is able to evaluate the results of visual localization in real time and output the confidence level, which realizes the probabilistic localization. In addition, it is convenient to connect this localization sensor to the robot because of its small size. The results of experiments and practical applications show that it satisfies the requirements of rapid autonomous navigation of the indoor mobile robot perfectly.
Hardware system of the localization sensor
The overall framework of the localization sensor hardware system is illustrated in Fig. 1 . It mainly consists of the following components:
1. A 32-bit high-performance fixed-point digital Fig. 1 Hardware framework of the localization sensor signal processor (DSP), DM642 (Texas Instruments, USA), which is used for image processing and marker localization; 2. A 10-bit complementary metal-oxide semiconductor (CMOS) image sensor with high frame rate of exposure, MT9T001 (Micron, USA), which is responsible for the collection of infrared marker images; 3. A 32-MB SDRAM; 4. A 1 MB×8 bits flash chip, which stores the program code, marker data, and sensor configuration information;
5. An infrared transmission unit, which is composed of a circular array of 12 infrared diodes evenly distributed around the CMOS camera emitting infrared light to the artificial markers on the ceiling to make the images bright and clear; 6. A high reliability power supply unit, which will convert the DC-12 V input to DC-5 V, DC-3.3 V, and DC-1.4 V outputs for the power supply of the whole system (composed of a DCDC chip RT8250, two pieces of low dropout and high precision linear regulators TPS54310, and protective devices); 7. A serial-port communication unit.
3 Design of the infrared-reflective artificial marker
As shown in Fig. 1 , the infrared-reflective artificial marker is composed of at most 15 marker dots and at least 3 marker dots. The horizontal and vertical spacings are all 4 cm between every two adjacent marker dots whose radii are 1 cm. All marker dots, which are made of retroreflective material (Nakamura and Suzuki, 2014) with high reflectivity to infrared light, are pasted on a film substrate. Since the marker dots can reflect more than 90% of the infrared coming from the infrared emitting unit, we can obtain the bright and clear marker images from which the feature information can be extracted easily. To obtain the unique marker identification direction, marker dots are divided into direction dots and coded dots. Direction dots, i.e., the three corner dots X, O, Y in the artificial marker, are used to calculate the angle and position coordinates of the robot in the marker coordinate system. All the other marker dots are called coded dots whose coding weights vary with their positions. In making markers, three direction dots must be pasted with reflection material, while the remaining 12 coded dots are optional, so we can obtain artificial markers with different IDs using different combinations of the coded dots. The number of possible marker IDs is 2 12 = 4096, which completely satisfies the autonomous localization requirement of the robot in a wide range of indoor environments.
4 Extraction and recognition of the artificial marker image
Optimal localization marker extraction and confidence calculation
To realize accurate robot localization, we first need to extract the optimal localization marker from the image captured by the localization sensor. As an original image captured by the localization sensor, Fig. 2a indicates that the gray values of the marker dots pasted with infrared reflection material are close to 255, so accurate segmentation of the marker and background images can be achieved by a fixed threshold value. Fig. 2b , a binary image whose threshold value is set to 200, still contains the interference areas such as fluorescent tube. These areas can be taken out by limiting the connected area and aspect ratio. The robot will automatically choose the marker closest to the image center as the optimal localization marker when there are multiple markers in the view of the robot. The selection process of the optimal marker includes mainly four steps: (1) Erosion is done to the marker binary image to avoid adherence of different marker dots under the highlighted area. (2) Dilation is performed to connect different marker dots as a whole. 
(1)
The area with minimum distance is the optimal localization marker dilation area under the robot's current position. (4) The local 'image and' operation is used between the optimal localization marker dilation area and the corroded marker image to calculate the optimal original localization marker area (Fig. 2d) . The method of choosing the optimal localization marker is similar when there are more than two markers in the view of the sensor. To acquire the probabilistic localization result for the fusion of the multiple sensors, a confidence modeling calculation is necessary for markers extracted by the localization sensor. To this end, in this study we propose a probabilistic marker confidence modeling calculation method. First, gray histogram statistics of the marker dots are obtained based on 200 binary marker images as shown in Fig. 2d and the statistical results are shown in Fig. 3 . Second, we adopt the Gaussian curve-fitting approach to process the gray values of marker dots as shown in Fig. 3 and the results are shown in Fig. 4 . We can obtain the fitting function
where x is the gray value. It can be seen from Eq. (2) and Fig. 4 that the maximum and minimum gray values of the marker dots are H max = 2730.3 and H min = 478.2, respectively.
Denote by N the total number of all reflective pixel points among marker S, x i the gray value of the ith reflective pixel point of marker S, and n xi the number of pixel points with the corresponding gray value. Then the confidence of marker S, which is crucial to multi-sensor information fusion, can be 
where P (S) is the confidence of marker S and f (·) the fitting function shown in Eq. (2).
Calculation of the characteristic parameters of the marker

Establishment of the marker image coordinate system
For the establishment of the XOY coordinate system in marker images, we need to identify the three direction dots of the artificial marker, i.e., X, O, and Y . First of all, the linear distances between any two marker dots are calculated and the two endpoints of the longest distance are marked as A and B. Then the distances of all marker dots to the midpoint of line AB are calculated and the marker dot corresponding to the longest distance is O. As illustrated in Fig. 5a, points O, A, B are defined as the direction points. Next, we need to identify the X and Y axes for the unique establishment of the marker image coordinate system. Given that the pixel coordinates of point O are (x 1 , y 1 ) and either point A or B is selected to rotate around point O 90
• clockwise (Fig. 5b) , the pixel coordinates of the selected point are marked as (x 2 , y 2 ), and the pixel coordinates of the unselected point are denoted by (x 3 , y 3 ). So, we can obtain the calculation formula of pixel coordinates (x, y) of point P as follows:
where α indicates the rotation angle. Then we can calculate angle δ between vector OU (from O to the unselected point (in Fig. 5b , point U overlapped with point A)) and vector OP :
(5) If cos δ > 0, the angle between the two vectors is an acute angle and (x 2 , y 2 ) corresponds to the X axis and (x 3 , y 3 ) corresponds to the Y axis. Otherwise, (x 2 , y 2 ) corresponds to the Y axis and (x 3 , y 3 ) corresponds to the X axis. Step 1: No matter whether M and N are coded dots, the image coordinates of M and N can be computed by the relation with vector OY in the marker coordinate system XOY . Given that the image coordinates of M and N are (x m , y m ) and (x n , y n ) respectively, we can obtain
Step 2: We take T as any one of the coded dots in the marker and R ∈ {O, M, N, Y } as a loop variable, and the image coordinates of variables R and T are (x r , y r ) and (x t , y t ), respectively. Then the angle threshold (α) and amplitude threshold (λ) between vector RT and vector OY can be obtained as follows:
Step 3: According to α and λ, we determine whether the corresponding coded dot exists or not. For example, when R equals M , we consider coded dot G exists if α is near 90
• and λ is near 1/3. If λ is near 2/3, we consider that coded dot F exists and it is similar to other coded dots. After all the coded dots are identified, we can calculate the marker ID according to the weight matrix of the marker dots: are the weight matrix and the coded matrix of the sample marker (Fig. 6 ), respectively.
P3P based visual localization algorithm
In this study, robot pose estimation is achieved by a P3P visual localization algorithm (Vynnycky and Kanev, 2015) . As shown in Fig. 7 , a marker perspective projection model is established, where CP is the camera optical axis center, X, O, Y are the three direction dots of the marker, and X , O , Y are the corresponding perspective projection points on the imaging plane.
As shown in Fig. 7, given a, b , c as the sides of the spatial triangle composed of the three marker direction dots X, O, Y , the straight-line distance and unit direction vector from CP to X, O, Y are d 1 , d 2 , d 3 and e 1 , e 2 , e 3 respectively, and the angles between every two of e 1 , e 2 , e 3 are α, β, and γ. The equations can be built according to the triangular geometry relationship as follows (Xu et al., 2011) :
where
(11)
The camera internal matrix is K, the image co-
T (i = 1, 2, 3), and the focal length normalization projective coordinates of the marker direction dots can be calculated as ⎡
Given these, we can obtain the unit direction vector e i (i = 1, 2, 3) as follows:
Then we can calculate the straight-line distances d 1 , d 2 , d 3 from CP to direction dots X, O, Y according to Eqs. (10)-(13). The coordinates of direction dots X, O, Y in the camera coordinate system c P i (i = 1, 2, 3) can be obtained as follows:
The coordinates of direction dots X, O, Y in the world coordinate system, which are already known when pasting the markers, can be marked as w P i (i = 1, 2, 3). As the world and camera coordinate systems satisfy the transformational relation as shown in Eq. (15), the rotation matrix R w and translation matrix t w can be acquired based on the world coordinates w P i (i = 1, 2, 3) and the camera coordinates c P i (i = 1, 2, 3) of the marker direction
Experimental evaluation
Before experimenting, we need to calibrate the internal matrix of the camera. We use the camera calibration algorithm proposed by Zhang (2000) , i.e., using 20 chessboard images taken from different angles as a calibration template. The internal matrix of the camera after calibration is as follows: 
Artificial marker identification experiment
To test the identification speed and precision of the localization sensor to artificial markers, we made 100 markers distinguished by IDs and carried out 200 marker identification experiments under different camera angles, illuminations, and quantities of markers. As shown in Table 1 , experimental results showed that the marker identification accuracy of the localization sensor was up to 96% and that the processing speed of the markers was nearly 12 frames/s, which satisfy the requirements of real-time navigation and positioning for the robot.
Pose calculation experiment
First, we pasted an artificial marker on the ceiling, setting the direction dots O, X, Y as the origin, X axis, Y axis of the world coordinate system, respectively. By comparing the real pose coordinates of the measurement point with the output pose coordinates of the sensor, we tested the precision of the sensor. In addition, the confidence of marker recognition P (S) was computed in real time using Eq. (2).
The pose detection experiment was divided into two parts. One was the angle test; i.e., the localization sensor was spun around every 30
• at a time (Table 2 ). The other was the position test; i.e., the localization sensor moved along the direction of the Y axis and the position coordinates were measured every 10 cm (Table 3) . Experimental results showed that the average angle measurement deviation was ±1.64
• and the average position measurement deviation was ±1.94 cm. Therefore, the localization sensor has a high precision localization ability and can meet the requirements of accurate navigation and positioning for a service robot in the home environment.
Navigation and positioning experiment
The indoor autonomous localization experiment was carried out based on the nursing mobile robot (Fig. 8) developed by our research group. For fast and accurate navigation and positioning, we pasted the artificial markers on the ceiling of our lab according to certain rules, and the absolute positions of the markers were known in advance. Fig. 9 shows the projection model of the localization sensor whose projective field is a circular area on the ceiling. The radius of the projective field is R and can be detected by the robot as long as there is a marker in it. As shown in Fig. 9 , the distance h from the localization sensor to the ceiling is 1.5 m and the view angle of the camera α is 90
• . So, R is 1.5 m; i.e., the maximum distance between markers is 3 m on condition that there is no assistance from other localization sensors. As shown in Fig. 8 , the localization sensor was mounted on the back of the robot's head instead of the body center. Hence, it is necessary to transform the sensor output position coordinates into the coordinates described in the robot coordinate system. The sensor position compensation model is shown in Fig. 10 , where (X W , Y W ) is the world coordinate system, (X R , Y R ) represents the robot coordinate system whose origin is the robot's center, and (X T , Y T ) denotes the localization sensor coordinate system whose origin is the sensor's center. To compensate for the installation deviation of the localization sensor, the robot was controlled to spin around five times and the outputs of the localization sensor were recorded. Then the rotation radius r of the robot could be calculated by a least squares circle fitting algorithm.
Given the position coordinates (x t , y t ) and angle θ detected by the localization sensor at some point, the robot's real position coordinates after deviation compensation can be calculated as
The position coordinates and heading angle provided by the localization sensor belong to open-loop information. Moreover, the nursing robot applies a dual wheel differential drive and unbalanced rotation of dual wheel is inevitable while in motion. Therefore, it is necessary to introduce a closed-loop control strategy to guarantee accurate path tracking. The robot navigation control model is shown in Fig. 11 , Given that α and β are the angles between the current direction, target direction, and the X axis respectively, the robot steering angle θ can be calculated as follows:
The robot spun around θ degrees and then moved to the target point D along a straight line. The distance d between the current position R and target position D was calculated in real time while in motion:
where ε is a small positive number and represents the positioning precision. We can consider that the robot has arrived at the target point only if d satisfies the precision requirement. Before the indoor navigation and positioning experiment, the occupancy grid map (resolution: 0.05 m) of our lab (size: 15.3 m×7.5 m) was obtained (Fig. 12) . In the figure, the black grids represented Fig. 12 Robot self-localization results in a home environment (references to color refer to the online version of this figure) the obstacles such as partition wall and tables, and the orange dots were artificial markers pasted on the ceiling. To test and verify the accuracy of the designed localization sensor, the experimental robot moved along the path preplanned using the A * algorithm (Persson and Sharf, 2014) . The red curve was the planned ideal curve, and S and E were the start and end points of the planned path, respectively. Then the robot was controlled to track the planned path based on the closed-loop control strategy and the blue circles were the recorded practical motion track. From the compound degree of the two curves, we can draw the conclusion that the robot can achieve accurate autonomous navigation in real time based on the designed localization sensor.
Conclusions
To address the problems existing in the autonomous indoor localization of a service robot, we design an embedded visual localization sensor and a novel kind of dot-matrix infrared-reflective artificial marker. This localization system can not only provide a sufficient number of markers but also reduce the interference of illumination variation and observation angle on localization accuracy, which improves the robustness of the localization system efficiently. To obtain the probabilistic outputs of the localization sensor, we propose a novel confidence calculation method for marker identification based on statistical analysis of gray values of the marker dots. Using the P3P visual localization algorithm, we can calculate the relative pose relation between the robot and marker, based on which the world coordinates of the robot can be obtained. Experimental results indicate that the precision of the designed sensor is ±1.94 cm for position localization and ±1.64
• for angle localization. The proposed visual localization sensor system satisfies the requirements of accurate autonomous indoor robot navigation and provides a novel indoor localization method for a home service robot.
