Background: the costs of delivering health and social care services are rising as the population ages and more people live with chronic diseases. Objectives: to determine whether predictive risk models can be built that use routine health and social care data to predict which older people will begin receiving intensive social care.
Predicting who will use intensive social care: case finding tools based on linked health and social care data 
Introduction
As the population ages and more people live with chronic diseases, so the costs of health and social care provision are rising inexorably [1, 2] . Many older people with long-term health problems depend on both healthcare and social care services [3] , and indeed costly unplanned hospital admissions and admission to a care home often occur in tandem. Many healthcare systems use predictive models to identify people at risk unplanned hospital admission [4, 5] . The rationale is that early intervention may improve the health and quality-of-life for these patients yet at the same time potentially make net savings [6] . Across the UK, NHS organisations are using a range of such tools [7] [8] [9] [10] , but there is currently no equivalent for predicting costly, preventable social care events [11] .
Interventions, such as multidimensional geriatric assessment, can prevent or delay admission to a care home. However, these programmes are typically very expensive, so accurate and objective ways of determining individual risk across populations could be helpful for better targeting [12] . Although a range of manual ('tick-box') predictive tools exist for predicting social care events [13] [14] [15] [16] [17] , we are unaware of any existing models that rely on administrative data to make predictions at the individual level. 1 The purpose of this study was to determine whether predictive models for social care could be built using pseudonymous, individual-level records extracted from linked health and social care information systems.
Methods
Having obtained confirmation that this project did not require ethical review [18], we obtained data from a convenience sample of five areas of England: four primary care trusts (PCTs) and their local councils with social services responsibilities, and one care trust (which had responsibility for both health and social care). Four of the sites were in southern England and one in the North. Two were defined by the Office for National Statistics as 'coastal and countryside' areas; one was a 'prospering smaller town'; one a 'London suburb' and one a 'regional centre' [19] .
Participating organisations rendered their data pseudonymous by removing all names and addresses, replacing dates of birth with years of birth, replacing postcodes with lower super output areas, and replacing the NHS number or alternative identifier with a unique, secure, pseudonym [20] . We used encrypted NHS numbers as the linkage field in three of our five sites. In the other two sites, we used an encrypted alternative identifier based on gender, date of birth and initials. Across the five sites, we successfully linked the health and social care records of between 78 and 98% of people aged 75 and over, with matching rates that were higher still for people who used intensive social care.
The four PCTs and the Care Trust each supplied us with a pseudonymous 'member file' of all people registered with a GP in their area. To this file, we linked pseudonymous hospital data (inpatient, outpatient and A&E activity) from the Secondary Uses Service (SUS), and pseudonymous social care data extracted from local authority systems. In two sites, we also obtained detailed clinical information from general practices, but the analyses using these data are not reported here.
Unlike hospital data, which use standardised codes such as ICD-10 for diagnoses and OCPS-4 for procedures, no common codes are used across England for social care. We therefore created a set of variables that could be imputed using local data from all five sites. Inevitably, therefore, these variables had very broad descriptions. These included details of any social care assessments recorded and the nature of any social services funded or provided by the council (Table 1) .
We estimated the overall social care costs for each individual according to the services recorded under these headings, which we multiplied by the published national reference costs to calculate individual weighted utilisations of social care [3] . These represented the gross cost to the local authority of providing each service, excluding the costs of assessing a person's needs, arranging a package of care and monitoring contracts. We applied standard unit costs to help ensure that our results were comparable between sites.
We split our linked data set in half at random, using the developmental sample to build the predictive models, and the validation sample to assess model performance. Using stepwise multiple regression, we predicted outcomes in the target year t based on variables recorded in years t − 1 and t − 2. The models generate a risk 'score' between 0 and 100 for each person in the population that reflects his or her probability of starting intensive social care in the coming 12 months. We assessed the accuracy of our models by calculating their positive predictive values (PPVs) and sensitivities on the validation sample.
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Results
We developed a range of models using either local data from the individual sites (not reported here) or pooled data from all sites combined. We tested a variety of definitions for the dependent variable, i.e. the definition of the start of intensive social care in the target year. Ultimately, we defined this as either admission to a care home (nursing or residential home); or starting ≥10 h of home care per week; 3 or an increase in annualised social care costs exceeding either >£5,000 or >£3,000 or >£1,000.
Using stepwise multiple regression, we identified a range of variables that had significant explanatory power for inclusion in the models. Table 2 shows a summary of these variables for the model that incorporated a £1,000 cost threshold.
4 Table 3 summarises the performance of the three models when applied to the validation sample, using a risk score threshold of 50 to define 'high risk'. As can be seen, lowering the cost threshold from £5,000 to £3,000 or £1,000 increased the number of cases we were aiming to identify, and improved the model's sensitivity and PPV accordingly.
Discussion
We have demonstrated that it is possible to construct models using routine health and social care data that predict which individuals in a population will start intensive, council-funded social care in the coming 12 months.
With a risk threshold of 50 to define 'high risk', the PPVs for our models were satisfactory but their sensitivities were disappointing. However, the sensitivity and PPV of any model can be traded off against each other: choosing a higher risk threshold as the definition of 'high risk' increases the PPV at the expense of a lower sensitivity, and vice versa. It is also important to remember that a PPV below 50% does not indicate that a model is less accurate than chance. With a risk threshold of 50, patients identified as 'high risk' by our model incorporating a £5,000 cost threshold were 17 times more likely to start council-funded social care in the target year than Positive predictive value (PPV) is the proportion of individuals identified by a model as being high risk who will truly experience the outcome that the model is attempting to predict; sensitivity is the proportion of cases that are correctly categorised as high-risk relative to the total number that could have been identified. 3 We chose 10 h/week as our threshold to correspond with the definition used by the NHS Information Centre for Health and Social Care in their annual community care statistics reports. The mean number of home care hours per week in our sites was 5.7. 4 For any patient in the population, the risk score (y) is calculated by taking the intercept (c); adding the sum of the product of each independent variable (x i ) multiplied by its beta coefficient (β i ); then taking the inverse logit of this value and multiplying by 100. In other words, y = 100 logit −1 (c + Σβ i x i ).
the average person aged 75 or older. Indeed, the accuracy of our results is comparable with that of the Combined Model, which many NHS organisations use for identifying people at risk of unplanned hospital admission [21] . Moreover, the high financial costs of intensive social care and the potential negative impact that institutionalisation can have on an older person and their family, could mean that even relatively inaccurate predictions were still very useful in this context. There are several possible explanations for the limited accuracy of our models. These include the rarity of the events we were trying to predict (far rarer than unplanned hospital admissions); the documented changes in how eligibility criteria were applied by councils over time [22] ; our choice of a 12-month prediction window (a shorter timeframe might have improved accuracy but would have limited the usefulness of the predictions made); and the suboptimal quality and completeness of routine data. Moreover, our social care data sets were limited to assessments and services recorded by the local authority. Expanding the definition of 'intensive' social care to include higher numbers of people with cost increases of £3,000 or £1,000 per annum did improve the predictive accuracy of our models but these lower magnitude cost changes might diminish the usefulness of the models in practice.
Being designed for use on entire populations, our models were complex and included large numbers of variables. In general, there are two principal reasons for favouring more parsimonious models: first, to avoid over-fitting the model to the data (we safeguarded against this possibility by using a split-sample method), and second, to create a manual model that is straightforward for professionals to use at the frontline (our models were instead designed to be run by analysts using administrative data). Complex, automated models offer some potential advantages over manual tools. First, automated risk scoring is far less labour intensive, so it may be used to stratify large populations systematically and repeatedly. Second, manual tools might potentially worsen care inequalities if professionals in more deprived areas were found to have less time to use such tools, or if there was a systematic nonresponse bias among people with lower incomes.
Predictive models rely on the assumption that similar individuals will exhibit comparable patterns of service use. Table 2 . Summary of variables and beta coefficients (where P < 0.05) for the model predicting either admission to a care home, or the start of ≥10 h home care per week, or an increase in annualised social care costs exceeding £1,000 In practice, however, the fact that a particular person is admitted to a care home or starts intensive home care depends not only on their health and social care needs, but also on a range of other variables including decisions made by the professionals involved their care, the local availability of different services, and wider policy decisions made at local, regional and national levels. Clearly, our models have their limitations. The critical questions now are whether the appropriate governance arrangements can be agreed for running these predictive models in practice; whether they can be implemented successfully; and ultimately whether they improve the efficiency of appropriate, evidence-based preventive programmes that promote independence and delay or avoid the need for intensive social care.
Key points
• Many healthcare organisations use predictive risk models to target interventions aimed at preventing unplanned admissions to hospital.
• Healthcare interventions, such as multidimensional geriatric assessment, can prevent or delay admission to a care home, but there is currently no objective way of using whole-population data to predict which individuals are at highest risk of starting intensive social care in the near future.
• Here, we describe a predictive risk model that uses administrative health and social care data to predict which individuals in a population are at risk of starting intensive social care in the coming 12 months.
