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This article is devoted to a discussion of stripe and electron-nematic order and their connection
to electronic properties in the pseudogap regime of copper-oxide superconductors. We review basic
properties of these symmetry-breaking ordering phenomena as well as proposals which connect them
to quantum-oscillation measurements. Experimental data indicate that these orders are unlikely to
be the cause of the pseudogap phenomenon, implying that they occur on top of the pseudogap state
which itself is of different origin. Specifically, we discuss the idea that the non-superconducting
pseudogap ground state hosts electron-like quasiparticles which coexist with a spin liquid, realizing
a variant of a fractionalized Fermi liquid. We speculate on how stripe order in such a pseudogap
state might offer a consistent description of ARPES, NMR, quantum-oscillation, and transport data.
I. INTRODUCTION
The field of cuprate high-temperature superconduc-
tors has seen remarkable experimental progress in recent
years. However, many conceptual puzzles remain in in-
terpreting the data, in particular when it comes to the
non-superconducting state. One such puzzle concerns the
character and origin of the so-called pseudogap regime in
underdoped cuprates.1–3 Numerous proposals have been
made to explain this apparent suppression of low-energy
states below a doping-dependent pseudogap temperature
T ∗. These proposals include phase-incoherent Cooper
pairing, other orders competing with superconductivity,
exotic fractionalized states, and short-range singlet cor-
relations as precursor to the half-filled Mott insulator.2,4
Experiments continue to shape and modfiy the com-
munity’s view on the pseudogap regime, with some of
the central recent results being the observation of quan-
tum oscillations at low temperature and high magnetic
field5–7 and the detection of various symmetry-breaking
non-superconducting orders.
Among these orders, so-called stripe order9–12 takes a
prominent role. Static spin and charge density modula-
tions have not only been established13–15 to exist in the
La2−xSrxCuO4 (or 214) family of cuprates, but they have
also been detected in other families: Modulations in the
charge sector, likely pinned by impurities, appear on the
surface of Ca2−xNaxCuO2Cl2, Bi2Sr2CaCu2O8+δ and
other Bi-based cuprates – as seen by scanning-tunnelling-
microscopy (STM) techniques16–20 – and charge stripes
have also been found in YBa2Cu3Oy in high magnetic
fields.21 Electron-nematic order, i.e., a breaking of lattice
rotational symmetry, is often discussed in the context of
stripes, as the melting of uni-directional modulations can
naturally lead to a state with restored translation, but
broken rotation symmetry.22 Indeed, for YBa2Cu3Oy it
has been argued that strong low-energy anisotropies in
various experiments23–25 originate from the tendency to-
ward electron-nematic order which enhances the weak
orthorhombic crystalline anisotropy.26–28 Finally, there
is by now accumulated evidence29–31 for a certain type
of loop-current order which breaks lattice inversion but
preserves translation symmetry.32
The fact that all these observations occurred in the
pseudogap regime prompts to interrogate the relation
between these symmetry-breaking orders and the pseu-
dogap. In fact, recent theoretical proposals attempt to
explain quantum-oscillation and (a subset of) transport
data in the pseudogap regime in terms of Fermi-liquid-
like quasiparticles moving in spin and charge-modulated
states.8,33–40 However, a fully coherent picture has not
yet emerged. On a broader scale, it is questionable that
stripes account for the full pseudogap phenomenology.
Alternatively, if the pseudogap state is of different origin,
stripes should be investigated on top of this pseudogap
state.
The purpose of this paper is twofold. First, we re-
view salient properties of stripe and associated nematic
states, and critically discuss current ideas on the emer-
gence of Fermi pockets and their connection to quantum
oscillations. Second, we discuss specific ideas41–45 for the
pseudogap regime based on holes moving in a spin liquid
with short-range magnetic order and connect them to the
concept of fractionalized Fermi liquids.46,47 We then pro-
pose to model stripes utilizing a phenomenological form
of the single-particle propagator in the pseudogap regime
and analyze their properties.
In this article, the discussion will be mainly restricted
to the non-superconducting state, and ideas on the pair-
ing mechanism will not be covered. Similarly, loop-
current order,32,48 albeit very interesting, will only be
mentioned briefly.
A. Outline
The body of this paper is organized as follows: In
Sec. II we introduce the stripe and related electron-
nematic orders. Sec. III contains a general discussion on
aspects of the cuprate pseudogap, together with current
ideas on how stripe order on top of a Fermi-liquid-like
state might explain experimental results from quantum-
oscillation and transport measurements in the pseudo-
2gap regime. Conceptual problems encountered in this
description will lead us in Sec. IV to consider a different
state underlying the pseudogap, namely a state where
a spin-liquid background coexists with fermionic quasi-
particles forming small Fermi pockets. This realizes a
variant of a fractionalized Fermi liquid. Finally, Sec. V
contains concrete calculations for stripes in a pseudo-
gap state which itself is described by a phenomenological
single-particle propagator accounting for the formation
of hole pockets. We discuss to what extent these calcula-
tions can explain experimental observations. An outlook
will close the paper.
II. STRIPE AND ELECTRON-NEMATIC
ORDERS
Lattice-symmetry-breaking order in cuprates has been
the subject of numerous review articles in the past.9–12
Here we concentrate on density-wave (or stripe) order
– which breaks lattice translation symmetry and, in its
uni-directional form, lattice rotation symmetry – and on
so-called electron-nematic order, which breaks rotation
but not translation symmetry. (In this liquid-crystal ter-
minology, uni-directional density-wave order may also be
called electron-smectic order.)
In this section we shall review both the relevant order
parameters and their manifestation in various experimen-
tal probes.10,12,49
A. Order parameters and symmetry breaking
Following Landau, ordered phases are best described
in terms of order-parameter fields. In the following,
we assume that the underlying crystal lattice is two-
dimensional, with square-lattice (i.e. tetragonal) sym-
metry.
A charge density wave (CDW) is described by a pair of
complex scalar fields φcx, φcy for the two CDW directions
with wavevector ~Qcx and ~Qcy. The charge density (more
generally, any observable which transforms as a scalar
under spin rotations) is assumed to obey
〈ρ(~R, τ)〉 = ρavg +Re
[
ei
~Qc·~Rφc(~R, τ)
]
. (1)
Similarly, a collinear spin-density wave (SDW) requires
a pair of complex vector fields φsαx, φsαy, α = x, y, z,
with wavevectors ~Qsx and ~Qsy, such that the spin density
follows
〈Sα(~R, τ)〉 = Re
[
ei
~Qs·~Rφsα(~R, τ)
]
. (2)
Experimental results in 214 cuprates are consistent with
uni-directional order, i.e., φcx, φsαx 6= 0 and φcy =
φsαy = 0 or vice versa. The preferred wavevectors are
~Qsx = 2π(0.5± 1/M, 0.5), ~Qsy = 2π(0.5, 0.5± 1/M) and
~Qcx = (2π/N, 0), ~Qcy = (0, 2π/N), where M and N are
the doping-dependent real-space periodicities which fol-
low M = 2N to a good accuracy.10–13
Given the propensity for uni-directional order, intro-
ducing a separate order parameter for rotational symme-
try breaking in a tetragonal environment is useful:22 this
is an Ising scalar φn for l = 2 spin-symmetric electron-
nematic order which carries wavevector ~Q = 0. φn may
be defined from any spin-singlet observable which is even
under time reversal and sensitive to real-space directions,
like the bond kinetic energy,
φn(~r, τ) = 〈c
†
σ(~r, τ)cσ(~r+x, τ)−c
†
σ(~r, τ)cσ(~r+y, τ)〉 . (3)
It is common practice to refer to φn as nematic order
parameter; note, however, that φn 6= 0 in both nematic
and smectic (stripe) phases. As discussed in Ref. 22, a
nematic phase can occur as a precursor to stripe oder, but
nematic order unrelated to stripes has been discussed for
the cuprates as well.26 In some cuprates the tetragonal
in-plane symmetry is broken down to orthorhombic, and
spontaneous nematic order cannot exist. It may then
still make sense to discuss the tendency toward electron-
nematic order if a small microscopic anisotropy becomes
strongly enhanced by electronic correlations.
Any of the above orders may co-exist with supercon-
ductivity, and arguments for both competition12,50–52
and cooperation53–55 of stripes and superconductivity
have been put forward. While the anticorrelation be-
tween strong stripe order and high superconducting Tc
and the field-induced enhancement of stripe order in su-
perconducting compounds point towards competition,12
the so-called antiphase superconductivity proposed56
to explain the intriguing behavior of La15/8Ba1/8CuO4
(Ref. 57) may point towards a more complex interplay of
stripes and pairing.58
B. Experimental signatures
A variety of experimental probes may be used to detect
stripe and electron-nematic orders. Here we provide a
brief list on theoretical expectations and corresponding
experimental observations.12
Perhaps most importantly, broken translation symme-
try arising from long-range density-wave order results
in additional superlattice Bragg reflections in diffraction
experiments. Those have been seen in 214 cuprates,
both in the charge sector (using neutrons and X-rays)
and in the spin sector (using neutrons).13–15 Static long-
range charge order has not been seen in other com-
pounds; weak incommensurate spin order is detected in
very underdoped YBa2Cu3Oy as well.
59 Static magnetic
order has also been detected using µSR in both 214 and
YBa2Cu3Oy compounds, in both cases broadly consis-
tent with the results from neutron scattering.
Spatial inhomogeneities, i.e., site differentiation in lo-
cal quantities, have been detected using NMR and NQR,
again in 214 and YBa2Cu3Oy cuprates.
12 While most of
this data could not be used to clearly infer an ordering
3pattern, a very recent NMR experiment21 showed clear
signatures of period-4 charge stripes in YBa2Cu3Oy ex-
posed to large magnetic fields. Furthermore, stripe-like
inhomogeneities in the charge sector are seen in STM
experiments on the surface of Bi2Sr2CaCu2O8+δ and
Ca2−xNaxCuO2Cl2.
16–19
Broken translation symmetry also results – via Bragg
scattering – in a reconstruction of the dispersion rela-
tion of any elementary excitation in the solid, and should
therefore be visible, e.g., in single-electron and phonon
spectra. Unfortunately, the experimental situation is
not clear-cut, i.e., the backfolding of dispersions due to
stripe order has not been unambigously observed. This
suggests that those effects might be weak and moreover
masked by matrix-element effects. We note, however,
that ARPES in stripe-ordered La2−x−yEuySrxCuO4 has
found some hints for reconstructed electron bands60 (re-
call that the quality of ARPES data in 214 cuprates does
at present not reach that of Bi-based cuprates). Also,
various phonon anomalies have been detected and dis-
cussed in the context of stripe order.12,61
Finally, sizeable stripe order can lead to a modula-
tion of collective magnetism, in the extreme rendering it
quasi-one-dimensional. The spin excitations of stripe-
ordered La15/8Ba1/8CuO4 (Ref. 62) indeed display an
elevated-energy dispersion akin to that of spin ladders,
and consequently models of coupled-spin ladders63,64
(or field-theoretic versions thereof65) have been used to
model the experimental data. Qualitatively similar re-
sults have also been obtained in a description of static
stripes using the time-dependent Gutzwiller approxima-
tion to the one-band Hubbard model.66
The broken rotation symmetry inherent to both uni-
directional stripe and electron-nematic states will cause
in-plane anisotropies of all direction or momentum-
dependent properties, such as charge and heat trans-
port, fluctuation spectra etc. However, these anisotropies
will only be visible in macroscopic measurements in a
mono-domain situation. The alternating layer distor-
tions in the LTT phase of 214 compounds therefore pre-
clude global anisotropies. In YBa2Cu3Oy this is dif-
ferent, and temperature-dependent anisotropies both in
transport coefficients23,24 and in magnetic fluctuation
spectra25 have been observed, supporting the idea that
the small (global) crystalline anisotropy becomes en-
hanced by electron-correlation effects at low tempera-
tures. We note that the expected orthorhombic Fermi-
surface distortion has not been seen, but this may again
be related to the rather low quality of ARPES data for
YBa2Cu3Oy.
The anisotropic magnetic fluctuations discovered in
neutron scattering on YBa2Cu3O6.45 in the absence of
static order25 admit interpretations in terms of both gen-
uine (stripe-free) nematic order67,68 and incipient (i.e.
fluctuating) stripe order.65,69
III. STRIPES, FERMI POCKETS, AND THE
PSEUDOGAP
In this section, we discuss existing ideas on how stripe
order could explain selected features of the pseudogap
regime, in particular quantum-oscillation and transport
data. We shall argue that the existing modelling is likely
incomplete because stripe order alone cannot account for
the full pseudogap.
A. Pseudogap in a nutshell
Experimental data characterizing the pseudogap
regime of cuprate superconductors have seen a spectacu-
lar evolution over the last years.1,5 To set the stage, we
start by summarizing the most important observations.
Most generally, the term “pseudogap” refers to a par-
tial suppression of low-energy electronic states, as com-
pared to what is expected from a metallic phase, upon
cooling below a doping-dependent pseudogap temper-
ature T ∗. This suppression is seen in both thermo-
dynamic and spectroscopic observables. Momentum-
resolved measurements indicate that the electronic states
in the so-called antinodal region near momenta (0,±π)
and (±π, 0) are the ones which become strongly gapped,
such that the Fermi surface is reduced to apparent “Fermi
arcs”.70 Based on recent photoemission experiments it
has been argued71 that these arcs in fact represent the
“front part” of Fermi pockets, whose area is possibly com-
patible with the hole doping level, and we will come back
to this later.
Both T ∗ and the estimated size of the low-temperature
antinodal pseudogap, ∆PG, monotonically decrease with
doping, in striking difference to the superconducting Tc.
T ∗ has been suggested to extrapolate to the scale J of
the magnetic exchange in the limit of zero doping, and to
vanish either around optimal doping or at the overdoped
end of the superconducting dome. It should be noted,
however, that the definition of T ∗ is not unique but de-
pends – to some extend – on the considered observable.
In underdoped cuprates, signatures of short-range an-
tiferromagnetism arising from local moments are ubiqui-
tous: This includes magnetic collective modes with large
spectral weight72,73 and magnetism which is induced or
enhanced by non-magnetic impurities (e.g. by small con-
centrations of Zn substituting for Cu).74–76 Conceptu-
ally, it is plausible to attribute these strong antiferromag-
netic fluctuations to the proximity to the parent Mott-
insulating state,4 where local moments and their spin-
wave excitations determine the magnetic response.
Moreover, symmetry-breaking orders are frequently
found in the pseudogap regime. Most prominent are
stripes9–12 seen as long-range bulk order in 214 cuprates
and as disorder-pinned order on the surface of, e.g.,
Bi2Sr2CaCu2O8+δ and Ca2−xNaxCuO2Cl2. The ten-
dency towards stripe order can be enhanced by applying a
magnetic field, such that stripe order can even be induced
4in compounds where zero-field static order is absent.21,77
The most plausible interpretation of this effect is based
on competing order parameters: The magnetic field acts
to suppress superconductivity which in turn enhances
competing order such as stripes.52 In addition to stripes,
strong temperature-dependent global anisotropies sig-
nifying electron-nematic order have been detected in
YBa2Cu3Oy.
10,12 Lastly, a weak intra-unit-cell magnetic
order has been detected in polarized neutron scattering
in both YBa2Cu3Oy and HgBa2CuO4+δ,
29–31 which has
been attributed to circulating-current order of the type
proposed by Varma.32 It is remarkable that these various
competing orders have been observed essentially exclu-
sively in the pseudogap regime, with interpretations to
be discussed in Sec. III D below.
B. Quantum oscillations
Quantum oscillations, i.e., oscillations of thermody-
namic and transport properties as function of 1/B where
B is a large applied magnetic field, are known from stan-
dard metals where they are most easily understood in
terms of a semiclassical quantization of cyclotron orbits.
de Haas-van Alphen and Shubnikov-de Haas effects are
described by the Lifshitz-Kosevich theory.78 At T = 0,
the observed oscillation frequency F can be related to
the momentum-space area A enclosed by the orbit at the
Fermi energy via
F =
~c
2πe
A . (4)
To date, quantum oscillations have been detected not
only in overdoped Tl2Ba2CuO6+δ (Ref. 79) – located out-
side the pseudogap regime and expected to resemble a
conventional metal – but also in underdoped YBa2Cu3Oy
and YBa2Cu4O8,
80–82 i.e., well inside the pseudogap
regime. Quantum oscillations have also been observed on
the electron-doped side of the phase diagram,83,84 where
the data have been found to be broadly consistent with
a Fermi surface reconstructed by antiferromagnetic order
with ~Q = (π, π).
The observation of quantum oscillations in weakly
hole-doped cuprates is considered an important break-
through in the field, because it was long believed that co-
herent electronic quasiparticles do not exist in the pseu-
dogap regime – an absence that was hypothesized mainly
because early photoemission experiments only detected
broad features in the single-electron spectrum. The nat-
ural conclusion from the observation of quantum oscil-
lations is the presence of coherent fermionic quasipar-
ticles moving (in a semiclassical picture) along closed
momentum-space orbits. In fact, experimental data are
in favor of Fermi-liquid-like quasiparticles causing the
oscillations.85,86 Accepting this interpretation, various
proposals for “exotic” pseudogap phases (e.g. with full
spin–charge separation or otherwise incoherent carriers)
appear to be ruled out.
For the later discussion, a few details of the quantum-
oscillation results need to be mentioned:6,7
(i) The observations are so far restricted to the YBCO
family and a relatively narrow doping range, 0.09 <
x < 0.125 in YBa2Cu3Oy and x ≈ 0.14 in
YBa2Cu4O8. It is uncertain whether the disap-
pearance of quantum oscillations outside this dop-
ing range indicates a distinct quantum phase transi-
tion (QPT)87 or simply originates from lower sam-
ple quality.
(ii) Converting the measured oscillation frequency of
approximately 530T into a momentum-space area
using Eq. (4), one concludes that the carriers form
Fermi pockets whose size is approximately 2% of
the Brillouin zone. This pocket size increases with
doping x, but slower than expected for a pocket
area ∝ x, see e.g. Fig. 5b of Ref. 6.
(iii) Transport measurements detect a negative Hall
constant in the regime where quantum oscillations
occur, more precisely, in YBa2Cu3Oy at large fields
and low temperatures for all x > 0.08.88,89 In a
Fermi-liquid-based picture, this suggests that quan-
tum oscillations are caused by electron (instead of
hole) pockets. (However, it has been argued from
experimental data that electron-like transport may
also arise from near-nodal states.90)
(iv) There is no consensus on the role of superconduc-
tivity in the quantum-oscillation experiments. Al-
though the measurements are performed in a resis-
tive state, pairing e.g. in a “vortex liquid” can still
be strong. While most interpretations assume that
the oscillations reflect the physics of the underlying
normal state, it is also conceivable that a supercon-
ducting state features Fermi pockets58,91,92 which
lead to quantum oscillations.
C. Fermi pockets from density waves
The small momentum-space area of the Fermi pockets
deduced from quantum-oscillation data in underdoped
cuprates [see point (ii) in Sec. III B above] has triggered
explanations based on translation-symmetry breaking in
a metallic normal state: Density-wave order reconstructs
the underlying Fermi surface, such that multiple pockets
can appear, whose individual is unrelated to the electron
concentration (apart from an overall sum rule). Given
that stripes are the most prominent form of density-wave
order observed in the cuprates, it is plausible to con-
nect Fermi pockets caused by stripe order (in the spin or
charge channel) to quantum oscillations.
Concrete calculations are essentially all based on a
mean-field description of the symmetry-breaking order
on top of a conventional Fermi-liquid-like state. Most
often33–40 the latter is simply modelled by free fermions
5with a dispersion ǫ~k and a “large” Fermi surface as de-
rived from band-structure calculations. Then, the quasi-
particle properties of the ordered state can be obtained
from the diagonalization of a simple Hamiltonian matrix.
For a uni-directional stripe state with M = 2N = 8 this
matrix takes the form


ε~k V
∗
c 0 Vc 0 V
∗
s Vs 0
Vc ε~k+(pi
2
,0) V
∗
c 0 0 0 V
∗
s Vs
0 Vc ε~k+(π,0) V
∗
c Vs 0 0 V
∗
s
V ∗c 0 Vc ε~k+( 3pi
2
,0) V
∗
s Vs 0 0
0 0 V ∗s Vs ε~k+(pi
4
,π) V
∗
c 0 Vc
Vs 0 0 V
∗
s Vc ε~k+( 3pi
4
,π) V
∗
c 0
V ∗s Vs 0 0 0 Vc ε~k+( 5pi
4
,π) V
∗
c
0 V ∗s Vs 0 V
∗
c 0 Vc ε~k+( 7pi
4
,π)


. (5)
Here, Vc (Vs) are the scattering potentials implementing
long-range charge (spin) stripe order. In general, Vc and
Vs are complex and momentum-dependent, reflecting the
real-space structure and symmetry of the order.34,35,37,93
However, in most cases the Fermi surface depends only
weakly on the precise form of Vc and Vs, which are there-
fore often approximated as real constants.
Uni-directional spin stripes have been found to produce
electron pockets in the reconstructed Fermi surface35,36
which are formed out of antinodal electronic states.
These electron pockets have been proposed as explana-
tion for the simultaneous occurance of quantum oscilla-
tions and a negative low-temperature Hall coefficient in
YBa2Cu3Oy over a certain range of dopings.
89 In this
scenario, reducing the doping level may eventually lead
to a Lifshitz transition where the electron pockets merge
and disappear in favor of open orbits.36
Sample results, which are qualitatively similar to those
published in Refs. 34–37, are shown in Figs. 1 and 2.
To facilitate comparison to the results in Sec. V be-
low, the dispersion is taken from renormalized mean-field
theory,42 ǫ~k = −2t(coskx + cos ky) − 4t
′ cos kx cos ky −
2t′′(cos 2kx + cos 2ky) with t0 = 0.3 eV, t
′
0 = −0.3t0,
t′′0 = 0.2t0 and renormalized hopping amplitudes t =
gt(x)t0 + 3gs(x)Jχ/8, t
′ = gt(x)t
′
0, t
′′ = gt(x)t
′′
0 , where
χ = 0.338 and the Gutzwiller factors are gt(x) = 2x/(1+
x), gs(x) = 4/(1 + x)
2.
Comparing Figs. 1 and 2 it is obvious that the area of
all Fermi pockets is determined by an interplay of doping
level, stripe period, and stripe strength and thus depends
on microscopic details. The disappearance of the antin-
odal electron pockets happens due to the doping depen-
dence of the spatial modulation period, which is assumed
here to be similar to that of 214 cuprates.94 It should be
noted that, in addition to electron pockets, near-nodal
hole pockets as in Figs. 1 and 2 occur quite generically in
such stripe models. It has been suggested that the sig-
natures of these pockets in quantum-oscillation and Hall
measurements might be weak due to a low carrier mo-
bility, but we are not aware of a satisfactory explanation
of the latter. A related problem may be that high-field
specific-heat measurements95 find a rather small value
of γ = C/T , which appears incompatible with multiple
Fermi sheets as in Figs. 1b,c and 2b,c.
Based on some analogies between 214 and YBa2Cu3Oy
cuprates, it has been suggested that the Fermi-surface
reconstruction by stripe order is a general phenomenon,
being responsible for a number of thermodynamic and
transport anomalies.96,97 While stripe order indeed ap-
pears to be realized in both cuprate families, we believe
that care is required when it comes to ideas about “fluc-
tuating stripe order”. Given that d.c. transport and
quantum oscillations are essentially static probes, they
will not be influenced by temporally fluctuating stripe
order. In other words, only static order with sufficiently
large correlation length can be expected to leave signa-
tures in transport coefficients. (This is different for a
finite-energy probe like inelastic neutron scattering which
is sensitive to fluctuating stripes.65)
A few alternative proposals for density-wave order de-
serve to be mentioned, which were partially motivated
by (a) the apparent lack of strong spin order21,25,59 in
YBa2Cu3Oy for 0.09 < x < 0.14 and (b) the problem
of invoking low-energy antinodal states for the pockets
which, however, are believed to be strongly gapped in the
pseudogap regime. Ref. 38 combined charge-only stripe
order with a sizeable nematic distortion of the Fermi sur-
face and obtained electron pockets for x = 1/8, how-
ever, an account of the doping dependence was not given.
In contrast, Ref. 40 proposed bi-directional charge order
which may yield electron pockets formed out of nodal
electron states. It remains open how this proposal can
be compatible with the results of scattering and NMR
experiments.
We will return to this set of ideas and their conceptual
aspects in Sec. III E below.
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a) b) c)
FIG. 1: Doping evolution of Fermi surfaces (dark red) for vertical spin stripes, shown in a quadrant of the Brillouin zone. The
stripe strength decreases with doping: a) x = 1/16, M = 16, Vs = 0.04 eV. b) x = 1/12, M = 12, Vs = 0.03 eV. c) x = 1/8,
M = 8, Vs = 0.02 eV. In all cases, weak charge order is added with Vc = Vs/10 and N = M/2. The light green lines are
constant-energy contours at small negative energy to indicate the dispersion gradient. From b) to a) a Lifshitz transition occurs
where the antinodal electron pockets disappear (the near-nodal hole pockets disappear as well). For further details see text.
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FIG. 2: Same as Fig. 1, but now the stripes are strongest at x = 1/8: a) x = 1/16, M = 16, Vs = 0.015 eV. b) x = 1/12,
M = 12, Vs = 0.02 eV. c) x = 1/8, M = 8, Vs = 0.03 eV. The near-nodal hole pockets exist for all doping levels.
D. Scenarios for the pseudogap
The presentation so far prompts to ask for the relation
between stripe order and the pseudogap phenomenon,
urging to discuss the origin of the latter. Given that
the list of proposed explanations for the pseudogap is
long, I will restrict this section to a summary of the most
influential suggestions.
One class of ideas describes the pseudogap as a precur-
sor of superconductivity, i.e., the suppression of fermionic
DOS happens because of phase-incoherent Cooper-pair
formation. Indeed, signatures of preformed pairs above
Tc
98 have been identified in a number of experiments,
most notably Nernst effect measurements,99 but also in
photoemission,100,101 and STM studies.102 This interpre-
tation is supported by the observation of fluctuating dia-
magnetism which often varies in proportion to the Nernst
coefficient.103 However, the experimental onset tempera-
ture of pairing fluctuations is significantly below the T ∗
established from other probes. This casts strong doubts
on the assumption of preformed pairs being the primary
source of the pseudogap.
A second class ascribes the pseudogap to an order-
ing phenomenon which competes with superconductivity.
The vanishing of the corresponding ordering tempera-
ture upon increasing the doping level naturally induces a
quantum critical point (QCP) on the doping axis, which
could be made responsible for anomalous normal-state
properties. Among the concrete proposals for such com-
peting phases are stripe104,105 and electron-nematic22
phases as well as circulating-current orders.32,48 One ob-
jection against these proposals is that the pseudogap line
at T ∗ does not appear to be associated with a thermo-
dynamic phase transition. However, this can be circum-
vented either by invoking quenched disorder which tends
to smear the transition or by postulating a special form of
phase transition with weak thermodynamic singularities,
e.g. of Kosterlitz-Thouless or Ashkin-Teller type106. In
fact, a weak but sharp signature in the uniform suscep-
tibility has recently been detected in YBCO samples of
different doping, tracking the pseudogap temperature.107
A second objection concerns the momentum-space struc-
ture of the gap: a finite- ~Q order parameter (like stripes)
causes gaps to appear near certain hot spots, but this
7is inconsistent with the apparent d-wave nature of the
pseudogap.1 A third objection, perhaps most serious,
concerns universality: The pseudogap appears to be a
universal phenomenon in hole-doped cuprates, with very
similar properties in the different families, which suggests
a common origin. In contrast, stripes are strongest in
single-layer compounds of the 214 family, but are weak
or absent, e.g., in materials with more than two CuO2
layers per unit cell. A similar objection may also apply
to loop-current order at ~Q=0, with their signatures de-
tected in a subset of cuprate families only. Finally, while
microscopic calculations using cluster extensions of dy-
namical mean-field theory (DMFT), to be discussed in
more detail in Sec. IVC below, have established the ex-
istence of a pseudogap in the 2d Hubbard model,108–112
this pseudogap occurs in the absence of long-range order.
This suggests that long-range order is not required for
pseudogap formation.
A conceptual remark is in order: A particular
symmetry-breaking order being the origin of the pseu-
dogap obviously explains why this order is only seen
below T ∗, while discarding such a pseudogap explana-
tion would imply that the various symmetry-breaking
orders are a result (rather than the cause) of the pseu-
dogap. (A recent detailed analysis of STM data from
Bi2Sr2CaCu2O8+δ concluded that stripes are unlikely to
be the cause of the pseudogap.19)
We are lead to a third class of ideas, relating the
pseudogap to strong correlations and the proximity to
the parent Mott insulator, without invoking symmetry
breaking. While a satisfactory phenomenological descrip-
tion of these ideas is lacking to date, the theoretical re-
sults can be grouped into (i) numerical results from clus-
ter extensions of DMFT, which suggest that short-range
singlet formation may be responsible for a partial gap
formation,108–112, (ii) corresponding field theories trying
to formalize “Mottness”,113 and (iii) proposals based on
low-energy theories for exotic phases involving fraction-
alization. Such proposals also imply the existence of a
QCP on the doping axis (marking a transition between
the underdoped exotic and the overdoped Fermi-liquid
phase), but here without symmetry breaking on either
side of the phase diagram. One concrete such proposal
will be the subject of Sec. IV below.
E. Conceptual problems of Fermi-liquid based
stripes
Clearly, identifying the origin of the pseudogap also
has immediate consequences for the proposed explana-
tions for quantum-oscillation experiments. A key ques-
tion is whether a conventional Fermi-liquid-based de-
scription of the symmetry-breaking orders is justified.
While the quantum-oscillation data itself suggest that the
answer might be “yes”, the temperature evolution of both
thermodynamic and spectral properties in the pseudogap
regime1 appears inconsistent with this assumption.
A generally accepted solution of this puzzle is not
known to date, but two alternatives are obvious:
(A) The low-doping state is asymptotically a conven-
tional Fermi liquid (in the absence of supercon-
ductivity), but with both coherence temperature
and quasiparticle weight being small. This im-
plies, e.g., that the underlying Fermi surface of this
state is “large”, i.e., it fulfills Luttinger’s theorem
(see Sec. IV for a more detailed discussion). This
large Fermi surface may be unobservable if transla-
tional symmetry breaking sets in above the coher-
ence temperature.
(b) The low-doping state is a metallic non-Fermi liq-
uid which features coherent fermionic quasiparti-
cles, but is not a Fermi liquid because Luttinger’s
theorem is violated. Such a state can be classi-
fied as fractionalized Fermi liquid,46 discussed in
detail in Sec. IV. Most plausibly, the Fermi sur-
face consists of hole pockets,44,45 with a total area
given by the doping level x – this appears supported
by cluster DMFT studies.112 A phenomenological
ansatz for the self-energy describing a pseudogap
state with small pockets has been put forward in-
dependently in Ref. 42.
To date, photoemission experiments have not been able
to distinguish the available scenarios, mainly because of
insufficient energy and momentum resolution (although
progress has been made recently71,114).
Most theoretical models to explain the quantum-
oscillation frequencies in underdoped cuprates operate
with density-wave order occurring on top of a Fermi-
liquid state with weakly interacting quasiparticles and a
large Fermi surface. Apparently, these models are heavily
based on scenario (A). Taking the models of Refs. 34,36
and others at face value, a number of problems are ap-
parent:
(1) The single-particle states which form the electron
pockets stem from the antinodal portion of the Bril-
louin zone where, however – according to ARPES
– a large gap exists. While this argument may
be flawed because it is comparing the high-field
low-temperature regime of quantum oscillations
with the zero-field elevated-temperature regime of
ARPES, the more general problem is that a stripe
modulation on top of a large Fermi surface does
not account for the pseudogap (e.g. because it can-
not explain the momentum-space structure of the
pseudogap).
(2) Stripe order leads, in addition to the desired elec-
tron pockets, to further sheets of Fermi surface
(both open orbits and hole pockets). Their ex-
istence appears to be in conflict with high-field
specific-heat data: The small measured value of γ
suggests that the pockets seen in quantum oscilla-
tions reflect the only gapless charge carriers in the
system.95
8(3) In most calculations, sizable spin stripe order is re-
quired to produce electron pockets while charge or-
der alone leads to hole pockets only. However, a
recent NMR experiment on YBa2Cu3Oy suggests
that spin order is not present (or very weak) in
the regime of interest.21 Charge stripes on top of a
nematic state have been suggested to resolve this
conflict.38
(4) The weakly doping-independent area of the pocket
in the doping range 0.09 < x < 0.14 for
YBa2Cu3Oy and YBa2Cu4O8requires fine tuning
in essentially all models, perhaps with the excep-
tion of the bi-directional charge modulation pro-
posed in Ref. 40.
Clearly, the conceptual problem (1) appears most
pressing. This prompts to consider scenario (B), i.e., a
non-Fermi liquid pseudogap state, on top of which stripe
order may occur. This is discussed in the remainder of
the article.
IV. FRACTIONALIZED FERMI LIQUIDS AND
THE PSEUDOGAP
We now turn to an appealing scenario for the pseu-
dogap ground state, which invokes a non-Fermi liquid
which nevertheless features well-defined fermionic quasi-
particles. Such a state is best classified as a “fraction-
alized Fermi liquid” (FL∗). This term, originally intro-
duced in the context of heavy-fermion systems, refers to a
metallic phase without spontaneously broken symmetries
in which sharp quasiparticles (with spin 1/2 and charge
e) coexist with a paramagnetic spin liquid.115
We begin by reviewing the concepts of fractionalized
Fermi liquids and the related orbital-selective Mott tran-
sitions for two-band systems (like heavy fermions) and
then discuss the application of these ideas to weakly
doped (one-band) Mott insulators. This will eventually
lead us to propose the phase diagram in Fig. 3, where
a fractionalized Fermi liquid at low doping and a con-
ventional Fermi liquid at high doping are separated by a
QPT.
A. Orbital-selective Mott phases and fractionalized
Fermi liquids in two-band systems
Loosely speaking, an orbital-selective (or band-
selective) Mott phase – dubbed OS Mott in the follwing –
is a metallic phase of a two-band system, where one band
(dubbed c in the following) is “metallic” (with Fermi-
liquid-like quasiparticles), while the other (f) is “Mott-
insulating” as a result of strong electronic correlations.
(The generalization to more than two bands is straight-
forward.) The electrons in the Mott-insulating band form
local moments, which may either order magnetically or
settle in a non-magnetic spin-liquid state at low tempera-
tures. As will be argued below, a spin-liquid ground state
of the local moments is required to define a fractionalized
Fermi liquid.
A sharp distinction between a band being metal-
lic or Mott-insulating can be made by considering the
momentum-space volume enclosed by the Fermi sur-
face: here a metallic band contributes, whereas a Mott-
insulating band does not. In a standard Fermi-liquid
(FL) phase of a two-band system, both bands are metal-
lic in the above sense, and the Fermi volume is given by
VFL = Kd(ntotmod 2). (6)
Here ntot = nc + nf denotes the number of electrons per
unit cell, mod 2 implies that full bands are not counted,
Kd = (2π)
d/(2v0) is a phase space factor, with v0 the
unit cell volume, and the factor of 2 accounts for the
spin degeneracy of the bands. Importantly, the “large”
Fermi volume of Eq. (6) is in accordance with Luttinger’s
theorem.116
The key point is now that an OS Mott phase has a
Fermi volume different from VFL (6) because the elec-
trons of the Mott-insulating band do not contribute. As
the number of electrons per site corresponding to a Mott-
insulating band is unity, ntot in Eq. (6) is replaced by
(ntot−Ncell), which yields a distinct Fermi volume if the
number of sites per unit cell, Ncell, is odd (and spin de-
generacy is preserved). Therefore, a sharp definition of
an OS Mott phase requires that the local moments of the
Mott-insulating band are in a spin-liquid state without
spontaneously broken symmetries – such a state typically
features fractionalized spin excitations. Hence, we arrive
at a phase where conduction electrons coexist with a frac-
tionalized spin liquid – this is exactly what was dubbed
“fractionalized Fermi liquid” in Ref. 46. Its Fermi volume
is “small”,
VFL∗ = Kd[(ntot − 1)mod 2], (7)
and violates the Fermi-volume count according to Lut-
tinger’s theorem exactly by unity, hence this FL∗ phase
is a true non-Fermi liquid metal. It is separated from FL
by a quantum phase transition dubbed “orbital-selective
Mott transition”, where the Fermi volume changes dis-
continuously.
If, in contrast, the local moments in the OS Mott
regime realize a symmetry-broken state as T → 0, be
it an antiferromagnet or a valence-bond solid, the unit
cell is enlarged, and the sharp distinction between small
and large Fermi volumes is lost (because the two states
only differ in the number of full bands). Consequently,
the resulting local-moment phase may be adiabatically
connected to a fully itinerant broken-symmetry Fermi
liquid.117
FL∗ phases can be readily constructed in the frame-
work of Kondo-lattice models.46,47 Start from a spin-
only system with single-site unit cell and geometric frus-
tration, such that a spin-liquid state is realized. Can-
9didates are spin-1/2 magnets on the Kagome or py-
rochlore lattices as well as e.g. triangular or square
lattices with longer-range or multiple spin-exchange
interactions.118–120 Then, add conduction electrons and
couple those via a (weak) Kondo coupling to the spin
liquid. As the spin liquid is a stable state of matter, a
weak Kondo coupling is irrelevant in the RG sense, hence
the properties of the two subsystems will remain quali-
tatively unchanged, and a FL∗ phase naturally emerges.
(This is particularly obvious if the spin liquid is gapped.)
Hence, in the Kondo limit the existence of FL∗ phases
in two-band systems only rests upon the existence of
fractionalized spin liquids in frustrated magnets. In this
limit nf ≡ 1, and VFL∗ (7) is given by nc only. The OS
Mott transition between FL∗ and FL can be understood
as breakdown of Kondo screening of the local moments
which happens due to the competition between Kondo
effect and non-local inter-moment correlations.46,121–123
(In transition-metal oxides realizing multiband Hubbard
systems, an additional driver for OS Mott physics is
Hund’s-rule coupling which counteracts the screening of
local moments.115,124
We note that, in principle, different flavors of FL∗
phases can exist, depending on the nature of the spin-
liquid component (gapped, gapless, Z2 or U(1) gauge
forces). However, the full systematics of FL∗ phases, in-
cluding the fate of topological order in the presence of
charge carriers, is not understood to date.
B. Application to weakly doped Mott insulators
Various phenomenological aspects of underdoped
cuprates suggest an interpretation in terms of a fraction-
alized Fermi liquid, where hole-like charge carriers coexist
with a spin-liquid background. This thinking goes back
to Anderson’s early idea of a resonating valence-bond
state doped with holes41,125 and has been subsequently
reformulated in various flavors.42–45,128–130
A number of conceptual ideas are naturally account
for: (i) local moments inherited from the parent Mott
insulator continue to exist in the weakly hole-doped FL∗
state, (ii) the charge-carrier density in this weakly doped
Mott insulator is small (i.e. given by the number of doped
holes instead of the total number of electrons), and these
carriers may form small hole pockets, (iii) the low-doping
phase cannot be adiabatically connected to a Fermi liq-
uid with a large Fermi surface, but instead a QPT occurs
on the doping axis, which in turn may be responsible for
extended non-Fermi-liquid behavior around optimal dop-
ing above Tc, (iv) electronic states in certain momentum-
space regions (where only the large Fermi surface would
exist) will disappear at low energy and temperature in
the low-doping FL∗ phase, thereby creating a pseudogap,
and (v) a superconducting state formed at low doping will
display a pairing gap on the small Fermi surface of FL∗
which coexists with the pseudogap. Apparently, this list
bears striking similarity with experimental observations
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FIG. 3: Hypothesized phase diagram for hole-doped cuprates
in the temperature–doping plane, with a quantum critical
point ( ) separating the overdoped FL and the underdoped
FL∗ phase – the latter represents the pseudogap, which it-
self may host various forms of competing order (shaded).
The finite-temperature quantum critical regime of the FL–
FL∗ transition is cut-off below Tc by superconductivity.
Also shown is the onset of commensurate antiferromagnetism
(AF); not shown are additional crossovers associated with the
onset of pairing fluctuations and with spin-glass behavior.
in cuprates.
Given the precise definition of a fractionalized Fermi-
liquid phase in a two-band system, it is natural to ask
how this concept can be adapted to a one-band doped
Mott insulator.131 It is plausible to start again from an
undoped Mott insulator, where magnetic order is sup-
pressed by quantum fluctuations or frustration, such that
a fractionalized spin liquid is realized. A possible candi-
date state is an RVB-like state with short-range correla-
tions. In contrast to the two-band case, charge carriers
are now added in the same band by doping holes. If
these holes retain their integrity, i.e., continue to exist as
elementary excitations of spin 1/2 and charge e with a
Fermi surface, then an FL∗ phase is be realized: These
quasiparticles co-exist with a spin liquid, and the volume
of the hole Fermi surface is given by the hole concen-
tration x, whereas Luttinger’s theorem would dictate a
Fermi volume of (1−x) electrons or, equivalently, (1+x)
holes. Hence, the Luttinger count is violated exactly by
unity as in the two-band situation discussed above.132
A conceptual problem of this idea is that carrier dop-
ing of a fractionalized spin liquid will – quite generically
– lead to a fractionalization of the doped carriers, i.e., a
doped hole will decay into a neutral spinon (as this is a
good quasiparticle of the background spin liquid) and a
charged spinless holon.125–127 The key idea to circumvent
this problem is via the formation of bound states. Imag-
ine a fractionalized state in which a spinon and a holon
can form a low-energy bound state. This bound state is
equivalent to a hole, and particles occupying these bound
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states will feature a Fermi surface, with properties as de-
scribed above. As a spin-off, spinon-spinon bound states
are possible as well, leading to sharp low-energy reso-
nances in neutron scattering. Importantly, such an FL∗
state will display bound-state holes and fractionalization
at the same time, such that low-energy observables will
often see signatures of sharp quasiparticles while experi-
ments at higher energy will detect continua characteristic
of fractionalization.
Interestingly, the idea of spinons and holons undergo-
ing “reconfinement” to form a conventional quasiparti-
cle was already discussed in the 1990s based on numer-
ical results for the t − J model.128 A phenomenologi-
cal ansatz for a Green’s function describing quasiparti-
cles with hole pockets was proposed by Yang, Rice, and
Zhang;42 its form can be related to bound-state formation
of holons and spinons in a mean-field RVB spin liquid.
More recently, Sachdev and co-workers44,45 studied the
dynamics of electrons in a fluctuating 2d antiferromag-
net. This first leads to the emergence of an algebraic
charge liquid,129 with separate excitations for spin and
charge. Those were proposed to form bound states, i.e.,
electrons with a pocket-like Fermi surface. A clear con-
nection to FL∗ phases was then made in Ref. 45. In this
scenario, the spin-liquid component is gapless and de-
rived from local AF order, instead of the short-range RVB
state advocated above. Finally, Ref. 130 also proposed a
metallic state with hole pockets for the pseudogap, which
was dubbed a Luttinger-volume-violating Fermi liquid.
It derives again from a RVB-like spin-liquid state, where
the doped hole retain their integrity. In line with the
above discussion, this state can be labelled fractionalized
Fermi liquid as well.
C. Numerical evidence
Computer simulations of the 2d Hubbard
model110–112,134–137 using cluster extensions of DMFT138
have provided insight into the physics of weakly doped
Mott insulators. Among other things, these calculations
show pseudogap behavior at low doping in the absence
of superconductivity or magnetic order.
In the single-particle Green’s function, this pseudo-
gap behavior is accompanied by the disappearance of
the Fermi surface in parts of the Brillouin zone, namely
in the antinodal regions near (π, 0), (0, π)111,112,135–137.
This low-doping behavior is found to be qualitatively
distinct from that at high doping, with a regime of
strong scattering in between, suggestive of a quantum
phase transition.110,134 These results bear remarkable re-
semblance to those from photoemission experiments on
actual cuprates. Because of the similarity to orbital-
selective Mott physics, the partial disappearance of the
Fermi surface upon decreasing the doping has been
termed “momentum-selective Mott transition”.
This lends support to a phase diagram as in Fig. 3,
where a non-Fermi liquid phase is realized at low doping,
which is separated by a QPT from a Fermi liquid at large
doping. In fact, a detailed analysis and extrapolation of
the cluster-DMFT self-energies and spectral functions in
the low-doping regime has uncovered that the underlying
Fermi surface consists of the proposed four pockets.112
However, the detailed nature of the accompanying spin-
liquid state has not been understood in phenomenological
terms to date.
D. Single-particle propagator in the pseudogap
phase
While a complete theory for a one-band FL∗ is not
available at present, concrete proposals have been made
for approximate forms of the single-electron Green’s func-
tion in the putative zero-temperature normal state de-
scribing the pseudogap. These include the phenomenlog-
ical ansatz by Yang, Rice, and Zhang (YRZ, Ref. 42) and
the effective model of Qi and Sachdev (QS, Ref. 44) for
bound-state formation in an algebraic charge liquid.
Although the underlying physical ideas are somewhat
different, both proposals can be written in terms of the
following single-particle propagator
G(~k, ω) =
Z
ω − ξ~k −∆
2
~k
/(ω − ξ′~k
)
(8)
defined on the microscopic square lattice. Here ξ~k is a
single-particle dispersion leading to a large Fermi surface,
such that the large-doping FL state is described by ∆~k =
0, and Z is a (doping-dependent) weight factor. In the
YRZ proposal, the individual terms are given by
ξ~k = ǫ~k − µ ,
ξ′~k = 2t(cos kx + cos ky) ,
∆~k = ∆(x)(cos kx − cos ky) , (9)
with ǫ~k = −2t(coskx + cos ky) − 4t
′ cos kx cos ky −
2t′′(cos 2kx + cos 2ky). Physically, ξ
′
~k
reflects a nearest-
neighbor “spinon” dispersion, while the d-wave form of
the gap ∆~k arises from an implicit pairing assumption.
In contrast, the QS scenario yields
ξ~k = ǫ1~k + ǫ2~k − µ ,
ξ′~k = ǫ1,~k+~Q − ǫ2,~k+~Q − µ ,
∆~k = ∆ . (10)
Here, ∆ measures the strength of local antiferromagnetic
order, and ǫ1~k and ǫ2~k are the effective dispersions of the
bound states between the two species of spinless fermions
and bosonic spinons which appear in the algebraic charge
liquid. Interestingly, this “fermion doubling” reflects the
topological order of the underlying spin liquid.44
For finite ∆~k, Eq. (8) leads to hole-pocket Fermi sur-
faces as shown in Fig. 4, with the exact shape and lo-
cation being somewhat different in the YRZ and QS ap-
proaches. Both proposals require that, for ∆~k 6= 0, the
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FIG. 4: Fermi surfaces in the pseudogap state as described by the YRZ ansatz (8,9) for different doping levels. For x . 0.18
only the lower YRZ band crosses the Fermi level, leading to one hole pocket per quadrant of the Brillouin zone. For x > xc = 0.2
the large Fermi surface is recovered.
hole area enclosed by the Fermi pockets is given x holes,
i.e., the electron area is (2 − x), such that the Fermi-
volume count violates Luttinger’s theorem by unity. In
both cases, a line of zeroes of G emerges where ξ′~k = 0 –
note that this coincides with the antiferromagnetic zone
boundary, |kx|+ |ky| = π, only in the YRZ case.
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In comparison to experiments, the Fermi surfaces de-
rived from the YRZ ansatz have been argued to be
in good agreement with pockets deduced from recent
ARPES results,71 and agreement with other thermody-
namic and spectroscopic observables has been suggested
as well.43 On the theoretical side, an analysis of the elec-
tronic self-energy obtained from small-cluster diagonal-
ization of the Hubbard model has found the YRZ ansatz
to be a reasonable approximation of the data.139 Taken
together, this suggests that an ansatz of the form (8) is an
appropriate starting point in order to model symmetry-
breaking orders in the pseudogap regime.
V. STRIPES IN THE PSEUDOGAP REGIME
From the discussion above, it appears plausible to take
a different route in modelling electronic properties of
stripes, namely to add stripe modulations on top of a
pseudogapped ground state. In the absence of a com-
plete theory of the latter, it is suggestive to combine the
proposed forms of the single-particle propagator in a FL∗
state (YRZ or QS, see Sec. IVB) with a mean-field de-
scription of stripe order – this is what we will discuss
in the following. To explore the connection to quantum
oscillations and transport, we exclusively concentrate on
the Fermi surface of such a stripe state.
To be specific, we employ the YRZ propagator,
Eqs. (8,9), which can be written as a sum of two coher-
ent quasiparticle poles at energies E±~k
, dubbed upper and
lower YRZ band. In the relevant doping range, the upper
YRZ band lies far above the Fermi level43 and can thus be
ignored. Hence, we consider quasiparticles in the lower
YRZ band which undergo stripe order. (This is similar in
spirit to the treatment of superconductivity in the YRZ
pseudogap state in Ref. 140 which considered pairing of
the lower-band YRZ quasiparticles only.) At the mean-
field level, stripe order is captured by Bragg scattering
terms which connect ~k and ~k + ~Q as usual, such that we
are lead to diagonalize a matrix as in Eq. (5), where the
bare energies are replaced by E−~k
. Momentum-dependent
weight factors of the YRZ quasiparticles are ignored at
this level, but those will only have a minor influence on
the Fermi surface.
We now turn to the results of this approach. We
have chosen numerical parameters for the dispersion as
in Sec. III C, and the YRZ hybridization is given by
∆(x) = ∆0(1 − x/xc) with ∆0 = t0/2 and xc = 0.2.
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Sample Fermi surfaces are shown in Figs. 5 and 6, for
the cases without and with spin order, respectively. The
scattering potentials have been chosen to be moderate
to strong, leading to relative doping modulations of or-
der unity, to better visualize hybridization effects and
pocket formation.
As is clearly visible, modulations on top of a hole-
pocket state lead, depending on microscopic parameters,
to a Fermi-surface reconstruction into hole pockets of dif-
ferent sizes and/or open orbits. The pockets are gener-
ically rather small and, by construction, emerge from
near-nodal states. It appears, however, essentially im-
possible to generate electron pockets in this approach
– both with and without spin order – because all low-
energy bands are weakly hole-doped. Also, most Fermi-
surface deformations arise from the hybridization be-
tween equal-spin bands, i.e., from charge order or from
secondary spin-order effects. Quantitatively, the area
of the small pockets in Fig. 5 (Fig. 6c) ranges between
0.6. . . 1% (1.6%) of the full Brillouin zone, the large pock-
ets in Fig. 5b have a size of approximately 4% of the full
Brillouin zone.
From these results we conclude that stripe order on
top of a pseudogap state with hole pockets is not eas-
ily consistent with the quantum oscillation data, because
the resulting Fermi pockets are either too large or too
small in area. Of course, this conclusion hinges on the
applicability of the semiclassical analysis of the quantum
oscillation data, which is not guaranteed for a one-band
FL∗ state. (For a two-band FL∗ with asymptotically de-
coupled bands, such an analysis can be expected to be
ok.) The fact that all pockets are hole-like also makes it
difficult to explain the negative Hall coefficient, but here
physics beyond weakly interacting quasiparticles might
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FIG. 5: Fermi surfaces (as in Fig. 1), but here for vertical charge stripes in a pseudogap state with hole pockets, the latter
described by the YRZ ansatz.42 a) x = 1/12, N = 6, Vc = 0.04 eV. b) x = 1/10, N = 4, Vc = 0.03 eV. c) x = 1/8, N = 4,
Vc = 0.025 eV. For details see text.
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FIG. 6: Fermi surfaces for pseudogap stripes as in Fig. 5, but now for vertical spin stripes. a) x = 1/12, M = 12, Vs = 0.035 eV.
b) x = 1/10, M = 8, Vs = 0.035 eV. c) x = 1/8, M = 8, Vs = 0.05 eV. In all cases, weak charge order is added with Vc = Vs/10
and N = M/2.
be relevant.90
Alternatively, one could speculate about a more severe
reconstruction of the FL∗ state by stripe formation, not
captured by simply subjecting the YRZ quasiparticles to
a mean-field stripe potential. This requires a thorough
discussion of the interplay between stripy modulations
and the driving forces of FL∗, and will be presented in a
forthcoming publication.
VI. DISCUSSION
In the first part of this paper, we have reviewed cen-
tral aspects of stripe and nematic order in the cuprate
high-temperature superconductors and connected them
to observable properties in the pseudogap regime. In
particular, we have critically discussed the proposal of
electron pockets formed by density-wave order in a large
Fermi-surface state which has been suggested to explain
quantum oscillation and transport data.
Based on the fact that such descriptions do not account
for full pseudogap physics – in particular, the large Fermi
surface is not seen experimentally – we have suggested in
the second part of this paper to investigate stripes on
top of a pseudogap state. Here, we have concentrated
on states of the fractionalized-Fermi-liquid type where
coherent quasiparticles populating hole pockets coexist
with a spin-liquid background. Employing the YRZ de-
scription of the single-particle propagator, we have de-
termined the Fermi surfaces of such pseudogap stripe
states. These states – which now account for salient as-
pects of the pseudogap – can, however, not easily explain
the quantum oscillation data.
This leaves us with a dilemma: Neither modulated
Fermi-liquid states nor modulated pseudogap (i.e. FL∗)
states seem to account for the phenomenology of both
quantum oscillations and the pseudogap. The following
is a (certainly incomplete) list of escape routes:
• The pseudogap physics seen a zero field above Tc
is entirely irrelevant for the quantum-oscillation
regime at high fields and very small T . Then,
a Fermi-liquid-based approach to quantum oscilla-
tions could be justified. This option would require
to explain how a magnetic field of 30. . . 50T – still
small on electronic scales – can destroy the pseu-
dogap (which otherwise appears rather robust and
is not affected90 by fields of order 10T).
• The low-energy fermions of the pseudogap state un-
dergo a severe reconstruction in a magnetic field,
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e.g., due to stripe formation. (Stripe formation
in the quantum-oscillation regime of YBa2Cu3Oy
has been experimentally established using NMR.21)
We note that the formation of bound states of the
fractionalized constituents of FL∗ is a low-energy
phenomenon which could in principle be altered by
moderate fields or modulations.
• The quantum oscillations do not arise from Fermi-
liquid-like carriers, such that the standard Lifshitz-
Kosevich analysis78 is not applicable. This would
suggest to search for quantum oscillations in other
candidate pseudogap states.141
• Superconducting pairing cannot be neglected in
the discussion of quantum oscillations. As conven-
tional superconducting states (i.e. with a full gap
or with discrete nodes) are not expected to cause
quantum oscillations, one is lead to look for paired
states with a Fermi surface, which appears e.g. if
the condensate carries a finite momentum.58,91 The
question of the character of the normal-conducting
pseudogap state may then be secondary.
Clearly, more experimental information would be help-
ful to make progress: seeing quantum oscillations in other
underdoped cuprates and/or over a larger doping regime
would be extremely interesting, as well as a further char-
acterization of the stripe order in the quantum-oscillation
regime (i.e. doping/field/temperature dependence of the
strength and the modulation period). For theory, under-
standing the pseudogap – and stripe order on top of it –
remains the most important issue. Among other things,
it should be clarified whether and how a negative Hall
coefficient may arise in hole-pocket (or Fermi-arc) states.
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